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Abstract 
Living cells are made up of networks of interacting genes, proteins and other bio-molecules. 
Simple interactions between network components in forms of feedback regulations can lead to 
complex collective dynamics. A key task in cell biology is to gain a thorough understanding of 
the dynamics of intracellular systems and processes. In this thesis, a combined approach of 
mathematical modelling, computational simulation and analytical techniques, has been used to 
obtain a deeper insight into the dynamical aspects of a variety of feedback systems commonly 
encountered in cells. These systems range from model system with detailed available 
molecular knowledge to general regulatory motifs with varying network structures. 
Deterministic as well as stochastic modelling techniques have been employed, depending 
primarily on the specific questions asked. 
 
The first part of the thesis focuses on dissecting the principles behind the regulatory design of 
the Tryptophan Operon system in Escherichia coli. It has evolved three negative feedback 
loops, namely repression, attenuation and enzyme inhibition, as core regulator mechanisms to 
control the intracellular level of tryptophan amino acid, which is taken up for protein 
synthesis. Despite extensive experimental knowledge, the roles of these seemingly redundant 
loops remain unclear from a dynamical point of view. We aim to understand why three loops, 
rather than one, have evolved. Using a large-scale perturbation/response analysis through 
modelling and simulations and novel metrics for transient dynamics quantification, it has been 
revealed that the multiple negative feedback loops employed by the tryptophan operon are not 
redundant. In fact, they have evolved to concertedly give rise to a much more efficient, 
adaptive and stable system, than any single mechanism would provide. 
 
Since even the full topology of feedback interactions within a network is insufficient to 
determine its behavioural dynamics, other factors underlying feedback loops must be 
characterised to better predict system dynamics. In the second part of the thesis, we aim to 
derive these factors and explore how they shape system dynamics. We develop an analytical 
approach for stability and bifurcation analysis and apply it to class of feedback systems 
commonly encountered in cells. Our analysis showed that the strength and the Hill coefficient 
of a feedback loop play key role in determining the dynamics of the system carrying the loop. 
Not only that, the position of the loop was also found to be crucial in this decision. The 
analytical method we developed also facilitates parameter sensitivity analysis in which we 
investigate how the production and degradation rates affect system dynamics. We find that 
these rates are quite different in the way they shape up system behaviour, with the degradation 
rates exhibiting a more intricate manner. We demonstrated that coupled-loop systems display 
greater complexity and a richer repertoire of behaviours in comparison with single-loop ones. 
Different combinations of the feedback strengths of individual loops give rise to different 
dynamical regimes. 
 
The final part of the thesis aims to understand the effects of molecular noise on dynamics of 
specific systems, in this case the Tryptophan Operon. We developed two stochastic models for 
the system and compared their predictions to those given by the deterministic model. By 
 III 
means of simulations, we have shown that noise can induce oscillatory behaviour. On the 
other hand, incorporating noise in an oscillatory system can alter the characteristics of 
oscillation by shifting the bifurcation point of certain parameters by a substantial amount.  
Measurement of fluctuations reveals that that noise at the transcript level is most significant 
while noise at the enzyme level is smallest. This study highlights that noise should not be 
neglected if we want to obtain a complete understanding of the dynamic behaviour of cells. 
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Chapter 1  
 
 
Systems Biology:  
History, Challenges  
and Motivations 
 
 
“Every object that biology studies is a system of systems.” 
 Francois Jacob 
 
 
 
This chapter introduces the field of Systems Biology and gives a short survey of its history. It 
discusses those challenges facing Systems Biology that directly underline the motivations for 
the work in this thesis. With each of the challenges, a discussion of how to address it is 
presented. At the end of the chapter, a roadmap of the thesis with an overview of all chapters 
is given.  
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1.1 Systems Biology, a Historical Background 
It is imperative to understand the origin of a research field before embarking on its study. This 
understanding is valuable in giving a broadened perspective of the field of interest in 
connection with related fields, providing a big picture of the subject under research. For 
‘systems biology’, which emerged recently as a renewed excitement of biological sciences, it 
is of no exception. To begin our journey, we briefly discuss what systems biology aims to 
achieve and how it originates. 
 
As the name suggests, systems biology aims to obtain a system-level understanding of 
molecular (genetic, metabolic and signalling) pathways by investigating inter-relationships 
(organisation or structure) and inter-actions (dynamics or behaviour) of genes, proteins and 
metabolites [1]. The idea of gaining a system-level understanding of biological systems is 
actually not new. It dates back to the days of Norbert Wiener in the 1940s and has become a 
recurrent theme in biological science since. In his book on “cybernetics”, Wiener [2] coined 
the term as the study of control and communication in the animal and machine which gives 
identity to the transfer of control and communication ideas from technology to biology.  
 
The term cybernetics is intriguing; it stems from the Greek word “kybernetes” meaning “the 
art of steering”. As a social concept, cybernetics was used by Plato in the context of “the study 
of self-governance” but Wiener gave it a modern meaning [3, 4]. Nowadays, cybernetics 
encompasses a broad field of study, from biology to computer science, engineering to 
management. Nevertheless, the essential goal of cybernetics is to understand and define the 
functions and processes of systems that have goals and feedbacks, and in some cases, to make 
them more efficient [2].  
 
Twenty years after Wiener’s book, Ludwig von Bertalanffy proposed General System Theory 
[5] in an attempt to establish a general theory of systems. His underpinning motivation was the 
existence of general principles and laws that apply to generalised systems, irrespective of their 
particular kinds, the nature of their component elements, and the relation between them [5]. In 
an effort to apply the theory to biology, Bertalanffy considered every living organism as an 
open system which maintains itself with continuous inflow and outflow. Notably, Bertalanffy 
realised the failure to understand systems of various orders by investigating their respective 
parts in isolation [5]. This realisation is precisely what underlines modern systems biology, 
with regards to biologically molecular systems. As a general science of ‘wholeness’, 
 3 
Bertalanffy’s theory contains important ideas. However, it was too abstract to be well 
grounded and failed to make practical impact [5, 6].  
 
Around the same time, further ideas to use system theory in biology was addressed in a 
volume entitled ‘System Theory and Biology’ edited by Mihajlo Mesarovic [7]. Quite 
remarkably Mesarovic wrote at the time: ‘The real advance in the application of systems 
theory to biology will come about only when the biologists start asking questions which are 
based on the system-theoretic concepts rather than using these concepts to represent in still 
another way the phenomena which are already explained in terms of biophysical or 
biochemical principles . . . then we will not have the “application of engineering principles to 
biological problems'' but rather a field of systems biology with its own identity and in its own 
right’ [8]. Mesarovic’s realisation can be considered the official launch of the formal study of 
systems biology as a distinct discipline, as well as the first formal use of the term “systems 
biology” that is so widely used today.  
 
Although having substantial considerations from numerious researchers, most of the works on 
‘classical’ systems biology up to late 1990s were at an abstract level or focused on the 
description and analysis of biological systems only at the physiological level. This is mainly 
due to the limited availability of knowledge from molecular biology. However, the turn of the 
20th century brought remarkable progress in molecular biology, particularly in genome 
sequencing and high-throughput measurement techniques, allowing collection of 
comprehensive data sets on system performance and information on the underlying molecules. 
As a result, modern systems biology has gained renewed interest. Modern systems biology 
distinguishes itself from the previous attempts in that it connects system-level theory to 
molecular-level knowledge. It is this unique feature that holds much promise as well as many 
challenges for the field.   
1.2 Challenges and Underlying Motivations 
Although systems biology in its current reincarnation is almost a decade old, its success 
remains patchy. There are significant challenges that the field is facing. This is mainly due to 
the enormous complexity of cellular systems and our limited progress in important areas, 
including development of efficient mathematical approaches, generation of high quality, low-
noise data, and advances in technological equipments. Excellent discussions on these 
challenges have been reported [9-11]. In this section, we selectively outline those hurdles 
directly motivating the work in this thesis. The outcomes of the thesis, in return, will 
contribute towards curbing these obstacles.  
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1.2.1 Understanding of design principles in cells 
A key task of systems biology is to understand the design principles that govern the dynamics 
of cellular networks, ranging from genetic, metabolic to signalling networks [12]. The 
emphasis is to investigate recurring network motifs and regulatory patterns in various 
biological networks [13, 14]. Understanding the dynamical features of a specific network 
motif may help in obtaining valuable insights into the behaviour of diverse biological systems 
in which this motif appears [15-22].  
 
Feedback loops are the essence of control and regulation in cellular systems. Only if 
information about the consequences of some outputs is fedback, can the system adjust itself or 
respond in appropriate ways. Because of the vital importance of feedback control mechanisms 
to the robust functioning of biochemical systems, they have been extensively researched over 
the last two decades. Now, more are known about the topology and functionality of positive 
and negative feedback in intra- and inter-cellular systems than ever before [14]. In spite of this 
progress, much remains to be understood. Note that positive feedback regulation deserves 
equal attention, there is a focus on negative feedback loops in this thesis due largely to the 
time constraints of the program. Below, the poorly-understood issues are discussed along with 
how they are going to be addressed. 
 
First, while the topology of biochemical networks is informative, it does not fully describe 
network behaviour. The presence of a negative (or positive) feedback tells us little about the 
dynamics of the system in which it appears. In fact, the same feedback loop could demonstrate 
stable steady state in one case and spontaneous oscillation in another [23]. To better 
understand and predict system dynamics, finer characterisation of feedback loops must be 
acquired [24, 25]. This important notion, however, has not been systematically addressed. 
Given these observations, challenging questions are identified: 
 
 (1) What are the efficient characterising factors of feedback loops? 
(2) How do they influence the feedback loop in shaping system dynamics? 
 
Second, in spite of its common appearance, isolated feedback structure is only the surface 
of a diverse pool of more intricate regulatory structures which have been utilised by living 
cells. Feedback loops, positive and negative, are often found to be tangled up to control and 
coordinate complex and rich interactions within cells. Some systems even use multiple, 
seemingly redundant, feedback loops to maintain essentially the same functions [26]. 
Examples of coupled loop structures are ubiquitous in cellular networks. For examples, in 
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many common amino acid biosynthesis pathways the amino acid (i.e. the pathway’s 
endproduct) regulates itself by concurrently inhibiting multiple upstream reactions [27-29]. 
Many more examples are tabulated and can be consulted in Kim et al. [30]. Although attempts 
have been made [30-33] in studying the dynamical characteristics of coupled loops motifs, the 
findings have been limited. Given these observations, challenging questions are identified:  
 
(3) Are these feedback loops functionally redundant? 
(4) What are the specific dynamical roles of the individual feedback mechanisms (the 
relative importance of each mechanism)? 
(5) What the advantages are of the structure of such coupled feedback loops, since 
they must have evolved to achieve specific regulatory functions in cellular circuits? 
(6) What are the interactions between the individual feedback loops and how do they 
influence each other in giving rise to the dynamics of the system as a whole? 
 
To address the above questions, the current study takes complementary approaches: by (1) 
studying a specific, well established genetic system with feedback loops using mathematical 
modelling and in silico experiments, and by (2) studying a general, common class of cellular 
feedback motifs employing an analytical, dynamically-driven approach.  
 
This thesis focuses on a particular model system namely the tryptophan operon (trp) system in 
the bacteria Escherichia coli, which is responsible for maintaining the production of 
tryptophan inside the cell. The trp system regulates tryptophan production by an apparatus of 
three negative feedback mechanisms: repression, attenuation and enzyme inhibition; each 
provides essentially the same function but operates in distinctly different ways. Because of its 
substantial use of negative feedback and the extensive molecular knowledge of these feedback 
loops, the trp operon system provides an excellent candidate for in-depth study of feedback 
loops. Our purpose is to reveal the specific, underlying roles of each of the feedback 
mechanisms in this system, and understand how they as a whole, give rise to the system’s 
macroscopic dynamics. This will help in finding out why three feedback loops, rather than 
one, have evolved and shed light on the questions (3), (4) and (5) posed above. To achieve this 
goal, we develop mathematical models for the trp operon system and implement extensive 
computational simulations for a large number of different parameter sets, followed by 
systematic analysis of the results.  
 
To tackle questions (1) and (2), we propose two important factors that can be used to 
characterise a negative feedback loop. These are the loop’s feedback strength and the level of 
binding cooperativity (nonlinearity) between the inhibitor and its regulated molecule [34, 35]. 
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Earlier work has only looked at the effects on systems dynamics caused by changes in the 
cooperativity levels to some extent, but not those of the feedback strength [36-41]. We aim to 
investigate the effects of both these factors on the dynamics of generalised negative feedback 
systems using an analytical approach. In addition, we also study other how factors like the 
loop position, loop reallocation, pathway extension affect dynamical behaviour. We address 
the question of when the system switches between its dynamical states and find those 
(analytical) threshold values for a variety of model parameters at which this switching takes 
place. 
 
Using the same analytical approach, we further investigate question (5) and (6) by considering 
general cellular feedback motifs that are regulated using multiple, coupled negative feedback 
loops. We aim to explore the dynamical aspects of systems with multiple negative feedback 
loops in comparison with their single-loop counterparts, and thereby understand the possible 
functional advantages the extra loops may provide. 
1.2.2  Understanding the emergence of functionalities in cells 
Complex systems such as those in living cells display emergent properties. What this means is 
that they comprises properties that arise from the interactions between their components, 
rather than from any single parts of the systems [10]. The hallmark of systems biology is 
based on this very idea and so distinguishes itself from other traditional approaches which 
study parts of systems in isolation. The most challenging question here is “how do emergent 
properties of cellular systems actually emerge?” which is put in a more approachable way as 
follows:  
(7) How do the macroscopic behaviours arise for a system from its components and 
the regulatory interactions between these components? 
 
We address this question also by studying systems with multiple regulatory mechanisms. 
Specifically, we aim to piece together the understanding of the system components, the 
individual feedback loops that regulate and connect certain parts of the system, and the 
interactions between these feedback loops (system structure) to draw a more complete picture 
of how the system’s collective behaviour emerges.   
1.2.3 The need for efficient analytical approaches for systems analysis 
Recent progress in systems biology relies a great deal on the success of numerical analysis and 
simulations. However, two important bottlenecks are identified with this approach: (1) the lack 
of reliable parameter values for numerical simulations and (2) the limited exploring capability 
of numerical simulations. 
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Lack of reliable parameter values remains one of the most difficult bottlenecks in biological 
modelling [42, 43]. Since parameters are often estimated from experimental data, their 
reliability subsequently depends on the accuracy of the data source, as well as the efficiency of 
the algorithms used for the estimation process. On one hand, experimental data are often 
obtained in vitro which might differ significantly from in vivo conditions. Further, they are 
usually reported by different laboratories using different experimental settings and are so 
difficult to integrate. On the other hand, although many methods of optimisation and system 
identification have been developed to facilitate parameter estimation (e.g. nonlinear or 
alternating regression [44, 45], genetic algorithms [46], evolutionary programming [47], and 
simulated annealing [48]), these methods are far from ideal, especially for large-scale 
networks [42]. This means even for models with estimated or experimentally determined 
parameters, it is not certain that the obtained parameter set is reliable and closely reflects the 
realistic physiological condition. 
 
Numerical simulation insists on having specific parameters’ values (often determined as 
discussed above) before a run can be implemented. Further to the fact that each simulation run 
costs time and computer power, it only associates with a single set of parameters. Investigation 
of the model’s behaviour with respect to variation of a parameter over continuous ranges can 
therefore only be done by carrying out many simulations. Such brute-force simulations are still 
usually insufficient because the parameter space that should be explored, even for models of 
moderate complexity, is enormous [11]. 
 
As a result, there is an urgent need for efficient analytical methods and tools to explore the 
qualitative properties of biological systems, particularly in steady-state analysis, bifurcation 
analysis, sensitivity analysis, network analysis, etc. These tools will help to significantly boost 
the parameter space that could be explored by modellers and so to delineate regions in 
parameter space where the model is likely to be successful in explaining the experimental 
data. 
 
We address this need in the current study by focusing on developing an analytical approach 
for stability and bifurcation analysis for a common class of negative feedback systems. Using 
this method, a great deal of insight is obtained of the behaviour of these systems.  
1.2.4 Understanding the effects of molecular noise in cells 
Stochasticity pervades cellular behaviour. Even in an isogenic population under a homogenous 
environment, individual cells differ in their shapes, sizes or in the number of particular 
proteins. This individuality arises due to the inherent variation or noise in gene expression 
across cells, which has been of much interest in recent years. It has been shown theoretically 
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and confirmed experimentally that stochasticity is an inherent feature of gene expression [49-
52], and that these random fluctuations may play important roles in cellular processes [53]. 
However, the implications of stochastic gene expression remain unclear. There is still limited 
knowledge of the consequences of molecular noise on particular cellular systems.  
 
One aim in parts of this thesis is to improve the understanding of the impact of molecular 
noise on cellular behaviours. A thorough review of relevant aspects of noise and common 
ways to model it in cellular context is followed by stochastically modelling the tryptophan 
operon system by explicitly incorporating fluctuations into the model description. Analysis of 
the dynamics of the noisy system in comparison to the deterministic one allows us to study the 
effects of noise.  
1.3 Overview of Chapters 
In the current chapter, an introduction is provided for systems biology with a brief account of 
its origin and purpose. We outlined the important challenges of the field that lead to the 
motivations of the work in this thesis. Chapter 2 provides the background biological and 
mathematical knowledge that are useful for later chapters. It also includes a comprehensive 
review on various aspects of molecular fluctuations in biochemical networks. In chapter 3, a 
detailed background of the molecular components and interactions in the tryptophan operon 
system with its feedback mechanisms is given, followed by a survey on previous efforts in 
mathematical modelling of the system.  
 
In chapter 4 and 5, we investigate the regulatory characteristics and examine the roles of the 
feedback loops in the tryptophan operon. To reveal the underlying relationships between the 
individual control mechanisms and system’s macroscopic behaviour, we study transient 
dynamics of the system in response to perturbations of different types. Chapter 4 presents the 
development of a new mathematical model for the system. Then, we will define two measures 
that characterise transient dynamic response of system variables when facing perturbations 
and discuss their biological significance. Chapter 5 presents results and analysis on the 
numerical simulations of various mutant sets for the tryptophan system and draw relevant 
conclusions.  
 
While chapter 4 and 5 deal with a specific genetic system using numerical simulations, chapter 
6, 7 and 8 extend the analysis to more general feedback systems with single as well as multiple 
negative feedback loops by studying their dynamical properties using an analytical approach. 
Chapter 6 re-examines the roles of negative feedback and discusses the characterising factors 
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that we define for negative feedbacks loop. Its major body presents the core development of 
the analytical approach after outlining the background, motifs, and mathematical models of the 
systems under consideration. Chapter 7 focuses on system motifs regulated by a single 
negative feedback loop that we refer to as single-loop systems. It presents important results 
obtained from applying the analysis method outlined in chapter 6 for this class of networks. 
Chapter 8 continues to explore the dynamical characteristics of system motifs with increased 
level of complexity in which several negative feedback loops are coupled together. A 
discussion on the application of our methods to two biological systems, the Hes1 oscillator 
and the trp system is given.  
 
In the penultimate chapter 9, two stochastic models are developed for the trp system based on 
a deterministic model and the effects of noise are investigated using these two models. Finally 
in chapter 10, a retrospective look at the overall implications of this work, as well as the 
contributions of the thesis and direction for future research, is provided. 
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Chapter 2  
 
 
Background 
 
 
“The aim of science is not things in themselves but  
the relations between things; outside these relations  
there is no reality knowable.” 
Henri Poincare 
 
 
 
This chapter provides necessary background knowledge required for later chapters. It surveys 
fundamental biological concepts and important phenomena in gene expression, as well as 
primary mathematical concepts related to modelling of gene regulatory networks. Issues of 
biological networks that hinder quantitative construction and prediction of gene regulatory 
networks are discussed. Notable modelling approaches including chemical kinetics, Hill 
functions and S-system are compared. Finally, we describe the molecular basis of the 
tryptophan operon system in E.coli. This system operates under regulations of a number of 
different feedback mechanisms, and it will be used as a model biological system in parts of the 
study in this thesis. 
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2.1 Biological Concepts 
2.1.1 Concept of a Gene 
The word gene was first used by Danish botanist Wilhelm Johannsen in 1909 to indicate the 
fundamental physical and functional unit of heredity, a concept developed from Darwin’s 
work on evolution and Mendel’s experimental work on inheritance in peas [54-56]. The word 
originated from pangenesis coined by Darwin which comes from the Greek words pan (a 
prefix meaning “whole”, “encompassing”) and genesis (“birth”) or genos (“origin”)[57].  
 
In 1953, Watson and Crick discovered the three-dimensional structure of DNA 
(deoxyribonucleic acid) that explains how base paring enables genetic information to be 
copied, and how mutations can arise due to occasional errors resulting from replication [58]. 
DNA, therefore, could function as the molecule of heredity. This gives rise to the modern 
concept of a gene as segment of DNA as we know today.  
2.1.2 Gene Expression 
The Central Dogma of Molecular Biology defines the flow of genetic information from DNA 
to protein via the intermediate product mRNA (Figure 2.1). It states how the sequence of bases 
in DNA corresponds to the sequence of amino acids in protein. Proteins are used as catalysts 
in most of the reactions happening in any cell. They play vital roles in almost all biological 
processes and determine the characteristics of cells and viruses. As genes code the information 
for protein synthesis, DNA therefore contains the complete genetic information that defines 
the structure and function of an organism.  
 
The process by which a gene gives rise to a protein is called gene expression. While DNA is a 
single stable molecule in every cell, mRNAs and proteins are unstable molecules. Because not 
all proteins need to be synthesized continuously at high levels, genes must be able to turn on 
and off. A specific gene is expressed or turned on, if it results in production of the encoded 
protein. When this occurs, the DNA is first transcribed into a single stranded sequence of 
RNA via transcription. The RNA is then translated into a sequence of amino acids as the 
protein is synthesized via the process called translation. 
2.1.3 Regulation of Gene Expression 
Gene expression is a tightly regulated process which gives the cell control over the amounts of 
proteins it makes [14, 15]. Regulation of gene expression can be accomplished at several 
stages. First, transcriptional control dictates when and how often a given gene is transcribed. 
Secondly, translational control directs the transportation of mRNA molecules and selects 
which mRNAs in the cytoplasm are translated by ribosomes. Thirdly, degradation control  
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regulates selectively the degradation of certain mRNA molecules and proteins. Furthermore, 
there are post-translational modifications that control the activation or inactivation of specific 
proteins even after they have been made. These modifications include the addition of 
functional groups, the addition of other proteins and structural changes to the proteins by 
addition of disulfide groups. As a result of these concerted control steps, cells can adjust the 
rates of transcription of each gene and translation of each mRNA molecule separately to 
regulate the levels of each type of protein separately. 
 
Gene expression in eukaryotes is much more complex than in prokaryotes. The major reason 
is that prokaryotic cells consist only of a single compartment in which transcription and 
translation can occur simultaneously whereas in eukaryotes, transcription occurs in the 
nucleus, but the mRNA product molecules must be transported to the cytoplasm in order to be 
translated. Therefore in prokaryotes, the control of the rate of transcriptional initiation is the 
predominant way of regulation of gene expression while in eukaryotes, the regulation of gene 
expression can be controlled at many different points.  
 
Nevertheless, in most cases, transcriptional controls are the most widely used way of 
regulating gene expression [59]. As the first stage in the gene expression process, it is the most 
economical way of achieving regulation. It prevents production of superfluous intermediate 
molecules and thus saves energy for other important tasks. The detailed mechanisms of 
transcriptional control are discussed in the next section. 
2.1.4 Mechanism of Transcriptional Control 
Every gene consists of a coding region and a regulatory (non-coding) region. The coding 
region is the part that is transcribed into an mRNA, and the regulatory region is the part that 
contributes to the control of the gene. Central to the transcription process is a control element 
known as a promoter, a short stretch of DNA that is part of the regulatory region and precedes 
the coding region. The promoter contains a binding site for a catalytic protein, known as RNA 
polymerase, which is responsible for transcription. The complexity of the coding and 
regulatory regions varies from organism to organism. In eukaryotes, every gene has its own 
promoter. In prokaryotes, a group of genes called an operon can be concurrently transcribed to 
produce a single mRNA molecule, and so be regulated by a single promoter. 
 
Transcription begins when the RNA polymerase binds to the promoter. It separates the double-
stranded DNA and then moves along a single strand, step by step, and transcribes the coding 
region into an mRNA transcript. As the mRNA transcript is constructed, the RNA polymerase 
peels away and the DNA strands are rejoined. The transcription process stops when the 
polymerase reaches a stop site at the end of the gene.  
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Typically, the RNA polymerases do not bind to the regulatory region of DNA alone, but in 
complexes with transcription factors. These are proteins whose main function is to increase or 
decrease the rate of transcription, and are referred to as activators or repressors, respectively.   
Activators enhance the interaction between the RNA polymerase and the promoter, therefore, 
increasing the gene expression rate. Repressors impede the RNA polymerase’s progress along 
the DNA strand, therefore, hampering the expression rate of the gene. Accordingly, the 
binding site is called an enhancer if bound with an activator, and a silencer if bound with a 
repressor [60]. Furthermore, the ability of a transcription factor to bind DNA can be enhanced 
or suppressed through its interactions with other proteins. 
2.1.5 Feedbacks and Gene Regulatory Networks 
Because transcription factors are themselves the products of expressed genes, they too are 
under regulatory control, forming feedbacks which give rise to the concept of Gene 
Regulatory Networks (GRN). A GRN is a collection of DNA segments, RNAs, proteins and 
other metabolites in a cell which interact with each other via feedback loops. There are two 
major kinds of feedback – positive and negative.  
 
In a negative feedback, a transcription factors inhibits the transcription of its own gene by 
blocking RNA polymerase binding at the promoter region. Negative feedback loops generally 
underline stability. They are also required for stable oscillations and some examples are 
circadian rhythms [18, 19], cell cycles [61] and calcium waves [62]. On the other hand, in a 
positive feedback, a transcriptional factor promotes the transcription of its own gene by 
enhancing RNA polymerase binding at the promoter region. Positive feedback loops often 
underline multistability [63, 64].  
 
With multiple-feedback networks, biological systems display more complicated behaviours. 
For example, chaotic systems (i.e. deterministic but essentially unpredictable systems) 
frequently result from some form of positive feedbacks, usually mixed with negative 
feedbacks [63]. The Elowitz and Leibler’s oscillator [65] is based solely on negative feedback 
loops but is unstable. This system could be made comparatively stable and robust by 
incorporating positive feedback loops [25, 26].  
2.1.6 Cooperativity 
In biochemistry or molecular biology, cooperativity is a phenomenon displayed by enzymes or 
receptors that have multiple binding sites. In a genetic network there are always multiple 
binding sites in a regulatory region where several transcriptional factors are able to bind. 
Therefore, transcriptional regulation tends to involve combinatorial interactions between 
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several transcriptional factors, which allow for a sophisticated response to multiple conditions 
in the environment. Non-cooperativity occurs when transcriptional factors are independently 
bound to a regulatory region. Cooperative binding occurs when the affinity of the 
transcriptional factor to a binding site depends on the amount of transcriptional factors already 
bound. The cooperative binding can be either positive or negative; indicating that the affinity 
is either increased or decreased by the binding of other transcriptional factors. Competition is 
also possible when two different transcriptional factors bind to one site. 
2.2 Mathematical Concepts 
2.2.1 Mathematical Modelling of Gene Regulatory Networks 
2.2.1.1 Importance of Mathematical Modelling 
Given the underlying complexity, mathematical models and computational simulation 
techniques are ideal tools for studying GRNs. They provide sophisticated frameworks for 
investigating the components of the networks and analyzing the rules governing their 
interactions. The inherently complex structure of GRNs combined with the varying timescales 
on which different biological processes act, makes it particularly difficult to develop intuitions 
about how regulatory systems operate. Moreover, model simulation of known systems can 
provide validation of a particular modelling approach. Such simulations can also offer 
valuable guidance to target future studies by enabling experiments to be carried out in silico 
(on a computer) that would be expensive, time consuming or otherwise infeasible to perform 
in vitro and/or in vivo. In general, the role of mathematical models in systems biology is multi-
faceted. Firstly, properly constructed mathematical models enable validation of current 
knowledge by comparing model predictions with experimental data; when discrepancies are 
found in these types of comparisons, our knowledge of the underlying networks can be 
systematically expanded. Secondly, mathematical models can suggest novel experiments for 
testing hypotheses that are formulated from modelling experiences [25, 26]. Thirdly, they 
enable the study and analysis of system properties that are not accessible through in vitro 
experiments [66]. And, finally, mathematical models can also be used for designing desirable 
products based on existing biological networks [67]. 
 
Genetic regulatory pathways are only one type of network within the complex web of 
intracellular interactions and interconnections. Metabolic pathways and signalling pathways 
are the other two major classes of cellular networks where significant modelling efforts are 
underway. A metabolic pathway is a series of chemical reactions occurring within a cell, 
resulting in either the formation of metabolic products or the initiation of another metabolic 
pathway. The dominant phenomenon in metabolism is enzymatic reactions. Scientists have 
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characterised metabolism better than any other part of cellular behaviour due to more 
developed experimental techniques being available to quantify the network components. The 
typical mathematical modelling schemes are deterministic because, usually, a large number of 
molecules are involved in metabolic pathways. A signalling pathway is any process by which 
a cell converts one kind of signal or stimulus into another, where the dominant phenomenon is 
molecular binding. Signalling pathways normally have much fewer reactant molecules than 
metabolic systems, therefore, stochastic methods are more dominant in modelling signal 
pathways. As mentioned before, a GRN consists of a set of genes, proteins, metabolites (the 
intermediates and products of metabolism), and their mutual regulatory interactions. The 
dominant phenomena in GRNs are molecular binding, polymerization and degradation. Like 
signalling pathways, they tend to contain a small number of molecular entities, but typical 
modelling schemes are deterministic and/or stochastic depending on the purpose of the 
modelling. Ultimately, all three types of pathway have to be integrated into large networks to 
understand the functions of a cell.  
2.2.1.2 Approaches in Modelling of GRNs 
Currently, two theoretical approaches are used to analyse GRNs, reverse engineering (top-
down) and forward modelling (bottom-up) [68]. Reverse engineering is used to analyse data 
that are not a priori known to contain any specific pathways [69]. It analyses expression 
changes of  thousands of genes in parallel over time and attempts to determine regulatory 
interactions based on the gene expression profiles (expression values of different genes under 
different experimental conditions). By searching for clusters and motifs, and eventually 
deducing functional correlations, reverse engineering methods seek to reconstruct underlying 
regulatory networks. The advantage of reverse engineering is that the gene expression data 
themselves are used to identify meaningful or informative gene dynamical behaviours, and 
normally a large fraction, or almost all genes, of a cell can be covered. However, the difficulty 
associated with this approach is that the data derived from the current experimental tools, such 
as gene expression arrays or proteomic arrays, are normally too noisy to provide insights into 
the underlying relations between the genes. 
 
Forward modelling is also known as “in silico cell”, which tries to isolate some genetic 
pathways and build a detailed model that can be compared directly with experimental data [60, 
70]. The basis of forward modelling is a priori knowledge or hypotheses about the processes 
of the interactions taking place during gene expression. It starts with building a conceptual 
model where elements and their interaction are extracted from literature. The conceptual 
model is then converted into an appropriate computational model. Once the parameters are set, 
the model can produce the dynamics of the regulatory network. The advantage of forward 
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modelling is that the models can be compared with experimental reality directly and testable 
hypotheses for further experiments can be obtained. The drawback of this approach is that its 
scope focuses only on local dynamics but the target pathways are frequently influenced by 
genes from other pathways. Moreover, it often lacks specific kinetic parameters for the 
individual processes under consideration. Mathematical techniques used in forward modelling 
of GRNs will be introduced below in section 2.2.3, as they are used to investigate various 
GRNs. 
2.2.2 Issues in Modelling of GRNs 
2.2.2.1 Non-linearity 
Gene regulatory networks are inherently nonlinear. This is due to the complex, often not fully 
understood, interactions between cellular components of GNRs (genes, proteins, transcription 
factors, small molecules, etc.) manifested through intricate layers of feedback loops. By 
possessing this nonlinearity, GRNs are able to give rise to a diverse array of dynamical 
behaviours, including stable focus, sustained oscillations, hysteresis, toggle-switch, and 
multistability. However, nonlinearity also imposes great hurdles for GRN modelling. To 
obtain insights into these systems, nonlinear modelling frameworks must accordingly be 
developed, yet they are often analytically intractable. The problem gets even worse for large-
scale networks. 
 
To counter this problem, there have been attempts to simplify nonlinear models for ease of 
investigation while retaining their fundamental, important features. For instance, approaches 
based on linearisation have been developed in which systems are approximated by linearising 
around a fixed point, usually the steady state. Notably, stability analysis [71] has its 
foundation based on local linearisation theory. S-system approximation is another example 
where a nonlinear system is approximated with a power-law representation around a steady 
state point. Although the resulting S-system is still nonlinear, it possesses the features that are 
more amicable for analysis [72, 73]. In a stochastic context, Kampen [74] developed the 
Linear Noise Approximation method to approximate the Chemical Master Equation (CME) by 
meaningfully separating stochastic variables into a deterministic part and a random, 
fluctuating part (see appendix A for thorough discussion). The analysis of the CME now 
reduces to analysing change in probability distribution of the fluctuations.    
 
Linearisation, however, comes with costs. Approximated models are often limited to locality 
and may fail to address global characteristics of the systems. Therefore, demand for tractable, 
efficient nonlinear modelling approaches is currently an important aspect of the field.  
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2.2.2.2 Multi-scale 
In modelling systems, including biochemical systems, simplifications are unavoidable. 
Depending on the level of detail that a model intends to capture, certain assumptions should be 
made to ignore the effects of some unnecessarily detailed processes without a significant loss 
of higher level of knowledge that can be acquired in a system. In physics, there are some well-
defined rules. For example, a macroscopic object obeys the laws of classical mechanics, 
whereas these laws no longer hold true in mesoscopic and microscopic physics, which obey 
the laws of quantum mechanics. Modelling a biochemical system is similar because modelling 
effort has to focus on a particular scale depending on the purpose of the exercise. We can 
define the scales involved in biochemical reactions in general as follows: 
 
Macroscopic scale: In this scale, we assume that the system is a well-mixed solution or, 
equivalently, is homogeneous. The behaviour of every particle is assumed to be the average 
behaviour of its kind. Therefore, particles are treated as concentrations (the number of 
molecules per unit volume) and models in this level are normally expressed by differential 
equations. Because the chemical reaction is described by increasing or decreasing 
concentration levels, the changes in state of the system are continuous. 
 
Microscopic scale: This is the lowest level of reactions, where atom-atom, atom-molecule or 
molecule-molecule collisions take place. The Avogadro number is the number of formula 
units in a mole and it describes the fundamental quantitative relationship between macroscopic 
and microscopic levels: one mole of atoms or molecules = 6.022 × 1023 atoms or molecules. 
The system at the microscopic level is represented by single molecules, each with a position 
and a momentum. Hence, the dynamics are stochastic in contrast to macroscopic computation 
where the dynamics can be described through averaging theorems. 
 
Mesoscopic scale: This intermediate description of chemical reactions incorporates the 
information between the microscopic and macroscopic scales in a suitable way. The 
boundaries are not sharp but can be roughly indicated. In the mesoscopic level we eliminate 
some irrelevant or poorly understood variables. For example, we assume the solution is well-
mixed, therefore, we only count the molecules in a system, rather than keeping track of their 
individual properties. Because every particle is treated as an individual in this level, the 
dynamics of the system is stochastic with states changing discretely. 
 
Inspired by the need to counter the multi-scale nature of biochemical systems, great efforts 
have been put into multi-scale modelling allowing adequate levels of description for different 
species and different reactions. The resulting models are sometimes referred to as hybrid 
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models. Some researchers [75, 76], for example, have considered partitioning the system into 
subsets depending on the basis of propensity function values: fast and slow reaction subsets. 
They then constructed the Chemical Master Equation (see Appendix A1) which describes the 
joint probability density functions of the number and the occurrences of both subsets. Cao et 
al. [77] have proposed a virtual fast system which is Markovian to represent the real non-
Markovian system. The authors used the stationary (asymptotic) properties of the virtual fast 
system to make a stochastic algorithm to construct the slow-scale reactions, which the authors 
argued, is more reliable and transparent. Takahashi [78], on the other hand, developed a 
modular, object-oriented meta-algorithm to integrate the multi-scaled system running on 
different types of algorithms and driven by different timescales. They applied the meta-
algorithm to heat shock response model that combined Gillespie’s and Gibson’s Next Reaction 
algorithms and deterministic differential equations. The results showed a dramatic 
improvement in performance without the loss of significant accuracy. Overall, multi-scale 
stochastic modelling is certainly a worthwhile exercise in the future when the scale of 
modelled systems becomes large. 
2.2.3 Mathematical Frameworks in Modelling of GRNs 
Biological systems are formed from pathways and interactions of linked reactions. The 
reaction biochemical species such as reactants, products, and cofactors rarely participate in 
only one but many reactions, forming reaction networks that concertedly give rise to the 
systems’ dynamic behaviour. Reaction rates are, as a result, key to the behaviour of the 
system. There exist a number of kinds of rate laws that have been proposed to describe 
different types of reaction mechanisms. The most familiar are the Michaelis-Menten rate law 
[79], the Hill rate law [80] and the S-system rate law which is the most prominent 
representative of the power-law formalism [33, 42, 43]. In chapter 4 and 5 we develop an S-
system model for the tryptophan operon and use it to obtain insights into the dynamical roles 
of the system’s control mechanisms. In chapters 6, 7 and 8 we use Hill functions to model 
inhibition when investigating functional diversity of dynamical behaviour in negative 
feedback systems. We will make a quick review of these rate laws, restricted to the aspects 
that will be useful in the present context. Moreover, we will compare and contrast S-system to 
the other rate laws. 
Suppose the system under consideration consists of n biochemical species X1, X2, …, Xn that 
participate in the reactions. In the most general form, the reaction rate of the ith reaction is a 
function (V) of the concentrations (also denoted Xi) of all the participating species: 
 
1 2( ) ( , ,..., )i i i nv V X V X X X= =  
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The specific form of the function vi depends on the rate law in use for that reaction.  
2.2.3.1 Mass-Action Kinetics 
Mass-action kinetics is perhaps the most straightforward rate law. It is used for reaction 
networks consisting of elementary reactions. The reaction rate for each reaction step is 
determined by the participating reactants and their stoichiometry and is written as: 
 
1 2
1 2 ...
ngg g
n
v k X X X= ⋅ ⋅ ⋅ ⋅ , 
 
where k is the rate constant and gis are the kinetic orders reflecting the stoichiometry of the 
reactions. Note that gis take only positive integer values. 
 
For example, the reaction 3 2 kA B C+ →  results in the rate 3 2v k A B= ⋅ ⋅ . Consider a more 
complex reaction scheme where an enzyme E is converting a substrate S into a product P. Let 
k1, k2 and k3 be the rate constants that describe this process: 
 
1 3
2
k k
k
S E SE P E→+ → +← . 
 
A model based on mass-action kinetics for this system is easily set up and given as: 
 
1 2 3
3
dSE k S E k SE k SE
dt
dP k SE
dt
= ⋅ ⋅ − ⋅ − ⋅
= ⋅
. 
 
Developing mass-action kinetics models from elementary reactions is straightforward. 
However, this requires the determination of each and every rate constant, which is of 
significant difficulty because in many cases, these elementary reactions are not observable 
experimentally and the parameters are not measured.  
2.2.3.2 Michaelis-Menten Kinetics 
Due to the lack of information on rate constants in mass-action kinetics, other rate laws as 
approximation to the mass-action framework have been developed. These approximations 
come in under certain simplifying assumptions. Consider the same enzymatic reaction above. 
We assume that the concentration of the substrate-bound enzyme (SE) changes much more 
slowly than those of the product (P) and the substrate (S). This implies that as soon as a 
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molecule of S is turned in to P, the molecule of E that is freed will bind again to a molecule of 
S. This so-called ‘quasi-steady-state’ assumption leads to 0dSE
dt
= . 
 
Therefore 11 2 3
2 3 M
k S E S Ek S E k SE k SE SE
k k K
⋅ ⋅ ⋅
⋅ ⋅ = ⋅ + ⋅ ⇒ = =
+
 where 2 3
1
M
k k
K
k
+
=  is called 
the Michaelis-Menten constant. 
 
The total amount of enzyme is the sum of the free (unbound) enzyme and that which is bound 
to the substrate. We assume that this total enzyme concentration is constant, 
 
Total FreeE SE E SE E= + = + . 
 
The previous equation can then be rewritten as: 
 
( )Total
Total
M M
S E SE SSE SE E
K S K
⋅ −
= ⇒ = ⋅
+
    (2.1). 
 
The rate at which the product P is created is given as: 
 
max
3 maxTotal
M Mv
dP S S
v k E v
dt S K S K
= = ⋅ ⋅ = ⋅
+ +
,    (2.2)  
 
where vmax denotes the maximum rate possible. 
 
This is called the Michaelis-Menten equation. Essentially, it says that the rate of production is 
hyperbolic with respect to the substrate; and therefore it is often referred to as the saturation 
curve. Note, however, that this equation is an approximation and only achieved using several 
important assumptions. 
2.2.3.3 Hill Kinetics  
Although the Michaelis-Menten is most well known in the context of enzyme kinetics; in gene 
regulatory networks modelling context, it is also often used to model the interaction between a 
transcriptional factor (repressor or activator) with its inducer molecule or with its binding site 
on the promoter [14].  
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In reality, most transcriptional factors are composed of multiple protein sub-units in the form 
of dimers, tetramers or higher multimers. Each of the sub-units can bind the inducer molecule. 
For example, within the tryptophan operon system in E.coli (discussed in detail below), the 
tryptophan repressor is a dimer and is induced by two tryptophan molecules, each binding to a 
sub-unit of the repressor. A different scenario which should not be confused with is the 
binding of more than one transcription factors to separate binding sites on DNA (typically 
around the promoter region). This type of binding is often cooperative meaning the binding of 
subsequent transcriptional factors is influenced by how many of them are already bound.  
 
Under the view of ligand-receptor interactions, we can see that in the former scenario, the 
transcriptional factor plays the role of the receptor and the inducer molecule plays the role of 
the ligand; while in the latter case the transcriptional factor plays the role of the ligand and the 
promoter (DNA) plays the role of the receptor. In either case, these kinds of binding processes 
can be described by slightly modifying the original enzymatic reactions. Assuming that n 
molecules  of S (ligand) can bind with E (receptor): 
 
1 3
2
k k
nk
nS E S E P E→+ → +← . 
 
By the same derivation process as in the previous section, the following is obtained: 
 
3 max
n n
Total n n
M M
dP S S
v k E v
dt S K S K
= = ⋅ ⋅ = ⋅
+ +
,  
 
which is a sigmoidal function.  
 
Besides the specific binding mechanisms discussed above, Hill-type functions are also used as 
a convenient, simple way to model general activation and repression phenomena.  
In general, we will refer to sigmoidal functions of the following form: 
 
( )
n
n n
a Xf X
K X
⋅
=
+
 (for activation) or ( )
n
n n
a Kf X
K X
⋅
=
+
 (for repression), 
 
as Hill-type functions where n is the Hill coefficient, which can be positive or negative, 
parameter K represents the half-saturation constant (i.e. the concentration of X that gives 0.5 
ratio activation or repression). It is also commonly referred to as the dissociation constant or 
binding constant. When 1n = , Hill function is reduced to the Michaelis-Menten equation. 
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When 1n > , a cooperative effect is observed, which is not seen in the Michaelis-Menten 
equation. In this case, n is a measure of the cooperativity of the binding of the receptor and its 
ligands. The larger n is, the Hill curve becomes more sensitive to change and becomes more 
like an on-off switch. In the extreme case when n is very large (infinity), the Hill function 
resembles the Step function. 
2.2.3.4 Power-Law and S-system Framework 
Another form of rate law, called a power law, forms the basis for the Biochemical Systems 
Theory (BST) [72, 81-84]. For simplicity, consider an irreversible, most simple reaction where 
substrate S is used to form product P:  
S P→ . 
 
The power-law formalism states that the reaction rate v is represented by a power law in which 
S is raised to a real power, the kinetic order (g), and multiplied by a coefficient, the rate 
constant (α): 
gv Sα= ⋅ . 
 
Realistically, biochemical reactions are more complex than this and the reaction rate is often a 
function of more than one species. In this case, the general form of v is: 
 
1 1
1 1
ngg g
n
v X X Xα= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ . 
 
We recognise this as the form of the mass-action rate law where α is the rate constant and gi 
are the stoichiometry coefficients. However, there is a fundamental difference: the kinetic 
orders gi in the power-law form of BST are allowed to take fractional (non-integer) or negative 
values compared with positive, integer values in the mass-action rate law.  
 
S-system framework is a special variant within the power-law formalism of BST [33, 42, 43, 
45, 46] and is the most prominent one. It has been shown to have unlimited flexibility to 
capture any differentiable non-linearity, and so a wide range of dynamical behaviours typically 
existed in biochemical systems [81]. For example, it has been used to model saturation, 
bistability [73, 81], damped, growing, stable oscillations, or even complex pseudo-random 
random oscillations[85] and chaos [86]. A model constructed under the S-system framework is 
a system of ordinary differential equations in which, each equation always consists of only one 
difference between an aggregated production term and an aggregated loss term in the form of 
power-law functions in its right hand side. The model structure is given as: 
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1 1
ij ij
n m n mg hi
i i i j i jj j
dX V V X X
dt
α β+ ++ −
= =
= − = ∏ − ∏ , for 1,2,...,i n= . 
 
Here, Xi denotes concentrations of dependent system variables such as mRNA, proteins, or 
metabolites; n is the number of dependent variables, while m is the number of independent 
variables (Xn+j, j=1,2,..,m), which are normally considered fixed in the system. Parameters αi 
and βi are non-negative numbers representing the rate constants in the production and loss 
term for Xi, respectively. They can be zeros when either production or degradation is 
neglected. On the other hand, exponents gij and hij are interpreted as the kinetic orders which 
respectively quantify the effect of Xj on the production and degradation of Xi. Specifically, the 
corresponding kinetic orders will take positive values, negative values, or zero if Xj has 
activating, inhibiting, or no effect on Xi, respectively. For in-depth details of the S-system, 
interested readers can refer to Voit [81]. 
 
2.2.3.5 Comparisons between Rate Laws 
The mass-action rate law is inarguably the most accurate representation of biochemical 
systems among the common rate laws considered above. However, it often comes with the 
disadvantage of lacking elementary, measureable parameters (rate constants) which 
significantly hinder model development. The Michaelis-Menten (MM) and Hill rate laws are 
simplification of mass-action law and so require fewer parameters. Moreover, these 
parameters are often in composite forms of the more elementary rate constants and are easier 
to observe experimentally. Because MM and Hill rate laws are both simple rational functions, 
their properties can be readily calculated as long as only one reaction or a system of very few 
reactions is being studied. However, for larger reaction networks, mathematical analysis with 
MM or Hill equations or more complex rational functions becomes much more difficult and 
often intractable, which subsequently necessitates a numerical treatment [87]. The 
inconvenient mathematical nature of the rational functions for analytical analysis is, therefore, 
the major drawback of MM and Hill rate laws. 
 
The S-system formalism possesses a much more convenient mathematical representation, 
reflected through the consistent structure of its model equations. As a result, mathematical 
analysis is more manageable. Notably, the steady state solution of an S-system model can be 
obtained in explicit analytical (symbolic) form by solving a set of linear equations. This 
feature spares the need to assign specific values for model parameters and so is particularly 
advantageous in comparative studies when one wants to analyse and compare steady state 
behaviour of a system under different sets of parameter values. In fact, the number of 
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parameter sets that can be tested is indefinite. On the other hand, in a model of MM or Hill 
rate law, it is almost impossible to obtain analytical steady-state solution, especially when the 
Hill coefficient is more than two or non-integer. In chapter 5, we will see the S-system’s 
symbolic steady state solutions allowing us to set up meaningful controlled comparison 
criteria when we compare different structural designs of the tryptophan operon system, which 
would not have been feasible with rational rate laws.  
 
An S-system model can be formulated for a biochemical system based on its topological 
diagram with regulatory connections; and model parameters estimated directly from 
experimental data. In this sense, S-system model is not just an approximation of the MM, Hill 
or the mass-action rate law, but simply another mathematical representation of the system of 
interest. In fact, power-law formalism provides a better context for examining the kinetics of 
certain conditions where traditional mass-action breaks down. For example, recent 
experimental evidence has shown that reactions in cells which are confined to two-
dimensional membranes or one-dimensional channels do not follow traditional mass-action 
kinetics, but fractal kinetics [50, 51].  
 
Another way to set up an S-system model is to approximate it from an established model 
developed using other rate laws. In this sense, the S-system model is an approximation of the 
original model. In this case, an operation point should be selected for the approximation. A S-
system model often captures very well the nonlinearity of the model it is approximated from, 
especially in the region about the operating point. However, caution should be taken as this is 
not necessarily true for very large deviations [88]. For example, the power-law form does not 
capture the saturating effect found in the MM or Hill rate laws, but tends to increase without 
an upper bound when the substrate concentration increases. In the next section, we 
demonstrate the method for approximating a power-law model from other rate laws with 
examples. 
2.2.3.6 Power-Law Derivation from other Rate Laws 
Consider an arbitrary, general rate law function V. Here, we are concerned with the problem of 
approximating the function V with a power-law representation. We begin with the case when 
V is a simple, uni-variate function V(X). We need to compute α and g such that 
 
( ) gV X Xα≈ ⋅ . 
 
To do this, we compute the constant and linear terms of the Taylor expansion of log( )V as a 
function of log( )X : 
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( )log( )log( ) log( ) log( ) log( )
log( )
P
P P
X X
d VV V X X
d X
=
≈ + ⋅ − , 
where the index P indicates the operating point around which the approximation takes place. 
Upon collecting terms, the equation can be written as: 
 
log( ) log log( )V g Xα= + ⋅  
where 
log( )log log( ) log( )
log( )
P
P P
X X
d VV X
d X
α
=
= − ⋅  
and  
log( )
log( )
PP X XX X
d V dV Xg
d X dX V
==
= = ⋅ . 
 
Once the parameter g is determined, the rate constant α is most easily obtained by using the 
function V evaluated at the operating point: 
 
g
P PV Xα
−
= ⋅ . 
 
Independent of the particular form of the function V, the power-law parameters g and α are 
always calculated using the two equations above without having to evoke the Taylor 
expansion. As an example, we now derive the power-law representation of the Hill rate law 
max( )
n
n n
XV X v
X K
= ⋅
+
. 
 
The kinetic order g is thus: 
P
n
n n
X X p
dV X Kg n
dX V X K
=
= ⋅ = ⋅
+
 
 
which reduces for the MM rate law to:  
P
Kg
K X
=
+
. 
The rate constant α is:  
max
nK
n
n nX Kp
n
Pn n
p
X
v X
X K
α
 
 
− ⋅  + 
= ⋅ ⋅
+
. 
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If we choose the operating point XP to be K then the expression for g is reduced to: 
 
2
n
n n
K ng n
K K
= ⋅ =
+
 and 
/ 2
max
1
2
n
Pv Xα
−
= ⋅ . 
 
In a more realistic scenario when the rate law V is a multivariate function V(X1, X2,… Xn), the 
power-law approximation is: 
 
1 2
1 2
ngg g
n
V X X Xα= ⋅ ⋅ ⋅ ⋅… . 
 
The same principle applies to calculate the kinetic orders gi and rate constant α. However, 
because V in this case depends on several variables, the partial derivative is used instead. 
Suppose the operating point P has n coordinates X1P, X2P,… XnP, then each of the kinetic order 
gi can be calculated by taking partial differentiation of V with respect to Xi and is evaluated at 
the operating point P: 
 
i
i
i P
XVg
X V
 ∂
= ⋅ ∂ 
, 
 
and the rate constant α is calculated as: 
 
1 2
1 2 1 2( , , , ) ngg gP P nP P P nPV X X X X X Xα −− −= ⋅ ⋅ ⋅ ⋅… … . 
2.3 Intracellular fluctuations and Stochastic Modelling 
2.3.1 “Noise” in GRNs 
Although the number of studies, both theoretical and experimental, on noise is still limited, 
positive initial efforts have revealed important features of noise (stochasticity). In this section, 
we summarise the noise related literature in the context of gene regulatory networks and 
attempt to provide a coherent picture of noise at gene expression level.  We use the terms 
“noise” and “stochasticity” interchangeably to allude to the fact that the molecular fluctuations 
inherently require probabilistic interpretations while acknowledging the use of the word 
“noise” implies the existence of “clean signals”, which may not be the case in many situations.   
 
It has long been recognised that genetically identical cells under the same environmental 
conditions can have significant variations in phenotypic characteristics [89]. Such variation 
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has been observed in the cells of organisms ranging in complexity from bacteria to mammals, 
and is believed to be an important factor in the development and function of many living 
organisms, physiologically and evolutionarily. It is, therefore, of great interest to study the 
implication of stochasticity in gene expression for cellular regulation and non-genetic 
individuality[54-57]. Only in recent years, have new experimental techniques in molecular 
biology, such as fluorescent reporters, allowed stochastic gene expression to be quantified in 
vivo [49, 51, 90-94]. These elegant experiments, along with theoretical studies on stochasticity 
in gene expression [95-99], have greatly facilitated an understanding of the sources and 
consequences of such stochasticity in GRNs. 
 
Stochasticity in the dynamics of molecular and cellular behaviour, in principle, is categorized 
as intrinsic noise and extrinsic noise. Although the definition of both is somewhat relative, in 
general, the intrinsic noise is confined in the system and the extrinsic noise is due to changes 
in the surrounding environment [66, 67]. Research has been carried out by different groups 
trying to separate one type of noise from another theoretically [66, 67], and experimentally 
[58, 60]. In many cases, the evidence has shown that extrinsic noise dominates intrinsic noise 
and sets cell-to-cell variation in both prokaryotes and eukaryotes [59, 61].   
2.3.2 Intrinsic noise 
Elowitz and colleagues [59] initiated the efforts by conducting an experiment that enabled 
them to distinguish between intrinsic and extrinsic noise. This is done by using two green 
fluorescence protein (GFP) reporter genes under the control of promoters regulated by the Lac 
repressor. The genes encode the cyan and yellow forms of GFP, which are quantified by the 
fluorescence intensity of their respective emission peaks. Intrinsic noise is referred to as the 
difference in gene expression that arises between two identical copies of a gene expressed 
under precisely the same conditions. Therefore, intrinsic noise emerges from fluctuations 
inherent in the biochemical reactions involved in a gene’s expression process, such as reaction 
events leading to transcription and translation of that gene. In a GRN, specifically, reacting 
molecules must first find each other through diffusion in a cell and their motion is driven by 
random collisions. Even if we ignore the diffusion process and assume that all molecules are 
well-mixed in the cell, reactions may occur with a finite probability per unit time, instead of 
continuously and deterministically. Such stochastic effects are especially important when 
mean numbers of the molecules are low, which is always the case in GRNs. Unlike metabolic 
processes, biochemical processes in GRNs are generally in a small volume and have low 
concentrations of molecular species [100]. For example, only ten molecules of the Lac 
repressor, on average, are present in E.coli cells [101]. Therefore, the stochastic nature 
inherited from GRNs in cells often leads to intrinsic noise which may not be negligible. 
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2.3.3 Extrinsic noise 
On the other hand, extrinsic noise is defined as the cell-to-cell variation in expression levels of 
copies of identical genes, given that they are expressed in different cells [59]. As a result, 
extrinsic noise arises from fluctuations in other molecular components and factors involved in 
gene expression than those that give rise to intrinsic noise. Essentially, intrinsic sources of 
noise are dependent on the gene whereas extrinsic sources of noise arise independently of the 
gene but act on it.  
 
The external factors leading to fluctuations in kinetic parameters in biochemical reactions, in 
turn, influence the expression of the gene of interest; and one of the most obvious external 
factors is the thermal fluctuations [51]. External factors could also come from the internal 
processes of the cell, including the variance of number of RNAPs, ribosomes and 
degradosomes, the timing of gene expression in different stages in cell cycles, the quantity of 
proteins, and energy demand [96].  
2.3.4 Notable experiments 
Over the years, many researchers have been interested in the implications of the stochastic 
nature of gene expression [57, 71-74]. A classic and notable example is the lysis/lysogenic 
switch of lambda-phage infecting E.coli in which noise randomly dictates which phenotype 
the cell ultimately adopts [75, 76]. Noise is not only exhibited in cells with genetic differences 
but also in isogenic cell populations, even when the cells have been exposed to the same 
environments and have the same history [49, 51, 102]. Recent single-cell experiments, in 
which noise can be quantified, provide even more convincing evidence of the presence of 
stochastic fluctuations at the gene expression level ([46], [27], [26]). Typically, in these 
studies, small, simple and easily manipulated gene networks were artificially engineered in the 
cell, which were usually coupled with theoretical stochastic models formulated to explain the 
observations and furthermore, to give predictions. For example, Elowitz and co-workers [49] 
constructed strains of E.coli to detect noise using two different fluorescent proteins expressed 
from identical promoters. This study was the first quantitative demonstration and analysis of 
the existence of noise during gene expression in E.coli. In a complementary study, Ozbudak et 
al. [58] built a single-gene system in Bacillus subtilis in which they were able to vary 
transcriptional and translational rates independently and to measure total noise. More recent 
single-cell experiments have provided further understanding of cell-to-cell variation by 
assessing noise dependence on the efficiency of gene expression processes such as 
transcription and translation [51], examining the sources and measuring relative contributions 
of different types of noise in bacteria as well as eukaryotic gene expression [51, 91, 102, 103], 
investigating how noise propagates through synthetic cascades of regulatory genes [51, 92], 
analyzing the contribution of global noise and noise specific to pathway towards cell-to-cell 
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variation in a cell-fate decision [104], and quantifying the noise frequency content and its 
relation with gene circuit structure [93]. 
  
Many experimental and theoretical studies mentioned above have focused on investigating the 
relative contribution of intrinsic and extrinsic noise to the overall noise in gene expression in 
prokaryotes as well as eukaryotes. Elowitz and co-workers [49] showed that in bacteria, 
intrinsic noise decreases monotonically as transcription rate increases. This is not unexpected 
as higher transcription rate results in a higher number of corresponding molecules (e.g. mRNA 
transcripts), which tends to reduce fluctuation. However, under the same control condition, 
extrinsic noise initially increases, peaks at intermediate transcription level and then declines at 
higher transcription rate. Furthermore, it was revealed that extrinsic fluctuation is the 
dominant source of noise in bacterial cells E.coli and Bacillus subtilis [49, 90]. Rosenfeld et 
al. [102] examined origin of variability of the gene regulation functions in bacteria E.coli and 
detected only a minor contribution from intrinsic factors, which also implied that extrinsic 
factors are the prominent noise sources. Similar conclusion was also arrived for the systems in 
eukaryotic organisms: for example, studies in Saccharomyces. cerevisiae indicated that gene 
expression is dominated by extrinsic noise [51, 91]. 
 
Several studies have gone further and looked into the origins of intrinsic and extrinsic 
stochasticity in gene expression [51, 90, 93, 105]. The question was which process, 
transcription or translation or other processes (e.g. chromatin remodelling), is responsible for 
causing noise, and to what extent? The effects of built-in efficiency of transcription and 
translation on noise were examined. It is known that both transcription and translation occur in 
random size bursts [105]. The random activation and deactivation of a gene leads to 
production of mRNA molecules in bursts of random sizes. In turn, translational bursting is due 
to the random lifetime of mRNA molecules during which several protein copies can be 
produced. Transcriptional and translational burstings are thought to contribute to considerable 
fluctuations in the protein product.  
 
Using experimental methods along with theoretical modelling, Ozbudak and colleagues [90] 
concluded that in prokaryotic gene expression, noise strength is more sensitive to variation in 
translational efficiency than transcriptional efficiency. This means for genes expressed at 
similar levels, low transcription rate coupled with the high translational efficiency result in 
more noise compared with a combination of high transcriptional rate and low translational 
efficiency. Because the average number of proteins and the cell volume are kept fixed, the 
increase in gene expression noise is attributed to the increased fluctuation in mRNA 
abundance, causing the increased fluctuation in the rate of protein synthesis [105]. This 
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concept of increased noise due to low transcription rate coupled with high translation rate is 
usually referred to as the translational bursting mechanism and has been confirmed in both 
bacteria and eukaryotes. In a recent large-scale study, Bar-Even et al. [106] measured the 
variation in abundance of 43 fluorescently labelled proteins expressed across 11 different 
environmental conditions in S.cerevisiae. They interestingly found in most cases that there is 
an inverse relationship between protein noise and mean protein abundance, with a 
proportionality factor of ~ 1200. The authors further determined, after analyzing the large 
experimental data sets, that this factor is consistent with the number of proteins produced per 
mRNA, which suggests that translational bursting is a major source of protein noise that could 
explain the observed scaling behaviour.  
 
On the other hand, it was shown that slow promoter activation (transcriptional bursting) owing 
to chromatin remodelling also has an important role in generating stochasticity in eukaryotic 
gene expression [91]. Furthermore, the position of the genes along the chromosome can be 
more significant than the number of transcripts or proteins in terms of giving rise to protein 
fluctuations [107].  
2.3.5 Noise: nuisance or necessity? 
Stochasticity is generally perceived as being undesirable and unpredictable in cell functions. 
Healthy cells rely on the reliability and precision of cellular regulation, which ensure the 
production of involved molecules to be within a biologically acceptable range inside the cells. 
This is particularly crucial for essential molecular components such as key transcriptional 
factors or enzymes. In case intracellular concentration of such molecules drops below or 
exceeds a threshold value, disease could be induced. The fluctuations in protein levels caused 
by noise, if large, can bring protein concentration to a dangerously low level. It can also distort 
intracellular signals, negatively affecting cellular regulation or even bringing detrimental 
consequences to cells such as randomising developmental pathways, thereby disrupting cell 
cycle control. Furthermore, transmission of noise results in loss of coordination among cells.  
 
However, fluctuations in living systems may be much more than just a nuisance. There are 
many studies, in which randomness in gene expression has been proposed as a useful 
mechanism for generating phenotypic and cell-type diversification [60, 72, 78, 85, 86]. This is 
particularly beneficial to microbial cells that need to adapt efficiently to sudden changes in 
environmental conditions. Because of the larger pool of physiological states due to phenotypic 
heterogeneity, fluctuations could help to increase the probability of survival against 
environmental cues, without the requirement of genetic mutation. This idea has been 
theoretically examined  in a study [108] which used a stochastic population model to show 
that a dynamically heterogeneous bacterial population can sometimes achieve a higher net 
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growth rate than a population with homogeneous cells under fluctuating environments. 
Moreover, intrinsic noise in gene expression has been hypothesized ,with increasing support, 
to be subject to natural selection [109]. Stochasticity has also been suggested to have a 
positive role in development and cellular differentiation [110, 111]. 
 
In short, noise in gene expression in particular or noise in biological systems in general has 
two-fold effects on cellular existence and functions. It is considered harmful in some cases but 
beneficial in other cases depending on a particular system of interest.  Nevertheless, living 
systems are still functioning in the presence of noise. An important question to ask , therefore, 
is how they suppress or control noise when it is harmful and how they utilize or exploit noise 
when it is of benefit.  
2.3.6 Noise propagation in gene regulatory networks 
Individual genes in gene regulatory networks are subjected to several possible noise sources. 
Apart from intrinsic and extrinsic noise, a gene downstream of a cascade might also be 
influenced by noise that is transmitted from upstream genes or regulators. Noise can propagate 
through gene cascades within regulatory networks. Owing to the complexity of gene 
regulatory networks with non-linear interactions of molecular components, the study of noise 
propagation is considered an interesting but challenging topic. Insights into how noise 
transmits between molecular components will help to facilitate deeper understanding of how 
noise arises in the first place. Accurate prediction of noise propagation in gene network is also 
crucial for reverse engineering of natural networks and designing reliable synthetic genetic 
circuits [92].  
 
Pedraza and van Oudenaarden [92] investigated how noise propagates through a gene 
regulatory cascade by constructing a synthetic network in single E.coli cells. Three genes were 
arranged so that the first gene regulates the expression of the second gene which, in turn, 
modulates the expression of the third gene. Fluorescent genes were fused and co-expressed 
with the genes of interest in order to quantify expression variability. The authors measured 
correlations between genes in the cascade and correlations with a constitutive gene and found 
that noise in a gene is determined by three sources: intrinsic fluctuations, transmitted noise 
from upstream genes and global noise affecting all genes. To interpret the results, a stochastic 
model was developed which demonstrated that expression variability of a target gene in the 
cascade was influenced most by transmitted noise from upstream regulator. This finding 
means that variability of gene expression can be more strongly affected by the underlying 
network connectivity than by its own intrinsic noise. Austin et al. [93] lent more support to 
this hypothesis by showing that noise frequency content (spectra) is determined by the 
underlying gene circuit structure, establishing a mapping between the two. In a similar work to 
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Pedraza’s, gene regulatory cascade with varying lengths were constructed in E.coli to explore 
the effects of cascade length on the variability and sensitivity of the network’s response [112]. 
It was shown that longer cascades, which are more sensitive, amplify cell-to-cell variability, 
particularly at intermediate input signal levels.  
 
In addition to the experimental studies with simple synthetic gene regulatory networks, 
simulation studies have also been carried out. The obvious advantage of this type of study over 
the synthetic methods is the large pool of in silico gene networks that can be tested, at will, 
with relatively low cost. For example, a variety of transcriptional networks using a stochastic 
model were simulated to examine the effect of delay and repression strength of negative 
feedback on intrinsic noise propagation [113]. Resulting analysis showed that addition of 
negative or positive feedback to transcriptional cascades does not reduce intrinsic noise. 
Moreover, for cascades with multigene negative feedback, increasing network length and 
tightening regulation at one of the repression stages can improve synchrony in oscillations 
among cell population [113]. 
2.3.7 Noise and Robustness 
Robustness in biological systems is defined as the ability of a system to maintain its functions 
despite external and internal perturbations. Robustness is present across many species, from 
transcriptional level to the level of systemic homeostasis, assuring their survival during 
evolution. Many examples of robustness can be surveyed in different biological systems. 
Giaever et al. [114] have done a comprehensive study on yeast genome which showed that 
80% of the genes were found dispensable under optimal laboratory conditions and 65% of the 
genes were dispensable under non-optimal conditions. Barkai and Leibler demonstrated using 
a computer model that the adaptation mechanism found in the chemotactic signalling pathway 
(responsible for bacterial chemotaxis) in E.coli is robust [115]. The bacterium is capable of 
chemotaxis over a wide range of chemo-attractant (chemical that attracts bacteria) 
concentrations. A model of segmental polarity in Drosophila melanogaster has been shown to 
be insensitive to variations in initial values and rate constants, enabling stable pattern 
formation [116].  
 
One major and fascinating question in studies of stochasticity is how biological systems can 
still function precisely with correct end results in the presence of noise. These systems seem to 
have mechanisms of noise-resistance or must be very robust against the influence of noise, if 
any. A remarkable example is of circadian rhythms. The network that controls circadian 
rhythms consists of multiple, complex, interlocking feedback loops. Deterministic as well as 
stochastic models have been constructed to investigate the mechanisms for noise resistance in 
circadian rhythms [52, 117, 118]. General models of chemical oscillators are sensitive to 
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kinetic parameters. However, the proposed mechanisms for circadian rhythms produce regular 
oscillations in the presence of noise. Not only that, the stochastic model is able to produce 
regular oscillations whereas the deterministic models do not [119]. This suggests that the 
regulatory networks may even make use of molecular fluctuations. 
 
Although robustness and stochasticity are two inherent features of cellular networks and are 
related, one is usually studied in isolation of the other [52]. Because kinetic parameters are 
subject to fluctuations, and robustness is often measured as how sensitive a system is to the  
changes in model parameters, studies of robustness need to explicitly take into account the 
presence of noise. Consideration of these two features together will offer good insights into 
the design and function of intracellular networks. One of the intriguing questions in this 
respect is what design features or control mechanisms are required for networks to function 
robustly given the occurrence of molecular noise. 
2.3.8 Noise controlling mechanisms  
To follow up the question at the end of the previous section, in this section we look at some of 
the main mechanisms used by cells to control noise. The most common mean of noise 
reduction is probably negative feedback. Negative feedback was shown to be an important 
control mechanism widely employed by cellular processes to regulate level of signal 
molecules inside the cells [120]. A negative feedback loop occurs if a gene product directly or 
indirectly represses transcription of its own gene, aiming to stabilize its level and maintain 
constant conditions. Negative feedback control plays important roles in gene regulation: it 
helps to maintain homeostasis of gene expression rate; it generates stability and therefore 
improves robustness of developing cells [31]; it also facilitates sustaining oscillations of gene 
transcription rate [121]. Regarding the ability to attenuate noise, auto repression (a form of 
negative feedback where a transcriptional factor represses its own synthesis - for example, 
found in the regulation of approximately 40% of Escherichia coli genes) has been 
experimentally demonstrated to significantly reduce variability [122].  
 
Integral feedback is another noise damping mechanism used in biological systems such as 
bacterial chemotaxis. It is a form of negative feedback often applied in engineering for 
ensuring the output of a system robustly tracks its desired value independent of noise or 
variation in system parameters [123].  
 
Increase in gene number presents another way to control noise in gene expression. Many 
genes are present in identical copies on chromosome as results of events such as gene 
duplication or polyploidy. Compared with the case with only a single gene copy, intrinsic 
noise in gene expression is lowered as the gene dosage increases [124]. This is consistent with 
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the expectation that a greater number of the same gene leads to an increased likelihood of gene 
expression which in turn, results in greater number of protein product and noise is therefore 
reduced. Intrinsic noise level is estimated to be inversely scaled with the square root of gene 
number [124]. 
 
Inefficient translation coupled with high transcription rate is also thought to be adopted by 
bacteria like the bacteriophage lambda as an effective mechanism for decreasing fluctuations 
in the concentration of the corresponding protein [125]. As mentioned earlier, this mechanism 
works in reverse to the translational bursting mechanism, which results in more noise in 
protein concentration. Other noise attenuating mechanism utilized by cells include regulatory 
checkpoints which ensure that a step in a pathway is only allowed to proceed after the 
preceding step finishes successfully [126].      
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Chapter 3  
 
 
Molecular Basis of the  
Tryptophan Operon System 
 
 
In the following three chapters, the biological system under investigation is the Tryptophan 
Operon (trp) System in Escherichia coli, which is responsible for maintaining the production 
of tryptophan inside the bacterial cell. The purpose is to understand the relationships between 
the system’s dynamics and its underlying regulatory mechanisms; specifically, how the former 
emerges from and is controlled by the later. To achieve this goal, we develop mathematical 
models for the system and implement intensive computational simulations for a large number 
of different parameter sets, followed by systematic analysis of the results. This chapter aims to 
provide: first, a detailed background of the molecular components and interactions in the trp 
system; and secondly, a comparative account of existing mathematical models of the system.  
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3.1 The Concept of the Operon 
One of the first attempts to explain gene control in transcription was made by Jacob and 
Monod in early 1960s [127] which won them the 1965’s Nobel Prize. In a short paper 
published in the proceedings of the French Academy of Sciences in 1960, Jacob et al. 
proposed the term “operon” to define a set of structural genes that are closely placed together, 
functionally related and jointly regulated [128]. The so-called general theory of the operon 
was then established which suggested that all genes are controlled by means of operons 
through repression - the single feedback regulatory mechanism of interest. However, it was 
later realised that the operon theory with repression alone cannot explain all gene controls. In 
fact, the regulation of genes is a much more complicated process, diverse in nature and varies 
from cell to cell, and organism to organism. Nevertheless, the development of the operon 
concept is considered a landmark event in molecular biology history and still highly useful for 
investigating certain genetic systems.  
 
Operons occur throughout many living organisms. Functionally related genes, clustered 
together, are frequently found across a variety of bacterial and archaeal genomes. Numerous 
instances of polycistronic transcription resembling operon structure have also been reported in 
eukaryotes, from protists to chordates [129]. Like bacterial operons, eukaryotic operons often 
result in coexpression of functionally related proteins. The first discovered and probably the 
most studied example of an operon in bacteria is the lac operon of E. coli on which, Jacob and 
Monod’s work was based. This operon consists of three genes arranged in linear fashion on 
the chromosome that are responsible for the successful utilisation of the disaccharide lactose, a 
common sugar found in milk. Another well-researched operon system, also the focus of this 
chapter, is the tryptophan operon in E. coli which maintains the production of intracellular 
tryptophan.  
 
Besides the structural genes, an operon often includes an operator and a common promoter 
preceding the genes. The promoter is shared between all the genes and is where the RNA 
polymerase binds to initiate transcription, which produces a single messenger RNA. Close to 
the promoter and usually beside it, lies an operator sequence. This segment of DNA regulates 
the activity of the promoter by interacting with a specific regulatory protein, which can either 
repress or promote transcription. In some cases, the operon may also contain regulatory genes, 
which code for proteins that bind to the operator for regulatory purpose.  
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Intrigued by this special organisational structure, theories have been developed to explain the 
creation and maintenance of operons. One of the main questions these theories strive to 
answer is “what are the advantages of having operons?”. The ‘regulatory model’, for example, 
suggests that the operon structure facilitates genetic selection in a number of ways [130]. The 
dependence of several genes on a single regulatory sequence puts this sequence under stronger 
selection and hence allows for the emergence of more complex regulatory strategies. Also, 
sharing a regulatory sequence saves space and decreases the genetic load associated with 
selecting for a given motif. An additional advantage of having operons, according to this 
model theory, is that production of a single transcript for all genes reduces gene expression 
noise and leads to concurrent mRNA degradation of genes which facilitates gene expression 
control [130].  
 
Tryptophan is one of the 20 amino acids, which are the building blocks of proteins. 
Tryptophan is coded by the codon UGG and is among the rarest amino acids in most proteins 
[131] with a general presence of about 1 mole % [132]. The small number of tryptophan 
residues in proteins is probably the result of the high metabolic expense of its synthesis. The 
primary role of tryptophan biosynthesis is to provide the tryptophan needed for protein 
synthesis. Although present in bacteria, fungi and plants, the tryptophan biosynthesis pathway 
is apparently lacking in mammals including human, and so tryptophan must be a part of their 
day-to-day diet. The study of the trp operon system’s genetic control in E.coli is therefore not 
only of great biological interest but also of important practical interest, and this contributes to 
the bioengineering efforts to produce this highly essential molecule.  
3.2 Biological Nature of the trp Operon 
The trp operon consists of five structural genes labelled trpE, trpD, trpC, trpB and trpA, 
making up the operon trpEDCBA. These genes are orderly transcribed from left (trpE) to right 
(trpA). Transcription is initiated at promoter trpP overlapping with operator trpO, which 
precedes a leader region trpL and immediately followed by gene trpE as shown in Figure 3.1. 
The trp operon system is regulated using three feedback mechanisms: transcriptional 
repression, transcriptional attenuation and enzyme inhibition, which are explained below.  
3.2.1 Transcriptional Repression 
In contrast to the lac operon that is inducible, the trp operon is repressible. The repressor 
protein that regulates the transcription of the operon is coded by the trpR gene. Unlike the lac 
operon, trpR is not located adjacent to the operon but belongs to the trpR operon further 
downstream of the trp operon (Figure 3.1). When produced by the trpR operon, the repressor 
proteins are inactive and unable to bind tightly to the operator trpO. The TrpR repressor 
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normally exists as a dimeric protein, which is called the trp aporepressor. For repression to 
occur, the aporepressor proteins need to be activated by two tryptophan molecules, which 
sequentially bind non-cooperatively in two independent places [101]. This activation is caused 
by allosteric changes induced in TrpR by the smaller tryptophan molecules. An active form of 
TrpR protein binds to the operator trpO, but because trpO overlaps with the promoter trpP, 
this binding prevents the initiation of the transcription by RNA polymerase.  
 
When tryptophan is at a low concentration in the cell, TrpR is not activated and unable to bind 
to trpO. Therefore RNA polymerase can transcribe the genes. The elevated levels of enzymes 
encoded by the trpE, trpD, trpC, trpB, and trpA genes increase the synthesis rate of 
tryptophan. Once the need for tryptophan is satisfied by the cell, excess tryptophan will 
activate trpR and slow down transcription [101]. Transcriptional repression is therefore the 
first negative feedback loop where tryptophan is fed back as a co-repressor to regulate its 
intracellular level. 
3.2.2 Transcriptional Attenuation 
The trp operon has been extensively studied by Charles Yanofsky and colleagues since the 
1960s. In 1979, when studying different mutants of the operon they discovered a new 
mechanism of transcriptional regulation which they termed transcriptional attenuation.  
First, they found a mutant strain carrying a mutation in trpR continues to produce 
trp mRNA in the presence of tryptophan. Then they observed that tryptophan starvation by 
removal of tryptophan from the medium led to a significant increase in mRNA production, 
even though the repressor TrpR was already inactive. This indicates there must be another 
mechanism beside repression that was responsible for the increased expression. Next, mutants 
with certain deletions in the region preceding the structural genes showed significantly 
increased expression. Because normal repressor-operator interaction was observed in these 
mutants, the deletions did not affect the operator region. This, then, suggested that operon 
expression was limited by a regulatory site early in the operon, distinct from the operator, and 
deletion of this site relieved this limitation [133].  
 
Later, on analysing the trp operon sequence, Yanofsky found a region termed the leader 
sequence (trpL) preceding the first triplet of the trpE gene and that this leader region is 
responsible for attenuation control [114, 115]. The sequence trpL codes for a short 14 amino 
acids long polypeptide [134]. Its intermediate form, the transcript mRNA, consists of four 
consecutive segments which are numbered 1, 2, 3 and 4. According to the leader sequence’s 
particular self-complementary characteristics, three possible hairpin structures form out of the 
segments 1, 2, 3 and 4. These hairpins are 1-2, 2-3 and 3-4. However, the transcript can only 
adopt two ultimate conformations, which are called the anti-termination and termination 
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conformation as shown in Figure 3.2 and Figure 3.3 respectively. In bacteria, which 
conformation the mRNA transcript takes is determined by the translation and the level of 
intracellular tryptophan available. This is possible since in bacteria, transcription and 
translation can occur simultaneously [135], enabling the ribosome to attach to nascent mRNA 
and influence its conformation. For the trp operon, the promoter-proximal hairpin 1-2 causes 
transcription pausing and because of this delay, the ribosome can attach to the leader nascent 
transcript and start translation. The moving ribosome then disrupts the pausing complex 1-2 
and restores active transcription [134]. Figure 3.2 and Figure 3.3 present the schematic 
representation of two scenarios with low and high tryptophan levels. 
 
In Figure 3.2, the polypeptide coded by the leader sequence trpL contains two consecutive trp 
codons UGG-UGG. The trp tRNAs serve as a measure of the tryptophan supply in the cell. 
When the intracellular level of tryptophan is low, tRNAs are not charged with tryptophan 
amino acid and cause the ribosome to stall. The anti-termination hairpin 2-3 therefore is 
formed enabling transcription of nascent mRNA to finish. Transcription is thus not inhibited in 
this case leading to increasing level of tryptophan production. On the other hand, as indicated 
in Figure 3.3, when the level of tryptophan is high, tRNAs are well charged with tryptophan 
molecules and the ribosome translates segments 1 and 2 without any problems. The anti-
termination hairpin 2-3 therefore cannot be formed facilitating adoption of the termination 
conformation (1, 2, 3-4). Transcription is thus terminated leading to lower level of tryptophan 
production. 
 
So beside repression, transcriptional attenuation forms the second negative feedback loop in 
the trp operon system regulating the intracellular level of tryptophan. 
3.2.3 Feedback Enzyme Inhibition 
The metabolic synthesis of tryptophan is carried out through the tryptophan synthetic pathway. 
This pathway consists of a series of catalyzed reactions in which the end product, tryptophan, 
is converted from the common precursor, chorismate. The catalysing enzymes are made up 
from the polypeptides encoded by the trp operon’s five structural genes (trpE, trpD, trpC, trpB 
and trpA). Anthranilate Synthetase (AS) is the enzyme that catalyses the first reaction in the 
pathway. AS is a heterotetramer formed by two TrpE and two TrpD polypeptides [134, 136].  
 
As illustrated in Figure 3.4, when level of tryptophan concentration in the cell is high, 
tryptophan molecules act as inhibitors of the allosteric enzyme AS. Specifically, two 
tryptophan molecules attach to AS and inactivate the enzyme by inducing conformational 
change. The inactivated AS cannot participate in the synthetic pathway and tryptophan is not 
produced, resulting in a reduced concentration of tryptophan. On the other hand, when  
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Figure 3.1.  
Schematic representation of the trp operon regulatory system with transcriptional repression: 
Tryptophan is produced through the synthesis pathway from amino acid precursor chorismates with the 
help of enzymes translated from the operon structural genes trpE, D, C, B and A. Repressor monomers 
TrpR produced by downstream gene trpR form dimers and activated by tryptophan molecules when in 
high concentration. The active repressor competes with RNA polymerase to bind to the operator region 
(P/O) of the operon to repress transcription.  
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Figure 3.2. 
Schematic representation of the anti-termination conformation of the trp operon. The polypeptide coded 
by leader sequence trpL contains two consecutive trp codons UGG-UGG. tRNAs serve as a measure of 
the tryptophan supply in the cell. When the level of tryptophan is low, tRNAs are not charged with trp 
amino acid causing the ribosome to stall. (Dashed arrows with crossed lines represent inhibition of 
processes which, if occurred normally, would be represented by solid ones) Anti-termination hairpin 2-3 
therefore is formed enabling transcription of nascent mRNA to finish. Transcription is thus not inhibited 
in this case leading to increasing level of tryptophan production.  
 
 
 
 
 42 
1
3 4
2
Termination
hairpin
High tryptophan
tRNA
s
to
p
UG
A
Ribosome 
falls off
tr
p
tr
p
Ribosome 
translates
s
to
p
UG
A
tr
p
tr
p
 
Figure 3.3. 
Schematic representation of the termination conformation of the trp operon. When the level of 
tryptophan is high, tRNAs are well charged with trp and the ribosome translates segment 1 and 2 
without problems. Anti-termination hairpin 2-3 therefore cannot be formed facilitating adoption of the 
termination conformation (1, 2, 3-4). Transcription is thus terminated leading to lower level of 
tryptophan production. 
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Figure 3.4. 
Schematic representation of feedback enzyme inhibition in the trp operon. When tryptophan 
concentration is high in the cell, tryptophan acts as inhibitor of the allosteric enzyme AS. Two 
tryptophan molecules attach to AS and inactivate the enzyme. Inactivated AS cannot participate in the 
synthetic pathway and tryptophan is not produced, resulting in a lower concentration of tryptophan. On 
the other hand, when tryptophan concentration is low in the cell, tryptophan molecules are released 
from inactive AS. AS becomes active and tryptophan synthesis resumes, resulting in a higher level of 
tryptophan. 
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tryptophan concentration in the cell is low, tryptophan molecules are released from the 
inactive AS. AS becomes active and tryptophan synthesis resumes, resulting in an elevated 
level of tryptophan. In a nutshell, tryptophan is fedback to inhibit AS activity when tryptophan 
level is high. Enzyme inhibition therefore forms the third negative feedback loop in the trp 
operon system. 
3.3 Existing Models for the trp Operon System 
The trp operon has been intensively studied for over fifty years. The detailed knowledge 
regarding its regulatory mechanisms combined with reasonably large body of experimental 
data makes this system a good candidate for mathematical modelling. Despite this, the number 
of models proposed to date is quite modest. Most of these models are quantitative and describe 
the system using ordinary differential equations [26, 39, 137-141]. Michaelis-Menten and Hill 
kinetics are often used to model inhibiting effects. Among these models, only a few 
incorporate all three known negative feedback loops discussed in the previous section [113, 
114, 119]; others usually ignore attenuation or enzyme inhibition or both. Here, these 
modelling efforts are briefly reviewed. 
 
Soon after Jacob developed the general theory of the operon, Goodwin proposed the first 
mathematical model of operon dynamics [142]. This model considers three independent 
variables: the operon’s mRNA concentration (M), the concentration of the enzyme produced 
by the operon genes (E), and the concentration of the endproduct (P) of the reactions catalyzed 
by enzyme E. The equation describing the Goodwin model, modified by Griffith without loss 
of generality [36], can be written as: 
 
1
1 n
dM M
dt P
dE M E
dt
dP E P
dt
α
β
γ
= −
+
= −
= −
      (3.1) 
 
Parameter n is the Hill coefficient and the constants α, β, and γ represent the loss rates of the 
state variables due to dilution by growth and enzymatic degradation. The parameter γ further 
includes the effect of endproduct consumption, for example, the consumption of amino acid 
molecules for synthesising all kinds of proteins in the cell. The essence of the Goodwin model 
is to capture the dynamics governed by the feedback inhibition of the endproduct P on 
transcription: increased level of P further represses production of mRNA. This effect is 
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represented in the first term of the first model equation, with a Hill-typed function. Despite its 
simplicity, the Goodwin model has provided a useful background framework for modelling 
various biochemical systems with negative feedbacks, including the trp operon system. 
 
The first mathematical model of the trp operon was introduced by Bliss et al. [39], based on 
the Goodwin model. This model considers only two regulatory mechanisms, repression and 
enzyme inhibition, while ignoring attenuation. The authors carefully estimated the parameters 
from available experimental data. They solved the model equations numerically and also 
performed an analytical stability analysis of the steady states. One of the experiments observed 
that the trp operon loses stability to an oscillatory dynamics in mutant E.coli cell cultures that 
have a partial loss of enzyme inhibition. Although the Bliss et al. model was able to reproduce 
the experiments with the wild-type and mutant strains, such mutant experiment with partial 
enzyme inhibition resulting in oscillation has never been successfully repeated. Moreover, in 
this model, Bliss et al. considered the binding of the trp repressor molecules to the operator 
cooperatively and modelled it using Hill kinetics while later experiments showed that this 
binding is in fact, non-cooperative.  
 
In 1989 Sinha introduced a different model of the trp operon system which considered the 
repressor-operator and repressor-tryptophan interactions in a more detailed description [140]. 
However, because this model disregards enzyme inhibition, which is an important feedback 
loop in the trp operon, it failed to reproduce some of the important dynamic system 
characteristics. Sinha’s model assumes a constant tryptophan consumption rate for protein 
production which was then replaced by a MM-type rate function in Sen and Liu’s model 
[139]. Nevertheless, this improved model still considers only repression and attenuation. In 
their study, Sen and Liu also did not compare model results with experimental data which 
renders it incomplete.   
 
In 2001, Santillan and Mackey developed what can be considered the most complete model of 
the trp operon system [26]. It took into account all three negative feedback mechanisms as 
well as incorporating time delays for transcription and translation. The authors focused 
extensively on estimation of all parameters from different sources. They did not vary the 
parameters to match experimental data but kept all the estimated parameters fixed at their 
values. Despite this, the model simulations showed good agreement with experimental data. 
 
Other models of the trp operon were developed to investigate particular aspects of the system. 
From a practical point of view, one important aspect is to explore the productivity of 
tryptophan production. Based on Sinha’s model, in 2002 Giona et al. proposed an improved 
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model using which they addressed the scenarios when demand for tryptophan inside the cell 
oscillates [143]. They showed that this fluctuation in tryptophan demand could induce an 
overproduction of tryptophan with a concentration of 50 times greater than when there is no 
fluctuation. However, no experiments have been carried out to validate this claim. On the 
same theme, Xiu et al. [137, 144] investigated the effects of growth rate on the stability and 
dynamics of the system. Mathematically, the Xiu et al. model was also based on the approach 
of Sinha but it explicitly modelled the step-by-step binding reactions of a repressor to form the 
final holo-repressor before this is bound to the operator. They concluded that the growth rate is 
an important parameter in determining tryptophan production in the cell, both for wild-type 
and genetically modified strains. The ensuing analysis showed that the intracellular 
concentration of tryptophan decreased rapidly with the growth rate of the bacterial cells, 
especially at low growth rates. The authors went on to recommend that for an effective 
production of tryptophan, the cell growth rate should be kept at low levels. The first model of 
Xiu et al. [144] ignored attenuation but their later model [137] accounted for all three known 
feedback loops.  
 
Another intriguing aspect that interests a number of groups is the design principle of the trp 
operon system. Bhartiya et al. initiated this effort in 2003 [138]. With the objective of getting 
insights into the system’s design structure, Bhartiya et al.’s model should have taken into 
account all three regulatory mechanisms; it however omitted transcriptional attenuation. 
Despite this exclusion, the authors still concluded that the trp operon had evolved to an 
optimal design. Although this conclusion might be the case, the fact that they deduced it 
without including attenuation poses serious questions about their argument. A more complete 
model which incorporates attenuation [141, 145] suggested that the system with repression, 
attenuation and enzyme inhibition was more robust than with only repression. Inhibition 
effects of all these negative feedbacks were modelled in straightforward manners with Hill 
functions having different Hill coefficient values. Further insights were provided by Santillan 
et al. when they studied the local stability of the system. They revealed that transcription 
attenuation helps to speed up the operon response to nutritional shifts, while enzyme inhibition 
increases the operon stability.  
 
Among the mathematical models of the trp operon system reviewed above, only a few models 
are complete in the sense that they consider all three known regulatory feedback loops. The 
remaining models although always including repression, ignore either attenuation or enzyme 
inhibition, or even both. Many of the developed models were based on Michaelis-Menten 
kinetics, and Hill functions were often used to model transcription of genes. Santillan and 
Mackey’s model stands out as the most detailed model with careful estimation of parameter 
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values. Although the development and analyses of these quantitative models together with 
extensive experimental research on the trp operon have provided great insights into the system 
as well as answers to basic biological questions, there are still open aspects concerning the 
dynamic behaviour of the system that require further investigation. For example: why does the 
system employ three, seemingly redundant, negative feedback regulatory mechanisms? what 
are the specific dynamical roles of each mechanism? In the next chapter, we present the 
development of a new S-system model of the trp system taking into account all three negative 
feedback loops. Using this model we will implement extensive comparative numerical studies 
of the system in order to illuminate the dynamical characteristics of the system. Compared to 
previous models employing traditional MM or Hill functions, our modelling approach 
possesses particularly advantageous properties that facilitate our investigation greatly.  
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Chapter 4   
 
 
Dissecting the trp Operon’s  
Multiple Regulatory Mechanisms: 
Mathematical Model Development 
 
 
 
Living organisms often exist in uncertain environments where changes are the norm. Cellular 
systems therefore require resilient regulatory mechanisms for timely and stable adaptation. 
Among various regulation motifs, multiple feedback control emerges as a common theme. As 
explained in the last chapter, the trp operon system in Escherichia coli regulates the 
production of intracellular tryptophan using an apparatus of three feedback mechanisms: 
repression, attenuation and enzyme inhibition; each provides essentially the same function but 
operates in distinctly different ways. This poses intriguing questions: why three but not one 
evolved? Are they redundant? If not, what are the advantages of multiple feedback loops in the 
system? Do they make the system more resilient against abnormalities? Assuming systems 
with multiple control mechanisms have certain biological advantages over systems with a 
single mechanism, what are the optimal distributions of inhibition strengths imposed by each 
control mechanism that will make the system most robust?  
 
One way of attempting to answer the questions posed is to develop mathematical models of 
the system and conduct in silico experiments. A number of mathematical models have been 
introduced for the trp system [26, 39, 137-141]. As reviewed in chapter 3, many of these 
models are based on Michaelis-Menten kinetics, and Hill functions are often used to model 
transcription of genes. Only a few models incorporate all three known negative feedback loops 
that exist in the trp system [26, 137, 141].  
 
In chapter 4 and 5, we investigate the regulatory characteristics and examine the roles of 
control mechanisms in the trp operon using a power-law mathematical framework, an S-
system approximation of an existing model [26], which allows us to explore feedback loops in 
a straightforward manner. To reveal the underlying relationships between the individual 
control mechanisms and system’s macroscopic behaviour, we study transient dynamics of the 
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system in response to perturbations of different types. This chapter first presents an S-system 
representation of the model developed by Santillan and Mackey [26], for the trp system. Then, 
we will define two measures that characterise transient dynamic response of system variables 
when facing perturbations: maximum disturbance (MD) and recovery time (RT); and discuss 
their biological significance. In the following chapter 5, we will analyse results on series of 
simulations and draw relevant conclusions.  
 
 49 
4.1 Model Development 
4.1.1 The trp Operon’s Conceptual Model 
In general, there are two main approaches to set up an S-system model of a biochemical 
system: first, it could be directly formulated from a topological diagram showing the 
connectivity and regulation of the system; secondly, the S-system model could be 
approximated from an established model that has already been set up for the system. We 
derive our S-system approximation for the tryptophan production system combining both 
approaches. We begin by setting up the model from the system’s conceptual diagram and then 
estimate model parameters following the second method based on a model developed earlier 
[26]. 
 
Based on the molecular details of the trp operon system in chapter 3, its topological model 
with system species and schematic regulatory connections between these species is derived 
and presented in Figure 4.1. The system’s endproduct, tryptophan, acts as inhibitor for the 
three negative feedback loops representing repression, attenuation and enzyme inhibition 
which are indicated by three dashed lines with blunt end in Figure 4.1. Within each of these 
feedback loops, tryptophan molecules are fedback and inhibit the corresponding step of the 
production process: transcription, translation and tryptophan synthesis. All the model species 
are lost due to degradation and dilution by cell growth with tryptophan is further consumed to 
produce intracellular proteins. 
 
This schematic diagram allows us to set up a conceptual model for the trp operon system. The 
(state) dependent variables: free operon (x); free mRNA (y); enzyme (z) and tryptophan (v) are 
in dimensionless form. For each variable, by including in each production and degradation 
term only those variables that have direct effects on it, we arrive at the following S-system 
model for the trp operon: 
 
. .
xv xxg h
x x
dx
a v b x
dτ
= −                                              (4.1) 
. . .
yx yv yyg g h
y y
dy
a x v b y
dτ
= −                                (4.2) 
. .
zy zzg h
z z
dz
a y b z
dτ
= −                                          (4.3) 
. . .
vz vv vvg g h
v v
dv
a z v b v
dτ
= −                                  (4.4) 
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Notice that variable v appears in the production term of x, y and v with the corresponding 
kinetic orders gxv, gyv and gvv, which all take negative values because v has negative effect on x, 
y and v. Furthermore, gxv, gyv and gvv represent the strength level of repression, transcription 
attenuation and enzyme inhibition, respectively (Figure 4.1). The lower the kinetic order is 
(more negative), the stronger the corresponding control mechanism becomes.  
 
To estimate the parameters for the S-system model in equations (4.1)-(4.4) , we carry out a 
transformation method (described below) based on a model previously proposed by Santillan 
and Mackey (SM model) [26]. The SM model includes all three control mechanisms with 
extensive estimation of parameter values from the literature. The model’s prediction showed 
good agreement with experimental data[26]. For the purpose of S-system transformation, we 
ignore delays in the SM model. The non-delayed model simplifies the transformation process, 
yet preserves the predictive power of the original model.  
4.1.2 The Simplified Santilan-Mackey Model 
The SM model consists of four differential equations, shown below [26]. We summarise the 
model variables with their description in Table 4.1; the parameter values are tabulated in Table 
4.2. Detailed derivation of the model and estimation of the parameters can be referred to the 
original paper [26]. 
 
( )[ ( ) ( ) ]( ) pF r p F F p F
r A
dO K O k P O t O t e O
dt K R T
µτµ τ µ−= ⋅ − ⋅ ⋅ − − ⋅ − ⋅
+
                         (4.5) 
 
( ) ( )( ) 1 ( ) ( ) ( )
( ) ( )
mF
p F m F F
d F
dM k P O t e A T k M t M t e
dt
k D M t
ρµτµτ
ρ ρτ ρ τ
µ
−
−
= ⋅ ⋅ − ⋅ − − ⋅ ⋅ − − ⋅
− ⋅ +
          (4.6) 
 
1 ( ) ( ) ( )
2
e
F e
dE k M t e E t
dt
µτ
ρ ρ τ γ µ−= ⋅ ⋅ − ⋅ − + ⋅                                  (4.7) 
 
( , ) ( ) ( , ) ( )A ext
dT K E E T G T F T T T t
dt
µ= ⋅ − − − ⋅                            (4.8) 
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Figure 4.1. 
Schematic representation of the trp operon. The dashed lines with blunt ends indicate inhibition induced 
by the corresponding negative feedback loops. 
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Table 4.1. Description of variables in the SM model [26] 
Model Variables Description 
OF free operator concentration (unit: µM) 
MF 
mRNA concentration with free trpE-related 
ribosome-biding sites (unit: µM) 
E  AS enzyme concentration (unit: µM) 
T intracellular tryptophan concentration (unit: µM) 
Text external tryptophan concentration (unit: µM) 
pτ  
time a RNA polymerase takes to free an operator 
after binding  (unit: min) 
ρτ  
time a ribosome takes to free an mRNA chain after 
binding  (unit: min) 
m
τ  
time a RNA polymerase takes to synthesize a 
mRNA chain with accessible ribosome biding site  
(unit: min) 
e
τ  
time a ribosome takes to synthesize a trpE 
polypeptide. (unit: min) 
( ) /( ) (1 )T t cA T b e−= −  probability of premature termination due to 
attenuation characterised by level of inhibition b  
( )( ) ( )A t
T tR T R
T t K
 
=  
+ 
 
concentration of active repressor molecules with R 
being the total repressor concentration (unit: µM) 
( , ) ( )( )
H
H H
n
i
A n n
i
K
E E A E t
K T t
 
=  
+ 
 concentration of active AS (unit: µM) 
( )( ) ( ) g
T tG T g
T t K
 
=   + 
 
rate of tryptophan consumption for protein 
production of the cell, (unit: µM min-1) 
( , ) [1 ( ) / ]
ext
ext
ext
T
F T T d
e T T t f
 
=  
+ + 
 
rate of tryptophan uptake from the environment  
(unit: µM min-1) 
 
Table 4.2. Model parameter values 
Model Parameters 
R = 0.8 µM γ ~ 0 min-1 O = 3.32x10-3 µM kp = 3.9 µM-1 min-1 
P = 2.6 µM kdD = 0.6 min-1 k-r = 1.2 min-1 kρ = 6.9 µM-1 min-1 
ρ = 2.9 µM nH = 1.2 kr = 460 µM-1 min-1 µ = 10-2 min-1 
τp = 0.1 min b = 0.85 k-i = 720 min-1 c = 4x10-2 µM 
τm = 0.1 min Kg = 0.2 µM ki = 176 µM-1 min-1 g = 25 µM min-1 
τρ = 0.05 min e = 0.9 µM k-t = 2.1x104 min-1 d = 23.5 µM min-1 
τe = 0.66 min f = 380 µM kt = 348 µM-1 min-1 K = 126.4 min-1 
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The SM model contains four delay terms τp, τm, τρ and τe. τp is estimated to be 0.1 min which 
is significantly smaller than the typical relaxation time of the trp regulatory system of about a 
few dozen minutes [26]. Therefore, the change in OF is negligible on the time scale of τp. The 
growth rate µ is estimated to be 0.01 which makes e-µτp ≈ 1. We therefore can neglect the 
second term in the first model equation (4.5). Similar argument leads to omission of the 
second term in the second model equation (4.6). We also set the remaining time delaysτm and 
τe. equal to zero to reduce the SM model to its non-delay version. As shown in section 4.2.1 
when we compare the non-delay model against the delay model predictions and against 
experimental data, the non-delay model was found to perform equally well with the original 
one. Moreover, the simplification of the delay terms results in significantly shorter 
computational time for numerical solution for the non-delay model. This gain in 
computational time of the simplified model outweighs the minor discrepancy introduced by 
the simplification. The simplified, non-delay model is given below.  
 
( ) ( )( )
F r
F
r A
dO t K O O t
dt K R T
µ µ= ⋅ ⋅ − ⋅
+
                   (4.9) 
( )( ) ( ) 1 ( ) ( ) ( )F p F d FdM t k P O t A T k D M tdt µ= ⋅ ⋅ ⋅ − − ⋅ + ⋅                    (4.10) 
( ) 1 ( ) ( ) ( )
2 F
dE t k M t E t
dt ρ
ρ γ µ= ⋅ ⋅ ⋅ − + ⋅                   (4.11) 
( ) ( , ) ( ) ( , ) ( )A ext
dT t K E E T G T F T T T t
dt
µ= ⋅ − − − ⋅               (4.12) 
 
4.1.3 Derivation of the S-system Model 
To facilitate analysis, we get rid of the model state variables’ units and transform the non-
delay SM model into a dimensionless one by introducing the following dimensionless 
variables and parameters: 
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O
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2 / 2( ) ( )F
d
k K A
y t M t
K
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d
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K
⋅
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( )( )
d
T t
v t
K
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t
A
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1
3
1
2
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p
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O k P k Kρ ρ
 
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 
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r
R
K
α = ; 2 dk Dα = ⋅ ; 3 Aα γ= ⋅ ; 4
d
g A
K
α
⋅
= ; 5 ( )
ext
d ext
A d T
K e T
α
⋅ ⋅
=
⋅ +
;  
 
2
dKm
A d f= ⋅ ⋅ ; 
i
id
d
Kk
K
= ; ggd
d
k
K
K
= ; ddc
Kk
c
= ; ttc
d
Kk
K
= ; and u A µ= ⋅ . 
 
The state variables x, y, z and v now represent the dimensionless concentrations of the free 
Operon; the free mRNA, the enzyme and the intracellular tryptophan, respectively; parameter 
τ is the dimensionless time; Kd = 1 (µM) is an introduced variable for transformation 
convenience. The final dimensionless model now reads: 
 
[ ]11
td
dx v
u u x
v kd
α
τ
  
= + + − ⋅  
+  
                              (4.13)
[ ]2( )dck vdy x b x e b x u yd ατ
− ⋅ = + ⋅ ⋅ − ⋅ − + ⋅                           (4.14) 
[ ] [ ]3( )dz y u zd ατ = − + ⋅                               (4.15) 
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H
H H
n
id
n n
id gd
k vdv
z u v
d k v m v v k
α α
τ α
   ⋅
= ⋅ + − + ⋅  
+ + ⋅ ⋅ +    
                         (4.16) 
 
Note that the right hand sides of equations (4.13)-(4.16) are arranged as difference of two 
aggregated terms, production and degradation terms, separated by square brackets to conform 
to S-system structure. These terms are laid out below: 
 
1/(1 )x
td
vV u
v k
α+ = + +
+
; xV u x
−
= ⋅ ; 
.dck v
yV x b x e b x
−+
= + ⋅ ⋅ − ⋅ ; 2( ).yV u yα− = + ; 
zV y
+
= ; 3( )zV u zα− = + ⋅ ; and 
5
51
H
H H
n
id
v n n
id
kV z
k v m v
α
α
+
= ⋅ +
+ + ⋅ ⋅
; 4v
gd
vV u v
v k
α
−
⋅
= + ⋅
+
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To translate this model into an S-system representation, we take the steady state as an 
operating point. Our S-system model is assumed to have the following form: 
 
1
1
xkx td xu xv xu xxgg g g h h
x td x
dx k u v u x
d
αα α β
τ
= ⋅ ⋅ ⋅ ⋅ − ⋅ ⋅                                         (4.17) 
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2
2
yk yyb yx yv yu yydcg hg g g h h
y dc y
dy b k x v u y
d
αα β α
τ
= ⋅ ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅                            (4.18) 
3
3
zzy zu zzhg h h
z z
dz y u z
d
αα β α
τ
= ⋅ − ⋅ ⋅ ⋅                              (4.19) 
5 4
5 4
vkvk v v gdid vm vz vv vu vv
hg g hg g g h h
v id v gd
dv k m z v k u v
d
α αα α β α
τ
= ⋅ ⋅ ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅ ⋅               (4.20) 
 
Parameters α and g with appropriate subscripts denote rate constants and kinetic orders 
associated with the synthesis of the dependent variables. Similarly, β and h with appropriate 
subscripts are associated with the degradation of the dependent variables.  
Recall from section 2.2.3.6 that, given a multivariate rate law V(X1, X2,… Xn) function to 
translate to power-law form around an operating point P having n coordinates X1P, X2P,… XnP: 
 
1 2
1 2
ngg g
n
V X X Xα= ⋅ ⋅ ⋅ ⋅… , 
 
each of the kinetic order gi can be calculated by taking the partial differentiation of V with 
respect to Xi and is evaluated at the operating point P: 
 
i
i
i P
XVg
X V
 ∂
= ⋅ ∂ 
. 
 
Rate constant α is subsequently calculated as: 
 
1 2
1 2 1 2( , , , ) ngg gP P nP P P nPV X X X X X Xα −− −= ⋅ ⋅ ⋅ ⋅… … . 
 
Applying this method to all the production and degradation terms xV
+
, xV
−
, yV
+
, yV
−
, zV
+
, 
zV
− and vV
+
, vV
− ; we obtain numerical values for the rate constants and kinetic orders of the 
resulting S-system model. Substituting values for the independent variables using Table 4.2 
above, the final approximated S-system model has the following dimensionless form: 
 
0.890.00049 0.00286dx v x
dτ
−
= ⋅ − ⋅                  (4.21) 
0.010.15053 0.1742dy x v y
dτ
−
= ⋅ ⋅ − ⋅                  (4.22) 
0.00286dz y z
dτ
= − ⋅                                (4.23) 
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0.59 0.0481.22765 6.38632dv z v v
dτ
−
= ⋅ ⋅ − ⋅                              (4.24) 
 
We can see that this S-system approximation of the trp operon agrees with the general model 
(4.1)-(4.4) derived directly from the topological diagram earlier. Retaining the inhibition 
kinetic orders gxv, gyv and gvv in their symbolic form leads to following generic dimensionless 
S-system approximation of SM model of the trp system.  
 
0.00049 0.00286xvgdx v x
dτ
= ⋅ − ⋅                   (4.25) 
0.15053 0.1742yvgdy x v y
dτ
= ⋅ ⋅ − ⋅                  (4.26) 
0.00286dz y z
dτ
= − ⋅                                (4.27) 
0.0481.22765 6.38632vvgdv z v v
dτ
= ⋅ ⋅ − ⋅                               (4.28) 
 
From this point, we will work with the model (4.25)-(4.28). Any combinations of the kinetic 
orders gxv, gyv, gvv would result in a mutant system which differs to the wild-type one in 
strength of the inhibitory feedback mechanisms. The wild-type system corresponds to (gxv, gyv, 
gvv) ~ (-0.9, -0.01, -0.6). 
 
4.1.4 Derivation of Steady-State Solutions 
A particularly convenient feature of an S-system model is that it permits calculation of 
symbolic steady-state solutions for the system of interest. To show this, let us consider a 
general S-system model as introduced in section 2.2.3.4 which consists of the following 
differential equations: 
 
              
1 1
ij ij
n m n mg hi
i i i j i jj j
dX V V X X
dt
α β+ ++ −
= =
= − = ∏ − ∏ , for 1,2,...,i n=                 (4.29) 
 
At steady state, the system’s dependent variables remain unchanged. This makes the left hand 
side of all system equations in (4.29) vanish. This subsequently yields: 
 
               
1 1
ij ij
n m n m
g h
i ssj i ssj
j j
X Xα β
+ +
= =
=∏ ∏ , for 1,2,...,i n=                            (4.30) 
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Here, Xssj denotes the steady-state value of variable Xj with j = 1,2,…, n+m. By taking the 
logarithmic transformation of both sides of equation (4.30), and rearranging the resulting 
equations we obtain a system of linear equations, given as: 
 
               
1 1
( ) ln( ) ln( / ) ( ) ln( )
n n m
ij ij ssj i i ij ij ssj
j j n
g h X g h Xβ α +
= = +
− = − −∑ ∑                                      (4.31) 
 
This can be written in matrix form as 
 
               D D I IA y b A y= −                                                                          (4.32) 
 
Here, the matrices AD  (n x n) and AI (n x m) contain the differences aij = gij – hij of kinetic 
orders associated with the dependent and independent variables, respectively. Note that the 
independent variables are often considered as parameters of the system leading to m = 0 in 
most cases. The vectors 1 1[ ,..., ] [ln( ),..., ln( )]T TD n ss ssny y y X X= =  and 
1 , 1 ,[ ,..., ] [ln( ),..., ln( )]T TI n n m ss n ss n my y y X X+ + + += = contain the transformation of the dependent 
and independent variables, respectively. To ensure uniqueness of yD, AD  must be non-singular. 
 
So, by taking the logarithmic transformation of the system at steady state, the symbolic steady 
state solution of the dependent variables could easily be achieved by solving a system of linear 
equations. Following this method, the symbolic steady-state solutions of the S-systems model 
for the trp operon system, equations (4.25)-(4.28) are: 
 
xv
xv yv vv
2.29486 g
1.76417
0.048 - (g g g )
sx e
 
 − +
 + + 
=                              (4.33)   
xv yv vv
xv yv vv
0.0918251- 4.20788 g - 4.20788 g - 1.91302 g
-0.048 (g g g )
sy e
 
 
 + + + 
=                           (4.34) 
vv
xv yv vv
0.11015 - 2.29486 g
1.64906+
0.048 - (g g g )
sz e
 
 
 + + 
=                                           (4.35) 
xv yv vv
2.29486
0.048 - (g g g )
sv e
 
 
 + + 
=                              (4.36) 
 
Denoting s = gxv + gyv + gvv as the total inhibitory strength imposed by three negative feedback 
loops, it can be seen from the symbolic form of vs that the tryptophan’s steady state level stays 
the same as long as the parameter s is conserved. Moreover, further fixing gvv (gxy) when s is 
fixed, the steady-state enzyme level z (free operon level, x) is also identical for all mutants. 
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These facts will be used to impose criteria for controlled comparison, discussed below, when 
we carry out a comparative dynamical study between different mutant variants of the trp 
operon system.  
4.1.5 Why use the S-system Framework? 
The tryptophan operon system is regulated using multiple (negative) feedback loops. By 
adopting an S-system approximation of the SM model, each of these feedback loops can be 
represented using only a single parameter. If this parameter takes negative values, these values 
signify the strength of the feedback loop. We find that the S-system approximation provides a 
very convenient way to understand the functionalities of feedback loops with out 
compromising the dynamical essence shown by the SM model. 
 
An important issue in comparative studies is the concept of controlled comparison: individual 
systems being compared should be kept equivalent in the features other than those that 
differentiate the individuals and drive the comparison. In our study, when comparing the 
systems having different distributions of the inhibiting strengths, we aim to control the steady-
state levels of system variables as much as possible. This motivates us to choose S-systems to 
approximate the original model rather than doing the analysis directly with a model as given in 
[26].  
 
In addition, the formulation of the tryptophan model in the S-system framework allows us to 
obtain analytical solutions of the steady states, as described in the previous section. The 
original model of the tryptophan operon, the SM model does not give us analytical forms of 
the steady-state solutions. Because of the analytical solutions, we can easily control the steady 
state levels by adjusting model’s parameters. Based on the symbolic steady state solutions, we 
have shown that the steady state levels of the intracellular tryptophan is kept fixed as long as 
the total, combined inhibition strength (s = gxv + gyv + gvv) of three feedback loops remains 
constant. This means by fixing s and letting the strength of an individual loop vary, we adhere 
to the controlled comparison. As the measures MD and RT, described below, are both 
formulated to characterize the system’s dynamics when being disturbed from the steady states, 
these measures capture the steady state values. The “controlled comparison” condition is 
therefore important to the analysis, and we found it very difficult to impose similar conditions 
in the original SM model, deeming it infeasible to carry out similar analysis with the original 
model. 
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4.2 Comparison with Experimental Data 
It is important to validate our S-system model against experimental data. Therefore, in this 
section, we compare the model predictions with the experimental observations, particularly 
those experiments conducted by Yanofsky and Horn [146] on the response of E.coli to 
nutritional shifts. In their study, two different starvation experiments with a normal E.coli 
strain were carried out in which the bacteria were put in minimal medium plus tryptophan, 
long enough to reach a steady state before being shifted to the same medium but with no 
tryptophan [146]. The responses of the bacteria in the form of active enzyme (anthranilate 
synthase) activity were recorded during the experiments.  
 
To simulate these experiments, we expose our wild-type S-systems model with model 
parameters as in equations (4.21)-(4.24) to an excessive bolus of tryptophan for a sufficient 
period to reach the steady state and then drop the tryptophan level to zero. The model is run 
until the organism settles to its new steady state post the shutting down of tryptophan. The 
external level of tryptophan used in these simulations is set to correspond to the level of 
tryptophan concentration used in the experiments; this level yields similar steady state levels 
for state variables between our S-system approximation and Santillan and Mackey’s model 
[26]. A simulation of this type can be thought of as a long perturbation to tryptophan level. 
Note that model (4.21)-(4.24) is a dimensionless model; all comparisons below are therefore 
conducted after the transformation of the variables. 
 
The simulation shows a rapid built-up of enzyme level after the shutting down of external 
tryptophan (Figure 4.2). This steep growth of enzyme level is brought about by the release of 
the inhibiting mechanisms to speed up the synthesis of intracellular tryptophan; sluggish 
synthesis of tryptophan is detrimental to the survival of the organism. Figure 4.3a compares 
active enzyme activity (the number of tryptophan molecules produced per unit time av z vgvv) 
predicted by our S-system approximation of  SM model against the data from the experiments 
in [146]. Because enzyme activity was reported in arbitrary units in [146], to compare with our 
simulation we scale the experimental values so that the steady state values of the experiments 
and the model are equal. The model successfully predicts a quick surge of active enzyme level 
in the first 20 minutes after the shutting down of external tryptophan. Although the S-system 
approximation does not predict the overshoot present in the data in the first 60 minutes after 
tryptophan shutdown, an overshoot is predicted over the first 200 minutes of the simulation; 
this is shown in Figure 4.3b. We also include the prediction given by the SM model for 
comparison. The S-system representation produces a moderate overshoot but the SM model 
fails to produce any overshoot, even in a longer timeframe.   
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Figure 4.2. 
Simulation of the wild-type system being put into minimal plus tryptophan medium at time 500 (mins) 
and put back to medium without tryptophan at time 1500 (mins). This figure shows concentration level 
of intracellular tryptophan down scaled by 100 times (dot), enzyme level (dashed) and active enzyme 
level (solid) scaled to have same steady state with enzyme level.  
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Figure 4.3 
(a) Active enzyme activity (scaled) vs. time (min) after tryptophan shutdown with wild-type bacteria. 
Data points are collected from two different sets of experimental results [146]. Simulation of active 
enzyme activity from the S-systems approximation of SM model are given in solid line. Dashed line is 
the corresponding prediction given by the SM model [26].  
(b) Simulation of active enzyme activity given by S-system approximation of SM model and SM model 
(dashed) in the first 600 minutes of the experiments. 
 
 
 
 
 
 
 
 
 
Figure 4.4  
(a) Active enzyme activity (scaled) vs. time (min) after tryptophan shut down with trpL75 strain. 
Simulation of active enzyme activity from the S-systems approximation of SM model are given by then 
solid line. Dashed line is corresponding prediction given by the SM model [26].  
(b) Simulation of active enzyme activity given by the S-systems (solid) and the SM model (dashed) in 
the first 600 minutes of the experiments. 
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A similar experiment was also reported in [146] for mutant strain trpL75 of E.coli. In this 
strain, a mutation at base pair 75 in the leader region trpL of G to A leads to decreased operon 
expression in cells growing in the presence or absence of tryptophan. To simulate the trpL75 
strain, we decrease the value of ay in model (1) by trial and error to 10-8 times of its normal 
value. As shown in Figure 4.4, the simulation is in good agreement with experimental data 
which captures the qualitative nature of the data quite well. Corresponding prediction from the 
non-delayed SM model is also included in Figure 4.4 showing similar predictions between the 
S-system model and the SM model. Here, the experimental results are also scaled by the same 
factor as those of the wild-type strain. 
4.2.1 The Simplified Model against the SM model 
Here, we also compare the performance of the simplified non-delay model derived in section 
4.1.2 and the delay SM model with for the wild strains as well as mutant strains of E. coli in 
the light of experimental data [146]. The mutants tested were the trpL29 strain (mutation at 
base pair position number 29 in leader region trpL) with decreased operon expression; and 
trpL75 strain (mutation at base pair position number 75 in trpL) with increased transcription 
attenuation, which also leads to decreased operon expression [146]. Decreased expression 
occurs in both mutant strains regardless of the presence or absence of tryptophan. Model 
predictions were compared for a variety of scenarios when the operon is and is not subjected 
to nutritional shifts and under different sets of initial conditions. We found only small 
discrepancies between the dynamics of the system variables in two models in all cases.  
 
For example, Figure 4.5 shows the concentration dynamics of system variables for wild type 
trp operon in two models in two cases: when the operon was not exposed to extracellular 
tryptophan (WT-no); and when it was exposed to excessive extracellular tryptophan at time 
500 min for a period of 1000 min, long enough to obtain new steady state level (WT-high and 
WT-low). Apart from a small increase in concentration level for all four variables in the 
simplified model, the dynamics are essentially identical between the two models. Similarly, 
simulation of mutant strains also show minor difference in the dynamics, particularly in 
concentration level of enzyme and tryptophan inside the cell (Figure 4.6) 
 
Moreover, on a normal computer (Intel Pentium M, 1.73GHz), numerical solutions of the 
delay model using delay differential equation solving routine in Matlab [147] takes 
approximately 20 minutes which was significantly longer than the time required to solve the 
non-delay model (< 1 second). This gain in computational time of the simplified model, 
therefore, outweighs the minor discrepancy introduced by the simplification.    
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Figure 4.5. 
Comparison of dynamics of the enzyme and tryptophan concentration between the delay model (thin 
lines with subscript d in legend) and the simplified model (thick lines) in three Wild-Typed cases: WT-
no (no exposure to extracellular tryptophan); WT-high (level of extracellular tryptophan is high Text = 
100 µM) and WT-low (level of extracellular tryptophan is low Text = 2 µM).  
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Figure 4.6. 
Comparison of the trp operon system dynamics between the delay model (thin lines with subscript d in 
legend) and the simplified model (thick lines) in mutant strains trpL29 and trpL75. The mutants were 
subjected to high level of extracellular tryptophan for a period enough to reach new steady state level 
then extracellular tryptophan was cut off.  
 
 
 64 
4.3 Probing the System using “Perturbations/Transient Dynamics” 
Approach  
Biochemical systems in living cells are often faced with constant perturbations of different 
kinds which originate internally as well as externally. These perturbations manifest as, for 
examples, gene mutation or gene duplication in the case of internal origin; or nutrient 
starvation in the case of external origin. In order to survive, biochemical systems must 
response swiftly to these perturbations by rapidly adjusting their gene expression to new 
conditions [148]. Due to the highly complex and nonlinear characteristics of cellular systems, 
their responsive behaviour cannot be explained solely on the basis of their individual parts but 
involves multiple interconnected parts. This “black box”- resembling feature of cellular 
systems hinders our understanding of how the adaptive response comes about. 
 
However, we know that the transient response of a dynamic system invoked by perturbations 
is an important property of the system itself. In fact, when subjecting a perturbation to a 
system (an interconnected network), the corresponding transient response depends closely on 
the topological structure, kinetic factors, and the feedback loops between the components of 
the system itself. Depending on the strengths of the causal links within the network, a given 
perturbation may grow or decay or behave in a particular way as it propagates through the 
network. Moreover, the presence of certain feedback loops will further influence how 
perturbations make their way across the network. Therefore, by designing systematic, 
specifically targeted perturbation sets (as inputs) and having efficient quantitative 
characterisation of the responsive transient dynamics (as outputs), the perturbations/transient 
dynamics analysis can reveal important insights into the roles and operations of the different 
parts of a “black box” network as they react. Moreover, such analysis also has important 
implications in biotechnology and drug research [149, 150].  
 
Although the principle of the perturbations/transient dynamics approach has been frequently 
used to reverse engineer gene regulatory networks [151-153] in which experimental 
perturbations such as gene knockouts or mutagenesis are implemented to infer network 
structure; similar efforts to understand system dynamics and the dynamical role of its 
underlying feedback controls have been limited. Here, we employ this powerful method 
(illustrated in Figure 4.7) to probe into the dynamical characteristics of the trp operon system, 
with the specific aim of dissecting the roles of each of its negative feedback mechanisms. For 
this, we will describe the design of the utilised perturbations in chapter 5 and present below 
the quantitative measures of the transient dynamics that are used to characterise system 
outputs.  
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Figure 4.7. 
A schematic diagram of the flow of the method developed that is discussed in the text. 
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4.4 Measurements of Transient Dynamics 
4.4.1 Transition Time 
In metabolic pathway research, transition time (TT) is defined as the time for a pathway to 
reach new steady state after perturbation [149, 154-158]. This measure can be expressed as: 
 
0
0
( )
( )
d f f
t dt
dt
TT
d f f dt
dt
∞
∞
−
=
−
∫
∫
     (4.37) 
 
where function f represents the pathway’s output flux and f is the new steady state value 
[149].  
 
However, limited work has been done regarding gene regulatory networks. We herein 
introduce two additional measures: 
4.4.2 Max Disturbance 
(1) MD (max disturbance) is defined as the maximum disturbance to a system state variable’s 
time course (f ) from its steady state ( 1f ) by a perturbation and is expressed as: 
 
1( )
s
f
t t
f t f
MD Max
N≤ ≤∞
 
− 
=  
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,    (4.38) 
 
where, ts is the perturbation’s initiation time, N is the normalized factor which equals 
1 2f f− if f reaches a new steady state level 2 1f f≠ , or 1N f= .  
4.4.3 Recovery Time Measures 
(2) RT (recovery time) is defined as the time period after a perturbation that a system variable 
(f ) approaches and is restricted within 1% of its new (or same 2 1f f= , if perturbation is 
temporal) steady state. RT can be calculated using the following formula:  
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( )
, given 0.01
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f s
t t
f t f
RT Max t t f≤ ≤∞
 
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= − ≤ 
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.       (4.39) 
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Biological systems tend to maintain homeostasis with least disturbance in the face of 
perturbation; therefore a system with smaller MD for state variables should be considered less 
fragile than those with higher MD. The speed of recovery is directly indicated by RT. An 
example where recovery time plays a crucial role is in the brain’s sensory pathways, where 
adaptation time is in milliseconds [159].  
 
From the literature, TT has been shown to provide potential underlying relations between core 
regulatory mechanisms and important aspects of system dynamics. Given their biological 
significance, MD, RT and TT serve to provide a thorough picture of the system’s post 
perturbation dynamics. However, as we will show in the next chapter when we reveal the 
connection between these measurements, MD and RT together can capture the information 
provided by TT. Therefore, in this study we only need to use MD and RT as the main measures 
of transient dynamics without inclusion of TT. 
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Chapter 5  
 
 
Dissecting the trp Operon’s  
Multiple Regulatory Mechanisms: 
Numerical Simulations and Analysis 
 
“It is not the strongest of the species that  
survive, nor the most intelligent, but  
the one most responsive to change.” 
Charles Darwin 
 
 
 
 
Using the S-system model and the transient dynamics metrics developed in the previous 
chapter, here we systematically design different large-scale sets of trp “in silico” mutant 
systems with alternative structures and carry out extensive simulations on these sets. 
Following the principle of the perturbations/transient dynamics approach discussed in the last 
chapter, we expose individual mutants within each set to perturbations of different kinds and 
quantify the system’s respective transient response. Analysis of the resulting quantitative data 
allows individual as well as combined effects of the core control mechanisms governing the 
trp system to be unravelled. This chapter begins with an introduction of the types of 
perturbations considered in this study and how they are represented mathematically. A 
discussion on the control of comparison criteria which is a crucial matter in comparative 
studies is included next. The main body of the chapter present results and analysis of the 
numerical simulations of the various trp mutant sets. The chapter closes with an examination 
of the relationships between the important metrics of transient dynamics, followed finally by 
relevant conclusions. 
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5.1 Perturbing the trp Operon Systems  
5.1.1 Types of Perturbations 
In our simulations, two main types of perturbation are applied to systems at steady state: 
temporal and persistent perturbations. Under temporal perturbation, systems are subjected to 
short pulse of external tryptophan supply of varying magnitude. On the other hand, persistent 
perturbation concerns long, continual supply of external tryptophan, allowing the system to 
reach new steady state before the supply is shut off – this perturbation therefore captures, over 
time, two opposing events: response to addition of tryptophan (supply perturbation) and then 
to its disappearance (starve perturbation). Figure 5.1 illustrates tryptophan dynamics resulting 
from a supply perturbation at time 100 and a starve perturbation at time 1000 for three 
mutants.  
5.1.2 Perturbation Function 
Perturbation to a kinetic system is usually implemented as change in value of either the system 
variables or kinetic parameters. Traditionally, a jump (step) function  
 
S(t) = {1 if t ≥ 0; 0 if t < 0} 
 
is normally used as the basis to formulate the changes. 
 
Modelling perturbations in this way, however, poses several limitations. First, the step 
function with sudden jump in value introduces stiffness into the model’s differential equations 
and makes them more difficult to solve. Secondly, perturbations formulated using function S(t) 
do not realistically reflect the experimental settings. In experiments, changes in system 
concentrations are often brought about in a gradual and continuous rather than sudden manner, 
even when the timeframe of the changes is short. In reality, it always takes some certain length 
of time for a variable or parameter to switch from one state value to another, continuously. 
Representation of perturbations based on the step function unrealistically assumes that the 
switch is immediate. To overcome these limitations, we use the following continuous, 
differentiable function: 
 
.
1( , )
1 t
P t
e α
α
−
=
+
 
 
Parameter α determines the speed of the subjected perturbation, for example, the speed of drug 
absorption in the administered organism. Note that function P(α,t) approaches S(t) as α  
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Figure 5.1. 
Illustration of a supply perturbation at time 100 and a starve perturbation at time 1000 on tryptophan 
level for three mutants. Time (τ) and concentration are dimensionless variables. 
 
 
 
 
 
Figure 5.2. 
Illustration of a perturbation at time 10 for 10 time units in a system variable implemented using P(α,t) 
function with α =1, 3 and 100. At α =100, the change is step like but actually varies in a continuous 
fashion. Time (τ) is a dimensionless variable. 
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approaches infinity (Figure 5.2). P(α,t) thus provides better flexibility in implementing 
parameter change. Parameter value α = 100 was used throughout our simulations. 
5.2 Controlled Comparison Criteria 
An important issue in comparative studies between alternative genetic systems with similar 
design is the matter of controlled comparison. One such method known as mathematically 
controlled comparison has been proposed by Savageau [82]. Here, except for the variation of 
inhibition strength imposed by three feedback loops, the alternative mutants are kept 
equivalent in several aspects. First, all other parameters including rate constants and kinetic 
orders have the same values in all mutants. Secondly, all mutants share same total inhibition 
strength s = gxv + gyv + gvv, leading to their corresponding steady state level of tryptophan (v) 
also being identical. Moreover, by further fixing gvv when s is fixed, steady state enzyme level 
(z) is also identical for all mutants. This fact is shown in the system’s symbolic steady state 
solutions derived earlier in section 4.1.4. 
5.3 Mutants with Equal Total Inhibition Strength 
We set up the first mutant set within which, total inhibition strength of each mutant system is 
kept equal to that of the wild-type system (s = -1.5). Inhibition strength of each individual 
feedback loop is varied in step of 0.01 across alternative mutants, making a total of 11476 
mutants. The results regarding the mutants’ transient dynamic behaviour post perturbation are 
reported in a quantitative manner through the computation and analysis of the defined MD and 
RT measures. Emphasis is on the dynamics of the intracellular tryptophan concentration 
because this is the ultimate product of the system and its concentration level directly controls 
the core feedback mechanisms. 
 
We first look at the situation in which all the mutants are exposed to external source of 
tryptophan for prolonged period of time. Persistent supply of tryptophan enables the systems 
to obtain new steady state level depending on the magnitude of perturbation. Generally, 
stronger perturbation causes higher MD and longer RT. For perturbation being 100% of the 
current tryptophan level, the resulting MD ranges from 1 to over 140, showing the perturbed 
tryptophan concentration can reach up to 140 times the current level for some mutants. After 
the supply shift, the level of intracellular tryptophan increases significantly due to intake from 
the boost in extracellular tryptophan supply. As a consequence, enzyme activity drops sharply 
as the inhibiting mechanisms drive the system preventing it from producing extra necessary 
enzyme for tryptophan synthesis.  
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Figure 5.3a displays a scatter plot of all the mutants on the RT x MD coordinate with respect to 
strength of enzyme inhibition. Balls with the same size and colour represent those mutants 
with the same strength of enzyme inhibition (equal gvv), whereas larger balls represent mutants 
with higher enzyme inhibition intensity (lower gvv). Figure 5.3b,c show the same mutant set 
but with regards to repression and attenuation strength, respectively. We record a strong 
correlation between gvv and MD. It is clear that mutants with stronger enzyme inhibition level 
tend to lie closer to the RT axis which indicates that they possess small value of MD. In fact, 
most mutants having no enzyme inhibition give rise to the highest MD and lie furthest away 
from the RT axis (Figure 5.3a). No significant correlation, however, is detected between MD 
and the strength of repression or attenuation. 
 
Despite the mean value of RT calculated for mutants with the same gvv does decrease as gvv 
decreases, the fact that they spread out horizontally over the coordinate plane (Figure 5.3a) 
indicates that enzyme inhibition plays little significant role in contribution to the speed of 
recovery after perturbation takes place. On the other hand, we detect a positive correlation 
between RT and the strength of the other feedback mechanisms. Mutants with low value of RT 
seem to associate with stronger inhibition by the repression feedback loop. Most mutants with 
stronger repression, represented by the larger balls, are located further away from the MD axis 
on right half of the plane (Figure 5.3b). Consequently, these mutants take a longer time to 
recover to new steady state under excessive nutrition condition. Opposite effects are observed 
for the attenuation mechanism. Mutants with stronger attenuation tend to result in lower RT 
and lie on the left half of the plane (Figure 5.3c).  
 
System response to disappearance of external tryptophan is implemented by running the same 
simulations as above before shutting down the tryptophan supply completely. Opposite to the 
supply perturbation, sudden removal of nutrient source leaves the bacteria in starved 
condition, forcing the release of the inhibiting mechanism for internal production of 
tryptophan. Sluggish production of tryptophan may lead to insufficient synthesis of important 
protein and kill the organism. Efficient adaptation to a starvation shift is therefore fundamental 
to an organism’s survival. 
 
Mutants’ transient responses to starvation shift were also quantified by computing the 
corresponding RT and MD. An indisputable strong correlation between gvv and MD is also 
found. Mutants with increased strength of enzyme feedback inhibition are associated with 
decreased MD. Moreover, mutants of equal gvv have almost identical value of MD and are 
horizontally spread out, implying that the enzyme inhibition’s strength does not significantly 
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Figure 5.3. 
Distribution of alternative mutants on the RT x MD coordinate subjected to three types of perturbation: 
(a, b, c) supply perturbation with persistently added tryptophan; (d, e, f) starved perturbation with 
disappearance of external tryptophan; (g, h, k) pulse perturbations with momentarily added tryptophan. 
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affect recovery time (Figure 5.3d). Similar to the case of added tryptophan, mutants with low 
attenuation appear to associate with high RT whereas strong attenuation associates with low 
RT and high MD (Figure 5.3e,f). Furthermore, mutants with high repression intensity tend to 
give rise to a high value of RT, therefore take a longer time to recover.  
 
We also carry out simulations in which alternative mutants are momentarily exposed to pulses 
of added tryptophan. The result once again shows analogous correlations between the MD, RT 
measures and the inhibition strength of the feedback mechanisms (Figure 5.3g,h,k).  
5.4 Mutants with One Loop Fixed in Inhibition Strength 
Next, to further elucidate the relative role of the core feedback mechanisms, we look at subsets 
of mutants which share identical inhibitory strength of one feedback loop while strengths of 
the other two loops are varied and at the same  time, the total inhibition strength is kept 
constant. The first subset encompasses mutants with the same enzyme inhibition strength. 
These mutants have equivalent steady state values of both tryptophan as well as enzyme 
concentrations mentioned above as the criteria for comparison control. 
 
Within mutants with the same gvv, model simulations indicate that stronger repression coupled 
with weaker attenuation generally result in slightly higher MD for tryptophan as well as 
enzyme concentration after the supply perturbation. This effect, however, is not seen for other 
types of perturbation. In fact, there was no significant change in the value of MD across the 
mutants under starvation shift or pulse perturbation (Figure 5.4). This is in agreement with the 
results presented earlier and strongly suggests that enzyme inhibition mainly controls the level 
of disturbance caused by the perturbation, regardless of its nature. The result also reveals that 
it takes longer for the system to recover back to a steady state level when repression dominates 
attenuation under all perturbations, as shown in the right column of Figure 5.4.  
 
Alternatively, when we compared subset of mutants with identical strength of repression (or 
attenuation), mutants with increasingly dominant enzyme inhibition strength bring about 
decreasing value of MD. As can be seen in Figure 5.5a,c,e, this is true for all types of 
perturbation and hence further confirms the role of the enzyme feedback mechanism in the trp 
operon system. Notice that for perturbations of short and prolonged addition of tryptophan, the 
normalized MD curves are identical for both subsets of mutants with same gxv and same gyv 
(Figure 5.5a,e). This indicates that repression and attenuation play equally minor roles in 
influencing MD value. Moreover, enzyme inhibition seems to play no significant role in  
 
 75 
 
Figure 5.4. 
Normalized value of MD and RT for mutants with identical strength of Enzyme Feedback Inhibition for 
three types of perturbation (gvv = -0.5). X-axis being the varying strength of the Repression feedback 
loop. MD and RT are normalized by dividing to the maximum value. 
 
 
 
Figure 5.5. 
Normalized value of MD and RT for mutants with identical strength of repression (red curves, gxv=-0.5) 
and identical strength of attenuation (blue dashed curves, gyv=-0.5) for three types of perturbation. The 
x-axis represents the varying strength of enzyme inhibition (EI).  
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determining the level of RT for long (supplied as well as starved) perturbations but positive 
role in reducing RT for momentary perturbation (Figure 5.5f). 
5.5 Mutants with Strength Variation of Single Loop 
To further illuminate the dynamic effects of the individual core feedback mechanisms, we 
created sets of mutants with increasing strength in single feedback loops. Note that in this 
case, the fore-mentioned controlled comparison criteria are compromised as total inhibition 
strength is not conserved across alternative mutants. However, this does not affect the result as 
MD and RT are scaled measures, which facilitate comparison between mutants with different 
steady state levels.  
 
As expected, when the enzyme inhibition’s intensity is reduced, the system experiences 
increasing overshoot in intracellular tryptophan concentration. This effect is observed for all 
types of perturbation, and becomes more pronounced when level of inhibition of the fixed 
loops is increased. Noticeably, at very low enzyme inhibition, tryptophan synthesis exhibits a 
rapid surge to a steady state value over a very short time after the starvation shift, but is 
followed by a significant overshoot (MD > 300), which decays and finally reaches a steady 
state value (Figure 5.6c). However only a slight overshoot was observed with high enzyme 
inhibition. The enzyme inhibition mechanism therefore facilitates an efficient systemic 
response by preventing a massive build-up of enzyme and tryptophan level in the cell, and 
ensures smoother adaptation to a new condition. Enzyme inhibition is also observed to help 
speed up the recovery time for the system under a short perturbation, as shown in Figure 5.6d.  
 
Holding other regulatory mechanisms unchanged in inhibitory strength, repression and 
attenuation impose equivalent reducing effect on MD, as illustrated in the plots in the top rows 
in Figure 5.7 and Figure 5.8. Stronger repression or attenuation raises MD value, particularly 
at higher intensity of enzyme inhibition. Consequently, when their total strength is conserved, 
repression and attenuation have opposite effects on MD and cancel out, resulting in alternative 
mutants with equal values of MD. This is consistent with the earlier observations in Figure 
5.4c,e of the last section.  
 
Regarding the RT measure, stronger repression generally lengthens the recovery time under all 
perturbations (Figure 5.8b). Moreover, oscillation is exhibited more pronounced at stronger 
repression levels. On the other hand, attenuation plays an opposite effect and increasing 
attenuation improves recovery speed. Therefore, high attenuation coupled with low repression  
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Figure 5.6. 
Mutants with increasing strength of Enzyme Inhibition (EI) while the other loops’ strength are equally 
fixed at strength –0.5 (blue dashed) and –1 (red solid).   
 
 
 
 
 
Figure 5.7. 
Mutants with increasing strength of Repression  (Rep) while the other loops’ strength are equally fixed 
at –0.5 (blue dashed) and –1 (red solid). (Per is short for Perturbation) 
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Figure 5.8. 
Mutants with increasing strength of Attenuation (Att) inhibition while the other loops’ strength are 
equally fixed at –0.5 (blue dashed) and –1 (red solid).    
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will result in lower RT, which is consistent with the previous observations when enzyme 
inhibition strength is fixed (Figure 5.4b,d,f). 
5.6 Mutants with Only a Single Regulatory Mechanism 
Here we investigate why the trp operon system has evolved to utilise three negative feedback 
loops for the regulation of tryptophan synthesis. Equivalently, we ask: would a single 
regulatory mechanism be sufficient to ensure efficient adaptation for the system? Answer to 
this question can be obtained by simulating in silico mutants which possess only one of the 
known regulatory mechanisms. This was simply implemented by setting inhibitory kinetic 
orders of the unused loops to nil. 
5.6.1 Mutants with Only Repression 
Local stability of systems at steady state can be determined by studying the eigenvalues of the 
associated Jacobian matrix [23]. Stability is indicated if all the eigenvalues have negative real 
parts. Figure 5.9a displays the relation between gxv and the maximum real parts of eigenvalues 
of the system’s Jacobian matrix. To ensure stability, a mutant system with only a repression 
loop allows only narrowly restricted ranges of gxv, indicated by the limited red curve’s region 
under the gxv-axis. Highly oscillatory behaviour in all the system state variables is induced 
even with small, short perturbation on the intracellular tryptophan (Figure 5.9b). Although 
oscillations are eventually damped, it takes a long time for the system to recover to normality.  
 
By adding only minute level of either attenuation or enzyme inhibition (gyv=-0.05 or gvv=-
0.05), it is found that the system becomes significantly more stable. The stability range for gxv 
is considerably extended as the gxv curve is pushed down under the gxv-axis, with a more 
pronounced effect observed from additional enzyme inhibition. This range is even further 
enlarged with the combined addition of both attenuation and enzyme inhibition, illustrated by 
the solid black line in Figure 5.9a. In this case, stable behaviour can be obtained over a 
significantly wide range of repression’s strength, even at particularly strong levels (much 
lower than -4).  
 
Correspondingly, with the incorporation of either attenuation or enzyme inhibition, oscillatory 
behaviour is dramatically eliminated resulting in much shorter recovery time. The overshoot 
level is also reduced by having attenuation and reduced still further by having enzyme 
inhibition, as illustrated for the tryptophan level in Figure 5.9b. Attenuation and enzyme 
inhibition, therefore, were revealed to increase system stability and provide efficient response 
to perturbations.  
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Figure 5.9. 
(a) Strength of Repression versus the largest eigenvalue real part. λjs ( j =1, 2, 3, 4) are the eigenvalues 
of the system’s Jacobian matrix. (b) Intracellular dynamics of tryptophan in response to a pulse 
perturbation for system with only Repression; (c) with Repression and minute Attenuation; and (d) with 
Repression plus minute Enzyme Inhibition.  
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Figure 5.10. 
(a) Strength of Attenuation versus the largest eigenvalue real part; (b) The ntracellular dynamics of 
tryptophan in response to a pulse perturbation for system with only Attenuation; (c) with Attenuation 
and minute Repression; and (d) with Attenuation plus minute Enzyme Inhibition. 
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Figure 5.11. 
Mean value of RT, MD, TT and RT+MD. Values are normalized to corresponding maximum value. 
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5.6.2 Mutants with only Attenuation 
Mutants with attenuation as the only control mechanism were found to be unstable when gyv > 
-7 (Figure 5.10a). Interestingly, this range is not extended even when incorporating repression 
with high strength. However, minute additional enzyme inhibition moves the whole gyv curve 
well below the gyv-axis, enabling stability for the system over a significantly larger range of 
gyv. This shows that enzyme inhibition plays a more a crucial role than repression in 
establishing a stable trp system. 
 
Similar to the case of only repression, we found that attenuation alone manages to bring the 
system back to its steady state level following perturbations. However, the level of oscillation 
is much less for attenuation alone than for repression alone at the same strength. This is 
consistent with finding in the previous section that attenuation helps shorten the recovery time. 
 
We additionally ran simulation for those mutants with additional repression and enzyme 
inhibition at low level. Enzyme inhibition if present, even at a low level, was shown to be able 
to eliminate oscillation and bring the system to a steady state level in a much more efficient 
manner than attenuation alone (Figure 5.10b). After the starvation shift, tryptophan, as well as 
enzyme, rise slowly to their steady-state values without any overshoot. This demonstrates that 
enzyme inhibition is crucially important in the performance of the trp operon.  
5.7 Relation between RT, MD and TT 
In assessing the transient response of dynamic systems, efficient quantitative measures are of 
great importance. The measures of RT and MD that were developed in this study allow us to 
reveal important connections between the structural design and systems dynamical aspects of 
the trp operon. Here, we further validate these measures by establishing connections between 
them and TT, discussed in section 4.4.1 which has been used in the literature [149, 155].  
 
Together with MD, RT, we compute TT for the first mutant set considered earlier. Under long 
supply perturbation, Figure 5.11 shows the means of RT, MD and TT for mutants with 
increasing gxv (top row), gyv (middle row) and gvv (bottom row). These are normalized to values 
between 0 and 1 by dividing by the corresponding maximum value. There is a surprisingly 
strong similarity between the dynamics of TT and the sum RT + MD, which is consistent for 
all type of perturbations considered. Importantly, this suggests that a simple linear operation of 
RT and MD can capture the information inherently provided by TT, and therefore suffice to 
replace TT. However, the information separately encoded in MD and RT cannot be retrieved 
by measuring TT alone. Because MD and RT provide quite distinct features of the system’s 
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transient response under perturbations, the use of TT alone would fail to capture a complete 
picture of the system dynamics.  
 
As a result, MD and RT together provide a better characterisation of the system transient 
dynamics and can be used in other gene regulatory systems beside the trp operon. 
5.8 Summary and Conclusions 
Living cells often function in frequently changing environment where uncertainties are 
ubiquitous. Cellular systems therefore require efficient mechanisms of regulation to respond in 
a timely and stable way to the changes for adaptation. Designs of robust systems are crucial. 
Among the regulatory mechanisms employed by cellular systems, negative feedback emerges 
as one of the most common design. The trp operon system considered in this study has 
evolved to use an apparatus of multiple feedback loops for intracellular tryptophan regulation, 
namely repression, attenuation and enzyme inhibition; each essentially provides the same 
function but operates by biologically different mechanisms. As tryptophan is one of the amino 
acids essential for synthesis of proteins and moreover, and its production is costly in terms of 
energy and nutrient [138, 160], it is important for the trp system to efficiently control the level 
of tryptophan inside the cell. 
 
In the past two chapters 4 and 5, we have aimed to unravel the specific roles of individual 
feedback mechanism in controlling the trp system, thereby illuminating the underlying 
relationship between design structure and macroscopic behaviour. Concurrently, another aim 
was to find out why evolution has driven the system to have three but not one feedback loop.  
 
We developed an approximation of SM model for the system using the S-system formalism. 
Our S-system approximation has good agreement with experimental data for both wild-type as 
well as mutant strains of E.coli. We designed alternative variants of the system in which level 
of feedback strength of involved regulatory loops is varied systematically, conforming to 
controlled comparison criteria. The mutant systems were exposed to various types of 
nutritional perturbations and their dynamic responses were analysed. We characterised the 
system’s post-perturbation dynamics by defining two measures: MD and RT. The main 
conclusions are derived below. 
 
First, combined regulation using all three feedback mechanisms significantly increases system 
stability over the use of only a single mechanism, broadening the range of kinetic parameters 
for stable behaviour. The system therefore becomes more robust under stress conditions. 
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Repression alone could not warrant efficient adaptation to perturbations, especially at high 
strength. Attenuation and particularly, enzyme inhibition, even at low level, is necessarily 
required. Multiple feedback regulations response to perturbations of different natures more 
swiftly with reduced oscillatory behaviour, less overshoot and shorter recovery time, therefore 
are not redundant. 
 
Secondly, regardless of the nature of the subjected perturbations, enzyme inhibition was 
shown to directly control the disturbance level in system variables’ concentration after the 
system is perturbed. Strong enzyme inhibition efficiently responds to stress with minimal 
changes, whereas weak enzyme inhibition gives rise to a large overshoot in system variables 
followed by sudden addition or removal of the nutritional medium. Enzyme inhibition was 
also shown to reduce recovery time under pulse perturbation.  
 
Thirdly, repression and attenuation both contribute negatively to the system’s disturbance 
level, interestingly in an equivalent manner. This is demonstrated through the fact that 
stronger repression (or attenuation) tends to raise the overshoot level followed a shift in 
nutrition. On the other hand, attenuation was found to speed up system recovery to stress 
whereas repression lengthens recovery time. 
    
It can be concluded that the multiple negative feedback mechanisms employed by the trp 
operon are far from being redundant. In fact, they have evolved to concertedly give rise to a 
much more efficient, adaptive and stable system, than any single mechanism would provide. 
Moreover, as systems with multiple negative feedbacks are numerous in cells, the 
methodology and metrics presented in this work will provide a useful framework for studying 
the underlying design principles of those systems. 
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Chapter 6  
 
 
An Analytical Approach for  
Investigating Dynamical Behaviour of  
Genetic and Metabolic Feedback Systems 
 
 
 
Simulation studies combined with mathematical modelling have proven to be tremendously 
successful in expanding our understanding of different aspects of biological systems. This is 
well demonstrated in the last two chapters when an in silico study helped reveal important 
insights underpinning the dynamical behaviours of the tryptophan operon system. Although 
such a similar approach is applicable to other systems of suitable natures, there are 
accompanying limitations. Most notably, numerical simulation insists on having specific 
parameters’ values (often experimentally determined) for the system’s model parameters 
before a run can be implemented. Further to the fact that each simulation run costs time and 
computational power, it associates only with a single set of parameters. Investigations of a 
model parameter variation over ranges can only be done by carrying out a large number of 
simulations, each differs only in that single parameter. This consequently limits the number of 
simulations, and the alternative scenarios, that can be investigated.  
 
Even for those models with estimated or experimentally determined parameters, it is not 
certain that the obtained parameter set closely reflects the corresponding biological system. 
Kinetic parameters are often measured in vitro which might differ significantly from the in 
vivo context. In addition, they are usually estimated across different data sets reported by 
different laboratories often using different experimental settings. It is therefore important not 
to study the dynamical properties of a system while relying on particular parameter values, but 
rather to study system dynamics variation over continuously large ranges of parameters’ 
values. One way to facilitate this type of analysis is to carry out analytical studies of system 
dynamics, in which we work with symbolic rather than numerical parameter values.  
 
While the previous chapters have dealed with a specific genetic system using numerical 
simulations, the next several chapters will extend our analysis to more general feedback 
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systems encompassing single as well as multiple negative feedback loops. We study their 
dynamical properties employing a complementary, analytical approach. Particularly, we 
emphasise on how the loops’ topological structures (position), characterising factors (strength 
and cooperativity levels), and other model parameters affect the way the system adopts a 
particular dynamical state or another. We address the question of when the system switches 
between qualitatively different dynamical states and find those (analytical) threshold values 
for a variety of model parameters at which this switching takes place. Moreover, we will 
examine the effects of having multiple, coupled feedback loops, and explore the interactions 
between these loops in orchestrating the overall systems behaviours. This chapter presents the 
core development of our analytical approach after outlining the background, motifs, and 
mathematical models of the system motifs under consideration. 
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6.1 Feedback Control Systems: Background 
Feedback loops are the essence of control and regulation in cellular systems. Only if 
information about the consequences of some outputs is fedback, the system can adjust itself or 
respond swiftly to changes. Because of the vital importance of feedback control mechanisms 
to the robust functioning of gene regulatory and metabolic pathways, they have been 
extensively researched over the last two decades. We now know more about the topology and 
functionality of positive and negative feedback in intra- and inter-cellular systems than ever 
before [14]. For example, positive feedback is essential for the existence of multiple steady 
states within multi-scale gene regulatory systems [63] and to help prolong and amplify the 
response to weak signals in intracellular signalling [31]. Operating synchronously, negative 
feedback is found to help (1) stabilize and maintain the concentration of gene products, (2) 
maintain the homeostasis of gene expression rates [161], (3) improve the robustness of 
developing cells [31], and (4) facilitate the sustaining of  oscillations of gene transcription rate 
[63]. Here, we focus only on negative feedback loop and its role in controlling and regulating 
biochemical networks. 
 
Many examples of negative feedback systems exist: (1) regulatory pathways: the main 
repressor of the SOS regulon in bacteria Escherichia coli, LexA, represses its own production 
[162]; the Hes1 oscillator represses its own transcription [163]; the p53-Mdm2 network with 
p53 activates the Mdm2 gene and Mdm2 sequesters p53 [164]; and the tryptophan operon 
system with multiple negative feedback regulations [165]; (2) metabolic pathways: in the 
linear mandelate-acetate pathway in Pseudomonas fluorescens the acetate represses seven 
preceding reactions [166, 167]; and, (3) signalling pathways: the NF-kB signalling pathway in 
which nuclear NF-kB activates production of IkBα which in turn inhibits nuclear import of 
NF-kB by sequestering it in the cytoplasm [168]; and circadian clocks [169]. These feedback 
loops orchestrate the molecular fluxes in a multi-scale manner so that the organisms can 
survive and thrive in many different environments.  
6.2 The Role of Feedback: A Closer Look 
Despite the increasing effort in studying cellular feedbacks which have returned encouraging 
results, our understanding of the properties and roles of negative as well as positive feedback 
loops remain unclear in important aspects.  
 
On the surface, a superficial view of feedback commonly assigns system destabilisation (bad) 
with positive feedback and system stabilisation (good) to negative feedback. Indeed, the 
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description of the role of feedback often implies that in the absence of negative feedback, a 
system is unstable, unbounded and intolerant of perturbations. This is, however, not quite the 
case. Most dynamical systems are stable without the need for feedback [170]. A more correct 
view of feedback should be that: it is the nature of the loop in action that determines which 
dynamical regime the system favours. Accordingly, this view describes feedback as a modifier 
of the dynamical behaviour of a system.  
 
As for the case of negative feedback, it is found to underline system stability and at the same 
time, capable of inducing oscillatory instability; e.g. the same feedback, if it is “loose”, may 
support stability, and if it is tighter, may give rise to sustained oscillations [23]. The 
implication is that the mere presence of a negative feedback loop within a system is 
insufficient to determine its dynamical behaviour; instead further details of the loop’s 
characteristics must be acquired [24, 25]. What are these characterising factors and how 
exactly do they affect system dynamics are the central questions to ask.  
 
In the following section, we propose two factors that can be used to characterise a negative 
feedback loop. These are: (1) the loop’s feedback strength and (2) the level of binding 
cooperativity (nonlinearity) between the inhibitor and its regulated molecule [34, 35]. Earlier 
work has only looked at the effects of changes in the cooperativity levels to some level, but 
did not address the feedback strength [36-41]. We will investigate effects of both factors on 
systems dynamics. In addition, other factors such as the position of the loop within a system 
and how loop reallocation, pathway extension, etc. which might affect dynamical behaviour 
will be considered.  
 
Another intriguing aspect of regulatory networks is loop coupling. To coordinate complex and 
rich interactions within the cell, cellular systems often consist of not just one negative 
feedback loop, but multiple ones, entangled together. What are the functional advantages of 
the coupled feedback loops which evolved within the systems? Although attempts have been 
made – e.g. the interplay between positive and negative feedback regulation have been shown 
to provide robustness and reliability to system performance [30, 31] – the studies on how 
coupled loops affect the molecular dynamics have been very limited. Further to the objectives 
outlined above, in the following chapters we also aim to explore the dynamical aspects of 
systems with multiple negative feedback loops in comparison with their single-loop 
counterparts, and thereby understand the possible functional advantages the extra loops may 
provide. 
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We consider a commonly encountered motif of the negative feedback systems in which 
negative feedback is imposed by the last species of the system pathway on the upstream 
species. We develop mathematical models to analyze for stability and bifurcation, in order to 
study the dynamics of these systems, confining ourselves to the analytical solutions. This 
enables us to obtain bifurcation points that are dependent on the feedback strengths and 
nonlinearity as parameters. Based on these results, the conditions on the feedback strength or 
nonlinearity for: no stability, no oscillation, stability enhancement, oscillation enhancement, 
and guaranteed stability (oscillation) can be established. Our analysis will lead to regimes in 
the parameter space in which different dynamical behaviours can be identified. In contrast to 
numerical methods, analytical methods make parameter sensitivity analysis much easier. 
 
For clarification, we define the meanings of robustness and stability used herein. Robustness 
is referred to as the ability of a system to maintain its functionality against internal 
perturbations and environmental variations. Stability, on the other hand, is only concerned 
with the ability to maintain the system state. Although both are important properties of living 
systems, robustness is a broader concept than stability, with the emphasis on system 
functionality rather than system state [171]. A system can preserve its function amid 
perturbations by actively switching between different (stable and unstable) states [171]. In this 
study, we focus on the stability aspect of systems. 
6.3 Characterising Factors of Negative Feedbacks 
In modelling biochemical systems, the rate of a reaction representing concentration change per 
unit time can be written as a function of the concentrations of reactants and products. There 
exist a number of rate laws corresponding to different types of reaction mechanisms: the mass 
action rate law, the Michaelis-Menten kinetics, and the Hill functions [14, 43]. These are 
reviewed in detail in section 2.2.3. The level of inhibition caused by a negative feedback loop 
due to product X can be described by the Hill function of the following form (another form of 
the Hill function can also be used to model activation – [14]): 
 
 ( , , )
n
i
i n n
i
KH K n X
K X
=
+
, (6.1) 
 
where the parameter Ki represents the half-saturation constant (i.e. the concentration of X that 
gives 0.5 ratio repression). It is also commonly referred to as the dissociation constant or 
binding constant. The parameter n (Hill coefficient) is related to the cooperativity level of the 
chemical process.  
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The strength of feedback is inversely proportional to Ki: increasing Ki lowers the repression 
level while decreasing Ki increases the repression for a given n; therefore we may define FS = 
1/K as feedback strength (Figure 6.1); and refer to K as the inverse feedback strength 
indicator.  
 
The Hill coefficient n can be interpreted as the sensitivity of the feedback loop. As n becomes 
larger, the Hill curve becomes more sensitive to change in X in the vicinity of X0.5 and acts like 
an on-off switch. When n is very large (infinity), the Hill function resembles the step function 
(Figure 6.1). Throughout the thesis, the coefficient n is referred to interchangeably as the 
sensitivity, cooperative level or Hill coefficient of the feedback loop. 
 
It is important to note that feedback strength as well as cooperativity level can be changed 
evolutionarily in gene regulatory networks. Change in FS could be brought about in a number 
of ways: (1) by mutations that alter the DNA sequence of the binding site of X in the inhibited 
molecular species’ promoter – even alternation of a single DNA base can strengthen or 
weaken the chemical bonds between X and the DNA - which will subsequently change FS; (2) 
by change of binding site position within the DNA. The Hill coefficient can be changed, for 
example, by mutations that alter number of binding sites within the DNA. It has been 
experimentally shown for bacteria that they can accurately tune these parameters within only 
several hundred generations for optimal performance when faced with environmental change 
[14].  
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Figure 6.1.  
Hill function for modelling inhibition.  
(a) Hill function with increasing n (FS is fixed at 10)  
(b) Hill function with decreasing FS (n is fixed at 2). 
 
 
 
 
 
 
Figure 6.2. 
Schematic network structures of example negative feedback systems.  
(a) The classical Goodwin system with length l.  
(b) The modified Goodwin system with the feedback loop reallocated to repress step kth reaction.  
(c) The multiple-loop system.  
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6.4 Regulatory Motifs and Models 
6.4.1 Single Loop: The Goodwin Model 
Early work on negative feedback in gene regulatory systems goes back to that of Goodwin 
[142] who proposed an auto-repressive transcriptional model with inhibition imposed by the 
gene’s own protein product. This initial model has provided a useful framework for later 
studies of systems involving negative feedback regulation [36-41]. In addition, a number of 
Goodwin-based models of biological oscillators characterised by one or more negative 
feedback loops have recently been developed, for example in the circadian clocks [172, 173]. 
 
Several fundamental results came out of these studies. First, models with two variables are 
incapable of exhibiting sustained oscillations regardless of the loop’s feedback strength or the 
Hill coefficient value [36, 37]. Second, higher Hill coefficient or higher cooperativity of 
binding site tends to enhance the likelihood of having sustained oscillations [37, 174]. Third, 
lengthening the system by increasing the number of reaction steps - i.e, increasing number of 
variables - reduces the cooperativity level required for sustained oscillations. Most of the 
studies were, however, conducted under the stringent condition of imposing identical 
degradation parameters. These results are therefore not certain to hold true under the general 
case with differing, arbitrary degradation parameters’ values. We will re-examine these issues 
when the identical degradation parameters condition is lifted. 
6.4.2 General Models of Multiple Loops 
Our model’s motifs consist of generic pathways of activation steps (reactions) with arbitrary 
lengths with single or coupled negative feedback loops imposed by the end-product of the 
pathway. Figure 6.2 shows the schematic diagrams of a few example motifs. We denote a 
general l-species system with length l by Ll; while a system having single feedback loop on the 
step k is denoted by klL  (1≤ k ≤ l). The system with the coupled loops on the steps k1, k2,.., kj is 
denoted by 1 2, ,.., jk k klL .  
 
A model system can be described by using a set of l differential equations as follows, 
 
 
1
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where , , ( 1,.., )j j djx k k j l= represent the concentration of species Xj, its synthesis rate, and its 
degradation rate, respectively. Furthermore, 
  
( , , )
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j j
n
j
j j l n n
j l
K
H K n x
K x
=
+
  if feedback loop is present while  
( , , ) 1j j lH K n x =  if no feedback loop is present for the jth step.  
 
The first species of the pathways X0 is often assumed to be static, i.e. its concentration is 
unchanged. In most cases, it represents the gene which is the source of the pathway and 
activates the whole sequence of reactions. However, we also consider the cases when X0 is 
variable by studying the variants of system lL with shorter lengths. The degradation process of 
model species is assumed to follow first-order kinetics. The degradation parameter kdj is 
actually an aggregated rate combining transport (or modification) and decay rate of 
corresponding species. The Goodwin model mentioned above is a special case and represented 
by system 1lL . We do not consider time delay in these models; readers who are interested in 
this aspect are referred to the work of MacDonald [175]. 
 
Despite their simplicity, these models can readily be used to model real biological systems. 
For instance, a generic model with three variables can be interpreted as follows: the first 
equation as the synthesis of nucleic mRNA, the second equation describing transportation of 
mRNA to the cytoplasm, while the last equation explains translation of mRNA into protein. 
An extended four-variable system can be interpreted by including a fourth equation describing 
transportation of protein back to the nucleus.  
6.5 Analytical Method for Investigation of System Dynamics 
Biological systems display different types of dynamical behaviours including stable steady 
state, sustained oscillations, and irregular fluctuating dynamics (chaos). Change of system 
parameters may lead to a change of system dynamics. To properly understand the qualitative 
behaviour of a system, it is importance to recognise when dynamical changes occur. Methods 
such as stability and bifurcation analysis are often used for this task. Stability analysis permits 
the assessment of the local stability of the system. On the other hand, bifurcation analysis 
allows one to subdivide the system parameter space into qualitatively different regions within 
each, system dynamic behaviour is homogeneous. Furthermore, changes in the size and 
location of the resulting regions due to parameter’s variation can be investigated.  
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The complexity and nonlinearity of cellular networks mean that often only numerical stability 
or bifurcation analysis can be performed. Analytical methods are rare but much more superior 
as they allow for analysis of the system without having to assign specific values to model 
parameters. We present below the stability analysis based on the Routh-Hurwitz criteria and 
the development of the analytical bifurcation analysis used in this study. 
6.5.1 Stability Analysis: Local Stability and the Routh-Hurwitz Theorem  
The stability analysis of a system consisting of a set of differential equations can be conducted 
by considering its dynamical behaviour in the neighbourhood of its equilibrium (i.e. steady) 
state. A steady state is classified locally stable if the system returns to this steady state after a 
sufficiently small but arbitrary perturbation. Local stability of a steady state can be analysed 
by linearising the differential equations around the steady state and assessing the eigenvalues 
of the resulting Jacobian matrix (J) [176]. For a system of differential equations: 
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we have  
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⋮ ⋱ ⋮
…
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If the real parts of all J’s eigenvalues are negative, the steady state is said to be stable, while if 
any of the real parts are positive, the steady state is unstable (in this case the system oscillates 
if the imaginary part is nonzero).  
 
Because J’s eigenvalues are actually the roots of the following characteristic equation 
 
 0J Iλ− =  or 11 1... 0n n n nλ α λ α λ α− −+ + + + = , (6.5) 
 
where αis are the coefficients, to assess the signs of J’s eigenvalues, we make use of the 
Routh-Hurwitz theorem [176, 177] which states that eigenvalues λ all have negative real parts 
if  
 
 1 20, 0,..., 0,n∆ > ∆ > ∆ >  (6.6) 
Where 
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 (6.7) 
 
6.5.2 Analytical Bifurcation: a Geometrically Motivated 
Our aim is to establish analytical bifurcation points for the feedback strengths, Hill 
coefficients, and other model parameters of single-loop as well as multiple-loop systems. 
System stability conditions are first formulated using the Routh-Hurwitz stability criteria 
outlined above. These conditions are then examined using a geometrically-motivated 
approach. We demonstrate the method below using a system with length three. Longer 
pathway systems are similarly analysed. Consider the case where all three loops are present 
(Figure 6.4g), and the equations for this system are: 
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Denote the equilibrium values of the state variables xi, ix (i = 1,2,3). The steady-state 
(equilibrium) values of the system variables can be determined by setting the right hand sides 
of (6.8) to zeros.  
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Working from the bottom of equations (6.9) up we have 
 
 97 
 
3 32
3 3 3 32 2
31 2
3 31 1 2 2
31 2
3 31 1 2 2
3 3 3 32 2
3 2 1
d3 d3 d2 2 33 3 3 3
3 32 1 1 2
d3 d2 d1 1 3 2 3 3 3
1 2 3 31 2
d1 d2 d3 1 3 2 3 3 3
n nn
n n n nn n
nn n
n nn n n n
nn n
n nn n n n
k K k Kk K
x x x
k k k K xK x K x
k Kk k K K
k k k K x K x K x
k k k KK K
k k k K x K x K x
 
= =  
++ + 
  
=    + + +  
=
+ + +
 (6.10) 
 
This subsequently gives: 
 
31 2
3 31 1 2 2
31 2
3
1 3 2 3 3 3
nn n
n nn n n n
KK K Ax
K x K x K x
=
+ + +
 (6.11) 
where 
 
d1 d2 d3
1 2 3
k k kA
k k k
=  (6.12) 
 
In equation (6.11), the function on the left hand side is continuous and monotonically 
decreasing while the function on the right hand side is continuous and monotonically 
increasing, implying existence of a unique solution. In this case, the characteristic polynomial 
is cubic  
 
 
3 2
1 2 3f λ α λ α λ α= + + + . (6.13) 
 
Following the Routh-Hurwitz theorem, the system is stable if and only if the following 
Stability Condition (SC) is satisfied:  
 1 2 1 2 30, 0 and α α α α α> > >  (6.14) 
 
It is convenient to introduce the following composite variables 
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3 3 3
1 2 3
1 3 2 3 3 3
, , .
nn n
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M M M
K x K x K x
= = =
+ + +
 (6.15) 
 
Variables M1, M2, M3 interestingly have the characteristics of activation functions. Working 
with M1, M2, M3 is more straightforward than with x1, x2 and x3 directly as it spares one from 
having to deal with the exponential and rational forms in (6.11). We also have 0 < M1, M2, M3 
<1. The equilibrium condition (6.11) is now simplified to 
 
 1 2 3 3(1 )(1 )(1 )M M M Ax− − − =  (6.16) 
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Equations (6.15) also allow the characteristic coefficients α1, α 2 and α 3 to be expressed in 
terms of only M1, M2, M3 and other model parameters, i.e. the synthetic and degradation rates 
(see equations (6.22) below for example). Particularly, the conditions (6.14) and (6.16) for 
simpler system motifs with less feedback loops can be easily derived. For example, setting 
Mi=0 for some index i gives rise to a system structure lacking the corresponding feedback 
loop, e.g. M1=0 gives 2,33L , M1= M2=0 gives
3
3L . Equations (6.15) lead to: 
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Combined with (6.16) and (6.17), each of M1, M2 and M3 can be expressed as functions of the 
others involving only Kis and nis. For example, assume M3=0 for simplicity (system 1,23L ), we 
have 
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. 
Here, M1 is a strictly decreasing function of M2 over (0, 1). Substitute this into
1
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, 
we obtain: 
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as a function of K2 and M2. Moreover, K1 is strictly increasing with M2 since the derivatives 
with respect to M2 of the terms inside the brackets in (6.19) are positive over the range (0, 1) 
shown below. 
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This means if there exist bounds M2l, M2h, based on the condition(6.14), such that 
2 2 2l hM M M≤ ≤ , then the stability condition (6.14) would be equivalent to 
 
 1 2 2 1 1 2 2( , ) ( , )l hf M K K f M K≤ ≤  (6.20) 
 
Condition (6.20) represents an analytical relationship between the feedback strength indicators 
K1 and K2 of the loops in action, and f1(M2l, K2) and f1(M2h, K2) are the bifurcation points of K1. 
To determine the bounds M2l and M2h, note that (6.14) can be manipulated to take the form  
 
 1 2 1 2( ) or ( ) M g M M g M> <  (6.21) 
 
where g is a function whose explicit form depends on the particular system motif. For system 
1,2
3L  we have 
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Because α1, α2, α3 > 0, condition (6.14) is now equivalent to α1α2 - α3 > 0. Substituting (6.22) 
into this relation we obtain 
 
 2 2( ) ( )f M g M< , (6.23) 
where 
 
01 2
2 1 2
1 1
( )  and ( ) aa Mf M M g M
b b
= = +  (6.24) 
 
with coefficients a0, a1 and b1 are expressions of the system parameters and given below: 
 
1 2 3 2 3 2( )a kd kd kd kd n= + ,  
1 1 2 3 1b kd kd kd n=  and 
0 1 2 2 3 3 1( )( )( )a kd kd kd kd kd kd= + + +  
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So, to summarise the previous derivations, we have reduced the original stability condition 
(6.14) to a simpler form of the inequality condition(6.23). It is important to note that condition 
(6.23) takes a similar but different form for a different system motif depending on its specific 
feedback loops structure. 
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Figure 6.3. 
Functions f(M2) and g(M2) on the two-dimensional M1-M2 coordinate.  
The lower (M2l) and upper (M2h) bounds of M2 satisfying the stability condition are indicated on the M2-
axes (this figure is produced with the parameter set: n1=12, n2=3, k1=1, k2=2, k3=1, kd1=1.2, kd2=3, kd3=2 
and K2=0.02 for illustration purpose). 
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Figure 6.4. 
Schematic diagram of feedback motifs analysed in this study together with their model equations. 
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Next, we analyse the inequality condition (6.23) for the system 1,23L using a geometrical 
approach in which the curves f(M2) and g(M2) are graphed on the two-dimensional M1-M2 
coordinate plane. To this end, we consider M2 as the independent variable and f, g are its 
dependent functions.  
 
As illustrated in Figure 6.3, f(M2) is a strictly decreasing curve which is contained within the 
unit square U={(0,0); (1,0); (1,1); (0,1)}. The square U is indicated with the dashed boundary 
in Figure 6.3. On the other hand, g(M2) is a straight line with a positive slope. Because 0 < M1, 
M2 <1, our analysis is conveniently constrained within the square U only. Range of variable 
M2 satisfying (6.23) can be determined along with its lower and upper bounds M2l and M2h, 
illustrated in Figure 6.3. Plug these values into (6.20), we can determine f1(M2l, K2) and f1(M2h, 
K2) which are the bifurcation points of K1. With K1 within this range, the system is stable 
whereas it is oscillatorily unstable for K1 outside this range. 
6.6 Summary 
We have presented in this chapter the general framework, illustrated with an example of a 
specific feedback motif, of the analytical bifurcation analysis used to study negative feedback 
systems. By working with the composite variables rather than the elementary variables, we 
avoided having to work with rational expressions, and we were able to simplify the analysis 
significantly. The next chapters will make use of this method and apply it to systems with 
other feedback motifs in detail.  
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Chapter 7  
 
 
Dynamical Behaviours  
of Single Feedback Systems:  
Analysis, Results and Generalisations 
 
 
 
This chapter focuses on those system motifs that are regulated by a single negative feedback 
loop and are referred to as single-loop systems. It presents important results obtained from 
applying the analytical method developed in chapter 6 to single-loop regulatory networks.  
Whenever possible, we aim to generalise these results for motifs with similar structures but 
having longer pathway (i.e. arbitrary length). Our analysis puts emphasis on the characterising 
factors - feedback strength and cooperativity level - of the participating loop and how these 
factors influence system dynamics. Moreover, dynamical consequences resulting from 
variation in other parameters such as synthesis and degradation rates are also explored. In 
particular, we aim to derive the bifurcation points for these parameters, which govern when 
and how switching between differing systems dynamical regimes (e.g. stability and 
oscillation) occurs. In addition, parameter sensitivity analysis and analysis of the bifurcation 
characteristics due to parameter changes is included. The chapter ends with a summary and 
discussion. The next chapter then switches focus on increasingly more complex regulatory 
motifs with multiple, coupled loops. 
 105 
7.1 Systems with a Single Feedback Loop 
Because two-species, single-loop systems are incapable of demonstrating oscillatory dynamics 
[36, 37], we only consider systems with three or more species. Here, results for single-loop 
systems with three species are first presented, followed by examination of the four-species 
systems and an investigation of dynamic effects of pathway lengthening.  
7.1.1 Three-species Systems 
Three negative feedback motifs are possible for the three-species system where the feedback 
loop is imposed on the first, second, and the last step of the pathway. These are 
denoted 13L ,
2
3L ,
3
3L and schematically illustrated in Figure 6.4a, b, c, respectively. We found that 
like the two-species systems, 23L and
3
3L  are both incapable of exhibiting oscillatory dynamics, 
regardless of their models’ parameter values. On the other hand, system 13L  - essentially the 
Goodwin system of length three - is capable of demonstrating both stable and oscillatory 
dynamics. Switching between these dynamical regimes occurs through a Hopf bifurcation. We 
present below the analytical condition governing this bifurcation.  
 
By applying the method outlined in chapter 6 with the same notation convention, we find that 
the system is stable if and only if the following condition is satisfied (see Appendix B, section 
1.1.1 for derivation): 
1
1
BM
n
< ,                                                             (7.1) 
 
where B involves only the degradation parameters and is given as, 
 
d1 d2 d2 d3 d3 d1
d1 d2 d3
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B
k k k
+ + +
= .                                     (7.2) 
 
7.1.2 Feedback Strength Threshold 
Manipulating the inequality (7.1) yields an equivalent condition between the inverse feedback 
strength indicator K1 against the Hill coefficient n1 and the remaining model parameters (i.e. 
the synthetic and degradation rates – see Appendix B1.1.4 for derivation), given below: 
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> ,                                   (7.3)   
where 
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This shows the existence of a threshold value for K1 (denoted K1thresh) at which the system 
loses stability from a stable to an oscillatory regime. Correspondingly, the threshold feedback 
strength equates to 1/K1thresh. Given other model parameters’ values, K1thresh is readily 
computable using the following formula: 
 
1
1
1 1/
1
1thresh 1/
1
( ) n
n
n BK
An B
+
−
=      (7.5) 
 
7.1.3 Hill Coefficient Threshold 
Because M1 < 1, equation (7.1) means that the system is always stable if n1 ≤ B. B therefore 
becomes the threshold value for the Hill coefficient. Interestingly, this threshold is solely 
determined by the degradation rates. In section 7.1.7 below, we will show how changes in the 
degradation parameters influence B and affect the range of Hill coefficient possible for 
oscillatory behaviour.   
 
Since B ≥ 8 for any arbitrary values of kd1, kd2 and kd3 (shown in Appendix B1.1.2), the system 
is stable for any combination of the degradation rates as long as n1 does not exceed 8. 
Furthermore, we find that for any n1 ≥ 8, the system can be made oscillating with an 
appropriate set of the degradation rates and having a sufficiently weak feedback loop. Infact, 
the number of such sets is indefinite. Ways to properly select these degradation rates is shown 
in details in Appendix B.1.1.3.  
7.1.4 Two-parameter Bifurcation Diagram: K1 vs. n1 
Based on the stability condition (7.3), two-parameter bifurcation diagrams with K1 as the first 
parameter against other model parameters can be constructed. Figure 7.1 illustrates on the K1 
vs. n1 plane, distinct regions of stable and oscillatory dynamics, separated by the K1thresh curve. 
 
To obtain oscillatory behaviour, the feedback strength must exceed a certain level meaning the 
feedback loop must be sufficiently strong (K1 below the K1thresh curve). Interestingly, the K1thresh 
curve saturates at high n1 which indicates that there exists a critical value of K1, denoted K1crit 
above which, the system is guaranteed to have stable dynamics regardless of the value of the 
Hill coefficient n1 (Figure 7.1). This translates to a critical, upper feedback strength level 
( crit 1crit1/FS K= ) such that if the feedback loop is weaker than this level, the system is always 
stable for any Hill coefficient n1. Furthermore, we were able to show that K1crit = 1/A and hence 
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which is the product of the system degradation rates divided by the product of the system 
synthesis rates. Readers are referred to Appendix B1.1.5 for the detailed derivation of K1crit.  
 
Figure 7.1 further shows that a higher cooperativity level improves the likelihood of observing 
oscillation, since it is obtained over a wider range of K1. However, this improvement 
diminishes at high cooperativity level owing to the saturation behaviour of K1thresh. Equally, 
lower n1 provides more stability which is consistent with previous work [37, 174]. 
7.1.5 Two-parameter Bifurcation Diagram: K1 vs. Turnover Parameters 
The stability condition (7.3) also allows us to construct two-parameter bifurcation diagrams1 
between K1 against the degradation or the synthesis parameters. Because the expressions A and 
B are symmetrical in terms of these parameters, we only need to consider here the bifurcation 
diagrams of K1 vs. kd1 and K1 vs. k1 without loss of generality. The bifurcation diagram K1 vs. 
kd1 reveals an interesting pattern which holds important insights into the system dynamics. As 
shown in Figure 7.2, the oscillatory region in this case is confined within a left skewed, bell-
shaped curve. This indicates that the system is always stable for all kd1 if K1 exceeds a 
maximum value which consistently coincides with K1crit established in the previous section. 
For K1 below this level, however, the system demonstrates oscillation only for those 
degradation parameter values falling within a bounded range, indication by o.rd1k  (oscillatory 
range of kd1) in Figure 7.2. Outside this limited range, the system is otherwise stable. 
Moreover, this range widens as K1 decreases suggesting that a loop with lower K1 or 
equivalently, stronger inhibition level, tends to enhance oscillations. 
 
The bell-shaped oscillatory region also reveals another interesting feature. Projecting from the 
peak of this curve, there is a corresponding value for kd1 at which oscillatory behaviour is most 
likely as the respective range for K1 is largest. We call this value “optimal for oscillation” and 
denote opd1k , which is indicated with the corresponding oscillatory K1 range in red in Figure 7.2. 
Observing this figure shows that as the degradation parameter kd1 moves along its axis from 
null towards a higher value, it first passes an interval where oscillation is not achievable, 
followed by an interval where oscillation is obtainable and increasingly more likely until it 
                                                     
1
 In mathematical literature, these types of diagrams are often refered to as “response diagram” in which genetic 
behaviour happens in different parts of the parameter space; whereas “bifurcation diagram” portrays the responses 
of a dependent variable of the system to the variation of a distinguished parameter. The usage of “bifurcation 
diagram” adopted in this thesis is widely used in biological literature. 
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reaches opd1k  where oscillation is most likely. But as kd1 continues moving away from 
op
d1k  
towards higher value, the range of feedback strength feasible for oscillation shrinks and so the 
system becomes less oscillatory. Eventually kd1 reaches another interval where oscillation is, 
again, impossible.  
 
Figure 7.1. 
Bifurcation diagram of K1 against n1. The stable and oscillatory regions are separated by the K1thesh 
curve which increasingly approaches the K1crit line (dashed). B as indicated on the n1-axis, is the 
minimum value of the Hill coefficient at which oscillations are possible (parameter values k1=1, k2=2, 
k3=1, kd1=1.2, kd2=3, kd3=2 were used for graphing). As n1 moves further away from the bifurcation 
point towards oscillatory regime, the size of the limit cycle starts small and gets bigger indicating that 
this is a supercritical Hopf bifurcation. Similar observations are recorded for other bifurcation hereafter.  
 
 
Figure 7.2. 
Bifurcation diagram of K1 against the degradation parameter kd1. The stable and oscillatory regions are 
separated by the bell-shaped curve: O indicates oscillatory region and S indicates stable region. The 
range of oscillation for parameter kd1 is indicated by o.rd1k  with the two-headed arrow. The kd1 value 
optimal for oscillation discussed in the text is indicated by opd1k  (parameter values k1=1, k2=2, k3=1, 
kd1=1.2, kd2=3, kd3=2 were used for graphing). 
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Figure 7.3. 
3D Bifurcation Plot of K1 against two degradation parameters kd1 and kd2. The oscillatory region is 
confined within the cone-like shape area. The plot on the right shows on the kd1 - kd2 plane the two-
parameter kd1 vs. kd2 bifurcation diagram for the case K1=0 (parameter values n1=10, k1=1, k2=2, k3=1, 
kd3=2 were used for graphing). 
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Similar observations for kd1 are also obtained for other degradation parameters. Essentially, 
each degradation rate has its own range and optimum value for oscillatory dynamics. These 
ranges are interdependent of each other which change or even vanish as a result of changes in 
value of the remaining degradation rates. We show in Figure 7.3 a three dimensional 
bifurcation plot of K1 against two degradation parameters kd1 and kd2: the oscillatory region 
resembles a cone-like shaped volume. A bifurcation diagram of kd1 versus kd2 (for K1=0) 
resulting from the intersection of this volume and the kd1 - kd2 plane is also illustrated. 
Furthermore, in a multi-dimensional space with axes being the degradation parameters, the 
system’s oscillatory region is thus a closed region confined by the oscillatory ranges of the 
individual parameters. It is important to remark that the system only oscillates when all the 
degradation parameters fall within their respective oscillatory ranges. This suggests that 
oscillatory dynamics might not arise (evolve) easily for cellular systems; instead they would 
have to evolutionarily tune up each and every of their parameters to rather specific ranges only 
for oscillatory dynamics and in a coordinated manner, such as in the case of the degradation 
rates discussed here.  
 
Next, we further investigate the effect of the Hill coefficient on the dynamics pattern of the 
single-loop system by studying how n1 influences the shape of the dynamical regions on the K1 
vs. kd1 bifurcation diagram. Consistent with the results obtained in section 7.1.4, here we find 
that a higher Hill coefficient always expands the oscillatory region by both enlarging the range 
of the inverse feedback strength K1 as well as the oscillatory range of the degradation 
parameter kd1 possible for oscillations, as illustrated in Figure 7.4. Increasing the Hill 
coefficient however does not affect the bell-like shape of the oscillatory region with its 
distinctive peak. Decreasing n1 brings an opposite effect and might even destroy oscillation 
altogether. This suggests that raising n1 is an efficient way to enhance oscillations since not 
only the oscillatory range of K1 but also of all degradation parameters, are expanded. 
 
Unlike the degradation parameters, a two-parameter bifurcation diagram of K1 against the 
synthesis parameters is more straightforward. The two-parameter plane is simply divided into 
two regions with oscillatory and stable regime by a straight line (Figure 7.5), due to the linear 
relationship between K1thresh and the synthesis rates in (7.5).  Here we also observe the similar 
effect of oscillatory region expansion caused by lifting the Hill coefficient. 
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Figure 7.4. 
Effect of changing n1 on the K1 vs. kd1 bifurcation diagram. The oscillatory region, indicated by O, 
expands as the Hill coefficient increases (parameter values k1=1, k2=2, k3=1, kd2=3, kd3=2 and n1 = 9, 10, 
11 were used for graphing). 
 
 
 
 
Figure 7.5. 
Effect of changing n1 on the K1 vs. k1bifurcation diagram. The oscillatory region, indicated by O, 
expands as the Hill coefficient increases (parameter values k2=2, k3=1, kd1=1.2, kd2=3, kd3=2 and n1 = 9, 
10, 11 were used for graphing). 
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7.1.6 Ranges of Guaranteed Stability of a Parameter 
To facilitate the analysis, here we introduce the concept of “Ranges of Guaranteed Stability” 
for the model parameters. The Ranges of Guaranteed Stability (RGS) of a parameter p with 
respect to another model parameter q are defined as all possible ranges of p, that always give a 
stable system dynamics subjected to arbitrary variation in q. Equivalently, the system is 
guaranteed of stable dynamics regardless of the value of q if p belongs to one of its RGS 
ranges. We denote the RGS of p with respect to q by RGSp,q. 
 
From section 7.1.4 we know that if K1 > 1/A, the system is always stable for all Hill 
coefficients n1. This means:  
1 1,
1RGS ( , )K n A= ∞ ,             (7.7) 
or for the loop’s feedback strength:  
 
1,
RGS (0, )FS n A= .                                    (7.8) 
 
Because the threshold value of n1 is B, this yields the RGS of n1 to equal (0, B], with respect to 
all model parameters except the degradation rates. Moreover, since B ≥ 8 for any arbitrary 
values of kd1, kd2 and kd3 (shown in Appendix B1.1.2), the interval (0,8] therefore becomes the 
“global” RGS of n1, i.e. with respect to all model parameters: 
 
1 ,
RGS (0,8]n p = ,         (7.9) 
 
with p being any model parameters.  
7.1.7 Effects of Turnover Parameters on Bifurcation Pattern and System Dynamics 
In this section, we investigate effect of the synthesis and degradation parameters on the 
system’s bifurcation characteristics and implications on system dynamics.  Since A and B are 
symmetrical expressions, K1thresh is also symmetrical with respect to the degradation as well as 
the synthesis rates. This means that all system species equally affect the system’s bifurcation 
characteristics in spite of the fact that the feedback loop is acting only on the first reaction of 
the pathway.  
 
About the synthesis rates, the threshold value K1thresh changes proportionally with these 
parameters. Increase in the production of any of the model species therefore gives rise to a 
more oscillatory-prone system, indicated by a larger oscillatory region in the two-parameter K1 
vs. n1 plane (Figure 7.7) as well as the K1 vs. kd1 plane (Figure 7.6). More interestingly, raising 
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the synthesis rate of any system species equivalently results in exactly the same K1thresh curve 
as raising the synthesis rate of any other species by the same proportion. Bifurcation patterns 
are therefore conserved under these quantitatively different changes. This knowledge is 
potentially useful in many cases. For example, it can aid the engineering of synthetic circuits 
with desirable targeted dynamical behaviour; since one could effectively choose appropriate 
points for perturbation to attain the desired dynamics. It can also help in the process of 
parameter estimation and optimisation of synthetic circuits. 
 
Unlike the synthesis rates, the degradation rates affect system dynamics in a more complex 
and highly nonlinear manner: increasing the degradation rates do not always result in a more 
oscillatory system. As we identified previously, each degradation rate has its own oscillatory 
range. Raising it within this range initially results in an increasingly more oscillatory system 
but as it reaches the high end of its range, the system becomes less oscillatory. This effect is 
not only demonstrated in Figure 7.2 but also on Figure 7.7 when we assess how change in one 
degradation parameter (kd1) influences the bifurcation pattern of K1 against another 
degradation parameter (kd2): the oscillatory region starts small, expands and shrinks as kd1 
moves along its axis. Therefore, very low or very high degradation rates generally tend to 
stabilise the system.  
 
We have discussed previously the notion of an optimal kd1 for oscillation (section 7.1.5), 
which is a legitimate measure when K1 is used solely as an indicator for oscillatory capability: 
the optimal kd1 gives the largest oscillatory range for K1. The 3D bifurcation diagram in Figure 
7.7 of K1 vs. kd1 and kd2 further indicates an optimal pair (kd1,kd2) corresponding to the 
surface’s peak with highest K1. However, when multiple parameters are used as indicators for 
the likelihood of the system exhibiting oscillations, the notion of optimality is compromised. 
For example, Figure 7.7 (left panel) shows that although the range of K1 and the overall area of 
the oscillatory region reduce as kd1 increases from 1.3 to 3, the range of kd2 available for 
oscillation actually slightly expands. This suggests that optimality should be treated as a 
relative concept in system dynamics.  
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Figure 7.6. 
(a) Comparison of the K1 vs. n1 bifurcation diagrams for different scenarios. K1 vs. n1 bifurcation 
diagram for the base parameter set, k1=1, k2=2, k3=1, kd1=1.2, kd2=3, kd3=2, (solid); when a synthesis rate 
k1 is doubled (dashed); and 10-times increased (dot). Note that exactly the same effects are also 
obtained for changing other synthesis rates. 
(b) Effect of changing k1 on the K1 vs. kd1bifurcation diagram. The oscillatory region, indicated by O, 
expands as the synthesis rate k1 increases (parameter values n1=10, k2=2, k3=1, kd1=1.2, kd2=3, kd3=2 and 
k1 = 0.5, 1, 5 were used for graphing).  
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Figure 7.7. 
Effect of changing kd1 on the K1 vs. kd2 bifurcation diagram. We plot on the same graph the oscillatory 
region of three scenarios with increasing kd1 of 0.7, 1.3 and 3. The corresponding curves of these regions 
on the K1 vs. kd2 plane are also illustrated on the 3D bifurcation diagram of K1 vs. kd1 and kd2. 
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Figure 7.8. 
3D plot of B for different combinations of kd1 kd2 and kd3. We generate here 500 random combinations of 
the parameters (kd1, kd2, kd3) in the range (0, 5). Each combination has its corresponding B value 
calculated and represented by a ball such that the value of B is indicated by the size of the ball. Clearly, 
most of the small balls (small B) are concentrated in the vicinity of the kd1=kd2= kd3 line (red) while large 
balls are far away from it (see text for discussion on implication). 
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When examining parameter effects on the threshold value of the Hill coefficient (B), our 
analysis reveals that comparable degradation rates across model species (kd1≈ kd2 ≈ kd3) leads to 
minimum B and thus the minimum RGS for n1; whereas if one is many folds greater than 
another ( dik >> djk , { }, 1,2,3i j ∈ ), B will be high, resulting in a large RGS (see Appendix 
B1.1.6 in for justification). This is demonstrated explicitly in Figure 7.8 in which we generate 
a large number of random triples (kd1, kd2, kd3) and display their corresponding B values.  
Clearly, most of the small balls - indicating small B – tend to concentrate in the vicinity of the 
diagonal line (kd1=kd2= kd3, in red) while large balls - indicating large B – tend to be far away 
from this line and sit near the edges of the cube. This suggests a way to enhance system 
stability by unbalancing the degradation rates of molecular species, preferably, towards either 
lower or higher values. 
7.1.8 Four-species Systems 
These systems can be considered extension of the previous models, which consist of four 
species. There are a total of four feedback motifs for single-loop systems. Similar to 23L and
3
3L , 
systems 34L  and
4
4L  are found to be incapable of producing oscillations. Here, we consider 
1
4L  
and 24L  in turn (Figure 6.4h, i).  
 
Interestingly for 14L , our analysis arrives at the same bifurcation points for n1 and K1 as in (7.1) 
and (7.3), however with different expressions of A and B: 
 
 
d1 d2 d3 d4
1 2 3 4
k k k kA
k k k k
= ,    (7.10) 
d1 d2 d1 d3 d2 d3 d1 d4 d2 d4 d3 d4
2
d1 d2 d3 d4 d1 d2 d3 d4
( )( )( )( )( )( )
( )
k k k k k k k k k k k k
B
k k k k k k k k
+ + + + + +
=
+ + +
.   (7.11) 
 
In this case, we found that B ≥ 4 for arbitrary values of the degradation rates. Compared with 
the three-species system, n1’s RGS is reduced, supposedly due to the lengthening of the 
system pathway. Furthermore, for n1 > 4 the system is capable of displaying sustained 
oscillation for an indefinite number of parameter sets, given a proper selection (see Appendix 
B1.2 for the justification). 
 
Let us now consider system 24L , a variant of the single-loop Goodwin system where inhibition 
is imposed by the end-product on the second rather than the first step of the pathway (Figure 
6.4i). At first glance, this system design looks like its counterpart 13L . However, there is a 
fundamental difference in the synthesis of the repressed variables between the two systems. 
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The synthetic term for x2 in 24L  contains x1 which changes dynamically, having its rate of 
change defined by the first model equation in Figure 6.4i; whereas the synthetic term for x1 
in 13L  does not contain a varying variable; 
1
3L  can thus be considered as a special case of 
2
4L  by 
setting kd1=0 in its model equation shown in Figure 6.4i. This difference might give rise to 
distinct dynamical behaviours between the two systems. Here, we analyse 24L ’s bifurcation 
profile to identify and investigate possible behavioural discrepancies compared with 13L . 
 
For system 24L , the analytical bifurcation point for feedback strength K2 is 
 
2
2
1 1/
2
2 1/
2
( ) n
thresh n
n BK
An B
+
−
= ,             (7.12) 
 
where A has the form as in (7.10) while B is reduced to resemble that of the three-species 
system 13L  in equation (7.2), 
 
2 d2 d3 d3 d4 d2 d4
4
d2 d3 d4
( )( )( )( ) k k k k k kB L
k k k
+ + +
= .          (7.13) 
7.2 Generalisations for Systems with Single Feedback Loop 
7.2.1 Minimum Hill Coefficient for Sustained Oscillation 
In fact, for the single-loop Goodwin system with arbitrary length l, the minimum Hill 
coefficient required for sustained oscillations has been theoretically computed to be 
 
1
( )pilCos
l
,     (7.14) 
 
although this calculation is conducted under the stringent assumption of equal degradation 
rates kd1= kd2=…= kdl  [37, 41]. 
 
Figure 7.9 plots this minimum Hill coefficient against the pathway length l ( ≥ 3). We observe 
a dramatic reduction of the minimum n1 at small length (≤ 10) but this reduction becomes 
insignificant for a longer pathway; a saturation trend is instead observed. Our derivation, 
however, gives us explicit form of the minimum n1 as an analytical expression involving the 
degradation rates.  
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Figure 7.9. 
Plot of the minimum Hill coefficient (n1) required for sustained oscillations for the Goodwin system 
with length l. 
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where               
1
l
di
i i
kA
k
=
= ∏                                                    (7.15) 
 
and B as a function of only the degradation rates kd1, kd2,…, kdl.  
 
Note that B was found to be neat expressions of the degradation rates for the systems with 
length three and four. However, for the system with five variables or more, the form of B 
becomes rather complex although it can be derived explicitly. Moreover, B reaches its 
minimum when all degradation rates are equal, at which 1/ ( / )lB Cos lpi= . In addition, the 
generalised form of the critical value of the feedback strength is also A. A system with 
feedback strength weaker than this level is guaranteed with stable dynamics regardless of the 
Hill coefficient values. 
 
Equation (7.13) shows that the threshold Hill coefficient of system 24L  depends only on the 
degradation rates of the inhibited species and its downstream species; while independent of the 
upstream species. More interestingly, equations (7.2) and (7.13) show that 24L  and 13L  share 
the same analytical form for B. Further generalisations, therefore, can be made for variants of 
the general Goodwin systems: those systems with single negative feedback loop in which any 
step in the biochemical pathway can be potentially inhibited by the end-product (i.e. systems 
k
lL  with 1 k l≤ ≤  - Figure 7.11a). To this end, the threshold Kkthresh of the system klL  is: 
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( ) k
k
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k
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n B
K
An B
+
−
= ,                  (7.16) 
 
where A has the same form as in equation (7.15) whereas B involves only the degradation rates 
of the downstream species of the repressive targeted species Xk. More importantly, B has 
similar form to that of the reduced Goodwin system 1 1l kL − +  (Figure 7.12). We confirmed these 
generalised analytical equations using numerical computations as well in which we estimate 
Kkthesh for variant systems klL  and found that they fit the theoretical form given by
1
1l kL − + .  
7.2.2 Effects of System Extension 
Comparative study of the systems 13L and
1
4L allows us to examine dynamical effects resulting 
from system extension (i.e. the lengthening of system pathway). We found that the extended 
system with more species is not always more stable. In fact, whether the extended system is 
more stable or more prone to oscillation is determined by the kinetics (i.e. synthetic and 
degradation rates) of the added species.  
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If we denote K1crit(L) the critical K1 value of system L, equations (7.4) and (7.10) then give  
 
1 14
1 4 1 3
d4
( ) ( )crit crit
kK L K L
k
= .                                             (7.17) 
 
Equation (7.17) indicates that if the additional species is more quickly degraded than produced 
(k4 < kd4), K1crit will be reduced for the extended system. On the other hand, K1crit for 14L is 
raised if k4 > kd4 and unchanged if k4 = kd4. Also, note that if kd4 is small (large) relative to other 
degradation rates, n1crit for the extended system becomes greater (smaller) (see equations (7.2) 
and (7.11)). 
 
Figure 7.10 demonstrates the effects of system extension on the bifurcation characteristics 
under different scenarios of the added species’ kinetics. We conclude that the extended system 
obtained as a consequence of pathway lengthening becomes more stable only when the added 
species degrades slower than it is being produced. In this case, the feedback loop must 
increase its strength to a proportional level, if sustained oscillation is to be obtained (see (7.17)
). On the other hand, the extended systems are more prone to sustained oscillations if the 
additional species degrades faster and being created. These observations provide us with 
useful indication of how regulatory system might tune its feedback strength to achieve certain 
types of dynamics.  
7.2.3 Effects of Feedback Loop Reallocation 
The generalised findings above have important implications concerning the dynamical 
behaviour of feedback systems. Comparing (7.5) and (7.12) reveals that reallocation of the 
negative feedback loop has no effect on the critical feedback strength (1/Kcrit). Regardless of 
the loop’s position, the system’s stability is ensured if the feedback strength is weaker than 
this value.  
 
However, loop reallocation may or may not make the system more stable. This is because the 
threshold Hill coefficient value B in (7.5) and (7.12) are different. The ratios of B for 14L  and 
2
4L  based on equations (7.11) and (7.13) is given by 
 
1
d1 d2 d1 d3 d1 d44
2 2
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Figure 7.10. 
Comparison of the two-parameter bifurcation diagram K1 vs. n1 between the 3 and 4-species systems: L3 
(solid) and L4 (dashed).  
(a) kd4 = k4 for added species, K1crit is retained;  
(b) kd4 = k4 but small kd4, K1crit is retained but L4 has smaller oscillatory region;  
(c) kd4 = k4/2, K1crit is doubled, extended system has approximately doubled oscillatory region;  
(d) kd4 = k4/2 but with small kd4, K1crit is doubled, however B1 > B, L3 and L4 have overlapping oscillatory 
regions.  
We used parameter sets (k1=1, k2=2, k3=1, kd1=1.2, kd2=3, kd3=2) and (k4, kd4) = (5,5) for (a); (0.1,0.1) for 
(b); (1,0.5) for (c) and (0.2, 0.1) for (d).  
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Figure 7.11. 
(a) Schematic topology of the general Goodwin system, 1lL , and its variants klL . 
(b) Schematic diagram of non-oscillatory systems.  
 
 
 
 
 
Figure 7.12. 
Comparison of schematic topologies of klL  and two versions of 
1
1l kL − + .  
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For simplification, let kd2 = kd3 = kd4 = 1. We observe that 14( )B L >> 24( )B L when kd1<<1; 
1 2
4 4( ) ( )B L B L<  when d1 1k ≈  but 14( )B L approaches 24( )B L when kd1>>1. This means B could 
become either larger or smaller depending on the relative magnitude of kd1 compared to kd2, 
kd3, kd4. Consequently, the oscillatory region on the two-dimensional bifurcation diagram K1 
vs. n1 could either shrink or expand due to loop reallocation. 
 
7.2.4 Non-oscillatory Systems 
Because the systems with less than three species are not able to display oscillatory dynamics, 
the generalised results obtained in the previous section indicate that for the systems with 
arbitrary length which possess a single loop inhibiting either the last step or second-last step of 
the pathways ( 1llL − or llL ), oscillatory dynamics is also not feasible. This conclusion is in line 
with analytical results obtained for the systems 23L , 
3
3L , 
3
4L ,
4
4L  previously (Figure 7.11b). 
7.3 Summary and Discussions 
One of the goals of systems biology is to understand the design principles that govern the 
dynamics of genetic regulatory networks [12]. It is particularly important to investigate 
recurring network motifs, regulatory patterns in various biological networks [13, 14]. 
Understanding the dynamical features of a specific network motif provides meaningful 
insights into the behaviour of diverse biological systems in which this motif appears [15-22]. 
This chapter investigates various aspects of the dynamical features of a commonly 
encountered system motif primarily governed by a single negative feedback loop.  
 
For the system motif under consideration, previous studies [36-41] have looked mainly into 
the effect of cooperativity level on system dynamics, while largely neglecting the effects of 
feedback strength. Not only that, as most of these analyses were carried out numerically; those 
with analytical approaches were, however, often conducted under great simplifications for 
model equations, such as stringently assuming that all degradation parameters are identical 
[37, 41]. To overcome these limitations, we derived an analytical method that enabled us to 
explore, among many factors, how feedback strength influences the dynamical characteristics 
of the single-loop system motifs. In this analysis, the assumption of identical degradation rates 
is readily dismissed. 
 
While the topology of biochemical networks is informative, it does not fully describe network 
behaviour. The mere presence of a negative feedback insufficiently informs about the 
dynamics of the system it appears in; instead we find that the strength and cooperativity level 
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of the feedback loop play critical roles in deciding the settled dynamical regime of the system. 
Not only that, other parameters such as the degradation rates of system species also 
significantly influence the emergence of a particular dynamics. Throughout the analysis, 
stability and sustained oscillation emerge as the two prominent dynamical regimes exhibited 
by systems regulated by a single negative feedback loop. Switching between these regimes 
often occurs through a Hopf bifurcation when a parameter crosses its bifurcation (threshold) 
values. It is relevant to inquire about the stability of the limit cycles resulting from such 
bifurcation since under very strong perturbation, these cycles can be destablised. Although an 
investigation dedicated to this issue is worthy, its consequence would not alter the findings in 
this chapter. Moreover, we found that perturbations within biological systems are often 
constrained and not strong enough to qualitatively change the dynamics of these limit cycles. 
 
Interestingly, as we have demonstrated, each system parameter has its own threshold or sets of 
threshold values, which dictate, the switching berween various dynamical regimes in differing 
ways and levels of complexity. Crossing between different dynamical regimes corresponds to 
qualitative change of system behaviour and may lead to an abnormal, diseased dynamics [178, 
179]. Therefore, the identification of those thresholds and the characterisation of the 
dynamical switches become important, which may help further understand how diseases 
emerge.  
 
We found that the degradation rates solely affect the threshold Hill coefficient for sustained 
oscillation, while the synthesis rates have more significant roles in determining the threshold 
feedback strength. Unbalancing the degradation rates between the system species is found as a 
way to improve stability. The analytical methods and insights presented in this study 
demonstrate that reallocation of the feedback loop may or may not make the system more 
stable; the specific effect is determined by the degradation rates of the newly inhibited 
molecular species. As the loop moves closer to the end of the pathway, the minimum Hill 
coefficient for oscillation is reduced. Furthermore, under general (unequal) values of the 
degradation rates, system extension becomes more stable only when the added species 
degrades slower than it is being produced; otherwise the system is more prone to oscillation. 
The major contributions from this chapter are summarised and discussed below. 
 
(1) Threshold feedback strength:  
We found that for single-loop systems of arbitrary length in which inhibition is fedback by the 
end-product on the first reaction step, oscillatory behaviour is only obtainable if the feedback 
strength exceeds a threshold level, i.e. the loop is sufficiently strong. Otherwise, the system is 
stable and achieves a steady state. We derived an explicit, analytical form of this threshold 
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value which can be straightforwardly computed given specific values of other model 
parameters. 
 
Studying the two-parameter bifurcation diagram of the feedback strength and Hill coefficient 
as the two parameter axes revealed that the threshold feedback strength follows a saturating 
effect: it increases more slowly as the Hill coefficient increases and approaches a critical 
steady level at high Hill coefficient values. The implication here is two-fold. First, as the Hill 
coefficient is raised, sustained oscillation can be obtained over a wider range of feedback 
strength, suggesting that higher cooperativity level tends to enhance the probability of the 
system demonstrating sustained oscillations. This result is in line with previous results from 
Tyson & Othmer [37] and Goldbeter [174]. Secondly, for a system with sufficiently weak 
feedback strength (weaker than the critical level), system stability is always guaranteed 
regardless of how high the Hill coefficient is. Furthermore, we found that the critical feedback 
strength equal the ratio of the product of the degradation rates and the product of the synthesis 
rates. This rather unexpected result gives interesting insights into effects of the turnover 
parameters on the system’s dynamical features which we will discuss in detail below. 
 
(2) Threshold Hill coefficient:  
On the assumption of identical degradation rates, the previous studies of the Goodwin system 
have identified a threshold value for the Hill coefficient below which, sustained oscillation is 
unachievable [37, 41]. Under this over-simplifying assumption, the threshold cooperativity 
level was found only dependent of the length of the system pathway. However, such a similar 
threshold Hill coefficient has not been analytically determined for systems with general, 
arbitrary degradation rates. We explicitly derived this threshold for the three and four-species 
systems, which turn out to be rather simple, symmetrical functions of only the degradation 
rates and are not influenced by the synthesis rates. More importantly, the threshold reaches its 
minimum when all the degradation rates are equal. The threshold Hill coefficient obtained 
under identical degradation rates, therefore, provides a lower bound for that of the general 
case. We further showed that for the systems with Hill coefficient exceeding the threshold 
value, it can always oscillate with a properly chosen set of parameters’ values. In fact, the 
number of parameter sets giving rise to sustained oscillations is indefinite. For systems with 
more species, the threshold Hill coefficient is also explicitly derivable; however, the form of 
the resulting function becomes significantly more complex. Nevertheless, the above results 
also apply to longer systems which we confirmed using numerical simulations. 
 
(3) Effects of turnover parameters on system dynamics:  
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Since the analytical form of the threshold values of the feedback loop’s characterising factors 
(strength and cooperativity) are found to be symmetrical expressions of the turnover (synthesis 
and degradation) parameters, individual model species are thus suggested to play comparable 
roles in shaping the dynamical profile of the system, despite the fact that the feedback loop is 
acting on the first reaction step only. Specifically, increasing the synthesis rate of any species 
by the same proportion results in the same, proportionally larger oscillatory region, and so 
making the system more likely to oscillate in equivalent ways. In contrast to this simple linear 
relationship between the synthesis rates and the oscillatory region, the degradation rates affect 
system dynamics in a more complex and nonlinear manner.  
 
We identify for each degradation rate a bounded “oscillatory range” such that oscillation is 
only possible within these ranges. In a multi-dimensional space with the axes being the 
degradation parameters, the system’s oscillatory region is thus a closed volume confined by 
the oscillatory ranges of the individual parameters. More importantly, the system oscillates if 
and only if all the degradation parameters fall within their respective oscillatory ranges. It is 
tempting therefore to suggest that oscillatory dynamics may not arise so easily and may 
require significant evolutionary tuning to evolve as each degradation rate must be 
evolutionarily driven to reside within its eligible range for oscillation.  
 
Due to the existence of a peak in the oscillatory region formed by the degradation parameters, 
we put forward the notion of an optimal degradation rate for oscillation. This notion is valid 
when (oscillatory) optimality is measured with a single indicator, such as the largest 
oscillatory range for the feedback strength. In fact, there exists a combination of the 
degradation rates corresponding to the oscillatory region’s peak which enables the widest 
range of feedback strength possible for oscillation. However, the validation of an optimal rate 
is compromised when optimality is measured with multiple indicators. This is an intriguing 
issue that deserves further investigation in the future. 
 
Parameter sensitivity analysis further revealed interesting effects of the turnover parameters on 
the dynamical characteristics of the system. We found that system stability is most likely when 
the model species are either very slowly or very rapidly degraded. While the feedback strength 
threshold depends on both synthesis and degradation parameters, the threshold Hill coefficient 
is solely determined by the degradation parameters only. This implies that having comparable 
degradation rates between the model species promotes oscillations, whereas stability is 
promoted if one rate is significantly larger than another. This suggests a way to enhance 
system stability by unbalancing the degradation rates; preferably, towards lower or higher 
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values. These results are particularly helpful for the engineering of synthetic circuits with 
desirable dynamical behaviour, as well as for parameter estimation and optimisation. 
 
(4) System extension:  
It has been known that lengthening the system by increasing the number of reaction steps, i.e, 
increasing number of model species, reduces the cooperativity necessarily required for 
sustained oscillations [37, 41]. The implication here was that system extension enhances 
oscillations. However, this result was demonstrated under the assumption of identical 
degradation rates. When this assumption is relaxed, we found that the extended system is not 
always more stable. More importantly, whether it is more stable or not is attributed to the 
kinetics of the added species: more stable only when the added species degrades slower than it 
is being produced; and more oscillation-prone otherwise.  
 
(5)  Feedback reallocation:  
For single-loop systems, reallocation of the feedback loop to inhibit a reaction step further 
downstream may or may not make the system more stable. Interestingly, the specific effect is 
determined only by the degradation rates of the model species downstream of the newly 
inhibited species. The dynamical properties of the new system closely resemble those of the 
Goodwin system with reduced length, which equals the number of species downstream of the 
inhibited species. Therefore, as the loop moves closer towards the end of the pathway, the 
minimum Hill coefficient for oscillation is reduced. In addition, we found that feedback 
reallocation does not influence the critical feedback strength discussed above. This means that 
for a system possessing a loop weaker than this strength; its stability is ensured regardless of 
the loop’s position and the cooperativity level.  
 
(6) Non-oscillatory systems:  
It has been known that the systems with two species are incapable of exhibiting sustained 
oscillations, regardless of the feedback strength and the Hill coefficient value [36, 37]. Our 
analysis further showed that those systems with arbitrary lengths which possess a single loop 
inhibiting either the last step or second-last step of the pathways are also incapable of 
obtaining oscillatory dynamics. Interestingly, multiple-looped systems which include one of 
these loops (or both) do not always stablise the system but can actually make the system more 
likely to oscillate. This, however, will be explored in detail in the next chapter.  
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Chapter 8  
 
 
Dynamical Characteristics of  
Systems with Coupled Loops and  
Endproduct Utilisation 
 
 
 
Complex cellular behaviours often arise as a result of interactions between numerous 
components of cellular networks. To realise cellular behaviours, it is necessary to investigate 
the topology of cellular networks and corresponding dynamical features [14, 30]. In the 
previous chapter, the dynamical characteristics of the network motifs governed by a single 
negative feedback loop were studied comprehensively. Deep insights have been obtained 
which prove highly useful for modellers as well as experimentalists and synthetic circuit 
designers.  
 
Isolated feedback structures are however only the tip of the iceberg consisting of much more 
diverse and complex regulatory structures which have been utilised by living cells. Feedback 
loops, positive and negative, are often found to appear coupled together to coordinatedly 
control complex and rich interactions within cells. Examples of coupled loop structures are 
ubiquitous in cellular networks; interested readers are referred to Kim et. al. [30] for a 
summary. The most intriguing question which we believe is one of the challenges in systems 
biology is “what the advantages are of such coupled feedback loops?”, since they must have 
evolved to achieve specilised regulatory functions in cellular circuits.  
 
Few studies have been carried out to investigate the dynamical nature of coupled feedback 
loops, although most of them focused on a particular model system [32, 141, 180, 181]. In a 
more unified investigation, Kim et al. studied the dynamical characteristics of a number of 
combinations of single feedback loops, including a positive plus a positive feedback loop, a 
positive plus a negative feedback loop and a negative plus a negative feedback loop [30]. The 
main result of Kim et al. study is that combined loops structures generally provide 
enhancement to the dynamical roles demonstrated by the component loops alone. For instance, 
a double negative loops circuit enhance sustained oscillation and homeostasis that are already 
 130 
the roles of single negative feedback loops. In addtion, our work in chapter 4 and 5 on the 
tryptophan operon system and work of others [31, 33, 141] have suggested that the interplay 
between different types of feedback regulation provide robustness and reliability to system 
performance. Nevertheless, the number of coupled-loops motifs under investigation is still 
very limited and this hinders understanding of the collective behaviours of cellular systems. 
We aim to further this development by continuing to explore the dynamical characteristics of 
system motifs with increased level of complexity in which several negative feedback loops are 
coupled together. We carry out the analysis in comparison with their single-loop counterparts; 
thereby understanding the possible functional advantages the extra loops may contribute to. 
8.1 Three-species System Motif with Double Loops 1,23L   
We first consider motifs consisting of two negative feedback loops that concertedly control the 
dynamical behaviour of the system with three species. First, we consider in this section the 
motif in which the loops inhibit the first and second step of the pathway, denoted 1,23L . The 
other important motif in which the loops inhibit the first and last step of the pathway, 1,33L will 
be investigated in the next section. The non-oscillatory 2,33L is however not studied because of 
their uniform dynamical behaviours. 
 
As an example to demonstrate the methodology, detailed analysis of system 1,23L , whose 
schematic diagram and model equations displayed in Figure 6.4d, was presented in section 
6.5.2. The stability condition (6.23) in chapter 6 would certainly be satisfied if the function 
g(M2) intersects the M1-axis at a point above the point (0,1), indicated by a dot in Figure 6.3. 
This is so because then g(M2) would not intersect with the f(M2) curve and therefore would lie 
above it over the relevant M2 interval of (0,1). Equivalently, this translates a0 ≥ b1 or n1 ≤ B 
with B as in equation (7.2). Compared with the results from the previous section of the three-
species, single-loop system, we found that adding a second feedback loop does not affect the 
RGS of n1. On the other hand, if n1 > B, the line g(M2) must intersect f(M2) within the unit 
square U and so condition (6.23) is violated for some M2, subsequently destabilising the 
system (Figure 6.3).  
8.1.1 Incorporating an Additional Loop: Opposing Dynamical Effects 
The range of M2 satisfying (6.23) can be determined, indicated by its lower bound M2l and 
higher bound M2h in Figure 6.3. For each value of K2, we obtain the corresponding values for 
M2l and M2h. Using the alternative form of the stability condition in (6.20), two-parameter 
bifurcation diagram with the feedback strength indicators K1 and K2 as the parameters (the 
axes) can then be constructed. 
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Note that in this case, there exists at most one (unique) intersection point between the line 
g(M2) and curve f(M2) within the unit square U . This implies a simple binary separation of the 
K1-K2 bifurcation plane into stable and oscillatory regions. For ease of reference, we name the 
feedback loops involving K1 and K2 as loop L1 and L2, respectively. A typical two-parameter 
K1 vs. K2 bifurcation profile for 1,23L  is illustrated in Figure 8.1d. The curve that divides the K1-
K2 plane into oscillatory and stable regimes approaches a critical value of K1 (K1crit) which we 
calculated to be: 
 
1
1
1 1/
1
1crit 1/
1
( ) n
n
n BK
An B
+
−
= .     (8.1) 
 
Incorporating L2 stabilises system dynamics: 
Interestingly, this critical K1 has the exact same expression as that of K1thresh in equation (7.5) 
of the single-loop system 13L . For
1
3L , the system is stable if K1 > Kt1hresh. To unravel the 
implications of adding the second loop L2, we choose to represent this stability condition on 
the K1-K2 bifurcation diagram. As illustrated in Figure 8.1a: any K1 (such as P and Q) lying 
below the K1crit line will cause the system to oscillate for 13L . However, when L2 is 
incorporated, stability is established even for some K1 lying below the K1crit line. Consider the 
point P in Figure 8.1b; this point was oscillatory in 13L but becomes stable in
1,2
3L as long as the 
corresponding K2 value, which we denote 2
PK , is smaller than its threshold value th2K . In fact, 
we can associate of the light-shaded area containing P in Figure 8.1d as the additional stable 
region emerged as a result of incorporating the extra loop L2.  
 
The important implication here is that adding the second loop L2 into the system 13L  always 
makes the resulting system more stable. Not only that, the stronger L2 the more stable the 
system is. This is further demonstrated in Figure 8.1c where we plot on the K1 vs. n1 
bifurcation diagram three scenarios: no L2, weak L2, and strong L2. Indeed, the oscillatory 
region is increasingly reduced with increasing strength of L2.  
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Figure 8.1. 
Effects of incorporating the second loop L2 in system 13L .  
(a) Oscillatory (O) and Stable (S) regions for system 13L  displayed on the K1 vs. K2 bifurcation diagram 
(plotting with n1=10, n2=5, k1=1, k2=2, k3=1, kd1=1.2, kd2=3, kd3=2). 
(b) Adding loop L2 enables stable dynamics for some K1 (represented by point P) below the K1crit line, 
thereby stabilising the system. 
(c) Effects of increasing L2’s inhibiting strength on system dynamics illustrated on the K1 vs. n1 
bifurcation diagram. 
(d) The extra stable region as a consequent of having L2 is indicated by the light-shaded S area.  
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Incorporating L1 destabilises system dynamics: 
It seems reasonable from above to conclude that adding an extra negative feedback loop 
always stabilises the system, as for the case of introducing L2 into the single-loop system 13L . 
Unexpectedly, this turns out to be not entirely the case.  
 
To show this, consider the single-loop system 23L  with its second pathway step being repressed 
by the endproduct. It is a non-oscillatory system as discussed in section 7.2.4 yet the coupled-
loop system 1,23L , having incorporated the extra L1 loop, is capable of displaying sustained 
oscillation dynamics. In fact, the bifurcation diagram in Figure 8.1d indicates that as loop L1 
gets stronger (K1 moves down the vertical axis), the system becomes more and more 
susceptible to oscillation.  
 
L1 and L2 therefore have unexpectedly completely opposing effects on the dynamical 
behaviour of the coupled-loop system; with L2 promotes stability while L1 promotes 
oscillation. The position of the extra negative feedback loop thus plays critical role in 
determining how its presence influences system dynamics, with more specific effects further 
determined by its characterising factors such as strength and cooperativity level which is 
discussed next.  
8.1.2 Different Loops Coupling Patterns Give Rise to Qualitatively Different Dynamics 
The existence of a critical value for K1 shown in Figure 8.1d indicates that the coupled-loop 
system is always stable for all K2, if K1 > K1crit. What this means is that system stability is 
guaranteed as long as loop L1 is sufficiently weak, regardless of the strength of the second loop 
L2. Unlike L1, stable as well as oscillatory dynamics can be obtained at any strength of L2, 
given the proper specification of L1. 
 
As loop L1 is relaxed (larger K1), sustained oscillation becomes more difficult to obtain at 
stronger L2 (indicated by raised minimum K2 possible for oscillation). Stability is most likely 
under weak L1 coupled with strong L2. Oscillations, on the other hand, are most likely at weak 
L2 coupled with strong L1; shifting system dynamics to being stable at strong L1, however, 
requires L2 to be very strong too. System dynamical behaviours emerge from different 
combinations of the individual loop’s strength are summarised in Table 8.1.  
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Table 8.1. Dynamical Behaviour of Doubled-loop System 
 
 
 
 
 
 
 
 
 
Figure 8.2. 
Effects of the Hill coefficients n1 and n2 on the two-parameter K1 vs. K2 bifurcation diagram.  
(a) Bifurcation diagram for increasing n1 at n2=5;  
(b) Bifurcation diagram for increasing n2 at n1=10. 
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Note that K1crit is independent of n2, whereas it increases with n1. As a result, higher n1 
enhances oscillation due to the expansion of the oscillatory region. Raising n1 therefore 
enables oscillatory exhibition at weaker L1 (Figure 8.2a). Moreover, we found that increasing 
n2 does also expand the oscillatory region (Figure 8.2b), enabling oscillatory exhibition at 
stronger L2. Therefore, for a coupled-loop system, raising the Hill coefficient of any loop tends 
to enhance oscillatory behaviour. 
8.1.3 Effects of the Turnover Parameters 
Equation (8.1) indicates that K1crit increases proportionally with the synthesis rates. This causes 
the oscillation region to approximately increase by the corresponding proportion. Oscillatory 
dynamics is now achievable at higher K1 given fixed K2 (Figure 8.3a). On the other hand, 
comparable degradation rates ( d1 d2 d3k k k≈ ≈ ) leads to low B and so raises K1crit. Particularly, 
K1crit is maximised when this equally comparable rate is minimised. Whereas, if these 
parameters are different by many fold, K1crit is small and so is the corresponding oscillatory 
region. Figure 8.3b compares three scenarios in this case. The parameter set with 
kd1=kd2=kd3=1.2 obtains the largest oscillatory region while setting kd1=4kd2 has it significantly 
diminished.  
8.2 Three-species System Motif with Double Loops 1,33L   
An alternative doubled-loop system is considered here in which the first and the last pathway 
steps are inhibited (see Figure 6.4e for the schematic diagram and model equations). Follow 
the same analytical methodology outlined before; we obtain the following stability condition 
for the 1,33L system: 
3 3( ) ( )f M g M< ,    (8.2) 
with 
3
1
3
3 3
3 3
1( ) 1
1 1
nMf M AK
M M
 
= −  
− − 
                 (8.3) 
and 
2
2 3 1 3 0
3
1
( ) a M a M ag M
b
+ +
= ,            (8.4) 
where the coefficients a0, a1, a2 and b1 are given as:  
2 2
2 d1 d2 d3 3( )a k k k n= + ; 
1 d1 d2 d3 d1 d2 d3 3( ) ( 2 )a k k k k k k n= + + + ;   (8.5) 
1 d1 d2 d3 1b k k k n= ; 
   0 d1 d2 d2 d3 d3 d1( )( )( )a k k k k k k= + + + . 
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Figure 8.3. 
Effects of the synthetic and degradation parameters on the two-parameter K1 vs. K2 bifurcation diagram.  
(a) Comparison of the K1 vs. K2 bifurcation diagram between the reference parameter set (k1=1, k2=2, 
k3=1, kd1=1.2, kd2=3, kd3=2) and when a synthesis rate (k1) is doubled;  
(b) Comparison of the K1 vs. K2 bifurcation diagram for 3 parameter sets: the reference set above 
(solid); when the degradation rates are all equal = 1.2 (dashed); and when one degradation rate is much 
greater than another (dot). 
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Figure 8.4. 
Comparison of bifurcation diagram between coupled-loop systems. 
(a) Determining curve f(M3) (solid blue) and g(M3) (dashed purple) on the two-dimensional M1-M3 
coordinate plane. 
(b) Bifurcation diagram comparison between and systems (we used n1=13, n2=n3=5 and the reference 
parameter set).  
(c) Comparison of bifurcation diagram between systems with only first two loops, with all three loops 
but weak L3, and strong L3. 
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Similar analysis was carried out on the two-dimensional M1-M3 coordinate to determine the 
ranges of M3 satisfying condition (8.2). Figure 8.4a shows that, in this case, the function g(M3) 
is a concaved-up parabola instead of a straight line like g(M2) in the previously considered 
system 1,23L  (Figure 6.3). Nevertheless, there exists still at most one intersection point between 
f(M3) and g(M3), resulting in a similar bifurcation pattern for the K1 vs. K3 diagram as in the K1 
vs. K2  diagram for the system 1,23L .  
 
Moreover, the critical value for K1 discussed previously is found to have the same form here. 
This again confirms that incorporation of additional feedback loop does not affect K1crit, 
regardless of the location of the added loop. Moreover, the first loop’s Hill coefficient (n1) also 
has its RGS unchanged: RGS = (0, B]. The two-parameter K1 vs. K3 bifurcation diagrams were 
constructed based on the following relation: 
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Here, we compare the bifurcation profiles between two doubled-loop systems 1,23L and
1,3
3L . To 
facilitate this, we impose K2=K3 and n2=n3. The line g(M2) is superimposed on the M1-M3 
plane (by setting 2 3M M≡ ) and indicated by the thin line in Figure 8.4a. Note that that g(M2) 
and g(M3) meets on the M1-axis. Moreover, the slope at this point for g(M3) is always steeper 
than g(M2), suggesting a higher lower bound for M3 for stability. The implication is that, given 
the same set of parameter values, adding loop L3 results in a larger stability region (a smaller 
oscillatory region) than adding loop L2, therefore giving a better enhanced system stability. On 
the other hand, 1,23L is more likely to exhibit oscillatory dynamics than
1,3
3L . 
8.3 Three-species System Motif with Triple Loops 1,2,33L   
In this section, we consider the system structure which incorporates all three feedback loops 
imposing on all pathway steps (see Figure 6.4g for the circuit diagram and model equations). 
The analysis becomes more complicated, as a result. For this multiple-loop system, the 
stability condition is given by 
 
2 2( ) ( )f M g M< .         (8.7) 
 139 
 
The explicit forms of function f and g are give below. 
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The coefficients are:  
0 d1 d2 d2 d3 d3 d1( )( )( )a k k k k k k= + + + ,  
1 d2 d3 d2 d3 2( )a k k k k n= + ,  
2 d1 d2 d3 d1 d2 d3 3( ) ( 2 )a k k k k k k n= + + + ,                 
(8.11) 23 d1 d2 d3 3( )a k k k n= + , 
1 d1 d2 d3 1b k k k n=  and 
2
1 d2 d3 2 3c k k n n= . 
 
K1 was derived as a function of K2, K3 and other remaining model parameters: 
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With this, we were able to compute bifurcation diagrams for any pair of feedback strengths 
(K1 vs. K2, K1 vs. K3, and K2 vs. K3). In all the cases, it is found that the likelihood of obtaining 
oscillatory dynamics is directly controlled by strengths of the loops in effect. As an example, 
Figure 8.4c compares the bifurcation profiles of the doubled-loop and three-loop systems. 
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8.4 Four-species System Motif with Coupled-Loops  
To further understand the effects of loops coupling in negative feedback systems, in this 
section we examine a system consisting of four species with two loops in action, denoted 1,24L  
(see Figure 6.4l for the circuit diagram and model equations). Our derivation arrives at the 
stability condition for this system, given below 
 
     2 2( ) ( )f M g M< .      (8.13) 
 
In this case f(M2) still have the usual form 
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with A as in equation (7.10). However, we have 
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where the coefficients b1, a0, a1 and a2 are given as 
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In a similar fashion, to construct bifurcation diagram of the loops’ feedback strengths, we need 
to determine the ranges of M2 that satisfies (8.13) via examining the curves in (8.14) and 
(8.15) on the M1-M2 coordinate. System stability occurs over the ranges of M2 such that f(M2) 
lies below g(M2), while oscillatory dynamics reign over the remaining ranges.  
 
As expected, system extension greatly complicates the analysis owing to the increased number 
of parameters and the increased complexity of g(M2).  
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8.4.1 Loops Coupling lowers Hill coefficients for Oscillations 
To find the RGS for the Hill coefficients n1 and n2, we determine, on the two-parameter plane 
of Hill coefficients n1 against n2, regions that give rise to system stability regardless of the 
feedback loops’ strengths and other parameters. These regions can be referred to as the 
Regions of Guaranteed Stability for n1 and n2. 
 
From Figure 8.5a we can see that condition (8.13) will always be satisfied if g(M2) lies above 
the unit square U and therefore above f(M2) for all K2. The RGS for n1, n2 can thus be found by 
solving the following system of inequalities, 
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g
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.      (8.16) 
 
Put 22 2 2 1 2 2 1 1 1/ 0, / , / 0a a n a a n b b n′ ′ ′= > = = > , these only depend on the degradation 
parameters. We obtain the RGS which contains those points (n2, n1) on the n1-n2 plane such 
that 
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where B1 and B2 have the same form as in (7.11) and (7.13), respectively. Specifically, 
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kd kd kd
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= ≥ .       (8.19) 
 
This region is presented in Figure 8.5b as the marked area bounded by the axes (with B1 and 
B2). Figure 8.5b shows the RGS region for three different sets of the degradation rates. 
Interestingly, we found that for arbitrary values of the degradation parameters, the 
corresponding  
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Figure 8.5. 
(a) The f(M2) and g(M2) on the M1-M2 plane. Several f(M2) with 3 different K2 values. The critical g(M2) 
curve is indicated by the dashed parabola which meets the unit square U at corner points A and B. 
(b) The RGS regions shown on the n1-n2 plane. 
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Figure 8.6. 
13 different patterns of the two-parameter K1 vs. K2 bifurcation diagrams.  
S denotes stable regions and O denotes oscillatory regions. For each bifurcation diagram, the inset 
graphs indicate the different scenarios (number of intersection points) of the functions f(M2) and g(M2).  
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RGS always contain within it the right triangular with the sides 8 and 4, indicating that any 
point (n1, n2) inside this triangular guarantees system stability regardless of all other model 
parameters including the feedback strengths. On the other hand, for (n1, n2) outside the 
triangular, we can always find a set of kdi (i =1,..,4) so that its RGS does not contain (n1, n2), 
giving rise to unstable system equilibrium. 
 
Recall that in the cases of single-loop systems considered before, there exist lower bound 
conditions for the Hill coefficients if oscillatory dynamics are to be obtained. For example, n1 
must be > 4 for 14L , and n2 must be > 8 for
2
4L . Feedback loops coupling, however, effectively 
removes these constraints for the Hill coefficients. In fact, sustained oscillation is now 
achievable for any value of n1 (n2) given the proper choice of n2 (n1). As a result, sustained 
oscillation can occur at much more biologically plausible values of n1, n2; e.g. (n1, n2) = (3, 3) 
or (2, 4), indicated by the dots in Figure 8.5b. 
 
It is important to note that the RGS for (n1, n2) solely depends on only the degradation rates. 
Variation of these rates affects its size and location. B2 is maximised if among the degradation 
parameters, one is many fold greater than another (kdi >> kdj with { }, 2,3,4i j ∈ ). Similarly, B1 
is maximised if kdi >> kdj with { }, 1,2,3,4i j ∈ . On the other hand, B1 and B2 are lowest 
when d1 d2 d3 d4k k k k≈ ≈ ≈ . Therefore, reducing any degradation rate to an extremely low or 
high levels will expand the RGS, resulting in system stability for a wider range of Hill 
coefficients. Oscillation, consequently, is enhanced when the degradation rates are kept at 
comparable levels between the system species. 
 
8.4.2 Loops Coupling Generates 13 different K1-K2 Bifurcation Patterns 
If (n1, n2) lies outside the RGS region, g(M2) must cross U and therefore must intersect with 
f(M2) at least once at some value of the feedback strength indicator K2. Unlike the previously 
considered systems where only one intersection point is detected, the number of intersection 
points in this case could be up to three. This provides a rich variety of different bifurcation 
profiles for the system. In fact, we identify a total of 13 distinct patterns of bifurcation on the 
K1 vs. K2 bifurcation plane; each pattern for one choice of the Hill coefficients. These 13 
patterns are displayed in Figure 8.6. 
 
These bifurcation diagrams differ in their characteristics: the shapes of the stable and 
oscillatory regions. For example, Figure 8.6a shows a simple bifurcation profile: for each and 
every value of K1, the system displays oscillations over a range of K2 with a lower bound but 
no upper bound. Figure 8.6c shows a similar feature but the range of K2 for oscillations is now 
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bounded by both the lower and upper bounds; moreover, this range only exists for a certain 
range of K1. Figure 8.6k displays even more intricate bifurcation characteristics: as the 
parameter K1 moves up the vertical axis, the corresponding set of values of K2 for oscillations 
continually changes with no, one bounded range, two bounded ranges, and one unbounded 
range. This indicates the complexity between the feedback loops’ strengths in contributing to 
shaping up the dynamics of the system, as a whole.   
8.5 End-product Utilisation 
In the preceding model systems, reduction of model species was assumed to occur only 
through degradative processes (decay and modification). However, species’ reduction could 
also occur via other mechanisms. We consider here the scenario where the end-product 
(inhibitor), besides being degraded, is due to be consumed by the cell for synthesising other 
cellular components. Notable examples are of common amino acid biosynthesis pathways in 
which the amino acid (pathway’s end-product) is utilised by the cell for protein synthesis [27-
29]. Earlier work [29, 38] suggests that the change of the end-product in this manner has 
important effects on the dynamical stability of the system. However, these work were 
numerical; there are no analytical analyses of this effect that we know of. 
 
Next, we derive the results for the case with modified degradation rate for the inhibitor species 
within the context of the system 1,24L . The model equations for the modified system are: 
 
1
1 1
1
1 1 d1 1
1 4
2 2 1 d2 2
3 3 2 d3 3
4 4 3 d4 4
n
n n
K
x k k x
K x
x k x k x
x k x k x
x k x k x g
′ = −
+
′ = −
′ = −
′ = − −
     (8.20) 
 
Steady-state (equilibrium) values of the system variables can be determined by setting the 
right hand sides of (8.20) to zeros: 
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 146 
This can be reduced to:  
 
1 41 M Ax G− = + ,      (8.22) 
with 
d1 d2 d3 d4
1 2 3 4
k k k kA
k k k k
= ,          (8.23) 
d4
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k
= .      (8.24) 
 
It is important to note here that for (8.22) to make sense, we must have: 
 
1G <  or d4 1 2 3 4
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k k k k k
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A k k k
< = .                    (8.25) 
 
Now, we set up the stability condition based on the Routh-Hurwitz criteria. The system’s 
characteristic polynomial is a 4th-order one and has the following form: 
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with the coefficients 
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According to the Routh-Hurwitz criteria, the system’s stability condition is: 
 
1 20, 0α α> > , 1 2 3α α α> and 1 2 3 3 1 4( ) 0α α α α α α− − > .    (8.28) 
 
It is easy to see that (8.28) is equivalent to the last condition,  
 
1 2 3 3 1 4( ) 0α α α α α α− − >                             (8.29) 
 
Substitute (8.22) and (8.27) into condition (8.29), it now becomes 
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We solve (8.30) and obtain 
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It is easy to check 0<Bg<1 for all positive B, n1 and G.  
Since
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And so equivalently, we have 
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then K1 is strictly decreasing with M1, this combined with (8.32) means the stability condition 
is equivalent to 
( ) 1
1
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If G=0 (g=0), Bg is reduced to 
1
B
n
 for 1n B> . This is consistent with the results from the 
previous sections. 
 
To summarise, although the inclusion of g complicates our analysis, we were able to obtain 
the stability condition for the system in simple form: 
 
1 gM B< .     (8.37) 
 
And for the system to have equilibrium, the utilisation rate g must not exceed a critical value 
 
1 2 3 4
d1 d2 d3
c
k k k k
g g
k k k
< = .                       (8.38) 
8.5.1 End-product utilisation enables oscillations at any Hill coefficient 
With (8.38), it is easy to check that Bg < 1 for all n1 and g. Hence, for any n1, the stability 
condition (8.37) can be breached by choosing K1 sufficiently large (see Appendix B1.1.3), and 
so the system is destabilised (oscillatory). Moreover, this is true for arbitrary value of g>0.  
 
The interesting implication here is that, unlike system 14L  where sustained oscillation is only 
attainable for certain n1 (n1 must be greater than 4), the inclusion of g, even small, has enabled 
the system to attain oscillation at any n1. End-product utilisation therefore allows oscillatory 
dynamics at low cooperativity level. This is demonstrated in Figure 8.7b where bifurcation 
diagrams on the K1-n1 plane are compared for the system with (thick line) and without (thin 
line) end-product utilisation. The bifurcation diagrams were constructed based on the 
threshold K1 which we calculated to be (see derivation above): 
 
                   
1
1
1thresh
1 1 ng g
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B G B
K
A B
 − − − 
=      
.      (8.39) 
 
This threshold approaches a critical value as n1 increases; K1crit is given by (1-G)/A which is 
smaller than K1crit of 14L  (1/A). This indicates that in order to achieve oscillation; the feedback 
strength of the system with end-product utilisation must generally be stronger (Figure 8.7b). 
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Figure 8.7. 
(a) Schematic diagram of the negative feedback system with end-product utilisation. (b,c,d)The K1 vs. 
n1 bifurcation diagram for the system with end-product utilisation.  
(b) Bifurcation diagram comparison between system without end-product utilisation and one with 
utilisation on K1-n1 plane (G=0.2 was used).  
(c) Bifurcation diagram of system with utilisation for increasing G (G=0.2, 0.4, 0.8 were used).  
(d) Two-parameter K1 vs. g bifurcation diagrams for n1=2, 4 and 6; oscillatory regions are in red 
(parameter set k1=1, k2=2, k3=1, k4=1, kd1=1.2, kd2=3, kd3=2, kd4=1 was used). 
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8.5.2 Effects of g on systems dynamics 
We expect that change in g would bring change in the dynamical characteristics of the system. 
We found that this change comes about in an interesting way. As g (G) increases, K1crit 
reduces, causing shrinking of the oscillatory region, especially at high n1 (Figure 8.7c). 
Therefore, higher utilisation of the end-product generally requires a stronger feedback loop if 
oscillation is to be obtained. However, when G exceeds 0.5, the oscillatory region changes its 
shape significantly resembling an L shape, indicated by the crossed area in Figure 8.7c (Figure 
8.7c compares when G=0.8 against G<0.5). Now at low n1, the oscillatory region is greatly 
expanded, enabling oscillation at a much wider range of K1.  
 
We also present on Figure 8.7d the two-parameter K1 vs. G bifurcation diagrams for n1=2, 4 
and 6. In this case, higher cooperativity generally gives rise to larger oscillatory region, 
consequently promoting oscillation. We observe an intermediate value of G (and so g) for 
which oscillation is most likely (widest range of K1) while at low and high G the system tends 
to be more stable. This is consistent for all three plotted n1. As n1 increases, this intermediate g 
moves further left in its spectrum (between 0 and gc) 
 
To sum up, we showed that end-product utilisation enhances sustained oscillation at low 
cooperativity level while it enhances stability at high cooperativity. However, it is important to 
note that raising the utilisation level does not always further these enhancements. In fact, there 
exists an intermediate rate for utilisation at which sustained oscillation is detected to be most 
likely, while it is less likely at other rates.  
8.6 Biological Examples 
We present here two biological examples from the literature where useful insights can be 
readily obtained by applying the analysis outlined in this thesis. These are (1) the Hes1 
oscillator which plays an important role during somitogenesis of vertebrates and (2) the 
Tryptophan operon system responsible for regulatory production of tryptophan in Escherichia 
coli. The former system exemplifies single-loop system while the later is an instance of a 
multiple-loop system.  
8.6.1 The Hes1 Oscillator 
A wide range of cellular phenomena have their activities centred on oscillations [182, 183]. 
One such notable example is vertebrate somatogenesis. This is a developmental process in 
which the vertebrate embryo becomes segmented by the regular sequential assignment of 
mesodermal cells to discrete blocks [184]. Experimental evidence reveals the basic helix-loop-
helix (bHLH) transcription factor Hes1 as an important cyclic gene driving this oscillation 
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[163, 185, 186]. These studies showed that the oscillatory expression of the bHLH factor Hes1 
is regulated by a direct negative feedback loop whereby Hes1 represses the transcription of its 
own coding gene (Figure 8.8a). 
 
A few models have been developed for this network [163, 187-190]. Here we base our 
analysis on a model suggested by Zeiser et al. [189] which consists of four ordinary 
differential equations involving Hes1 mRNA and protein and incorporates their transportation 
processes between the nucleus and cytoplasm. Using notations in the original paper, the model 
equations are given below, 
 
1 1 1
2
h
h h
H
m k bm am
H p
′ = − −
+
        (8.40) 
  2 1 2m am bm′ = −          (8.41) 
1 2 1 1p cm dp ep′ = − −                     (8.42) 
2 2 2p ep dp′ = −          (8.43) 
 
Here m1 and m2 represent the concentrations of Hes1 mRNA before and after being transported 
from the nucleus to the cytoplasm, respectively; while p1 and p2 are the concentration of Hes1 
protein before and after being transported from the cytoplasm to the nucleus, respectively. 
Equation (8.40) describes the synthesis of mRNA in the nucleus. The mRNA is then 
transported into the cytoplasm, described by (8.41). Translation into protein is specified by 
(8.42) while (8.43) represents transportation of the protein into the nucleus where it represses 
its own transcription. Parameters b and a denote the decay and modification rates for mRNA 
respectively; while d and e are used for the protein. To simplify the analysis, Zeiser et al. 
assumed the decay rates (b and d) as being identical for both forms of the mRNA and protein. 
By fixing b=0.028, d=0.031 and under condition of having oscillation period about 120 min, 
all determined in Hirata et al. [163], Zeiser et al.estimated a set of fitting parameters, displayed 
in Table 8.2.  
 
It is easy to see that model (8.40) - (8.43) is just a special case of system model 14L  analysed 
earlier with parameters adapted and presented in Table 8.3. Consequently, the threshold Hill 
coefficient is computed, based on equation (7.11) using only the degradation parameters, gives 
a value of about 5.6. This means for the Hes1 oscillator to be oscillating at all, the Hill 
coefficient must be greater than 5.6. The Hill coefficient used by Zeiser et al., 6.2 is quite 
close to this minimum value (Table 8.3 and Figure 8.9b).  
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Figure 8.8. 
(a) Schematic representation of the Hes1 network . 
(b) Schematic diagram of the tryptophan operon system. 5 genes are denoted as E (AS), D, C, B and A. 
P, O, L denotes the promoter, operator and leader region, respectively. Blunt arrow represents inhibition 
while normal arrow represents activation.  
 
 
 
Figure 8.9. 
The Hes1 oscillator. 
(a) Two-parameter K1-n1 bifurcation diagram for the Hes1 oscillator.  
(b) Close-in of the bifurcation diagram with Zeiser et al.’s point highlighted in red. 
(c) Temporal revolution of Hes1 nuclear concentration (p2) for three feedback strengths: K1=10 (black, 
solid); K1=0.1 (blue, dot) and K1=100 (red, dash). 
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Table 8.2. Parameter values for the Hes1 oscillator estimated in Zeiser et al. [189] 
B d a e c H k h 
0.028 0.031 0.05 0.09 0.2 10 30 6.2 
 
 
 
 
 
Table 8.3. Values for the parameters of the general system 14L  adapted from Table 2. 
k1 
(k)
 
k2 
(a) 
k3 
(c) 
k4 
(e) 
kd1 
(b+a) 
kd2 
(b) 
kd3 
(d+e) 
kd4 
(d) 
K1 
(H) 
n1 
(h) 
30 0.05 0.2 0.09 0.078 0.028 0.121 0.031 10 6.2 
 
 
 
 
 
Table 8.4. Parameter values for the Tryptophan operon system. 
Parameters Value 
k1 50 min-1 
k2 90 min-1 
k3 60 min-1 
kd1 15.01 min-1 
kd2 0.01 min-1 
kd3 0.01 min-1 
K1 3.53 µM 
K2 0.04 µM 
K3 810 µM 
n1 1.92 
n2 1.72 
n3 1.2 
g 25 
Ot 0.00332 µM 
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We constructed the two-parameter K1-n1 bifurcation diagram in Figure 8.9a. The threshold 
feedback strength can also be readily calculated from equation (7.10), as K1thesh = 1/A = 3296. 
Thus, for the Hes1 system to be an oscillator, the necessary condition for K1 is that K1 < 3296, 
given other parameters’ values in Table 8.3 Moreover based on Figure 16a, at n1=6.2, viable 
range of feedback strength for the K1-n1 bifurcation diagram in Figure 8.9a. The threshold 
feedback strength can also be readily calculated from equation (7.10), as K1thesh = 1/A = 3296. 
Thus, for the Hes1 system to be an oscillator K1 must satisfy 0< K1 < 207.6. Zeiser et al. used 
a quite small K1 (i.e. 10) within this range. Interestingly, we find that variation of the feedback 
strength (K1) has little effect on the oscillation period. Figure 16c compares the temporal 
change of Hes1 protein concentration, p2 in (8.43), for the parameter set in Table 8.2. 
Parameter values for the Hes1 oscillator estimated in Zeiser et al. [189] and when feedback 
strength is 100-fold stronger (K1=0.1), and 10-fold weaker (K1=100). So in fact, constraining 
the oscillation period to be 120 mins can gives rise to many more suitable parameter sets other 
than the one in Table 8.3. 
8.6.2 The Tryptophan Operon System 
The Tryptophan operon system in E. coli controls the production of the tryptophan amino acid 
inside the cell. Key molecular processes include transcription, translation and synthesis of 
tryptophan. To regulate these processes, the tryptophan operon utilises three negative feedback 
mechanisms: transcriptional repression, attenuation, and enzyme inhibition [165, 191]. 
 
The transcription process is initiated as RNA polymerase binds to the promoter. However, 
when the activated form of repressor which is induced by the attachment of two tryptophan 
molecules become abundant, it will bind to the operator site and block RNA polymerase from 
binding to the promoter, thereby, repressing transcription and forming the first feedback loop. 
Furthermore, transcription can also be attenuated depending on the level of intracellular 
tryptophan and is controlled by the leader region sitting between the operator and the genes 
(Figure 8.8b). This attenuation makes up the second feedback loop. The tryptophan operon 
consists of five structural genes positioned consecutively after the leader region. These genes 
code for five polypeptides that make up enzyme molecules in the form of tetramers, which in 
turn catalyse the synthesis of tryptophan from chorismates [26, 43, 165, 191]. Anthranilate 
synthase (AS) is the enzyme catalysing the first reaction step in the tryptophan synthesis 
pathway. The pathway end product tryptophan is fedback to inhibit anthranilate synthase 
activity if tryptophan level is high. Enzyme inhibition therefore forms the third negative 
feedback loop in the tryptophan operon system.  
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We set up a simple three-species model for the tryptophan system as in equations (8.44)-(8.46)
. The state variables are the mRNA (M), the AS enzyme (E) and the tryptophan amino acid 
(T). Each negative feedback loop is modelled using a Hill function; Ot is the static total operon 
concentration; k1, k2, k3 represent transcription rate, translation rate and tryptophan synthesis 
rate, respectively; kd1, kd2, kd3 are the degradation rates (aggregated parameters combining the 
decay rate and dilution rate due to cell growth). Consumption of tryptophan for protein 
synthesis is simply assumed to follow first order kinetics and is represented by the last term of 
equation (8.46). Parameter values are adapted from [138, 145] and tabulated in Table 8.4.  
 
It can be seen that model (8.44)-(8.46) is a case of the general multiple-looped 1,2,33L model 
considered in section 8.3. We applied the analysis to the tryptophan operon system for the 
parameter set in Table 8.4. Furthermore, for each parameter p in Table 8.4, we varied it over a 
wide range around its nominal value (from p × 10-2 to 
 
p × 102) while fixing the other 
parameters. Under all these scenarios, system stability was always obtained. Given the 
nominal values of the synthetic and degradation rates, the system failed to demonstrate 
oscillations even at very high Hill coefficient values (> 50) and at weak or strong feedback 
loops. This suggests that the tryptophan system is extremely stable. 
  
The highly stable property of the tryptophan system is probably underlined by the fact that it is 
regulated by multiple feedback loops in concert. In addition, the system’s degradation rates 
kd1, kd2 and (kd3+g) are significantly different from each other as shown in Table 8.4. This 
disparity in value of the degradation rates, as discussed earlier, greatly enhances system 
stability. On the other hand, by adjusting kd1, kd2, kd3 and g so that kd1≈ kd2≈ kd3+g, oscillatory 
behaviour can now be observed at much lower Hill coefficient and at appropriate feedback 
strength of the loops. For example, setting kd1= kd2= kd3+g = 15 can give rise to oscillatory 
dynamics with n2, n3 as in Table 8.4 and n1 as low as 8.5.  
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8.7  Summary and Discussions 
Since cellular systems are complex and often consist of multiple, interlocked feedback loops, 
understanding how the loops act together in giving rise to system dynamics is crucial. Circuits 
with interlinked positive and negative feedback loops have been shown to exhibit performance 
advantages over simple negative feedback loops, such as the ability to easily tune frequency of 
oscillators, improve robustness and reliability, even under noisy environments [24, 30, 33]. 
Circuits with multiple negative feedback loops have also been shown to enhance system 
robustness and generate developmental constancy [30, 145, 165, 192]. In this study we 
obtained a number of results which further our understanding of the dynamics of coupled-loop 
systems. We discuss these below. 
 
One interesting and unexpected finding that emerged from our study of coupled feedbacks is 
the nontrivial and nonlinear effect of incorporating additional negative feedback loops. 
Contrary to our intuition, adding an extra negative feedback loop does not always enhance 
stability or oscillation. In fact, the position of the added loop plays determining role in this 
decision. For a system with three species and two possible feedback loops inhibiting the first 
(loop L1) and second (loop L2) step of the system, we showed that adding L2 to the system 
containing L1 always stabilises the system while adding L1 to the system already containing L2 
always destabilises the system. These opposing effects are easily overlooked, which highlights 
the importance of detailed modelling and analysis in understanding system behaviour.  
 
More specific effects of the added loop are further determined by its characterising factors like 
strength and cooperativity coefficient. In this regard, we demonstrated that different 
combinations of the feedback strengths of individual loops give rise to different dynamical 
behaviours. This capacity of tunable dynamics via the use of feedback loops raises an 
intriguing line of thought. We can think of the individual feedback loops as tuning devices 
with knobs being its characterising factors (strength and cooperativity coefficient) whose role 
is to modulate system dynamics. For the systems regulated by a single loop, modulation of 
these factors to achieve a desired dynamical regime is straightforward. However, as more 
loops are coupled together, the host system has more knobs which it can use to tune up its 
dynamics, consequently giving rise to a much richer dynamical space. Also predictions 
become much more difficult for modellers. Moreover, each tuning device may evolve towards 
even more specific roles such as pro-oscillation or pro-stability depending on the evolutionary 
forces that drive the system. In line with this reasoning, we showed that the coupling of loops 
significantly increases the richness of dynamical bifurcation characteristics.  
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We discovered that two mechanisms, in addition to lengthening of pathway, can lower the Hill 
coefficient to more biologically plausible level required for sustained oscillations. These are 
loops coupling and end-product utilisation. Detailed findings are further discussed below. 
 
(1) Effects of loops coupling: 
First, coupled loops effectively enable oscillations at lower, more biologically plausible Hill 
coefficient values. For example, a four-species single loop Goodwin system requires the Hill 
coefficient (n1) to be at least 4 for oscillations. Its variant design with the loop reallocated to 
inhibit the second pathway step requires the Hill coefficient (n2) to be at least 8 for 
oscillations. However, a system with both of these loops in effect can achieve oscillations at 
practically any Hill coefficient value for each loop, given the proper choice of the Hill 
coefficient for the other loop. Oscillations, therefore, are possible at more biologically 
plausible Hill coefficients, for example at (n1, n2) = (3, 3) or (2, 4). Reduction of the Hill 
coefficient for oscillations is often suggested only via pathway lengthening by previous 
studies. In this study, loops coupling and end-product utilisation (discussed above) were 
shown to be the two additional mechanisms where this reduction can be obtained without 
increasing the number of system state variables. 
 
Secondly, coupled-loop systems were also shown to exhibit much greater complexity and 
more diverse behaviours compared with their single-loop counterparts. We showed that, by 
having just two loops performing cooperatively, the four-species system demonstrates a rich 
diversity of dynamical characteristics. For example, we detected a total of up to13 different 
bifurcation patterns between the feedback strengths. This enhancement in behavioural 
complexity and diversity might be the reason why evolution has driven some systems to 
acquire multiple feedback regulations as it will increase the chance of organisms’ survival 
when facing fluctuating environments.  
 
Thirdly, we found that different combinations of feedback strengths of individual loops give 
rise to different dynamical regimes. For three species with double loops acting on the first and 
second steps, stability is most probable when a weak first loop is coupled with a strong second 
loop. Oscillations, on the other hand, are most likely if a weak second loop is coupled with a 
strong first loop. If oscillations are to be obtained with a strong first loop, the second loop 
must also be significantly strong. 
 
Fourthly, we found a threshold strength for the first loop. If the loop is weaker than this 
threshold, the system is always stable regardless of the strength of the second loop. This 
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threshold strength turns out to be independent of the second loop’s specification (its strength 
and cooperativity level). On the contrary, at any strength of the second loop, stable as well as 
oscillatory dynamics are obtainable given a proper choice of the first loop’s strength. By 
further considering the coupled-loop system consisting of the loops on the first and the third 
reaction step, we discovered that the location of the additional loop has no influence on the 
threshold strength of the first feedback loop.  
 
Finally, examining the system with all three loops in action showed that incorporating the 
extra third loop always enhances system stability. The likelihood of having oscillatory 
behaviour is directly determined by the loops’ strength: stronger loops always result in smaller 
oscillatory region. 
 
(2) Effects of end-product utilisation: 
We also investigated the situation when the pathway’s end-product is used up by the cells, 
which is common in many metabolic pathways. Most interestingly, we showed analytically 
that end-product utilisation enables oscillatory dynamics at any Hill coefficient value. More 
specifically, end-product utilisation enhances sustained oscillation at low cooperativity level 
but enhances stability at high cooperativity level. It is important to note that raising the 
utilisation level does not always further these enhancements. In fact, there exists an 
intermediate rate for utilisation at which sustained oscillation is most likely to be detected, 
while being less likely at other utilisation rates.  
 
(3)  Examples of biological networks: 
We demonstrate the practicality of our analysis by including a brief investigation of two 
example systems: the Hes1 oscillator and the Tryptophan operon system. The former system 
represents a single-loop system while the latter represents one with multiple negative feedback 
loops coupled together. Because of the abundant number of biological systems regulated by 
negative feedback loops (and many can be represented under simplifying assumptions by one 
of the motifs considered here) the methods developed in this study may prove useful in 
gaining better understanding of their dynamical behaviours.  
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Chapter 9  
 
 
Effects of Molecular Noise 
on the Dynamics of the  
Tryptophan Operon System 
 
 
9.1 Introduction 
Stochasticity pervades cellular behaviour. Even in an isogenic population under a homogenous 
environment, individual cells differ in their shapes or sizes or in the number of particular 
proteins. This individuality arises due to inherent variation or noise in gene expression across 
the cells, which has been of much interest in recent years. Molecular noise comes in two forms 
for any system. Intrinsic noise emerges internally from the random occurrences of individual 
reactions within the system, enhanced by the typical low number of key molecular species 
involved. Extrinsic noise, on the other hand, is generated outside the system through 
interactions with other noisy systems in the cell or its environment.  
 
Many aspects of molecular noise have been discussed in detail in section 2.3. It has been 
shown theoretically and confirmed experimentally that stochasticity is an inherent feature of 
gene expression [49-52], and that these random fluctuations may play important roles in 
cellular processes [53]. However, the implications of stochastic gene expression remain 
unclear. There is still limited knowledge of the consequences of molecular noise on particular 
cellular systems. 
 
Because of the complexity of genetic regulatory networks where non-linear interactions 
between components are commonplace, many mathematical models have been developed to 
obtain insights into the dynamical features of the networks. Most of these models, though, are 
of a deterministic nature and take the form of coupled ordinary differential equations. 
However, the question arises as to whether deterministic models are always appropriate for the 
description of genetic networks. This is because in genetic networks, many intracellular 
components are present at very low quantities: for examples, the gene copy number is 
typically one or two; and the number of transcriptional factors is frequently in order of tens 
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[193]. At such low concentration it becomes necessary to resort to stochastic approaches. Only 
by using stochastic modelling can the effects of noise on the dynamics of systems be studied. 
Stochastic modelling enables discovery of system behaviours that might have been neglected 
in deterministic descriptions. 
 
In this chapter, we seek to better understand what differences may result from stochastic and 
deterministic kinetic approaches to modelling genetic regulatory systems by considering a 
model system of the tryptophan (trp) operon system in Escherichia coli. This genetic 
regulatory network is responsible for the production of the amino acid, tryptophan, inside the 
cells.  
 
The molecular basis of the system has already been presented comprehensively in chapter 3 of 
this thesis but will also be summarised in the next section. The development and analysis of 
two stochastic models for the tryptophan operon system are presented in section 9.3. In the 
first model molecular noise is introduced by setting up stochastic differential equations using 
the Langevin approach in which molecular fluctuation in the form of white noise is explicitly 
considered. The second stochastic model is based on the Gillespie method. Due to the lack of 
data on kinetic rates for elementary reaction steps of molecular processes, the implementation 
of the Gillespie method is carried out without decomposing the deterministic mechanism into 
detailed reaction steps. Simulation results from two versions of the stochastic regimes are 
compared with their deterministic counterpart.  
9.2 Brief Description of Molecular Basis 
We consider the tryptophan operon system in Escherichia coli as the model system to study 
the effect of molecular noise on system’s dynamics in comparison to when noise is absent; and 
to quantify fluctuations in the abundance of different molecular components under the 
influence of noise.  
 
The tryptophan operon system controls the production of the amino acid, tryptophan, inside 
the cell. Key molecular processes include transcription, translation and synthesis of 
tryptophan. To regulate these processes, the tryptophan operon utilises three negative feedback 
mechanisms: transcriptional repression, attenuation, and enzyme inhibition [191]. The 
transcription process is initiated as RNA polymerase binds to the promoter. However, when 
the activated form of repressor which is induced by the attachment of two tryptophan 
molecules become abundant, it will bind to the operator site and block RNA polymerase from 
binding to the promoter, thereby, repressing transcription and forming the first feedback loop. 
 161 
Furthermore, transcription can also be attenuated depending on the level of intracellular 
tryptophan and is controlled by the leader region sitting between the operator and the genes 
(Figure 8.8b). This attenuation makes up the second feedback loop. The tryptophan operon 
consists of five structural genes positioned consecutively after the leader region. These genes 
code for five polypeptides that make up enzyme molecules in the form of tetramers, which in 
turn catalyse the synthesis of tryptophan from chorismates [26, 191]. Anthranilate synthase 
(AS) is the enzyme catalysing the first reaction step in the tryptophan synthesis pathway. The 
pathway end product tryptophan is fedback to inhibit anthranilate synthase activity if 
tryptophan level is high. Enzyme inhibition therefore forms the third negative feedback loop in 
the tryptophan operon system.  
9.3 Development of stochastic models 
To assess the effect of molecular noise we describe two stochastic versions of the tryptophan 
operon system using two predominantly used frameworks in stochastic modelling of 
biochemical reactions: stochastic differential equations (Langevin equations) and stochastic 
simulation algorithm (Gillespie’s SSA). Note that both frameworks are derived from the 
Chemical Master Equation description of the biochemical system, which is desctibed in much 
detail in Appendix A. Appendix A also includes discussion of other common approaches of 
stochastic modelling and a cross-approach comparison. 
9.3.1 Derivation of the Langevin Equations 
In this section, the description of the theoretical derivation of the Langevin equations 
following Gillespie’s argument is given [194]. Let us consider a biochemical system of N 
molecular species {S1, S2,…, SN} that interact chemically through M reaction channels {R1, 
R2,…, RM}, where N, M ≥ 1. Let v={vji}, j=1,..,M; i=1,..,N be the stoichiometric matrix of the 
system. The system’s state at the current time t can be represented as x(t) = (x1(t), x2(t),…, 
xN(t)) where xi(t) is the number of Si molecules in the system at time t. For each reaction 
channel Rj and for any time difference τ>0, denote a random variable Kj(x(t),τ) as the number 
of reactions of channel Rj that occur in the subsequent time interval [t,t+τ]. Since each of these 
reactions will change the Si population by vji, the number of Si molecules in the system at time 
t+τ will be: 
 
1
( ) ( ) ( ( ), ) ( 1,..., ).
M
i i ji j
j
x t x t v K x t i Nτ τ
=
+ = + =∑       (9.1) 
 
An excellent approximation to Ki(x(t),τ) in equations (9.1) can be obtained by imposing two 
conditions on τ [194]: (i) τ is small enough so that the propensity functions rj(x(t)) (j=1,..,M) 
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for all reactions vary little during the period [t,t+τ] and each Kj(x(t),τ) will therefore be a 
statistically independent Poisson random variable Pj(rj(x(t)),τ): 
 
( ( ), ) ( ( ( )), ) ( 1,..., ).j j jK x t P r x t j Mτ τ= =            (9.2) 
 
(ii) τ is large enough so that the expected number of occurrences of each reaction channel Rj in 
[t,t+τ] be much larger than 1, which allows us to approximate each statistically independent 
Poisson random variable  Pj(rj(x(t)),τ) by a normal random variable Nj(mj,σj2) with the same 
mean mj = rj(x(t))τ and varianceσj2 = rj(x(t))τ. Then, 
 
( ( ( )), ) ( ( ( )) , ( ( )) )j j j j jP r x t N r x t r x tτ τ τ= .                (9.3) 
 
Using N(m,σ2) = m + σ N(0,1), where N(0,1) is the unit normal random variable, equation 
(9.1) now become [53, 194]: 
 
1 1
( ) ( ( )) ( ( )) ( )
M M
i ji j ji j j
j j
dx t v r x t dt v r x t dW t
= =
= +∑ ∑         (9.4) 
 
for i=1,..,N. dWj=1,…,.M(t) are M independent Wiener processes associated with the M reaction 
channels, with    〈dWj(t)〉 = 0 and 〈 dWj(t)dWj(t’)〉 = δijδ(t-t’). Equation (9.4) has the canonical 
form of standard Langevin equations for multivariate continuous Markov processes.  
By relating the concentration of species Xi(t) and the number of molecules xi(t) using Xi(t) = 
xi(t)/Ω, where Ω is the total cell volume, we can obtain the chemical Langevin equations in the 
form of species concentrations: 
 
1 1
1( ) ( ( )) ( ( )) ( )
M M
i ji j ji j j
j j
dX t v r X t dt v r X t dW t
= =
= +
Ω∑ ∑
         (9.5) 
 
It can be noted that the internal fluctuation term is proportional to 1/η = Ω in equation (9.5). 
In the macroscopic limit Ω→ ∞; η→ 0 and the internal noise terms can be ignored, resulting 
in the deterministic dynamics. 
 
Returning to the trp operon system presented in section 9.2, four key molecular species were 
identified including free operator, mRNA, enzyme, and intracellular tryptophan with 
corresponding concentrations denoted as OR, mRNA, E and T. The system can be described 
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using a set of 8 reactions involving the production and loss (including degradation and dilution 
due to cell growth) of these four species. Description of the reactions and their reaction rates  
 
Table 9.1. The trp system’s reactions and the associated rates. 
Reactions Description Reaction rates 
Ot → OR 
Synthesis of free operators from total 
operators 
1
1
1 11
1
n
I
n nt
I
Kk O K T+
 
OR→ ∅ 
Loss of free operon due to degradation 
and dilution 
(kd1 + µ)OR  
OR→ 
mRNA  
Synthesis of mRNA through 
transcription 
2
2
2 22
2
n
I
n nR
I
Kk O K T+
 
mRNA→ ∅ 
Loss of transcripts due to degradation 
and dilution 
(kd2 + µ) mRNA 
mRNA→ E Synthesis of enzyme via translation k3 mRNA 
E→ ∅ Loss of transcripts due to dilution µ E 
E→ T 
Synthesis of tryptophan catalysed by 
enzymes 
3
3
3 34
3
n
I
n n
I
Kk E K T+
 
T→ ∅ 
Loss of tryptophan due to protein 
making and dilution 
(g/(T+Kg) + µ) T 
 
 
 
Table 9.2. Model parameter values for the trp system adapted from Bhartiya et al. [145] and Santillan 
and Mackey [26] 
Parameters Value Parameters Value 
k1 50 min-1 KI3 810 µM 
k2 15 min-1 n1 1.92 
k3 90 min-1 n2 1.72 
k4 59 min-1 n3 1.2 
kd1 0.5 min-1 U 0.01 min-1 
kd2 15 min-1 G 25 µM min-1 
KI1 3.53 µM Kg 0.2 µM 
KI2 0.04 µM Ot 0.00332 µM 
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adapted from Bhartiya et al. [145] are given in Table 9.1. For detailed description of the 
parameters, we refer to Bhartiya et al. [145] and Santillan and Mackey [26]. The parameter 
values obtained from these references are summarised in Table 9.2. 
 
Based on the reactions in Table 9.1, we set up below the SDEs of the Langevin model 
following the form of equation (9.5). The corresponding deterministic model of the trp operon 
system can also be obtained from equations (9.6) by simply omitting the fluctuation terms or 
setting η=0 [145]. 
 
1 1
1 1 1 1
I1 I1
1 d1 1 1 d1 2
I1 I1
( ) ( )( ) ( ) ( )
n n
R t R t Rn n n n
K K
d O k O dt k O dt k O dW t k O dW t
K T K T
µ η η µ= −
+ +
+ + − +  
2 2
2 2 2 2
I2 I2
2 d2 2 3 d2 4
I2 I2
( ) ( )( ) ( ) ( )
n n
R Rn n n n
K K
d mRNA k O dt k mRNAdt k O dW t k mRNAdW t
K T K T
µ η η µ= −
+ +
+ + − +  
3 3 5 6( ) ( ) ( )d E k mRNAdt Edt k mRNAdW t EdW tµ η η µ= − + −     (9.6) 
3 3
3 3 3 3
I3 I3
4 4 7 8
I3 I3
( ) ( ) ( )
n n
n n n n
g g
K Kg g
d T k E dt Tdt k E dW t dW t
K T T K K T T K
µ η η µ= − + + +
+ + + +
   
−      
   
         
To solve the SDEs above, the Euler-Maruyama method is used for numerical calculation 
[195]. In all the simulations, a dt of 0.001 was used. The addition of noise terms to the 
Langevin system of equations presented the problem that values could go negative. Because 
negative concentrations have no biological meaning, it is necessary to set boundary conditions 
to avoid them. In our simulation, any possible negative values were set to zero. Under most 
conditions, negative values were rare; however in certain conditions this can generate 
misleading result. By setting a lower boundary to the concentrations of all species, non-
negative values in the simulations were guaranteed. 
9.3.2 Derivation of the Gillespie Model 
Another way to assess the effect of molecular noise is to describe the reaction steps as 
stochastic birth and death processes. Consequently, the stochastic dynamics of a biochemical 
system can be described by the means of the Chemical Master Equation and simulated using 
the Gillespie algorithm [196] (see Appendix A1 and A2 for detail).  
 
A biochemical system is best implemented using Gillespie’s algorithm when the detailed 
kinetic information of its individual elementary reactions are available. However, for many 
molecular systems, such a complete set of kinetic rate constants of all reactions are not 
available. This is also the case for the tryptophan operon system. To accommodate this 
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problem, we attribute to each linear and nonlinear term of the deterministic equations a 
probability of occurrence for the corresponding reaction [118]. Because the reactions for the 
trp system we set up above were simplified as uni-molecular reactions, the propensity 
functions are therefore identical as the deterministic reaction rates[196]. Transitions in terms 
of molecule numbers for each reaction channel are given in Table 9.3. Simulation of the 
Gillespie model was carried out using the improved Gibson-Bruck algorithm [197].  
9.4 Effect of molecular noise on the tryptophan operon system 
Before investigating the effect of molecular noise, we first examine the predictions produced 
from the deterministic model. For the parameter set in Table 9.2, typical dynamics of the 
tryptophan system predicted by the model shows that the concentration of the system species 
eventually settle to stable steady states after some transient period, regardless of the initial 
conditions used. Previous studies based on the deterministic model, however, did not 
investigate further the behaviour of the system beyond the given parameter values.  
 
Motivated by recent suggestions that transcriptional bursting or the nature of birth and death of 
mRNA transcripts is a major source of noise at the gene expression level [105], we further 
explore the system behaviour by perturbating the mRNA degradation process. The rate at 
which mRNA degrades is controlled by parameter kd2. We found that for the set of parameter 
given in Table 9.2, the deterministic tryptophan system exhibits sustained oscillatory 
behaviour at equilibrium when kd2 decreases below a threshold value of about 2.2. In the phase 
plane of enzyme versus tryptophan level, a limit cycle is approached as the system moves into 
equilibrium state. The oscillatory patterns of the tryptophan level for three mRNA degradation 
rate: kd2= 1, 1.2 and 1.5 are shown in Table 9.1; together with their limit cycles in the enzyme 
versus tryptophan phase plane. As kd2 moves further away from the bifurcation point towards 
oscillatory regime, the limit cycle size starts small and gets bigger indicating that this is a 
supercritical Hopf bifurcation. 
 
Results from further bifurcation analysis shows that if level of total operon (Ot) is increased 
(Ot can be increased for example by means of constructing plasmids and inserting into the 
cell), the Hopf bifurcation point decreases. This means if the total amount of operon available 
is higher then periodic equilibrium is only possible at low degradation rates of mRNA.  
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Table 9.3. Reaction transitions  
(the same notations for molecule nemas were used here to denote molecule numbers). 
Reactions Transitions 
Ot → OR OR→ OR + 1 
OR→ ∅ OR→ OR - 1 
OR→ mRNA  
mRNA→ mRNA + 
1 
mRNA→ ∅ 
mRNA→ mRNA - 
1 
mRNA→ E E
 
→ E + 1 
E→ ∅ E
 
→ E + 1 
E→ T T
 
→ T + 1 
T→ ∅ T
 
→ T - 1 
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Figure 9.1.  
Sustained oscillations of tryptophan level predicted by the deterministic model; and limit cycles for 
kd2=1, 1.2, 1.5 
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9.4.1 Effect of Noise on Bifurcation Pattern 
Turning to the effect of noise, we now consider the dynamical behaviour of the stochastic 
version based on the Langevin approach. As expected, with a low noise coefficient (e.g. η 
=10-3), the stochastic predictions yield similar quantitative dynamics as in the deterministic 
regime except that in the stochastic model, small noisy fluctuations persist around the 
deterministic concentrations. However, when noise level is large enough (e.g. η = 5x10-3), 
stable sustained oscillations disappear for values of kd2 close to its bifurcation point. In fact, 
bifurcation analysis of the stochastic model identified a new bifurcation point for kd2 of around 
1.5 (Figure 9.3), which is much lower than when noise is ignored. For kd2 below this new 
value, predicted system behaviour of stable oscillations is similar for both regimes. For 
comparison, we have produced as thick trajectories in Figure 9.2, the limit cycles (LCs) 
produced by the Langevin model, and thin trajectories the LCs produced by the deterministic 
model in enzyme versus tryptophan coordinates for two values of kd2 = 1.5 and 2. At kd2 = 1.5, 
the stochastic LC is noisy but stable, and having smaller average oscillation amplitude 
compared to the deterministic case. However, as kd2 is increased to 2, the stochastic LC has 
been reduced to a stable focus point with no exhibition of oscillations. On the other hand, we 
still observe a clear LC produced by the deterministic model. 
 
Molecular fluctuations, when large enough, have been demonstrated to demolish oscillations 
in the tryptophan system in the vicinity of the bifurcation point. Furthermore, fluctuations 
have effectively replaced the bifurcation point from its deterministic position to a new, lower 
value. We show in Figure 9.3 the effects of internal noise on the bifurcation point for kd2. 
Stochastic bifurcation diagrams are plotted for 10 different realizations together with their 
mean.  
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Figure 9.2. 
Stochastic and deterministic LCs for kd2 = 1.5 and 2 in the Tryptophan vs. Enzyme concentration phase 
plane (see text for discussion). 
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Figure 9.3. 
Deterministic compared to stochastic bifurcation diagrams (in log-scale ) for parameter kd2 (η = 0.005).  
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9.4.2 Emergence of Stochastic Sustained Oscillations  
In the previous section, other model parameters except for kd2 were fixed in order to 
investigate the influence of internal molecular noise on the system while changing the mRNA 
degradation rate.  
 
In this section, we further investigate the difference in system dynamics which emerged from 
comparing the stochastic and deterministic descriptions by varying the total operator 
concentration, Ot, while keeping other model parameters at values in Table 9.2. The 
deterministic model predicts a stable steady state for the system over a wide range of tested 
values for Ot from 0 to 10 µM. On the other hand, when we apply molecular noise at a 
sufficient level (η = 10-2), the tryptophan system exhibits clear oscillatory dynamics with 
which we stochastically estimated a lower bifurcation point within [0.04, 0.06] and a upper 
point within [0.8,1] (lower noise coefficient of η = 10-3 did not show oscillations – Figure 9.4). 
These bifurcation points generally vary within the estimated ranges across different runs due 
to randomness. It is plotted in Figure 9.4 the bifurcation diagram using a log scale of the 
stochastic Langevin model in comparison with stable steady state of the deterministic model 
for two noise levels, η = 10-3 and η = 10-2.  
 
Unlike the case in the previous section where internal noise has the effect of displacing the 
bifurcation point; noise has been seen here to induce stable sustained oscillations over 
parameter range with that, no such behaviour is predicted under the deterministic description. 
By stochastically modelling the tryptophan operon system, we have shown the emergence of 
qualitatively different dynamics when molecular noise is incorporated and pointed out marked 
differences in the predictions obtained from the two modelling frameworks. 
9.4.3 Prediction Of The Gillespie Approach 
Besides the Langevin model, we also carried out stochastic simulation using the Gillespie 
approach. Due to the high computational cost of the Gillespie’s algorithm, we instead 
implemented the simulations with the Gibson-Bruck algorithm which manages to improve 
time performance substantially while maintaining the exactness of the algorithm [197]. 
 
For the parameter values and noise levels tested with the Langevin model, we obtained good 
agreement in predictions resulting from the two stochastic models (Figure 9.5). This shows 
that even without detailed kinetic knowledge of all elementary reactions involved in the 
system processes, our implementation of the Gillespie’s method provides good predictions. 
The same approach could be used for systems in which only kinetic data on lumped reactions 
is  
 170 
 
 
-5 -3 -2 -1 0 1 2
Log@OtD
1.5
2
2.5
3
3.5
Log@TryptophanD
Low noise
High noise
 
 
Figure 9.4. 
Stochastic bifurcation (in log-scale) for parameter Ot  from 0.001 to 10 displayed with 10 realizations; 
the mean curves in solid black was calculated over 100 realizations (η = 10-2). The dashed line 
represents the case when no noise is added. 
 
 
 
 
200 400 600 800 1000
Time
200
400
600
800
1000
1200
Tryptophan
Langevin
Gillespie
 
Figure 9.5. 
Time evolution of the tryptophan concentration predicted by the Gillespie approach in comparison with 
the Langevin equations approach 
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available. Below we show the time evolution of tryptophan in concentration obtained from 
two stochastic model with same setting of noise level (η = 10-3). 
9.5 Fluctuation Strength of Molecular Components 
One of the important topics in stochastic gene expression modelling is the quantification of 
noise for different molecular components and processes within genetic networks. A 
quantitative picture of the network’s internal fluctuations provides valuable knowledge into 
system behaviours under uncertain environments. Using the stochastic differential equations 
model, we aimed to quantify fluctuation strength for the molecular species in the tryptophan 
operon system. Normally, the fluctuation strength of a random variable µ is reported by its 
variance σµ2. Thattai and Oudenaarden [198] suggested to use the Fano factor (ratio of the 
variance to the mean) to measure the relative size of noise in gene expression. However, the 
Fano factor can be misleading for multivariate random processes and only works well for uni-
variate discrete random processes [199] (see section A6 in Appendix A for detailed formula 
and discussion of noise measurement). We adopted a preferred alternative measurement for 
noise which is formulated as the variance over the squared mean [199].  
 
Simulation plots indicate that mRNA fluctuation level at steady state is much more significant 
that fluctuations of other molecular components. Quantitative results confirm that noise at the 
mRNA level is about from 3 to 5 orders of magnitude higher than that exhibited by enzyme 
and tryptophan level (Table 9.4). Noise was measured over 1000 simulation runs. Calculations 
were carried out using parameter values in Table 9.2; simulations start with zero level of all 
species. We also carried out the same measurement for various values of the mRNA 
degradation rate (kd2) and found, as expected, that as kd2 is increased, the mRNA fluctuation 
level is also increased. However, fluctuation level at all other component is decreased (Table 
9.4). Therefore, to reduce noise output at the level of tryptophan, the degradation rate of 
transcripts should be increased.  
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Table 9.4. Noise strengths for the trp’s system species (noise coefficient η = 10-2 was used). 
 
kd2 OR mRNA Enzyme Tryptophan 
15 0.00066 0.12 4.78 x 0.00065 
30 0.00026 0.14 3.04 x 0.00043 
90 0.00005 0.35 2.36 x 0.00022 
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9.6 Discussion and Summary 
The goal of the study in the current chapter is to compare the performance and predictions of 
deterministic and stochastic models for a genetic regulatory network, thereby, studying the 
possible effects of molecular noise on system behaviour. In the presence of significant 
molecular noise, when the number of reacting molecules is small, stochastic modelling and 
simulations are necessary.  
 
We have constructed two stochastic models for the tryptophan operon system using two 
contemporary dominant frameworks: stochastic differential equations or the Langevin 
equations and the Gillespie’s stochastic simulation. By means of such simulations, we have 
shown that noise at molecular level can result in oscillatory equilibrium for our tryptophan 
system. This behaviour is predicted only by means of stochastic modelling. The deterministic 
model using the same parameter set could not predict oscillations but instead indicated that the 
system settles to a stable steady state. Furthermore, for cases when the deterministic model 
yields sustained oscillation at equilibrium, molecular noise has effectively displaced the 
bifurcation point by a significant distance. Nevertheless, the stochastic and deterministic 
bifurcation diagrams demonstrate similar patterns as the parameter moves away from the 
bifurcation point. For noise-induced oscillations, we found that the level of internal noise has 
quantitative effects on the amplitude and frequency of the oscillations. Higher noise levels 
within acceptable range result in limit cycle (in the enzyme versus tryptophan phase plane) 
with larger size and higher maximum value of tryptophan concentration. At very low level of 
noise, the stochastic model yields similar dynamics predicted by the deterministic counterpart. 
Discrepancies are more significant as the level of noise is increased.  
 
As important as the qualitative information, quantitative information of noise also provides 
valuable insights into the nature as well as consequences of stochasticity within a particular 
biological system. We quantified noise strength for all key molecular species of the tryptophan 
system where fluctuation level is formulated as the variance divided by the squared mean. It is 
revealed that noise at mRNA is most significant while noise at enzyme is the smallest. This 
suggests that one possible strategy for reducing noise at the tryptophan level is to increase the 
degradation rate of mRNA transcripts.  
 
To conclude, by explicitly including molecular noise in its formulation, stochastic modelling 
of the tryptophan operon system has provided more informative insights into the system 
behaviours compared with when only a deterministic model is used. 
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Chapter 10  
 
 
Conclusion  
and Future Directions 
 
 
The overall theme of the study conducted in this thesis is about systems dynamics analysis, 
feedback control, and dynamical modelling of cellular systems. The main goal for this work 
was to obtain an in-depth understanding of the roles of negative feedback loops in shaping the 
behaviours of cellular systems, to get deep insights into the dynamical characteristics of 
cellular systems that are governed by single as well as multiple, coupled negative feedback 
loops, and to realise the impact of molecular stochasticity in giving rise to system dynamical 
behaviours. 
 
We have modelled mathematically, simulated computationally, and analyse analytically the 
dynamical behaviours of feedback systems encompassing specific, experimentally well 
established genetic networks to more general, commonly encountered networks. Deterministic 
as well as stochastic models have been used for specific systems, depending on the level of 
detail of the systems and the particular questions asked. Our approaches have proved 
successful in gaining novel insights into the behaviour of feedback biological systems. We 
now give a summary of what we have achieved and finally, future directions that can follow 
from the current work.
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Achievements and Implications 
The first focus of the current work was to understand the design structure of the 
tryptophan operon system in E.coli. We have carried out a large-scale perturbation/response 
analysis of the trp system, in order to explore the roles of the individual feedback mechanisms 
governing this regulatory network [165]. To fulfil this goal, we first develop an S-systems 
model for the system based on an a model developed by Santillan and Mackey [26]. Then, to 
characterise the transient response of a dynamical system following perturbation, we propose 
two measurable quantities: maximum disturbance and recovery time. Using the developed S-
system model and the transient dynamics metrics, we systematically design different large-
scale sets of trp “in silico” mutant systems with alternative feedback structures (by varying 
parameters representing feedback strength) and carry out extensive simulations on these sets. 
We expose individual mutants within each set to perturbations of different kinds and quantify 
the system’s respective transient response.  
 
Comparative analysis on the resulting quantitative data allows individual as well as combined 
effects of the core control mechanisms governing the trp system to be unravelled. A large-
scale perturbation/response study using a power-law model to reveal the dynamical roles of 
the trp operon’s feedback loops is a novel effort. S-systems model not only allows a 
convenient way to model feedbacks but the acquirement of symbolic steady-state solution also 
provides a handy way to manage the controlled criteria in a comparative analysis. We also 
found that the transient response’s measures introduced in our study capture very well the 
dynamical picture of the system after perturbations, and are shown to have advantages over 
other metrics previously used in the literature. Although they are used specifically to measure 
the transient dynamics of the trp system in this work, they should be applicable to a wide 
range of systems. 
 
Our results show that the multiple negative feedback mechanisms employed by the trp operon 
are far from being redundant. Each loop was found to play distinct roles and affects system 
dynamics in different ways. Regardless of the nature of the subjected perturbations, enzyme 
inhibition was shown to directly control the disturbance level in the state variables’ 
concentrations after the system is perturbed. Enzyme inhibition was also shown to reduce 
recovery time under pulse perturbation. On the other hand, repression and attenuation both 
contribute negatively to the system’s disturbance level, in equivalent manner. Moreover, 
attenuation was found to speed up system recovery to stress whereas repression lengthens 
recovery time. Emerging from these individual, functionally different roles, the three feedback 
loops have evolved to concertedly give rise to a much more efficient, adaptive and stable 
system, than any single mechanism would provide. The combined regulation using all three 
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feedback mechanisms significantly increases system stability over a single mechanism, 
broadening the range of kinetic parameters for stable behaviour. Multiple feedback regulations 
respond to perturbations of different natures more swiftly with reduced oscillatory behaviour, 
less overshoot and shorter recovery time, and so lead to a more robust system overall. 
 
The second focus of the thesis was to systematically characterise negative feedback loops 
and investigate how these characterising factors affect the dynamics of the system carrying the 
loop. To this end, the feedback strength and cooperativity level (or the Hill coefficient as in 
the Hill-function representation of inhibition) have been identified as the two deciding factors 
that can be used to conveniently and efficiently characterise a negative feedback loop.  
 
We then develop an analytical bifurcation analysis based on the stability and the Routh-
Hurwitz theorem for a common negative feedback system and a variety of its variants. The 
aim was to establish analytical bifurcation points for the feedback strengths, Hill coefficients, 
and other model parameters. The study have demonstrated that the presence of a negative 
feedback loop is insufficient to determine the dynamics of the system it appears in; instead the 
strength and Hill coefficient of the feedback loop play critical roles in this determination. Not 
only that, the position of a loop was also found to be important in determining the system’s 
dynamics, demonstrated through the fact that one negative feedback loop may always 
enhances stable steady state while another loop in different position always enhances sustained 
oscillations instead.  
 
A key issue in model analysis is study how change in model parameters affects the dynamics 
of the system being modelled. In this work, parameter sensitivity analysis is greatly facilitated 
by the analytical tractability of the developed method. We focused mostly on the production 
and degradation rates of the system species as they directly modulate the concentration levels 
of these species. While the degradation rates solely affect the threshold Hill coefficient, the 
production rates have more significant roles in determining the threshold feedback strength. 
Importantly, the degradation rates are found to drive system dynamics in a more complex 
manner than the production rates, with each parameter exhibiting a bounded “oscillatory 
range”.  
 
Another focus we decided to investigate is the phenomenon of loops coupling in cellular 
systems. We demonstrated that coupled-loop systems display greater complexity and a richer 
repertoire of behaviours compared with single-loop systems. Different combinations of the 
feedback strengths of individual loops give rise to different dynamical regimes. Such feature 
can be of particular advantage for the system in enhancing its survival under uncertain 
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environment or stress condition. Notably, we discovered that adding an extra negative 
feedback loop does not always make the system more stable or more oscillatory. Instead, the 
system’s topology and the position of the added loop play key roles in affecting which 
dynamics the system adopts. 
 
Our analytical method has successfully demonstrated its usefulness in reaching numerous 
practical conclusions which we summed up and discussed at the end of chapter 7 and 8. We 
hope that these results can be used to aid the engineering of synthetic circuits with desirable 
dynamics, or parameter estimation and optimisation.  
 
The final focus of the current thesis is to understand how fluctuations in biochemical 
reactions manifest at the higher level of system dynamics. We fulfilled this attempt by 
developing stochastic models for the tryptophan operon system and compared their predictions 
to those given by the deterministic model. By means of simulations, we have shown that noise 
can induce oscillatory behaviour for the tryptophan system which demonstrates steady state in 
the absence of noise. It was revealed that the level of internal noise has quantitative effects on 
the amplitude and frequency of the induced oscillations. On the other hand, incorporating 
noise in an oscillatory system can alter the characteristics of oscillation by shifting the 
bifurcation point of certain parameters by a substantial amount. By quantification of the 
fluctuation level of key molecular species of the tryptophan system we discovered that noise at 
the mRNA is most significant while noise at the enzyme is the least. This hints at a potential 
strategy for suppressing fluctuation in the level of tryptophan through raising the degradation 
rate of the mRNA transcripts.  
 
Our study shows that noise should not be ignored in the attempts to truthfully understand the 
dynamic behaviour of cells. Only by explicitly taking biochemical fluctuations into our 
models, can a complete picture of cellular behaviours be achieved. 
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10.1 Future Directions 
The work described in this thesis suggests several directions of future work. 
 
• This thesis focuses primarily on negative feedback regulation. However, positive 
feedback plays equally important roles in controlling cellular dynamics; a comparable 
study should therefore be carried out for positive feedback regulation. Feedback 
strength and sensitivity level can be similary used as the determinant factors in 
characterising a positive feedback loop. We believe that these factors are also key in 
guiding how positive feedback loops give rise to certain functions such as bistability. 
Moreover, because negative and positive feedbacks are often mixed to coordinatedly 
control cellular networks, it is important to extend our understanding of loop-coupling 
design structures by investigating regulatory motifs that carry a mixture of both types of 
feedback loops.  
 
• The analytical method for stability and bifurcation analysis developed in this study 
proves useful particularly for small feedback networks. Since large networks are 
increasingly thought of as being built from smaller subnetworks [12, 200, 201], an 
important question naturally arises which asks how the subnetworks and their 
interconnections give rise to the dynamics of the larger network. This pressing 
challenge means that it would be highly relevant to develop novel approaches for large-
scale network analysis that could take advantage of those developed for subnetworks 
and link them together. Because analytical methods become quickly intractable as the 
size of the network increases, for this to work, representation of the individual 
subnetworks should be sufficiently simple and convenient. Furthermore, to aid with the 
large size of the networks, a hybrid analytical-numerical approach could be employed. 
 
• Many molecular and physiological processes in living organisms follow oscillatory, 
periodic dynamics, with the period spanning from fractions of a seconds/minutes 
(calcium) to minutes/hours (NF-қB, p53 and segmentation clock) to hours/days 
(circadian clock and cell cycles). For some of these systems (such as the circadian 
clock), the ability to maintain a stable period (close to 24h) is critical. The amplitude of 
the oscillation pattern may also be critical in maintaining a proper level of key proteins. 
This thesis has studied the role of negative feedbacks in establishing oscillatory 
dynamics to some extent, but has not touched on how the feedbacks affect the 
oscillation pattern, i.e. the period, amplitude and phase of the oscillation. Illumination, 
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for example, on how feedback strength impacts the period/ amplitude of the oscillatory 
dynamics is valuable in understanding the operation of circadian clock in various 
organisms. Future work therefore could focus on this direction of investigation.  
 
• In chapter 4 we have introduced two metrics that have proved useful in quantifing the 
transient dynamics of a system following exposure to perturbations. However, there are 
plenty of room for improvements in this area. First, more sophisticated metrics should 
be developed to genuinely capture the transient response with respect to perburbations 
of a more complex nature. Second, since these metrics are typically computed using 
numerical techniques, more efficient algorithms for quantification of these metrics are 
therefore required so that a larger set of alternative mutants could be explored. Metrics 
that can facilitate their analytical quantification should be of particular interest. 
 
• In chapter 7, the idea of an “optimal” value of the degradation rate for oscillation was 
raised and it has been speculated that some cellular systems might have to go to great 
length to adapt to oscillatory dynamics, since each and every degradation rate must be 
tuned to reside within its respective oscillatory range. It would be fascinating to explore 
this idea further by embarking on a study to understand the evolution of oscillatory 
behaviours in living cells. 
 
• On many occasions, lumped rate laws such as Michaelis-Menten or Hill-type functions 
are used for stochastic simulation of cellular behaviours in the Gillespie algorithm. This 
is mainly due to the lack of knowledge on the elementary reactions and of kinetic data. 
Ideally, the rate constants of the elementary reactions should be used instead. The 
question here arises as how valid this use of phonological rate laws for Gillespie 
simulation is? And how do we address the question? We think it is worthwhile to tacke 
these issues as the answers will shed light on the practicality of this most commonly 
used stochastic simulation algorithm. 
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Appendices 
Appendix A: Popular Approaches in Stochastic Modelling 
In this appendix, we survey common approaches to stochastic modelling of coupled chemical 
reactions and their mathematical derivations. Two of them are exact and rigorous ways to 
predict the evolution of a biochemical system (such as a GRN): (1) Chemical Master Equation 
and (2) Numerical Simulation for constructing sample realizations through probability 
distribution, such as the Gillespie algorithm. While being advantageous with their exact 
description of systems, these methods however suffer intractability and expensive 
computational cost. The trade-off between precision and speed has to be made for modelling 
realistic systems. A number of approximated methods to the Chemical Master Equation are 
therefore also presented herein, including SDE - the Chemical Langevin equation, the Fokker-
Planck equation and Linear Noise Approximation.  
A1. The Chemical Master Equation 
The chemical master equation (CME) is used to describe the temporal variation in species of a 
biochemical reaction system [74, 202, 203]. Its formulation is based on the assumption that the 
content of the system is well mixed, i.e., there is a sufficiently long time between reactive 
collisions to ensure that each pair of molecules is equally likely to be the next to collide. CME 
demonstrates how the state of the system changes through the changes of probability 
distributions with time.  
 
We generally have a reaction system consisting of n chemical species 1 2, ,.., ,..,j nS S S S  that 
take part in m possible types of reactions, or reaction channels 1 2, ,.., ,..,j mR R R R . The state 
vector of the system ( )X t  is defined by 1 2[ ( ), ( ),..., ( )]nX t X t X t  with iX  (i=1..n) is the number 
of molecules of species iS at time t. For j=1..m, the reaction channel jR has an associated 
stoichiometric vector, njv ∈R , whose 
thi component is the change in the number of molecules 
of species iS  as a result of that reaction. In other words, a reaction of channel jR would change 
state vector from X(t) to ( ) jX t v+ . 
 
For illustrative purpose, consider a simple bimolecular reaction of reaction channel jR :  
 
1 2 3
jc
j j jS S S+ → ,                                (A.1) 
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where jc is the rate constant.  
 
Reaction (A.1) takes place whenever a molecule of species 1jS meets a molecule of species 2jS . 
Because there are 1( )jX t  molecules of 1jS and 2 ( )jX t  molecules of 2jS  at time t, there 
are 1 2( ) ( )j jX t X t different combinations of 2 molecules of species 1jS and 2jS . Therefore, if we 
define jc dt as the probability that one combination of reaction (A.1) reactants will meet in the 
next infinitesimal time dt, then the probability that a reaction of type (A.1) will occur in the 
time interval [ , )t t dt+ is 1 2( ) ( )j j jX t X t c dt . We then denote the propensity function of 
reaction channel j as, 
 
1 2( ( )) ( ) ( )j j ja X t X t X t c= . 
 
Similarly, a unimolecular reaction 1 2j
c
j jS S→  has propensity function 
of 1( ( )) ( )j j ja X t X t c= , or a dimerisation reaction 1 22 jcj jS S→  has propensity function 
of 1 1
1( ( )) ( )[ ( ) 1]
2j j j j
a X t X t X t c= − . 
 
Returning to our system, the propensity function of the reactions channel jR  (j=1..m) is: 
 
( ( )) ( )j j ja X t h t c= , 
 
where jc is the reaction rate constant and ( )jh t is the number of different combinations 
of jR reactants at time t. Therefore ( ( ))ja X t dt  indicates the probability that a reaction of 
type jR  will occur in the time interval [ , )t t dt+ in the system. 
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Figure A1.  Transitions of system state from time t to time t+dt 
 
Denote ( , )P x t as the probability that system state ( )X t x=  at time t. The idea behind CME is 
how to calculate ( , )P x t dt+ given that the probability of the system being in any possible 
states at time t and that dt is so small that at most one reaction can take place over [ , )t t dt+ .  
 
Because at most one reaction can take place, during [ , )t t dt+ , there is a total of 1m + potential 
state transitions from time t to t dt+ :   for 1 j m≤ ≤ , transition j indicates that the system was 
in the state jx v− at time t and one reaction of type jR fired over[ , )t t dt+  bringing the system 
into state x with probability ( )j ja x v dt− ; transition m+1 indicates that no reaction occurs 
during [ , )t t dt+ and the system remains at state x, the probability of this event is 
1
1 ( )m ja x dt−∑ .  
 
Therefore, ( , )P x t dt+ can be expressed as below: 
 
1 1
( , ) ( ) ( , ) 1 ( ) ( , )
m m
j j j j
j j
P x t dt a x v dtP x v t a x dt P x t
= =
 
+ = − − + − 
 
∑ ∑ . 
 
Rearranging the equation and letting 0dt → , we have the CME: 
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1 1
( , ) ( ) ( , ) ( ) ( , )
m m
j j j j
j j
dP x t
a x v P x v t a x P x t
dt
= =
= − − −∑ ∑ . 
 
From a mathematical perspective, CME is a set of intuitive and simple linear ODEs with one 
ODE for each possible state of the system. However, the number of possible states is large 
when the number of chemical species n is high. It is therefore a daunting task just to write 
down all equations of the CME, let alone solve it. Analytical solution of CME is generally 
intractable as well.  Two main approaches are usually used to tackle the intractability of the 
CME; the most common strategy is to apply a Monte-Carlo method, in this context the 
Stochastic Simulation Algorithm (SSA) of Gillespie [196] which serves as an exact numerical 
calculation of the CME, is a popular choice. The other approach is to approximate the CME so 
that the solution can be represented on a smaller space by using the Fokker-Planck equation or 
the Linear Noise Approximation method.    
A2. The Gillespie Algorithm 
Here, we follow the same naming convention from the last section. To derive SSA, we 
introduce the quantity ( | , )
no
P x tτ , defined as the probability that no reaction occurs in the time 
interval [ , )t t τ+ given that the system state ( )X t x= at time t. 
 
To calculate ( | , )
no
P x tτ , consider the time interval[ , )t t dτ τ+ + . We assume that what happens 
over [ , )t t τ+ is independent of what happens over[ , )t t dτ τ τ+ + + . 
 
Therefore: 
( | , ) ( | , ) * ( | , )
no no no
P d x t P x t P d x tτ τ τ τ τ+ = + .                              (A.2) 
 
Note, however, that: 
( | , )
no
P d x tτ τ+ = 1 – sum of prob. of each reaction over[ , )t t dτ τ τ+ + +  = 
1
1 ( )
m
j
j
a x dτ
=
−∑ . 
 
Therefore, 
1
( | , ) ( | , ) * 1 ( )
m
no no j
j
P d x t P x t a x dτ τ τ τ
=
 
+ = − 
 
∑ . 
 
This equation can be solved with 
1
( ) ( )
m
sum j
j
a x a x
=
=∑  to give ( )( | , ) suma xnoP x t e ττ −= . 
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Now, given ( )X t x=  we further define another quantity ( , | , )P j x tτ  such that 
( , | , )P j x t dτ τ represents the probability that the next reaction will occur in infinitesimal time 
[ , )t t dτ τ τ+ + + and that reaction is of type jR . This probability can be calculated as: 
 
( , | , )P j x t dτ τ = [Pro. no reaction occurs in [ , )t t τ+ ] × 
[Pro. reaction type jR occurs in [ , )t t dτ τ τ+ + + ]. 
Or  
( , | , ) ( | , ) ( )no jP j x t d P x t a x dτ τ τ τ= . 
 
Leading to ( )( , | , ) ( )suma x jP j x t d e a x dττ τ τ−=  which can be rewritten as: 
 
( )( )( , | , ) ( )( )
sum
j a x
sum
sum
a x
P j x t a x e
a x
ττ −= . 
 
This equation shows that ( , | , )P j x tτ is a joint density function and can be expressed as 
product of two independent density functions:  
 
1) ( )( | , ) ( ) suma xsumP x t a x e ττ −= corresponds to the reaction time to fire (a continuous random 
variable) and, 
2) ( )( | , ) ( )
j
sum
a x
P j x t
a x
= corresponds to the reaction type to fire (a discrete random variable). 
 
The SSA generates τ and j from values of ( | , )P x tτ and ( | , )P j x t using the probability 
distribution inverse method via uniform (0,1) sample. The algorithm can be summarized in 
steps as follow. 
 
Step 1) Set initial number of species 1 2[ , ,..., ]nX X X , reaction rates (1 )jc j m≤ ≤ and initial 
time t = 0. 
Step 2) Evaluate ( ( ))ja X t  for 1 j m≤ ≤ and the sum 
1
( ( )) ( ( ))
m
sum j
j
a X t a X t
=
=∑ . 
Step 3) Generate two independent uniform random variables 1r and 2r . 
Step 4) Set 2ln(1/ ) / ( ( ))sumr a X tτ = . 
Step 5) Set j as the index satisfying 
1
2
1 1
( ( )) ( ( )) ( ( ))
j j
k sum k
k k
a X t r a X t a X t
−
= =
≤ ≤∑ ∑ . 
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Step 6) Update system state X(t), set t t τ→ + . 
Step 7) Go to step 2 or Stop if maxt t= . 
 
SSA is considered as an exact calculation of CME, in the sense that the statistics from CME 
are produced precisely. However, this exactness is achieved at a high computational cost. A 
large amount of random numbers needs to be generated and kept track of if the number of 
molecules in the system is high and/or there are some fast reactions. Therefore, for systems 
possessing species with a high number, simulations using SSA could be a long and expensive 
task. Nevertheless, SSA works well for small systems or systems of reasonable size. Because 
of its precise representation of the CME, SSA can be used as a useful tool to validate other 
approximate approaches of the CME.  
A3. SDE – Chemical Langevin Equation 
In the SSA, the time interval length until next reactionτ is variable and can be very small 
which is the main reason leading to the high computational cost of SSA. It is therefore 
intuitive to consider a fixedτ  and within this time, fire all reactions that would have occurred 
simultaneously. For each reaction channel jR , suppose jp is a random variable representing the 
number of reactions of this channel that fire within time intervalτ . It is easy to see that 
jp depends on the propensity function ( ( ))ja X t and onτ . The system state at time t τ+ can be 
simply updated from time t, based on the stoichiometric vector jv , as follows: 
1
( ) ( ) ( ( ( )), )
m
j j j
j
X t X t v p a X tτ τ
=
+ = +∑ .                  (A.3) 
The task now is to derive values of ( ( ( )), )j jp a X t τ . Here, we introduce the first assumption: 
assume τ is small enough that the change in the state during [ , )t t τ+ will be so slight that no 
propensity function will suffer appreciable change in its value. In other words, ( ( ))ja X t is 
considered constant over [ , )t t τ+ for all j. Because of this, the probability of channel jR firing 
in any infinitesimal interval dτ inside[ , )t t τ+ will be the same value, ( ( ))ja X t dτ . This means 
the number of type jR reactions over [ , )t t τ+ , jp would be a Poisson random variable 
(counting variable) characterized by a Poisson distribution ( , )P k λ [204]: 
 
( , )P k λ = Prob( jp = k) = !
ke
k
λλ−
,  here ( ( ))ja X tλ τ= . 
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The mean and variance of this distribution are < ( , )P k λ > = var{ ( , )P k λ } = ( ( ))ja X t τ . So the 
first assumption has allowed us to estimate random values of jp from a Poisson distribution 
with parameter that can be readily calculated. Probability theory states that a Poisson random 
variable with large mean is well approximated by a normal random variable with the same 
mean and variance. We thus introduce the second assumption: assumeτ is large enough so that 
( ( ))ja X t τ  is large for all1 j m≤ ≤ . This assumption permits us to approximate the Poisson 
random variables ( ( ( )), )j jp a X t τ with normal random variables ( ( ( )) , ( ( )) )j j jN a X t a X tτ τ . 
The approximation converts jp from an integer, discrete random numbers to a real, continuous 
random numbers.  
 
Putting * ( ) /x x m σ= −  demonstrates that a random variable drawn from the normal 
distribution 2( , )N m σ can be mapped to a corresponding variable drawm from the unit normal 
distribution (0,1)N scaled by the standard deviation and offset by the mean: (0,1)m Nσ+ . In 
this way, equation (A.3) can then be rewritten as: 
 
1 1
( ) ( ) ( ( )) ( ( )) (0,1)
m m
j j j j j
j j
X t X t v a X t v a X t Nτ τ τ
= =
+ = + +∑ ∑ ,    (A.4) 
 
where (0,1)jN are independent normal random variables drawn from unit interval (0,1). This 
equation is called the Chemical Langevin Equation and is referred to as its “second form”. 
Rearranging equation (A.4) and dividing both sides byτ , we have: 
 
1 1
(0,1)( ) ( ) ( ( )) ( ( ))
m m
j
j j j j
j j
NX t X t
v a X t v a X tτ
τ τ= =
+ −
= +∑ ∑ . 
Or  
1 1
( ) ( ) ( ( )) ( ( )) (0,1/ )
m m
j j j j j
j j
X t X t
v a X t v a X t Nτ τ
τ
= =
+ −
= +∑ ∑ . 
 
If we pass to the limit 0dtτ → → , we obtain: 
 
1 1
( ) ( ( )) ( ( )) ( )
m m
j j j j j
j j
dX t
v a X t v a X t dW t
dt
= =
= +∑ ∑ .     (A.5) 
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This equation is usually referred to as the “white-noise” form of the CLE because of the so-
called “white-noise” term ( ) lim (0,1/ )j jdtdW t N dt→∞= . It has t as a continuous variable. It is 
important to note that equation (A.5) is only a good approximation of (A.4) when we make the 
third assumption that the chosen fixed time τ has to be small enough. 
 
To sum up, we see that the white-noise form of the CLE is obtained from the SSA (and so 
CME) based on three assumptions:  
 
1) τ is small enough so that ( ( ))ja X t will be considered constant over [ , )t t τ+ for all j; 
2) τ is large enough so that ( ( ))ja X t τ will be large and 
3) τ is small enough for equation (4.4) to give good approximation of equation (A.5). 
 
These assumptions seem contradict on the value ofτ but are not impossible to achieve 
simultaneously. However, the satisfaction requires a large number of species molecules 
present in the system. 
 
In modelling stochasticity, molecular fluctuations can be incorporated explicitly by including 
random variables (or rather stochastic processes) in the model parameters [52]. The model of 
ordinary differential equations is then converted into model of stochastic differential equations 
(SDE). We have approximated the CLE from the CME, which is an example of SDE. 
However, it is usually set up by starting with the deterministic model of ODEs and appending 
a noise term to the end of the differential equations, 
 
( ) ( ( )) ( )dX t vr X t Noise t
dt
= + , 
 
where ( ) ( ( )) ( )Noise t v r X t n t= is the additive (white) noise term.  
A4. Fokker-Planck Equation 
 
Another way to tackle the CME is to reduce its dimension by an approximation using Taylor 
expansion truncation. We rewrite here the CME formulated in previous section: 
 
( ) ( )
1 1
( , ) ( ) ( , ) ( ) ( , )
m m
j j j j
j j
P x t
a x v P x v t a x P x t
t
= =
∂
= − − −
∂ ∑ ∑ .      (A.6) 
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For each 1 j m≤ ≤ , denote a new function ( , ) ( ) ( , )j jF x t a x P x t= . The CME now becomes: 
 
1
( , ) ( , ) ( , )
m
j j j
j
P x t F x v t F x t
t
=
∂
= − −
∂ ∑ . 
 
Note that in this equation x and jv are all in the form of vectors: 1 2[ , ,..., ]j j j njv v v v= and 
1 2[ , ,..., ]nx x x x= . By carrying out a Taylor expansion around the vector x and ignoring terms 
of order three and higher [74], the above equation can be rewritten as: 
 
2
1 1 1 1
( , ) ( , )( , ) 1
2
m n n n
j j
ij ij kj
j i i ki i k
F x t F x tP x t
v v v
t x x x
= = = =
 ∂ ∂∂  
= − + ∂ ∂ ∂ ∂  
∑ ∑ ∑∑  
Or 
( ) ( )2
1 1 1 1
( , ) 1( ) ( , ) ( ) ( , )
2
m n n n
ij j ij kj j
j i i ki i k
P x t
v a x P x t v v a x P x t
t x x x
= = = =
 ∂ ∂ ∂
= − + ∂ ∂ ∂ ∂ 
∑ ∑ ∑∑  
 
This is called the Fokker-Planck equation. One advantage of working with the Fokker-Planck 
equation is that it is possible to analyse the model. Tools such as sensitivity analysis and 
bifurcation theory are applicable. However, the down side of this approach is that it is 
impossible to solve the Fokker-Planck equation even numerically, when the number of 
molecules reaches beyond a few species [52]. To analyze these models, Monte-Carlo methods 
are used by most researchers, where one solves the Langevin equation many times and then 
use statistics to estimate the probability density function. Compared to deterministic equations, 
Monte-Carlo methods are more time consuming when simulating many molecules and 
reactions, although they currently are the only option for complex models.  
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A5. Linear Noise Approximation 
It is understood that as the number of molecules in a reaction system increases, the system’s 
evolution becomes smoother and the deterministic framework is considered more appropriate 
for modelling. The Linear Noise Approximation (LNA) method [205] exploits this behavior 
and bases on the idea that the total number of molecules for each species can be meaningfully 
separated into two parts: a deterministic part, call it id , and a fluctuating part, call it if . The 
fluctuations scale roughly as the square-root of the number of molecules. Therefore, the 
molecules numbers can be written as: 
 
1/ 2
i i iX d f= Ω + Ω , where Ω is the system volume. 
 
We would like a set of equations that govern the change in the deterministic part d and an 
equation that governs the change in the probability distribution of the fluctuations, call it 
( , )f tΠ , centered upon d. The probability distribution ( , )P X t in the CME for 
1 2[ , ,..., ]TnX X X X χ= = Ω is related to ( , )f tΠ  for 1 2[ , ,..., ]nf f f f= as below: 
 
1/ 2( , ) ( , ) ( , )P X t P d f t f t= Ω + Ω = Π . 
 
Differentiate with respect to t of ( , )f tΠ at constant molecule number we have: 
 
1
( , ) ( , ) ( , )n i
i i
fP X t f t f t
t t t f
=
∂∂ ∂Π ∂Π
= +
∂ ∂ ∂ ∂∑ . 
 
Since 0iX
t
∂
=
∂
means 1/ 2i i
f d
t t
∂ ∂
= −Ω
∂ ∂
, substitute into the above equation gives 
 
1/ 2
1
( , ) ( , ) ( , )n i
i i
dP X t f t f t
t t t f
=
∂∂ ∂Π ∂Π
= − Ω
∂ ∂ ∂ ∂∑ . 
 
We define a step-operator kiE that increments the 
thi species by an integer k, acting on a 
function g as:  
 
(..., ,...) (..., ,...)ki i iE g X g X k= + . 
 
This step-operator can be approximated by using Taylor expansion around 1/ 2/k Ω as below. 
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2 2
1/ 2
1/ 2 1/ 2 2(..., ,...) (..., ,...) (..., ( ),...) (..., ,...) ...2
k
i i i i i i
i i
k k g k gE g X g X k g d f g X f f
∂ ∂
= + = Ω + Ω + ≈ − + +
Ω Ω ∂ Ω ∂
 
So:  
2 2
1/ 2 1 3/ 2(..., ,...) 1 ( ) (..., ,...)
2
k
i i i
i i i
kE g X k O g Xf f f
− − −
 ∂ ∂
≈ − Ω + Ω + Ω ∂ ∂ ∂ 
. 
 
When this operator is applied many times, for example, when the system state is updated after 
a reaction of type jR , we have: 
 
1
1 2
1/ 2 3/ 2
1
1 1 1
( ) ... ( ) 1 ( ) ( )
2
j j nj
n n n
v v v
n ij ij lj
i i li i l
E g X E E g X v v v O g Xf f f
−
− − −
− −
= = =
 ∂ Ω ∂
= ≈ − Ω + + Ω ∂ ∂ ∂ 
∑ ∑∑ . 
 
Taylor expansion of the propensity function ( )ja χ around the macroscopic value ɶ ( )ja d gives  
 
ɶ
ɶ
1/ 2 1/ 2 1
1
( )( ) ( ) ( ) ( )
n j
jj j i
i i
a d
a a d f a d f O
d
χ − −
=
∂
= + Ω = + Ω + Ω
∂∑ . 
 
The CME can be represented with this operator as this: 
 
( )
1
( , ) 1 ( , ) ( , )j
m
v
j
j
P X t E a P X t
t
χ−
=
∂
= Ω − Ω
∂ ∑ . 
 
Substitute equations above into the CME, we obtain 
 
1/ 2
1
( , ) ( , )n i
i i
df t f t
t t f
=
∂∂Π ∂Π
− Ω
∂ ∂ ∂∑ = 
ɶ
ɶ1 2
1/ 2 3/ 2 1/ 2 1
1 1 1 1 1
( )( ) ( ) ( ) ( , )
2
m n n n n j
jij ij lj i
j i i l ii i l i
a d
v v v O a d f O f tf f f d
−
− − − −
= = = = =
  ∂ Ω ∂ ∂Ω −Ω + + Ω + Ω + Ω Π  ∂ ∂ ∂ ∂   
∑ ∑ ∑∑ ∑
. 
On both sides of this equation, we identify terms of order 1/ 2Ω  and compare them 
 
1/ 2Ω :  ɶ
1 1 1
( , ) ( , )( )
n m n
i jij
i j ii i
d f t f t
v a d
t f f
= = =
∂ ∂Π ∂Π
=
∂ ∂ ∂∑ ∑∑ . 
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We now have a coupled set pf nonlinear differential equations that govern the deterministic 
evolution of the system, which happens to coincide with the macroscopic reaction rate 
equations because at macroscopic level ɶ
1
( )
m
i jij
j
d
v a d
t
=
∂
=
∂ ∑ . 
Identify terms of order 0Ω  and compare them we have 
 
0Ω :  
ɶ ( ) ɶ 2
1 1 1 1 1
( , )( , ) ( ) 1 ( , )( )
2
m n n n nj l
jij ij lj
j i l i ll i i l
f f tf t a d f t
v a d v v
t d f f f
= = = = =
 ∂ Π∂Π ∂ ∂ Π
= − + ∂ ∂ ∂ ∂ ∂ 
∑ ∑∑ ∑∑  
=
( ) 2
, 1 , 1
1
2
n n
k
ik ik
i k i ki i l
f
A Bf f f
= =
∂ Π ∂ Π
− +
∂ ∂ ∂∑ ∑ . 
 
with 
ɶ
1
( )m j
ik ij
j k
a dA v
d
=
∂
=
∂∑  and 
ɶ ɶ
1
( ) [ * ( ( ))* ]
m
T
j jik ij kj ik
j
B v v a d v diag a d v
=
= =∑ . 
We now also have a partial differential equation that characterizes the probability distribution 
of the fluctuations part. This is referred to as a linear Fokker-Planck equation with coefficient 
matrix A and B that depend on time through the deterministic rates. Despite being referred to 
with the same name, this equation is essentially different to the Fokker-Planck equation 
governing the evolution of the probability distribution of the system state described in the 
previous section.   
 
Higher orders than 0Ω are not considered in the linear noise approximation. The stationary 
solution of the fluctuation probability distribution can be solved by setting: 
 
( ) 2
, 1 , 1
1 0
2
n n
k
ik ik
i k i ki i k
f
A Bf f f
= =
∂ Π ∂ Π
− + =
∂ ∂ ∂∑ ∑ . 
 
, where matrix A and B are evaluated in the macroscopic stationary state ssd . It is given as the 
multi-dimensional Normal distribution 
 
1 1( , ) exp . ( ).
2(2 ) [ ( )]
T
n
f t f C t f
Det C tpi
 Π = − 
 
, 
 
with C is the covariance matrix ik i k i kC f f f f= − which satisfies . . 0TA C C A B+ + =  at 
steady state. 
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The linear Fokker-Planck provides insights into the physics of the system. Notice matrix A is 
simply the Jacobian matrix of the deterministic system, evaluated pointwise along the 
deterministic trajectory. It therefore represents the local damping or dissipation of the 
fluctuations. While matrix B indicates how much the microscopic system is changing at each 
point along the deterministic trajectory, hence represents the local fluctuations. The equation 
above which is evaluated at steady state, describes the balance of two effects coming from 
dissipation and fluctuations. It is thus usually called the dissipation-fluctuation relation. 
A6. Noise Measurements  
Noise can be quantified in a number of ways. Autocorrelation has been used to summarize 
both the magnitude and frequency of fluctuations [199]. However, most models so far have 
focused on exploring the steady-state statistics of gene regulatory networks. Two most 
important characteristics are the mean and the variance of the number of molecules of each 
species within the networks. The advantages of these system properties are that they are 
fundamental and simple to understand, provide clear interpretations and more importantly, 
they are easily accessible experimentally [198] . 
 
Two major measurements have been used to compute noise strength (NS). The first 
measurement is formulated as the variance over the squared mean (equation (4.7)), which 
allows for a clean separation of different noise sources as long as the models are weakly 
nonlinear [199]. 
 
2
1 22
varNS
mean m
σ
= = .     (A.7) 
 
The second measurement is the Fano factor, formulated as the variance over the mean 
(equation (A.8)). The Fano factor is equal to one for Poisson distribution because var = mean, 
it therefore can measure how close to Poisson distributed a given process may be. 
 
2
1
varNS
mean m
σ
= = .     (A.8) 
 
However, the comparison with the Poissonian only works well for uni-variate discrete random 
processes since the variance is often proportional to the mean, but not relevant for multi-
variate random processes. The use of the Fano factor therefore can be misleading for these 
latter, more realistic processes [199]. 
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Choice of measurement of noise is largely due to which aspects of cell-to-cell variability that 
need to emphasize in the study, which are different from experiment to experiment [206]. 
However, the variance over squared mean provide better physical insights than the Fano factor 
[207]. Moreover, the variance over squared mean is also more suitable for experimental 
interpretations [199].  
A7. Summary and comparison 
Below we summarise all the methods surveyed in the preceding sections (Table A1). Main 
points of advantage and disadvantage are compared across the methodologies together with 
their categorization, analytical tractability and description. The table might be useful for one to 
make a decision of which formulation to adopt for his or her modelling task. 
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Appendix B: Mathematical Derivations 
This appendix contains the material which is not given in the thesis chapters for coherence. It 
consists of three sections with derivations supporting chapters 6, 7 and 8 in the main thesis. 
Section 1 presents the mathematical derivations for the results involving the single-loop 
systems. Section 2 presents the mathematical derivations for the results involving the coupled-
loop systems. Section 3 presents the mathematical derivations for the results involving the 
system with endproduct utilisation. Section 4 gives the explicit expressions of the coefficients 
of functions f and g discussed in the main text, and some intermediate derivation steps. The 
supplementary figure S1 is given in section 5. 
B1. Single-Loop Systems 
The system’s local stability can be known from the eigenvalues of the system characteristic 
polynomial. For the three-species system with all three negative feedback loops, the 
corresponding characteristic polynomial is a cubic given by 
3 2
1 2 3( )f λ λ α λ α λ α= + + + ,                     (1) 
with coefficients 
1 d1 d2 d3 d3 3 3
2 d1 d2 d1 d3 d2 d3 2 2 d1 d2 d3 3 3
3 d1 d2 d3 1 1 2 2 3 3
(1 ) ( )
(1 )
k k k k M n
k k k k k k M n k k k M n
k k k M n M n M n
α
α
α
= + + +
= + + + + +
= + + +
   (2) 
where 
1
1 1
3
1
1 3
n
n n
xM
K x
=
+
,
2
2 2
3
2
2 3
n
n n
xM
K x
=
+
,
3
3 3
3
3
3 3
n
n n
x
M
K x
=
+
.       (3) 
 
According to the Routh-Hurwitz criteria, the system’s stability condition is 
1 20, 0α α> > and 1 2 3α α α>      (4) 
Since α1 and α2 are obviously positive, the stability condition is therefore reduced to  
1 2 3α α α>                                         (5) 
The steady-state (equilibrium) values of the system variables can be determined by setting the 
right hand sides of the system model equations to zeros. This means 
1
1 1
2
2 2
3
3 3
1
1 d1 1
1 3
2
2 1 d2 2
2 3
3
3 2 d3 3
3 3
0
0
0
n
n n
n
n n
n
n n
Kk k x
K x
Kk x k x
K x
Kk x k x
K x
− =
+
− =
+
− =
+
                                (6) 
Working from the bottom of equations (6) up we have 
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3 32
3 3 3 32 2
31 2
3 31 1 2 2
31 2
3 31 1 2 2
3 3 3 32 2
3 2 1
d3 d3 d2 2 33 3 3 3
3 32 1 1 2
d3 d2 d1 1 3 2 3 3 3
1 2 3 31 2
d1 d2 d3 1 3 2 3 3 3
n nn
n n n nn n
nn n
n nn n n n
nn n
n nn n n n
k K k Kk K
x x x
k k k K xK x K x
k Kk k K K
k k k K x K x K x
k k k KK K
k k k K x K x K x
 
= =  
++ + 
  
=    + + +  
=
+ + +
   (7) 
Substitute (3) into (7) we have the equilibrium equation reduced to 
          1 2 3 3(1 )(1 )(1 )M M M Ax− − − = , with d1 d2 d3
1 2 3
k k kA
k k k
=       (8) 
 
B1.1. System 13L  
B1.1.1 Stability Condition
 
In this case we have M2=M3=0, equation (5) now becomes after substitution from (2): 
d1 d2 d3 d1 d2 d1 d3 d2 d3 d1 d2 d3 1 1( )( ) (1 )k k k k k k k k k k k k M n+ + + + > + , 
or  
d1 d2 d2 d3 d3 d1
1 1
d1 d2 d3
( )( )( )k k k k k k
M n
k k k
+ + +
< .                (9) 
Denote the right hand side of (9) by B then the stability condition becomes 
1
1
BM
n
< .                                               (10) 
B1.1.2 Critical n1 
Applying the Cauchy-Schwartz inequality for 2 variables we have:  
d1 d2 d1 d22k k k k+ ≥  
d2 d3 d2 d32k k k k+ ≥  
d3 d1 d3 d12k k k k+ ≥  
Multiply these inequalities together we obtain B ≥ 8. Equality occurs when kd1= kd2= kd3. Since 
M1<1 always, condition (6) is always satisfied if n1 ≤ 8; in this case the system is always stable 
regardless of the other parameters’ values.  
B1.1.3 Choice of Parameters for Oscillatory System 
Because B is a continuous function of kd1, kd2, kd3 with its minimum is 8, B therefore can take 
any values that is greater than 8 with some kd1, kd2, kd3. For example, we choose kd1= 
k*kd2=k*kd3 we have 
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22(1 )kB
k
+
= → ∞  as k → ∞ . 
If n1>8, this means that there exists an indefinite number of parameter sets {kd1, kd2, kd3} that 
makes B<n1 and so 1/ 1B n < . On the other hand, we can always choose K1 large enough to 
make M1 closer to 1 and exceeds 1/B n . This violates the stability condition (10) and hence 
destabilises the system. Because the choice of kd1, kd2, kd3 and K1 are independent, the choice of 
a proper parameter set is thus justified. 
B1.1.4 Derivation of the threshold K1thesh  
Here we derive the stability condition for the inverse feedback strength indicator K1 as 
function of the remaining model parameters. 
Substitute M2=M3=0 into equation (8), the equilibrium equation for system 13L  reads 
1 31 M Ax− = .                                (11) 
 
Since
1
1 1
3
1
1 3
n
n n
xM
K x
=
+
, we have
1
1
1
3 1
11
nM
x K
M
 
=  
− 
. Substitute (11) into this we obtain 
1
1
1
1 1
1
1
1
nMM AK
M
 
− =  
− 
, 
or 
 
1
1
1 1
1 1
1
1 1 ( )
nM MK fun M
A M
 − −
= = 
 
.       (12) 
Equation (12) shows that K1 is a function of M1. This function is strictly decreasing with 
respect to M1 due to (note that 0<M1<1) 
1
1
1 1
1 1 1 1
( ) 11 11 0
nfun M M
M A M M n
δ
δ
   −
= − + <   
   
. 
As a result, the stability condition (10) is equivalent to: 
1
1
1 1/
1
1 1/
1 1
( ) n
n
n BBK fun
n An B
+  −
> = 
 
.                                          (13) 
Denote the right hand side of (13) K1thresh, the K1’s threshold value, it acts as a function of the 
Hill coefficient n1 and two compound variables A and B. This threshold value of K1 bifurcates 
the system between the stable and oscillatory dynamics. 
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B1.1.5 Critical K1 
Here we find the analytical form of the critical K1 discussed in the text. We will show that this 
value is 1/A for the range of n1 of interest. 
Put 1nk
B
=  then 1n k B= . Note that we only need to consider k ≥ 1 (so that n1 ≥ B). Condition 
(13) now transforms to 
1
1thresh
1 1( 1) kBkK k
A k
 
−
= − 
 
.                      (14) 
 
• If 1≤ k < 2 then trivially 1thresh
1K
A
<                         
(16) 
• If k ≥ 2, we have (since B
 
≥ 8) 
1 1
81 1( 1) ( 1)kB kk kk k
k k
− −
− < − . This function is < 1 for k ≤ 
1000, therefore 1thresh
1K
A
<         
   (17)  
for k up to 1000 or n1 up to 8000 (this well includes the plausible range of n1).  
Moreover, since 
11lim ( 1) 1kB
k
k k
k→∞
 
−
− = 
 
 then 1thresh
1lim
k
K
A→∞
= ,         (18) 
combining (16-18), we can conclude that the critical value for K1 is 1A . 
B1.1.6 Effects of the Degradation rate on B 
Here, we will investigate conditions under which B is low or high. 
Put 2 1/a kd kd= , 3 2/b kd kd= and 1 3/c kd kd= we obtain 
 ( 1)( 1)( 1)B a b c= + + +  with 1abc = . 
B is large when either a, b, or c is large; meaning among the degradation parameters, one is 
many folds greater than another ( i jkd kd≫ with { }, 1,2,3i j ∈ ). On the other hand, B is low 
when 1 2 3kd kd kd≈ ≈ .  
 
B1.2. System 14L  
B1.2.1 Critical n1 (Proving B ≥ 4) 
B in this case has the following form 
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d1 d2 d1 d3 d 2 d3 d1 d4 d2 d4 d3 d4
2
d1 d2 d3 d4 d1 d2 d3 d4
( )( )( )( )( )( )
( )
k k k k k k k k k k k k
B
k k k k k k k k
+ + + + + +
=
+ + +
     (19) 
Here we show that B ≥ 4 for all positive degradation rates. 
Note that 
d1 d2 d2 d3 d3 d4 d4 d1 d1 d2 d3 d4 d1 d2 d3 d1 d2 4 d1 d3 4 d2 d3 d4
2
d1 d3 d2 d4
( )( )( )( ) ( )( )
( ) 0,
k k k k k k k k k k k k k k k k k kd k k kd k k k
k k k k
+ + + + − + + + + + +
= − ≥
which leads to 
 
d1 d2 d2 d3 d3 d4 d4 d1 d1 d3 d2 d4
d1 d2 d3 d4 d1 d2 d3 d1 d2 d4 d1 d3 d4 d2 d3 d4 d1 d3 d2 d4
2
d1 d2 d3 d4 d1 d2 d3 d4 d1 d2 d3 d4 d1 d3 d2 d4
( )( )( )( )( )( )
( )( )( )( )
( ) 4 ( ) ( ) (
k k k k k k k k k k k k
k k k k k k k k k k k k k k k k k k k k
k k k k k k k k k k k k k k k k
+ + + + + + ≥
≥ + + + + + + + + =
= + + + + + + + − +( 2d2 d4 d2 d4 d1 d3 d1 d3
2
d1 d2 d3 d4 d1 d2 d3 d4
) ( ) ( )
4 ( )
k k k k k k k k
k k k k k k k k
+ − + ≥
≥ + + +
 
This means 4B ≥ and equality occurs when kd1= kd2= kd3= kd4. 
B1.2.2 Choice of Parameters for Oscillatory System 
Similar to section 1.1.2 
 
B2. Coupled-Loop Systems 
System 1,23L  - Derivation of the Critical K1 
To derive this K1crit, we express the SC in terms of M2 and perform analysis on the M1-M2 
coordinate: 
M2(M1) > g(M1), 
with 
1
1
1
2 1 1
1 1
1( ) 1
1 1
nMM M AK
M M
 
= −  
− − 
, 
and 
01 1
1
1 1
( ) ab Mg M
a a
= − . 
At K1=K1crit: M2(M1) = g(M1) = 0. This means 01
1
a
M
b
= , so 02
1
( ) 0aM
b
=  at K1crit which gives us  
11/
1
1
1
1 1 1
n
crit
nBK
A n B
  
= − −  
  
. 
K1crit is a function of only n1, production and degradation rates. 
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B3. Incorporation of End-product Utilisation in the Model 
Here we derive the results for the case with modified degradation rate for the inhibitor species. 
Model equations 
1
1 1
1
1 1 d1 1
1 4
2 2 1 d2 2
3 3 2 d3 3
4 4 3 d4 4
n
n n
K
x k k x
K x
x k x k x
x k x k x
x k x k x g
′ = −
+
′ = −
′ = −
′ = − −
    (20) 
Steady-state (equilibrium) values of the system variables can be determined by setting the 
right hand sides of (20) to zeros 
 
1
1 1
1
1 d1 1
1 4
2 1 d2 2
3 2 d3 3
4 3 d4 4
0
0
0
0
n
n n
Kk k x
K x
k x k x
k x k x
k x k x g
− =
+
− =
− =
− − =
       (21) 
This can be reduced to  
1 41 M Ax G− = + , with d1 d2 d3 d4
1 2 3 4
k k k kA
k k k k
= , 
d4
AgG
k
=       (22) 
It is important to note here that for a solution of (22) to exist, we must have 
1G <  or d4 1 2 3 4
d1 d2 d3
k k k k k
g
A k k k
< =                     (23) 
Now, we set up the stability condition based on the Routh-Hurwitz criteria. The system’s 
characteristic polynomial is a 4th-order one and has the following form 
4 3 2
1 2 3 4( )f λ λ α λ α λ α λ α= + + + + ,                     (24) 
with the coefficients 
1 d1 d2 d3 d4
2 d1 d2 d1 d3 d2 d3 d1 d4 d2 d4 d3 d4
3 d1 d2 d3 d1 d2 d4 d1 d3 d4 d2 d3 d4
1 1 1
4 d1 d2 d3 d4
4
(1 )1
k k k k
k k k k k k k k k k k k
k k k k k k k k k k k k
M M nk k k k
Ax
α
α
α
α
= + + +
= + + + + +
= + + +
 
−
= + 
 
.        (25) 
According to the Routh-Hurwitz criteria, the system’s stability condition is 
1 20, 0α α> > , 1 2 3α α α>  and 1 2 3 3 1 4( ) 0α α α α α α− − > .   (26) 
It is easy to see that (26) is equivalent to the last condition  
1 2 3 3 1 4( ) 0α α α α α α− − >                             (27) 
Substitute (22) and (25) into (27), it now becomes 
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1 1
1 1
(1 )
1
M M B
M G n
−
<
− −
,                                    
(28) 
with             d1 d2 d1 d3 d 2 d3 d1 d4 d2 d4 d3 d42
d1 d2 d3 d4 d1 d2 d3 d4
( )( )( )( )( )( )
( )
k k k k k k k k k k k k
B
k k k k k k k k
+ + + + + +
=
+ + +
. 
We solve (28) and obtain   
2
1 1
1
1
( ) 41 1
2 g
B B n BGn
M B
n
 
− − +
 < + =
 
 
.             (29) 
 
It is easy to check 0<Bg<1 for all positive B, n1 and G.  
Since
1
1 1
4
1
1 4
n
n n
xM
K x
=
+
, we have
1
1
1
4 1
11
nM
x K
M
 
=  
− 
. Substitute (22) into this we obtain 
1
1
1
1 1
1 d4
1
1
nM AgM AK
M k
 
− = + 
− 
. 
And so equivalently, we have 
1
1
1 1
1 1
1
1 1 ( )
nM G MK fun M
A M
 − − − 
= =  
  
 as a function of M1. 
Since 
1
1
1 1 1
1 1 1 1 1
( ) 1 11 11 0
1
nfun M M M G
M A M M n M
δ
δ
    − − −
= − + <    
−    
 
then K1 is strictly decreasing with M1, this combined with (D.10) means the stability condition 
is equivalent to 
( ) 1
1
1
1 1 ng g
g
g
B G B
K fun B
A B
 − − − 
> =      
. 
If G=0 (g=0), Bg is reduced to 
1
B
n
 for 1n B> . This is consistent with the results from the 
previous section. 
B4. Intermediate derivation steps 
B4.1. Positive derivatives 
2
2
2 2 2
1 0
1 (1 )
M
M M M
 ∂
= > ∂ − − 
, and 
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2
2 2
1
2
2 2 2
2
1 21
2
2 22 2 2 2 2
2 2 2
( 1)
11 1 0
11 11 1 1
n
n
n
MAK M n
M
M M MAK M n M AKM M M
 
   +  
−∂   −  = >
∂          
−   − + +   
− −    −    
 
  
for values of M2 between 0 and 1. 
B4.2. Coefficients a0, a1 and b1 for system 1,23L  
1 2 3 2 3 2( )a kd kd kd kd n= + , 1 1 2 3 1b kd kd kd n=  and 0 1 2 2 3 3 1( )( )( )a kd kd kd kd kd kd= + + + . 
(included in the text) 
B4.3. Coefficients a0, a1, a2 and b1 for system 1,33L  
2 2
2 d1 d2 d3 3
1 d1 d2 d3 d1 d2 d3 3
1 d1 d2 d3 1
0 d1 d2 d2 d3 d3 d1
( )
( ) ( 2 )
( )( )( )
a k k k n
a k k k k k k n
b k k k n
a k k k k k k
= +
= + + +
=
= + + +
. 
B4.4. Functions 2( )f M and 2( )g M for system 1,2,33L  
B4.5. Coefficients a0, a1, a2 for system 1,24L  
0 1 2 1 3 2 3 1 4 2 4 3 4( )( )( )( )( )( )a kd kd kd kd kd kd kd kd kd kd kd kd= − + + + + + +  
3 2 2 2 2
1 1 2 3 4 1 2 3 4 1 2 3 3 4 4 2
1 2 3 4 22 2 2
2 3 4 3 4 2 3 4 3 4
( ) ( ) ( )
( )( ) ( )
kd kd kd kd kd kd kd kd kd kd kd kd kd kd kd kd
a kd kd kd n
kd kd kd kd kd kd kd kd kd kd
 + + + + + + + + +
=   
− + + − + + 
, 
2 2 2 2
2 2 3 4 2a kd kd kd n= , and
2
1 1 2 3 4 1 2 3 4 1( )b kd kd kd kd kd kd kd kd n= + + + .   
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