Abstract. The paper presents some recent developments in the theory of permanents for random matrices of independent columns. In particular, it is shown that the theory in a natural way incorporates and extends that of U-statistics of iid real random variables. An extension of the famous martingale decomposition (or H-decomposition) for U-statistics to a certain class of matrix functionals, which includes in particular a classical permanent function, is given.
Introduction
Let A = [ojj] be a real m x n matrix with m < n. The permanent of matrix A is defined by m Per A d^ £ n^-
The permanent function has a long history, having been first introduced by Cauchy in 1812 in his celebrated memoir on determinants and, almost simultaneously, by Binet (1812) . More recently several problems in statistical mechanics, quantum field theory, and chemistry as well as enumeration problems in combinatorics and linear algebra have been reduced to the computation of a permanent. Unfortunately, the fastest known algorithm for computing a permanent of an n x n matrix runs, as shown by Ryser (1963) , in 0(n2 n ) time. Moreover, strong evidence for the apparent complexity of the problem was provided by Valiant (1979) , who showed that evaluating a permanent is #P-complete, even when restricted to 0 -1 matrix.
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In this work we will be concerned with a random permanent function which often arises naturally in statistical physics or statistical mechanics problems, when the investigated physical phenomenon is driven by some random process, and thus is stochastic in nature. In the present paper we develop the idea of approximating a certain large class of random functionals (which contains in particular a random permanent function) by a sum of uncorrelated martingales. Based on this representation we further develop a method for the (stochastic) approximation for the members of the class by a sum of certain iid random variables. The method is closely related to that used in approximating generalized averages, or so called U-statistics and in fact can be viewed as its natural extension. The paper is organized as follows. In the reminder of this section we briefly recall some basic facts from the general [/-statistics theory (for details see, for instance, Lee 1990) , in Section 2 we define the class of random functions of interest as well as state the result on their decomposition into a sum of uncorrelated martingales. In Section 3 we use this decomposition to obtain the variance formula which in turn enables us to prove the approximation result.
[/-statistics
Let Yi,... Yj be equidistributed, independent random elements taking values in some metric space X and let h^k\y\,..., yjt) be a measurable and symmetric kernel function h^ : I k -> R. We shall also assume that k < I and, whenever it doesn't lead to ambiguity, we shall write h, in place of hi k \
For any such h we define a symmetrization operator ir l k(h) as for c = 1,..., k -1.
For any kernel function h we shall define a corresponding U-statistic Ui k \h) as l
In the sequel, whenever it is not ambiguous, we shall write u\ k) for u\ k \h).
One of the most important tools in investigating [/-statistics is the so called H-decomposition. We give its quick overview below. Let B(X) denote the Borel <7-field in the metric space 2. For any probability measure Qi (1 < i < I) on (ii, B{2)) we define
Now, by expanding the simple identity (where 8 X is a Dirac probability measure at x and P is the distribution law of the Y's) k
i=l in a "binomial-like" fashion and noting that the appropriate operators commute, we arrive at the identity The direct application of the identity (2) to the kernel h along with the change of the order of summation gives the ii-decomposition formula of Hoeffding (cf. e.g., Lee 1990 )
where
..<i c <l and 1 < r < k. The number r -1 is usually called the degree of degeneration of uj h \ whereas k -r + 1 is known as the order of U^. We say that is of infinite order, ii k -r + 1->ooasZ-^oo.
The most important features of the ii-decomposition are the properties of its components U c j. More precisely, under our assumptions on the y's, for a fixed c > 1,
That is, {UCti,J r Cji)i=i0ti0+is a backward martingale.
(iii) Additionally, we also have
For the proof of the last two properties, see e.g., Lee (1990) .
[/-statistics and random permanents
An obvious connection between the permanent and the [/-statistic has been noted first by Borovskikh and Koroljuk (1994) and may be described as follows. Let X\,... ,Xi be iid real random variables with a finite coefficient of variation 7.
Observe that for k x I matrix obtained from k row-replicas of [Xi,... Xi] (one dimensional projection matrix)
Thus, a normalized permanent of a one dimensional projection matrix (k) may be viewed as a [/-statistic P{ ' corresponding to the product kernel h = x\---xk. Based on the above observation, one can show with the help of the Hdecomposition that for permanents of one dimensional projection matrices we have the following
PROPOSITION 1. (van Es and Helmers 88 and Borovskikh and Koroljuk 94)
Let X be an k x I projection matrix and let N{a, ($) and CAf(a, (3) denote respectively, the normal and the lognormal laws with mean a and variance j3. Furthermore, let ^ denote convergence in law:
The above theorem indicates that the limiting behavior of the random permanent function depends on the relationships between the dimensions of the matrix. Further, it also points out that for some special types of matrices the theory of ¡7-statistics of infinite order may provide some insight into the behavior of the random permanent. This was first noticed by Rempala and Wesolowski (1999) who have used the idea to derive an analogue of Proposition 1 for the random permanents based on matrices of iid entries.
We shall further expand on this concept in the next section. are obtained from the first m elements of independent sequences (-X"i)i)j>i,..., (Xi<n)i>i, equidistributed with the probability law £f, where £c and Cr are some (possibly different) probability laws in the space of infinite sequences.
P-

DEFINITION 2. For a given kernel function h the generalized permanent function Perh X is defined as
Note that in the case of the one dimensional projection matrices the above definition reduces to that of a {/-statistic from Definition 1, in view of the relation similar to (5) extended now to an arbitrary kernel h.
Martingale decomposition of a P-statistic
In the sequel let us denote by X(«i,..., i p \j\, • •• ,j q ) a sub-matrix of X consisting of the entries at the intersections of the rows i\,...,i p and the columns ji,...,j q .
Let us note that since Pern X is a symmetric real function with respect to both the rows and the columns of X we may define the row and column versions of the symmetrization operator (1) Thus, in order to decompose Perh X, we will first decompose In view of the above, the decomposition of Per-^X(1,2,... ,m\
can be obtained as follows REMARK. If X is a one dimensional projection matrix then the P-statistic is simply a U-statistic and the above reduces to the if-representation theorem.
Let us also note that for any fixed c > 1 the component Ug™' n^ is simply a symmetrization (with respect to the rows and the columns of X) of a P-statistic with a kernel function gc based on a c x c submatrix of X. Our next result is the P-statistic version of the result for classical permanent function obtained in Rempala and Wesolowski (2000b (8) we have that (9) is equal to
Comparing the expression (10) with that at the right-hand side of (11) Again, in a special case of random permanent function, this particular formula has been obtained by Rempala and Wesolowski (1999) by means of quite involved combinatorial calculations.
On the other hand if X = X (one dimensional projection matrix) then we have • • ,Xihi,Xjl+1j+1...
,-XjClc)]
where ii+i,...,ic and ji+i,---,jc are fixed non-overlapping subsets of {I + 1,... ,m} for some 0 < / < k. By the assumptions about the entries of the matrix X it follows that the partial covariances having exactly I (0 < I < k) elements in common are the same and equal to where the last equality follows by applying the hypergeometric summation rule for the inner sum. Thus, we can rewrite (15) as which along with (13) completes the proof.
•
Approximation theorem
With the just derived variance formulas for the components of the orthogonal decomposition, we are now finally in a position to state as our last result the following simple approximation theorem for P-statistics. 
