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ABSTRACT
While Bayesian neural networks (BNNs) have drawn increasing attention, their
posterior inference remains challenging, due to the high-dimensional and over-
parameterized nature. Recently, several highly flexible and scalable variational in-
ference procedures based on the idea of particle optimization have been proposed.
These methods directly optimize a set of particles to approximate the target poste-
rior. However, their application to BNNs often yields sub-optimal performance, as
they have a particular failure mode on over-parameterized models. In this paper,
we propose to solve this issue by performing particle optimization directly in the
space of regression functions. We demonstrate through extensive experiments that
our method successfully overcomes this issue, and outperforms strong baselines
in a variety of tasks including prediction, defense against adversarial examples,
and reinforcement learning.1
1 INTRODUCTION
Bayesian nerual networks (BNNs) provide a principled approach to reasoning about the epistemic
uncertainty—uncertainty in model prediction due to the lack of knowledge. Recent work has demon-
strated the potential of BNNs in safety-critical applications like medicine and autonomous driving,
deep reinforcement learning, and defense against adversarial samples (see e.g. Ghosh et al., 2018;
Zhang et al., 2018b; Feng et al., 2018; Smith & Gal, 2018).
Modeling with BNNs involves placing priors on neural network weights, and performing posterior
inference with the observed data. However, posterior inference for BNNs is challenging, due to the
multi-modal and high dimensional nature of the posterior. Variational inference (VI) is a commonly
used technique for practical approximate inference. Traditional VI methods approximate the true
posterior with oversimplified distribution families like factorized Gaussians, which can severely
limit the approximation quality and induce pathologies such as over-pruning (Trippe & Turner,
2018). These limitations have motivated the recent development of implicit VI methods (Li &
Turner, 2018; Shi et al., 2018b), which allow the use of flexible approximate distributions without
a tractable density. However, most of the implicit inference methods require to learn a “generator
network” that maps a simple distribution to approximate the target posterior. Inclusion of such a
generator network can introduce extra complexity, and may become infeasible when the number of
parameters is very large, as in the case for BNNs.
Compared with those generator-based methods, particle-optimization-based variational inference
(POVI) methods constitute a simpler but more efficient class of implicit VI methods. In an algo-
rithmic perspective, POVI methods iteratively update a set of particles, so that the corresponding
empirical probability measure approximates the target posterior well. Formally, these methods con-
sider the space of probabilistic measures equipped with different metrics, and simulate a gradient
flow that converges to the target distribution. Examples of POVI methods include Stein variational
gradient descent (SVGD; Liu & Wang, 2016), gradient flows in the 2-Wasserstein space (Chen et al.,
2018), and accelerated first-order methods in the 2-Wasserstein space (Liu et al., 2018).
∗corresponding author
1This version extends the ICLR paper with results connecting the final algorithm to Wasserstein gradient
flows.
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While POVI methods have shown promise in a variety of challenging inference problems, their
performance in BNNs is still far from ideal, as with a limited number of particles, it is hard to char-
acterize the highly complex weight-space posterior. The first problem is the curse of dimensionality:
Zhuo et al. (2018) and Wang et al. (2018) show that for SVGD with a RBF kernel, particles can col-
lapse to the maximum a posteriori (MAP) estimate as the dimension of parameter increases. One
may hope to alleviate such a problem by switching to other POVI methods that could be more suit-
able for BNN inference; however, this is not the case: BNN is over-parameterized, and there exist a
large number of local modes in the weight-space posterior that are distant from each other, yet cor-
responding to the same regression function. Thus a possible particle approximation is to place each
particle in a different mode. In prediction, such an approximate posterior will not perform better
than a single point estimate. In other words, good approximations for the weight-space posterior do
not necessarily perform well in prediction. To address the above issue, we propose to perform POVI
directly for the posterior of regression functions, i.e. the function-space posterior, instead for the
weight-space posterior. In our algorithm, particles correspond to regression functions. We address
the infinite dimensionality of function space, by approximating the function particles by weight-
space parameters, and presenting a mini-batch version of particle update. Extensive experiments
show that our method avoids the degenerate behavior of weight-space POVI methods, and leads to
significant improvements on several tasks, including prediction, model robustness, and exploration
in reinforcement learning.
The rest of our paper is organized as follows. We first briefly review BNNs and POVI in Section
2. In Section 3 we present our algorithm for function-space POVI. We compare our method with
existing work in Section 4, and finally demonstrate our method’s effectiveness in Section 5.
2 BACKGROUND
Bayesian Neural Networks (BNNs) Consider a supervised learning task. Let X = {xi}Ni=1 de-
note the training inputs and Y = {yi}Ni=1 denote the corresponding outputs, with xi ∈ X and
yi ∈ Y , respectively. Let f(·; θ) : X → RF denote a mapping function parameterized by a
neural network, where F will be clear according to the task. Then, we can define a conditional
distribution p(y|x, θ) by leveraging the flexibility of function f(x; θ). For example, for real-valued
regression where Y = R, we could set F = 1 and define the conditional distribution as p(y|x, θ) =
N (y|f(x; θ), σ2), where σ2 is the variance of observation noise; for a classification problem with
K classes, we could set F = K and let p(y|x, θ) = Multinomial(y|softmax(f(x; θ))). A BNN
model further defines a prior p(θ) over the weights θ. Given the training data (X,Y), one then infers
the posterior distribution p(θ|X,Y) ∝ p(θ)p(Y|θ,X), and for a test data point xtest, y is predicted
to have the distribution p(ytest|xtest,X,Y) =
∫
p(ytest|xtest, θ)p(dθ|X,Y).
Posterior inference for BNNs is generally difficult due to the high-dimensionality of θ. The over-
parameterized nature of BNNs further exacerbates the problem: for over-parameterized models,
there exist multiple θ that correspond to the same likelihood function p(y|x, θ). One could easily
obtain an exponential number of such θ, by reordering the weights in the network. Each of the θ can
be a mode of the posterior, which makes approximate inference particularly challenging for BNNs.
Particle-Optimization based Variational Inference (POVI) Variational inference aims to find
an approximation of the true posterior. POVI methods (Liu & Wang, 2016; Chen et al., 2018) view
the approximate inference task as minimizing some energy functionals over probability measures,
which obtain their minimum at the true posterior. The optimization problem is then solved by
simulating a corresponding gradient flow in certain metric spaces, i.e. to simulate a PDE of the form
∂tqt = −∇ · (v · qt),
where qt is the approximate posterior at time t, and v is the gradient flow depending on the choice
of metric and energy functional. As qt can be arbitrarily flexible, it cannot be maintained exactly
in simulation. Instead, POVI methods approximate it with a set of particles {θ(i)}ni=1, i.e. qt(θ) ≈
1
n
∑n
i=1 δ(θ−θ(i)t ), and simulate the gradient flow with a discretized version of the ODE dθ(i)t /dt =
−v(θ(i)t ). In other words, in each iteration, we update the particles with
θi`+1 ← θi` − `v(θi`), (1)
2
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Table 1: Common choices of the gradient flow v in POVI methods, where k denotes a kernel, and
Kij := k(θ
(i), θ(j)) is the gram matrix. We omit the subscript ` for brevity.
Method −v(θ(i))
SVGD (Liu & Wang, 2016) 1n
∑n
j=1Kij∇θ(j) log p(θ(j)|x) +∇θ(j)Kij
w-SGLD-B (Chen et al., 2018)
∇θ(i) log p(θ(i)|x) +
∑n
j=1∇θ(j)Kji/
∑n
k=1Kjk
+
∑n
j=1∇θ(j)Kji/
∑n
k=1Kik
pi-SGLD (Chen et al., 2018) sum of −v in SVGD and w-SGLD-B
GFSF (Liu et al., 2018) ∇θ(i) log p(θ(i)|x) +
∑n
j=1(K
−1)ij∇θ(j)Kij
where ` is the step-size at the `-th iteration. Table 1 summarizes the common choices of the gradient
flow v for various POVI methods. We can see that in all cases, v consists of a (possibly smoothed)
log posterior gradient term, which pushes particles towards high-density regions in the posterior;
and a repulsive force term (e.g. ∇θ(j)Kij for SVGD), which prevents particles from collapsing
into a single MAP estimate.
While the flexibility of POVI methods is unlimited in theory, the use of finite particles can make
them un-robust in practice, especially when applied to high-dimensional and over-parameterized
models. The problem of high dimensionality is investigated in Zhuo et al. (2018) and Wang et al.
(2018). Here we give an intuitive explanation of the over-parameterization problem2: in an over-
parameterized model like BNN, the target posterior has a large number of modes that are sufficiently
distant from each other, yet corresponding to the same regression function f . A possible convergence
point for POVI with finite particles is thus to occupy all these modes, as such a configuration has a
small 2-Wasserstein distance (Ambrosio et al., 2008) to the true posterior. In this case, prediction
using these particles will not improve over using the MAP estimate. Such a degeneracy is actually
observed in practice; see Section 5.1 and Appendix B.1.
3 FUNCTION SPACE PARTICLE OPTIMIZATION
To address the above degeneracy issue of existing POVI methods, we present a new perspective as
well as a simple yet efficient algorithm to perform posterior inference in the space of regression
functions, rather than in the space of weights.
Our method is built on the insight that when we model with BNNs, there exists a map from the net-
work weights θ to a corresponding regression function f , θ 7→ f(·; θ), and the prior on θ implicitly
defines a prior measure on the space of f , denoted as p(f). Furthermore, the conditional distribution
p(y|x, θ) also corresponds to a conditional distribution of p(y|x, f). Therefore, posterior inference
for network weights can be viewed as posterior inference for the regression function f .
A nice property of the function space inference is that it does not suffer from the over-
parameterization problem. However, it is hard to implement, as the function space is infinite-
dimensional, and the prior on it is implicitly defined. We will present a simple yet effective solution
to this problem. In the sequel, we will use boldfaced symbols x (or y) to denote a subset of sam-
ples from X (or Y)3. We denote the approximate posterior measure as q(f). For any finite subset
x, we use f(x) to denote the vector-valued evaluations of the regression function on x, and define
p(f(x)), q(f(x)) accordingly. We will use the notation [n] := {1, 2, . . . , n}.
3.1 FUNCTION SPACE PARTICLE OPTIMIZATION ON A FINITE INPUT SPACE
For the clarity of presentation, we start with a simple setting, where X is a finite set and the gra-
dient for the (log) function-space prior, ∇f(x) log p(f(x)) is available for any x. These assump-
tions will be relaxed in the subsequent section. In this case, we can treat the function values f(X )
as the parameter to be inferred, and apply POVI in this space. Namely, we maintain n particles
2People familiar with SVGD could argue that this issue can be mitigated by choosing a reasonable kernel
function in v, e.g. a kernel defined on f(·; θ). We remark that similar kernels do not work in practice. We
provide detailed experiments and discussion in Appendix C.
3Note x does not need to be a subset of X.
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f1(X ), . . . , fn(X ); and in step `, update each particle with
f i`+1(X )← f i`(X )− `v[f i`(X )]. (2)
This algorithm is sound when f(X ) is finite-dimensional, as theories on the consistency of POVI
(e.g. Liu, 2017) directly apply. For this reason, we refer to this algorithm as the exact version of
function-space POVI, even though the posterior is still approximated by particles.
However, even in the finite-X case, this algorithm can be inefficient for large X . We address this
issue by approximating function-space particles in a weight space, and presenting a mini-batch
version of the update rule. As we shall see, these techniques are theoretically grounded, and naturally
generalize to the case when X is infinite.
3.1.1 PARAMETRIC APPROXIMATION TO PARTICLE FUNCTIONS
Instead of explicitly maintaining f(x) for all x ∈ X , we can represent a function f by a param-
eterized neural network. Although any flexible network can be used, here we choose the original
network with parameters θ of the BNN model, which can faithfully represent any function in the
support of the function prior. Note that although we now turn to deal with weights θ, our method
is significantly different from the existing POVI methods, as explained below in Remark 3.2 and
Appendix E. Formally, our method maintains n weight-space particles θi` (i ∈ [n]) at iteration `, and
defines the update rule as follows:
θi`+1 ← θi` − `
(
∂f(X ; θi`)
∂θi`
)>
v[f i`(X )], (3)
where we use the shorthand f i`(·) := f(·; θi`). As the weights correspond to n regression functions,
the rule (3) essentially updates the particles of f .
We will prove in Section 3.1.3 that the parametric approximation will not influence convergence. In
the following remarks, we relate (3) to the “exact rule” (2), and connect it to other algorithms.
Remark 3.1. ((3) as a single step of GD) The update rule (3) essentially is a one-step gradient de-
scent (GD) to minimize the squared distance between f i`+1(X ) and f i`(X )− `v[f i`(X )] (the exact
function-space update (2)) under the parametric representation of f . Similar strategies have been
successfully used in deep reinforcement learning (Mnih et al., 2015).
Also note that (3) is easy to implement, as it closely relates to the familiar back-propagation
(BP) procedure for the maximum likelihood estimation (MLE). Namely, the GD for MLE cor-
responds to the update θ`+1 ← θ` − `
(
∂f(X ;θ`)
∂θ`
)
∇f(X ;θ`) log p(Y|X, f(X ; θ`)), where
∇f(X ;θ`) log p(Y|X, f(X ; θ`)) is commonly referred to as the “error signal of top-layer network
activation” in BP. In our algorithm, this term is replaced with v. Recall that v in commonly
used POVI algorithms is the sum of a possibly smoothed log posterior gradient, which is similar
to ∇f log p(Y|X, f) used in MLE training, and the repulsive force (RF) term. Thus our algorithm
can be seen as BP with a modified top-layer error signal.
Remark 3.2. (Relation between (3), ensemble training, and weight-space POVI) The widely used
ensemble training method (Opitz & Maclin, 1999) obtains n MAP estimates separately via GD. As
stated above, our algorithm can be seen as a BP procedure with a modified top-layer error signal,
thus it is closely related to ensemble training. The main difference is that our algorithm adds a
RF term to the error signal, which pushes the prediction of each particle away from that of others.
As an example, consider function-space SVGD with RBF kernels. The function-space RF term is
1
n
∑
j ∇fj` k(f
i
` , f
j
` ) ∝
∑
j 6=i(f
i
` − f j` )k(f i` , f j` ) (see Appendix E), which drives f i` away from f j` .
Our algorithm thus enhances ensemble training, in which the predictions of all particles converge
to the MAP and could suffer from overfitting.
The relation to ensemble training also exists in weight-space POVI methods (Liu & Wang, 2016).
However, the RF in those methods is determined by a weight-space kernel. As discussed in Section 2,
commonly used weight-space kernels cannot characterize the distance between model predictions
in over-parameterized models like BNNs. In contrary, the function-space RF in our method directly
accounts for the difference between model predictions, and is far more efficient. We will present
empirical evidence in Section 5.1. Derivations supporting this remark are included in Appendix E.
4
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3.1.2 MINI-BATCH VERSION OF THE PARTICLE UPDATE
One shortcoming of the above procedure is that it still needs to iterate over the whole set X when
calculating the update rule (3), which can be inefficient for large X . In this section, we address this
issue by (i) replacing (3) with a sampling-based approximation, eqn (4), and (ii) removing the need
to do marginalization in (4) by presenting a mini-batch-based update rule.
Sampling-based Approximation to (3) We first improve the efficiency by replacing X in (3) by
a finite set of samples x ⊂ X , i.e., in each iteration, we draw a random subset with B elements,
x ∼ µ, for an arbitrary distribution µ supported on XB ; we then replace the update rule (3) with
evaluations on x, i.e.
θi`+1 ← θi` − `
(
∂f(x; θi`)
∂θi`
)>
v[f i`(x)]. (4)
We will give a theoretical justification of (4) in Section 3.1.3. But to understand it intu-
itively, for each x, the vector field v[f i`(x)] optimizes a divergence between the marginals
q(f(x)) and p(f(x)|X,Y). Thus we can view (4) as a stochastic optimization algorithm solving
minq Eµ(x)(Ex[q]), where Ex[q] is the divergence between the corresponding marginal distributions.
When q reaches the minima, we will have marginal consistency, namely q(f(x)) = p(f(x)|X,Y)
a.s.; marginal consistency is often good enough for practical applications.
Computation of (4) To implement (4) we need to compute v[f i`(x)]. As shown in Table 1, it
requires the specification of a kernel and access to (the gradient of) the log posterior density, both
on the B-dimensional space spanned by f(x); it also requires the specification of µ. For kernels,
any positive definite kernels can be used. In our experiments, we choose the RBF kernel with the
median heuristic for bandwidth, as is standard in POVI implementations (Liu & Wang, 2016).
The log posterior gradient consists of the gradient of log prior and that of log likelihood. As
in this subsection, we assume ∇x log p(f(x)) is known, we only consider the log likelihood.
We will approximate it using mini-batches, i.e. to approximate it with (a scaled version of)
log p(yb|xb, f i`(xb)), where (xb,yb) is a mini-batch of the training set. The requirement to sam-
ple (xb,yb) is implemented by specifying an appropriate form of µ: we define µ in such a way that
a sample from µ consists of B′ < B samples xb from the training set, and B − B′ i.i.d. samples
from a continuous distribution ν over X . This is a valid choice, as stated before. Now we can use
the training-set part of samples to compute the log likelihood. Finally, the continuous component
ν can be chosen as the KDE of X, when the test set is identically distributed as the training set,
or incorporate distributional assumptions of the test set otherwise. For example, for unsupervised
domain adaptation (Ganin & Lempitsky, 2015), we can use the KDE of the unlabeled test-domain
samples.
Summing up, we present a simple yet efficient function-space POVI procedure, as outlined in Algo-
rithm 1. As we will show empirically in Appendix D, our algorithm converges robustly in practice.
Algorithm 1 Function Space POVI for Bayesian Neural Network
1: Input: (Possibly approximated) function-space prior p(f(x)) for any finite x; training set
(X,Y); a continuous distribution ν supported on X (e.g. the KDE of X); a choice of v from
Table 1; batch size B,B′; and a set of initial particles {θi0}ni=1.
2: Output: A set of particles {θi}ni=1, such that f(·; θi) approximates the target distribution.
3: for iteration ` do
4: Sample a mini-batch xb,yb from the training set, and x˜1...B−B′
i.i.d.∼ ν. Denote x = xb∪{x˜i :
i ∈ [B −B′]}.
5: For each i ∈ [n], calculate the mini-batch-based function space POVI update vˆ[f i`(x)].
6: For each i ∈ [n], calculate θi`+1 according to (4), with v replaced by vˆ.
7: Set `← `+ 1.
8: end for
5
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3.1.3 THEORETICAL JUSTIFICATION
In this section, we will justify all previous approximations, by showing that in the a simplified
version of the final algorithm simulates a Wasserstein gradient flow in weight space. We refer
readers to Ambrosio et al. (2008) for an introduction to Wasserstein gradient flow, and to Liu et al.
(2017); Chen et al. (2018); Liu et al. (2018) for its application to variational inference.
Following previous analysis for POVI, we only consider a limiting gradient flow on absolutely con-
tinuous distributions in W 22 ; heuristically speaking, this is the limit when n → ∞, ` → 0. We
replace (4) with its expectation, since the error introduced by stochastic approximation is relatively
well-understood. We further restrict our attention to an idealized version of W-SGLD-B (Chen
et al., 2018), namely the GF minimizing KL (q‖p) on W 22 .4 The resulted algorithm corresponds to
the following PDE in weight space5:
∂q(θ, t)
∂t
= −∇ ·
[
q
∫
∇θ
(
log
p(f(x; θ))
q(f(x; θ))
+
N
B
log p(yb|xb, f(X ; θ))
)
µ(dx)
]
= −∇ ·
[
q
∫
∇θ
(
log
p(f(x))
q(f(x))
+ log p(Y|X, f)
)
µ(dx)
]
. (5)
Our main result is the following, and will be proved in Appendix A.
Proposition 3.1. Denote W 22 (Θ) as the 2-Wasserstein space of weight-space distributions, where
we use the Euclidean metric on weight space. (5) is the gradient flow on W 22 (Θ), which minimizes
the following energy functional:
E [q] = −
∫ (
log
p(f(x))
q(f(x))
+ log p(Y|X, f)
)
µ(dx).
In the full-batch setting, E [q] = EµKL (q(f(x))‖p(f(x)|X,Y)). As the 2-Wasserstein space usu-
ally contains the true posterior, we have the following marginal consistency result:
Proposition 3.2. In the full-batch setting, i.e. X ∈ x a.s.[µ], we have
q?(f(x)) = p(f(x)|X,Y) a.s. [µ],
where q? is the minimizer of E .
On the impact of parametric approximation Finally, we discuss the impact of parametric ap-
proximation on our algorithm, based on the findings above. Observe (5) corresponds to the following
function-space density evolution:
∂q(f, t)
∂t
= −∇·
[
qt
∫ (
∂f(X )
∂θ
)(
∂f(X )
∂θ
)>
∇f(X )
(
log
p(f(x))
q(f(x))
+ log p(Y|X, f)
)
µ(dx)
]
,
when
(
∂f(X )
∂θ
)(
∂f(X )
∂θ
)>
is constant so the equation is well-defined. Heuristically speaking, the
result in Jacot et al. (2018) suggests this is a reasonable assumption for infinitely wide networks.
Thus as a heuristic argument we assume it is true. Now we can see that the function-space density
evolution is the Wasserstein gradient flow minimizing E in function space, with the underlying
metric defined as the push-forward of the weight-space metric.
The matrix
(
∂f(X )
∂θ
)(
∂f(X )
∂θ
)>
is a positive definite kernel on function space. Similar to other
kernels used in machine learning, it defines a sensible measure on the smoothness of functions.
Therefore, the parametric approximation has a smoothing effect on the function-space updates: its
introduction changes the function-space metric from the naive L2 metric. Crucially, it is for this
reason we can safely update q(f) to match a low-dimensional marginal distribution in each step,
without changing global properties of f such as smoothness.
4This is W-SGLD-B without the blob approximation. In Chen et al. (2018), blob approximation was intro-
duced to deal with finite particle issues; a similar effort to Carrillo et al. (2019) is needed to connect the blob
approximation to the “idealized” GF.
5We abuse notation and use q to refer to the a.c. distribution, its density, and corresponding marginal
densities.
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3.2 GENERAL SCENARIOS
We now relax the assumptions in Section 3.1 to make our setting more practical in real applications.
Below we address the infinity of X and the lack of function-space prior gradient in turn.
Infinite Set X While we assume X is a finite set to make Section 3.1.1 more easily understood,
our algorithm works no matter X is finite or not: as our algorithm works with mini-batches, when
X is infinite, we can also sample x from X and apply the whole procedure.
Function-Space Prior Gradient The function space prior for BNN is implicitly defined, and we
do not have access to its exact gradient. While we could in principle utilize gradient estimators
for implicit models (Li & Turner, 2018; Shi et al., 2018a), we opt to use a more scalable work-
around in implementation, which is to approximate the prior measure with a Gaussian process (GP).
More specifically, given input x, we draw samples θ˜1, . . . , θ˜k from p(θ) and construct a multivariate
normal distribution that matches the first two moments of p˜(f(x)) = 1k
∑k
j=1 δ(f(x) − f(x; θ˜j)).
We expect this approximation to be accurate for BNNs, because under assumptions like Gaussian
prior on weights, as each layer becomes infinitely wide, the prior measure determined by BNNs will
converge to a GP with a composite kernel (de G. Matthews et al., 2018; Garriga-Alonso et al., 2018;
Lee et al., 2018; Novak et al., 2019).
A small batch size is needed to reduce the sample size k, as otherwise the covariance estimate in
GP will have a high variance. While our procedure works for fairly small B (e.g. B ≥ 2 for a GP
posterior), we choose to use separate batches of samples to estimate the gradient of the log prior and
log likelihood. In this way, a much larger batch size could be used for the log likelihood estimate.
4 RELATED WORK
Our algorithm addresses the problem of over-parameterization, or equivalently, non-identifiability6.
A classical idea addressing non-identifiability is to introduce alternative metrics in the weight space,
so that parameters corresponding to similar statistical models are closer under that metric. The
typical choice is the Fisher information metric, which has been utilized to improve Markov Chain
Monte Carlo methods (Girolami & Calderhead, 2011), variational inference (Zhang et al., 2018a)
and gradient descent (Amari, 1997). While such methods explore locally non-identifiable parame-
ter regions more rapidly than their weight-space counterparts (Amari, 2016), they still suffer from
global non-identifiability, which frequently occurs in models like Bayesian neural networks. Our
work takes one step further: by defining metrics in the function space, we address local and global
non-identifiability simultaneously.
Closely related to our work is the variational implicit process (VIP; Ma et al., 2018), which shares
the idea of function space inference. VIP addresses inference and model learning simultaneously;
however, their inference procedure did not address the challenge of inference in complex models:
the inference algorithm in VIP draws S prior functions from p(f), and fits a Bayesian linear regres-
sion model using these functions as features. As S is limited by the computational budget, such an
approximation family will have problem scaling to more complex models. We present comparisons
to VIP in Appendix B.2.3. Approximate inference for BNN is a rich field. Under the VI frame-
work, apart from the implicit VI methods mentioned in Section 1, Louizos & Welling (2017) pro-
posed a hierarchical variational model, which approximates p(θ|x,y) with q(θ) = ∫ q(θ|z)q(z)dz,
where z represents layer-wise multiplicative noise, parameterized by normalizing flows. While this
approach improves upon plain single-level variational models, its flexibility is limited by a over-
simplified choice of q(θ|z). Such a trade-off between approximation quality and computational
efficiency is inevitable for weight-space VI procedures. Another line of work use stochastic gra-
dient Markov Chain Monte Carlo (SG-MCMC) for approximate inference (Li et al., 2016; Chen
et al., 2014). While SG-MCMC converges to the true posterior asymptotically, within finite time it
produces correlated samples, and has been shown to be less particle-efficient than the deterministic
6Non-identifiability means there are multiple parameters that correspond to the same model. Local non-
identifiability means for any neighborhood U of parameter θ, there exists θ′ ∈ U s.t. θ′ and θ represent the
same model, i.e., they correspond to the same likelihood function. Global non-identifiability means there exists
such θ′, but not necessarily in all neighborhoods.
7
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Figure 1: Approximate posterior obtained by different methods. Dots indicate observations, solid
line indicates predicted mean, light shaded area corresponds to the predictive credible interval, and
dark shaded area corresponds to the credible interval for mean estimate.
POVI procedures (Liu & Wang, 2016; Chen et al., 2018). Finally, there are other computation-
ally efficient approaches to uncertainty estimation, e.g. Monte-Carlo dropout (Gal & Ghahramani,
2016), batch normalization (Hron et al., 2018), and efficient implementations of factorized Gaussian
approximation (e.g., Blundell et al., 2015; Zhang et al., 2018a; Khan et al., 2018).
5 EVALUATION
In this section, we evaluate our method on a variety of tasks. First, we present a qualitative evaluation
on a synthetic regression dataset. We then evaluate the predictive performance on several standard
regression and classification datasets. Finally, we assess the uncertainty quality of our method on
two tasks: defense against adversarial attacks, and contextual bandits.
We compare with strong baselines. For our method, we only present results implemented with
SVGD for brevity (abbreviated as “f-SVGD”); results using other POVI methods are similar, and
can be found in Appendix B.1 and B.2.2. Unless otherwise stated, baseline results are directly taken
from the original papers, and comparisons are carried out under the same settings.
Code for the experiments is available at https://github.com/thu-ml/fpovi. The imple-
mentation is based on ZhuSuan (Shi et al., 2017).
5.1 SYNTHETIC DATA AND THE OVER-PARAMETERIZATION PROBLEM
To evaluate the approximation quality of our method qualitatively, and to demonstrate the curse-
of-dimensionality problem encountered by weight space POVI methods, we first experiment on a
simulated dataset. We follow the simulation setup in Sun et al. (2017): for input, we randomly
generate 12 data points from Uniform(0, 0.6) and 8 from Uniform(0.8, 1). The output yn for input
xn is modeled as yn = xn + n + sin(4(xn + n)) + sin(13(xn + n)), where n ∼ N (0, 0.0009).
The model is a feed-forward network with 2 hidden layers and ReLU activation; each hidden layer
has 50 units. We use 50 particles for weight space SVGD and our method, and use Hamiltonian
Monte Carlo (HMC) to approximate the ground truth posterior. We plot 95% credible intervals for
prediction and mean estimate, representing epistemic and aleatoric7 uncertainties respectively.
Fig. 1 shows the results. We can see our method provides a reasonable approximation for epistemic
uncertainty, roughly consistent with HMC; on the other hand, weight-space POVI methods severely
underestimate uncertainty. Furthermore, we found that such pathology exists in all weight-space
POVI methods, and amplifies as model complexity increases; eventually, all weight-space methods
yield degenerated posteriors concentrating on a single function. We thus conjecture it is caused by
the over-parameterization problem in weight space. See Appendix B.1 for related experiments.
5.2 PREDICTIVE PERFORMANCE
Following previous work on Bayesian neural networks (e.g. Herna´ndez-Lobato & Adams, 2015),
we evaluate the predictive performance of our method on two sets of real-world datasets: a number
of UCI datasets for real-valued regression, and the MNIST dataset for classification.
7predictive uncertainty due to the noise in the data generating process.
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Figure 2: Average test RMSE and predictive negative log-likelihood, on UCI regression datasets.
Smaller (lower) is better. Best viewed in color.
Table 2: Test error on the MNIST dataset. Boldface indicates the best result.
Method BBB (Gaussian Prior) BBB (Scale Mixture Prior) KIVI f-SVGD
Test Error 1.82% 1.36% 1.29% 1.21%
5.2.1 UCI REGRESSION DATASET
On the UCI datasets, our experiment setup is close to Herna´ndez-Lobato & Adams (2015). The
model is a single-layer neural network with ReLU activation and 50 hidden units, except for a
larger dataset, Protein, in which we use 100 units. The only difference to Herna´ndez-Lobato &
Adams (2015) is that we impose an inverse-Gamma prior on the observation noise, which is also
used in e.g. Shi et al. (2018b) and Liu & Wang (2016). Detailed experiment setup are included in
Appendix B.2.1, and full data for our method in Appendix B.2.2.
We compare with the original weight-space Stein variational gradient descent (SVGD), and two
strong baselines in BNN inference: kernel implicit variational inference (KIVI, Shi et al., 2018b),
and variational dropout with α-divergences (Li & Gal, 2017). The results are summarized in Fig. 2.
We can see that our method has superior performance in almost all datasets.
In addition, we compare with another two state-of-the-art methods for BNN inference: multiplica-
tive normalizing flows and Monte-Carlo batch normalization. As the experiment setup is slightly
different following (Azizpour et al., 2018), we report the results in Appendix B.2.3. In most cases,
our method also compares favorably to these baselines.
5.2.2 MNIST CLASSIFICATION DATASET
Following previous work such as Blundell et al. (2015), we report results on the MNIST handwriting
digit dataset.We use a feed-forward network with two hidden layers, 400 units in each layer, and
ReLU activation, and place a standard normal prior on the network weights. We choose this setting
so the results are comparable with previous work. We compare our results with vanilla SGD, Bayes-
by-Backprop (Blundell et al. (2015)), and KIVI. For our method, we use a mini-batch size of 100,
learning rate of 2 × 10−4 and train for 1,000 epochs. We hold out the last 10,000 examples in
training set for model selection. The results are summarized in Table 2. We can see that our method
outperform all baselines.
Figure 3: Accuracy on adversarial examples.
5.3 ROBUSTNESS AGAINST ADVERSARIAL EXAMPLES
Deep networks are vulnerable to adversarial noise, with many efficient algorithms to craft such
noise (cf. e.g. Dong et al., 2018), while defending against such noise is till a challenge (e.g. Pang
et al., 2018b;a). It is hypothesized that Bayesian models are more robust against adversarial exam-
ples due to their ability to handle epistemic uncertainty (Rawat et al., 2017; Smith & Gal, 2018).
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This hypothesis is supported by Li & Gal (2017), in a relatively easier setup with feed-forward
networks on MNIST; to our knowledge, no results are reported using more flexible approximate in-
ference techniques. In this section, we evaluate the robustness of our method on a setting compatible
to previous work, as well as a more realistic setting with ResNet-32 on the CIFAR-10 dataset. We
briefly introduce the experiment setup here; detailed settings are included in Appendix B.3.
On the MNIST dataset, we follow the setup in Li & Gal (2017), and experiment with a feed-forward
network. We use the iterative fast gradient sign method (I-FGSM) to construct targeted white-box
attack samples. In each iteration, we limit the `∞ norm of the perturbation to 0.01 (pixel values are
normalized to the range of [0, 1]). We compare our method with vanilla SVGD, and MC Dropout.
On the CIFAR-10 dataset, we use the ResNet-32 architecture (He et al., 2016a). As dropout requires
modification of the model architecture, we only compare with the single MAP estimate, and an
ensemble model. We use 8 particles for our method and the ensemble baseline. We use the FGSM
method to construct white-box untargeted attack samples.
Fig. 3 shows the results for both experiments. We can see our method improves robustness sig-
nificantly, both when compared to previous approximate BNN models, and baselines in the more
realistic setting.
5.4 IMPROVED EXPLORATION IN CONTEXTUAL BANDIT
Finally, we evaluate the approximation quality of our method on several contextual bandit problems,
Contextual bandit is a standard reinforcement learning problem. It is an arguably harder task than
supervised learning for BNN approximation methods, as it requires the agent to balance between
exploitation and exploration, and decisions based on poorly estimated uncertainty will lead to catas-
trophic performance through a feedback loop (Riquelme et al., 2018). Problem background and
experiment details are presented in Appendix B.4.
We consider the Thompson sampling algorithm with Bayesian neural networks. We use a feed-
forward network with 2 hidden layers and 100 ReLU units in each layer. Baselines include other
approximate inference methods including Bayes-by-Backprop and vanilla SVGD, as well as other
uncertainty estimation procedures including Gaussian process and frequentist bootstrap. We use the
mushroom and wheel bandits from Riquelme et al. (2018).
The cumulative regret is summarized in Table 3. We can see that our method provides competitive
performance compared to the baselines, and outperforming all baselines by a large margin in the
wheel bandit, in which high-quality uncertainty estimate is especially needed.
Table 3: Cumulative regret in different bandits. Results are averaged over 10 trials.
BBB GP Bootstrap f-SVGD
Mushroom 19.15± 5.98 16.75± 1.63 2.71± 0.22 4.39± 0.39
Wheel 55.77± 8.29 60.80± 4.40 42.16± 7.80 7.54± 0.41
6 CONCLUSION
We present a flexible approximate inference method for Bayesian regression models, building upon
particle-optimization based variational inference procedures. The newly proposed method performs
POVI on function spaces, which is scalable and easy to implement and overcomes the degeneracy
problem in direct applications of POVI procedures. Extensive experiments demonstrate the effec-
tiveness of our proposal.
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A PROOF FOR PROPOSITION 3.1
Define
Ex[q(f)] = Eq(f)
[
N
B′
log p(yb|xb, f) + log p(f(x))
]
,
Hx[q(f)] = −Eq(f) log q(f(x)).
So E [q(f)] = Eµ(Ex[q] +Hx[q]).
∇ δ(EµEx[q])δq is derived in (Ambrosio et al., 2008, Chapter 11), and it suffices to show
∇δHx[eval#qθ]
δqθ
= −∇θ log q(f(x; θ)), (6)
where eval(θ) := f(X ; θ). The above follows from the definition of first variation: see Lemma A.1.
A.1 SUPPORTING RESULTS
Definition A.1. (Santambrogio, 2015, 7.12) Given a functional F : P(Ω) → R ∪ {+∞}, ρ ∈
P(Ω)∞ is said to be regular forF if for any ρ′ ∈ P(Ω)∩Lc and ε ∈ (0, 1),F [(1−ε)ρ+ερ′] < +∞.
If ρ is regular, we call (δF/δρ)(ρ), the first variation, any measurable function such that
d
dε
F(ρ+ εχ) =
∫
δF
δρ
(ρ)dχ
for all smooth χ = ρ′ − ρ, where ρ′ ∈ P(Ω) ∩ Lc.
Lemma A.1. Let ρ(x) be an arbitrary smooth distribution on Rn, f : Rn → Rm be a smooth map
such that f#ρ is absolutely continuous; Aρ(x) := [f#ρ](f(x)) be the marginal density of f(x)
(given ρ), evaluated at f(x). Then the first variation of
Hm(ν) :=
{− ∫ ρ(x) logAρ(x)dx, ν = ρ · µLebesgue
+∞, o.t.
is [
δHm(ρ)
δρ
]
(x) = − logAρ(x).
Proof. [
d
dε
Hm(ρ+ εχ)
]
ε=0
=−
∫
d
dε
{(ρ+ εχ)(x) log(A(ρ+ εχ)(x))}dx (7)
=−
∫ [
χ log(A(ρ+ εχ)) +
(ρ+ εχ)
A(ρ+ εχ)
Aχ
]
ε=0
dx (8)
=−
∫ (
χ log(Aρ) +
ρ
Aρ
Aχ
)
dx.
where (8) holds since the map  7→ A(ρ + χ)(x) is linear. To calculate ∫ ρAρAχdx it suffices to
consider
∫
ρ
AρAνdx for arbitrary ν ∈ Lc. As∫
ρ
Aρ
Aνdx = Eρ(x)
[
[f#ν](f(x))
[f#ρ](f(x))
]
= Ef#ρ(f(x))
[
[f#ν](f(x))
[f#ρ](f(x))
]
=
∫
[f#ν](f(x))
[f#ρ](f(x))
[f#ρ](f(x))dx = 1,
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∫
ρ
AρAχdx = 0, and [
δHm
δρ
(ρ)
]
(x) = − logAρ(x).
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B EXPERIMENT DETAILS AND ADDITIONAL RESULTS
B.1 SYNTHETIC DATA
Comparison with Other POVI Methods We present posterior approximations obtained by
weight-space and function-space versions of other POVI methods. The simulation setup is the same
as in Section 5.1. As shown in Figure 4, function-space methods provide improvement in all cases,
avoid the degenerate behavior of weight-space methods.
Experiments with Increasing Model Complexity To obtain a better understanding of the degen-
erate behavior of weight-space POVI methods, we repeat the experiment with increasingly complex
models. Specifically, we repeat the experiment while varying the number of hidden units in each
layer from 5 to 100. Other settings are the same as Section 5.1. The posteriors are shown in Figure
5. We can see that weight space methods provide accurate posterior estimates when the number of
weights is small, and degenerate gradually as model complexity increases, eventually all particles
collapse into a single function. On the contrary, function space methods produce stable approxima-
tions all the time.
Figure 4: Posterior approximations obtained by weight space (up) and function space (down) vari-
ants of other POVI methods.
Figure 5: Posterior approximations on increasingly complex models. L denotes the number of
hidden units in each layer. We can see a clear trend of degeneration for weight-space method.
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B.2 UCI DATASETS
B.2.1 EXPERIMENT DETAILS IN 5.2.1
For our method in all datasets, we use the AdaM optimizer with a learning rate of 0.004. For datasets
with fewer than 1000 samples, we use a batch size of 100 and train for 500 epochs. For the larger
datasets, we set the batch size to 1000, and train for 3000 epochs. We use a 90-10 random train-
test split, repeated for 20 times, except for Protein in which we use 5 replicas. For our method
and weight-space POVI methods, we use 20 particles. We use the RBF kernel, with the bandwidth
chosen by the median trick (Liu & Wang, 2016).
For our method, we approximate the function-space prior with GP, and separate the mini-batch used
for prior gradient and other parts in v, as discussed in the main text. We construct the multivariate
normal prior approximation with 40 draws and a batch size of 4.
B.2.2 FULL RESULTS WITH DIFFERENT POVI PROCEDURES
In this section, we provide full results on UCI datasets, using weight-space and function-space
versions of different POVI procedures. The experiment setup is the same as Section 5.2.1. The
predictive RMSE and NLL are presented in Table 4 and 5, respectively. We can see that for all
POVI methods, function space variants provide substantial improvement over their weight-space
counterparts.
Table 4: Average test RMSE on UCI datasets. Bold indicates statistically significant best results
(p < 0.05 with t-test).
Dataset Weight Space Function Space (Ours)SVGD w-SGLD pi-SGLD SVGD w-SGLD pi-SGLD
Boston 2.96± 0.10 2.84± 0.15 2.84± 0.15 2.54± 0.11 2.51± 0.11 2.54± 0.11
Concrete 5.32± 0.10 5.51± 0.10 5.49± 0.10 4.31± 0.18 4.36± 0.18 4.33± 0.17
Kin8nm 0.09± 0.00 0.07± 0.00 0.07± 0.00 0.07± 0.00 0.07± 0.00 0.07± 0.00
Naval 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00
Power 3.94± 0.03 3.97± 0.03 3.97± 0.03 3.78± 0.03 3.81± 0.03 3.81± 0.03
Protein 4.61± 0.01 4.40± 0.02 4.40± 0.02 3.98± 0.02 4.01± 0.02 4.01± 0.02
Winered 0.61± 0.01 0.63± 0.01 0.63± 0.01 0.61± 0.01 0.61± 0.01 0.61± 0.01
Yacht 0.86± 0.05 0.95± 0.07 0.93± 0.07 0.59± 0.06 0.59± 0.06 0.58± 0.06
Table 5: Average test NLL on UCI datasets. Bold indicates best results.
Dataset Weight Space Function Space (Ours)SVGD w-SGLD pi-SGLD SVGD w-SGLD pi-SGLD
Boston 2.50± 0.03 2.52± 0.07 2.52± 0.07 2.47± 0.07 2.53± 0.09 2.55± 0.09
Concrete 3.08± 0.02 3.15± 0.03 3.15± 0.03 2.84± 0.06 2.91± 0.07 2.93± 0.07
Kin8nm −0.98± 0.01 −1.20± 0.01 −1.20± 0.01 −1.25± 0.00 −1.26± 0.00 −1.26± 0.00
Naval −4.09± 0.01 −6.33± 0.02 −6.39± 0.02 −5.56± 0.03 −6.22± 0.02 −6.25± 0.02
Power 2.79± 0.01 2.80± 0.01 2.80± 0.01 2.75± 0.01 2.76± 0.01 2.76± 0.01
Protein 2.95± 0.00 2.90± 0.00 2.90± 0.00 2.80± 0.00 2.80± 0.00 2.80± 0.00
Winered 0.93± 0.01 0.97± 0.01 0.97± 0.01 0.89± 0.02 0.92± 0.02 0.92± 0.02
Yacht 1.23± 0.04 1.39± 0.07 1.37± 0.07 1.00± 0.22 1.08± 0.28 1.09± 0.29
B.2.3 COMPARISON WITH OTHER METHODS
In this section, we provide comparison to a few other strong baselines in BNN inference.
MNF and MCBN We first present comparisons with multiplicative normalizing flow (MNF;
Louizos & Welling, 2017) and Monte-Carlo batch normalization (MCBN; Azizpour et al., 2018).
We make the experiment setups consistent with Azizpour et al. (2018), and cite the baseline results
from their work. The model is a BNN with 2 hidden layer, each with 50 units for the smaller datasets,
and 100 for the protein dataset. We use 10% data for test, and hold out an additional fraction of 10%
data to determine the optimal number of epochs. The hyperparameters and optimization scheme for
our model is the same as in Section 5.2.1. The results are presented in Table 6. We can see that in
most cases, our algorithm performs better than the baselines.
18
Published as a conference paper at ICLR 2019
VIP We present comparison to the variational implicit process (VIP; Ma et al., 2018). We follow
the experiment setup in their work, and cite results from it. The model is a BNN with 2 hidden layer,
each with 10 units. For our method, we follow the setup in Section 5.2.1. We note that this is not
entirely a fair comparison, as the method in Ma et al. (2018) also enables model hyper-parameter
learning, while for our method we keep the hyper-parameters fixed. However, as shown in Table 7,
our method still compares even or favorably to them, outperforming them in NLL in 5 out of 9
datasets. This supports our hypothesis in Section 4 that the linear combination posterior used in Ma
et al. (2018) limits their flexibility.
Table 6: Average test RMSE and NLL following the setup of Azizpour et al. (2018). Bold indicates
best results.
Dataset Test RMSE Test NLLMCBN MNF f-SVGD MCBN MNF f-SVGD
Boston 2.75± 0.05 2.98± 0.06 2.88± 0.14 2.38± 0.02 2.51± 0.06 2.48± 0.03
Concrete 4.78± 0.09 6.57± 0.04 4.85± 0.12 3.45± 0.11 3.35± 0.04 3.02± 0.04
Kin8nm 0.07± 0.00 0.09± 0.00 0.06± 0.00 −1.21± 0.01 −1.04± 0.00 −1.34± 0.01
Power 3.74± 0.01 4.19± 0.01 3.59± 0.03 2.75± 0.00 2.86± 0.01 2.70± 0.01
Protein 3.66± 0.01 4.10± 0.01 3.36± 0.03 2.73± 0.00 2.83± 0.01 2.60± 0.01
Winered 0.62± 0.00 0.61± 0.00 0.63± 0.01 0.95± 0.01 0.93± 0.00 0.97± 0.02
Yacht 1.23± 0.05 2.13± 0.05 0.67± 0.07 1.39± 0.03 1.96± 0.05 0.68± 0.09
Table 7: Average test RMSE and NLL on UCI datasets, following the setup in Ma et al. (2018).
Bold indicates best results.
NLL RMSE
VIP-BNN f-SVGD VIP-BNN f-SVGD
Boston 2.45± 0.04 2.30± 0.05 2.88± 0.14 2.54± 0.14
Concrete 3.02± 0.02 2.90± 0.02 4.81± 0.13 4.35± 0.15
Energy 0.60± 0.03 0.69± 0.03 0.45± 0.01 0.43± 0.01
Kin8nm −1.12± 0.01 −1.11± 0.01 0.07± 0.00 0.07± 0.00
Power 2.92± 0.00 2.76± 0.00 4.11± 0.05 3.83± 0.03
Protein 2.87± 0.00 2.85± 0.00 4.25± 0.07 4.10± 0.02
Winered 0.97± 0.02 0.89± 0.01 0.64± 0.01 0.60± 0.01
Yacht −0.02± 0.07 0.75± 0.01 0.32± 0.06 0.60± 0.07
Naval −5.62± 0.04 −4.82± 0.10 0.00± 0.00 0.00± 0.00
B.2.4 FURTHER EXPERIMENTS
As suggested by the reviewers, we add further experiments to evaluate our method.
Convergence Properties of Our Method We demonstrate the stability of our procedure, by pre-
senting the negative log-likelihood on held-out data during a typical run. The experiment setup
follows (Azizpour et al., 2018), and the result is plotted in Figure 6. As shown in the figure, the
training process of our procedure is fairly stable.
Benchmark on a Narrow Architecture To balance our discussion on weight-space POVI meth-
ods, we present a benchmark on a narrower BNN model. More specifically, we use the experiment
setup in (Ma et al., 2018), which uses 10 hidden units in each layer. Other settings are summarized
in the previous subsection. We compare f-SVGD with SVGD, and include the results for mean-field
VI and MC dropout with α-divergence in (Ma et al., 2018) for reference. The results are presented
in Table 8. We can see that weight-space POVI is a strong baseline under priors with simpler archi-
tectures. However, as the issue of over-parameterization still presents, the function-space method
still outperform it by a significant margin.
Table 8: Comparison with other baselines under a narrower network prior on some UCI datasets.
boldface indicates best results.
NLL RMSE
MFVI alpha-dropout SVGD f-SVGD MFVI alpha-dropout SVGD f-SVGD
Boston 2.76 (0.04) 2.45 (0.02) 2.42 (0.07) 2.33 (0.05) 3.85 (0.22) 3.06 (0.09) 2.77 (0.20) 2.58 (0.12)
Kin8mn -0.81 (0.01) -0.92 (0.02) -1.11 (0.01) -1.11 (0.00) 0.10 (0.00) 0.10 (0.00) 0.08 (0.00) 0.08 (0.00)
Power 2.83 (0.01) 2.81 (0.00) 2.79 (0.01) 2.76 (0.00) 4.11 (0.04) 4.08 (0.00) 3.95 (0.02) 3.78 (0.02)
Protein 3.00 (0.00) 2.90 (0.00) 2.87 (0.00) 2.85 (0.00) 4.88 (0.04) 4.46 (0.00) 4.29 (0.02) 3.95 (0.02)
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Figure 6: Heldout NLL as a function of training time (in epochs) during a sample run on the Concrete
dataset.
B.3 ADVERSARIAL EXAMPLES
MNIST Experiment Details We follow the setup in Li & Gal (2017). We use a feed-forward
network with ReLU activation and 3 hidden layers, each with 1000 units. For both SVGD and f-
SVGD, we use the AdaM optimizer with learning rate 5 × 10−4; we use a batch size of 1000 and
train for 1000 epochs. The attack method is the targeted iterated FGSM with `∞ norm constraint,
i.e. for t = 1, . . . , T , set
x
(t)
adv := x
(t−1)
adv +  · sgn(∇ logEq(f)[p(y = 0|x(t−1)adv , f)]),
where  = 0.01, and x(0)adv denotes the clean input. We remove clean images labeled with “0”.
For our method and weight-space SVGD, we use 20 particles, and scale the output logits to have a
prior variance of 10. We use an additional 40 particles to generate 8-dimensional prior samples.
A few notes on applying our method to classification problems: it is important to use the normalized
logits as f , so that the model is fully identified; also as for classification problems, f(x) is already
high-dimensional for a single data point x, one should down-sample f(x) within each x. We choose
to always include the true label in the down-sampled version, for labeled samples, and share negative
labels across different x.
Test accuracy and log likelihood on clean samples are reported in Table 9.
Table 9: MNIST: Test accuracy and NLL on clean samples
MC-dropout SVGD f-SVGD
accuracy 0.983 0.970 0.984
average NLL 0.075 0.109 0.065
CIFAR Experiment Details We use the ResNet-32 architecture, defined in He et al. (2016b), and
uses the same training scheme. We use 8 particles for our method and the ensemble method. For
our method, we use 32 particles to generate 6-dimensional prior samples.
The ResNet architecture consists of batch normalization layers, which needs to be computed with
the full batch of input. We approximate it with a down-sampled batch, so that more prior samples
can be produced more efficiently. In our implementation, we down-sample the input batch to 1/4 of
its original size.
The test accuracy and log likelihood on clean samples are reported in Table 10. Our method out-
performs the single point estimate, but is slightly worse than the ensemble prediction. Performance
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drop on clean samples is common that models obtained by adversarially robust methods (cf. e.g.
Liao et al., 2017).
Table 10: CIFAR-10: Test accuracy and NLL on clean samples
single ensemble f-SVGD
accuracy 0.925 0.937 0.934
average NLL 0.376 0.203 0.218
B.4 CONTEXTUAL BANDIT
Contextual bandit is a classical online learning problem. The problem setup is as follows: for each
time t = 1, 2, · · · , N , a context st ∈ S is provided to the online learner, where S denotes the given
context set. The online learner need to choose one of the K available actions It ∈ {1, 2, · · · ,K}
based on context st, and get a (stochastic) reward `It,t. The goal of the online learner is to minimize
the pseudo-regret
R
S
n = max
g:S→{1,2,··· ,K}
E
[
n∑
t=1
`g(st),t −
n∑
t=1
`It,t
]
. (9)
where g denotes the mapping from context set S to available actions {1, 2, · · · ,K}. Pseudo-regret
measures the regret of not following the best g, thus pseudo-regret is non-negative, and minimize
the pseudo-regret is equal to find such the best g.
For contextual bandits with non-adversarial rewards, Thompson sampling (a.k.a. posterior sam-
pling; Thompson, 1933) is a classical algorithm that achieves state-of-the-art performance in prac-
tice (Chapelle & Li, 2011). Denote the underlying ground-truth reward distribution of context s and
action It as νs,It . In Thompson sampling, we place a prior µs,i,0 on reward for context s and action i,
and maintain µs,i,t, the corresponding posterior distribution at time t. For each time t = 1, 2, . . . , N ,
Thompson sampling selects action by
It ∈ arg max
i={1,2,··· ,K}
ˆ`
i,t, ˆ`i,t ∼ µs,i,t.
The corresponding posterior is then updated with the observed reward `It,t. The whole procedure
of Thompson sampling is shown in Algorithm 2.
Algorithm 2 Thompson Sampling
Input: Prior distribution µs,i,0, time horizon N
for time t = 1, 2, · · · , N do
Observe context st ∈ S
Sample ˆ`i,t ∼ µs,i,t.
Select It ∈ arg maxi={1,2,··· ,K} ˆ`i,t and get `It,t
Update the posterior of µst,It,t+1 with `It,t.
end for
Notice that contextual bandit problems always face the exploration-exploitation dilemma. Explo-
ration should be appropriate, otherwise, we can either exploit too much sub-optimal actions or ex-
plore too much meaningless actions. Thompson sampling addresses this issue by each time selecting
the actions greedy with the sampled rewards, which is equal to selecting action i with the probabil-
ity that i can get the highest reward under context st. This procedure need an accurate posterior
uncertainty. Either over-estimate or under-estimate the posterior uncertainty can lead to the failure
of balancing exploration and exploitation, which further lead to the failure of Thompson sampling.
Here, we focus on two benchmark contextual bandit problems, called mushroom and wheel.
Mushroom Bandit In mushroom, we use the data from mushroom dataset (Schlimmer, 1981),
which contains 22 attributes per mushroom and two classes: poisonous and safe. Eating a safe
mushroom provides reward +5. Eating a poisonous mushroom delivers reward +5 with probability
1/2 and reward -35 otherwise. If the agent does not eat a mushroom, then the reward is 0. We run
50000 rounds in this problem.
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Figure 7: Visualization of the wheel bandit, taken from (Riquelme et al., 2018). Best viewed in
color.
Wheel Bandit Wheel bandit is a synthetic problem that highlights the need for exploration. Let
δ ∈ (0, 1) be an “exploration parameter”. Context X is sampled uniformly at random in the unit
circle in R2. There are k = 5 possible actions: the first action results in a constant reward `1 ∼
N (µ1, σ2); the reward corresponding to other actions is determined by X:
• For contexts inside the blue circle in Figure 7, i.e. for X s.t. ‖X‖ ≤ δ, the other four
actions all result in a suboptimal reward N (µ2, σ2) for µ2 < µ1.
• Otherwise, one of the four contexts becomes optimal depend on the quarter X is in. The
optimal action results in a reward of N (µ3, σ2) for µ3  µ1, and other actions still have
the reward N (µ2, σ2).
As the probability that X corresponds to a high reward is 1− δ2, the need for exploration increases
as δ increases, and it is expected that algorithm with poorly calibrated uncertainty will stuck in
choosing the suboptimal action a1 in these regions. Such a hypothesis is confirmed in (Riquelme
et al., 2018), making this bandit a particularly challenging problem. In our experiments, we use
50000 contexts, and set δ = 0.95.
Experiment Setup The model for neural networks is a feed-forward network with 2 hidden layers,
each with 100 units. The hyper-parameters for all models are tuned on the mushroom bandit, and
kept the same for the wheel bandit. For the baselines, we use the hyper-parameters provided in
(Riquelme et al., 2018). The main difference from (Riquelme et al., 2018) is that we use 20 replicas
for bootstrap. For our method, we also use 20 particles.
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C ON ALTERNATIVE KERNELS FOR WEIGHT-SPACE POVI
Many POVI methods use a kernel to make the gradient flow well-defined for discrete distributions.
A natural question is whether we could design the kernel carefully to alleviate the problem of over-
parameterization and high dimensionality. This idea is tempting: intuitively, for most POVI methods
listed in Table 1, the kernel defines a repulsive force term, which push a particle away from its “most
similar” neighbors. A better choice of the kernel makes the similarity measure more sensible. In
this section, we will list candidates for such a kernel, and show that they do not work in general.
Figure 8: Posterior approximations with weight-space SVGD and alternative kernels. k f cor-
responds to the function-value kernel, and k a the activation kernel. We include the results for
f-SVGD and HMC for reference.
Table 11: Test NLL on UCI datasets for SVGD with alternative kernels.
Weight-Space SVGD Function-Space SVGDRBF ka kf
Boston 2.50± 0.03 2.50± 0.07 2.49± 0.06 2.47± 0.08
Yacht 1.23± 0.04 1.35± 0.06 1.20± 0.07 1.01± 0.06
Concrete 3.08± 0.02 3.12± 0.03 3.11± 0.03 2.96± 0.04
Evaluation Setup For kernels considered in this section, we evaluate their empirical performance
on the synthetic dataset and the UCI regression datasets, following the same setup as in the main
text. We test on two POVI methods: SVGD and w-SGLD. As results are similar, we only report the
results for SVGD for brevity. The results are presented in Figure 8 and Table 11.
The “Function Value” Kernel Similar to our proposed method, one could define a weight-space
kernel on function values, so it directly measures the difference of regression functions; i.e.
kf (θ
(1), θ(2)) := Ex∼µ[k(f(x; θ(1)), f(x; θ(2)))], (10)
where k is an ordinary kernel on RB (e.g. the RBF kernel), x ∈ XB , and µ is an arbitrary measure
supported onXB . We first remark that kf is not positive definite (p.d.) due to over-parameterization,
and there is no guarantee that weight-space inference with kf will converge to the true posterior in
the asymptotic limit8. Furthermore, it does not improve over the RBF kernel empirically: predictive
performance does not improve, and it drastically overestimates the epistemic uncertainty on the
synthetic data.
To understand the failure of this kernel, take SVGD as an example: the update rule θ(i)`+1 ← θ(i)` −
`v(θ
(i)
` ) is defined with
−v(θ(i)) = 1
n
n∑
j=1
Kij∇θ(j) log p(θ(j)|x)︸ ︷︷ ︸
gradij
+∇θ(j)Kij︸ ︷︷ ︸
rfij
 .
Finite-sample SVGD is usually understood as follows (Liu & Wang, 2016): the first term follows a
smoothed gradient direction, which pushes the particles towards high-probability region in posterior;
8E.g. Liu & Wang (2016) requires a p.d. kernel for such guarantees.
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the second term acts as a repulsive force, which prevents particles from collapse together. However,
for inference with non positive definite kernels such as kf , it is less clear if these terms still play the
same role:
1. When there are particles corresponding to the same regression function, their gradient for
log posterior will be averaged in grad. This is clearly undesirable, as these particles can be
distant to each other in the weight space, so their gradient contains little learning signal for
each other.
2. While for stationary kernels, the repulsive force
rfij =
1
n
∑
j
∇θ(j)Kij = −
1
n
∑
j
∇θ(i)Kij
drives particle i away from other particles, this equality does not hold for kf which
is non-stationary. Furthermore, in such summation over ∇θ(j)Kij , as ∇θ(j)Kij =
∇f(x;θ(j))Kij∇θ(j)f(x; θ(j)), assuming ∇θ(j)f(x; θ(j)) is of the same scale for j,
∇θ(j)f(x; θ(j)) will contribute to particle i’s repulsive force most if the function-space
repulsive force, ∇f(x;θ(j))Kij is the largest. However, unlike in identifiable models, there
is no guarantee that this condition imply θ(j) is sufficiently close to θ(i), and mixing their
gradient could be detrimental for the learning process.
As similar terms also exist in other POVI methods, such an argument is independent to the choice
of POVI methods. Also note that both parts of this argument depends on the over-parameterization
property of the model, and the degeneracy (not being p.d.) of the kernel.
The Activation Kernel Another kernel that seems appropriate for BNN inference can be defined
using network layer activations. Specifically, let h(x; θ) be the activations of all layers in the NN
parameterized by θ, when fed with a batch of inputs x. The kernel is defined as
ka(θ
(1), θ(2)) := Ex∼µ[k(h(x; θ(1)), h(x; θ(2))))].
This kernel is positive definite if the batch sizeB is sufficiently large, but it does not work either: pre-
dictive performance is worse than weight-space SVGD with RBF kernel, and as shown in Figure 8, it
also suffers from the collapsed prediction issue. Intuitively, our argument on over-parameterization
in Section 2 should apply to all positive definite kernels.
In conclusion, constructing sensible kernels for BNN in weight-space POVI is non-trivial; on the
other hand, our proposed algorithm provides a more natural solution, and works better in practice.
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D IMPACT OF PARAMETRIC AND STOCHASTIC APPROXIMATIONS
Our algorithm consists of several approximations. Assuming the function-space prior gradient is
known, there remains two approximations, namely the parametric approximation to function par-
ticles (Section 3.1.1), and the stochastic approximation to particle update (Section 3.1.2). In this
section, we examine the impact of them empirically, by comparing them to an exact implementation
of the function-space POVI algorithm in a toy setting.
Figure 9: Estimated KL (q‖p) w.r.t. training iterations, for f-SVGD using different sets of approx-
imations. A baseline value is presented to help understanding the scale of KL divergence in this
experiment; see below for details.
Experiment Setup To make exact simulation of the function-space POVI procedure possible, we
consider a 1-D regression problem on a finite-dimensional function space, with a closed form GP
prior. Specifically, we set X := Xtrain∪Xtest := {−2,−1.8,−1.6, . . . ,+2}∪{1.7, 1.9, 2.1}. The
training targets are generated by yi ∼ N (sin(xi), 0.12). The function-space prior is a GP prior with
zero mean and a RBF kernel, which has a bandwidth of 0.5. The true posterior can be computed in
closed form (Rasmussen, 2004):
f(Xtest)|Xtrain,Ytrain ∼ N (µ,Σ), where
µ := Ktr(Krr + σ
2I)−1(Ytrain),
Σ := Ktt −Ktr(Krr + σ2I)−1K>tr,
and Ktt,Ktr,Krr denote the gram matrices k(Xtest,Xtest), k(Xtest,Xtrain) and
k(Xtrain,Xtrain), respectively. We consider three versions of f-SVGD implementation:
• An “exact” implementation, which treats f(X ) as the parameter space and directly applies
SVGD. It is tractable in this experiment, as f(X ) is finite dimensional. The only approx-
imation errors are due to discretization and particle approximation. It is known that as
step-size approach 0, and number of particles approaches infinity, this method recovers the
true posterior exactly (Liu et al., 2017).
• f-SVGD with the parametric approximation, i.e. the algorithm described in Section 3.1.1.
• f-SVGD with the parametric approximation, and the mini-batch approximation, i.e. the
algorithm described in Section 3.1.2.
To understand the scale of the KL divergence used here, we also report its value using a baseline
posterior approximation q, defined as the GP posterior conditioned on a down-sampled training set,
X˜train := {−2,−1.6, . . . ,+2}.
We use 1, 000 particles and a step size of 10−3. We run each version of f-SVGD for 20,000 iterations,
and report the exclusive KL divergence of test predictions, KL (q[f(Xtest)]‖p[f(Xtest)]), where
q(f(·)) is approximated with a multivariate normal distribution.
The result is presented in Figure 9. We can see that even with 1,000 particles, our introduced
approximations has a negligible impact on the solution quality, compared to the (well-understood)
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discretization and particle approximation in the original SVGD algorithm. Furthermore, the final
algorithm in Section 3.1.2 has no convergence issues.
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E THE RELATION BETWEEN FUNCTION-SPACE AND WEIGHT-SPACE POVI,
AND FREQUENTIST ENSEMBLE TRAINING
Function-space POVI, weight-space POVI, and ensembled gradient descent share a similar form:
they all maintain K particles in the parameter space; in each iteration, they all compute a update
vector for each particle according to some rule, and add it to the parameter. In this section, we
discuss this connection in more detail, by comparing the update rule for each algorithm.
Consider a real-valued regression problem, where the likelihood model is p(y|f(x)) :=
N (y|f(x), σ2y). We choose SVGD as the base POVI algorithm. The B-dimensional kernel for
f-SVGD is the RBF kernel with bandwidth σ2k. For all algorithms, denote the particles maintained
at iteration ` as θ1` , . . . , θ
K
` . The three algorithms can all be written as
θi`+1 := θ
i
` + u
i
`,
for different choices of u. We drop the subscript ` below, as the context is clear. Denote J i :=(
∂fi` (xb)
∂θi`
)>
, where xb,yb is the mini-batch from training set drawn in step `; denote f i(·) :=
f(·; θi).
The Ensemble Method The ensemble algorithm computes K maximum-a-posteriori estimates
independently. The update rule is thus
uiens := ∇θi log p(θi|X,Y) (11)
≈ N
B
∇θi log p(yb|θi,xb) +∇θi log p(θi) (12)
= J i
[
N
Bσ2y
(yb − f i(xb))
]
︸ ︷︷ ︸
BP-ed error signal
+∇θi log p(θi), (13)
where B is the batch size.
f-SVGD The update rule of f-SVGD can be derived by plugging in v from Table 1 into (4). With
a RBF kernel and the Gaussian likelihood model, its form is
uif−SVGD = −J ivSVGD(f i`) (14)
=
∑
j
J i [Kij∇fj(x) log p(f j(x)|X,Y) +∇fj(x)Kij] (15)
≈
∑
j
KijJ i
(
N
Bσ2y
(yb − f j(xb)) +∇fj(x) log p(f j(x))
)
+
Kij
σ2k
J i(f i(x)− f j(x))︸ ︷︷ ︸
fRFij
 .
(16)
Denote Si :=
∑
jKij , K˜ij := Kij/Si, we turn (16) into
SiJ i
∑
j
[
K˜ij
(
N
Bσ2y
(yb − f j(xb)) +∇fj(x) log p(f j(x))
)
+
1
Si
fRFij
]
(17)
∝J i
 NBσ2y
yb −∑
j
K˜ijf
j(xb)
+∑
j
K˜ij∇fj(x) log p(f j(x)) + 1Si fRFij
 (18)
The similarity between (16) and (13) is now clear: the first term in (18) corresponds to the back-
propagated error signal in (13); the second term in (18), the function-space prior gradient, plays the
same role as the parametric prior gradient in (13); A newly added term, fRFij directly pushes f i(x)
away from f j(x), ensuring the particles eventually constitutes a posterior approximation, instead of
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collapsing into a single MAP estimate. In (18), all three terms act as function-space error signals,
and get back-propagated to the weight space through J i.
Consequently, our algorithm has many desirable properties:
1. During the initial phase of training, as randomly initialized function particles are distant
from each other, the repulsive force is relatively small, and particles will reach high-density
regions rapidly like SGD;
2. the repulsive force term takes into account the prediction of different particles, and prevents
them from collapsing into a single, potentially overfitted, mode; as its scale is determined
by the principled POVI algorithm, the final particles constitute an approximation to the
function-space posterior;
3. for large models, our algorithm could be easily parallelized following the model parallelism
paradigm, as in each iteration, only function-space error signals need to be exchanged
among particles, and the communication overhead is proportional to the batch size and
number of particles.9
SVGD with the function-value kernel Now we consider weight-space SVGD with the function
value kernel (10), where both the finite-dimensional base kernel, and µ, are chosen to be the same
as in f-SVGD. Therefore, fix a set of samples x, the evaluation on (θi, θj) of (the stochastic approx-
imation to) (10) equals Kij . Still, we denote it as K
fv
ij , as this kernel is a function of weights. The
update rule is
uiSVGD,fv :=
∑
j
[
Kfvij ∇θj log p(θj |X,Y) +∇θjKfvij
]
(19)
=
∑
j
[
Kfvij
(
∂θj
∂f j
)
∇fj log p(f j |X,Y) +
(
∂θj
∂f j
)
∇fjKfvij
]
(20)
≈
∑
j
{
Kfvij J j
(
N
Bσ2y
(yb − f j(xb))
)
+∇θj log p(θj) +
Kfvij
σ2k
J j(f i(x)− f j(x))
}
.
(21)
While (21) and (16) are very similar, the behavior of the resulted algorithms are drastically different.
The key reason is that in (21), the Jacobian is for particle j, and the first and third term in (21) are
gradients for particle j. But they are applied to particle i. As we have discussed in Appendix C, this
issue of gradient mixing could be highly detrimental for inference on over-parameterized models.
SVGD with p.d. kernel Lastly, we present the update rule for SVGD using general kernels for
completeness. It is
uiSVGD,p.d. ≈
∑
j
{
Kfvij J j
(
N
Bσ2y
(yb − f j(xb))
)
+∇θj log p(θj) +∇θjKfvij
}
. (22)
Although it also mixes gradients from different particles, such a behavior may be less detrimental
than in the function-value kernel case, as the mixing coefficient Kij is usually based on similarity
between network weights10. The issue of weight-space POVI using p.d. kernel is due to over-
parameterization, as we have discussed in Section 2.
9for smaller models like those used in real-valued regression, many (i.e. hundreds of) particles could fit in
a single GPU device, and the communication overhead is negligible; furthermore, as a single particle requires
far less computational resource than the GPU has, the initial scaling curve could be sub-linear, i.e. using 20
particles will not be 20 times slower than fitting a single particle, as verified in Liu & Wang (2016).
10 In practice, however, we may re-scale the kernel values to introduce sensible repulsive force (e.g. the “me-
dian trick” in RBF kernel serves this purpose, as mentioned in Liu & Wang (2016)). In this case, the gradient
mixing effect will also be noticeable. We hypothesize that it could be part of the reason of the pathologies in
weight-space methods; as a supporting evidence, we experimented SVGD on the random feature approximation
to deep GP (Cutajar et al., 2016) on the synthetic dataset from Louizos & Welling (2016). Using a 3-layer deep
GP with Arc kernel and 5 GPs per layer, all particles collapse to a constant function, which is not the posterior
mean given by HMC. A quantitative characterization of the impact of gradient-mixing is beyond the scope of
this work.
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