Abstract-We propose a Thompson sampling based learning algorithm for the Linear Quadratic (LQ) control problem with unknown system parameters. The algorithm is called Thompson sampling with dynamic episodes (TSDE) where two stopping criteria determine the lengths of the dynamic episodes in Thompson sampling. The first stopping criterion controls the growth rate of episode length. The second stopping criterion is triggered when the determinant of the sample covariance matrix is less than half of the previous value. We show under some conditions on the prior distribution that the expected (Bayesian) regret of TSDE accumulated up to time T is bounded byÕ( √ T ). HereÕ(·) hides constants and logarithmic factors. This is the firstÕ( √ T ) bound on expected regret of learning in LQ control. Numerical simulations are provided to illustrate the performance of TSDE.
I. INTRODUCTION
We consider the problem of Linear Quadratic (LQ) control with unknown system parameters. If the true parameters are known, then the problem is the classic stochastic LQ control where optimal control is a linear function of the state. In the learning problem, however, the true system dynamics are unknown. This problem is also known as the adaptive control problem [1] , [2] .
The early works in the adaptive control literature made use of the certainty equivalence principle. The idea is to estimate the parameters from collected data and apply the optimal control by taking the estimates to be the true parameters. It was shown that the certainty equivalence principle may lead to the convergence of the estimated parameters to incorrect values [3] and thus results in suboptimal performance. This issue arises fundamentally from the lack of exploration. The controller must explore the environment to learn the system dynamics but at the same time it also needs to exploit the information available to minimize the accumulated cost. This leads to the well known exploitation-exploration trade-off in learning problems.
One approach to actively explore the environment is to add perturbations to the controls (see, for examples, [4] , [5] ). However, the persistence of perturbations lead to suboptimal performance except in the asymptotic region. To overcome this issue, Campi and Kumar [6] proposed a cost-biased maximum likelihood algorithm and proved its asymptotic optimality. More recent works [7] , [8] show a connection between the cost-biased maximum likelihood and the optimism in the face of uncertainty (OFU) principle [9] in online learning. The OFU principle handles Y. Ouyang is with the EECS department at UC Berkeley. M. Gagrani and R. Jain are with the Department of Electrical Engineering, University of Southern California, Los Angeles. (e-mail: ouyangyi@berkeley.edu; mgagrani@usc.edu; rahul.jain@usc.edu). R. Jain's work was supported by NSF grant 1611574. the exploitation-exploration trade-off by making use of optimistic parameters. Based on the OFU principle, [7] , [8] design algorithms that achieveÕ( √ T ) bounds on regret accumulated up to time T with high probability. HereÕ(·) hides the constants and logarithmic factors. This regret scaling is believed to be optimal except for logarithmic factors because the similar linear bandit problem possesses a lower bound of O( √ T ) [10] . One drawback of the OFU based algorithms is their computational requirements. Each step of an OFU based algorithm requires optimistic parameters as the solution of an optimization problem. Solving the optimization is computationally expensive. In recent years, Thompson sampling (TS) has become a popular alternative to OFU due to its computational simplicity. It has been successfully applied to multi-armed bandit problems [11] [12] [13] [14] [15] as well as to Markov Decision Processes (MDPs) [16] [17] [18] . The idea dates back to 1933 due to Thompson [19] . TS based algorithms generally proceed in episodes. At the beginning of each episode, parameters are randomly sampled from the posterior distribution maintained by the algorithm. Optimal control is applied according to the sampled parameters until the next episode begins. TS based algorithms are computationally more efficient than OFU based algorithms since they do not require to solve any optimization problem.
The idea of TS has not been applied to learning in LQ control until very recently [17] , [20] . One key challenge to adapt TS to LQ control is to appropriately design the length of the episodes. Abbasi-Yadkori and Szepesvri [17] designed a dynamic episode schedule for TS based on their OFU based algorithm [7] . It was claimed to have aÕ( √ T ) regret growth but [21] pointed out a possible error in the proof of the regret bound. A modified dynamic episode schedule was proposed in [20] , but it suffers aÕ(T 2 3 ) regret that is worse than the targetÕ( √ T ) scaling. In this paper, we propose a Thompson sampling with dynamic episodes (TSDE) learning algorithm for the LQ control problem. In TSDE, there are two stopping criteria for an episode to end. The first stopping criterion controls the growth rate of episode length. The second stopping criterion is the doubling trick similar to the ones in [7] , [17] , [20] that stops when the determinant of the sample covariance matrix becomes less than half of the previous value. Instead of the popular high probability regret bound used in [7] , [8] , [20] , we choose the expected (Bayesian) regret as the performance metric for the learning algorithm. The reason is because in LQ control, a high probability bound does not provide a desired performance guarantee as the system cost may go unbounded due to a bad event with small probability.
Under some conditions on the prior distribution, we show that the expected regret of TSDE accumulated up to time T is bounded byÕ( √ T ). Our result is the firstÕ( √ T ) bound on expected regret of learning in LQ control aside from the attempt of [17] . The performance of TSDE is also verified through numerical simulations.
II. PROBLEM FORMULATION A. Preliminaries: Stochastic Linear Quadratic Control
Consider a linear system controlled by a controller. The system dynamics are given by
where x t ∈ R n is the state of the system plant, u t ∈ R m is the control action by the controller, and w t is the system noise which has the standard Gaussian distribution N (0, I). A * and B * are system matrices with proper dimensions. We assume that x 1 = 0 at time t = 1.
The control action u t = π t (h t ) at time t is a function π t of the history of observations h t = (x 1:t , u 1:t−1 ) including states x 1:t and controls u 1:t−1 . We call π = (π 1 , π 2 , . . . ) the (adaptive) control policy.
The cost incurred at time t is a quadratic instantaneous function
where Q and R are positive definite matrices. Let θ * = [A * , B * ] be the system parameter including both the system matrices. Then θ ∈ R d×n where d = n + m. When θ * is perfectly known to the controller, minimizing the infinite horizon average cost per stage is a standard stochastic Linear Quadratic (LQ) control problem. Let J(θ * ) be the optimal per stage cost under θ * . That is,
It is well-known that the optimal cost is given by
if the following Riccati equation has a unique positive definite solution S(θ * ).
S(θ
Furthermore, for any θ and any x, the optimal cost function J(θ) satisfies the Bellman equation
where x t+1 (u) = θ [x , u ] +w t , and the optimal control that minimizes (6) is equal to
with the gain matrix G(θ) given by
B. Learning Problem
The problem we are interested in this paper is the case when the system matrices A * , B * are unknown. When θ * = [A * , B * ] is unknown, the problem becomes a reinforcement learning problem where the controller needs to learn the system parameter while minimizing the cost.
We consider a Bayesian setting and assume that there is a prior distribution μ 1 on θ * at the beginning. That is, for any set Θ
Since the actual parameter θ * is unknown, we define the expected regret of any policy π to be
The above expectation is with respect to the randomness for W t , the prior distribution μ 1 for θ * , and the randomized algorithm. The learning objective is to find a control policy that minimizes the expected regret.
III. LEARNING ALGORITHM
In this section, we develop a Thompson Sampling (TS) based learning algorithm. We make the following assumption on the prior distribution μ 1 . 
Here
. , θ(n)]).
Note that under the prior distribution, the meanθ 1 (i) for each column of θ * may be different, but they have the same covariance matrix Σ 1 .
At each time t given the history of observations h t = (x 1:t , u 1:t−1 ), we define μ t to be the posterior belief of θ * given by
The posterior belief can be computed according to the following lemma.
Lemma 1. The posterior belief μ t on the parameter θ * satisfies
whereθ t (i), i = 1, . . . , n, and Σ t can be sequentially updated using observations as follows.
where
Lemma 1 can be proved using arguments for the least square estimator. For example, see [22] for a proof. (17), Σ t can also be computed by
Remark 1. Instead of the Kalman filter type equation
We now introduce the Thompson Sampling with Dynamic Episodes (TSDE) learning algorithm.
The TSDE algorithm operates in episodes. Let t k be start time of the kth episode and T k = t k+1 − t k be the length of the episode with the convention T 0 = 1. From the description of the algorithm, t 1 = 1 and t k+1 , k ≥ 1, is given by
At the beginning of episode k, a parameter θ k is sampled from the posterior distribution μ t k . During each episode k, controls are generated by the optimal gain G k for the sampled parameter θ k . One important feature of TSDE is that its episode lengths are not fixed. The length T k of each episode is dynamically determined according to two stopping criteria: (i) t > t k + T k−1 , and (ii) det(Σ t ) < 0.5 det(Σ t k ). The first stopping criterion provides that the episode length grows at a linear rate without triggering the second criterion. The second stopping criterion ensures that the determinant of sample covariance matrix during an episode should not be less than half of the determinant of sample covariance matrix at the beginning of this episode.
IV. REGRET ANALYSIS Since J(·), S(·), and G(·) are well-defined functions on the compact set Ω * , there exist finite numbers
In the regret analysis, we make the following assumption on the prior distribution.
Assumption 2.
There exists a positive number ρ < 1 such that for any θ ∈ Ω * , we have ||A * + B * G(θ)||≤ ρ.
This assumption ensures that the closed-loop system is stable under the learning algorithm. A weaker assumption in [8] can ensure that Assumption 2 is satisfied for θ = θ k with high probability.
Our main result is the following bound on expected regret.
Theorem 1. Under Assumptions 1 and 2, the expected regret of TSDE satisfies

R(T, T SDE) ≤Õ
√ T (1 − ρ) −2.5(20)
whereÕ(·) hides all constants and logarithmic factors.
To prove Theorem 1, we first provide bounds on the system state and the number of episodes. Then we give a decomposition for the expected regret and derive upper bounds for each term of the regret.
Let X T = max t≤T x t be the maximum value of the norm of the state and K T be the number of episodes over the horizon T . Then we have the following properties.
Lemma 2. For any j ≥ 1 and any T we have
Lemma 3. The number of episodes is bounded by
The proofs of Lemmas 2 and 3 are in the appendix. Following the steps in [7] using the Bellman equation (6), for t k ≤ t < t k+1 during the kth episode, the cost of TSDE satisfies
Then from (23), the expected regret of TSDE can be decomposed into
R(T, T SDE)
In the following, we proceed to derive bounds on R 0 , R 1 and R 2 .
As discussed in [16] , [21] , [23] , one key property of Thompson/Posterior Sampling algorithms is that for any function f , E[f (θ t )] = E[f (θ * )] if θ t is sampled from the posterior distribution at time t. However, our TSDE algorithm has dynamic episodes that requires us to have the stopping-time version of the above property whose proof is in the appendix.
Lemma 4. Under TSDE, t k is a stopping time for any episode k. Then for any measurable function f and any σ(h t k )−measurable random variable X, we have
Based on the key property of Lemma 4, we establish an upper bound on R 0 .
Lemma 5. The first term R 0 is bounded as
Proof. From monotone convergence theorem we have
Note that the first stopping criterion of TSDE ensures that
Note that 1 {t k ≤T } (T k−1 + 1) is measurable with respect to σ(h t k ). Then, Lemma 4 gives
Combining the above equations we get
where the last equality holds because J(θ * ) ≤ M J and
The term R 1 can be upper bounded using K T and X T .
Lemma 6. The second term R 1 is bounded by
Proof. From the definition of R 1 we get
Since ||S(θ k )||≤ M S , we obtain
Let's now derive an upper bound for R 2 .
Lemma 7. The third term R 2 is bounded by
λmin and λ min is the minimum eigenvalue of Σ −1
.
Proof. Each term inside the expectation of R 2 is equal to
Since
Therefore,
From Cauchy-Schwarz inequality, we have
From Lemma 8 in the appendix, the first part of (40) is bounded by
For the second part of (40), note that
Consequently, the second term of (40) is bounded by
Then using (39), (40) together with (41), (44) we obtain the result of the lemma.
Using the bounds on R 0 , R 1 and R 2 , we are now ready to prove Theorem 1.
Proof of Theorem 1. From the regret decomposition (24), Lemmas 5-7, and the bound on K T from Lemma 3 we obtain
R(T, T SDE)
From Lemma 9 in the appendix, we have E[ log(
, and
Applying these bounds to (45) we get
V. SIMULATIONS
In this section we illustrate the performance of the TSDE algorithm for different linear systems through numerical simulations. The prior distribution used in TSDE is set according to (12) withθ 1 (i) = 1, Σ 1 = 4I, and Ω * = {θ : ||A * + B * G(θ)||≤ ρ} where ρ is a simulation parameter. The parameter ρ can be seen as the level of accuracy of the prior distribution. The smaller ρ is, the more accurate the prior distribution is for the true system parameters. Note that Assumption 2 holds when ρ < 1
We report the mean and standard deviation of the regret over 200 runs of each experiment. We simulate for two different values of ρ = 0.99, ρ = 2 for each system and set the time horizon to T = 2000.
In the case of a scalar system we consider two systems: a stable system with A * = 0.9 and an unstable system with A * = 1.5. We set Q = 2, R = 1 and B * = 0.5 for both cases. Figure 1(a),1(b) show the results for the stable system and unstable system respectively. TSDE successfully learns and controls both stable and unstable systems as the regret grows sublinearly. Although assumption 2 does not hold when ρ = 2, the results show that TSDE might still work in this situation. Figure 2 illustrates the regret curves for a multidimensional system with n = m = 3. Here, we again consider two systems: a stable system with 0.9 as the largest eignevalue of A * and an unstable system with 1.5 as the largest eigenvalue of A * . The results show that TSDE achieves sublinear regret in the multi-dimensional case also. We propose the Thompson sampling with dynamic episodes (TSDE) learning algorithm for LQ control. Under some conditions on the prior distribution, we provide ã O( √ T ) bound on expected regret of TSDE. This is the first near-optimal guarantee on expected regret for a learning algorithm in LQ control. Numerical simulations show that TSDE can efficiently learn and control different systems with different conditions on the prior distribution.
