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Sections of the coastal Gulf of Maine (GoME) differ in circulation, temperature, salinity,
and primary production. These regional differences as well as their temporal changes, together
with biological factors, such as the vertical migration, pelagic larval duration, etc., determine
marine larval transports, and further affect the population connectivity, and community
assembly in the intertidal GoME.
To investigate the variations of coastal currents in the GoME, we built a high-resolution
circulation model covering the shelf seas from Long Island Sound to the Gulf of St. Lawrence,
This model was quantitatively validated with observed sea surface height (SSH), time series of
temperature, salinity, and velocity, composite temperature and salinity characteristics from
CTD stations, and ADCP transects. Overall, the circulation model successfully reproduced the
seasonal and interannual variations of SSH, temperature, salinity, and velocity in the nearshore
and coastal GoME, while the performance in predicting velocity in the offshore GoME was
less successful. To study the alongshore and cross-shore material transport and population

connectivity of Mytilus edulis, we evaluated a particle tracking model with satellite-tracked
drifters. It can reproduce the general patterns of drifter tracks in the coastal GoME within the
period of a month, though the separation distances between drifters and simulated particles
generally accumulate by 3km/day.
Our model showed that in the northeast corner of the GoME, the Eastern Maine Coastal
Current (EMCC) possesses two cores, an offshore and a nearshore core that peak in summer
and spring, respectively. The two cores can be traced back to outflows from the Bay of Fundy
along both sides of the Grand Manan Island. The two cores gradually merge as flowing
southwestward, but split into two branches again east of Mount Desert Rock, where the
nearshore branch flows along the coast to feed the Western Maine Coastal Current (WMCC)
(i.e., the connectivity between the EMCC and the WMCC), while the offshore branch turns
southward to recirculate in the eastern GoME. The offshore veering occurs further
northeastward in late winter and summer, but gradually shifts southwestward from summer to
winter. The connectivity between the EMCC and the WMCC generally peaks twice annually,
with the highest connectivity in winter and then a secondary peak in late spring or early summer.
The WMCC is generally southwestward with an offshore and a nearshore core, fed by the
extension of the EMCC and runoff from the Penobscot and Kennebec-Androscoggin Rivers,
respectively. A sea level dome can form offshore of Casco Bay during late fall and early winter
in some years associated with the northeastward alongshore wind, resulting in the
northeastward flows (i.e., the counter-WMCC) on the inshore side of the dome. Diagnosis of
momentum balance demonstrates that the EMCC is primarily driven by the offshore pressure

gradient force (PG), while both the WMCC and counter-WMCC in late fall and early winter
are mainly driven by PG and wind.
The general dispersal patterns in the nearshore and coastal GoME consist of relatively
uniform grounding along the coast, alongshore transport to the western GoME by the coastal
currents and offshore transport to the interior gulf by the wind-driven surface current.
Alongshore transport generally follows three prototypical steps: offshore dispersal along with
sinking, alongshore transport, and onshore dispersal along with surfacing. Transports to the
interior GoME occur prominently offshore of Penobscot Bay and east of Cape Cod, likely due
to the offshore veering of EMCC, and variations of isobath inclination, respectively. Inshore of
80 m isobath, the consistent cross-shore flows result in very similar cross-shore transport
between years and months, while offshore of 80 m isobath, the influence of variable coastal
currents gradually emerges, which alters the cross-shore transport.
In the eastern GoME, dispersal of M. edulis larvae exhibits three prototypical patterns:
self-seeding, exchanges among beds in the same and neighboring bays, and southwestward
alongshore transport. Self-seeding and exchange result in two settlement clusters, in
Frenchman Bay and Pleasant-Western Bay, while additional alongshore transport originates in
further eastern spawning beds and occurs via the EMCC. Spawning beds that produce a large
amount of larvae can modulate the settlements in other beds, and further affect the overall
metapopulation. Higher temperature can result in more self-seeding and exchanges among beds
in the same and neighboring bays. Moreover, Passamaquoddy Bay, Blue Hill Bay and
Penobscot Bay may also contribute to the M. edulis population in the eastern GoME.
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CHAPTER 1
INTRODUCTION
1.1 Hydrodynamics in the Gulf of Maine
The Gulf of Maine (GoME) is a semi-enclosed mid-latitude marginal sea bounded by the
northeastern coastlines of United States and Atlantic Canada and separated from the North
Atlantic Ocean by Georges Bank and Browns Bank (Figure 1.1). The gaps between the banks
and mainland form two main channels, the Northeast Channel located on the eastern side of
the GoME and the Great South Channel on the southwestern side. Limited deep-water
exchange only occurs through the Northeast Channel with a sill depth of about 230 m
(Mountain, 2012; Ramp et al., 1985; Townsend et al., 2015; Wanamaker et al., 2019), though
some shallow water exchanges also occur through the Great South Channel with a depth of ~
100 m. The three largest deep basins in the GoME are Georges Basin and Jordan Basin in the
east and Wilkinson Basin in the west. The northeastern GoME is also connected to the Bay of
Fundy (BoF), where very large tides and powerful tidal currents occur due to the interaction of
topography and tidal resonance in the GoME (Duff, 2011; Greenberg, 1979).
The main source waters to the GoME consist of shallow cold, fresh and less dense Scotian
Shelf Water (SSW) entering in the northeast corner of the GoME; and deep Slope Waters (SW)
entering via the Northeast Channel (Bumpus, 2011; Mountain, 2012; Ramp et al., 1985). Rivers
also discharge a large amount of fresh water, particularly the Saint John (inside the BoF),
Penobscot, and Kennebec Rivers. These source waters mix and form three main water masses
in the GoME, namely, the Maine Surface Water (MSW), Maine Intermediate Water (MIW),
1

and Maine Bottom Water (MBW) (Brown & Irish, 1993; Hopkins & Garfield, 1979). MSW
experiences large regional and seasonal variations due to the SSW inflows, river discharges
and heat flux. MBW mainly derives from the deep invasive SWs. Between resides a large
volume of the cold and fresh MIW. MIW is formed by the wintertime sinking and mixing, and
subsequent seasonal warming and isolation of surface water. Consequently, the MIW is
characterized by a mid-depth temperature minimum from spring to fall, but gradually dwindles
through vertical mixing. Local processes, such as river runoff, lateral exchanges and tidal
mixing also play a role on the formation and erosion of the MIW (Hopkins & Garfield, 1979).

Figure 1.1. Bathymetry in the GoME. The green and magenta rectangles and red oval mark the
sub-regions of the mouth of BoF and the eastern and western GoME, respectively. The two
black stars mark Machias Seal Island, and Mount Desert Rock from east to west.

2

The general circulation in the GoME is cyclonic (Bigelow, 1927; Brooks, 1985; Brown &
Irish, 1993; Xue et al., 2000) and the southwestward currents along the coast are often referred
to as the Gulf of Maine Coastal Current (GMCC) (Pettigrew et al., 2005; Pettigrew et al., 1998;
Xue & Du, 2010). The GMCC has two principal segments, the Eastern Maine Coastal Current
(EMCC) and the Western Maine Coastal Current (WMCC). The EMCC can be well mixed to
the depth of ~50 m, and hence identified as a cold band near the coast that extends
southwestward from the mouth of BoF to Penobscot Bay (Bisagni et al., 1996; Pettigrew et al.,
1998). The WMCC is shallower, broader, and weaker, generally extending from Penobscot Bay
to Cape Cod without evident temperature features (Hetland & Signell, 2005). Inshore of GMCC
exist consistent nearshore flows year-round, which are mainly driven by interaction between
tides and topography, and to a certain degree modulated by spatiotemporally varied runoffs
(Tilburg et al., 2012; Xue & Du, 2010). Though relatively weaker than GMCC, nearshore
currents can, to a certain degree, alter the shapes and the locations of GMCC (Xue & Du, 2010)
and produce significant cross-shore transports (Conlon et al., 2018).
1.2 Dispersal of marine larvae in the GoME
The fluid environment where marine populations live provides a wide variety of means to
disperse individuals within and among populations (Cowen & Sponaugle, 2009). For the
benthic species, the dynamics of populations are mainly affected by the overall natality,
mortality, and dispersal processes, which are typically associated with the earliest life stages,
i.e., spore, egg, and larva (Cowen et al., 2000; Cowen & Sponaugle, 2009). For a
metapopulation, dispersal processes also determine the exchange of individuals among
3

geographically separated subpopulations (Cowen et al., 2006), which is known as the
population connectivity and involves the dispersal phase of reproduction through the
completion of the settlement process and the post-settlement processes (Cowen & Sponaugle,
2009; Tilburg et al., 2012). The larval phase is key for most coastal marine species, such as
barnacles and bivalves (Rawson et al., 2001b; Schmidt & Rand, 1999). But the larval phase
and the associated dispersal are far from being thoroughly understood, due to the complicated
and variable biological, physical and biophysical factors and processes involved. For examples,
the biological attributes affect the offspring production, growth, development, survival and
settlement; the physical factors affect advection and diffusion, and the interactions between
biological and physical processes (e.g., vertical migration) (Cowen et al., 2006; Knights et al.,
2006; Siegel et al., 2008). Therefore, more comprehensive, and accurate approaches are needed
to explore and address these issues.
In the GoME, many species in planktonic phase are transported southwestward along the
coast by the GMCC, but few larvae can travel upstream, especially in the eastern GoME (Huret
et al., 2007; Xue et al., 2008). The connectivity between the EMCC and the WMCC can
determine the larvae being transported either to the western GoME or to the interior GoME.
But the sinuous coastline and the nearshore currents and eddies can lead to local retention,
especially in bays with less freshwater inputs (Brooks, 2009), where more larvae are prone to
local retention and then settlement (Huret et al., 2007; Xue et al., 2008). Therefore, the
transports of larvae could depend on the seasonal, interannual and regional variations of the
GMCC that also vary spatially because of topography, river runoff, etc.
4

The cross-shore transport and self-seeding of organism is associated with many physical
and biological factors and processes, such as topography, nearshore flows, temperature, salinity,
spawning time and location, reproductive output, development, pelagic larval duration (PLD),
vertical migration pattern, mortality, etc. (Bonicelli et al., 2016). Higher temperature can speed
up the development via faster metabolic processes and thus decrease the PLD (Filgueira et al.,
2015; Widdows, 1991), which, however, does not simply mean more successful settlements
due to other factors, such as food availability (Fotel et al., 1999; Pechenik et al., 1990). The
haloclines sometimes can act as a barrier (Sameoto & Metaxas, 2008). Some larvae have
swimming abilities in at least parts of their larval stages (Schmidt & Rand, 1999). Though
generally not strong enough to overcome the horizontal currents, larvae do, to a certain degree,
modify their locations in the water column (Knights et al., 2006; Peteiro & Shanks, 2015), thus
taking advantage of the vertical variations of horizontal flows and avoiding predation (Bourne
et al., 2018). Even with optimal temperature, substrate, sufficient food, etc., larvae are also very
vulnerable to predation. Therefore the mortality of larvae is very high and less than 1% of
larvae survive to the settlement (Thompson, 2011). Settlement varies with timing, location and
depth, which are affected by many factors, such as the bathymetry, wind, temperature, salinity,
development, bottom substrates as well as the corresponding larvae preference (Drake et al.,
2015). Besides directly limiting settlement and recruitment, these factors can even affect
competition (Hoch, 2011). In addition, some chemical cues can exert influence too, which can
be either positive (via attracting larvae, such as odors of food) or negative (via inducing larval
avoidance, such as odors of predators) (Blythe & Pineda, 2009).
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1.3 Research Questions and approaches
This research focuses on the seasonal variations of hydrodynamical processes in the coastal
GoME, such as the coastal currents and transport, and their effect on population connectivity
of M. edulis larvae in the eastern GOME.
The scientific questions are:
1) What are the seasonal variations of the EMCC, such as the strength and offshore veering,
and the corresponding driving factors?
2) What is the connectivity between the EMCC and WMCC as well as the governing
factors?
3) What are the general transport patterns in the GoME?
4) What is the population connectivity of M. edulis larvae in the eastern GoME? How do
hydrodynamic and biological factors affect the settlement and connectivity?
To answer these questions, various data are needed on large temporal and spatial scales.
But observations are seldom sufficient to meet the scale requirements. Circulation models can
provide more data than in-situ and satellite measurements and reproduce the complexities of
ocean processes at various spatial and temporal scales based on different resolutions. Particle
tracking models are good alternatives for exploring and quantifying transport of materials.
Moreover, they can also be utilized to quantify the significance of various factors and processes
that determine the circulation (e.g., Conlon et al., 2018; Nagura & McPhaden, 2014; Zhang &
Hetland, 2012; Zhang et al., 2014). In this study, a high-resolution 3-D circulation model and
an offline particle tracking model are utilized to simulate the hydrodynamics and population
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connectivity in the GoME. There are four steps to this research: simulation of the
hydrodynamics in the GoME, validations of the circulation model and the offline particle
tracking model, simulation of the alongshore and cross-shore transport, and simulation of larval
dispersal with biological attributes, such as spawning location, time, reproductive output,
mortality, development, and settlement.
1.4 Dissertation structure
The rest of the dissertation is structured as follows:
•

Chapter 2 presents the configurations and validations of the circulation and particle
tracking models.

•

Chapter 3 focuses on the seasonal variations of the EMCC and the corresponding
driving factors, and further investigates the origin of EMCC’s two-core structure.

•

Chapter 4 focuses on the connectivity between the EMCC and WMCC, and further
explores the wind effect on the WMCC.

•

Chapter 5 presents the general alongshore and cross-shore transport patterns in the
nearshore and coastal GoME, and further explores the factors for the general transport
patterns and the mechanisms for the temporal variations of cross-shore transport.

•

Chapter 6 presents the population connectivity of M. edulis in the eastern GoME and
the influence of reproductive output and ocean warming, and further explored the
potential spawning and settlement beds that significantly contribute to the population
in the eastern GoME.
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•

Chapter 7 closes this dissertation by summarizing the major conclusions of these
studies and discussing potential applications of the work.
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CHAPTER 2
MODEL CONFIGURATIONS AND VALIDATIONS
2.1 Chapter Abstract
Based on Semi-implicit Cross-scale Hydroscience Integrated System Model, we built a
high-resolution circulation model covering the shelf seas from Long Island Sound to the Gulf
of St. Lawrence. Using sea surface height (SSH) from 6 tidal gauges, temperature, salinity, and
velocity time series from 6 buoys, composite temperature and salinity characteristics from 1965
CTD stations, and 84 ADCP transects, we quantitatively validated the circulation model.
Overall, the circulation model successfully reproduced the seasonal and interannual variations
of SSH, temperature, salinity, and velocity in the coastal GoME, while the performance in
predicting velocity was less satisfactory in the offshore GoME. Moreover, we also evaluated a
particle tracking model with 43 satellite-tracked drifters. It can reproduce the general patterns
of drifter tracks in the coastal GoME within the period of a month, though the separation
distances between drifters and simulated particles generally accumulate by 3km/day.
2.2 Introduction
Due to limited temporal and spatial resolution, observations are rarely sufficient to support
a complete quantitative and dynamical analysis of coastal currents (e.g., Grifoll et al., 2013;
Sutherland & Pickart, 2008). Satellite data only detect sea surface properties. Therefore,
models are a valuable addition to explore coastal hydrodynamics.
Circulation models can provide more data than in-situ and satellite measurements and
reproduce the complexities of ocean processes at various spatial and temporal scales based on
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different resolutions. Moreover, they can also be utilized to quantify the significance of various
factors and processes that determine the circulation (e.g., Conlon et al., 2018; Nagura &
McPhaden, 2014; Zhang & Hetland, 2012; Zhang et al., 2014). High-resolution models are
particularly useful for exploring the hydrodynamics in highly productive nearshore and coastal
areas where strongly spatiotemporally varying processes such as river runoff, winds, tides,
eddies and waves, interact (e.g., Aleynik et al., 2016; Wang et al., 2020b; Wang et al., 2020c;
Wang et al., 2019). Particle tracking models are good alternatives for exploring transport of
materials. Online particle tracking modules native to the circulation models are seldom utilized
because of the computational expense. Instead, transports are often simulated using offline
particle tracking models driven by circulation model output (Liu et al., 2015; Wang et al.,
2020a).
Models do have inherent limitations and errors, of which their accuracy suffers from the
most criticism. Therefore, models must be validated. Generally, circulation model performance
can be evaluated via model-observation comparisons, including temporal comparisons of time
series of temperature, salinity and sea surface height at observed locations (e.g., Conlon et al.,
2018; Lavaud et al., 2020; Stanev et al., 2019), and spatial comparisons of distributions of
velocity along horizontal and vertical transects (Conlon et al., 2018). The evaluations are
commonly represented in quantitative metrics, such as correlation, mean square error, mean
absolute error, bias and other self-defined parameters (Conlon et al., 2018; Mark et al., 2008;
Pairaud et al., 2011; Sentchev & Yaremchuk, 2016; Willmott, 1981; Xue et al., 2005). Particle
tracking models can be evaluated by comparisons between observed drifter tracks and
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simulated trajectories of passive particles released at the same times and locations (Bouzaiene
et al., 2021; Hart-Davis et al., 2018; Kako et al., 2010; Thorpe et al., 2004). But the separation
distances between drifters and particles often grow with time, generally several kilometers per
day (Edwards et al., 2006; Lynch et al., 2001; Werner, 1999). It is rather challenging to analyze
the discrepancies as they may result from inaccurate circulation model results, offline
configurations of particle tracking models, mismatch of the depth due to drifter drogue, etc.
(Edwards et al., 2006; Geyer, 1989; Manning et al., 2009).
2.3 Circulation model
2.3.1 Configurations of circulation model
The circulation model is based on the Semi-implicit Cross-scale Hydroscience Integrated
System Model (SCHISM) ( http://ccrm.vims.edu/schismweb/; Zhang & Baptista, 2008; Zhang
et al., 2016), version 5.6.1. SCHISM is a 3-D, free-surface, unstructured grid model, together
with the inverse Courant–Friedrichs–Lewy (CFL) setup (which allows a finer grid along with
a longer time step) making it ideal for high resolution and nearshore applications. The standard
Navier-Stokes equations are solved with hydrostatic and Boussinesq approximation. For
example, the momentum equation is given as follows
Du
= f − g  + m z
dt

f = f (v, −u ) −
where

g
0





z

 d  −

(1)

PA
+  g + Fm
0

(2)

Du
is the material derivative of the horizontal velocity (u); f contains the Coriolis force,
dt

baroclinic pressure gradient force, atmospheric pressure gradient force, earth tidal potential
gradient force and horizontal viscosity successively; and other terms on the right of (1) are
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barotropic pressure gradient force and vertical viscosity. η, g, ρ, ρ0, and PA are the free-surface
elevation, acceleration due to gravity, water density, reference water density and atmospheric
pressure, respectively.

Explanations of other parameters and governing equations can be

found in the SCHISM manual (http://ccrm.vims.edu/schismweb/schism_manual.html).
The NorthEast Shelf Seas model (NESS) (Li et al., 2021; Wang et al., 2022) covers the
shelf seas from Long Island Sound to the Gulf of St. Lawrence, with horizontal resolution
ranging from 200 m nearshore in the GoME to 6 km near the open boundary that is away from
the GoME to minimize artifacts introduced at the open boundary on the coastal GoME (Figure
2.1a). Vertically, NESS adopts a Localized Sigma Coordinate with Shaved Cell (LSC 2), that
has 70 levels in the deepest part of the domain, gradually reducing to a single level in areas
where the water depth is less than 1m (Figure 2.1b). The initial temperature and salinity were
interpolated

from

the

simultaneous

6-hour

HYCOM

reanalysis

(http://ncss.hycom.org/thredds/catalog.html), while the initial velocity and elevation were 0.
The minimum depth of wetting/drying, horizontal viscosity and drag coefficients were constant
at 0.01 m, 0.075, and 0.004, respectively. The model was forced by 1) the sea surface height
(SSH), temperature, salinity, and velocity from 6-hourly HYCOM reanalysis, 2) 8 tidal
components

(O1,

K1,

Q1,

M2,

S2,

K2

and

N2)

from

FES2014

(http://www.aviso.altimetry.fr/en/data/products/auxiliary-products/global-tide-fes.html) at the
open boundary without sponge layer, 3) 23 rivers (21 in the GoME, see locations in Figure 2.2)
with discharge from USGS (http://maps.waterdata.usgs.gov/mapper/index.html) or scaled to
gauged discharges based on watershed areas, and 4) 3-hourly NARR meteorological forcing
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including wind, heat and freshwater fluxes (http://www.ncdc.noaa.gov/data-access/modeldata/model-datasets/north-american-regional-reanalysis-narr ) at the surface. The model was
set to restart at the beginning of each year, ramp up in a day and output hourly temperature,
salinity, elevation, velocity, etc. at each node for the time period from 2014-2017. Additionally,
although much more computationally expensive, the forces in equation (1) and (2) were also
directly output for several months to diagnose the model with better accuracy.
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Figure 2.1. Horizontal mesh grids (a) and a sample of vertical grids (b) along a cross-shore
transect (black straight line in (a)).
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Figure 2.2. Locations of 21 rivers (magenta squares), 6 buoys (red squares), 6 tide gauge
stations (blue square), and transect 1-17, extended 3 (3E) and extended 14 (14E), A1 and A2
used in later figures.
2.3.2 Validations of circulation model
The circulation model has been validated by using the observed SSH time series from 6
tide gauge stations, namely, #8411060 (Cutler Farris Wharf, ME), #8413320 (Bar Harbor, ME),
#8418150 (Portland, ME), #8419317 (Wells, ME), #8423898 (Fort Point, NH) and #8443970
(Boston, MA) (https://tidesandcurrents.noaa.gov/); time series of temperature, salinity and
velocity from 6 buoys, namely, NERACOOS buoys A01, B01, E01, I01, M01 and N01
(http://neracoos.org/); composite temperature and salinity (T-S) characteristics from 1965 CTD
stations (https://www.bco-dmo.org/project/2118); spatial distributions of velocity along 77
nearshore

(https://www.bco-dmo.org/project/527082

and

http://data.bco-

dmo.org/jg/serv/BCO/MuLTI_2/ADCP_Transects_all.html0) and 7 offshore (Ti752, Ti753,
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Ti758, Ti813, Ti817, Ti840 and Ti978, https://dlacruisedata.whoi.edu/tioga/2010_to_present/)
ADCP transects in the GoME from 2014-2017. Note that buoy velocity time series at 2 m were
measured by Aanderaa Current Meters (RCM9) and those deeper were by Acoustic Doppler
Current Profilers (ADCP) (RDIWK9139, WHS-300).
Given that this study focuses on the seasonal variations of the coastal current, monthly
averages of observed time series were compared with the corresponding monthly mean
modeled data at the nodes closest to the measurement locations. The shipboard ADCP data
were collected with a time interval of 2 (0.8) seconds and horizontal resolution of ~5 (3) m for
the nearshore (offshore) transects. But the resolution of the hourly modeled velocity is greater
than 200 m. Therefore, the observed velocities had to be processed to match the scales. First,
the observed velocities were temporally averaged in 5-min interval to eliminate noise, then
spatially averaged to the nearest model grids, and finally these spatio-temporally averaged
velocities were compared to the temporally closest modeled velocities at the same grids.
Vertically, the observed velocities were collected from 2 (6) m to the bottom with a bin of 1 (2)
m for the nearshore (offshore) transects, so the modeled velocities were also linearly
interpolated to the same depths for the assessment. The model performance was assessed using
the Willmott Skill (Willmott, 1981):

1 N
Skill = 1 −  i =1
N

( mi −oi )

2






(

m −o + o −o

)

2






(3)

where m is the model output, o the observed data and N the number of observations. A score of
1 (0) indicates perfect agreement (complete disagreement) between observations and model.
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Generally, along the coastal GoME, the model successfully reproduced the seasonal and
interannual vartiations of the monthly averaged SSH. The magnitudes were slightly smaller by
0-0.1 m except at the Cutler Farris Wharf station (Figure 2.2). Model skills were 0.16 at Cutler
Farris Wharf station, 0.66 at Bar Harbor station, 0.64 at Portland station, 0.73 at Wells station,
0.71 at Fort Point station, and 0.8 at Boston station. At the Cutler Farris Wharf station, the small
skill resulted from the large difference of magnitudes, likely due to the mismatch of the
topography or the different basis elevation, because this station is located in a small, long and
narrow cove. The skill would increase to 0.65 after subtracting the corresponding 4-year means.

Figure 2.3. Comparisons between observed (Obs.) and modeled (Mod.) SSH at tide stations
(see locations in Figure 2.2).
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Figure 2.4. Locations of 763 observed CTD stations (a) performed in the eastern GoME, 20012019, and the comparisons of observed (Obs.) May (b), June (c), July (d), August (e) and
September (f) T-S characteristics and corresponding modeled (Mod.) monthly mean T-S in the
eastern GoME. In (b-f), the modeled data are collected at transect 1-6 (see locations in Figure
2.2). Note that the rarity of the observed data in (f) is due to fewer cruises conducted in
September.
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Figure 2.5. Locations of 1222 observed CTD stations (a) performed in the western GoME,
2001-2019, and the comparisons of observed (Obs.) April (b), May (c), June (d), July (e) and
August (f) T-S characteristics and corresponding modeled (Mod.) monthly mean T-S in the
western GoME. In (b-f), the modeled data are collected at transect 10, 12-16 (see locations in
Figure 2.2). Note that the rarity of the observed data in (b) is due to fewer cruises conducted in
April.
From Figure 2.4-2.5, the modeled monthly mean T-S characteristics in the eastern (i.e.
transects 1-6) and western (i.e. transects 10, 12-16) GoME from 2014-2017 fitted well the
corresponding observed composites, though the modeled deep salinity and temperature seemed
to be slightly higher, likely due to the forcing T-S at the open boundary from HYCOM data and
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possibly the temporal mismatch of observed and modeled data. Both the observed and modeled
data showed the seasonal evolution of warming and getting saltier from late spring to summer
(Figure 2.4-2.11).
From Figure 2.6-2.11, the model successfully captured the seasonal variations of T-S in
the upper water column, namely, warmer (colder) in summer and early fall (winter and early
spring),

and saltier (fresher) in fall and winter (spring). The modeled temperature basically

matched the observed ones very well at all buoys, while the modeled salinity at 1m of buoys
A01, B01 and E01 was evidently larger in spring and summer, likely due to the inaccurate river
runoff and precipitation. Compared to other stations, I01 in the eastern GoME had a relatively
small differences of temperature and salinity between the surface and bottom, and the model
captured this characteristic well. From Figure 2.12, the model reproduced the vertical
distributions of T-S with the mean model skills of 0.98 (0.63), 0.96 (0.7), 0.92 (0.69), 0.99
(0.91), 0.66 (0.65) and 0.75(0.57) for temperature (salinity) at buoy A01, B01, E01, I01, M01
and N01. Obviously, the model skill was higher for temperature than for salinity and higher at
the coastal stations (A01, B01, E01, I01) than at the offshore stations (M01, N01). Moreover,
at the coastal stations, the skills for temperature were generally larger than 0.85, while those
for salinity varied from around 0.5 to around 0.92. At offshore stations, the skills for
temperature was generally larger than 0.5 above 150 m, while the skills for salinity were
generally larger than 0.4 except 180 m of N01. In the vertical, the salinity varied dramatically
for these two stations. At station M01 (N01), the salinity increased from 32.6 (32.3) in the
surface to 34.5 (35.2) in the bottom. For temperature, there was a clear three-layer structure
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with the colder Maine Intermediate Water trapped in the middle (Hopkins & Garfield, 1979;
Townsend et al., 2006).

Figure 2.6. Comparisons between observed (Obs.) and modeled (Mod.) temperature (temp) and
salinity (salt) at 1m (a), 20 m (b) and 50 m (c) of buoy A01.
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Figure 2.7. Comparisons between observed (Obs.) and modeled (Mod.) temperature (temp) and
salinity (salt) at 1m (a), 20 m(b) and 50 m (c) of buoy B01.

Figure 2.8. Comparisons between observed (Obs.) and modeled (Mod.) temperature (temp) and
salinity (salt) at 1m (a), 20 m (b) and 50 m(c) of buoy E01.
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Figure 2.9. Comparisons between observed (Obs.) and modeled (Mod.) temperature (temp) and
salinity (salt) at 1m (a), 20 m (b) and 50 m (c) of buoy I01.

Figure 2.10. Comparisons between observed (Obs.) and modeled (Mod.) temperature (temp)
and salinity (salt) at 1m (a), 20 m (b), 50 m (c), 100 m (d), 150 m (e), 200 m (f) and 250 m (g)
of buoy M01.
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Figure 2.11. Comparisons between observed (Obs.) and modeled (Mod.) temperature (temp)
and salinity (salt) at 1m (a), 20 m (b), 50 m (c), 100 m (d), 150 m (e), and 180 m (f) of buoy
N01.

Figure 2.12. Comparisons between modeled (solid curves) and observed (dashed curves) 4year mean temperature and salinity (a), and the corresponding model skills for monthly mean
temperature (solid curves) and salinity (dashed curves) (b) at 6 buoy stations (see locations in
Figure 2.2). The thin gray curves in (a) are isopycnals.
Generally, the monthly averaged velocity directions matched relatively well in the coastal
GoME, although the modeled magnitudes were somewhat smaller (Figure 2.13-2.18). The
seasonal variations of southwestward coastal currents were captured successfully with larger
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velocities in later spring and summer. At buoy B01, the observed data indicated a weak
northeastward (i.e., upcoast) current above 42 m in November-December of 2015, while the
model showed a similar feature in November-December of 2015 and 2016, and OctoberDecember of 2017.

The vertical variations, namely gradually declining with depth were to a

certain degree also reproduced. At coastal buoys, the modeled velocities near the surface often
were smaller in summer. As a result, the model attained a maximum current speed below the
surface. This feature was observed at buoy A01, B01 and E01 too, however absent at buoy I01.
Many observed velocities in the upper 50 m ranged from -0.2 to -0.1 m/s in summer, but the
correspondingly modeled velocities ranged from about -0.1 to -0.05 m/s with very few
velocities exceeding -0.1 m/s at buoy I01 (Figure 2.16). The mean model skills for the eastward
(u) and northward (v) velocities were 0.71 and 0.54, 0.51 and 0.61, 0.6 and 0.31, 0.52 and 0.46
for buoys A01, B01, E01 and I01, respectively (Figure 2.19). The corresponding model skills
gradually declined from ~ 0.5-0.8 at the surface. Below 30-50 m, the skills became evidently
smaller, which may result from the unsatisfactory model performance and the larger
uncertainties associated with the very small velocities.
At offshore buoys M01 and N01, the observed velocities were relatively consistent from
surface to ~150 m, though the magnitudes declined with depth. The modeled velocities
matched the observed ones well at 2 m, but differed below. The mean model skills for the
eastward (u) and northward (v) velocities were 0.45 and 0.33, 0.42 and 0.42, M01 and N01.
The large discrepancy may be induced by many factors, such as the application of wind forcing,
forcing T-S and velocity at the open boundary, etc.
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Figure 2.13. Comparisons of modeled (blue) and observed (red) monthly mean eastward (a-g)
and northward (h-n) velocities at buoy A01.
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Figure 2.14. Comparisons of modeled (blue) and observed (red) monthly mean eastward (a-g)
and northward (h-n) velocities at buoy B01.

27

Figure 2.15. Comparisons of modeled (blue) and observed (red) monthly mean eastward (a-g)
and northward (h-n) velocities at buoy E01.
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Figure 2.16. Comparisons of modeled (blue) and observed (red) monthly mean eastward (a-g)
and northward (h-n) velocities at buoy I01.
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Figure 2.17. Comparisons of modeled (blue) and observed (red) monthly mean eastward (a-g)
and northward (h-n) velocities at buoy M01.
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Figure 2.18. Comparisons of modeled (blue) and observed (red) monthly mean eastward (a-g)
and northward (h-n) velocities at buoy N01.
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Figure 2.19. Model skills for monthly mean eastward (u, solid curves) and northward (v, dashed
curves) velocity at buoys (see locations in Figure 2.2).
In addition to the validations of velocity time series at the buoy stations, the velocities
along ADCP transects were validated too. Though not as accurate as temperature, salinity and
SSH (Li et al., 2021; Wang et al., 2021), the modeled instantaneous velocities along 77
nearshore and 7 offshore transects matched the observed better than the monthly averaged ones.
The mean skills were 0.62 (0.58) for the nearshore u (v) (Figure 2.20), and 0.59 (0.61) for the
offshore u (v) (Figure 2.23). The lower correlations may be caused by the grainy and noisy
ADCP data (Figure 2.21 & 2.22) and the temporal and spatial mismatch between observations
and model results. Nevertheless, the model did reproduce the complex structures of velocities,
such as the horizontal shear at the Chandler Bay transect (Figure 2.21), the vertical sheared
flow around Cape Ann (Figure 2.22), and the horizontal and vertical sheared velocities along
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transects lasting for ~4 hour and dozens of km (Figure 2.24 & 2.25). Moreover, the averaged
skills were 0.70 (u) and 0.61 (v) for ADCP transects east of Penobscot Bay, 0.51(u) and 0.54(v)
for ADCP transects west of Penobscot Bay in 2014-2016. This comparison demonstrated that
the model performed better in the eastern GoME than the western GoME, which may result
from the vertically more uniform and relatively stronger currents in the eastern GoME.

Figure 2.20. Locations of nearshore ADCP transects and corresponding model skills for
eastward (u) and northward (v) velocity in 2014-2016.
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Figure 2.21. Comparisons of modeled (Mod.) and observed (Obs.) eastward (u) and northward
(v) velocity across Chandler Bay (T1 in Figure 2.20a) during ebb tide in June 20, 2014. The
model skills are 0.82 and 0.87 for u and v, respectively.
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Figure 2.22. Comparisons of modeled (Mod.) and observed (Obs.) eastward (u) and northward
(v) velocity (T14 in Figure 2.20e) around Cape Ann during flood tide in May 12, 2016. The
model skills are 0.4 and 0.55 for u and v, respectively.

Figure 2.23. Locations of offshore ADCP transects and corresponding model skills for eastward
(u) and northward (v) velocity in the offshore GoME.
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Figure 2.24. Comparisons of modeled (Mod.) and observed (Obs.) eastward (u) and northward
(v) velocity (T4 in Figure 2.23) across the western GoME during 9:12-13:02, June 14, 2015.
The model skills are 0.72 and 0.46 for u and v, respectively. Note that ADCP data below ~50m
were excluded due to bad qualities.
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Figure 2.25. Comparisons of modeled (Mod.) and observed (Obs.) eastward (u) and northward
(v) velocity (T7 in Figure 2.23) across the offshore eastern GoME during 17:31-20:12, August
10, 2017. The model skills are 0.58 and 0.56 for u and v, respectively.

2.4 Particle tracking model
2.4.1 Configurations of particle tracking model
The offline Lagrangian particle tracking is based on the FVCOM I-State Configuration
Model

(FISCM)

codes

written

originally

to

complement

the

FVCOM

model

(https://github.com/GeoffCowles/fiscm; Decelles et al., 2015; Liu et al., 2015). FISCM has the
capability to perform experiments with biological attributes. Outputs of NESS were translated
to the FVCOM output format, which then drove FISCM to carry out the simulations. FISCM
uses a 3-D, fourth-order, Runge-Kutta advection scheme, with horizontal random walk to
approximate the subgrid processes. Specifically, random displacements are added as
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n 2  dt  Coef , where n is a normal random number, dt is the advection time step, and coef

is the diffusive coefficient. In this paper, dt and Coef are 3600 s and 50 m2/s, respectively.

2.4.2 Validations of particle tracking model
Ji et al. (2012) and Ounsley et al. (2019) verified the offline FISCM simulations against
results from the online FVCOM particle tracking module. Here we provide comparisons of
trajectories of satellite-tracked drifters and offline FISCM modeled tracks of passive particles
released at the same times and locations (Figure 2.26). The drifters consist of a surface float,
tether, and drogue, and most drogues were centered around the depth of 15 m. Therefore, the
modeled trajectories were defined as the mean tracks of 40 particles fixed at the surface and 15
m, respectively. From Figure 2.26a-d, FISCM reproduced reasonably the general patterns of
drifter tracks in the coastal western GoME. The downcoast alongshore transport in 2014, and
the upcoast alongshore transport in late fall and winter of 2015 and 2017 were successfully
captured. The separation distances between drifter and particle increased evidently in the
interior GoME. For example, west of Georges Bank, some particles were transported in
separate directions to the drifters (green curves in Figure 2.2b & blue curves in Figure 2.26d).
Similar to the studies by (Edwards et al., 2006; Lynch et al., 2001; Werner, 1999), Figure 2.26e
shows the mean separation distance between observed and modeled trajectories increased
linearly with a slope of ~3.5 km/day, and reached about 100 km after 1 month since release.
From Figure 2.27a, tracks of drifters released at the same time and location also differed with
time (i.e., uncertainty), although generally, their tracks stayed in the cloud of 1000 simulated
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particles with distinct random walk. Moreover, from Figure 2.27b, drifter’s locations did not
fall into the 95% confidence ellipses for the first few days, due to the smaller modeled velocity,
but gradually approached and finally moved into the ellipses, as the clouds expanded with time.
Overall, the FISCM model can reproduce the general patterns of drifter in the coastal GoME,
within the period of a month; while in the offshore regions, the evident differences may result
from the accumulative effects of mismatches in velocity, inaccurate estimates of small-scale
flow fields, 1-hour time step, inaccurate wind stresses, and uncertainty of drifter’s tracks from
slippages by drags on the surface float, tether, and drogue (Edwards et al., 2006; Geyer, 1989).
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Figure 2.26. Comparisons between tracks of standard surface drifter (dark colors in blue, brown,
green, and purple curves) and spatially averaged tracks of 40 passive particles (light colors in
blue, brown, green, and purple curves) fixed at the surface and 15 m in 2014-2017 (a-d), and
time series of the separation distances (colorful curves) between 43 drifters and corresponding
particles in 100 days (e). The black triangles in (a-d) mark the initial locations. The black curve
and gray shading in (e) represent the mean distance and corresponding one standard deviation.
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Figure 2.27. Tracks of two drifters (thick blue and magenta curves) and 1000 simulated
particles released on June 14, 2022 (a), and their corresponding locations after 1, 10, 20 and 30
days since release (b). Note that triangles and ellipses with the same colors in (b) represent the
drifter’s locations and 95% confidence ellipses of particle’s locations, respectively.
2.5 Summary
Based on Semi-implicit Cross-scale Hydroscience Integrated System Model, we built a
high-resolution circulation model covering the shelf seas from Long Island Sound to the Gulf
of St. Lawrence. This model had 70 levels in the deepest part of the domain, gradually reducing
to a single level in areas where the water depth is less than 1 m. The initial temperature and
salinity were interpolated from the simultaneous 6-hour HYCOM reanalysis, while the initial
velocity and elevation were 0. The model was forced by the sea surface height, temperature,
salinity, and velocity from 6-hourly HYCOM reanalysis, 2) 8 tidal components from FES2014
at the open boundary without sponge layer, 3) 23 rivers with discharge from USGS, and 4) 3hourly NARR meteorological forcing including wind, heat and freshwater fluxes at the surface.
Using SSH from 6 tidal gauges, temperature, salinity, and velocity time series from 6 buoys,
composite T-S characteristics from 1965 CTD stations, 84 ADCP transects in the GoME, we
quantitatively validated the circulation model. Overall, the circulation model successfully
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reproduced the seasonal and interannual variations of SSH, temperature and salinity in the
GoME, while the performance in predicting velocity in the offshore GoME were not very well.
Moreover, we also evaluated a particle tracking model using trajectories from 43 satellitetracked drifters. Within the period of a month, it can reproduce the general patterns of drifter
tracks in the coastal GoME, though the separation distances between drifters and simulated
particles generally accumulate by 3km/day. These evaluations also highlight the need of
quantitative and more accurate methods to verify the particle tracking models, as the
corresponding validations were seldom conducted in other literatures.
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CHAPTER 3
THE EASTERN MAINE COASTAL CURRENT
3.1 Abstract
Sections of the coastal Gulf of Maine (GoME) differ evidently in circulation, temperature,
salinity, primary production, etc. These regional differences determine larval transports, which
further affect the intertidal population connectivity, community assembly and dynamics, and
modulate fisheries in the GoME. To investigate the coastal current and its relation to different
forcing, a high-resolution circulation model was developed and validated. Our model showed
that the Eastern Maine Coastal Current (EMCC) possesses two cores, an offshore and a
nearshore core that peak in summer and spring, respectively. The two cores can be traced back
to outflows from the Bay of Fundy from opposite sides of Grand Manan Island, and both cores
are deeper and slightly more onshore in summer and fall in response to tidal mixing, surface
thermal stratification and wind. The two cores merge south of Pleasant Bay, then split into two
branches again east of Mount Desert Rock, where the nearshore branch flows along the coast,
while the offshore branch turns southward to recirculate in the eastern GoME. Subject to
variations of Scotian Shelf Water (SSW) and Slope Water (SW) inflows, the offshore veering
occurs further upstream (northeastward) in late winter and summer, but gradually shifts
downstream (southwestward) from summer to winter. Diagnosis of momentum balance
demonstrates that the EMCC is primarily driven by the pressure gradient force (PG), of which
the barotropic PG is dominant and offshore, while the baroclinic PG is onshore and increases
with depth. The large baroclinic PG at depths, modulated by SW that is blended by tidal mixing,
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offsets the barotropic PG. Near the surface, the barotropic PG is nearly balanced by the Coriolis
force, forming the geostrophic EMCC.
3.2 Introduction
As a semi-enclosed mid-latitude marginal sea, the Gulf of Maine (GoME) is bounded by
the northeastern coastlines of United States and Atlantic Canada and separated from the North
Atlantic Ocean by Georges Bank and Browns Bank (Figure 1.1). The gaps between the banks
and mainland form two main channels, the Northeast Channel located on the eastern side of
the GoM and the Great South Channel on the southwestern side. Limited deep-water exchange
only occurs through the Northeast Channel with a sill depth of about 230 m (Mountain, 2012;
Ramp et al., 1985; Townsend et al., 2015; Wanamaker et al., 2019), though some shallow water
exchanges also occur through the Great South Channel with a depth of ~ 100 m. The three
largest deep basins in the GoM are Georges Basin and Jordan Basin in the east and Wilkinson
Basin in the west. The northeastern GoM is also connected to the Bay of Fundy (BoF), where
very large tides and powerful tidal currents occur due to the interaction of topography and tidal
resonance in the GoM (Duff, 2011; Greenberg, 1979).
Due to the limited exchange, the main source waters to the GoME are 1) shallow cold,
fresh and less dense Scotian Shelf Water (SSW) entering in the northeast corner of the GoME;
2) deep Slope Water (SW) entering via the Northeast Channel (Bumpus, 2011; Mountain, 2012;
Ramp et al., 1985). Moreover, rivers also discharge a large amount of fresh water, such as the
Saint John (inside the BoF), Penobscot, and Kennebec Rivers among others. The inflow of
SSW is associated with the westward-flowing Nova Scotia Current and generally reaches its
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maximum in winter (Smith, 1989). In recent years, the Nova Scotia Current accelerated and
thus increased the SSW inflow to the GoME (Smith et al., 2012). Some SSW flows directly
into the eastern GoME, while some forms the Bay of Fundy Gyre (BoFG), flowing cyclonically
between Nova Scotia and Grand Manan Island (GMI), eventually turning southwestward into
the eastern GoME (Aretxabaleta et al., 2008). The SW can be further divided into two
components: warm and salty Warm Slope Water (WSW) from the South, and cold relatively
fresh but denser Labrador Slope Water (LSW) from the North, that meet and mix in the
continental slope region outside of the GoME. WSW lies above the North Atlantic Central
Water and is adjacent to the Gulf Stream. LSW generally resides shoreward and below the
WSW and is considered an extension of Labrador Current. Inflows of SW are larger and
steadier in summer and early fall, but occur in bursts in winter. The inflows are affected by
many factors, for instance, more LSW enters the GoME coinciding with the decrease of North
Atlantic Oscillation (NAO) value and less SW with more SSW inflow (Mountain, 2012;
Townsend et al., 2015).
The Gulf of Maine Coastal Current (GMCC) flows counterclockwise along the coast of
the GoME and consists of two segments: the Eastern Maine Coastal Current (EMCC) and the
Western Maine Coastal Current (WMCC) (Pettigrew et al., 2005; Pettigrew et al., 1998). Likely
driven by a combination of tidal rectification and baroclinic pressure of different water masses
(such as river runoff, SW and SSW), the EMCC can be well mixed to the depth of ~50 m, and
hence identified as a cold band near the coast that extends southwestward from the mouth of
BoF to the vicinity of Penobscot Bay (Bisagni et al., 1996; Pettigrew et al., 1998). Fed by the
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EMCC (i.e., connectivity between EMCC and WMCC) and surface-trapped river plumes
(mainly the Penobscot and Kennebec-Androscoggin Rivers) (Hetland & Signell, 2005;
Pettigrew et al., 2005), the WMCC is shallower, broader and weaker, generally extending from
Penobscot Bay to Cape Cod without evident temperature features (Hetland & Signell, 2005).
Apart from feeding the WMCC, the remaining portion of the EMCC veers offshore variably
near Penobscot Bay, contributing to the cyclonic gyre around Jordan Basin (Brooks &
Townsend, 1989; Luerssen et al., 2005; Pettigrew et al., 2005; Pettigrew et al., 1998). Where
the cold plumes of the EMCC are deflected offshore may be influenced by the inflowing Slope
Water (SW) (Bisagni et al., 1996; Brooks & Townsend, 1989). Generally, the EMCC separates
east of Mount Desert Island in spring and summer, but shifts westward in other seasons
(Pettigrew et al., 2005; Pettigrew et al., 1998).
In this chapter, using the circulation model output, I answered the question ‘What are the
seasonal variations of the EMCC, such as the strength and offshore veering, and the
corresponding driving factors?’ (see section 1.3). Specifically, I determined the dominant
patterns of the EMCC and its offshore veering and then investigated and quantified the primary
factors governing the patterns. The methods are presented in section 3.3; the general pattern
and seasonal variations of the EMCC are summarized in section 3.4-3,5; the factors that may
affect these variations are analyzed and discussed in section 3.6-3.8; and finally, a summary of
this chapter is provided in section 3.9.
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3.3 Methodology
3.3.1 The strength and core locations of the coastal currents
Low surface temperature marks the EMCC very well in summer and autumn, while in
other seasons surface temperature of the EMCC does not differ evidently from surrounding
waters. To quantitatively determine the variations of the EMCC year-round, the largest velocity
and flux through ten cross-shelf and one alongshore transect are utilized in the eastern GoME
(Figure 2.2 & 3.1). Cross-shelf transect 10 starts west of Muscongus Bay with a length of 79.2
km and roughly perpendicular to the 100 m isobath offshore of Muscongus Bay; cross-shelf
transect 1 starts West of Machias Bay with a length of 50 km and roughly perpendicular to the
100 m isobath in the Eastern GoME; and transect 11 connects the offshore terminus of transect
1 and 10 and roughly follows the 100 m isobath in the eastern GoME with a length of 201.4
km. Between transects 1 and 10 lie transects 2-9. These transects are uniformly divided to 999
segments (i.e., 1000 nodes), and the variables at the nodes were obtained by a 3D interpolation
of the corresponding model outputs.
Given the persistence of the EMCC, the monthly averaged velocity magnitude through the
cross-shore transects represent the corresponding strength of the EMCC. The velocity maxima
at individual cross-shore transects defines the core locations of the EMCC, marking the paths
of the EMCC. However, the EMCC sometimes intersects transect 11 at small angles (Figure
3.1). Moreover, there is a persistent cyclonic eddy around the offshore terminal of transect 1
due to a topographic bump, and the eddy often overlaps with the offshore veering of the EMCC
through transect 11 (Figure 3.1a). Therefore, the largest velocities along transect 11 may not
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always represent the core of offshore veering. Alternatively, streamlines through these cores
can be used to determine the offshore-veering cores; specifically, by using the spatial mean of
intercepts between streamlines through cores at transects 1-4 and transect 11 (black triangles
in Figure 3.1). The method, to a certain degree can minimize the effect of eddy around the
offshore terminal of transect 1 (Figure 3.1), thus the corresponding latitudes exclude the eastern
most locations. In addition, the flux per unit length, calculated using the vertical integration of
velocity perpendicular to the transect, can also define the horizontal locations of offshoreveering cores. The cores defined by the aforementioned three methods sometimes diverge (e.g.,
Figure 3.1b and d), and none of them can always convincingly determine the offshore veering.
Therefore, offshore veering determined using all three methods will be qualitatively described
and analyzed in sections 3.5 and 3.8.
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Figure 3.1. Monthly mean velocity at 10 m (a & b) and along the transect 11 (c & d), as well
as the offshore veering cores determined by streamlines (black triangle), maximum velocity
(magenta triangle) and flux per unit length (red triangle) in April and August of 2014. The thin
solid white curves in a & b are the 50, 100 and 200 m isobaths. The thin dashed white curves
and corded x in (c & d) mark the region with onshore velocity.
3.3.2 The salt (freshwater) flux of SW (the SSW)
The main sources of water into the GoME, the SSW and SW, prominently affect the
dynamics of the EMCC. To explore their influences, inflows of these two water masses need
to be quantitatively determined. Given that the temperature of SSW does not always
significantly differ from that of the eastern GoME, salinity is utilized as the indicator. The
freshwater (salt) flux can be calculated by multiplying the corresponding fraction, defined as
the ratio of salinity anomaly S0 - S S0 , with the velocity, and then integrating over transects
A1 and A2 (see Figure 2.2) (Geyer et al., 2004; Hetland & Signell, 2005). The formula is
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Flux =  v ( y, z )

S0 - S
S0

dydz

(4)

where S0 is the reference salinity, v is the velocity normal to the transects, y and z are the alongtransect and vertical coordinates, respectively. The v is set to 0 when salinity is smaller (larger)
than S0 for salt (freshwater) flux. In this paper, S0 is set to be the 4-year mean of the maximum
(minimum) monthly averaged salinity along transect 11, i.e., 34 (32.6) for SW (SSW) (Li et al.,
2021).
3.4 Features of the EMCC
The 4-year (2014-2017) mean flow speeds at the surface and 10 m for the eastern GoME
coastal region (magenta rectangle in Figure 2.2) are shown in Figure 3.2a-b, respectively. About
20-30 km offshore from the coast, there exists an evident and strong coastal current extending
west from GMI to Penobscot Bay: the EMCC. To quantify the stability of the EMCC, the 1 st
EOF mode of the velocity magnitude at the surface and 10 m are shown in Figure 3.2c-d. These
almost exactly match the 4-year means with corresponding contributions of 92.9% and 95% of
the variance, respectively. Those of the 2nd mode are just 3.4% and 2.3%. Because of its
dominance, the 1st mode can be utilized to analyze the path and general characteristics of the
EMCC as well as its temporal variations.
The model output clearly shows that the EMCC has two cores, with the largest velocity of
0.2-0.3 m/s at transects 1 and 2 (Figure 3.2). The two cores merge south of Pleasant Bay and
basically follow the 100 m isobath until about transect 5, with the largest velocity gradually
declining to 0.15-0.2 m/s. The EMCC then splits into 2 branches again, with a narrower
nearshore branch continuing to flow southwestward along the 100 m isobath passing Penobscot
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Bay, and a broader offshore branch turning southward to cross transect 11 near transect 6. The
nearshore flows with largest velocities of 0.05-0.1 m/s are much weaker than the upstream
transects. Additionally, river discharge forms evident jets at the surface, with the largest
velocities of 0.15-0.2 m/s (Figure 3.2a). The plumes also form some very close-to-shore cores,
such as at transect 3 and 8, but we do not analyze them in this paper.
Time coefficients of the 1st EOF mode at 10m (red curve in Figure 3.2e) show a rhythmic
seasonal variation of the EMCC, strongest in late summer and weakest in winter and early
spring, related to variations of the pressure gradient (see discussion section). The coefficient at
the surface (blue curve in Figure 3.2e) is less regular, likely due to the influence of wind, as it
has a correlation coefficient of 0.56, p<0.001 (-0.33, p=0.02) with the cross-shore (alongshore)
wind stress shown in Figure 3.13b.
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Figure 3.2. Horizontal distributions of 4-year averaged (a & b) and EOF 1st mode (c & d) of
velocity magnitude at the surface (a & c) and 10m (b & d), as well as the corresponding time
coefficients of the 1st mode (e). The black triangles in (d) mark cores determined by maximum
velocity (streamlines mentioned in section 2.3) at transect 1-10 (11) (the same in Figure 3.33.4 & 3.8-3.11), and the pink curves highlight the paths of the EMCC and nearshore currents.
The black stars mark North Rock, Machias Seal Island, and Mount Desert Rock from east to
west.

3.5 Seasonal and interannual variations of the EMCC
To further analyze the seasonal and interannual variations of the EMCC, monthly mean
flows through transects 1-11 were evaluated. The averaged February, May, August and
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November flow speed for 2014-2017 along with the time series of locations and core velocities
are shown in Figures 3.3 and 3.4 for transects 1, 3, 6, 10 and 11.
At transect 1, the 4-year mean velocities clearly show two year-round cores (Figure 3.3)
that are approximately 15-20 km apart. Both cores are generally a little further north (closer to
shore) in summer and autumn, but the largest swing between winter and summer is just several
kilometers (Figure 3.4a). The depths of the two cores also have similar variation patterns
(Figure 3.4c); near the surface in spring, sinking to 10-15 m (~5 m) in summer, and reaching
the deepest location of ~20 m (5-10 m) in autumn before rising to 5-10 m (0-10 m) in winter
for the offshore (nearshore) core, respectively. The largest southwestward velocity of the
offshore core ranges from 0.3-0.35 m/s in August to 0.1-0.15 m/s in later winter, whereas for
the nearshore core the velocity peaks in spring at 0.2-0.25 m/s, maintains ~ 0.2 m/s in summer
and early autumn, and then decreases to ~0.15 m/s in winter (Figure 3.4e). At transect 1, the
model suggests that the seasonal variations of T-S are similar in the two cores, though the
salinity of the nearshore core is lower by 0.1-0.5 (Figure 3.5). Specifically, the salinity of the
offshore (nearshore) core ranged from 32.4 (31.9) in January and May (May) to 33.2 (33.1) in
October to December, and temperature from 5.4 (4.1) °C in March to 12 (12.9) °C in September.
The smaller salinity in January and February (May) results from the SSW inflows (river
plumes).
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Figure 3.3. Mean February (a), May (b), August (c) and November (d) flow speed through
transect 1, 3, 6, 10 and 11 for years from 2014 to 2017.
The two upstream cores merge before reaching transect 3. This year-round core
experiences similar seasonal variation as the cores at transect 1, but with smaller magnitudes
(Figure 3.4e). This core lies a little further south and near the surface with speeds of 0.1-0.15
m/s in winter and early spring. It then moves slightly onshore and sinks to 4-5 m with speeds
of 0.2-0.25 m/s in summer and autumn. However, the core speed also inherits the temporal
traits of the nearshore core at transect 1, with secondary peaks at 0.16-0.22 m/s in May of 2014,
2015 and 2017 in addition to the main peaks in autumn.
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Figure 3.4. Monthly mean latitude (a & b), depth (c & d) and velocity magnitude (e & f) of the
EMCC cores at transect 1, 3 and 6 (a, c & e), and transect 11 (b, d & f) determined by the
methods in section 2.3. The legend shown in (c) identifies the offshore (off) and nearshore
(near) cores, respectively.

Figure 3.5. Modeled monthly mean T-S diagrams through the two cores of transect 1. Note that
the triangles mark the specific T-S of the cores, and the thin (thick) curves represent the T-S
profile vertically through the nearshore (offshore) core in month #1-12.
The two-core structure emerges again at transect 6 with a stronger year-round nearshore
core and an inconsistent offshore core. The relatively rhythmic variations of the nearshore core
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basically correspond with those of the cores at transect 1 and 3. In winter, it is slightly offshore
and usually at the surface with core speeds of 0.05-0.12 m/s; in spring and summer it
approaches the shore and is around 5-8 m deep with the highest speed increasing gradually to
~0.2 m/s in July - September; and in autumn along with declining speed, the core gradually
surfaces and moves offshore. The inconsistency of the offshore core in winter and spring is
impacted by both the offshore veering and the limited length of transect 6. Nevertheless, the
time series still indicate more interannual differences compared to transects to the east. The
lateral shifts are small and irregular, fluctuating between 43.76-43.9°N; the core sinks to 12 20 m in spring and then again in the autumn of 2014 and 2017. The change in velocity
magnitude is generally opposite to that of the nearshore core, with smaller speeds (0.04-0.08
m/s) in later spring and summer but larger speeds (0.1-0.15 m/s) in winter.
In addition to feeding into the WMCC, part of the EMCC turns southward near Mount
Desert Rock and flows toward the interior GoME. Cores defined by maximum speed,
streamlines and maximum flux provide a similar seasonal trend of offshore veering. In later
winter and early summer, the offshore-veering location is further to the northeast, and in 2015
it even reaches to the south of Chandler Bay (44-44.2°N, see Figure 1.1 for the location); the
location generally shifts southwestward from summer through winter, and reaches to the south
of Penobscot Bay (~43.4°N) (Figure 3.4b) in winter. Maximum offshore-veering velocity
decreases from ~0.2 m/s in February to 0.05-0.1 m/s in spring, and then maintains 0.05-0.15
m/s through summer and autumn. Moreover, the core is a surface feature for most of the time
except for occasional summer months when it reaches to a depth of 20-30 m (Figure 3.4d).
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However, the velocities associated with deeper cores are only slightly larger than the surface
velocities from the same time.

In general, the model suggests that offshore veering is

relatively similar in 2014 and 2015, occurring to the northeast with larger speed and swinging
southwestward with smaller speed from summer to winter. In 2016 and 2017, there are stronger
year-to-year variations.
3.6 Origins of the EMCC two-core structure
The EMCC experiences seasonal variations (Figure 3.1-3.4) in accordance with many
previous studies (e.g., Manning et al., 2009; Pettigrew et al., 2005); larger core velocities and
transport in summer and early autumn, and smaller ones in later winter and early spring.
However, its two-core structure was rarely mentioned in previous observations. Pettigrew et
al., (2005) postulated that the core of the coastal current is squeezed offshore and to deeper
depths by nearshore water masses that are freshened by local runoff. Gangopadhyay et al.
(2003), Keafer et al. (2005) Li et al. (2009), and McGillicuddy et al. (2011) presented a
conceptual and schematic current inshore of the EMCC based on inferences from previous
observational studies. Models with relatively sparse grids did not capture this feature (e.g.,
Aretxabaleta et al., 2008; Hetland & Signell, 2005; Xue et al., 2000). Given that the nearshore
core is stronger than the offshore one in winter and spring, high-resolution but limited-domain
nearshore models may have identified the nearshore core as a very close-to-shore EMCC
(Conlon et al., 2018). After removing the tidal currents by using MATLAB lowpass filter
(lowpass function) with sample frequency of 1/3600 Hz and cutoff frequency of 1/3600/28 Hz,
the residuals of validated instantaneous flows along the offshore ADCP transect T7 show two
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main southwestward branches on two sides of ~67.13°W (Figure 3.6). The stronger offshore
branch is approximately centered at the100-m isobath. Moreover, the tracks of 20 drifters
deployed in the GMC remain inshore of 100 m isobath, while those of 24 drifters deployed in
the northeast corner of the GoME and BoF stay near or offshore of the 100-m isobath (Figure
3.7) (https://comet.nefsc.noaa.gov/erddap/tabledap/drifters.html). The boundary between the
tracks is roughly near 67.13°W at offshore transect T7. The evident difference is indicative of
the relative separation of outflows from the GMC and BoF, which appear to form the nearshore
and offshore core of the EMCC, respectively.
As seen from Figures 3.2 and 3.3, the dual-core structure of the EMCC is very stable
between years and months. This consistency results from the complex flow fields in the eastern
end of the GoME and near the mouth of BoF, specifically, the BoFG, the eddy south of GMI,
and the eddy in the Grand Manan Channel (GMC) (sketched as black arrows in Figure 3.8d).
The westward current southeast of GMI consists of the northwestward SSW and the outflow
of the BoFG, which is driven by the pressure gradient and tidal rectification associated with
topographic variation (Aretxabaleta et al., 2008). As indicated by the tracks of drifters deployed
in the northeast corner of the GoME and BoF, this current then gradually turns southwestward
and forms the offshore core of the EMCC.
Due to the topographic bump (dashed black line in Figure 3.8a, also see Figure 1.1 for the
corresponding topographic feature), water exchange between the northern end of GMC and
BoF is limited at depths (Figure 3.7&3.8a), and two counter-rotating eddies form, a clockwise
one east and counter-clockwise one west of the bump (Figure 3.7&3.8d), respectively.
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Moreover, a clockwise eddy exists southwest of GMI, i.e., south of the counterclockwise eddy
in the GMC. These two eddies form an eddy dipole that draws some outflow from the BoFG
into the GMC from the southern end. This feature joins part of the outflow from
Passamaquoddy Bay to form the southwestward flow on the Maine side of the GMC and the
nearshore core of the EMCC. Additionally, Machias Seal Island and North Rock, lying between
the two branches, restrain the merging and mixing, and further shape and stabilize the two-core
structure of the EMCC.

Figure 3.6. Modeled residual eastward (a) and northward (b) velocities across the offshore
eastern GoME (T7 in Figure 2.23) during 17:31-20:12, August 10, 2017.
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Figure 3.7. Tracks of drifters. The blue (green) curves are the tracks of 20 (24) drifters deployed
in the GMC (northeast corner of the GoME and BoF), 1988-present. The red squares and
pentagrams mark their initial locations. The thick magenta and black curve mark the 100 m
isobaths and offshore ADCP transect T7.
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Figure 3.8. Distributions of mean February (a & c) and August (b & d) flow fields with salinity
(a & b) and temperature (c & d) in the northeast corner of the GoME and around the mouth of
BoF (green rectangle in Figure 1.1) at the surface (a & b) and 10m (c & d) for years from 20142017. Thin white curves are 50, 100 and 200 m isobaths. Black stars mark the locations of
Machias Seal Island and North Rock. Thick black arrows in (d) sketch the general circulation
pattern in the subdomain. BoFG, GMI, GMC, and PB in (d) denotes the Bay of Fundy Gyre,
Grand Manan Island, Grand Manan Channel and Passamaquoddy Bay.
3.7 Dynamical balances in the EMCC
The temperature and salinity distributions as well as momentum balance associated with
the two cores differ from each other (Figures 3.8 & 3.9). As indicated in Figure 3.9, except for
transect 10, the nearshore core occurs roughly at the 50 m isobath, while the offshore core
occurs mostly at the 100 m isobath, within the interval of 94 ± 23 m from the drifter
observations (Manning et al., 2009). In February, the nearshore core is colder and fresher, and
the primary balance is among the Coriolis force, pressure gradient and nonlinear advection
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term, while the offshore core is basically in geostrophic balance. As the two cores start to
converge at transect 2, the nonlinear advection effects increase, but then decline at transects 3
and 4. In August, the nearshore core is slightly fresher, and the nonlinear advection term
becomes more important wherever the core speed is larger, i.e., for the offshore core at transect
1, but for the nearshore core at transects 5 and 6. The wind stress (vertical viscosity term) is
more significant at the surface, especially in February, but nearly negligible below 20 m (not
shown). In summary, the model shows the EMCC is mainly driven by the pressure gradient
force, but nonlinear advection and wind stress also play location-specific minor roles.
The dynamic balances shown in Figure 3.9 suggest that the EMCC is mainly driven by the
offshore-directed pressure gradient force (PG), of which the baroclinic part counteracts the
dominant barotropic part (Figure 3.10). The offshore barotropic PG indicates higher sea level
at the coast, whereas the baroclinic PG is always onshore. In February, even to the depth of 100
m, the baroclinic PG is very small, while in August it becomes comparable to the barotropic
PG below 50m. This is because inshore of transect 11, the lateral density gradient in winter is
rather small throughout the water column, but in summer it increases dramatically in the water
column from 20 m downwards. This is related to the upward and shoreward spread of the
bottom water from Jordan Basin while nearshore is well mixed because of tidal mixing (Figure
3.11a-b). The EMCC, especially the offshore core, is associated with the relatively dense
bottom water. The higher density comes from the combined effects of colder temperature and
higher salinity (see Figure 3.8). Specifically, after entering the GoME via the Northeast
Channel, the denser SW gradually spreads to Jordan Basin and then is brought upward by the
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strong vertical tidal mixing when approaching the coast as seen in Townsend et al. (2015). Near
the surface where the baroclinic PG is insignificant, the barotropic PG is balanced by the
Coriolis force resulting in nearly geostrophic balance of the EMCC.

Figure 3.9. Velocity (black arrows) and momentum balances at the cores through transects 111 at the depth of 2 m (a & b) and 10 m (c & d) in February (a & c) and August (b & d) of 2016.
Cor, PG, Vis_v, Vis_h and Adv respectively represent the Coriolis force (red arrow), pressure
gradient force (blue arrow), vertical viscosity term (magenta arrow), horizontal viscosity term
(green arrow) and nonlinear advection term (cyan arrow). Thin gray lines are the 50, 100 and
200 m isobaths.
Bisagni et al. (1996) suggested that the low-frequency (~30-120-day band) variations of
the near-bottom water in Jordan Basin likely exerted a large influence on the GMCC. As
shown by Deese-Riordan (2009) and Townsend et al. (2015), inflow of SW into Jordan Basin
peaks in early fall, when SW can spread closer to shore (Figure 3.11b & d). The baroclinic PG
thus peaks in summer and early fall, which also benefits from reduced vertical mixing in
63

response to strong temperature stratification and weak winds. The barotropic PG (i.e., the sea
surface slope) correspondingly reaches a maximum giving rise to the strongest EMCC
(particularly the offshore core). In winter, the small SW inflow, together with augmented
vertical mixing induced by atmospheric forcing, forms a relatively uniform horizontal density
field (Figure 3.11a & c) and the small baroclinic PG, with a correspondingly weakest EMCC.

Figure 3.10. Velocity (black arrows), barotropic (blue arrows) and baroclinic (red arrows) PG
at the cores through transects 1-11 and the depth of 50 m (a & b) and 100 m (c & d) in February
(a & c) and August (b & d) of 2016. Thin gray curves are 50, 100 and 200 m isobaths.
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Figure 3.11. Density (ρ-1000 kg/m3) along the extended transect 3 (3E, in Figure 2.2) (a & b),
and density along the transect 11 (c & d) in February (a & c) and August (b & d) of 2016. The
thin white dashed lines in (a-b) indicate the offshore end of transect 3. The black, red and
magenta triangles along transect 11 are cores determined by streamlines, maximum flux per
unit length and speed maxima.
Given that the EMCC is nearly geostrophic, the vertical shear of the alongshore velocity

u⊥ basically follows the thermal wind relation, namely

du⊥
g d
=−
, where u⊥ is
dz
 0 dl

positive southwestward, vertical coordinate z positive downward, ρ0 reference density and
density gradient (d/dl) positive offshore. As suggested in Figure 3.11a & b, tides bring denser
water upward, and even vertically mix the entire water column when approaching the coast,
which results in lateral density gradients across the shelf. On the other hand, in summer and
fall, the strong thermal stratification near the surface to a certain degree hinders the vertical
mixing and isolates the lighter surface water offshore to reverse the lateral density gradient in
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the upper water column where the water depth is too large for the tidal mixing to reach the
surface. As shown in Figure 3.12, the density gradient is positive for the nearshore core yearround, and stronger in spring and summer than other seasons, while it becomes negative in the
upper water column in summer and fall for the offshore core. The reversal of density gradient
in the vertical leads to the subsurface velocity maximum, namely the subsurface offshore core
in summer and fall seen in Figures 3.13c & 3.14d. However, the sinking of the nearshore core
is more wind-driven because the lateral density gradient remains offshore year-round, and the
correlation between the alongshore wind stress (see Figure 3.13b) and the nearshore core depth
(velocity) is 0.54, p<0.001 (-0.53, p<0.001) because the northeastward alongshore wind
reduces the southwestward velocity near the surface. Additionally, both cores slightly approach
the coast in summer and fall (see Figure 3.4a), corresponding with the relaxation of the crossshore wind.

Figure 3.12. Cross-shore density gradients (d/dl, positive offshore) at the nearshore (a) and
offshore cores (b) of transect 1. The black curves are core depths, and the white curves in (b)
are 0 contours of d/dl.
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3.8 Offshore veering of the EMCC and driving factors
From Figure 3.4b, the latitude of the offshore-veering cores determined by the maximum
speed and maximum flux clearly show a bimodal shape, resetting to their easternmost positions
in late winter and again in summer, with the first one further northeast than the second. The
resetting in late winter (summer) is likely related to the peak of SSW (SW) inflow reaching the
northeastern corner of GoME, and the temporal gap between results in the smaller
southwestward swing in April/June depending on years. Specifically, the larger inflow of
denser SW in summer can spread further to the northeast, accompanied by the elevated sea
surface around the eastern GoME-GMI area, which deflects the EMCC and forms offshore
veering further to the northeast. As the season progresses, the SW continues to spread
southwestward (Figure 3.11c), which allows the EMCC to flow further to southwest and
correspondingly, more-to-southwest offshore veering. On the other hand, the inflow of SSW
into the GoME peaks in winter and reaches the BoF and transect 1 in the January-February
time frame (Feng et al., 2016). This also strengthens the eddy around the offshore terminal of
transect 1. The vernal gap was stronger in 2017, which may be related to the enhanced SSW
and suppressed SW inflows in that year (Figure 3.13a).
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Figure 3.13. Time series of FF_SSW and SF_SW (a) and alongshore (positive northeastward)
and cross-shore (positive offshore) wind stress at 10m above buoy I01 (b).
To further quantify the roles of various forcing factors in modulating the offshore veering
of the EMCC, we consider variations of the freshwater flux of SSW (FF_SSW), salt flux of
SW (SF_SW) and winds (Figure 3.13). The role of SSW (SW) is represented by the FF_SSW
(SF_SW) using the formula in section 2.4 through transect A1 (A2) (see Figure 2.2 for the
transect locations). Our model shows that during the 4 years from 2014 to 2017 the FF_SSW
reached a maximum (minimum) in late winter (late summer and autumn) and the annual influx
gradually increased, with peaks 2-3 times larger and lasting longer in 2016 and 2017. The
SF_SW tended to be opposite to the FF_SSW, higher in 2014 and 2015 than that in 2016 and
2017. Specifically, the SF_SW decreased from late winter to autumn in 2014 and 2015 but
maintained relatively high levels in spring and summer of 2016, and peaked in summer of 2017.
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Monthly averaged winds are spatially coherent in the domain of focus for this study
(marked by the magenta rectangle in Figure 1.1), and their dominant influence on the EMCC
can be analyzed by using the wind stress at 10 m over Buoy I01 (see Figure 2.2 for the location)
from NARR. We project the wind stress clockwise from true north to be generally along and
cross-shore, positive northeastward (54.4˚) and southeastward (144.4˚), respectively. As shown
in Figure 3.13b, the cross-shore wind stress was mostly towards offshore and peaked (0.030.055 N/m2) in winter and early spring, but fluctuated around 0 in other seasons. The
alongshore wind stress was mostly northeastward, generally had a small peak in June and July
(0.01-0.015 N/m2), and another one in December and January.
Given the locations of transects A1 and A2, it takes approximately 1-2 (2-3) months for
SSW (SW) to reach the eastern GoME-GMI area (Du et al., 2021; Feng et al., 2016) and the
corresponding correlations generally reach their maximum at 2-month lag. The variation of the
offshore-veering location relates to FF_SSW (SF_SW) variability with the correlation of 0.42,
p = 0.004 (0.34, p=0.02), supporting that the peak of SSW (SW) inflow resets cores to the
easternmost positions in late winter (early summer). The correlation of the cross-shore wind
stress and depth (velocity) of the offshore-veering core determined by the streamlines is -0.49,
p<0.001, (0.67, p<0.001), meaning that the core rises, and its speed peaks, in concert with the
strong cross-shore wind stress in winter and spring (Figure 3.4d, 3.4f & 3.13b). Nevertheless,
monthly variations of core depth do not always match those of wind stress. For example, the
sinking in June and September of 2015, and May and September of 2017, did not come with
the evident variations of cross-shore wind stress. We also calculated correlations between the
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offshore veering with river discharge from the Penobscot and found no significant relationship.
In summary, the model suggests that offshore veering of the EMCC is mainly steered by SW
and SSW, and its strength and depth can be influenced by winds.
3.9 Summary
The model shows that the EMCC is a narrow year-round strong current. In the northeast
corner of the GoME, the EMCC has two persistent and distinct cores, due to the outflows from
BoF and the local bathymetry. The strongest flow, the offshore core, reaches ~0.35 m/s in
summer and early autumn, mainly due to the large sea surface slope that accompanies the
expansion of SW. The nearshore core velocity reduces to ~0.15 m/s in later winter and early
spring, at the time of the weak SW inflow and strong wind-driven mixing. The depths of both
cores vary synchronously, sinking to 15-20 m (5-10 m) in summer and autumn, but for different
reasons: following the thermal wind relation (vertical gradients of velocity relate to the
horizontal gradients in density), the primary control for the offshore core depth is the reversal
of lateral density gradient in the vertical resulted from tidal mixing from the bottom and thermal
stratification from the surface, while for the nearshore core wind plays a more important role
such that the surface velocity is reduced by the northeastward alongshore wind. The cores are
slightly closer to the coast in summer and autumn corresponding with the relaxation of offshore
wind stress and stronger SW presence. The two cores merge and partially mix as they flow
downstream, then split into two branches again east of Mount Desert Rock. Here the nearshore
branch, together with local river outflows, continues along the coast and eventually passes
Penobscot Bay to feed into the WMCC, while the offshore branch turns southward forming the
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offshore veering of the EMCC. Due to variations of SW and SSW inflows, the offshore veering
occurs further to the northeast in late winter and again in summer, and can even reach as far as
south of Chandler Bay. However, in other seasons it generally swings southwestward, and can
even reach south of Penobscot Bay. The offshore-veering core appears at the surface with larger
velocity in winter and early spring, but sinks with smaller velocity in other seasons.
Diagnosis of momentum balance demonstrates that the EMCC is primary driven by the
PG, of which the barotropic PG is dominant and offshore, while the baroclinic PG is onshore
and increases with depth. The large baroclinic PG at depth is set up by SW spreading over
Jordan Basin, and offsets the barotropic PG provided by the elevated sea surface around the
eastern GoME-GMI area. Near the surface where the baroclinic PG is insignificant, the
barotropic PG is nearly balanced by the Coriolis force, forming the geostrophic EMCC. In
addition, the EMCC is also spatiotemporally modified by the SSW inflow, river runoffs and
wind.
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CHAPTER 4
THE WESTERN MAINE COASTAL CURRENT
4.1 Abstract
Variations of coastal currents play a key role in determining the transport, and connectivity
among different segments is an important element that is seldom quantitatively analyzed due
to spatiotemporally limited data and vague definition. Connectivity between the Eastern Maine
Coastal Current (EMCC) and Western Maine Coastal Current (WMCC) significantly affects
the transport of marine larve, which further modulates the intertidal population connectivity,
community assembly and dynamics in the Gulf of Maine (GoME). To investigate variations of
the WMCC and its connectivity with the EMCC, we built a high-resolution circulation model,
and implemented an offline particle tracking model with the circulation model output. The
models showed that the weak, broad, and sinuous WMCC is generally southwestward with an
offshore and a nearshore core, fed by the extension of the EMCC and runoff from the Penobscot
and Kennebec-Androscoggin Rivers, respectively. A sea level dome can form offshore of Casco
Bay in late fall and early winter in some years as the northeastward alongshore wind sets up a
seaward sea level gradient from the coast to meet the shoreward sea level gradient from
Wilkinson basin. Consequently, northeastward flows (namely the counter-WMCC) emerge on
the inshore side of the dome. Both the circulation and particle tracking models suggested that
the connectivity generally peaks twice annually, highest in winter and then secondarily in late
spring or early summer. The former is concurrent with the most southwest offshore veering of
the EMCC, while the latter is concurrent with the strongest EMCC.
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4.2 Introduction
The Gulf of Maine Coastal Current (GMCC) flows counterclockwise along the coast of
the GoME and consists of two segments: the Eastern Maine Coastal Current (EMCC) and the
Western Maine Coastal Current (WMCC) (Pettigrew et al., 2005; Pettigrew et al., 1998). The
EMCC starts with the outflows from the Bay of Fundy (BoF) on either side of the Grand Manan
Island. It is normally fresher and colder than the ambient waters in the gulf and can be well
mixed down to 50 m due to inflows of Scotian Shelf Water (SSW) and strong tidal mixing
(Bisagni et al., 1996; Li et al., 2021; Manning et al., 2009; Pettigrew et al., 2005; Pettigrew et
al., 1998). The EMCC generally bifurcates southeast of Mount Desert Island (Brooks &
Townsend, 1989; Li et al., 2021; Luerssen et al., 2005; Pettigrew et al., 2005; Pettigrew et al.,
1998). One branch turns offshore forming the gyre over Jordan Basin, while the other passes
Penobscot Bay to feed the WMCC. The WMCC is a more buoyant flow mainly driven by the
plumes of Penobscot and Kennebec-Androscoggin (K-A) rivers (Geyer et al., 2004; Hetland &
Signell, 2005; Pettigrew et al., 2005; Xue & Du, 2010). Compared to the EMCC, the WMCC
is shallower, broader and weaker, and can extend from Penobscot Bay to Cape Cod Bay without
evident temperature contrasts (Hetland & Signell, 2005).
Though the relative independence of the EMCC and WMCC has been identified for
decades, there were few quantitative analyses of variations in their intermittent connectivity,
because the connectivity between coastal flows (hereafter the physical connectivity) is not a
specific parameter or accurate concept. It can either represent the probability of a water parcel
traveling from one location to another over a time interval (Li et al., 2013; Mitarai et al., 2009),
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or the minimum time or distance needed for the travel (Jönsson & Watson, 2016; Watson et al.,
2011). In consideration of mixing and diffusion, physical connectivity can even be regarded as
the corresponding portion from a source in the water masses (Androulidakis et al., 2012; Li et
al., 2018). Nevertheless, physical connectivity is a key factor in controlling the dispersal of
planktonic larvae, harmful algal blooms, pollutants, etc. Using satellite sea surface temperature
data, Luerssen et al. (2005) described the physical connectivity between the EMCC and
WMMC as conditions of ‘gate closed’, ‘gate ajar’ and ‘gate open’ and further related the
Alexandrium-imposed toxicity events in the western GoME to variable physical connectivity
with the east. Manning et al. (2009) analyzed tracks of 227 drifters deployed in the GoME
during 1998-2007 (primarily in spring and summer) and found that most drifters remained in
the coastal currents where they were deployed, but offshore of Penobscot Bay, drifters often
crossed isobaths and turned offshore, i.e., indicating a disconnect between the EMCC and
WMCC. Li et al. (2013) analyzed the seasonal and interannual variations of horizontal physical
connectivity among 7 regions of the GoME using the probability density of Lagrangian particle
displacement (probability density functions, PDFs), and suggested an important linkage
between coastal transport and algal bloom distributions.
Variations of the EMCC and WMCC, as well as their physical connectivity are affected by
many factors, including intruding water masses, river runoff, wind, etc. From seaward of the
continental shelf, the Slope Water (SW), a mixture of the Warm Slope Water (WSW) from the
south and the Labrador Slope Water (LSW) from the north, enters the GoME into Georges
Basin via the deep Northeast Channel. The inflow of SW is larger and steadier during summer
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and early fall, but more intermittent during winter (Bumpus, 2011; Mountain, 2012; Ramp et
al., 1985; Townsend et al., 2015). Upon entering the gulf, the SW cyclonically spreads to Jordan
Basin and Wilkinson Basin (Du et al., 2021; Ramp et al., 1985). The SSW, on the other hand,
enters the GoME through the shallow regions around the southern end of Nova Scotia (Feng et
al., 2016; Smith, 1989) with the largest inflow occurring in early winter. It joins the outflows
from the Bay of Fundy southwest of Grand Manan Island (Aretxabaleta et al., 2008; Li et al.,
2021), and travels cyclonically to the western GoME. In recent years, increasing SSW inflow
by the accelerated Nova Scotia Current likely hinders the deep SW intrusion (Smith et al.,
2012). In addition, the GoME receives a large volume of freshwater from the St. John River
inside the Bay of Fundy, and Penobscot and K-A Rivers along with numerous smaller rivers
and streams in the northern and western GoME. These river discharges peak in spring,
following the annual melt of ice and snow (Churchill et al., 2005; Geyer et al., 2004; Hetland
& Signell, 2005). Lastly, over the GoME, strong southeastward (weak northeastward) winds
generally prevail in winter (summer), with transitions in April and September (Xue et al., 2000).
In this chapter, coupled with the particle tracking model, I answered the question ‘What is
the connectivity between the EMCC and WMCC as well as the governing factors?’ (see section
1.3). The methods are presented in section 4.3; the general pattern and significant variations of
the WMCC, as well as the mechanisms are presented in section 4.4 and 4.5; the connectivity
between the EMCC and WMCC are analyzed and discussed in section 4.6; finally, a summary
about this chapter is provided in section 4.7.
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4.3 Methodology
4.3.1 Quantifying variations of the WMCC
As a weaker, broader, and shallower current, the WMCC is more sinuous and variable, and
even flows northeastward sometimes. Moreover, the WMCC doesn’t have distinct temperature
or salinity from the ambient waters. Therefore, unlike the EMCC, quantitative analyses of
variations of the WMCC based on hydrography are not very reliable. Using methods previously
employed in Chapter 3, 6 cross-shore transects (#10, #12-16) and 1 alongshore transect (#17)
were chosen in the western GoME to better illustrate variations of the WMCC (Figure 2.2 &
4.2). Note that transects 1-11 were utilized in Chapter 3 to analyze the EMCC. Cross-shore
transect 10 (16) starts at 69.5121°W, 43.831°N (70.7139°W, 42.2085°N) with a length of 79.2
km and is roughly perpendicular to the 100 m isobath; transect 17 connects the offshore
terminus of transects 10 and 16 with a length of 106.7 km (Figure 2.2 & 4.2); transects 12-15
lie between transects 10 and 16. These transects were also uniformly divided into 999 segments
(i.e., 1000 nodes), and the variables at the nodes were obtained by a 3D interpolation of NESS
model outputs.
4.3.2 Definition and quantification of connectivity between the EMCC and WMCC
Physical connectivity between the EMCC and WMCC is difficult to accurately define and
quantify. In this study, we defined physical connectivity as the portions of the EMCC flux that
are transported to the western GoME; and computed three metrics to quantify this connectivity.
1). The ratio of the synchronous downstream flux through transect 10 (see Figure 2.2) versus
its counterpart through transect 1 (for short, downstream connectivity).
76

2). The ratio of the synchronous net flux through transect 10 versus its counterpart through
transect 1 (for short, net connectivity).
3). The percentages of particles transported from the easternmost transect 1 to the western
GoME (bounded by transect 10, 16 and 17) at a given cutoff time (for short, ptrack
connectivity). Timing of the ptrack connectivity was registered as the particle release time.
Specifically, the net flux is obtained by the 2-D integral of velocities over the transects,
while the downstream flux only takes account of the downstream (southwestward) velocities.
For the ptrack connectivity, 5 particles were released at every meter depth interval of 1000
uniformly distributed nodes along transect 1. In total, 161475 particles were tracked in the flow
fields for 120 days after the start of each month. Because of the variations of the EMCC
between years and months, a constant cutoff time cannot always capture the time durations
when the most of the EMCC flows through transect 10. The general pattern of cumulative
proportions transported to the western GoME in 120 days consists of three segments, namely
a rapid increase, a stagnation, and a second increase (Figure 4.1). The mean release depths of
the particles contributing to the two increase periods are ~0-30, and ~30-80 m, respectively.
This indicates that the first rapid increase results from transport of the strong EMCC in the
upper water column, while the second increase from the deeper weak flows (Du et al., 2021;
Li et al., 2021; Xue et al., 2000). Therefore, the cutoff time is determined by the minimum daily
increase between the two increase periods. Sometimes in winter, the cumulative proportions
gradually increase without identifiable halt (Figure 4.1l), due to the weaker EMCC (Li et al.,
2021). In this circumstance, the cutoff time is determined by the minimum daily increase after
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the increase period. The specific monthly cutoff time is summarized for 2014-2017 in Table
4.1, and the 4-year mean is 72.8 days. Moreover, particles released at the mid-month show
similar transport variability of transport, though the magnitudes differ slightly by ~0-10% (not
shown).
We use MATLAB function plsregress to determine the importance of factors that affect
physical connectivity, such as variations of the EMCC and WMCC, wind, and river runoff. The
Partial Least Square (PLS) regression is suitable to analyze responses to multiple predictors,
particularly when there is multi-collinearity among predictors, and the corresponding
significance of predictors is given by the respective magnitude of absolute regression
coefficients (Ivanova et al., 2021; Palermo et al., 2009).
Table 4.1. Cutoff time (in days) used to determine the ptrack connectivity between the EMCC
and WMCC.
Jan
Feb Mar Apr May Jun Jul
Aug Sep Oct Nov Dec
2014 61
80
82
75
80
75
71
71
70
90
84
64
2015 60
60
89
70
69
75
69
70
80
94
63
65
2016 58
78
78
80
78
75
71
71
78
75
63
78
2017 60
70
80
61
70
71
78
60
80
71
62
81

78

Figure 4.1. Cumulative proportions of particles transported to the western GoME (black curve)
and mean released depths of the corresponding daily proportions (blue curve). Note that
particles are released at the start of each month of 2016, and the black triangles mark the
corresponding cutoff time for the ptrack connectivity.

4.4 Features of the WMCC
Flows in the western GoME were projected onto alongshore and cross-shore directions,
that is, clockwise 35° and 125° from the true north. Note that south of Cape Ann, due to the
inclination of the coast, the projected alongshore (cross-shore) flows in fact are toward (along)
the coast in the area (Figure 4.2). From Figure 4.2a, at 10 m, an evident coastal current (i.e.,
the WMCC) meanders from south of Penobscot Bay to Cape Cod. The mean alongshore
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components of the WMCC range from -0.1 to -0.05 m/s at 10 m, while the cross-shore
components vary from -0.03 to 0.05 m/s. To quantify the stability of the WMCC, we conducted
the Empirical Orthogonal Function (EOF) analyses of the alongshore and cross-shore
components at 10 m. The 1st and 2nd EOF modes of the alongshore (cross-shore) flows are
shown in Figure 4.3a & 4.3c (4.3b & 4.3d). The 1st modes of the alongshore (cross-shore) flows
closely match the 4-year means, contributing 74.3% (71.3%) to the total variance, respectively.
The 2nd and 3rd modes contribute 15.4% and 4.6% (13.3% and 6.5%) to the total variance,
respectively. Therefore, the dominant 1st modes represent the general pattern of the WMCC,
and the 2nd indicate the significant variations.
The results show clearly that the WMCC has two cores at transect 10 and 12 (white curves
in Figure 4.2a). As the extension of the EMCC, the offshore core flows downcoast to Cape Cod,
while the nearshore core is enhanced by the river plumes and bifurcates when it reaches Jeffreys
Ledge (transect 13-14, see Figure 1.1 & 2.2). The two weaker branches flow along either side
of Jeffreys Ledge, and merge again offshore of Cape Ann. East of Stellwagen Bank, the merged
current turns southwestward, and then combines with the offshore core when it approaches
Cape Cod. The time coefficients are consistent for the same mode of alongshore and crossshore flows. Despite apparent year-to-year differences, the time coefficients of the 1st modes
are positive year-round, meaning that the general pattern of the WMCC is always
southwestward. The 1st modes mainly relate to the EMCC feeding, which is controlled by the
strength and offshore veering of the EMCC (see section 3.3). The 2nd modes are likely
associated with river runoff and wind. Specifically, the peak of the river runoff in late spring
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correspondingly enhances the downcoast alongshore flows, whereas the strong upcoast
alongshore wind weakens the downcoast alongshore flows next to the coast. This is supported
by the time coefficients of the 2nd modes that show seasonal pattern, generally positive in spring
and summer and negative during the fall and winter. At times, the resultant upcoast velocities
even surpass the downcoast ones of the 1st mode, and thus form a coastal counter current in fall
and winter (hereinafter referred to as the counter-WMCC), which is discussed below.

Figure 4.2. Horizontal distributions of 4-year (2014-2017) averaged alongshore (Valong) (a) and
cross-shore (Vcross) (b) velocity at 10 m. The blue quivers in (a) indicate the alongshore and
cross-shore directions. The magenta arrows in (a) and (b) represent the actual flows without
projection. The white curves in (a) highlight the general path of the WMCC. The gray curves
highlight the 50, 100, and 200 m isobaths.
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Figure 4.3. Horizontal distributions of EOF 1st (a & b) and 2nd modes (c & d) of the alongshore
(Valong) (a &c) and cross-shore (Vcross) (b & d) velocity at 10 m, as well as the corresponding
time coefficients (e). The blue quivers in (a) indicate the alongshore and cross-shore directions.
The gray curves highlight the 50, 100, and 200 m isobaths.
4.5 Counter-WMCC in late fall and early winter
This counter-WMCC has not received much attention before. Brooks (1985), Janzen et al.
(2005) and Townsend (1991) observed anti-cyclonic eddies offshore between Casco and
Penobscot Bay, and (Geyer et al., 2004) showed that northward wind stress frequently reversed
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the surface current in the western GoME. In Figures 2.14 and 2.26, in situ velocities at buoy
B01 and drifter tracks in the western GoME were indicative of the southwestward coastal
currents (i.e., the normal WMCC) in October-December of 2014, but northeastward flows (i.e.,
the counter-WMCC) in November-December of 2015 and October-December of 2017.
Moreover, both the satellite monthly composites and modeled monthly mean SST showed the
offshore turning of cold waters between transect 10 and 12 (Figure 4.4) in December 2017.
Therefore, the drifter tracks and satellite SST support the model results and the likelihood of a
counter-WMCC in the western GoME.

Figure 4.4. Comparisons of satellite monthly composite and modeled monthly mean SST in
December
of
2014
and
2017. The
satellite
data
are
available
at
http://www.seasurface.umaine.edu/.
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Figure 4.5. Distributions of monthly mean 10-m flow fields with temperature in December
2014-2017 (a-d). The white curves are 50, 100 and 200 m isobaths.
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Figure 4.6. Salinity distribution along the extended transect 14 (14E, in Figure 2.2) in
December 2014-2017 (a-d). The thin white dashed lines indicate the location of transect 17.
The solid white curves mark the 0 contours of cross-transect velocity and  the region with
northeastward (i.e., upcoast) velocities. JL and WB Mark the Jeffreys Ledge and Wilkinson
Basin, respectively.
Figure 4.5 shows, the counter-WMCC generally starts north of Cape Ann, flows
northeastward, and then converges with the extension of the EMCC and finally turns offshore
southeast of Kennebec estuary. The counter-WMCC can reach the depth of 100 m, and a width
of 27 km from the coast, characterized by low temperature and salinity (Figures 4.5 & 4.6).
Especially in December 2017, the colder and fresher waters almost occupied the upper 100 m
water column inshore of Jeffreys Ledge, and the upper 50 m between Jeffreys Ledge and
transect 17. The low-temperature feature results from strong vertical mixing and surface heat
loss since late fall, while the low-salinity is primarily from the remnants of intruded Scotian
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Shelf Water in spring and summer (Figure 3.13) and fractionally from the secondary peak of
river runoff in fall (Figure 4.10d). In 2017, the more persistent and larger SSW inflows even
deepened the 32 isohalines by 10-20 m in summer and fall (not shown). Inflows of SW to
Jordan Basin generally peak in early fall (Deese-Riordan, 2009; Townsend et al., 2015), and
then further spread southwestward into Wilkinson Basin after 2-3 months (Johnson et al., 2006).
Interannual differences of SW in Wilkinson Basin correspond with the variations of inflows
from the Northeast Channel that were much less in 2017 (Figure 3.13 & 4.6). In addition, in
December 2014, weak northeastward flows existed beneath the WMCC (Figure 4.6a). This
feature was an occasional bottom-trapped event and not related to the counter-WMCC, hence
was not analyzed in this paper.
From Figure 4.7, sea level is always elevated around the coast in December, and even
forms a dome offshore of Casco Bay when the counter-WMCC occurs in December 2015-2017.
The dome is roughly bounded by the 100 m isobath, Platts Bank, and transects 10 and 14, and
rises ~0.05 m compared to the interior Gulf. In December 2015, it even extended northeastward
to offshore of Penobscot Bay (transect 9). The seaward wind stress is more to the south (east)
in December 2014 (2015-2017). Both in the WMCC and counter-WMCC, the vertical eddy
viscous force, pressure gradient (PG) force and Coriolis force form the primary balance (Figure
4.8), despite the differences in temperature, salinity and SSH. But the WMCC was associated
with seaward PG, while the counter-WMCC with shoreward PG in the nearshore regions due
to the existence of the coastal SSH dome. Moreover, the monthly averaged eddy viscous force
was comparable to the PG force near the surface, but nearly negligible below 30 m (not shown).
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Figure 4.7. Distributions of monthly mean SSH and wind stress in December 2014-2017 (a-d).
The blue quivers in (a) indicate the alongshore and cross-shore directions. The white curves
are 50, 100 and 200 m isobaths.
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Figure 4.8. Velocity (black arrows) and momentum balances at the depth of 2 m (a & b) and 10
m (c & d) in December 2014 (a & c) and 2017 (b & d). Cor, PG, Vis_v, Vis_h and Adv
respectively represent the Coriolis force (red arrow), pressure gradient force (blue arrow),
vertical viscosity term (green arrow), horizontal viscosity term (magenta arrow) and nonlinear
advection term (cyan arrow). The black pentagram in (d) marks the location used in Figure 4.9.
The thin gray curves are 50, 100 and 200 m isobaths.
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Figure 4.9. Time series of alongshore velocity, cross-shore PG at 10 m (a), cross-shore sea
slope and alongshore wind stress at the intersection of the 100 m isobath and transect 13 (see
location in Figure 4.8d) (b). Note that the sea slope and wind are projected as with the flows.
Figure 4.9 shows that the downcoast alongshore flows are stronger in late spring and
summer, but then gradually weaken and even reverse in fall and winter. The alongshore flows
are strongly correlated with the cross-shore PG (r = -0.92, p<0.001). The cross-shore PG
correlates to the sea slope with a coefficient of -0.93, p<0.001, meaning that the alongshore
flows are basically driven by the barotropic PG, agreeing with the conclusion of Geyer et al.
(2004). The barotropic PG may be set up by the river runoff, deep SW in Wilkinson Basin, and
wind-driven Ekman transport. The Penobscot and K-A Rivers can discharge a large volume of
freshwater to the Gulf in late spring, which evidently decreases the salinity, lifts the sea level,
and increases the southwestward alongshore flows (Geyer et al., 2004). The correlation
coefficient (1 month lag) between the sea slope and Penobscot and K-A River runoff are -0.43
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(p = 0.003) and -0.5 (p<0.001), respectively. Li et al. (2021) showed that the inflows of SW
into the Jordan Basin result in large horizontal density gradients at depth, and the corresponding
baroclinic PG is compensated by the barotropic PG, that is, the elevated sea level along the
coast of the eastern GoME. Similarly, SW in Wilkinson Basin can induce elevated sea level in
the surroundings region too (Figures 4.6 and 4.7). As a result, the seaward barotropic PG is
balanced by the shoreward Coriolis force, thus forming the southwestward WMCC.
Unlike in the eastern GoME, the influences of wind and river runoff are more significant
in the western GoME. The correlation coefficients between time coefficients of the EOF 2nd
mode of alongshore flows, and the alongshore wind stress and Penobscot and K-A River runoff
(1 month lag, Geyer et al., 2004) are -0.23 (p = 0.1), 0.28 (p=0.05), and 0.37 (p=0.01) (Figure
4.3e, 4.9b & 4.10d), respectively. Figure 4.8b shows that the alongshore wind stress is generally
upcoast in spring and summer, with the peak of ~0.015-0.02 N/m2, but basically blows
downcoast (upcoast) in late fall and early winter of 2014 (2015-2017), with the magnitude of 0.01-0 (0.01-0.04) N/m2. The significant wind stress inevitably alters the sea level near the
coast, by Ekman transport. The correlation coefficient between alongshore wind stress and sea
slope is 0.32 (p=0.03). In late fall and early winter of 2014, together with more SW, the
downcoast wind drove an onshore Ekman transport to further lift the sea level next to the coast.
The seaward PG (i.e., negative sea slope) and the seaward eddy viscosity were balanced by the
shoreward Coriolis force, thus forming the broad WMCC. In contrast, in late fall and early
winter of 2015-2017, the upcoast wind drove an offshore Ekman transport to converge with the
raised sea level as required to compensate the large baroclinic PG at depths in Wilkinson Basin,
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resulting in the SSH dome. Inshore of the dome, the shoreward PG (i.e., positive sea slope)
was balanced by the seaward eddy viscosity and seaward Coriolis force, thus forming the
narrow counter-WMCC (Figure 4.7 & 4.8). However, in spring and summer, although the wind
stress is always upcoast, larger river runoff and feeding from the stronger EMCC can
compensate the offshore Ekman transport (Figure 4.9b & 4.10d). Therefore, the coastal flows
are still downcoast.
The monthly averaged wind stress is relatively uniform over the whole GoME (Figure
3.13b). However, the large alongshore transport by the EMCC can overcome the wind-driven
offshore transport, sustain the higher nearshore sea level year-round in the eastern GoME (not
shown) and impede the northeastward extension of the dome (i.e., the counter flows) from
reaching past Penobscot Bay (Figure 4.5b & 4.7b). Overall, unlike the mainly water-massdriven EMCC (Li et al., 2021), the WMCC is largely modulated by wind. Upcoast alongshore
wind stress can episodically reverse the coastal currents in late fall and early winter.
Additionally, nonlinear advection plays minor roles from place to place (Figure 4.8).
4.6 Physical connectivity between the EMCC and WMCC
From Figure 4.10a, the three metrics of physical connectivity presented in section 2.3
provide a similar seasonal pattern of physical connectivity between the EMCC and WMCC,
though the magnitude varies. Because ratios of fluxes are occasionally larger than 100%
(smaller than 0%) due to the larger (negative, i.e., northeastward) flux through transect 10, the
ptrack connectivity is utilized and analyzed hereinafter. In general, physical connectivity has a
bimodal shape, with the largest peak (~40-70%) in winter and a secondary one (~20%-50%) in
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late spring or early summer. However, physical connectivity also experiences irregular yearto-year variations. For example, the bimodal shape was not very evident in 2016 and the
secondary peak occurred earlier in 2017.
Li et al. (2021) quantified the seasonal variations of the EMCC. At transect 1, the offshore
core of the EMCC can reach ~0.35 m/s in summer and early autumn, while the nearshore core
reduces to ~0.15 m/s in later winter and early spring (Figure 4.10b). The offshore veering of
the EMCC occurs further to the northeast in late winter and again in summer, and can reach as
far as southwest of transect 1; while in other seasons it generally swings southwestward, and
can reach south of Penobscot Bay (Figure 4.10c). The seasonal variations of ptrack connectivity
are largely affected by the strength (i.e., the maximum velocity) and the offshore veering of the
EMCC, as indicated by correlations with the velocity of the offshore core (r =0.44, p = 0.002)
and with latitude of the offshore veering (r = -0.31 p=0.03). Specifically, in early spring, the
weakest EMCC, together with the first resetting of offshore veering to its most northeastern
position, results in the lowest physical connectivity. In summer and early autumn, the strongest
EMCC, to a certain degree offset by the second resetting, forms a secondary peak of the
physical connectivity. As the offshore veering shifts to the southwest since late autumn (Li et
al., 2021; Pettigrew et al., 2005), physical connectivity increases to its highest peak though the
EMCC declines.

92

Table 4.2. PLS regression coefficients for the ptrack connectivity in association with 8 potential
driving factors.

Regression
Coefficient

Offshore

Nearshore

Offshore

Penobscot

K-A

core

core

veering

River

River

velocity

velocity

latitude

runoff

runoff

0.83

-0.49

-0.32

0.4

-0.2

CrossAlongshore

shore

wind stress

wind
stress

-0.14

-0.003

10-m
alongshore
velocity
0.03

Physical connectivity largely affects the general pattern of the WMCC, as indicated by the
correlation coefficients between the time coefficients of EOF 1st mode of alongshore (crossshore) flows and the downstream connectivity 0.52, p<0.001 (0.51, p<0.001), net connectivity
0.49, p<0.001 (0.54, p<0.001) and ptrack connectivity 0.45, p=0.001 (0.34, p=0.02) (Figure
4.3e). Nevertheless, variations of the WMCC driven by river runoff and wind may in turn affect
physical connectivity. We constructed the PLS regression fit of the ptrack connectivity, using
the standardized time series of the velocity of the offshore and nearshore core of the EMCC,
offshore veering latitude of the EMCC, Penobscot and K-A River runoff, alongshore and crossshore wind stress, and 10-m alongshore velocity (i.e., the WMCC/counter-WMCC) at the
intersection of 100 m isobath and transect 13. This regression fit explains about 45.1% of the
total variance, possibly a result of the short time series. As indicated by the PLS regression
coefficients in Table 4.2, variations of the EMCC and river runoff in the western GoME are the
most important factors that modulate physical connectivity between the EMCC and WMCC.
From Figure 4.10d, generally the river discharge varies seasonally and rhythmically, with
primary peaks in April. The ptrack connectivity is negatively correlated with the Penobscot
River runoff (r = -0.27, p=0.07) and K-A River runoff (r = -0.3, p=0.04), suggesting that the
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spreading of the river plumes, to a certain degree blocks the alongshore extension of the EMCC
reducing connectivity.
Given that the mean cutoff time is 72.8 days, the wind-induced counter-WMCC mainly
decreases the ptrack connectivity in October and November 2015-2017. Without the counterWMCC, the largest connectivity occurs in October and November 2014. Therefore, the
WMCC/counter-WMCC results in the evident year-to-year variations of connectivity in
October and November (Figure 4.10a). With the WMCC close to the coast (Figure 4.11), most
particles released along transect 1 were transported to the western GoME, especially from
Penobscot Bay to Casco Bay and then gradually spread offshore to Wilkinson Basin, except a
few carried by the offshore veering of the EMCC to Jordan Basin (Figure 4.11a). With the
counter-WMCC, most particles were transported to the interior gulf via either the offshore
veering of the EMCC or the convergence of the counter-WMCC and the EMCC extension, and
very few could reach inshore of the 100 m isobath in the western GoME. Overall, physical
connectivity is mainly controlled by variations of the EMCC and river runoff in the western
GoME. The wind-induced counter-WMCC, to a certain degree, can decrease the magnitude of
physical connectivity, and lead to year-to-year variations.

94

Figure 4.10. Time series of the downstream, net and ptrack connectivity (a), the maximum
speed of the nearshore and offshore core of the EMCC (b), the offshore-veering latitude of the
EMCC (c), St. John, Penobscot, and K-A River fluxes (d).
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Figure 4.11. Distributions of 161475 particles released along transect 1 at the beginning of
October 2014-2017 (a-d). The colors represent the number of particles in every 0.02°×0.02°
grid at the cutoff time. The thin gray curves are 50, 100 and 200 m isobaths.

4.7 Summary
The model showed that the WMCC is a weak, broad, and sinuous current with the largest
velocity of 0.1-0.15 m/s. From Penobscot Bay to Casco Bay, the WMCC generally has an
offshore and a nearshore core, fed by the extension of the EMCC and Penobscot and K-A River
runoff, respectively. When the nearshore core reaches Jeffreys Ledge, it bifurcates into two
weaker branches flowing on either side of Jeffreys Ledge, with the largest velocity of 0.05-0.1
m/s. The two weaker branches merge again offshore of Cape Ann. The merged current then
flows along Stellwagen Bank, and combines with the offshore core when it approaches Cape
Cod. The general pattern of the WMCC is closely linked to the physical connectivity with the
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EMCC, which is mainly controlled by the strength and offshore veering of the EMCC.
Occasionally in late fall and early winter, the WMCC flows northeastward inshore of Jeffreys
Ledge (counter-WMCC), and then converges with the EMCC extension and finally turns
offshore.
Analysis of momentum balance demonstrates that both the WMCC and counter-WMCC
in late fall and early winter are mainly driven by elevated sea level and wind. The SW in
Wilkinson Basin induces elevated sea level in the western coastal GoME. The onshore transport
due to the downcoast wind further raises the nearshore sea level, while the offshore transport
driven by the upcoast wind reduces sea level next to the coast and forms a sea level dome
offshore of Casco Bay. Overall, the near balance among the seaward PG, seaward wind stress
and shoreward Coriolis force results in the broad WMCC, while inshore of the dome, the
shoreward PG is balanced by the seaward wind stress and seaward Coriolis force, forming the
narrow counter-WMCC.
Both the circulation and particle tracking models showed that the physical connectivity
between the EMCC and WMCC generally has a bimodal annual pattern, with the largest peak
occurring in winter and a secondary peak in late spring or early summer. The former is
associated with the offshore veering of the EMCC to the farthest southwest, while the latter
from the concurrence of the strongest EMCC and northeastward shifts of the offshore veering.
Moreover, the counter-WMCC can reduce physical connectivity and result in evident year-toyear variations.
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Overall, our circulation model accurately reproduced the complex hydrodynamics in the
coastal GoME, especially the rarely studied counter-WMCC. Coupled with the particle
tracking model, we quantified physical connectivity between the EMCC and WMCC, which
can help explore planktonic larval transport, algal bloom, and pollutant dispersals to optimize
fishery management, marine habitat conservation, etc.
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CHAPTER 5
TRANSPORT IN THE NEARSHORE AND COASTAL GULF OF MAINE
5.1 Abstract
Alongshore and cross-shore transports directly affect the dispersal of pollutants, algal
bloom, larvae of marine organism, etc. in the nearshore and coastal oceans, and to a certain
degree, modulate the spatiotemporal variations of water properties, such as the salinity,
nutrients, dissolved oxygen, etc. To investigate transport in the nearshore and coastal Gulf of
Maine (GoME), a particle tracking model was set up using the circulation model output. The
model results showed the general dispersal patterns of particles released inshore of 100 m
isobath, which consist of relatively uniform grounding along the coast, alongshore transport to
the western GoME by the coastal currents, and offshore transport to the interior gulf by the
wind-driven surface currents. Alongshore transport generally follows three prototypical steps:
offshore dispersal along with sinking, alongshore transport, and onshore dispersal along with
surfacing. More transport toward the interior gulf occurs offshore of Penobscot Bay and east
of Cape Cod, likely due to the offshore veering of EMCC and variations of isobath inclination,
respectively. After 30 days, ~80% particles were grounded, while most remaining active ones
resided in the offshore western GoME. Offshore Ekman transport by upcoast alongshore wind
stress results in less chance for bottom grounding and more active particles. In addition, larger
physical connectivity between the Eastern and Western Maine Coastal Currents, to a certain
degree increased the alongshore transport, resulting in less offshore transport and more bottom
grounding. Dispersal of particles released in ebb tide resembles that in the neighboring flood
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tides, though the latter has more grounding in first tidal cycle. Inshore of 80 m isobath, the
consistent cross-shore flows result in very similar transport between years and months, while
offshore of 80 m isobath, the influence of variable coastal currents gradually alters the transport.
5.2 Introduction
As a significant coastal process, alongshore and cross-shore transports directly affect the
dispersal of pollutants, algal bloom, marine larvae, etc. To a certain degree, transports also
modulate the spatiotemporal variations of water properties, such as the salinity, nutrients,
dissolved oxygen, etc., especially in estuaries and bays (Coachman & Walsh, 1981; Waite et
al., 2015). However, accurate and reliable estimates of alongshore and cross-shore transports
are very hard to obtain because of the sinuous coastline and varied topography, relatively weak
cross-shore flows, and limited spatial and temporal resolution of observations.
The orientation of coastline and topography nearshore largely affect the cross-shore
transport. Curvature of shelf edge can form channels across the shelf, and further modify the
cross-shore flows (Dinniman & Klinck, 2004). Topographic bumps in the shelf can largely steer
the alongshore flows, for example, the offshore veering of the EMCC east of Mt. Dessert Rock
(Li et al., 2021). Variations of shelf width also affect eddy generation. Besides the vertical and
horizontal mixing, eddies can improve or hinder the cross-shore transport via escaping or
impinging on the shelf (Davies & Xing, 2001; Gula et al., 2015; Noble et al., 2009; Zhou et al.,
2014). Cross-shore flows emerge as a combination of many ageostrophic processes (Hsuesh &
O'Brien, 1971; Noble et al., 2009; Wang et al., 2013), such as the wind-driven and bottom
Ekman transport, river plumes, tidal mixing, etc. Spatial and temporal variations of cross-shore
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flow further modulate the magnitude of cross-shore transport. In the northern hemisphere,
wind-drive Ekman transport is 90° to the right of wind stress, while the bottom Ekman transport,
induced by drag and non-slip condition is 90° to the left of ambient geostrophic coastal current
(Hsuesh & O'Brien, 1971). River runoff can form buoyant surface jets and plumes, spanning a
large range of spatial and temporal scales. The morphologies of plumes are mainly controlled
by the geometry of the coast and magnitude of runoff. But wind often alters the shape of plumes
and further modifies the transport (Horner-Devine et al., 2015; Jones et al., 1999; Yankovsky
& Chapman, 1997). Processes that are associated with tides and contribute to the cross-shore
transport consist of tidal mixing, rectified tidal current and baroclinic instability between the
well mixed and stratified water areas (Brink, 2016; Ladah et al., 2012; Noble et al., 2009;
Simpson & Hunter, 1974; Tilburg et al., 2012). Field work is rarely sufficient in resolution and
frequency to study variations of cross-shore transport at large spatial and temporal scales,
whereas numerical modeling is a viable alternative to explore and quantify transport (e.g.,
Dinniman & Klinck, 2004; Thyng & Hetland, 2018). This approach allows an assessment of
the relative importance of variable factors and processes, especially in nearshore and coastal
regions where the mechanisms of cross-shore flows are complex and diverse.
In this chapter, with a particle tracking model driven by the circulation model output, I
answered the question ‘What are the general transport patterns in the GoME? (see section 1.3)’.
The methods are presented in section 5.3; the general patterns of transport are presented in
section 5.4; the governing factors for the transport patterns are analyzed and discussed in
section 5.5; finally, a summary about this chapter is provided in section 5.6.
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5.3 Methodology
As shown in chapter 2, driven by the NESS model, the FISCM model can reasonably
reproduce the general patterns of drifter tracks in the coastal regions especially within 1 month
after release. Therefore, besides the physical connectivity between the EMCC and WMCC, we
further utilized the combination of NESS and FISCM models to study the alongshore and crossshore transports in the GoME. Specifically, 3 passive particles per element were released (total
396,930 particles) at the surface inshore of the 100 m isobath from Passamaquoddy Bay to
Cape Cod Bay (Figure 5.1, see Figure 1.1 for locations). These particles were released at each
ebb and flood tide in February, May, August, and November from 2014 through 2017, and
driven by the flows for 30 days. Moreover, unlike the simulations for drifter tracks and to mimic
local retention more accurately, particles were assumed to be grounded once they hit the bottom
or the shoreline. To quantitatively describe the cross-shore transport, particles were separated
into seven bins based on the water depth of residence (<40m, 40-60m, 60-80m, 80-100m, 100120m, 120-150m and >150m for bin 1-7), which basically correspond to distance to the coast
as seen in Figure 5.1. Initially 79.5% of particles were released in bin 1, 9.3% in bin 2, 6.3%
in bin 3 and 4.9% in bin 4.
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Figure 5.1. Isobaths and initial locations of released particles (shaded in gray). N1-N10 mark
nearshore transects (thick blue lines) along the coast, which aligns roughly with 40 m isobath.
5.4 General patterns of particle transport
From Figure 5.2, there was no significant difference on the particle dispersions after 30
days between experiments conducted in ebb and flood tides. The temporal variations of active
and grounded particles released on ebb tides resemble those on the flood tides too, other than
that on flood tides, slightly more particles were grounded in the first tidal cycle (Figure 5.3).
Therefore, only the experiments on ebb tides are summarized and analyzed thereinafter.
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Figure 5.2. Dispersions of all particles released in ebb (a & c) and flood (b & d) tides of
February (a & b) and August (c & d) at 30 days since release. Colors represent the depth of
active particles in log2 scale and magenta the grounded particles.
As shown in Figure 5.4, the general patterns of particle dispersals were nearshore
grounding, alongshore transport to western GoME and offshore transport to the interior GoME.
Initially 34.7%, 46.7% and 18.6% of particles were released northeast of Penobscot Bay, from
Penobscot Bay to Cape Ann and south of Cape Ann, respectively. After 30 days, 0.5-3%, 3.316.3%, and 6.3-15.6% remained active, while 26.4-30%, 30.6-40.1%, and 12.4-21.3% were
grounded in these three regions. The ratio of remaining active particles in three regions differs
from that of the released ones, indicating the significant alongshore transport, while the similar
ratio of grounded particles indicates the relatively uniform grounding along the coast between
years and months. Moreover, though offshore dispersal of particles occurs along the whole
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coastal GoME, more were transported to the interior gulf in two regions, offshore of Penobscot
Bay and east of Cape Cod, as reported by Manning et al. (2009). As shown in Table 5.1 and
Figure 5.5, active particles in bin 1 gradually decreased to ~1.3-3% after 30 days, and grounded
ones in bin 1 increased to ~66-80%. Most loss of active particles (~65%) in bin 1 occurred in
the first tidal cycle after release, which consists of the grounded (~45%) and offshore
transported ones (~20%) (Figure 5.10-11). For bin 2-6, at first active ones increased due to a
large amount of offshore transported particles from bin 1, and then gradually decreased to ~13% after 30 days. For bin 7, the active ones gradually increased to ~5-15% after 30 days. The
grounded ones for bin 2-7 gradually increased to ~4-6%, ~1.8-3.3%, ~1.3-2%, ~0.15-0.53%,
~0.13-0.5% and ~0.05-0.1% after 30 days, respectively. Overall, after 30 days, ~10-25%
particles remained active, and most lay at south of Penobscot Bay, while grounded particles
were relatively uniform in the nearshore GoME.
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Figure 5.3. Time series of active and grounded particles in bin 1-7 from all experiments
conducted in ebb and flood tides of February (a-g) and August (h-n) 2016.
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Figure 5.4. Dispersions of active (a, c, e & g) and grounded (b, d, f & h) particles
(density, %/km2) after 30 days. Note that particles are released in each ebb tide of February,
May, August, and November 2016. The red quivers in a, c, e & g (b, d, f & h) represent the
relevant bimonthly mean surface flow fields (wind stress).
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Figure 5.5. Timeseries of active particles (%) in bin 1-7 from all experiments conducted in
February, May, August, and November of 2014-2017.
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Table 5.1. Distributions of active (act.) and grounded (grd.) particles in each bin after 30 days.
Percentage (%) of particles after 30 days since release
Depth Range
Feb

May

Aug

Nov

(m)
2014

2015

2016

2017

2014

2015

2016

2017

2014

2015

2016

2017

2014

2015

2016

2017

act.

2.25

1.32

2.01

1.44

2.11

1.34

2.46

2.14

1.64

3.09

1.44

2.46

3.04

2.27

3.04

2.25

grd.

70.3

71.4

73.0

72.1

76.3

66.9

71.6

80.1

71.4

71.8

68.1

68.4

66.4

67.6

67.8

66.2

40-

act.

2.96

1.89

2.35

1.84

1.95

1.34

1.9

1.7

1.92

2.84

1.55

1.76

3.65

2.04

2.86

2.17

60

grd.

5.13

5.91

5.95

6.8

5.53

4.86

4.93

5.85

4.82

4.83

4.36

4.26

4.62

4.2

4.58

4.19

60-

act.

2.25

1.67

1.98

1.56

1.81

1.31

1.56

1.12

2.02

2.29

1.71

1.76

2.67

1.56

2.45

1.71

80

grd.

2.01

2.51

2.44

3.24

1.99

1.81

1.88

2.11

1.83

1.85

1.72

1.66

2

1.79

1.93

1.77

80-

act.

2.04

1.56

1.71

1.41

1.75

1.49

1.84

1.03

2.27

2.4

2.01

1.91

2

1.49

2.18

1.51

100

grd.

1.35

1.47

1.61

2.06

1.22

1.42

1.34

1.31

1.26

1.31

1.3

1.32

1.46

1.4

1.42

1.41

100-

act.

1.71

1.37

1.07

1.05

1.26

1.65

1.91

0.72

2.24

1.87

2.03

1.79

1.54

1.55

1.83

1.53

120

grd.

0.24

0.29

0.3

0.53

0.17

0.18

0.19

0.16

0.16

0.17

0.17

0.17

0.25

0.24

0.23

0.22

120-

act.

2.77

2.52

1.72

1.75

1.83

3.12

2.71

1.18

3.2

2.42

3.33

3.06

2.88

3.04

2.98

3.17

150

grd.

0.25

0.29

0.37

0.48

0.14

0.17

0.16

0.13

0.15

0.16

0.16

0.15

0.3

0.29

0.28

0.23

>

act.

6.61

7.76

5.41

5.6

3.85

14.4

7.43

2.43

7.06

4.93

12.1

11.2

9.11

12.5

8.34

13.5

150

grd.

0.08

0.08

0.06

0.14

0.06

0.09

0.06

0.06

0.05

0.06

0.06

0.07

0.08

0.06

0.1

0.09

act.

20.6

18.1

16.3

14.7

14.6

24.6

19.8

10.3

20.4

19.8

24.2

24.0

24.9

24.5

23.7

25.9

grd.

79.4

81.9

83.8

85.4

85.4

75.4

80.2

89.7

79.6

80.2

75.9

76.0

75.1

75.5

76.3

74.1

0-40

Total

From Figure 5.6, particles released at the surface of nearshore regions are transported
offshore until they reach the coastal currents, and some particles sink during transport. These
particles are then transported southwestward by the coastal currents, which are in turn carried
by the onshore subsurface currents and return to shore, during which they gradually surface
and eventually, if not grounded at bottom, move offshore again due to the surface offshore
currents (Figure 5.9). In short, the particle journeys consist of three prototypical components if
neither ground at the bottom nor travel further offshore: offshore dispersal by surface nearshore
currents, alongshore transport by coastal currents and then a subsequent return to shore by the
deep onshore currents. The processes of onshore and offshore transports can be completed in
1-2 tidal cycles, while the alongshore transport varies from ~2 to more than 20 tidal cycles.
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Figure 5.6. Tracks (a & c) and corresponding vertical locations (b & d) of particles released in
eastern, middle, and western GoME during 4 (a & b) and 13 (c & d) tidal cycles after release.
Colors in (a) and (c) represent time (hour).

5.5 The governing factors for the transport
From Table 5.1, in the entire GoME, the mean active particles after 30 days were 17.43%,
17.33%, 22.1%, and 24.75% for February, May, August, and November, respectively, of which
inshore (offshore) of 100 m isobath were 7.59% (9.84%), 6.71% (10.62%), 8.29% (13.81%),
and 9.25% (15.5%). Therefore, the increase of the active particles mainly resulted from more
offshore transport from February to November. From Figure 5.4 & 5.7, the offshore dispersals
were evidently associated with the wind-driven surface flows (i.e., Ekman current, toward 45°
to the right of wind stress). The percentage of active particles after 30 days was highly related
to alongshore wind with a correlation coefficient of 0.5, p = 0.05. Specifically, the upcoast
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alongshore wind stress induced offshore Ekman transport, and particles transported to the
offshore regions had fewer chance to ground at the bottom. Variations of the coastal currents
also affected the transport. Especially in the eastern GoME, the percentage of active particles
offshore of 100 m isobath after 30 days related to the physical connectivity between the EMCC
and WMCC with a correlation of -0.6 (p = 0.02). Moreover, there were fewest active particles
in May, and in May of 2014-2017, the most (fewest) active particles corresponded with smallest
(largest) physical connectivity (Figure 4.9a), indicating that more alongshore transport by the
EMCC resulted in more bottom grounding (Figure 5.8). Otherwise, more transport to the
interior gulf also occurred east of Cape Cod, likely due to the variations of the isobath
inclination (Figure 5.4 & 5.8).

Figure 5.7. Percentage of active particles after 30 days and alongshore wind stress at Buoy B01.
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Figure 5.8. Dispersions of active particles (density, %/km2) after 30 days. Note that particles
were released in each ebb tide of May 2014-2017 (a-d).
From the time series of active and grounded particles in each bin, cross-shore transports
were rather similar between months and years in bins inshore of 80 m isobath, though the
similarity declined in more offshore bins (Figure 5.6). From Figure 5.9, cross-shore flows were
rather consistent between months and years. The general flows (EOF 1st mode) were offshore
near the surface and onshore below, likely determined by constant factors and processes, such
as tide and topography. The seasonal variations (i.e., EOF 2nd mode) were seldom sufficient to
change the general pattern. Therefore, the similarity of transport between months and years
inshore of 80 m isobath likely resulted from the consistent nearshore flows. Nevertheless, the
seasonal variations of the cross-shore flows did affect the transport. For example, weaker crossshore flows in spring and summer led to more grounding in bin 1, with a correlation coefficient
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of -0.51 (p=0.04) between the time coefficients of 2nd model and grounded particles in bin 1.
Moreover, the vertical shear of the cross-shore flows also resulted in the temporal variations of
transport in nearshore bins, such as the active particles decreased abruptly in 2 and 6-7 days in
bin 1 (Figure 5.5a). Specifically, the deep onshore flows were weaker than the surface offshore
flows, meaning that the 3rd prototypical component of particle journeys (i.e., return to shore by
deep onshore currents) took more time than the 1st component (offshore dispersal by surface
nearshore currents). Therefore, faster re-offshore-transport of slower accumulated onshore
transported particles resulted in abrupt decrease of active particles in 2 and 6-7 days in bin 1.
Overall, the consistent cross-shore transport pattern between nearshore bins resulted from
constant factors, i.e., the dominant consistent cross-shore flows, while the variations in the
offshore bins gradually differed due to the emerging influence of varying coastal currents,
winds, etc. Alongshore transport generally follows three prototypical steps: offshore dispersal
along with sinking, alongshore transport, and onshore dispersal along with surfacing.
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Figure 5.9. EOF 1st (a) and 2nd modes (b) of cross-shore velocity along nearshore transects N1N10(see Figure 5.1 for locations), as well as the corresponding time coefficients (c). Note that
positive (negative) velocity represents offshore (onshore) flows.

5.6 Summary
Driven by a high-resolution circulation model, a particle tracking model was utilized to
explore the transport in the nearshore and coastal GoME. Our model showed that the general
dispersal patterns of particles released inshore of 100 m isobath consisted of relatively uniform
grounding along the coast, alongshore transport to the western GoME by the coastal currents
114

and offshore transport to the interior gulf by the wind-driven surface current. Alongshore
transport generally followed three prototypical steps: offshore dispersal along with sinking,
alongshore transport, and onshore dispersal along with surfacing. More particles were
transported to the interior GoME offshore of Penobscot Bay and east of Cape Cod, likely due
to the offshore veering of EMCC, and variations of isobath inclination, respectively. After 30
days, ~80% particles were grounded, while most remaining active ones resided in the offshore
western GoME. Offshore Ekman transport by upcoast alongshore wind stress resulted in less
chance for bottom grounding and more active particles. In addition, larger physical connectivity
between the EMCC and WMCC resulted in less offshore transport in the eastern GoME and
more bottom grounding.
The cross-shore flows were rather consistent and stable between years and months.
Specifically, the general flows were offshore near the surface and onshore below, likely
determined by constant factors and processes, such as tide and topography. Inshore of 80 m
isobath, the consistent cross-shore flows resulted in very similar cross-shore transport between
years and months, while offshore of 80 m isobath, the influence of variable coastal currents
gradually emerged, which evidently altered the transport. Moreover, dispersal of particles
released on ebb tide resembles that on the neighboring flood tides, though the latter had more
grounding in the first tidal cycle.
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CHAPTER 6
POPULATION CONNECTIVITY OF M. edulis
6.1 Abstract
Population connectivity plays a major role in the distribution, recruitment, and stability of
marine species, which further affect fishery and marine ecosystem. A high-resolution
circulation model and a particle tracking model were utilized to study the population
connectivity of M. edulis in the eastern GoME and investigate the influence of reproductive
output and temperature on population connectivity. The model showed that in the eastern
GoME, larval dispersal consists of three prototypical patterns, namely, self-seeding, exchanges
within the same bays and southwestward alongshore transport. More self-seeding and exchange
resulted in settlement clusters in Frenchman and Pleasant-Western bays, while more alongshore
transports lead to less settlement in further eastern spawning beds. Spawning beds that produce
a large amount of larvae can modulate settlement in other beds. The year-to-year change of
reproductive outputs in beds may help explain the interannual variability of M. edulis
distribution. Higher temperature can accelerate the growth, reduce the PLD, and subsequently
increase settlement. Moreover, although Passamaquoddy and Penobscot bays were not
surveyed for beds, our model results suggest that these two bays may significantly contribute
to the M. edulis population in the eastern GoME.
6.2 Introduction
Marine population connectivity, i.e., the exchange of individuals among geographically
separated subpopulations that comprise a metapopulation (Cowen et al., 2000; Cowen et al.,
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2006; Cowen & Sponaugle, 2009), plays a significant role in distribution, recruitment, and
stability of marine species, and further affect the fishery and marine ecosystem. For many
marine species, such as mussels and barnacles, connectivity only occurs via dispersal of larvae
in the planktonic stages, as adults are sessile or highly sedentary. The dispersal of larvae is
mainly subject to prevailing flow fields, and to a certain degree modulated by other physical
and biological attributes, such as salinity, temperature, swimming ability, spawning time and
location, reproductive output, etc. (Riginos & Cunningham, 2005; Yund & McCartney, 2016).
However, our understanding of marine population connectivity is very rudimentary over large
spatial scales for many reasons, such as the spatial and temporal variations and interactions of
these factors and processes. The lack of knowledge represents a fundamental obstacle to any
comprehensive analyses of population dynamics of marine species, which further limits our
ability to evaluate the design and potential benefits of novel, spatially-explicit management
strategies for fishery and marine habitat conservation (Bidegain et al., 2013; Cowen et al.,
2000). Therefore, an important goal of marine ecology is to achieve a mechanistic
understanding of factors regulating the dispersal of larvae, and further predict the effects of
changes in physical and biological attributes on the dynamics of marine populations (Morello
& Yund, 2016; Yund et al., 2015). Particle tracking models incorporating larval biological
attributes are increasingly utilized to quantify larval transport and explore the roles of different
factors and processes on population connectivity (Bidegain et al., 2013; Metaxas & Saunders,
2009; Paris et al., 2013).
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Blue mussel (Mytilus edulis) is one of the common bivalves in the GoME, and its larva
exhibits swimming behavior (Rawson et al., 2001). M. edulis sub-populations may spawn in
discrete episodes from April to September, depending on water temperature, currents, and other
environmental factors. Generally, the gonads start to develop from October to November
(Duinker et al., 2008), and produce mature gametes in the early spring. Then the gametes are
shed into water, forming the first and most consistent spawning in spring in concert with or
after spring phytoplankton blooms (Thorarinsdóttir et al., 2013). Afterwards, the gonads
continue to develop and may produce mature gametes in early summer, resulting in a second
but less intensive spawn occurs in late August or September (Duinker et al., 2008; Zagata et
al., 2008), which appears to be opportunistic and determined by the food availability and other
environmental factors. After fertilization, developing larvae pass through trochophore, veliger
and pediveliger stages, during which they feed on phytoplankton and grow to settlementcapable larvae with lengths of ~300-350 μm (Chipperfield, 2009). Development may take ~47 weeks (Bayne, 1964).
Temperature plays a major role in larval growth. Warmer waters can speed up development
due to increased metabolic processes and thus decrease the pelagic larval duration (PLD)
(Filgueira et al., 2015; Widdows, 1991). However, warmer water does not necessarily increase
settlement because of combined effect with other factors, such as food availability (Fotel et al.,
1999; Pechenik et al., 1990), and salinity (Brenko & Calabrese, 1969). Mytilus edulis larvae
tend to stay within 20 m of the surface, and the mean depth of larvae is deeper in the daytime,
indicating possible diel vertical migration (DVM) (Bonicelli et al., 2016). The amplitude of
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DVM also varies with development stage and wave height, though the mechanism is also
unclear (Matthew Hoch, 2011). Settlement varies spatiotemporally, as affected by many factors,
such as the bathymetry, wind, temperature, salinity, bottom substrates, reproductive output,
development (i.e., length, weight, etc.) and the larval preference (Drake et al., 2015). For
example, most M. edulis larvae tend to settle near the surface if thermoclines are absent
(Kenchington et al., 2002). If thermoclines are present, more prefer to settle at the depth of 5
m (Kenchington et al., 2002).
In this chapter, using a particle tracking model configured with biological attributes and
driven by the circulation model output, I answered the questions ‘What is the population
connectivity of M. edulis in the eastern GoME?’ and ‘how do hydrodynamic and biological
factors affect settlement and connectivity?’ (see section 1.3). The methodology and validations
are presented in section 6.3; the population connectivity of M. edulis in 2014-2016 are
described in section 6.4; the influence of reproductive output and temperature on population
connectivity are investigated in section 6.5 and 6.6, respectively; the potential spawning and
settlement beds are explored in section 6.7; caveats about this study are presented in section
6.8; finally, a summary about this chapter is provided in section 6.9.
6.3 Methodology and validations
6.3.1 Model configurations
In the eastern GoME, Mytilus edulis tends to live way up the estuary in soft sediment, and
thus form distinct mussel beds and metapopulation structures (Commito et al., 2014; Commito
et al., 2018). To simulate M. edulis larval dispersal, a number of biological and ecological
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attributes are required, such as the spawning time and bed location, settlement bed,
reproductive output of each bed, growth, and mortality. These attributes were estimated by a
series of in-situ and laboratory measurements conducted in 2014-2016. Specifically, the
corresponding settlement beds were obtained by extending the spawning bed to the widths of
the adjacent bays or rivers (Figure 6.1); the spawning windows were estimated using the
Gonadal Somatic Index (GSI); and the reproductive outputs were calculated by integrating the
larval density (count/m2), size frequency, proportion of female mussels, oocytes per unit mass,
bed area and GSI data. The detailed methodology can be seen in Conlon (2018). Each spawning
bed may contain one or more subregions, and have either one or two spawning events per year.
The reproductive output per bed ranges from 0 to 1013, which is far beyond the capacity of our
cluster. Therefore, the specific number of simulated larvae for each bed was scaled down
according to the observed reproductive output, and a total of 500,000 simulated larvae were
released per year (Figure 6.2a). The spawning window for each bed ranged from early May to
early August, basically corresponding to the first and most consistent spawning event per year.
The specific spawning time were chosen as the midpoint of spawning windows for each
subregion in beds (Figure 6.2b).
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Figure 6.1. Extents of 16 observed settlement beds (red rectangles). Note that actual beds
consist of 1 or more subregions (blue polygons). The spawning beds are within blue settlement
areas (not shown).

Figure 6.2. Number (#) of simulated larvae (a) and spawning windows (b) for each bed in 20142016. Note that the white lines in (b) mark the specific midpoint of spawning windows for each
subregion in beds.
The swimming speed of larvae is negligible comparing to the horizontal flows, but can be
non-trivial comparing to the vertical flows. The vertical swimming (e.g., DVM) can further
alter the horizontal distribution, because of the vertically varying horizontal flows (Figure 5.9).
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In general, larvae migrate downward (upward) at a speed of ~10-4 m/s during daylight (night)
(Chia et al. 1984). In this study, I used the monthly mean sunrise and sunset times in Maine
from U.S. Naval Observation (Table 6.1).
Table 6.1. Sunrise and sunset times (hour) for May to October.
May
Jun
Jul
Aug
Sunrise
5
5
5
5
Sunset
20
20
20
20

Sep
6
19

Oct
7
18

Temperature is a key factor in modulating larval growth rate of M. edulis (Filgueira et al.,
2015). According to Yund and McCartney 2016, the growth rate of M. edulis larvae can be
treated as temperature dependent and quantified by linearly regressing growth rate to
temperature. Based on their data, the daily increase of length (µm) is estimated by
length = −0.645704 + T  0.3995143

(5)

where T is the daily mean temperature (℃). The temperature is constrained between 10 and
17 ℃, because of the limitations of the original data. When the temperature was below 10 °C
(above 17°C), the growth rate at 10 °C (17 °C) was used.
As plankton, M. edulis larvae have a very high mortality rate (Widdows, 1991). The longer
the PLD, the greater the possibility of death. In addition, environment variables, such as water
temperature also affect larval survival. Generally, higher temperature tends to increase
mortality (Widdows, 1991; Yund & McCartney, 2016). We treated mortality as a simply
function of temperature. The daily mortality can be estimated (data from Yund & McCartney,
2016 ) as

Mortality(%) = 100 − (−0.5535  T + 108.28)  e
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Day( −0.105ln(T ) + 0.1427)

(6)

where T is the daily mean temperature for each simulated larvae and Day is the time since
fertilization. As with the growth rate, mortality was constrained between 10 and 17℃, and
beyond this range the mortality at 10 or 17℃ was used, respectively.
In this study, simulated larvae have an initial length of 65 µm. They become competent to
settle if they reach a length of 300 µm. We assume the competent larvae would settle once they
pass through the settlement beds. If they do not settle successfully, they would die after 60 days.
Post-settlement processes are ignored because of a lack of data. As shown by the cross-shore
transport in section 5 and Conlon (2018), distributions of passive particles and simulated larvae
differ slightly between experiments conducted in ebb and neighboring flood tide. Moreover,
experiments conducted in the first day, midpoint and last day of the spawning windows did not
significantly affect settlement, due to the strong and similar nearshore currents on a time scale
of one tidal cycle to up to two weeks (Figure 5.20, Conlon, 2018). Therefore, all simulations
were conducted in ebb tide of the midpoint of spawning windows for each subregion in beds.
6.3.2 Validation
Figure 6.3 shows the comparisons between observed and modeled settlements in each bed
in 2014-2016. Note that both observed and simulated settlements were expressed as a
proportion out of a total of one, due the scaled reproductive outputs in the simulations. The
model skills for the comparisons are 0.27, 0.32 and 0.32 for 2014-2016, likely due to many
factors and processes, such as unsampled spawning in the Bay of Fundy, effect of food and
salinity on the growth and mortality, variations of bottom substrates, predation, etc. The
observed highest settlements always occurred in bed 4, while the modeled ones in the
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neighboring bed 5. In general, both the observed and modeled settlements indicate two regions
with more settlers, namely the eastern Frenchman Bay (bed 4-5), and Pleasant and Western
bays (bed 8-11), likely because of a combination of reproductive output, the hydrodynamics in
each bay, and the coastal current. Specifically, the 3-year mean portion of simulated larvae
were 22.1% and 18.9% in the Frenchman Bay and Pleasant and Western bays, respectively
(Figure 6.2a). Moreover, Frenchman Bay is the least open bay in the eastern GoME, and the
distances to the open waters for beds there are 2-3 times longer than others. Finally, offshore
of Western Bay, the cross-shore flows were extraordinarily consistently onshore (Figure5.9a,
Conlon et al., 2018).

Figure 6.3. Comparison of observed and modeled settlements in each bed.
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6.4 Population connectivity
To determine the general population connectivity pattern among different beds, we
summed the settlements from all spawning in each bed, though the spawning times varied. In
total, 0.64%, 0.11% and 0.71% of simulated larvae settled successfully after 60 days in 2014,
2015 and 2016, respectively. In 2015, 75.4% of larvae were released in bed 1, but none reached
the length of 300 µm, because they were spawned early in the season (Figure 6.2b) and at a
corresponding lower temperature, which resulted in very few settlements in 2015. Larvae
released in beds 7 and 15 consistently failed to settle, likely because of the very few simulated
larvae. From Figure 6.4a-c and Table 6.2, the connectivity showed three prototypical patterns,
namely, self-seeding (i.e., retention), exchanges among beds in the same and neighboring bays,
and downcoast (southwestward) alongshore transport. Self-seeding and exchanges among beds
in the same and neighboring bays occur more in beds 1-5 and 9-11, in Frenchman, Pleasant and
Western Bays, which account for >85% of total settlement. These two patterns can also be seen
in Conlon (2018). But with tenfold more larvae, our simulations, to a certain degree eliminated
the statistical error from high mortality and further reproduced the pattern of alongshore
transport (nonexistent in Conlon 2018). Downcoast alongshore transport occurs more in the
eastern beds 9-16, and some larvae from these beds even can settle in the westernmost bed 1.
The mean physical connectivity between the EMCC and WMCC was 46%, 49.2% and 26.8%
for May-October (spawning and development period) 2014, 2015, and 2016, respectively. The
nearly halved physical connectivity means stronger offshore transport by the EMCC to the
interior GoME, and therefore, resulted in fewer down coast alongshore transport in 2016 (Table
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6.2). In addition, a few larvae can be transported upcoast (northeastward) and settle in upstream
bays. For example, in 2015 (2016), spawned larvae in bed 2 (1) can even settle in bed 7 (11),
but not further to the northeast because transport is blocked by Great Wass Island. From Figure
6.4d, larvae started to settle after 40 days, and the numbers of hourly settlers approximately
followed the normal distribution, with the mean PLD ranging from 52-54 days, and the
standard deviation from ~3-4 days. The numbers of daily settlement showed evident daily cycle,
with more at night, likely due to the upward migration and stronger flows near surface.
Otherwise, from table 6.2, larvae had ~9% possibility of developing beyond the temperature
range of 10-17℃.

Figure 6.4. Population connectivity matrix among 16 beds in 2014 (a), 2015 (b) and 2016 (c),
and numbers (#) of total hourly settlers in 2014-2016 (d). Note that the rotated numbers at the
bottom represent the total simulated larvae in each bed.
126

Table 6.2. Portions of self-seeding, exchanges in Frenchman Bay and Pleasant-Western Bays,
downcoast (southwestward) and upcoast (northeastward) transport, mean and standard
deviation of pelagic larval duration (PLD), and portions of hourly temperature beyond the
range of 10-17℃.
2014
2015
2016
Self-seeding (%)
30.9
48.6
34
Exchanges (%)
58.7
37.4
63.2
Downcoast alongshore transport (%)
8.5
12
1.7
Upcoast alongshore transport (%)
1.9
2
1.1
PLD
Mean
54.1
53
52.2
(days)
Standard deviation
3.1
3.5
4.3
Out-of-range hourly temperature (%)
8.9
9.6
8.7

The retention rate can be calculated as number of settled larvae over number of released
larvae in each bed, while export rate (i.e., settlements in other beds) as number of settled larvae
in other beds over number of released larvae in each bed. From Figure 6.5, the retention rate
ranges from 0-0.93%, with a mean of 0.09%. The export rate ranges from 0-3.76%, with a
mean of 0.34%. The successful settlement came more from beds 1-5, with higher retention and
export rates. But the year-to-year difference is evident. The highest retention rate occurred in
bed 5 (1) in 2014-2015 (2016), and the largest export rate occurred in bed 2, 3 and 1 for 2014,
2015 and 2016, respectively.
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Figure 6.5. Retention and export rates for each bed in 2014 (a), 2015 (b) and 2016 (c).
To better understand how population are interconnected, we counted the number of beds
that each bed seeded and received settled larvae from. From Figure 6.6, it is obvious that beds
9-13 in Pleasant and Chandler bays seeded more other beds, while beds 1-10 received larvae
from more other beds. These patterns, together with the patterns of retention and export,
indicate that the exchanges within the same and neighboring bays result in settlement clusters,
e.g., beds 1-5 around Frenchman Bay, and beds 9-11 in Pleasant and Western bays (Figure 6.6),
and more alongshore transport originated from the further eastern beds.
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Figure 6.6. Number (#) of beds that each bed seeded and received simulated larvae from in
2014 (a), 2015 (b) and 2016 (c).
6.5 Influence of reproductive output
To investigate how reproductive output affects the settlement and population connectivity,
we conducted simulations with equal number of simulated larvae in each bed per year. Specially,
31250, 35714 and 33333 larvae were released per bed in 2014, 2015 and 2016, respectively.
The difference among years resulted from an absence of spawning data in beds 4 and 12 in
2015 and bed 4 in 2016 (Figure 6.2a).
Successful settlement decreased to 0.47% and 0.41% for 2014 and 2016, respectively.
There was still no settlement from bed 1, but the spawning in bed 1 decreased from 75.4% of
the total to 7.1%. So, more larvae were released at later spawning time in other beds, resulting
in that the total settlement increased to 0.38% for 2015 instead. From Figure 6.7a-c and Table
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6.3, with uniform reproductive output, as with Conlon (2018), there was less self-seeding and
fewer exchanges among beds in the same and neighboring bays. But more larvae in beds 9-16
were transported alongshore to farther downstream beds. Moreover, the upcoast transport to
the northeast slightly increased too. From Figure 6.7d, though total settlement decreased,
general pattern of the daily settlement still nearly followed the normal distribution. From Table
6.3, the mean and standard deviation of PLD, and the possibility of developing beyond the
temperature range of 10-17℃ varied slightly comparing to those from simulations with realistic
reproduction outputs.

Figure 6.7. Population connectivity matrix with uniform reproductive output among 16 beds in
2014 (a), 2015 (b) and 2016 (c), and numbers (#) of total hourly settlers in 2014-2016 (d).
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Table 6.3. Portions of self-seeding, exchanges in Frenchman Bay and Pleasant-Western Bays,
downcoast (southwestward) and upcoast (northeastward) transport, mean and standard
deviation of pelagic larval duration (PLD), and portions of hourly temperature beyond the
range of 10-17℃ for simulations with uniform reproductive output.
2014
2015
2016
Self-seeding (%)
26.2
29.2
24.3
Exchanges (%)
55.3
50.4
54.1
Downcoast alongshore transport (%)
16.7
18.3
19
Upcoast alongshore transport (%)
1.8
2.1
2.6
PLD
Mean
54
53
52
(days)
Standard deviation
3.2
3.5
4.6
Out-of-range hourly temperature (%)
9.6
10.8
9.5

The retention and export rates decreased with means of 0.11% and 0.31%. The largest
retention rate also occurred in bed 5 (1) for 2014-2015 (2016), but the largest export rate
changed from bed 2 and 3 to bed 4 and 2 for 2014 and 2015 (Figure 6.8). Moreover, as with
Figure 6.7, the export rate increased for beds 9-16. From Figure 6.9, with uniform reproductive
output, the number of beds that each bed seeded generally increased, especially for beds 14-16.
The number of beds that each bed received simulated larvae from generally increased too, but
beds 14-16 still received fewer settlers from other beds. In general, with uniform reproductive
output, though fewer larvae were prone to self-seeding and exchanges among beds in the same
and neighboring bays, more were alongshore transported to farther downstream beds.
Therefore, the reproductive output affects the connectivity greatly, and year-to-year variation
in reproductive output likely exert a large influence on the population stability.
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Figure 6.8. Retention and export rates for each bed in 2014 (a), 2015 (b) and 2016 (c) for
control experiments with uniform reproductive output.

Figure 6.9. Number (#) of beds that each bed seeded and received simulated larvae from in
2014 (a), 2015 (b) and 2016 (c) for control experiments with uniform reproductive output.
132

6.6 Influence of temperature
The GoME has been warming in recent years (Pershing et al., 2015; Seidov et al., 2021).
Higher temperature could increase both growth and mortality rate (Yund & McCartney, 2016).
Faster growth decreases the PLD (O'Connor et al., 2007). To explore the influence of
temperature on larval settlement, population connectivity and adult population changes, we
reran the experiments with a uniform temperature increase of 2 ℃. As shown in Figure 6.10ac, self-seeding and exchanges among beds in the same and neighboring bays increased largely
(Conlon 2018), and the downcoast alongshore transport to farther beds increased too, resulting
in nearly doubled settlement rates of 1.56%, 0.36% and 1.27% for 2014, 2015 and 2016,
respectively. The portions of downcoast transport slightly declined in 2014 and 2015, but
increased in 2016 (Table 6.2 & 6.4). The increases of settlement resulted from the faster growth
rate that decreased the time needed to reach the settlement-competent length, which offset the
higher mortality (Conlon, 2018) and declined offshore transport to the interior GoME. From
Figure 6.10d, the general pattern of daily settlement varied evidently, with first peak around
~45 days. After 50 days, the daily settlement increased again, due to the settlement of earlier
spawned larvae, which can hardly reach the settlement-competent length with the normal
temperature. From Table 6.4, the mean and standard deviation of PLD decreased and increased
by ~2-3 days, respectively. And the possibility of developing beyond the temperature range of
10-17℃ evidently increased by ~2-3 times. The retention rate increased too, with a range of 01.71% and a mean of 0.21%. The highest retention rate always occurred in bed 5, basically
corresponding with those from simulations with scaled realistic and uniform reproductive
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outputs. The export rate increased too, with a range of 0-5.38% and a mean of 0.82%. The
largest export rate occurred in bed 2, 3 and 1, the same roughly as those from simulations with
scaled realistic reproductive output. However, the numbers of beds that each bed seeded and
received simulated larvae from almost remained the same as those from simulations with scaled
realistic reproductive output, and even slightly decreased for some beds (Figure 6.12),
indicating that shorter PLD offset the influence of faster growth resulting in little change in
alongshore transport. In general, with higher temperature, the self-seeding and exchange
among beds in the same and neighboring bays increase evidently, while transport to farther
bays varied slightly.

Figure 6.10. Population connectivity matrix with increased temperature (2 ℃) among 16 beds
in 2014 (a), 2015 (b), and 2016 (c), and numbers (#) of total hourly settlers in 2014-2016 (d).
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Table 6.4. Portions of self-seeding, exchanges in Frenchman Bay and Pleasant-Western Bays,
downcoast (southwestward) and upcoast (northeastward) transport, mean and standard
deviation of pelagic larval duration (PLD), and portions of hourly temperature beyond the
range of 10-17℃ for simulations with increased temperature (2 ℃).
2014
2015
2016
Self-seeding (%)
28.4
42.7
31.2
Exchanges (%)
62.3
46.7
65.1
Downcoast transport (%)
7.4
9.4
2.4
Upcoast transport (%)
1.9
1.2
1.3
PLD
Mean
50.9
52.8
49.2
(days)
Standard deviation
5.2
6.5
5.9
Out-of-range hourly temperature (%)
20.8
32.2
17.7

Figure 11. Retention and export rates for each bed in 2014 (a), 2015 (b) and 2016 (c) for control
experiments with increased temperature (2 ℃).
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Figure 12. Number (#) of beds that each bed seeded and received simulated larvae from in 2014
(a), 2015 (b) and 2016 (c) for control experiments with increased temperature (2 ℃).
6.7 Potential Spawning and settlement beds
To explore the potential settlement and spawning beds along the coast, we conducted
experiments with larvae released along the eastern Maine coast (Figure 6.13). From Figure
6.2b, M. edulis spawns from late spring to summer (Duinker et al., 2008; Thorarinsdóttir et al.,
2013). So, experiments were conducted at the beginning of May-August 2014-2016. Specially,
for each run, 83058 larvae were released at the grid centroids inshore of 20 m isobath from Bay
of Fundy to west of Penobscot Bay and totally 996696 for 12 runs. Simulated larvae were
assumed to settle in the intertidal areas (water depth < 5 m) once their length reaches 300 µm.
Note that settlement was not constrained in the eastern GoME, and could occur in the whole
circulation model domain. In addition, mortality was excluded to increase the settlement rate.
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The results showed that without mortality, 7.11%, 6.46% and 5% of larvae completed
settlement for 2014-2016, though all intertidal regions were treated as feasible settlement beds.
From Figure 6.14a, potential settlements varied along the coast, with more settlers in western
coast of Nova Scotia, Passamaquoddy Bay, Lubec Channel, western coast of Grand Manan
Island, Frenchman Bay, Blue Hill Bay, western Penobscot Bay and Muscongus Bay. The
potential settlement beds generally contained the observed beds, though there were few
settlements in Pleasant and Chandler bays (beds 9-10 and 13-14). This discrepancy may result
from the unconfigured habitat suitability (e.g., the substrate type), food availability and other
settlement cues (e.g., odors from conspecifics or predators). From 6.14b, the spawning
locations of the potential settlers did not strictly correspond with their settlement locations.
Regions from Machias Bay to Pleasant Bay contributed more to downstream settlement, likely
due to the more open bays and coastal currents. The observed spawning beds as well as their
reproductive outputs basically corresponded with the potential spawning beds (Figure 6.2a &
6.14b), namely more spawning in Frenchman Bay and Pleasant Bay. In addition,
Passamaquoddy and Penobscot bays also contributed to settlements in the eastern GoME
significantly (Figure 6.15). In general, the model results showed that, besides current beds,
Passamaquoddy, Blue Hill, and Penobscot bays could also be important for M. edulis
population connectivity in the eastern GoME.
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Figure 6.13. Initial locations of all released larvae. Colors represent the number of simulated
larvae in every 0.01°×0.01° grid. Red polygons mark the observed settlement beds.

Figure 6.14. Potential settlement (a) and corresponding spawning locations (b) from 12
experiments. Colors represent the number of simulated larvae in every 0.01°×0.01° grid. Red
polygons mark the observed settlement beds.
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Figure 6.15. Potential settlement (red dots) from spawning (blue dots) in Penobscot Bay (a)
and Passamaquoddy Bay (b).

6.8 Caveats
With constant diel migration speed and simplified growth and mortality functions, we
simulated larval dispersal and settlement of M. edulis and obtained population connectivity
patterns along the eastern coastal GoME based on the observed reproductive outputs, spawning
locations, and times. But the limitations of theses simulations must be specified to better
understand the results.
Unlike many studies that did not conduct the essential model validations, we verified the
particle tracking model with drifter’s tracks. However, the validations were very simple and
preliminary, and we did not further diagnose the corresponding discrepancy. More efforts are
needed to improve the accuracy estimates and performance of particle tracking model.
Settlement involves many complex biological processes and factors, such as growth, mortality,
post-settlement mortality, food availability, predation, etc. But we only implemented the
simplified growth and mortality in the simulations. For instance, besides temperature, growth
rate also depends on the type and availability of food (e.g., Widdows 1991). Mortality also
varies with predation, salinity, pH, etc. (Ali & Taylor, 2010; Dionne et al., 2006; Hamer et al.,
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2008; Lupo et al., 2021; Stevens & Gobler, 2018; Sun et al., 2016). In addition, habitat
suitability modulates the settlement significantly. These ignored factors and processes are
either impractical to implement on such a large-scale simulation, or hard to quantify for the
lack of sufficient observed information. For the spawning and settlement, the observations do
not cover Canadian waters (east of bed 16) and west of Frenchman Bay, which likely
significantly affect the population distribution. For the experiments with higher temperature,
due to limited time and computation effort, we only increased the temperature, without
considering the resultant variations of hydrodynamics, spawning time, reproductive output, etc.,
which also degrades the convincingness and accuracy of model results.
6.9 Summary
Utilizing a high-resolution circulation model and a particle tracking model, we studied
population connectivity of M. edulis in the eastern GoME. Via control experiments, we
explored the influence of reproductive output and temperature on the population connectivity,
and potential spawning and settlement beds beyond the observed regions.
The model showed that in the eastern GoME, larval dispersal consists of three prototypical
patterns, namely, self-seeding, exchanges among beds in the same and neighboring bays and
southwestward alongshore transport. Higher levels of self-seeding and exchange result in
settlement clusters in Frenchman and Pleasant-Western bays, while more alongshore transports
come from further eastern spawning beds, due to the EMCC.
Reproductive output is a key factor in determining connectivity. Spawning beds with a
large amount of larvae can modulate the settlements in other beds, and further affect the overall
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metapopulation dynamic. The change of reproductive output may explain the interannual
variability of M. edulis distribution. Higher temperature can accelerate the growth and reduce
the PLD, resulting in more self-seeding and exchanges among beds in the same and
neighboring bays. So, ocean warming may result in more recruitment. Moreover, from the
simulations with larvae released along the coast of eastern GoME, Passamaquoddy, Blue Hill
and Penobscot bays may significantly contribute to the M. edulis population in the eastern
GoME.
These simulations give us a glimpse of M. edulis population connectivity in the eastern
GoME, how reproductive output and temperature affect the settlement, and the potential beds
to guide future surveys. These results can help understand how interaction of biological and
physical factors in complex environments affect M. edulis larvae and optimize fishery
management and sustainability in the eastern GoME.
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CHAPTER 7
CONCLUSION
Coastal currents play a significant role in the hydrology and ecosystem of the GoME. They
directly affect the transport of nutrients, dispersal of algal blooms, marine larvae, and pollutants,
and eventually modify the marine ecosystem. But the variations and corresponding
mechanisms of coastal currents in the GoME have not been investigated comprehensively and
thoroughly due to limited empirical observations. For example, there were few quantitative
analyses of variations in the intermittent physical connectivity between the EMCC and WMCC,
though their relative independence has been identified for decades. Therefore, we developed a
high-resolution circulation model to quantitatively summarize their seasonal and interannual
variations and relation to the different forcing. Coupled with a particle tracking model, we
further examined variations and mechanisms of the alongshore and cross-shore transport in the
GoME. Finally, with the configuration of biological attributes, including the spawning time,
location and reproductive out, growth and mortality rate, and diel vertical migration, we
investigated the population connectivity of M. edulis as well as its relation to temperature and
reproductive output in the eastern GoME, and predicted the potential spawning and settlement
beds.
7.1 Conclusions about coastal currents in the GoME
The model showed that the EMCC is a narrow year-round strong current. In the northeast
corner of the GoME, the EMCC exhibits two persistent and distinct cores, due to the outflows
from BoF and the local bathymetry. The offshore core can reach ~0.35 m/s in summer and early
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autumn, in response to the expansion of SW. The nearshore core reduces to ~0.15 m/s in later
winter and early spring, because of the weak SW inflow and strong wind-driven mixing. The
depths of offshore and nearshore cores vary synchronously, sinking to 15-20 and 5-10 m in
summer and autumn, due to the reversal of lateral density gradient in the vertical for the former
and reduced surface velocity by the northeastward alongshore wind for the latter. Both cores
are slightly closer to the coast in summer and autumn corresponding with the relaxation of
offshore wind stress and stronger SW presence. The two cores merge and partially mix as they
flow downstream, then split into two branches again east of Mount Desert Rock. Here the
nearshore branch, together with local river outflows, continues along the coast and eventually
passes Penobscot Bay to feed into the WMCC (i.e., physical connectivity between the EMCC
and WMCC), while the offshore branch turns southward forming the offshore veering of the
EMCC. Due to variations of SW and SSW inflows, the offshore veering occurs further to the
northeast in late winter and again in summer, while in other seasons it generally shifts
southwestward. The offshore-veering centers at the surface with larger velocity in winter and
early spring, but sinks with smaller velocity in other seasons.
Significantly affected by the physical connectivity, the WMCC is weaker, broader, and
more sinuous with maximum velocity of 0.1-0.15 m/s. From Penobscot Bay to Casco Bay, the
WMCC generally has an offshore and a nearshore core, fed by the extension of the EMCC and
Penobscot and K-A River runoff, respectively. The nearshore core bifurcates into two weaker
branches flowing on either side of Jeffreys Ledge, with maximum velocity of 0.05-0.1 m/s.
The two weaker branches merge again offshore of Cape Ann. The merged current then flows
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along Stellwagen Bank, and combines with the offshore core when it approaches Cape Cod.
Some years in late fall and early winter, the WMCC flows northeastward inshore of Jeffreys
Ledge (counter-WMCC), and then converges with the EMCC extension and finally turns
offshore.
The physical connectivity between the EMCC and WMCC generally has a bimodal annual
pattern, with the largest peak occurring in winter and a secondary peak in late spring or early
summer. The former occurs when the offshore veering of the EMCC is at its most southwest
position, while the latter corresponds with the concurrence of the strongest EMCC and
northeastward shifts of the offshore veering. Moreover, the counter-WMCC can reduce the
physical connectivity by converging with the EMCC extension, resulting in evident year-toyear variations.
Diagnosis of momentum balance demonstrates that the EMCC is primary driven by the
PG, of which the barotropic PG is dominant and offshore, while the baroclinic PG is onshore
and increases with depth. The large baroclinic PG at depth is set up by SW spreading over
Jordan Basin, and offsets the barotropic PG provided by the elevated sea surface around the
eastern GoME-GMI area. Near the surface where the baroclinic PG is insignificant, the
barotropic PG is nearly balanced by the Coriolis force, forming the geostrophic EMCC. In
addition, the EMCC is also spatiotemporally modified by the SSW inflow, river runoffs and
wind. Both the WMCC and counter-WMCC in late fall and early winter are mainly driven by
elevated sea level and wind. As with SW in the Jordan Basin, the SW in Wilkinson Basin
induces elevated sea level in the western coastal GoME. The onshore transport due to the
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downcoast wind can further raise the sea level near the coast, while the offshore transport
driven by the upcoast wind can reduce sea level next to the coast and form a sea level dome
offshore of Casco Bay. Overall, the near balance among the seaward PG, seaward wind stress
and shoreward Coriolis force results in the broad WMCC, while inshore of the dome, the
shoreward PG is balanced by the seaward wind stress and seaward Coriolis force, forming the
narrow counter-WMCC.
7.2 Summary on alongshore and cross-shore transports in the GoME
The general dispersal patterns of particles released inshore of 100 m isobath consist of
relatively uniform grounding along the coast, alongshore transport to the western GoME by the
coastal currents and offshore transport to the interior gulf by the wind-driven surface current.
Alongshore transport generally follows three prototypical steps: offshore dispersal along with
sinking, alongshore transport, and onshore dispersal along with surfacing. More particles are
transported to the interior GoME offshore of Penobscot Bay and east of Cape Cod, likely due
to the offshore veering of EMCC, and variations of isobath inclination, respectively. After 30
days, ~80% of particles would ground, while most remaining active ones reside in the offshore
western GoME. Offshore Ekman transport by upcoast alongshore wind stress can result in less
chance for bottom grounding and more active particles. In addition, larger physical connectivity
between the EMCC and WMCC resulted in less offshore transport in the eastern GoME and
more bottom grounding. Inshore of 80 m isobath, the consistent cross-shore flows result in very
similar cross-shore transport between years and months, while offshore of 80 m isobath, the
influence of variable coastal currents gradually emerges, which alters the transport evidently.
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7.3 Summary on population connectivity of M. edulis in the eastern GoME
In the eastern GoME, like many other coastal regions, dispersal of M. edulis larvae exhibits
three prototypical patterns: self-seeding, exchanges among beds in the same and neighboring
bays and southwestward alongshore transport. More self-seeding and exchange result in two
settlement clusters in Frenchman Bay and Pleasant-Western Bay, while the more alongshore
transports come from further eastern spawning beds, due to the EMCC. Spawning beds with a
large amount of larvae can modulate the settlements in other beds, and further affect the overall
metapopulation. The change of reproductive output may explain the interannual variability of
M. edulis distribution. Higher temperature can accelerate the growth and reduce the PLD,
resulting in more self-seeding and exchanges among beds in the same and neighboring bays.
Moreover, Passamaquoddy, Blue Hill and Penobscot Bays may also significantly contribute to
the M. edulis population in the eastern GoME.
7.4 Epilogue
Besides the aforementioned studies, our models are also applicable in other situations. For
example, the freshwater transport in the Scotian Shelf as well as its impact on the salinity in
the GoME have been studied by Wang et al. (2022). Moreover, the models are suitable to
explore the circulation around Georges Bank, interannual variations of temperature and salinity,
dispersal of paralytic shellfish poisoning (Alexandrium fundyense), etc., which are key factors
in modulating nutrients transport, primary production, and fishery in the GoME. In addition,
our studies about the cross-shore transport may be applied to other areas with similar hydrology,
such as the complex coastline and strong tides. The approaches for the population connectivity
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of M. edulis may be adapted for other species with corresponding modifications, such as scallop
and barnacle, and help optimize fishery management and sustainability.
Although the study about the coastal currents is convincing, the 4-year simulation period
limits our ability to extend the conclusions in representing interannual or longer timescale
variations. The simulations for the population connectivity are still preliminary, for the spatial
limitation in the eastern GoME, simplicity of growth and mortality, and elimination of habitat
suitability, food availability, etc. Therefore, we will run the circulation model for other years to
explore the hydrodynamical variations in longer timescale, and integrate more and more
accurate biological attributes and processes in the particle tracking model to study the
population connectivity of marine organisms in the whole GoME and ambient Canadian waters.
Overall, our circulation model accurately reproduced some key features of the complex
hydrology and hydrodynamics in the coastal GoME. Coupled with a particle tracking model,
we quantified the physical connectivity between the EMCC and WMCC, examined the
alongshore and cross-shore transport in the nearshore and coastal GoME, and further
investigated the population connectivity of M. edulis in the eastern GoME. We believe our
work significantly replenished the studies about the circulation in the GoME, built a
meaningful foundation for exploration of planktonic larval transport, and provided valuable
suggestions for marine monitoring, fishery management, marine habitat conservation, etc.
Moreover, our models may be applicable to investigation of the circulation around Georges
Bank, variations of temperature and salinity in the interior GoME, and dispersal of other marine
organisms and pollutants in the GoME, etc.
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