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Abstract 
Lipton, R.J., J.F. Naughton and D.A. Schneider, Efficient sampling strategies for relational database 
operations, Theoretical Computer Science 116 (1993) 195-226. 
Recently, we have proposed an adaptive, random-sampling algorithm for general query size 
estimation in databases. In an earlier work we analyzed the asymptotic efficiency and accuracy of the 
algorithm; in this paper we investigate its practicality as applied to the relational database 
operations select, project, and join. We extend our previous analysis to provide significantly 
improved bounds on the amount of sampling necessary for a given level of accuracy. Also, we 
provide “sanity bounds” to deal with queries for which the underlying data are extremely skewed or 
the query result is very small. We investigate how the existence of indices can be used to generate 
more efficient sampling algorithms for the operations of project and join. Finally, we report on the 
performance of the estimation algorithm, both as implemented in “stand alone” C programs and as 
implemented in a host language on a commericial relational system. 
1. Introduction 
In relational database systems, estimates of query result sizes are useful in query 
optimization and in query feasibility determination. The potential benefits of sampling- 
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based algorithms for size estimation are many. Unlike parametric methods [2, 3, 6, 7, 
31, 21, 231, they require no assumptions about the fit of the data to a probability 
distribution. Unlike histogram or table-based nonparametric methods [3, 17, 14, 18, 
24,281, they do not require storing and maintaining detailed statistics about the data 
stored in the system. Finally, they are robust in the presence of correlation 
of attributes, which allows an accurate estimation for queries that involve many 
operators. 
However, there has been very little experimental or analytic work to evaluate the 
practicality of sampling estimation algorithms, perhaps due to skepticism about the 
performance of these algorithms. Folk wisdom says that since 
(1) to attain reasonable accuracy, many samples must be taken, and 
(2) sampling algorithms must do a disk I/O per tuple examined, whereas query 
evaluation algorithms can amortize the cost of a disk I/O over all tuples on a page, 
and 
(3) in sampling, the overhead of initiating an operation is incurred n times, where 
n is the number of samples taken; in evaluating the query, the overhead is incurred just 
once, 
the cost of estimating the size of a query through sampling is too high to be effective. 
In this paper we argue to the contrary that a well-designed sampling algorithm for size 
estimation can be very efficient. 
Recently, we proposed the first adaptive random-sampling algorithm for general 
query size estimation 119, 20). The analysis in these papers showed that the 
algorithm has good asymptotic behavior, suggesting that it might be efficiently 
implementable. However, asymptotics alone do not guarantee practicality. The pur- 
pose of this paper is to demonstrate that, when coupled with efficient techniques for 
taking individual samples, the algorithm has sufficiently high performance to be useful 
in practice. 
We report the performance of the estimation algorithm in estimating the sizes of 
various select, project, and join queries over a synthetic database designed to stress the 
algorithm. To ensure that our tests did not underestimate the cost of sampling in 
a production quality database system, in addition to writing stand-alone C programs 
to test our algorithm, we implemented the algorithm as a host-level program running 
on a commercial relational database system (EQUEL and RTIngres). Note that using 
a commercial relational system actually overestimates the cost of sampling, since the 
algorithm is implemented outside the system, treating the system as a black box. For 
example, in our implementation every sample requires a minimum of two UNIX pipe 
reads and two UNIX pipe writes as the host program communicates with the 
database back end. 
Detailed results of the experiments appear in Sections 4-6. The main point is that, 
unless the query itself can be computed extremely efficiently (e.g., an equality selection 
on a key attribute with an index), or the answer is very small, the size of the 
query can be estimated accurately in a small fraction of the time it takes to compute 
the query. 
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While implementing the sampling algorithm, several important points arose. First, 
the algorithm gave much better estimates than were predicted by the bounds given in 
[19. 20-J. In order to demonstrate that this is a property of the algorithm, and not of 
the specific data being used in the tests, we have done a new analysis of the algorithm 
in order to derive smaller sampling bounds that guarantee the same confidence levels 
and error bounds. Section 2 provides this analysis. 
Second, highly skewed data provide special challenges to estimation through 
sampling. To deal with this problem, in Section 3 we propose the notion of sanity 
bounds for sampling. Intuitively, the adaptive augmented with sanity bounds will 
either (1) estimate the query size to within some given percentage of its true value, or 
(2) guarantee that the query size itself is small. 
Third, it is clear that sampling-based estimation algorithms can make an effective 
use of the existence of indices on the relations being sampled. This is especially true of 
the join and project operations; the use of indices for the project operation is itself 
a nontrivial problem investigated in Section 6. 
The literature directly related to this paper is surprisingly sparse. Both Piatetsky- 
Shapiro and Connell [28] and Muralikrishna and Dewitt [24] discuss the use 
of sampling to build approximate selectivity histograms. These papers use the 
Kolmogorov test statistic [S] to give bounds on the number of samples necessary to 
construct a histogram with a given accuracy, but do not consider the problem of 
estimating the size of the query directly through sampling. 
Olken and Rotem [25-271 consider the problem of sampling to construct a random 
subset of a query answer without computing the full answer. This work addresses 
many of the difficulties in using sampling that were pointed out by Rowe in [30]. The 
problem of constructing a random subset of a query answer is complementary to size 
estimation, since an algorithm for size estimation does not imply an algorithm for 
constructing a random sample, and vice versa. 
The most closely related work is that of Hou et al. [is, 161. In those works, the 
emphasis is on the estimation of aggregate queries in real-time environments, rather 
than on query size estimation. For that reason, the stopping conditions considered in 
[16] are couched in terms of the time remaining before a deadline, whereas we 
consider stopping conditions based on the accuracy of the estimate. Furthermore, 
Hou et al. do not consider the use of indices to speedup the estimation. 
Finally, there is a significant body of literature dealing with the specific problem of 
estimating the sizes of projections. We survey this work in Section 6. 
The results presented in this paper argue that size estimation through sampling 
could be easily added to database systems and can provide what is perhaps surpris- 
ingly good performance. 
We improve on the stopping conditions derived in [20] in Section 2. We derive the 
sanity bounds in Section 3. We report the performance of the estimation algorithm for 
estimating the sizes of select, join and project queries in Section 4-6, respectively. We 
close in Section 7 with a discussion that current trends in technology will result in 
sampling being even more useful in future systems. 
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2. Bounds on sampling 
The sampling algorithm presented in this paper is based on a model developed in 
[20]. The central notion of that algorithm was that of partitioning the query. In order 
to estimate the size of the query, we first partition, conceptually, the answer to the 
query into some number of disjoint subsets such that it is possible to choose randomly 
one of these subsets and compute its size. We emphasise that this partitioning is 
conceptual; the sampling algorithm does not construct the answer to the query. The 
sampling algorithm works by repeatedly choosing one of these subsets randomly 
computing the size of the subset, then estimating the size of the query result based on 
these samples. 
From a statistical viewpoint, the algorithm is perhaps best characterized as simple 
random sampling with a sequential stopping condition. Simple random sampling 
refers to the generic technique of estimating the mean of a set S by choosing 
randomly a subset S’ of S, then using the mean of S’ as an estimate of the 
me an of S [4]. A sequential stopping condition is the one in which the decision of 
when to stop sampling at any given point is based on the values of the samples taken 
up to that point [32, 331. This contrasts with the more standard approach of 
performing a fixed number of samples, where this number is determined before the 
sampling begins. 
Example 2.1. First, consider a selection query 2, =0(R). In this case the answer can 
be partitioned based on the tuples in R. Each tuple of R can be considered as 
a representative of a subset of the answer to the query: if the tuple satisfies the 
selection, then the size of the subset is 1; if not, the size of the subset is zero. 
Next, consider the natural join query .& = RwS. The answer is partitionable as 
follows: for each tuple r in R, the corresponding partition of 2!2 is all tuples t in LZZ such 
that t was generated by joining r with some tuple of S. In this case the size of a subset 
denoted by a tuple r is the number of S-tuples that join with r. 
Suppose that the answer to the query to be estimated can be partitioned into 
n disjoint subsets, and define a random varible X to be the size of a randomly selected 
subset. We let E denote the expected value of X, and V its variance. 
We assume that we have available a constant b. This constant is specific to the 
query being estimated: b is an upper bound on the size of a partition. The accuracy of 
the estimate does not depend on how close the bound b is to its actual value; however, 
the closer it is, the more efficient is the sampling. For select, join, and project queries, 
this parameter is readily available in most database systems. The constant b deter- 
mines another constant A,,, which is an upper bound on the query size. We set 
A max = bn throughout in this paper. 
The sampling algorithm takes as parameters two fractionsfand e, and attempts to 
produce an estimate A” that is within max(Af, A maxe) of the actual value A. Addition- 
ally, a parameter p, where 0 <p < 1, specifies the desired confidence in the estimate. 
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X=0; 
m:=O; 
while ((s < ab) and (m c/?)) do begin 
s:= s + RandomSample( ); 
m:=m+l 
end; 
A:= ns/m; 
Fig. 1. A general algorithm for query size estimation. 
That is, the estimate will be within the specified error bound with probability p. The 
general algorithm appears in Fig. 1. 
In Fig. 1, s is the running sum of the sizes of the randomly chosen subsets while 
m keeps tract of the number of samples chosen so far. The function Random Sample 
returns the size of a randomly chosen subset. The constant SC depends on the desired 
confidence level p andfwhile the constant p depends on p and e. Finally, our estimate 
,? is ns/m, where n is the total number of subsets into which the query has been 
partitioned. Initially, in [20], we presented the algorithm without the second conjunct 
in the control expression of the while loop (the conjunct m<P). The reason for the 
second conjunct is given in Section 3. The analysis in [20] proved the following 
bound. 
Theorem 2.2. Suppose that in a run of the algorithm of Fig. 1, the while loop terminates 
because s B ab. Then for 0 d p < 1 and 0 <f < 1, if 
c(>l +&+@+&p)f 
, 
(1 -PI? ’ 
the error in A”, defined as IA- A(, is less than Af with probability p. 
Initial experiments with an implementation of the algorithm showed uniformly 
much better performance than that guaranteed by Theorem 2.2. The following theory 
offers a partial explanation of this phenomenon. 
Briefly, Theorem 2.2 gives weak bounds because it is so general. In particular, 
it assumes that the sum of the samples has an arbitrary distribution; in practice, 
relatively few samples are necessary in order for the distribution of the sum to 
begin to look normal. Note that this is not a statement about the distribution of the 
sizes of the partitions of the query. Rather, it is an observation about the sum of a set 
of random samples of the partitions. To quantify this observation, we use the 
following definition. 
Definition 2.3. Suppose that m samples are made in a particular run of the algorithm 
in Fig. 1. Let Xi denote the value returned by the function Random Sample in Fig. 1 at 
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the ith iteration of the loop. Note that the Xi’s have the same probability distribution 
as the random varible X defined previously. Therefore, the expectation and the 
variance of each of the Xi’s is E and V, respectively. Then we say the central limit 
approximation applies if 
has the standard normal distribution. 
By the central limit theorem [S], for any given instance of the estimation problem, 
for large enough m we may always treat the sampling as if the central limit approxima- 
tion applies. For small numbers of samples on certain distributions, the approxima- 
tion will be less accurate. The following theorem shows that, when the central limit 
approximation applies, much better bounds can be derived. It uses the notation 
@(a)= 1/27tS”, e- x2’2 d.u, that is, the area under the unit normal distribution to the left 
of a. 
Theorem 2.4. Suppose that in a run of the algorithm of Fig. 1, the while loop terminates 
because s3ab, and let the central limit approximation apply. Then, for Odp< 1, if 
where 
the error in 2 is less than Af with probability p. 
Sampling with a stopping condition given by Theorem 2.4 differs in a significant 
way from the survey sampling technique known as two-phase sampling [4]. In 
two-phase sampling, typically, one assumes that the sum of the samples obeys 
a normal distribution; next, an initial sampling run is made to estimate the mean and 
variance of the population being sampled. Then, based on these estimates, and the 
assumption of normality, a fixed bound, say k, is computed to determine the number 
of samples needed to achieve a given accuracy. Finally, k samples are taken and the 
estimate is produced. 
For this approach to be effective, two conditions must be satisfied: (1) the sum of the 
samples must satisfy a normal distribution, and (2) the initial sampling run must 
produce accurate estimates for the mean and variance of the sampled population. By 
contrast, in our adaptive sampling approach, we require only the first assumption, 
which is far more easily satisfied (a number of statistics texts even go so far as to advise 
that the first assumption can always be made when the number of samples exceeds 30). 
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The improvement in the value of z given by Theorem 2.4 over Theorem 2.2 is 
dramatic; the values of c( with and without the central limit assumption for several 
values of p holding f at 0.5 are given in Table 1. 
The proof of Theorem 2.4 uses the following sequence of lemmas. We represent the 
probability of an event x by P[x]. 
Lemma 2.5. Let m be a positive integer, and let y = mE/b and M = JbE/V. Suppose the 
sampling satisfies the central limit approximation. Then 
Proof. 
Lemma 2.6. Let m be a positive integer, and let y = mE/b and M = SV. Suppose the 
sampling satis$es the central limit approximation. Then 
Lemma 2.5 gives the probability that the sum of the samples after m samples is 
greater than ctb. This gives the probability that the adaptive sampling algorithm 
willstop within m samples. Similarly, Lemma 2.6 gives the probability that the 
adaptive sampling algorithm will not stop within m samples. 
Table 1 
Value of z for j’=O.S, with and without the central 
limit assumption 
P a (no CLA) x (with CLA) 
0.80 83.96 14.60 
0.90 165.92 20.78 
0.95 329.84 27.47 
0.99 1641.20 44.99 
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Since we always sample until the sum s is greater than or equal to ~6, when the 
algorithm stops s must satisfy 
zb<s<(x+ 1)b. 
Since the estimate 2 is always u/m, if the sampling run stops after m samples, the 
estimate 2 must satisfy 
nrb 
--<+-Z< 
n(cx + 1)b 
111 112 
We will now compute which values of m give unacceptable errors, and then bound the 
probabilities of stopping with these values. 
First, suppose that we overestimate, that is, stop with an m that is “too small”, so 
that the estimate is greater than A(1 +.f). Then, by the preceding arguments, the 
largest m for which this can happen is determined by 
n(cc + 1)b 
= A(1 +f), 
I?1 
which implies that 
n(cc+ 1)b 
m= A(1 l t,f) . 
We wish to choose c( so as to bound the probability that we will stop within 
n(cc+ l)b/A(l +f) samples by (1 -p)/2. 
Lemma 2.7. Let 
+zl+(l +.f’)Jt+(l +f‘) J+s3. 
where 
Then the probability of stopping after taking less than n(cc + l)b/A(l +.f‘) samples is less 
than or equal to (1 - p)/2. 
Proof. By using Lemma 2.5, the probability of stopping after taking n(r+ l)b/ 
A (1 +.f’) samples or less 
Ef3cient sampling strategiesjbr relational database operations 203 
Setting the above probability to be less than or equal to (1 -p)/2 and solving for the 
resulting quadratic equation in c(, we get 
where 
(Q-l C(1 +P)/21)2 
x= 
M2 
We will now prove that V/E < b and, hence, M 3 1. This in turn will imply that x d y 
since xM2=y. Let cI,c2, . . . ,c, be the sizes of the n disjoint subsets into which the 
answer to the query has been partitioned. Then, 
Since x < y, choosing 
~~~czf+(l+f)y+(l+/)~~l 
will also ensure that the probability of stopping within 
most (1 - p)/2. q 
n(a + l)b/A( 1 +f) samples is at 
Next, suppose that we underestimate, that is, stop with an VI that is “too large”, SO 
that the estimate is smaller than A(1 -f). Again, by the preceding arguments, the 
smallest m for which this could happen is given by the equation 
which implies that 
mb 
m=A(l-f). 
Lemma 2.8. Let 
,,4’(1 -f) 
YfZ’ 
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where 
Then, the probability of stopping after taking more than nab/A(l -f) samples is less than 
or equal to (1 - p)/2. 
Proof. Since A/n = E, by using Lemma 2.6, the probability of stopping after taking 
more than nctb/A(l -f) samples is 
Setting the above probability to be less than or equal to (1 - p)/2 and solving for CY, 
we get 
cc>xu -“f)
‘fZ’ 
where 
x=(@+r(l +PY21)2 
M2 
Once again, since x Q y, 
.>YU -f) 
‘2 
f 
will ensure that the probability of stopping after taking more than nccb/A(l -f) 
samples is at most (1 -p)/2. 0 
We can now prove Theorem 2.4. 
Proof of Theorem 2.4. Note that if the adaptive sampling algorithm stops with m such 
that 
n(a+ l)bCmC nab 
A(1 +f) ’ ‘A(1--f)’ 
the estimate is within the desired bounds with 100% confidence. 
It is easily seen that 
$I?ff(l +f)y+(l +f) & ~,++~. 
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Therefore. it follows from Lemmas 2.7 and 2.8 that if 
the probability the adaptive sampling algorithm stops after taking less than 
n(~ + l)b/A( 1 +f) or more than n&/,4(1 -f) samples is at most 1 -p. Hence, 
the estimate of the algorithm is within the desired accuracy with probability at 
least p. 0 
3. Skewed data and small queries 
While the central limit approximation indicates that in many cases a much smaller 
amount of sampling will suffice than the amount indicated by Theorem 2.2, there is 
still a problem of efficiency when b is large in comparison to E. In practical terms, this 
means that the sizes of the partitions of the query are highly skewed, that is, a large 
portion of the total query size is due to a small portion of the samples. 
The problem in this case is not so much with our specific algorithm, but with 
sampling in general. To make the following discussion concrete, consider the case 
of estimating a selection on a 1000 000 tuple relation, and, furthermore, suppose that 
only one tuple satisfies the selection. Then we will have 999999 partitions of size 
zero, and one partition of size one. This means that the expected size of a random 
sample is l/l 000 000; so, sampling until s > ab can be expected to require 1000 000 * M 
samples. 
The problem is that the bound s > ab is designed to ensure that the total error is at 
most Aj In this case, that corresponds to asking for an error less than one on a sample 
space of size 1000 000. 
The solution is to guarantee instead that the error will be at most some fixed 
fraction of the worst-case size. In essence, if the answer is small relative to the problem 
space, we sample enough to guarantee that the answer is indeed small. 
As in the adaptive case, there are two types of bounds we can prove, depending 
upon whether or not we assume the central limit approximation. The following 
theorem does not assume the central limit approximation. 
Theorem 3.1. Suppose that in a run of the algorithm of Fig. 1, the while loop terminates 
because m > /I. Then, for 0 < p < 1, if/? > l/(e’ (1 - p)), the error in 2 is less than A,,, e of 
A with probability p. 
Proof. We will first show that en fi is smaller than Amaxe and then show that the 
error in A” is less than en fi to prove the theorem. We know that E<b and V<bE 
(from proof of Lemma 2.7) and, therefore, V,< b*, which implies that fi< b. But, by 
definition, nb = A,,,, and, so, en ,,6< Amaxe. 
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Using Chebyshev’s inequality, we get 
1 
67. 
me 
This is the probability that the error is greater than the desired accuracy; we would 
like the probability that the error is less than the desired accuracy to be at least p, 
which is satisfied when 1 - 1 /(me*) 3 p, or when m 3 l/e2 (1 - p). Therefore, if we choose 
fl3 l/e”( 1 - p), we would have m > l/e* (1 - p) when the while loop terminates because 
m>fi. 0 
If we assume that the central limit approximation is valid, tighter bounds are 
possible. 
Theorem 3.2. Suppose that in a run ofthe algorithm ofFig. 1, the while loop terminates 
because m>P, and suppose that the central limit approximation applies to the samples. 
Then,for O<p<l, iffl~[@P-‘((1+p)/2)]2/e2, the error in 2 in less than Amaxe of 
A with probability p. 
Proof. As in the case for Theorem 3.1, it is easier to prove that the error is less than 
enJ_ V than to show that the error is less than Amaxe directly. We have 
=@(e&)-@(-e&) 
=2@(eJG)- 1. 
So, for the confidence to be at least p, we need 2@(e&)- 1 bp, or m>[@-‘((1 +p)/ 
2)1*/e*, which is satisfied if we set p>[@-‘((1 +p)/2)]*/e*. 0 
Again, as in the case of the bounds on a, the central limit approximation gives much 
better bounds. The values for fl for several values of p and e = 1 are given in Table 2. 
When comparing these bounds with those given in Section 2, it is important to note 
two things. First, here the error is expressed in terms of the worst-case bound on the 
size of the actual sum being estimated, which, in general, may be much larger than 
the actual size of the sum. That is, it is possible that A,,& A$ Second, here fl is the 
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Table 2 
Value ofg for e= 1, with and without the central limit 
assumption 
P /I (no CLA) 
0.80 5.0 
0.90 10.0 
0.95 20.0 
0.99 100.0 
/I (with CLA) 
1.7 
2.7 
3.8 
6.7 
number of samples taken, whereas in the adaptive case ab is the sum of the sizes 
of the samples taken. 
4. Estimating selections 
In the literature on estimating statistical parameters of database queries, estimating 
the fraction of tuples that satisfy a selection has received the most attention, both from 
a parametric and a nonparametric viewpoint. In this section we examine the problem 
of estimating the size of selection through sampling. 
Overview of selectivity sampling 
Sampling to estimate selectivities is most effective in situations where the selection 
itself must be evaluated through a scan of the relation. This includes selections on 
columns for which there is no index, complex selection conditions such as arithmetic 
expressions, and dyadic selection conditions such as “A.X = A. Y”, where X and Y are 
attributes of the relation A. Sampling to estimate the selectivities of the last two types 
of selections is particularly important, since parametric and nonsampling non- 
parametric approaches do not work well in these cases. 
As noted in Example 2.1, our adaptive sampling algorithm can be used to estimate 
selectivities by partitioning the input relation by tuples. That is, we choose a tuple 
randomly, and check to see if it satisfies the selection condition; if it does, the sample is 
of size one; if not, it is of size zero. In order for this strategy to be practical, we need an 
index on some column of the relation; note that this need not be the column to which 
the selection applies. 
In the experiments we ran, we ensured that there was always an index on a dense 
key attribute of the relation. (By “dense” we mean that there are no gaps between 
consecutive values appearing in the relation.) This is not necessary so in general; if we 
use the techniques from [26, 271, all that is required is a B+-tree or a hash table on 
some attribute of the relation. 
If we assume that the cost of retrieving a sample tuple from the relation is much 
greater than the cost of verifying that the tuple satisfies the selection, then the form of 
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the selection expression does not affect significantly the running time of the 
algorithm; all that matters is the selectivity being estimated. Hence, in our experi- 
ments we ran simple equality selections on columns without indices, but the 
results are also representative of estimating more complex selections with the same 
selectivities. 
The database used to estimate the selectivities was based on the database used in 
the Wisconsin benchmarks [ 11. We tested 1% and 10% selectivities on relations of 
10 000,30 000 and 50 000 tuples. Except where noted otherwise, the tuple size was 208 
bytes. We varied the selectivities by performing an equality select on a column with 
a random permutation of integers from one to ten (for the 10% case) or from one to 
100 (for the 1% case). 
The fragment of EQUEL code that does the sampling for the 1% case is presented 
in Fig. 2. The column a. uni que 1 a is a key for relation wi s c r e 1 a, and there is 
a Bf-tree index on that column. The relationship between this code fragment and the 
general algorithm in Fig. 1 should be clear. Note that b = 1 in this case and, therefore, 
it does not appear in the while loop in Fig. 2. 
Discussion of selection data 
Table 3 gives the time to compute the estimate and the relative error in the estimate 
for both 1% and 10% selections from a 10000 tuple relation and a range of z (recall 
that IX is the parameter that determines the stopping condition in Fig. 1) values. Since 
we wish to evaluate the adaptive nature of the algorithm, we set e artificially low, to 
avoid “sanity” escapes. 
The data points given represent average values over 100 trials. All trials were run 
under RTIngres Release 5.0 running on a moderately loaded DEC VAX 6820. 
W range of a is uiscrela 
sum=m=O; 
while ((sum <= alpha) %R (m <= beta)) 
c 
m++; 
target = random0 % N; 
## repeat retrieve (size = count(a.uniquela 
#It where a.uniquela = Qtarget and 
#It a.hundreda = 5)) 
sum += size; 
) 
estimate = (sum*N)/m; 
Fig. 2. EQUEL code for estimating selectivity. 
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Table 3 
Time and error vs. k for selectivity tests 
% error time (s) 
c( 1% selection 10% selection 1% selection 10% selection 
2.0 97 61 5.0 0.6 
4.0 45 43 10.1 0.8 
6.0 39 37 13.7 1.4 
8.0 28 29 18.5 1.7 
Two observations are clear from the data. First, with the exception of the cc=2.0 
value, the relative errors are very close for 1% and 10%. Second, the 1% estimations 
take roughly a factor of 10 longer to compute. 
These two observations are direct consequences of the adaptive nature of the 
sampling algorithm. Intuitively, the algorithm samples until it has seen enough “one” 
samples to make a good estimate. To see the same number of “one” values in the 1% 
case as in the 10% case, we would expect to do a factor of 10 more samples, since there 
are one-tenth as many ones. 
Note also that, although the relative error is roughly the same in each case, the 
absolute error is a factor of 10 worse in the 10% case. For example, in the LY = 8.0 entry, 
the error of 28% in the 1% selection corresponds to an error of 28 tuples, whereas the 
error of 29% in the 10% selection corresponds to an error of 290 tuples. This is the 
same observation that motivates the “sanity bounds” as discussed in Section 3. 
To put the efficiency of estimation into perspective, we compared the time of 
estimation to the time to actually compute the query. Since both the 1% and 10% 
selections were chosen to force INGRES to scan the relation, both queries took the 
same time; 9.0 seconds. This means that while the 10% selection estimation was not 
too expensive, estimating the size of the 1% selection took longer than computing the 
actual number in all cases other than x=2.0. 
While on the surface this implies that sampling is a bad idea for 1% selectivities, this 
is not necessarily the case. First, the estimation ran for a long time because the sanity 
bounds were purposely set high enough to guarantee that they did not come into play. 
In an actual application of sampling, the sanity bounds should be set so that the 
sampling will not run as long as the query. 
Secondly, and perhaps more importantly, sampling to estimate the selectivities 
scales very well. In fact, the time to estimate a selectivity is largely independent of the 
size of the input relation. As the relation grows, the time to compute the query grows; 
so, the percentage of compute time to estimate to a given accuracy decreases. This is 
important because it is the queries over large relations, where computation times can 
be very high, that must be estimated rather than computed. The graph in Fig. 3 gives 
the data for estimating and computing a 10% selectivity over relations of 10, 30, and 
50 tuples. The vertical axis is the relative error of the estimate with respect to the 
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Fig. 3. Scale-up results for select estimation. 
actual query size; the horizontal axis is the ratio of the time to estimate the query size 
to the time to compute the query size. The lines for the experiments with relations of 
sizes 10, 30, and 50 are labeled 10,30, and 50. The graph demonstrates that the larger 
the relation, the lower is the percentage of compute time required to generate a good 
estimate. 
Another factor in the efficiency of sampling is the tuple size. When scanning the 
relation to compute the answer, INGRES has the advantage of getting about c tuples 
for each disk access, where c is the average number of tuples per disk page. Hence, the 
larger c is, the less efficient will be the sampling. Conversely, with smaller c, sampling is 
more efficient. 
The simplest way to vary c is to vary the tuple size. Table 4 shows the effect of 
varying the tuple size by a factor of 3 in the 10% selection. The estimating time 
remains constant, whereas the time to compute the query grows in proportion to the 
tuple size. 
Hou et al. [15, 161 describe an algorithm for estimating selectivities through 
random sampling. Recall that the algorithms presented in these works are based on 
time-controlled stopping conditions, rather than accuracy-controlled stopping condi- 
tions. For this reason, it does not make sense to compare the algorithms on the basis 
of their stopping conditions. However, irrespective of the stopping condition used by 
an algorithm, the algorithm must implement some decision about what a sample is 
and how it is taken. We refer to this decision as a partitioning strategy; the algorithm 
Table 4 
Time vs. tuple size for selectivity tests (r = 6.0, selectivity =O.lO.) 
tuple size estimate 
200 bytes I .4 
600 bytes 1.4 
compute estimate/compute 
9.0 0.156 
26.0 0.054 
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due to Hou et al. and our algorithm can be compared based on their partitioning 
strategies. 
While similar, there are a number of differences between the partitioning strategy 
for selectivity estimation proposed in [15, 161 and our partitioning strategy. First, 
Hou et al. sample without replacement, whereas we sample with replacement. For the 
large population sizes we are considering, this does not make much of a difference. 
Perhaps most significantly, Hou et al. [15] propose to use cluster sampling. In cluster 
sampling, when a disk page is brought into memory, all tuples on the page are 
sampled. This increases the efficiency, especially if c, the blocking factor, is large. 
However, the samples are no longer independent. 
Using all tuples on a disk page is clearly a good idea. One natural way to 
incorporate this into our sampling framework is as follows: first, define a sample to be 
a randomly chosen disk page of the relation, rather than a randomly chosen tuple. The 
size of a sample is the number of tuples in the page that satisfy the selection, and n, the 
number of partitions, is the number of disk blocks in the relation. Note that this is 
different from cluster sampling; cluster sampling treats a disk page as a set of 
correlated samples, whereas the method outlined above treats a disk page as a single 
sample. 
From the EQUEL interface we could not implement either cluster sampling or this 
block-based partitioning scheme. Intuitively, the clustered partitioning scheme of [15] 
should perform better than the simple nonblocked partitioning scheme we have 
presented, since in the same sampling time the blocked scheme can examine a factor of 
c more tuples than the nonblocked scheme. The comparison between the partitioning 
scheme of [15] and the block partitioning version of our scheme is less obvious, and 
will be the topic for future experimentation. 
5. Estimating joins 
In this section we consider the problem of estimating join selectivities through 
random sampling. Estimating join selectivities is more involved than estimating the 
simple selectivities of Section 4; however, since in general computing a join is more 
expensive than computing a select, and much less is known about nonsampling 
methods of estimating joins, finding good sampling estimation algorithms for joins is 
critical. 
Overview of join sampling 
In this paper we consider binary joins, although most of the discussion can be 
extended to arbitrary joins with minor modifications. As discussed in Example 2.1, we 
sample joins by denoting one relation as the source relation and the other as the target 
relation. The query answer is partitioned into as many subsets as there are tuples in 
212 R.J. Lipton et al. 
the source relation; the size of a subset denoted by a tuple t of the source relation is 
just the number of tuples in the target relation that join with t. A sample is just the size 
of a randomly chosen subset. 
The EQUEL fragment in Fig. 4 implements the sampling loop for one of 
the joins described below. Again, the analogy to the algorithm in Fig. 1 should 
be clear. In this case we have chosen b= N as, in general, a tuple of the source 
relation may join with all the tuples in the target relation and, hence, N is an 
upper bound on the size of a randomly chosen subset. However, if there is some 
additional knowledge (as a result of maintained statistics) or semantics (every 
tuple joins with at most 10 other tuples) available, we could use a much lower value 
for b. 
Because in join sampling the samples are no longer zero-one samples, the distribu- 
tion of sample sizes can be more interesting and has a significant effect on the 
estimation algorithm. Recall from Section 2 that the bounds on sampling are ex- 
pressed in terms of ratio of the variance and expected value of the samples, which is 
bounded above by the maximum size of any sample. In order to test our algorithm 
fully, we investigated joins in which the join attribute in one relation was uniformly 
distributed, and the join attribute in the other was normally distributed. By varying 
the standard deviation of the normal distributions, we were able to test the algorithm 
for various distributions of sample sizes. 
As in the selection estimation case, we assume that one of the relations has a dense 
key with an index, although all that is needed is a (B+)-tree or hash table on some 
attribute. There is an additional requirement for efficient join sampling: after ran- 
domly choosing a tuple t of the source relation, we must find all tuples of the target 
relation that join with t. Hence, if the sampling is to be efficient, there must be an index 
on the join attribute of the target relation. 
## range of a is uiscrela 
Y# range of d is wiscreld 
sum=m=O; 
while ((sum <= alpha*N) && (m <= beta)) 
c 
m++ ; 
target = random0 % N; 
## repeat retrieve (size = count(d.uniqueld 
#II where a.uniquela = @target and 
## d.norm8d = a.thousa)) 
sum += size; 
1 
estimate = (sum*N)/ m; 
Fig. 4. EQUEL to estimate a join size. 
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In the following data, the source and target relations both contained 10000 tuples, 
each of which is 208 bytes wide. The relevant columns for the sampling were: 
l unique1 -an integer key column, used for randomly choosing a source tuple. 
0 unique2-a permutation of uniquel. 
l thousa-random integers between one and 1000, subject to the condition that each 
appears exactly 10 times in the relation. 
l norm X-the positive half of a normal distribution with mean zero and standard 
deviation X. There are 3 such columns, for X=250, 1000, and 16000. 
Discussion of join data 
The graph in Fig. 5 shows the relative error in the estimate as a function of the 
percentage of time to compute the full join. There are curves for each of unique2 join 
norm X for X= 16000 (labeled “sl”), 1000 (labeled “~2’7, and 250 (labeled “~3”). 
A couple of trends are clear from the graph. First, fairly accurate estimates (certainly 
good enough to be useful in query optimization) are possible in a small fraction of the 
time required to compute the join size. Second, the more skewed the data (the smaller 
the standard deviation), the less efficient is the estimation. 
This can be understood as an extension of the situation with selects. In the select 
case, if there were many zeroes and few ones, the algorithm had to sample for 
a relatively long time in order to discover these ones; in the join case, if there are a few 
outlying sample sizes that are much bigger than the average sample size, the algorithm 
again needs to do more sampling to discover those samples. 
This dependence on variance of the samples raises an interesting point: there is no 
a priori reason to pick one relation as the source over the other. Clearly, if only one 
relation has an index on the join attribute, it must be the target relation. But if both 
relations have indices on the join attribute, either of them can serve as the source. The 
decision should be made in such a way as to minimize the variance of the samples. 
percent 
error 
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Fig. 5. Error vs. percentage of compute time. 
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Consider joining two relations, with the join attribute in one relation thous, and 
the join attribute in the other norrn2000. It turns out that if we make the relation 
with norm2000 the source relation, then V/E= 3.2, whereas if we pick the relation 
with thous as the source, V/E= 1.14. Table 5 compares the performance of both 
strategies by giving the relative error of each strategy at several points in time. The 
data points are averages over 100 trials. The strategy with lower V/E converges faster. 
The scale-up considerations in terms of tuple size for join estimation are similar to 
those for select estimation. However, if V/E grows as the number of tuples of the 
joining relations grows, then, since the amount of sampling necessary for a given 
accuracy is proportional to V/E, the cost of sampling will not remain constant. On the 
other hand, if V/E grows more slowly than the size of the relation, or remains 
constant, as is often the case, join sampling will increase in efficiency as relations grow. 
Performances as relation sizes scale is the place where our partitioning strategy, 
together with our use of an index, is critical to performance. This is illustrated by 
a comparison with the partitioning scheme presented by Hou et al. Cl.5, 161 for 
estimating join selectivities. 
Recall that the stopping conditions used by Hou et al. are based on time remaining 
until a deadline, rather than on current estimate accuracy; so rather than compare the 
full algorithms presented by Hou et al. with our algorithm, we compare the partition- 
ing schemes used by the algorithms. We use the term “Cartesian product partitioning” 
to refer to the partitioning scheme used by Hou et al., and the term “answer tuple 
partitioning” to refer to our partitioning scheme. 
In its simplest form, Cartesian product partitioning works as follows. Suppose we 
are joining relations R and S, and denote the size of R by /RI, and the size of S by (SJ. 
To take a sample, first pick a tuple from R, and then pick a tuple from S. If the tuples 
join, the sample is of size one; otherwise, the sample is of size zero. Say m such samples 
have been taken, and that the sum is s. Then estimate that A, the true answer, is 
IRI ISlslm. 
A more sophisticated version of Cartesian product partitioning, also presented in 
[ 151, involves choosing randomly a set of disk blocks of R and a set of disk blocks of S, 
then comparing all tuples within these blocks to see if they join. This greatly reduces 
the number of disk I/O’s for a given number of tuple comparisons. Again, since we 
cannot implement this blocked Cartesian product partitioning strategy through the 
Table 5 
Two ways to sample a join 
time (set) % error, V/E = 1.14 % error, V/E = 3.2 
0.25 20 29 
0.50 14 20 
0.75 12 17 
1.00 10 15 
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EQUEL interface, we cannot sensibly compare times for Cartesian product partition- 
ing and answer tuple partitioning. 
We compared relative accuracies of answer tuple partitioning and Cartesian prod- 
uct partitioning for the query unique2a join quarterb. That is, the join attribute in 
relation A contained a random permutation of the integers from zero to n, where n is 
the number of tuples in relation A, while the join attribute in relation B contained 
a random permutation of the integers from zero to n/4, each integer appearing 4 times. 
Figure 6 gives the accuracy of Cartesian product partitioning on this query for 
relations of sizes varying from 10 to 40 tuples. Figure 7 gives the accuracy tuple of 
partitioning for the same query. (In Fig. 7, the four lines are not labeled since the 
differences between them are not statistically significant.) Both graphs compare the 
relative error in the estimate vs. the number of tuples examined. The scale for the 
percent 
error 
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Fig. 6. Accuracy of Cartesian product partitioning for query unique2a join quarterb. 
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Fig. 7. Accuracy of answer tuple partitioning for query unique2a join quarterb. 
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x-axis is different in the two figures; the graphs indicate that answer tuple partitioning 
converges to a good estimate much faster (in terms of number of tuple comparisons) 
than does Cartesian product partitioning. 
These results should not be construed as an overall comparison of Cartesian 
product partitioning and answer tuple partitioning. The two schemes are incommen- 
surate, since Cartesian product partitioning, while less effective in this case, is more 
general than answer tuple partitioning. (Answer tuple partitioning requires an index 
on the join attribute in one of the relations, whereas Cartesian product partitioning 
does not.) 
6. Estimating projections 
As noted in Section 5, designing a good partitioning strategy and an efficient 
algorithm for computing a sample is the critical factor in the performance of 
an estimation algorithm. For the project operator, this problem is particularly 
challenging. 
For selects and joins, there is a clear one-to-one correspondence between a tuple of 
the input relations and certain disjoint subsets of the output relation. In that case, the 
partitions of the result can be these disjoint subsets, and a sample can be computed by 
randomly choosing an input tuple t and computing the size of the subset of the answer 
that t determines. By contrast, under a projection, many tuples of the input relation 
can map to the same tupie of the output relation; so, this straightforward approach 
will not work. 
Our partitioning strategy, described in detail in Section 6.2, for projections involves 
conceptually partitioning the query answer into subsets at a finer granularity than 
a single tuple. That is, it is possible that a tuple of the answer relation is viewed as 
being split into some number of partitions. Our sampling strategy makes use of an 
index on one of the target attributes of the project. The use of the index is designed so 
that the algorithm can compute a sample while examining only the relevant portion of 
the input relation. This property of our sampling strategy, coupled with memoing to 
avoid redundant effort over multiple samples, allows the size of the project to be 
estimated with a small fraction of the effort required to compute the projection. 
6.1. Related work 
Estimating the size of a projection is an intriguing problem, and is one that has 
received a fair amount of attention in the literature. In most previous work on the 
problem, researchers have assumed some distribution of the input relation and, based 
on that assumption, derived a formula for the size of the projection. 
Gelenbe and Gardy [l l] assume that the attributes of the relation are uniformly 
and independently distributed over fixed finite domains, and then use combinatorial 
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arguments to derive formulas for the probability that the projection is of a given size. 
In [12] the authors extend this work to consider functional dependencies, and derive 
formulas for the expected size of the projection (rather than the probabilities for each 
possible size.) 
If the assumptions on which the formulas are based are indeed valid, the formulas 
give exact answers. However, any deviation from the assumptions can produce large 
errors. For example, if two attributes over the same domain are strongly correlated 
instead of being independent, the estimate may be off by a factor proportional to the 
size of the domain. Furthermore, there is no way to guarantee the quality of the 
estimate, since it depends on untested assumptions. By contrast, our sampling algo- 
rithm requires no assumptions about distributions or correlations, and produces 
results guaranteed to be within a user-specified accuracy with a user-specified 
confidence. 
Gardy and Puech [lo] present an approach based on generating functions. Rather 
than assuming uniformly, independently distributed attributes, this paper assumes 
that, for each tuple t in the domain of the database, the probability that t appears in 
the input relation is known. Again, if this information is indeed available, the estimate 
will be exact. However, as with the uniform assumption, the error in the estimate 
could be large if the information is only approximate. 
Merrett and Otoo [22] propose a model in which the relation is considered 
as a set of points in a multidimensional space, with one dimension for each attribute. 
They partition each dimension into sectors, and assume that each attribute is 
uniformly distributed within each sector, and that the attributes are independently 
distributed. The formula for the project size requires constants obtained via a 
scan of the input relation; so, the time for a scan is a lower bound on the time 
for the estimate. Ahad et al. [29] show that, given some semantic constraints on the 
database, a similar formula can be derived without a scan. Again, both methods suffer 
large errors if the underlying assumptions of uniformity and independence are not 
valid. 
Whang et al. [34] give an algorithm for probabilistic counting that can be 
used to estimate the size of a projection in linear time and in a small, constant 
fraction of the storage required to hold the input relation. The algorithm presented by 
Flajolet and Martin [9] estimates probabilistically the size of a projection in linear 
time and space logarithmic in the size of the input relation. The time required for 
a scan is a lower bound on the time for the estimate for both of the above algorithms 
too. 
Hou et al. [15, 163 note that a statistical method known as Goodman’s estimator 
[13] can be used to estimate the size of projections. As discussed in Section 6.3, this 
technique does not require an index and has an interesting behavior: upto a certain 
threshold number of samples (the threshold is different for each query), it produces 
wildly inaccurate estimates. After the threshold, the estimator converges very quickly. 
In Section 6.3, we show that, in general, our algorithm produces better estimates 
below the threshold, and comparable estimates above the threshold. 
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6.2. Index project sampling 
To apply the framework developed in Section 2 for estimating the number of tuples 
in the result of project operations, we need to decide what a sample is and how it can 
be computed. As mentioned in the introduction, the problem is complicated by the 
fact that many tuples of the input relation can produce the same output tuple. 
A first attempt at a sampling strategy is as follows: let R be the input relation, and 
suppose that we wish to estimate In(R)\, where n(R) represents the projection of 
R onto a subset of its attributes. Furthermore, let R’ represent R after the unwanted 
attributes have been deleted from each tuple of R, but before duplicates have been 
eliminated. 
Consider some tuple tER. Let t’ be the projection oft onto the target attributes of 
the projection being computed. Then, if t’ appears d times in R’, we consider t as 
contributing l/d to the size of the projection z(R). Another way to view this is that we 
partition n(R) at a granularity finer than a tuple-that is, each tuple t’En(R) is split 
into d partitions, where d is the number of times that the tuple t’ appears in R’. 
Under this scheme, a sample can be computed by choosing randomly some tuple 
t from R, and computing how many times its projection t’ appears in R’. Choosing 
a random tuple t is not hard. In what follows we will assume that there is an index on 
a dense key attribute of R; so, we can select a random tuple by generating a random 
key value and using the index to get the corresponding tuple. If we have no index on 
a dense key of R, all we require is a B+-tree (using the algorithm of Olken and Rotem 
[26]) or a hash table (using the algorithm of Olken et al. [27]) on some attribute of R. 
Computing the number of times the projection t’ of a randomly chosen tuple 
t appears in R’ is more problematic. For our solution, we require an index on some 
attribute of R that appears in z(R). This index can be used to select a subset S, of 
R such that all tuples in R whose projection is t’ appear in S,. This can be accomp- 
lished as follows, 
Suppose that R has the schema R(K, A, B), where attribute K is a key for R, and the 
project we wish to estimate is 71 A,B(R). (Here A and B need not be single attributes; in 
general, they can be sets of attributes. Furthermore, if the key K is a compound key, 
both A and B can contain subsets of K). Furthermore, suppose that we have indexes 
on R. K and R.A. Then we sample as follows: 
(1) choose a random key k; 
(2) look up, using the index on R.K, the tuple t with key k; 
(3) look up, using the index on R. A, the set of tuples S, = { til ti.A = t.A}; 
(4) generates S: by deleting all attributes but A and B from S,; 
(5) let n(t)= t’ appear d times in S[; 
(6) return l/d; 
This scheme is correct, but a closer examination reveals that it is wasteful in the 
following sense: after the lookup at line 3, the set S, will in general have many tuples ti, 
all of which have ti. A= t. A but only some of which have ti.B = t.B. The tuples such 
that ti.A=t.A but ti.B#t.B are ignored. 
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This can be remedied as follows: define rc, to be 1 n A,B(Sr)l, and 1, to be ISI. Then, for 
any tuple s in S,, we define the contribution of s to the projection to be z,/l,. This 
corresponds to partitioning n(R) in the following manner: 
(1) First, group z(R) by R. A value. 
(2) Consider one such group, with R. A value a. If rc, is the number of tuples in the 
group, and I, is the number of tuples in R with R.A value a in R, then partition the 
group into Ii equal subparts. 
Note that, in general, 7c,/l, is not an integer; so, again we have partitioned z(R) into 
subsets at a granularity finer than individual tuples. We illustrate the definition and 
computation of a sample with the following example. 
Example 6.1. Let the relation R have schema R(K, A, B) and consist of the tuples 
(l,al,bl), 
Then, if the randomly chosen key k is one of 1,2,3, or 4, the set S, contains the tuples 
(l,ui, b,), (2,u,, b,), (3,u,, b,), and (4,ui, b2). The projection rc_&Sf) contains the 
tuples (ai, b,) and (ai, b2). Here rr,, = 2 and I,, = 4; so the sample returns 0.5. 
If the randomly chosen key k is 5, the set S, contains the single tuple (5, u2, b,). The 
projection zA, B(St) contains the tuple (u2, b,); so, here rc,, = 1 and l,, = 1, and the 
sample returns 1.0. 
The answer to the project is 
(ai,b,), 
(al,&), 
(a22 b,). 
Grouping the answer by R.A value, we find that there are two groups which are 
partitioned into 5 disjoint “subsets” as follows: (ai, b,) and (a,, b2) are together split 
into four subsets, while (u2, b,) forms a subset by itself. 
Figure 8 presents the index project algorithm. Note that b= 1 in this case and, 
hence, the function IndexProject in Fig. 8 has r* instead of ab. 
In function ProjSample, the first time a given t. A value is seen, the corresponding 
sample value is stored in a table. Subsequently, if another tuple with the same t.A 
value is seen, the stored result from the table is returned immediately instead of being 
recomputed. 
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Algorithm 6.1 (Index Project) 
float function ProjSample( ); 
begin 
(1) choose random key k; 
(2) look up, using index on R.K, the tuple t such that t.K = k; 
(3) if (InTable(t.A)) then 
(4) return Table[t.A] 
(5) else 
(6) look up, using index on R.A, the set S,={t,(t,.A=t.A}; 
(7) compute I,= 1 S,I; 
(8) compute K,,, the number of distinct answer tuples in S,; 
(9) Table[t.A]:=n,//,; 
(10) return n.ll,; 
(11) end; /* else *I 
end; J* ProjSample*/ 
float function IndexProject( ); 
begin 
(1) s:=o.o; 
(2) m:=O.O; 
(3) while ((S-CCC) and (m <p)) do begin 
(4) s:= s + ProjSample( ); 
(5) m:=m+ 1 
(6) end; 
(7) return ns/m; /*n = 1 R I*/ 
end; /* IndexProject *J 
Fig. 8. The index project algorithm 
6.3. Performance of index project estimation 
To investigate the performance of our projection estimation algorithm, we imple- 
mented the algorithm and ran a series of experiments. We would have preferred to 
implement and test this algorithm within the Ingres system, but decided against it due 
to the added complexity of our projection estimation algorithm. The most important 
reason for this decision was that, while the selection and join algorithms require the 
database system to return single tuples (or “count” values), our projection estimation 
algorithm deals with sets of tuples. In the EQUEL interface, the application/system 
boundary must be crossed once for each tuple in these sets, which would result in 
unacceptably slow performance. For that reason, in this section our implementation 
consisted of the C code necessary to implement the sampling algorithm, together with 
the code required to implement in-memory relations and their associated indexes. 
Throughout, the metric we used was the number of tuples examined. We chose this 
metric because it is independent of the parameters of the implementation, yet is highly 
indicative of performance. Since we wished to investigate the relationship between the 
number of tuples examined and the error in the estimate, we ignored the stopping 
conditions and let the algorithm perform a large number of samples, recording the 
current error after each sample. In all cases the data points are averaged over 100 
trials. 
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Also, all tests were run on relations with schema R(K, A, B).The attributes K, A, and 
B were all integer-valued. In every case, K was a key for R, while A and B were varied to 
stress the estimating algorithm in different ways. We built indexes on R. K and R. A. 
The first point to notice is that the index lookup at line 6 of the function 
ProjSample() can be inefficient if the indexed attribute has a large number of duplic- 
ates. For example, in the extreme case, if the same value a appears in R.A in every 
tuple of R, then the lookup will return the entire relation. We regard such a situation 
as unlikely, since an index on such an attribute would be of very little use for any 
purpose. However, to investigate the dependence of our estimation algorithm on the 
distribution of this attribute, we ran the following series of tests for three values of the 
relation R. 
In each case, the relation R had 10000 tuples, which were divided into two parts, 
each of 5000 tuples. In the first part, all tuples had the same B value, and there were 
1250 distinct A values, uniformly distributed. In the second part, there were 5000 
distinct B values. The three instances of R correspond to the following three distribu- 
tions of A values in the tuples of the second part of R: 
Al: Five distinct values, grouped in five bins of size 1000. 
A2: 50 distinct values, grouped in 50 bins of size 100. 
A3: 5000 distinct values, grouped in 5000 bins of size one. 
These relations are designed to keep constant the number of tuples in the input, the 
number of tuples in the output, and the ratio V/E of the samples. This isolates the 
effect of varying the A distribution. 
A graph of error versus number of tuples examined for each of the three cases 
appears in Fig. 9. The dashed line in that graph corresponds to data for Goodman’s 
estimator, which is discussed at the end of this section. 
As expected, the more uniform the A distribution, the better is the convergence of 
the algorithm. In what follows we will always use “reasonable” distributions for the 
A attribute, that is, no more than 5% of the A values are identical. 
percent 
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Fig. 9. Dependence on R. A distribution for index project sampling. 
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The second point of interest is the dependence of the estimating algorithm on the 
“projectivity” of the projection, that is, the ratio of the answer size to the input size. 
We ran tests on three instances of R, each instance containing 10000 tuples. In each 
case, the attribute R. A consisted of 10 000 values distributed as the positive half of the 
normal distribution about zero with variance 1000. We tested two distributions 
of R.B: 
Pl: Two distinct values, uniformly distributed. This relation had a result size of 
3740 tuples, for a projectivity of 0.37. 
P2: 10 distinct values, uniformly distributed. This relation had a result size of 7723 
tuples, for a projectivity of 0.77. 
A graph of the results are given in Fig. 10. The graph demonstrates the general trend 
that the higher the projectivity (the larger the result), the faster is the convergence. 
The third point of interest is the comparison between our sampling algorithm with 
the one based on Goodman’s estimator [ 131. Goodman’s estimator works as follows: 
first, select m tuples at random from R, where R has y1 tuples. Next, delete unwanted 
attributes from the sampled tuples, and group the resulting tuples by the number of 
duplicates. That is, group i contains all tuples that, after deleting the projected-out 
attributes, appear i times in the sample. Let the number of tuples in group i be xi. The 
Goodman’s estimator estimates that the project has Ci,e Aixi tuples, where 
A,= 1 _(_ lli(~-ffl+i-l) 
L m! ’ 
with n’=n(n- l)...(n-if 1) if i>O, and rt”= 1. 
An obvious advantage of using Goodman’s estimator is that it does not require an 
index on any of the project attributes. This also implies that Goodman’s estimator 
depends only on the distribution of the duplicates, and, hence, is insensitive to the 
distribution of the attribute R.A. For this reason, Goodman’s estimator outperformed 
index select for the most skewed R.A distribution curve in Fig. 9 and also for large 
percent 
error 
1000 2000 3000 4000 5000 
numhcr of tuples seen 
Fig. 10. Dependence on projectivity for index project sampling. 
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sample sizes for the second most skewed R.A distribution curve of the graph. (The 
performance of Goodman’s estimator is shown in the dashed line of that graph.) 
The behavior of Goodman’s estimator on the relations tested in Fig. 10 is graphed 
in Fig. 11. Note that the vertical axis in Fig. 10 is expanded by a factor of more than 50 
in Fig. 11. Intuitively, for small numbers of samples, the absolute values of Ai in 
Goodman’s estimator are very large, and any random variance of the distribution of 
duplicates seen in the sampling is multiplied tremendously. Since the Ai also grow 
with i, this effect is more pronounced at lower projectivities. 
Note that the estimator can produce very high or negative estimates when the 
absolute values of the Ai are very large. As noted by Goodman, his estimator can be 
modified to give reasonable estimates by noticing that an upper bound on the answer 
is n and a lower bound is the number of distinct answer tuples we have seen in the 
samples. This eliminates “unreasonable” estimates, but does not speed up the conver- 
gence to good estimates. This also makes the estimator biased. For these reasons, our 
comparisons are with the unmodified estimator. 
An important property of an estimation algorithm is how it scales as the input 
relation size grows. That is, we wish to answer the question: “If the size of the input 
relation doubles, what happens to the number of tuples that must be examined to 
achieve a given accuracy?” The final set of experiments were designed to compare 
index project with Goodman’s estimator under this metric. 
We scaled the relation size in two ways. In the first, we keep the ratio of the project 
size to the input size constant. We refer to this sort of scaleup as “constant ratio 
scaleup.” In the second, we keep the size of the result constant while increasing the size 
of the input relation. We refer to this sort of scaleup as “constant project scaleup.” 
Figure 12 gives a graph of the number of tuples examined vs. relation size for the 
constant ratio scaleup for the index project algorithm (solid line) and for Goodman’s 
estimator (dashed line). The relations used in that graph contained the following 
distribution of duplicates (after deleting the attribute R. K from each tuple): 
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Fig. 11. Dependence on projectivity for Goodman’s estimator. 
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Fig. 12. Scaleup for 10% error, constant ratio scaleup. 
l lOOOk tuples appeared once, 
l lOOOk tuples appeared twice, 
l lOOOk tuples appeared three times, and 
l lOOOk tuples appeared four times, 
for k = 1,2, 5, and 10. The graph plots the number of tuples examined to achieve 10% 
error vs. relation size. In the graph, the line for the index project algorithm remains 
constant, although the scale is too large to show it. 
Figure 13 gives the corresponding graph for the constant project scaleup for the 
index project algorithm (solid line) and for Goodman’s estimator (dashed line). There 
the relations used the following distribution of duplicates (again, after deleting the 
attribute R.K from each tuple): 
l 1000 tuples appeared k times, 
l 1000 tuples appeared 2k times, 
l 1000 tuples appeared 3k times, and 
l 1000 tuples appeared 4k times. 
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Fig. 13. Scaleup for 10% error, constant project scaleup. 
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again for k= 1,2,5 and 10. The graph plots the number of tuples examined to achieve 
10% error vs. relation size. In the graph, the line for the index project algorithm grows 
linearly, although again the scale is too large to show it. 
It is clear that in both cases, index project scaled much better than Goodman’s 
estimator. The performance of index project is especially good under constant ratio 
scaleup, where the number of tuples required for a given accuracy is essentially 
independent of relation size. 
7. Conclusion 
We have argued that adaptive random sampling can be a useful tool in estimating 
query sizes. Implemented both in stand-alone C programs and in a loosely coupled 
manner as a host language program, it gave good performance over a wide range of 
select, join, and project queries. A critical factor in this performance was, for each 
operation considered: (1) an appropriate definition of what constitutes an individual 
sample and (2) an efficient strategy for taking these individual samples. 
In future work we intend to examine the efficiency of random adaptive sampling 
when added as an operator within the database system. This will allow us to test the 
disk block-at-a-time variant of our select estimation algorithm and to test the 
performance of the algorithm with the host/system overhead removed. Also, we will 
study the estimation of more complex queries, that is, larger join queries and queries 
that contain multiple operators. Finally, we plan to investigate sampling on large 
main-memory and on multiprocessor machines. Such machines provide an extremely 
attractive environment for size estimation through sampling, since (1) in main- 
memory databases, there is no handicap to the sampling algorithm due to the poor 
use of disk accesses and (2) on a multiprocessor, many samples can be done simultan- 
eously in parallel. 
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