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Abstract We give an algorithmic description of matrix bimodules parametrizing all
indecomposable homogeneous -modules with a fixed slope q over a tubular canon-
ical algebra , for all possible slopes q (Main Theorem 3.3). A crucial role in this
description is played by universal extensions of bimodules and their nice properties
(Theorems 3.1 and 3.2).
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1 Introduction
The canonical algebras take a special position in contemporary representation theory
of finite dimensional algebras over a field. They have been originally introduced and
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intensively studied by Ringel in [19], who determined precisely their representation
types and described the structure of their module categories. An important role in a
better understanding of themodule categories for canonical algebras has been played
by the approach via coherent sheaves over the so called weighted projective lines,
due to Geigle and Lenzing [11]. It has especially brought interesting effects in the
case of tubular canonical algebras, which yield a model example of tame algebras
having non-domestic, but polynomial growth representation type.
At present, the structure of the category mod of finite dimension right -
modules for a tubular canonical k-algebra  = (p, λ) is completely understood
and described. In particular, full information on the shape of the Auslander–Reiten
quiver  is available, with a precise description of its connected components: the
preprojective and preinjective one, as well as the collection of P1(k)-families ˜T (q) of
tubes, indexed by the set Q¯
∞
0 := Q≥0 ∪ {∞}, alternatively Q¯
′ := Q≤0 ∪ Q≥p ∪ {∞},
if we use for the “separation process” the slope instead of the index function
(p denotes the greatest common divisor of the numbers p1, . . . , pt forming the weight
sequence p). In result, the classification of all indecomposable -modules, up to iso-
morphism, referring to their dimension vectors and “tubular coordinates” is known
since many years. Nevertheless, a complete list of matrix presentations representing
all isomorphism classes of indecomposable-modules is not known up to now and its
creation remains one of the very last important open questions concerning represen-
tation theory of tubular canonical algebras. Notice, that as far as now there was even
no possibility of an effective direct verification of the definition of tameness for 
(see e.g. [18], cf. also Section 2.1). On the other hand the existence of such a list would
be very useful in studying other challenging open problems of representation theory
for  like determining the multiplicity vectors or isomorphism questions (see [5–7]).
In the last years a remarkable progress in matrix description of indecomposable
modules over tubular canonical algebras has been achieved. In particular, a certain
nontrivial effective algorithm for creating matrix presentations for indecomposables
from the exceptional tubes was discovered (see [8], also [17]). There were obtained
also some results [13], which allow to find matrix presentations of preprojective
and preinjective indecomposables over the corresponding hereditary algebra of
Euclidean type using tilting theory. Recently in [9], also the full description of matrix
presentations for all the indecomposable -modules from homogeneous tubes of
integral slopes was presented, which is especially important in the context of this
paper.
This article is in a natural way a completion of [9]. We study here the prob-
lem of constructing matrix presentations for indecomposable -modules from all
homogeneous tubes in the remaining (non integral) slopes. We give an effective
recursive algorithmic construction, creating for each slope q ∈ Q¯′ a matrix bimodule
k[ξ ] f B (= k[ξ ] f B(q)), which yields a parametrization (bymeans of a tensor product)
of all indecomposable -modules in homogeneous tubes from the P1(k)-family ˜T (q)
by indecomposable k[ξ ] f -modules, where k[ξ ] f is the localization of the polynomial
algebra k[ξ ] in one variable ξ , defined by the polynomial f = fp ∈ k[ξ ]. The bottom
of this recursion is the list of the bimodules B(q) := B(q), for q ∈ Q¯′ ∩ Z given in
[9, Table 4.7]. Roughly speaking, with any q ∈ Q≥p (respectively q ∈ Q≥7, if p =
(2,3, 6)) we associate a certain uniquely determined sequence q0 = q, q1, . . . ,qs ∈
Q≥0, with qs ∈ Z, which can be easily computed by means of the Euclidean algorithm
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(similarity to the chain fraction decomposition). Next we reconstruct successively the
bimodules B(qs−1), . . . , B(q1), B(q0) from B(qs) := B(qs) by applying an effective,
from the computational point of view, construction of universal extension for
bimodules (cf. Proposition 5.2 and Theorem 5.2; the case q ∈ Q≤0 follows easily
from the previous one). We are even able to give formulas, which in fact reduce
the matrix description of the bimodules B(q) to linear algebra computations over
k[ξ ] f (see the bimodules B(q) in Main Theorem 3.3(a), cf. Proposition 5.3). Recall
that once we know the shape of the matrix bimodule B(q), then for any pair
(a, l) ∈ (k \Z( f )) × N+, replacing fractions gh ∈ k[ξ ] f in the k[ξ ] f -matrices forming
B(q) by the matrices g(Jl(a))·h(Jl(a))−1 ∈ M l×l(k), where Jl(a) is the l × l-Jordan
block with the eigenvalue a ∈ k f , we obtain the matrix -module representing the
indecomposable homogeneous moduleHq(a, l) with slope q and quasi-length l, over
the point a ∈ P1(k) (see Section 2.1 for details).
Observe that this result closes definitely the fundamental problem of the positive
verification of tameness for a tubular canonical algebra .
Our algorithmic construction uses mainly the technique of universal extensions
of bimodules (see Main Theorem 3.3). Therefore in Section 4 we discuss general
properties of this notion, which are necessary in further consideration. We prove
the existence theorem (Theorem 4.1) and first of all the important result on
the commutativity of universal extensions with tensor products appearing in the
definition of tame algebra (Theorem 3.1). For this aim we discuss the behaviour of
universal extensions of bimodules with respect to extension and restriction of the
coefficient ring (Theorems 4.4 and 4.6, respectively; their proofs in some moments
require a detail analysis of various natural isomorphisms), and next prove some
rather delicate result which shows a real meaning of stability of the “Ext-dimension
sequence” appearing in assumptions of Theorem 3.1 (Proposition 4.11). Finally, we
prove Theorem 3.2 being the heart of our algorithm and describing constructively
elementary changes of parametrizing bimodules together with their control on the
slope level. In the proof of this last result we apply the equivalence Db (mod) 	
Db (cohX) of the bounded derived categories, where cohX is the category of graded
coherent sheaves over the weighted projective line X associated to , and moreover,
the technique of tubular mutations (see [11, 15, 16]).
Section 5 is fully devoted to the proof of Theorem 3.3. Its most important part
deals with the “slope combinatorics”, which yields a basis of our recursive procedure
on the slope level (Proposition 5.2) and next allows to formulate the closed formulas
for all the intermediate slopes appearing when the recursion is executed (Proposi-
tion 5.3, cf. also Main Theorem 3.3(a)). As a consequence of Theorem 3.2 we obtain
first Theorem 5.2, which is a counterpart of Proposition 5.2 on themodule level and in
fact describes already fully our recursion. Then Theorem 5.2 together with Proposi-
tion 5.3 give the proof of the “general part” (a) ofMain Theorem 3.3, which covers all
the cases (p,q) except the case 6 < q < 7, for the weight sequence p = (2, 3, 6). The
assertion (b), dealing with the exceptional case, is a kind of “patch”, which fills in the
gap resulting of the fact that there exists no stable tube of maximal rank in ˜T (p), for
p = (2,3, 6). To prove it we apply nice properties of the kernel construction and pro-
ceed analogously as in the universal extension part. In particular, we prove Theorem
5.4 on the commutativity of kernels with tensor products, using Proposition 5.5 ex-
plaining the role of stability of the “Hom-dimension sequence”, and next we combine
this result with certain information on the “slope combinatorics” and the arguments
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similar to Theorem 3.2.We finish the paper with a concrete example showing that the
presented procedure is really effective and allows to compute matrix bimodules para-
metrizing all homogeneous modules in a fixed slope over tubular canonical algebras.
Let us clearly stress that the proposed algorithmic procedure for creating para-
metrizing matrix bimodules is fully effective from the computational point of view in
the sense that in each of its steps one can provide concrete calculations; in particular,
linear algebra calculations over k[ξ ] realizing the applied bimodule constructions.
In result it can be converted into a computer program and implemented e.g. as a
MAPLE or GAP routine package.
In the paper we use standard definitions and notation which are well known and
commonly used. For example, we denote by N (resp. N+, N≥m) the set of all natural
numbers with 0 (resp. positive natural numbers, natural numbers greater or equal
m). We use the similar notation in case of the sets Z and Q consisting of all integers
and rational numbers, respectively. Moreover, for n ∈ N+ we set [n] := {1, . . . , n}.
However for the benefit of the reader, we briefly recall the most important basic
notions in the consecutive sections. For other information concerning modules and
representation theory of algebras (respectively, derived categories, matrix calculus)
we refer to [1] and [2] (respectively, [12] and [10]).
A field k is usually assumed to be algebraically closed. For any polynomial f ∈
k[ξ ] in one variable ξ its zero set is always denoted by Z( f ).
2 Preliminaries
2.1
Let k be as above. For a k-algebra , we denote by MOD the category of right -
modules and by mod the full subcategory formed by all finite dimensional objects
of MOD. We start by briefly recalling the notion of tameness for bound quiver
algebras, in particular, the role of parametrizing bimodules.
Let  = kQ/I be a (finite dimensional) k-algebra of a bound quiver (Q, I)
and R a commutative k-algebra. Then R ⊗k is an R-algebra and the category
MOD R ⊗k of all right R ⊗k-modules, in fact R--bimodules, can be viewed as
category of all representations B = ({Bx}x∈Q0 , {Bα : Bt(α) → Bs(α)}α∈Q1) of (Qop, Iop)
in the category MOD R, where Q0 and Q1 denote the sets of vertices and arrows
of Q, respectively; whereas s(α) and t(α) denote the source and the terminus of an
arrow α ∈ Q1. (Clearly, each B is an R-module and a -module, we denote the
restricted structures on B by RB and B, respectively). By modR we denote the
full subcategory of MOD R ⊗k formed by all B such that all R-modules Bx are
finitely generated free, for x ∈ Q0, and by modmatR  its dense subcategory formed by
all B such that Bx = Rmx for every x ∈ Q0, where mx ∈ N (then Bα can be uniquely
regarded as matrices from Mms(α)×mt(α) (R) and therefore we often call B a matrix
bimodule). Clearly, if R = k then the isomorphism R ⊗k ∼=  yields the iden-
tifications MOD R ⊗k = MOD and modR = mod; in particular, the dense
subcategory modmat := modmatR  of mod consists of all matrix representations of
. For B in modR, by rank vector of Bwemean the vector rk B = (rkR(Bx)) ∈ NQ0 ,
where rkR(Bx) denotes the rank of a free R-module Bx, for every x ∈ Q0.
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Let B = ({Bx}x∈Q0 , {Bα}α∈Q1) be an R ⊗k-module. Then for any R-module
N we have an R ⊗k-module (so in particular a -module) N ⊗RB = ({N ⊗
RBx}x∈Q0 , {idN ⊗ Bα}α∈Q1). If R = k[ξ ] f , where k[ξ ] f is the localization of the poly-
nomial algebra k[ξ ] with respect to the multiplicative system defined by a nonzero
polynomial f ∈ k[ξ ], then for any a ∈ k f and l ∈ N+, by B(a, l) and B(a), we mean
the -modules (R/(ξ − a)l ⊗R B) and (R/(ξ − a) ⊗R B), respectively, where k f =
k \Z( f ). Note that if B belongs to modmatR  then for any pair (a, l) ∈ (k \Z( f )) ×
N+, the-module B(a, l) can be regarded as amatrix module with matrices B(a, l)α ∈
M lms(α)×lmt(α) (k), obtained from the matrices Bα = [g(α)i, j ] ∈ Mms(α)×mt(α) (R) forming B,
by the formula B(a, l)α = [g(α)i, j (Jl(a))].
If R is as above then for any k[ξ ] ⊗k-module B˙, we denote by B˙ f the R ⊗k-
module B˙ f := R ⊗k[ξ ] B˙. Clearly, if B˙ belongs to modmatk[ξ ] then so does B˙ f ; in fact,
B˙ f is given by the same matrices as B˙ but presently regarded as matrices over R.
Moreover, for any pair (a, l) as above we always have the canonical -isomorphism
B˙ f (a, l) ∼= B˙(a, l).
Using the notions and notations introduced above, we formulate below a variant
of Crawley-Boevey’s characterization of tameness for algebras  = kQ/I (see [4],
cf. also [9]). This characterization is given in terms of bimodules, which yield para-
metrizations of all -modules belonging to the whole family of homogeneous tubes
in the Auslander–Reiten quiver of , simultaneously in all dimension vectors being
multiplicities of the rank vector of these bimodules, by indecomposablemodules over
affine localizations of k[ξ ].
For a pair d,d′ ∈ NQ0 of vectors we say that d divides d′ (and write d |d′), if d′ = l ·d,
for some l ∈ N; then the unique such l is denoted by d′d .
Theorem A k-algebra , as above, has tame representation type if and only if
there exists a family B(υ), υ ∈ , of Aυ--bimodules inmodAυ  with the rank vectors
r(υ) := rk B(υ) ∈ NQ0 , where Aυ := k[ξ ] fυ for some fυ ∈ k[ξ ], satisfying the following
two conditions:
• the functors − ⊗Aυ B(υ) : mod Aυ → mod, for υ ∈ , induce an injection be-
tween the sets of isoclasses of indecomposable modules and preserve Auslander–
Reiten sequences,
• for every d ∈ NQ0 , the set (d) := {υ ∈  : r(υ)| d} is f inite and has the property










: a ∈ k \Z( fυ)
}
meets all but f initely many isoclasses of indecomposable -modules of dimension
vector d if and only if ′ = (d).
(Note that  = ⋃d∈NQ0 (d) and (d) ⊆ (d′), if d |d′).
The bimodules B(υ), υ ∈ , satisfying the conditions above are called parametriz-
ing bimodules for all indecomposable -modules from the family of homogeneous
tubes. (Observe that for a fixed υ, the modules B(υ)(a, l), for (a, l) ∈ k \Z( fυ) × N+,
form a 1-parameter family of homogeneous tubes in mod consisting of modules
with dimension vectors in N+·r(υ)).
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2.2
By a canonical algebra we mean a canonical algebra of quiver type over k in the sense
of [19]. Such an algebra is given, up to isomorphism, as a quotient kQp/Ip,λ, where
Qp is the quiver
and Ip,λ is the ideal in the path algebra kQp generated by all elements α(i)pi · · ·α(i)2
α
(i)
1 − α(1)p1 · · ·α(1)2 α(1)1 − λiα(2)p2 · · · α(2)2 α(2)1 , i = 3, ..., t, where the λi are pairwise distinct
non-zero elements of k. Thus  depends on a sequence of natural numbers p =
(p1, p2, . . . , pt) and a sequence of parameters λ = (λ3, . . . , λt). Recall that  =
(p,λ) is called a tubular canonical algebra if and only if the sequence p is, up to
permutation, one of the following (2,2, 2, 2), (3, 3, 3), (2,4, 4) or (2, 3, 6). Without
loss of generality one can assume that λ3 = 1 and then, in case t = 3, we simply
write (p) assuming that p1 ≤ p2 ≤ p3. A tubular canonical algebra  of type
p = (2,2, 2, 2) depends on one parameter λ = λ4 and dependently on the context
we write ((2,2, 2, 2)) or ((2,2, 2, 2), λ).
We denote by 0 (respectively, ∞ ∼= op0 ) the hereditary algebra which is
obtained from kQp by deleting the vertex c (respectively, 0).
Recall that any finite-dimensional -module M (i.e. an object of mod) is
described by finite-dimensional vector spaces Mi for each vertex i of Q0 and by
linear maps Mα : Mj → Mi for each arrow α : i → j of Q1 such that the relations
of the ideal I are satisfied by the linear maps, where Qp = (Q0, Q1). The collections
M = ({Mi}i∈Q0 , {Mα}α∈Q1) as above are usually called representations of . For M
as above we always denote by dim (M) the vector (dimk(Mi))i∈Q0 ∈ NQ0 , called the
dimension vector of M. To M we can associate also two integers, its rank and degree,
given by the formulas














⎠ − p · dimkMc
where p denotes the least commonmultiple of the numbers p1, . . . , pt (note that p =
pt, if p is of tubular type). They give rise to two linear forms rk, deg : K0() → Z.
For an indecomposable -module M we define also its slope μ (M) := deg (M)rk(M) ∈ Q¯,
where Q¯ = Q ∪ {∞}. (Clearly, the value of μ(M) depends only on dim (M)).
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For any q ∈ Q¯, we denote by Xq the full subcategory of mod formed by all
indecomposable -modules with μ (M) = q.
Let  be a tubular canonical algebra. Then the structure of the Auslander–Reiten
quiver  of mod, in particular the shape of its components, is well known [19].
Replacing by the slope the notion of index used originally by Ringel, it can be roughly
described as follows:









′ := Q≤0 ∪ Q≥p ∪ {∞} and
• P is a preprojective component which coincides with the preprojective compo-
nent of mod0,
• ˜T = (˜T (q))q∈ Q¯′ consists of so-called separating P1(k)-families of tubes, all but
˜T (p) and ˜T (0) consisting only of stable ones (i.e. not containing a projective or
injective module) of type p,
• Q is a preinjective component which coincides with the preinjective component
of mod∞.
Moreover, for a fixed q ∈ Q¯′ all dimension vectors of the -modules from the
tubes in the family ˜T (q) have slope q and Xq coincides with the full subcategory
<˜T (q)> of mod formed by all indecomposable modules isomorphic to those be-
longing to the family ˜T (q). (For simplicity we also denote by X 0q the full subcategory
ofXq formed by all homogeneousmodules, i.e. the modules lying in all homogeneous
tubes from ˜T (q)).
Recall that there exists an elementary bijection Q¯
′ ←−→ Q¯∞0 := Q≥0 ∪ {∞},
which allows easily to translate slope to index, and conversely (see [9, 2.2]).
This very good knowledge of the structure of the category mod uniquely
indicates that  should have tame representation type, however, the precise de-
scription of all the bimodules B(υ), υ ∈ , parametrizing the indecomposables in all
homogeneous tubes is not known (cf. Section 2.1). It is clear that  has to be equal
to Q¯
′
. Moreover, we can determine the rank vectors r(q) of B(q), for q ∈ Q¯′. For any
d ∈ NQ0 we have (d) = {B(q)}, if d ∈ N+·r(q) for some q; otherwise, (d) = ∅.
In [9] we gave precise formulas for the bimodules B(q), for all q ∈ Q¯′ ∩ Z.
Applying this result in this paper we construct a recursive algorithm for determining




In the construction of the algorithm we use the technique of universal extensions
for bimodules. Our first result discuss the commutativity of universal extensions with
tensor products appearing in the definition of tame algebra.
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For any B in modR, we denote by ϒF (B) the R ⊗k-module being the middle
term of the universal (in fact couniversal) extension ηFB of B with respect to a
fixed finite R-semisimple subcategory F of MOD R ⊗k (if it exists, for the precise
definitions and more details see Section 4.1, also [14, 16]).
Theorem Let  = kQ/I be a f inite dimensional k-algebra of a bound quiver (Q, I),
R = k[ξ ] f the localization of k[ξ ], where f ∈ k[ξ ] is a nonzero polynomial, and
F := {F1, . . . , Fρ} a semisimple subcategory in mod. Then the R-category ˜F :=
{R ⊗kF1, . . . , R ⊗kFρ} is R-semisimple; moreover, for any R ⊗k-module B from







is constant for every i = 1, . . . , ρ, the universal extension η ˜FB of B with respect to ˜F in
modR exists and
(ϒ
˜F(B))(a, l) ∼= ϒF (B(a, l))
in mod, for all a ∈ k f and l ∈ N+.
The proof of this result needs deeper information on the behaviour of universal
extensions for R ⊗k-modules with respect to extension and restriction of the
coefficient ring. It will be given in Section 4.11.
3.2
Our next result plays an absolutely fundamental role in the construction of the
algorithm creating the parametrizing bimodules for families of homogeneous tubes
for tubular canonical algebras, proposed in the paper.
Theorem Let  be a tubular canonical algebra of the tubular type p = (p1, . . . , pt).
Assume that a k[ξ ] f ⊗k-module B in modk[ξ ] f , with f = fp, is a parametrizing
bimodule for the whole family of homogeneous tubes inXμ′ , for μ′ ∈ Q, μ′ > p, where
fp :=
{
ξ(ξ − 1)(ξ − λ) if p = (2,2, 2, 2),
ξ(ξ − 1) if p = (2, 2, 2, 2).
Then for any μ ∈ Q such that μ′ > μ ≥ p, and any stable tube T in Xμ, the universal
extension of B with respect to the k[ξ ] f -category ˜F = {k[ξ ] f ⊗kF1, . . . ,k[ξ ] f ⊗kFρ},
for the semisimple category F = F(T ) formed by all quasi-simple objects Fi :=
τ i−1(F1) in T , for i = 1, . . . , ρ, where ρ = ρT is the rank of T , exists. Moreover,
the k[ξ ] f ⊗k-module ϒ ˜F (B) is a parametrizing bimodule for the whole family of
homogeneous tubes in Xμ′′ , where μ′′ = μ′′(μ,μ′; m) > p is given by the formula
μ′′ = dm (rd
′ − r′d) + d′
rm (rd′ − r′d) + r′ (∗)
for d, r, d′r′ ∈ N such that μ = dr , μ′ = d
′
r′ are irreducible fraction presentations, and
m = mT := pρT .
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The proof of this theorem heavily depends on Theorem 3.1 and it will be presented
in Section 4.12.
3.3
To formulate our main result, being a description of the announced algorithm, we
have to fix some extra notation.
Let  be a canonical algebra of the type p = (p1, . . . , pt). Then up to isomor-
phism the indecomposable -modules of rank 1 are uniquely determined by their
dimension vectors and are classified by all the sequences of the form (u; (ui)) :=
(u; u1, . . . , ut) ∈ N × ([p1] × · · · × [pt]). In particular observe that for any such se-









= Xu ∈ M (u+1)×u(k), Mα(2)u2 = Yu ∈ M (u+1)×u(k) and Mα(i)ui = Xu + λiYu, for i =




for all the remaining other pairs (i, j) are equal to the identity
matrices, Iu or Iu+1, respectively (cf. [17, Proposition 4.3]; our construction is slightly
























Let now  be a tubular canonical algebra. Consider the family of subsets (d) =

(d)
p ⊂ Z × ([p1] × · · · × [pt]), d ∈ Z≥p, defined as follows:
• (p), . . . ,(2p−1) are as in the table below
p (i), for i = p, . . . , 2p − 1
(2, 2, 2, 2) (2): (0; 1, 1, 2, 2), (0; 2, 2, 1, 1); (3): (1; 1, 1, 2, 1), (0; 2, 2, 1, 2)
(3, 3, 3) (3): (0; 1, 2, 3), (0; 2, 3, 1), (0; 3, 1, 2)
(4): (1; 1, 2, 1), (0; 2, 3, 2), (0; 3, 1, 3)
(5): (1; 1, 2, 2), (0; 2, 3, 3), (1; 3, 1, 1)
(2, 4, 4) (4): (0; 1, 2, 4), (0; 2, 3, 1), (0; 1, 4, 2), (0; 2, 1, 3)
(5): (1; 1, 2, 1), (0; 2, 3, 2), (0; 1, 4, 3), (0; 2, 1, 4)
(6): (1; 1, 2, 2), (0; 2, 3, 3), (0; 1, 4, 4), (1; 2, 1, 1)
(7): (1; 1, 2, 3), (0; 2, 3, 4), (1; 1, 4, 1), (1; 2, 1, 2)
(2, 3, 6) (6): (1; 1, 1, 1), (0; 2, 2, 2), (0; 1, 3, 3), (0; 2, 1, 4), (0; 1, 2, 5), (−1; 2, 3, 6)
(7): (1; 1, 1, 2), (0; 2, 2, 3), (0; 1, 3, 4), (0; 2, 1, 5), (0; 1, 2, 6), (0; 2, 3, 1)
(8): (1; 1, 1, 3), (0; 2, 2, 4), (0; 1, 3, 5), (0; 2, 1, 6), (1; 1, 2, 1), (0; 2, 3, 2)
(9): (1; 1, 1, 4), (0; 2, 2, 5), (0; 1, 3, 6), (1; 2, 1, 1), (1; 1, 2, 2), (0; 2, 3, 3)
(10): (1; 1, 1, 5), (0; 2, 2, 6), (1; 1, 3, 1), (1; 2, 1, 2), (1; 1, 2, 3), (0; 2, 3, 4)
(11): (1; 1, 1, 6), (1; 2, 2, 1), (1; 1, 3, 2), (1; 2, 1, 3), (1; 1, 2, 4), (0; 2, 3, 5)
• (d), for d ≥ 2p, are determined by the condition:
(u; u1, . . . , ut) ∈ (d) ⇔ (u − (c − 1); u1, . . . ,ut) ∈ (p+e)
where c = quop d and e = remp d.
(Note that (d)p ⊂ N × ([p1] × · · · × [pt]), except the case d = p, for p = (2, 3, 6)).
For any d ∈ Z≥p (resp. d ∈ Z≥7, if p = (2, 3, 6)), we denote by F (d) the full
subcategory formed by the rank-1 -modules M(u; (ui)), for all (u; (ui)) ∈ (d).
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Lemma For any pair (p,d) as above F (d) consists of p objects and is a semisimple
category of the form F(T ) consisting of all quasi-simple objects in some non-
homogeneous stable tube T of maximal rank ρT = p in Xd.
We give a short proof of this fact in Section 5.2.
Let B be a k[ξ ] ⊗k-module frommodk[ξ ]. Then for any d as abovewe denote by
ϒd(B) the middle term ϒ ˜F (d) (B) of the universal extension η
˜F (d)
B of B with respect to
the k[ξ ]-semisimple category ˜F (d) := {k[ξ ] ⊗ F}F∈F (d) in modk[ξ ], if it exists.Wewill
use the abbreviated notation (ϒd ◦ ϒd′)(B) for ϒd(ϒd′(B)), if ϒd′(B) and ϒd(ϒd′(B))
exist; similarly, ϒcd(B) for (ϒd ◦ · · · ◦ ϒd)(B), where c ∈ N+.
Let q ∈ Q>0 be a positive rational number and q = ab , with a,b ∈ Z≥1, the
irreducible fraction presentation of q. With q we associate the number n = n(q) ∈
N and two sequences a(q) := (a0, a1, . . . , an+1, an+2) and c(q) := (c1, . . . , cn+1) of
nonnegative integers. They are inductively defined by the formulas ci = quoaiai−1
and ai+1 = remaiai−1, for i = 1, . . . ,n + 1, where a0 = a, a1 = b , an+1 = 1, an+2 = 0,
and are formed when Euclidean algorithm for computing gcd(a,b ) is executed.
For d ∈ Z≥p, by B(d) we alwaysmean the matrix bimodule inmodmatk[ξ ] constructed
in [9] such that (B(d)) f , for f = fp, is a parametrizing bimodule for X 0d (see [9,
Theorem 4.1 and Table 4.7]).
Now we can formulate the main result of this paper.
Main Theorem Let  be a tubular canonical algebra of the type p = (p1, . . . , pt) and
f = fp.
(a) For any q ∈ Q≥p, if p = (2, 2, 2, 2), (3, 3, 3), (2,4, 4); respectively, q ∈ {6} ∪




















if n = 2m,
(
(




if n = 2m + 1.
where c(q) = (c1, . . . cn+1), is well def ined, belongs to modk[ξ ] and its localiza-
tion (B(q)) f yields a parametrizing bimodule for all indecomposable -modules
from the family of all homogeneous tubes in Xq.
(b) If p = (2, 3, 6) then for any 6 < q = ab < 7 with a,b ∈ Z≥1, the fraction qˆ :=
64b−9a
7b−a belongs to Q≥7, the k[ξ ] ⊗k-module
B(q) := Ker (can)
where can = can ˜F (8)B(qˆ) :
⊕
˜F∈ob ˜F (8) Homk[ξ ]⊗(˜F, B
(qˆ)) ⊗k[ξ ] ˜F → B(qˆ) is the
canonical map and B(qˆ) is a k[ξ ] ⊗k-module in modk[ξ ] def ined for qˆ as
in (a), belongs to modk[ξ ] and its localization (B(q)) f yields a parametrizing
bimodule for all indecomposable -modules from the family of all homogeneous
tubes in Xq.
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Note that if q ∈ Z≥p then a2 = 0, n = 0, so the formula says that B(q) = B(c1)
(clearly, q = c1). Observe also that the integers c1 + c3 + · · · + c2m+1 and c1 + c3 +
· · · + c2m+1 + 1 belong to Z≥p (resp. in Z≥7, if q ≥ 7); moreover, all the integers of
the form c1 + c3 + · · · + c2 j+1, for j ≥ 0, belong to Z≥p (resp. in Z≥7, if q ≥ 7).
To prove this result we use the previous theorems and also some information on
the “slope combinatorics” as well as nice properties of the kernel construction, which
we discuss in Section 5. The proof of Theorem 3.3 will be given in Sections 5.3 and 5.6.
Corollary For any q ∈ Q≤0, the localization (B(q)) f of the k[ξ ] ⊗ op-module
B(q) := Homk[ξ ](B(p−q), k[ξ ]), regarded as a module in modR via the canonical
k-algebra isomorphism  →˜op (see [9, 4.1] for details), yields a parametrizing
bimodule for X 0q .
Proof Follows immediately from the theorem by the arguments as in [9, 4.2]. unionsq
4 Universal Extensions of Bimodules
In this section we introduce the notion of a universal extension in the categories C of
modules over R-algebras , where R is a commutative k-algebra, and we discuss its
properties necessary for the proof of Theorem 3.1, in case  = R ⊗k, where  is a
finite dimensional k-algebra.
4.1
We start with a rather general situation. Let R be a commutative ring, C an abelian
R-category, admitting the functor ⊗R : (mod R) × C → C (e.g. C = MOD, where
 is an R-algebra), andF a full subcategory of C with nonisomorphic distinct objects.
Denote by F ! the additive closure of F in C in the sense of finite direct sums and
isomorphisms. Then for an object B in C we can ask, if the functor
Ext1C(B,−)|F ! : F ! → MOD R
is representable; equivalently (by the Yoneda lemma), if there exist an object F (B)
in F ! and an exact sequence
ηFB : 0 → F (B) −→ ϒF (B) −→ B → 0
in C with the property, that for any object F ∈ F ! and any extension [η] ∈ Ext1C(B, F)
there exists a unique morphism g ∈ HomC(F (B), F) such that [η] = g · [ηFB ].
The extension ηFB with the property as above (if it exists) is called a co-universal
extension of B with respect to F . In this paper we will use simply the name universal
extension.
The problem of the existence of universal extensions has a rather simple solution
for certain natural classes of subcategories F .
Recall that a subcategory F = {Fi}i∈I of C is called R-semisimple, if
HomC(Fi, Fj) ∼=
{
R if i = j,
0 if i = j .
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(Note that then each Fi is indecomposable, if R is a domain or local artinian;
moreover, that F is semisimple if R is a field).
We denote by DR the functor HomR(−, R) : MOD R → MOD R. If E is a finitely
generated free R-module and E = {e1, . . . , em} is an R-base of E then by ER we
denote the dual base for E , i.e. the set ER := {eRj : E → R} j=1,...,m consisting of the
canonical projections with respect to the base E . In case R is a field, we use the
classical notation, D for DR, E∗ and e∗j for ER and eRj , respectively.
Theorem Let R be a commutative ring and F = {F1, . . . , Fρ} an R-semisimple f inite
subcategory of C. The universal extension ηFB , for an object B in C, exists if and only






DR(Ext1C(B, Fi)) ⊗R Fi (∗)
and then for any collection E := {Ei}i=1,...,ρ of bases of the R-modules Ext1C(B, Fi)
[ηFB ] = ε · e (∗∗)










C(B, Fi)) is the exten-
sion whose components e(i)j ∈ Ext1C(B, Fi) are given by Ei in the sense that Ei =
{e(i)j } j=,1,...,mi for every i = 1, . . . , ρ, and







Fi → F (B)
is the diagonal R-isomorphism ε := ⊕ρi=1 εi whose components are row matrix maps
εi := [(e(i)j )R ⊗ −] j :
⊕mi
j=1 Fi → DR(Ext1C(B, Fi)) ⊗R Fi, for i = 1, . . . , ρ, def ined by
the dual bases ERi := {(e(i)j )R} j=1,...,mi for Ei.
Proof We give only a brief sketch of the proof which is in principle similar as in the
case R = k (cf. [14]). The necessity of the “Ext-condition” follows immediately, since
F (B) ∼= ⊕ρi=1 Fm
′
i
i , for some m
′
i ∈ N, so by our assumptions we have Ext1C(B, Fi) ∼=
HomC(F(B), Fi) ∼= Rm′i .
To prove the converse implication, for a fixed B we consider the composed
(natural with respect to B) R-homomorphisms ζ ′i
Ei → Ei ⊗RHomC(Fi, Fi) → HomC(DR(Ei) ⊗RFi, Fi)
given by the formula ζ ′i (e)(γ ⊗ f ) = γ (e) f , for e ∈ Ei, f ∈ Fi and γ ∈ DR(Ei),
where Ei := Ext1C(B, Fi), for i = 1, . . . , ρ. Note that by our assumptions ζ ′i is an
isomorphism. Denote by ζFi the map
Ei
ζ ′i−→ HomC(DR(Ei) ⊗RFi, Fi) wi−→ HomC(F(B), Fi)
where F (B) := ⊕ρi=1 DR(Ei) ⊗RFi and wi is induced by the standard projection
πi : F (B) → DR(Ei) ⊗RFi.
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The family {ζFi}i=1,...,ρ yields an isomorphism of functors
Ext1C(B,−)|F ∼= HomC(F(B),−)|F
(F is R-semisimple!), and in consequence it extends (not uniquely) to an isomor-
phism ζ := {ζF}F∈obF ! of functors
Ext1C(B,−)|F ! ∼= HomC(F(B),−)|F ! .
To show that
[ηFB ] := ζ−1F (B)(idF (B)) (i)
has the form as in the statement observe that by definition of ζ , for any e′ ∈ Ei we
have the equality
e′ = [ζFi (e′) · ηFB ] (ii)
Now fix a collection E consisting of bases Ei = {e(i)j } j=,1,...,mi of the R-modules





R ⊗ − ) ◦ (ζ ′i (e(i)j )) = idDR(Ei)⊗RFi (iii)
Then applying the formulas (ii) and (iii) we get
[
ηFB







































= ε · e
where ιi : DR(Ei) ⊗RFi → F (B) denotes the canonical embedding, for i =




j=1 Fi) is the extension with the components e
(i)
j ∈
Ext1C(B, Fi) and ε = ε(E) (=
⊕ρ
i=1 εi) is as in the statement of the theorem.
Finally, note that the value of [ηFB ] does not depend on the choice of the
isomorphism ζ (cf. formulas (∗∗) and (i)). unionsq
Remark If we know that ηFB exists then the formulas (∗) and (∗∗), for a fixed base
collection E = {Ei}i=1,...,ρ , can be used as a definition of [ηFB ].
4.2
From now on we will work with the category C = mod R ⊗k, where  = kQ/I is
the k-algebra of a bound quiver (Q, I), and R is a commutative k-algebra. Without
loss of generality we can assume that I is generated by a finite set Rel, consisting
of relations i = ∑tij=1 λi, jα(i, j)pi, j . . . α(i, j)1 , with starting and terminus vertices s(i) and
t(i), respectively, for i = 1, . . . , |Rel|.
A crucial role in our considerations plays the classical description of the extension
groups Ext1R⊗(B, B′), for R ⊗k-modules B, B′, in terms of Hochschild cohomolo-
gies; more precisely, derivation modules.
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Let B, B′ be a pair of R ⊗k-modules from mod R ⊗k. We consider
the R-modules of derivations and inner derivations of  in the --
bimodule HomR(B, B′) := ⊕x,y∈Q0 HomR(Bx, B′y), respectively. The module
Der(,HomR(B, B′)) consists of all sequences δ = (δα) ∈ ⊕α∈Q1 HomR(Bt(α),



















for all i = 1, . . . , |Rel|, and Der0(,HomR(B, B′)) of all δ = (δα) with the property
that there exists a sequence χ = (χx) ∈ ⊕x∈Q0 HomR(Bx, B′x) such that
δα = χs(α)Bα − B′α χt(α) (∗∗)
in HomR(Bt(α), B′s(α)), for every α ∈ Q1.
To any δ ∈ Der(,HomR(B, B′)) we associate the extension
η(δ) : 0 → B′ → E → B → 0





, for x ∈
Q0 and α ∈ Q1.
Lemma For B and B′ as above, the mapping δ → η(δ) induces an R-monomorphism
Der(,HomR(B, B′))/Der0(,HomR(B, B′)) → Ext1R⊗(B, B′)
which is an isomorphism, provided B belongs to modR.
Proof Repeat the arguments from the classical situation R = k (see [3]). unionsq
4.3
Now we discuss the behaviour of universal extensions of R ⊗k-modules with
respect to extension and restriction of the coefficient ring. For this aim we fix the
following notation.
Let h : R → R¯ be a homomorphism of commutative k-algebras. Then the functor
R¯ ⊗R− : MOD R → MOD R¯ induces functors MOD R ⊗k → MOD R¯ ⊗k and
modR → modR¯, which we denote also by R¯ ⊗R−. Consequently, for B, B′ in
mod R ⊗k, we have an induced R-homomorphism
hhomB,B′ : HomR⊗(B, B′) → HomR¯⊗(R¯ ⊗RB, R¯ ⊗RB′)
and in case B is in modR, also
hext B,B′ : Ext1R⊗(B, B′) → Ext1R¯⊗(R¯ ⊗RB, R¯ ⊗RB′)
mapping an exact sequence
e : 0 → B′ g1−→ E g2−→ B → 0
in mod R ⊗k to the sequence
R¯ ⊗Re : 0 → R¯ ⊗RB′ g¯1−→ R¯ ⊗RE g¯2−→ R¯ ⊗RB → 0
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in mod R¯ ⊗k, where g¯1 = R¯ ⊗R g1 and g¯2 = R¯ ⊗R g2, which is exact, since e splits
in mod R. It is easy to observe that they induce in a standard way R¯-homomorphisms
h˘homB,B′ : R¯ ⊗RHomR⊗(B, B′) → HomR¯⊗(R¯ ⊗RB, R¯ ⊗RB′)
and
h˘extB,B′ : R¯ ⊗RExt1R⊗(B, B′) → Ext1R¯⊗(R¯ ⊗RB, R¯ ⊗RB′)
respectively.
The question when h˘homB,B′ and h˘ext B,B′ are R¯-isomorphisms is very important
in the context of the existence of universal extensions.
Lemma If R is a f ield k then the R¯- homomorphism h˘homB,B′ is an isomorphism for
any pair B, B′ in mod R ⊗k (= mod).
Proof For any pair V,V ′ of k-spaces such that dimkV is finite consider the following
composed R¯-isomorphism ϑ = ϑV,V′ :
R¯ ⊗kHomk(V,V ′) ∼= Homk(V, R¯ ⊗kV ′) ∼=
Homk(V,HomR¯(R¯, R¯ ⊗kV ′)) ∼= HomR¯(R¯ ⊗kV, R¯ ⊗kV ′)
where the first homomorphism is given by the mapping s ⊗ g → s ⊗ g(−), for s ∈ R¯
and g ∈ Homk(V,V ′) (it is an isomorphism, since dimkV is finite!), the second one is
induced by the standard R¯-isomorphism HomR¯(R¯, M) ∼= M, for the R¯-module M =
R¯ ⊗kV ′, and the third one is the respective adjunction formula. It is easy to check that
ϑ(s1 ⊗ g)(s2 ⊗ v) = s1(s2 ⊗ g(v)) (i)
for any s1, s2 ∈ R¯, g ∈ Homk(V,V ′) and v ∈ V.
Observe now that if B, B′ is a pair of -modules such that B is finite dimensional,
then ϑB,B′ induces an R¯-isomorphism
(ϑB,B′)| : R¯ ⊗kHomR⊗(B, B′) → HomR¯⊗(R¯ ⊗RB, R¯ ⊗RB′)
(the isomorphisms ϑV,V′ are natural!). In consequence, h˘homB,B′ is an R¯-isomorphism,
since h˘homB,B′ = (ϑB,B′)| by the formula (i). unionsq
Remark Similarly, we have also R-homomorphisms hderB,B′ : Der(,HomR
(B,B′))→Der(,HomR¯(R¯ ⊗RB,R¯ ⊗RB′)) and hder0 B,B′ : Der0(,HomR(B, B′))→
Der0(,HomR¯(R¯ ⊗RB, R¯ ⊗RB′)). They yield R¯-homomorphismsh˘derB,B′ : R¯ ⊗RDer
(,HomR(B, B′)) → Der(,HomR¯(R¯ ⊗RB, R¯ ⊗RB′)) and h˘der0 B,B′ : R¯ ⊗RDer0
(,HomR(B, B′)) → Der0(,HomR¯(R¯ ⊗RB, R¯ ⊗RB′)), which induce h˘ext B,B′ , if B
is in modR (cf. the commutative diagram in 4.10).
The last observation can be used for deciding whether h˘ext B,B′ is an isomorphism,
in some situations.
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4.4
The following general result yields an answer to the question concerning the exten-
sion of the coefficient ring.
Theorem Let  = kQ/I be a f inite dimensional algebra of a bound quiver
(Q, I), R a commutative algebra, B an R ⊗k-module from modR and F :=
{F1, . . . , Fρ} an R-semisimple subcategory in modR such that for any i =
1, . . . , ρ, we have an R-isomorphism Ext1R⊗(B, Fi) ∼= Rmi , for some mi ∈ N+.
Assume that h : R → R¯ is a ring homomorphism such that the associated R-
homomorphisms h˘homFi,Fj : R¯ ⊗RHomR⊗(Fi, Fj) → HomR¯⊗(F¯i, F¯ j) and h˘ext B,Fi :
R¯ ⊗RExt1R⊗(B, Fi) → Ext1R¯⊗(B¯, F¯i) are isomorphisms, for all i, j = 1, . . . , ρ, where
B¯ = R¯ ⊗RB and F¯i = R¯ ⊗RFi. Then
ϒF (B¯) ∼= R¯ ⊗RϒF (B)
in modR¯, where F := {F¯1, . . . F¯ρ}.
Note that under our assumptions, the existence of ηFB and consequently of ϒF (B)
is clear, moreover, F is R¯-semisimple and Ext1R¯⊗(B¯, F¯i) ∼= R¯mi , for all i, so ηFB¯ and
ϒF (B¯) are well defined (see Theorem 4.1).
To prove the theorem (see Section 4.5 for the proof), we show that [ηF
B¯
] = [η FB ]
under the identification
Ext1R⊗(B¯, ψ¨) : Ext1R¯⊗
(







induced by some standard natural R¯-isomorphism




























and η FB := R¯ ⊗R ηFB . More precisely, we show that
[






Notice that R¯ ⊗R ηFB is exact, since ηFB splits over R. In consequence, there exists a
canonical R¯ ⊗k-isomorphism ˆ¨ψ : R¯ ⊗RϒF (B) → ϒF (B¯) such that the diagram














: 0 → F (B¯) −→ ϒF (B¯) −→ B¯ → 0
with exact rows, is commutative in modR.
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The proof of the theorem needs some preparatory facts. They are mainly devoted
to the construction of the map ψ¨ .
Lemma Let h : R → R¯ be a commutative ring homomorphism and E an R-module.
Then there exists a canonical natural R¯-homomorphism




such that ψ(s ⊗ σ)(s′ ⊗ e) = ss′h(σ(e)), for all σ ∈ DR(E), s, s′ ∈ R¯, and e ∈ E. More-
over, ψ is an R¯-isomorphism provided RE is f initely generated free.
Proof An easy check on the definition. unionsq
Let  = kQ/I be a finite dimensional k-algebra, where (Q, I) is a bound quiver.
Then for any R ⊗k-modules X,Y in modR such that the R¯-homomorphism
h˘X,Y := h˘extX,Y : R¯ ⊗RExt1R⊗(X,Y) → Ext1R¯⊗
(
R¯ ⊗RX, R¯ ⊗RY
)










R¯ ⊗R X, R¯ ⊗R Y
)
)









Proposition Let , h, X, Y and ψ˙X,Y be as above.
(i) We have ψ˙X,Y(s ⊗ σ)(h˘X,Y (s′ ⊗ e)) = ss′h(σ(e)), for all s, s′ ∈ R¯, e ∈ Ext1R⊗
(X,Y) and σ ∈ DR(Ext1R⊗(X,Y)),
(ii) If Ext1R⊗(X,Y) is a f initely generated free R-module then the homomorphism
ψ˙X,Y is an R¯-isomorphism. Moreover, if B = {e1, . . . , em} is an R-basis of
Ext1R⊗(X,Y) then B¯ := {e¯1, . . . , e¯m} is an R¯-basis of Ext1R¯⊗(R¯ ⊗R X, R¯ ⊗R






for any j = 1, . . . ,m, where eRj ∈ BR (resp. e¯R¯j ∈ B¯ R¯ ).
Proof The assertion (i) follows immediately from the lemma above. To show (ii)
note that B¯ is an R¯-basis, since h˘ext X,Y is an R¯-isomorphism. The main formula



























for any pair j, j ′ = 1, . . . ,m. unionsq
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4.5
In the proof of Theorem 4.4 we use the fact that the extension groups behave nicely
under the change of coefficients.
Lemma Let h : R → R¯ and  be as above. Then for R ⊗k-modules X,Y, Z such
that X belongs to modR and an R ⊗k-homomorphism φ : Y → Z the diagram









hextX,Z : Ext1R⊗(X, Z ) −→ Ext1R¯⊗(R¯ ⊗RX, R¯ ⊗RZ )
is a commutative square in mod R.
Proof Follows easily by applying the functor R¯ ⊗R − to the diagram defining the
extension φ · e induced by the map φ, for e ∈ Ext1R⊗(X,Y). (Note that the respective
maps and constructions are well defined, since X belongs to modR). unionsq
Proof of Theorem 4.4 We start by defining the announced R¯ ⊗k-isomorphism



























































) ◦ (ψ˙i ⊗ idFi
)
where
















is the standard R¯-isomorphism (recall that B¯ := R¯ ⊗RB and F¯i := R¯ ⊗RFi). It is
clear that each ψ¨i is an R¯ ⊗R-isomorphism, since ψ˙i and κi are R¯-isomorphisms (see
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Proposition 4.4(ii)). Moreover, for any s ∈ R¯, σ ∈ DR(Ext1R⊗(B, Fi)) and f ∈ Fi, we
have
ψ¨i(s⊗σ ⊗ f ) = s ψ˙i(1 ⊗σ) ⊗1 ⊗ f = ψ˙i(1 ⊗σ) ⊗s ⊗ f . (i)
As we mentioned before to prove the assertion it suffices to show that
[







where η FB := R¯ ⊗R ηFB . For this aimwe fix a collection E of R-bases Ei := {e(i)j } j=1,...,mi
of the finitely generated free R-modules Ext1R⊗(B, Fi), for i = 1, . . . , ρ. Then we




















where each εi := [(e(i)j )R ⊗−] j :
⊕mi
j=1 Fi −→ DR(Ext1R⊗(B, Fi)) ⊗RFi, for i =












For any i = 1, . . . , ρ, we denote by E¯i the image hext B,Fi (Ei) = {e¯(i)j } j=1,...,mi
(⊆ Ext1R¯⊗(B¯, F¯i)), where e¯(i)j = hext B,Fi (e(i)j ) for every j = 1, . . . ,mi. Then by
Lemma 4.5 we have


















R¯⊗(B¯, F¯i) ), since
[
η FB
] = hextB,F (B)
([
η FB
]) = hext B,F (B) (ε · e)
and
hext B,F (e) = e¯ .
On the other hand, observe that by our assumptions, Ext1R¯⊗(B¯, F¯i) is a free
finitely generated R¯-module of rank mi and E¯i forms an R¯-basis of Ext1R¯⊗(B¯, F¯i),
for any i = 1, . . . , ρ (see Proposition 4.4(ii)). Analogously as before, consider the





















where ε¯i, for i = 1, . . . , ρ, is a row matrix map [(e¯(i)j )R¯ ⊗−] j :
⊕mi
j=1 F¯i −→
DR¯(Ext1R¯⊗(B¯, F¯i)) ⊗R¯ F¯i. Note that we have [ηFB¯ ] = ε¯ · e¯ (see Theorem 4.1).
Now to prove (∗) it suffices to show the equality
ψ¨ ◦ (R¯ ⊗ε) = ε¯ (∗∗)
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under the standard identification R¯ ⊗RF = ⊕ρi=1
⊕mi





) = ε¯i (∗∗)i
for every i = 1, . . . , ρ, since (ii) and (∗∗) imply
ψ¨ · [η FB





Now the formula (∗∗)i, for a fixed i = 1, . . . , ρ, is almost straightforward, since
by (i), Proposition 4.4(ii) and the definition of ε¯i, for any (s j ⊗ f j) j ∈ ⊕mij=1 F¯i



















































In this way the proof of (∗∗) and (∗) is complete. Consequently, the theorem is
proved. unionsq
4.6
The next result describes the behaviour of universal extensions of bimodules under
the “restriction of coefficients” to the ground field k, in some specific situation.
Theorem Let  = kQ/I be a f inite dimensional algebra of a bound quiver (Q, I), A
a commutative f inite dimensional self injective k-algebra, C an A ⊗k-module from
modA and F := {F1, . . . , Fρ} a semisimple subcategory in mod. Assume that for
any i = 1, . . . , ρ, we have an A-isomorphism Ext1A⊗(C, F¯i) ∼= Ami , for some mi ∈
N+, where F¯i := A ⊗kFi. Then
ϒF (C) ∼= ϒF (C)
in mod, where F := {F¯1, . . . F¯ρ}.
Note that by Lemma 4.3, F is A-semisimple, since F is semisimple, so ϒF (C) is
well defined (see Theorem 4.1). Clearly, the same holds true for ϒF (C) := ϒF (C).
To prove the theorem (see Section 4.7 for the proof), we show that [ηFC ] = [ηFC ]
under the identification
Ext1(C, ϕ¨) : Ext1A⊗(C,F (C)) −→ Ext1A⊗(C,F (C))
induced by some standard natural A-isomorphism
ϕ¨ : F (C) −→ F (C)



















(see the remark below). In consequence, there exists a -isomorphism ˆ¨ϕ : ϒF (C) →
ϒF (C) such that the diagram













ηFC : 0 → F (C) −→ ϒF (C) −→ C → 0
with exact rows, is commutative in mod.
Remark Let AX, AY be A--bimodules and Z be a -module. Then
a -homomorphism φ : Y → Z induces an A-homomorphism Ext1(X, φ) :
Ext1A⊗(X,Y) → Ext1(X, Z ) which is defined as a composed map
Ext1A⊗(X,Y) −→ Ext1(X,Y)
Ext1(X,φ)−−−−−−−→ Ext1(X, Z )
and is given by the mapping [ν] → [φ · ν], for [ν] ∈ Ext1A⊗(X,Y).
The main proof needs some preparatory facts, necessary mainly for the construc-
tion of ϕ¨. To formulate our first result we fix a notation. For any γ ∈ A∗ = D(A) we
denote by γ˜ = γ˜ M the composed k-homomorphism
A ⊗kM γ⊗id−→ k ⊗kM ∼=−→ M
where M is a k-space.
Lemma Let A be a commutative self injective f inite dimensional k-algebra and θ =
θ(−) : A → A∗ a f ixed A-isomorphism. Then for any A-module P and k-space M
there exists a canonical, natural with respect to both coordinates, A-isomorphism
ϕ = ϕP,M : HomA(P, A ⊗kM) → Homk(P, M)
dependent on θ , satisfying the following conditions:
(i) ϕ(g) = ∑i∈I θ(1)(gi(−)) · b i, for g ∈ HomA(P, A ⊗kM), where B = {b i}i∈I is an
arbitrary k-basis of M and g = ∑i∈I gi(−) ⊗ b i is a canonical presentation of g
with respect to B,
(ii) aϕ(g) = ˜θ(a) ◦ g, for any a ∈ A and g ∈ HomA(P, A ⊗kM).
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Proof Denote by ϕ = ϕP,M the composed A-isomorphism
HomA(P, A ⊗kM) ∼= HomA(P,Homk(A∗, M))
∼= Homk(A∗ ⊗AP, M) ∼= Homk(A ⊗AP, M)
∼= Homk(P, M)
where the first isomorphism is induced by the standard A-isomorphism A ⊗kM ∼=
Homk(A∗, M), the second one is given by the respective adjointness formula,
the third one is induced by θ : A → A∗ and the forth one by the canonical A-
isomorphism P ∼= A ⊗AP.
Take g ∈ HomA(P, A ⊗kM). Then for any p ∈ Pwe have g(p) = ∑i∈I gi(p) ⊗ b i,
where B = {b i}i∈I is a fixed k-basis of M. (Note that gi(p) = 0 for almost all i ∈ I and
that gi ∈ HomA(P, A) for all i ∈ I). Denote by g(1), g(2), g(3), g(4) = ϕ(g) the images
of g via consecutive “left factors” of ϕ. Then for p ∈ P and γ ∈ A∗ we have g(2)(γ ⊗
p) = g(1)(p)(γ ) = ∑i∈I γ (gi(p)) · b i, hence
ϕ(g)(p) = g(3)(1 ⊗ p) = g(2)(θ(1) ⊗ p) =
∑
i∈I
θ(1)(gi(p)) · b i
and (i) is proved.




θ(1)(gi(ap)) · b i =
∑
i∈I


















θ(a)(gi(p)) · b i.
unionsq
Proposition Let A, θ be as above and  = kQ/I be a f inite dimensional algebra,












ϕP,M := ϕ derP,M : Der(,HomA(P, A ⊗kM)) −→ Der(,Homk(P, M))
respectively, ϕ der
0
P,M : Der0(,HomA(P, A ⊗kM)) −→ Der0(,Homk(P, M)) such
that
a ϕP,M(δ) = ˜θ(a) ◦ δ
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for any a ∈ A and δ = (δα)α∈Q1 ∈ Der(,HomA(P, A ⊗kM)), where ˜θ(a) :=
(˜θ(a)
Mt(α)
)α∈Q1 and ˜θ(a) ◦ δ = (˜θ(a)Mt(α) ◦ δα)α. In particular, if P belongs tomodA then
also the A-isomorphism
ϕP,M := ϕ extP,M : Ext1A⊗(P, A ⊗kM) −→ Ext1(P, M)
such that
a ϕP,M(e) = ˜θ(a) · e
for any a ∈ A and e ∈ Ext1A⊗(P, A ⊗kM), where ˜θ(a) := (˜θ(a)Mx)x∈Q0 .
Proof The maps ϕ derP,M and ϕ
der0
P,M are well defined and are A-isomorphisms, since the
isomorphism ϕ from the lemma is natural with respect to both coordinates. Then the
formula in the assertion is an immediate consequence of that from Lemma 4.6(ii).
The assertions concerning ϕ extP,M follow from the previous, by Lemma 4.2. unionsq
4.7
Let A, θ be as above. Then for any A-module N there exists a canonical natural
A-isomorphism
θ˙N : DA(N) → D(N)
defined by the sequence of A-isomorphisms
HomA(N, A) ∼= HomA(N, A∗) ∼= Homk(A ⊗AN,k) ∼= Homk(N,k)
where the first one is given by HomA(N, θ), the second by the adjunction formula
and the third is induced by the canonical isomorphism N ∼= A ⊗AN. It is easily seen
that
θ˙ (σ ) = θ(1) ◦ σ
for σ ∈ DA(N).
For P, M and  as in the Proposition 4.6 we denote by ϕ˙ the composed A-
homomorphism
ϕ˙P,M : DA(Ext1A⊗(P, A ⊗kM)) → DA(Ext1(P, M)) → D(Ext1(P, M))
given by the formula
ϕ˙P,M := θ˙Ext1(P,M) ◦ HomA(ϕ−1P,M, A).
Lemma
(i) ϕ˙P,M is an A-isomorphism.
(ii) ϕ˙P,M(σ) = θ(1) ◦ σ ◦ ϕ−1P,M, for any σ ∈ DA(Ext1A⊗(P, A ⊗kM)).
Proof Follows from Proposition 4.6 and the definition of ϕ˙. unionsq
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(see Section 4.6), setting ϕ¨ := ⊕ρi=1 ϕ¨i. Each ϕ¨i, for i = 1, . . . , ρ, is the composed map
ϕ¨i : DA(Ext1A⊗(C, F¯i)) ⊗A F¯i −→ D(Ext1(C, Fi)) ⊗A F¯i −→ D(Ext1(C, Fi)) ⊗kFi
given by the formula
ϕ¨i := (κi ⊗ idFi) ◦ (ϕ˙i ⊗ idF¯i)
where
ϕ˙i := ϕ˙C,Fi : DA(Ext1A⊗(C, F¯i)) −→ D(Ext1(C, Fi))
and
κi : D(Ext1(C, Fi)) ⊗AA −→ D(Ext1(C, Fi))
is the standard A-isomorphism (F¯i = A ⊗kFi!). It is clear that each ϕ¨i is a -
isomorphism (in fact A ⊗ -isomorphism), since ϕ˙i and κi are A-isomorphisms (see
Lemma 4.7(i)). Moreover, for σ ∈ DA(Ext1A⊗(C, F¯i)), a ∈ A and f ∈ Fi, we have
ϕ¨i(σ ⊗a ⊗ f ) = (θ(a) ◦ σ ◦ ϕ−1i ) ⊗ f
where ϕi = ϕC,Fi , since by Lemma 4.7(ii)
(ϕ˙i ⊗ idF¯i)(σ ⊗a ⊗ f ) = (θ(1) ◦ σ ◦ ϕ−1i ) ⊗a ⊗ f
and applying (κi ⊗ idFi) we obtain
ϕ¨i(σ ⊗a ⊗ f ) = a (θ(1) ◦ σ ◦ ϕ−1i ) ⊗ f = (θ(1) ◦ σ ◦ ϕ−1i (a−)) ⊗ f
= (θ(1)(a σ ◦ ϕ−1i (−))) ⊗ f = ((a θ(1)) ◦ σ ◦ ϕ−1i (−)) ⊗ f
= (θ(a) ◦ σ ◦ ϕ−1i ) ⊗ f.







For this aim we fix a collection E of A-bases Ei := {e(i)j } j=1,...,mi of the finitely
generated free A-modules Ext1A⊗(C, F¯i), for i = 1, . . . , ρ. E yields the diagonal
















DA(Ext1A⊗(C, F¯i)) ⊗A F¯i,
as in Theorem 4.1, where each εi := [(e(i)j )A ⊗− ] j :
⊕mi
j=1 F¯i −→ DA(Ext1A⊗
(C, F¯i)) ⊗A F¯i, for i = 1, . . . , ρ, is the map whose jth component is given by the
mapping a ⊗ f → (e(i)j )A ⊗a ⊗ f , for a ⊗ f ∈ F¯i = A ⊗kFi.
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We also fix a k-basis B = {bu}u=1,...,l of A, where l = dimkA. For any i = 1, . . . , ρ
and u = 1, . . . , l, we denote by π(i)u the k-homomorphism
π(i)u := ˜b ∗u : A ⊗kFi → Fi
which is in fact -homomorphism, where b ∗u ∈ B∗ (see Section 4.1), and for any j =
1, . . . ,mi, by e(i)j,u the element
e(i)j,u := π(i)u · e(i)j = Ext1(C, π(i)u )(e(i)j ) ∈ Ext1(C, Fi).
For any i = 1, . . . , ρ, we denote by π(i) the column matrix map


































The proof of (∗) reduces to two claims. First we show that
1o The set E ′i := {e(i)j,u} j=1,...,mi;u=1,...,l forms a k-basis of the space Ext1(C, Fi), for
every i = 1, . . . , ρ.
























ε′ = ε(E) for E = {E ′i }1,...,ρ , where ε′i , for i = 1, . . . , ρ, is the row matrix map [(e(i)j,u)∗ ⊗
− ] j,u : ⊕mij=1
⊕l
u=1 Fi −→ D(Ext1(C, Fi)) ⊗kFi whose ( j,u)th component is given
by the mapping f j,u → (e(i)j,u)∗ ⊗ f j,u, for f j,u ∈ Fi. Now we can formulate the second
claim.

























































(C, Fi)), by Theorem 4.1, and that e′ = π · e = Ext1(C, π)(e). Consequently, the
equality 2o immediately implies (∗).
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To prove 1o and 2o we set cu := θ−1(b ∗u) (∈ A), for any u = 1, . . . , l. Clearly, B′ :=
{cu}u=1,...,l forms a k-basis of A and b ∗u = θ(cu), for every u. Note that for any i =
1, . . . , ρ, we have
π(i)u · d = cu ϕi(d) (i)
for all d ∈ Ext1A⊗(C, F¯i), since π(i)u · d = ˜b ∗u · d = ˜θ(cu) · d = cu ϕi(d) (see Proposi-
tion 4.6). Now, for a fixed i, applying (i) for d = e(i)j , we obtain the equalities
e(i)j,u = π(i)u · e(i)j = cu ϕi(e(i)j ), for all j = 1, . . . ,mi and u = 1, . . . , l. Consequently, E ′i =
{cu ϕi(e(i)j )} j=1,...,mi;u=1,...,l and 1o is proved.
Before we prove 2o, observe that for a fixed i we have the following equalities in
D(Ext1(C, Fi)):
(e(i)j,u)
∗ = c∗u ◦ (e(i)j )A ◦ ϕ−1i (ii)













for all j and a ∈ A. The equality (ii) is satisfied, since by (i) e(i)j,u = cu ϕi(e(i)j ) for
all j,u, and hence (e(i)j,u)
∗ = c∗u ◦ ϕi(e(i)j )A = c∗u ◦ (e(i)j )A ◦ ϕ−1i , where ϕi(e(i)j )A ∈ ϕi(Ei)A
for the A-basis ϕi(Ei) of Ext1(C, Fi). To show (iii) for a fixed j, note that for



























To prove 2o it suffices to show that ϕ¨i ◦ εi = ε′i ◦ (
⊕mi
j=1 π
(i)) for every i.
Fix i and an element f¯ = (a j ⊗ f j) j ∈ ⊕mij=1 F¯. Then applying the definitions of all































































































In this way the proof of 2o is complete and the theorem is proved. unionsq
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4.8
Let  = kQ/I be a k-algebra of the bound quiver (Q, I), where I is generated
by the finite set Rel of relations i as in Section 4.2. Moreover, let B, B′ be
a pair of R ⊗k-modules from modmatR  with rank vectors rk B = (mx)x∈Q0 and
rk B′ = (m′x)x∈Q0 , where R is a commutative k-algebra. Then Der(,HomR(B, B′))
consists of all sequences δ = (δα) ∈ ⊕α∈Q1 Mm′s(α)×mt(α) (R) satisfying the system
of R-linear equations given by the (matrix) equalities (∗) from Section 4.2, in
Mm′s(i)×mt(i) (R), for every i = 1, . . . , |Rel|. Similarly, Der
0(,HomR(B, B′)) consists
of all δ = (δα) ∈ ⊕α∈Q1 Mm′s(α)×mt(α) (R) with the property that there exists a sequence
χ = (χx) ∈ ⊕x∈Q0 Mm′x×mx (R) such that the equalities (∗∗) from Section 4.2 hold in
Mm′s(α)×mt(α) (R), for every α ∈ Q1.




m′x · mx, v1 :=
∑
α∈Q1


















where the induced linear orderings in all the sets [m′] × [m] are given by the sequence













Mm′s(i )×mt(i ) (R)
Lemma There exist matrices M :=M(B, B′) ∈ M v2×v1(R), M0 :=M0(B, B′) ∈
M v1×v0 (R) canonically determined by the the pair (B, B′) such that under the iden-
tif ications above
(a) Der(,HomR(B, B′)) = KerM·,
(b) Der0(,HomR(B, B′)) = ImM0· and HomR⊗(B, B′) = KerM0·,
whereM· : Rv1 → Rv2 ,M0· : Rv0 → Rv1 .
Proof The precise descriptions ofM andM0 follow directly from the equalities (∗)
and (∗∗) from Section 4.2. unionsq
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4.9
Let h : R → R¯ be a commutative ring homomorphism. Then for any pair m1,m2 ∈
Nm, h induces a k-homomorphisms
hˆ := hˆm1,m2 : Mm1×m2(R) → Mm1×m2(R¯)
given by hˆ(A) = A¯, where A¯ := [a¯i, j] ∈ Mm1×m2 (R¯), for A = [ai, j] ∈ Mm1×m2(R).
(We use the notation a¯ := h(a), for a ∈ R). Note that the restriction of the functor
R¯ ⊗R − : modR → modR¯ to modmatR , under the standard identifications R¯ ⊗
RRm ∼= R¯m, for m ∈ N, can be regarded as a functor
¯( · ) : modmatR  → modmatR¯ 
given on objects by the mapping B = (Bα)α∈Q1 → B¯ := (B¯α)α∈Q1 .




′)) = ImM¯0· and HomR¯⊗(B¯, B¯′) = KerM¯0·,
where B¯ = R¯ ⊗RB, B¯′ = R¯ ⊗RB′, M :=M(B, B′), M0 :=M0(B, B′) and M¯· :
R¯v1 → R¯v2 , M¯0· : R¯v0 → R¯v1 .
Proof From the description of the functor ¯( · ) and the construction of the respective
matrices we have M(B¯, B¯′) = M¯ and M0(B¯, B¯′) = M¯0. Hence, the assertions
follow immediately from Lemma 4.8. unionsq
Corollary
(a) Assume that
































for some invertible matrices U ∈ u(M v2×v2 (R)) and V ∈ u(M v1×v1 (R)), where
d1, . . . ,dr = 0. Then Der(,HomR¯(B¯, B¯′)) ∼= R¯v1−r ⊕ annR¯ d¯1 ⊕ · · · ⊕ annR¯ d¯r
in mod R¯.
(b) Assume that













0 . . . d 0
r0













for some invertible matrices W ∈ u(M v1×v1(R)) and X ∈ u(M v0×v0(R)), where
d 01 , . . . , d
0
r0 = 0. Then R¯v1/Der0(,HomR¯(B¯, B¯′)) ∼= R¯/(d¯ 01 ) ⊕ · · · ⊕ R¯/(d¯0r0 ) ⊕
R¯v1−r0 in mod R¯.
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Proof (a) Note that under our assumptions we have the equality U¯M¯V¯ = D¯ in ∈
Mv2×v1 (R¯). Moreover, the matrices U¯ ∈ M v2×v2(R¯) and V¯ ∈ M v1×v1(R¯) are invertible.
Now the assertion (a) follows immediately from Lemma 4.9(a).
The arguments in the proof of (b) are analogous. unionsq
4.10
The next result explains the role of the shape of the matrices D and D0 as above in
case R satisfies the following condition:
if F1 is a direct summand of F and F1, F are finitely generated
free R-modules then so is F/F1.
(∗)
(Note that each principal ideal domain R has this property).
Lemma Let R be a ring satisfying (∗) and (F01 , F), (F1, F) two pairs of f initely
generated free R-modules as above such that F01 ⊆ F1. Then F1/F01 is also a f initely
generated free R-module.
Proof Follows immediately, if we consider the canonical exact sequence
0 → F1/F01 → F/F01 → F/F1 → 0.
unionsq
Proposition Let R be a ring satisfying (∗). Assume that for B, B′ from modmatR , the
matrices M =M(B, B′) and M0 =M0(B, B′) satisfy simultaneously the assump-
tions (a) and (b ) of Corollary 4.9. If additionally d1, . . . , dr,d 01 , . . . ,d 0r0 are invertible
then
(E1) Ext1R⊗(B, B′) is a f initely generated free R-module,
(E2) h˘ext B,B′ : R¯ ⊗RExt1R⊗(B, B′) → Ext1R¯⊗(B¯, B¯′) is a R¯-isomorphism, for
every ring homomorphism h : R → R¯, where B¯ = R¯ ⊗RB and B¯′ = R¯ ⊗RB′
(see Section 4.3).
Proof We start by observing that Rv1 = ⊕v1i=1 RV (i) =
⊕v1
i=1 R (W−1)(i), since V and
W−1 are invertible, and by the assumptions, Der(,HomR(B, B′)) = KerM· =
⊕v1
i=r+1 RV (i) and Der0(,HomR(B, B′)) = ImM0· =
⊕r0
i=1 R (W−1)(i) (cf. Lemma
4.8). Thus, by Lemmata 4.2 and 4.10, Ext1R⊗(B, B′) is a finitely generated free R-
module and (E1) is proved.
To prove (E2) consider the commutative diagram














0 → Der0(,HomR¯(B¯, B¯′)) → Der(,HomR¯(B¯, B¯′)) → Ext1R¯⊗(B¯, B¯′) → 0
in mod R¯, with exact rows R¯ ⊗Rν B,B′ and νB¯,B¯′ , where
ν B,B′ : 0 → Der0(,HomR(B, B′)) → Der(,HomR(B, B′)) → Ext1R⊗(B, B′) → 0
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and ν B¯,B¯′ is defined in an analogous way (R¯ ⊗R ν B,B′ is exact since ν B,B′ splits by














(see Lemma 4.9 and proof of Corollary 4.9.). Moreover, the standard isomorphism
h˘ : R¯ ⊗RRv1 → R¯v1 sends 1 ⊗ V (i) to V¯ (i) and 1 ⊗ (W−1)(i) to (W¯−1)(i). Consequently,
h˘derB,B′ and h˘der
0
B,B′ are the restrictions of h˘ to the respective direct summands, so
they are R-isomorphisms and the proof is complete. unionsq
Remark
(a) If (E1) and (E2) are satisfied for B, B′ in modR then we have
(E3) There exists m ∈ N+ such that Ext1R¯⊗(B¯, B¯′) ∼= R¯m, for any R-algebra
R¯ (i.e. ring homomorphism h : R → R¯).
(b) If R = k[X], where X is an affine variety, and (E3) is satisfied for B, B′ in
modR, then we have
(E4) The dimension sequence (dimkExt1(R/mx⊗RB, R/mx⊗RB′))x∈X is
constant, where mx denotes the maximal ideal in R corresponding to
the point x ∈ X (note that R/mx ∼= k, for any x ∈ X).
4.11
In fact for rings R = k[ξ ] f all the conditions (E1 + E2), (E3) and (E4) are equivalent
by the following result, which will be important in further considerations.
Proposition Let R = k[ξ ] f be a localization of the polynomial ring k[ξ ], where f ∈
k[ξ ], and B, B′ a pair of R ⊗k-modules from modR. If the dimension sequence
(dimkExt1(B(a), B
′(a)))a∈kf
is constant, then the conditions (E1) and (E2), for the pair B, B′, are satisf ied.
Proof Without loss of generality we can assume that B, B′ belong to modmatR . Then
it suffices only to show that the assumptions of Proposition 4.10 are satisfied.
Since R is a principal ideal domain, so forM =M(B, B′) andM0 =M0(B, B′)
there exist two pairs of invertible matrices U ∈ u(M v2×v2(R)), V ∈ u(M v1×v1 (R)) and
W ∈ u(M v1×v1(R)), X ∈ u(M v0×v0 (R)) such that UMV = D and WM0X = D0,
where D ∈ Mv2×v1(R) and D0 ∈ Mv1×v0(R) are diagonal matrices as in Corollary
4.9, with d1, . . . ,dr, d 01 , . . . ,d
0
r0 = 0 (see [20]). We prove that d1, . . . ,dr,d 01 , . . . , d 0r0 ∈
u(R).
Let ∂ : k f → N be the function given by
∂(a) = dimkExt1(B(a), B′(a))
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for a ∈ k f . Note that for any a ∈ k f , under the standard isomorphism R/(ξ − a) ∼= k
induced by the projection πa : R → k, given by the mapping gfn → g(a)f (a)n for gfn ∈ R,
we have the following k-isomorphisms
Ext1(B(a), B
′(a)) ∼= Ext1R¯⊗(B(a), B′(a))







where R¯ = R/(ξ − a). Thus, ∂(a) = ∂1(a) − ∂0(a), where ∂1(a) = dimkDer(,HomR¯
(B(a), B′(a))) and ∂0(a) = dimkDer0(,HomR¯(B(a), B′(a))). By the isomorphisms
from Corollary 4.9 applied to the canonical projections πa : R → R¯ ∼= k, we obtain
the equalities:
∂1(a) = v1 − r +  1(a)
where  1(a) := |{ j : d j(a) = 0}| (annR¯ d¯ j = R¯ ∼= k, if d¯ j = d j(a) = 0; otherwise,
annR¯ d¯ j = 0),
−∂0(a) = −r0 +  0(a)
where  0(a) := |{ j : d 0j (a) = 0}| (R¯/(d¯ 0j ) = R¯ ∼= k, if d¯0j = d j(a) = 0; otherwise,
R¯/(d¯ 0j ) = 0), and hence
∂(a) = v1 − r − r0 +  1(a) +  0(a).
On the other hand, by assumption, ∂ : k f → N is a constant function, so by the
finiteness of the subset Z := ⋃rj=1Zk f (d j) ∪
⋃ r0
j=1 Zk f (d 0j ) ⊂ k f (all elements d j and
d 0j are nonzero in R !), we infer that ∂(a) = v1 − r − r0, for every a ∈ k f , and Z = ∅.
Consequently, d1, . . . ,dr, d 01 , . . . ,d
0
r0 ∈ u(R) and the proof is complete. unionsq
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1 Fix B in modR, for R := k[ξ ] f . Observe first that by the
assumption and Proposition 4.11, the conditions (E1) and (E2) hold for all the pairs
(B, F˜i), i = 1, . . . , ρ, where F˜i := R ⊗kFi (note that F˜i(a) = R/(ξ − a) ⊗R F˜i ∼= Fi).
Moreover, for any commutative k-algebra R¯ and algebra homomorphism h : R →
R¯, all R¯-homomorphisms h˘homF˜i,F˜ j for any i, j = 1, . . . , ρ, are isomorphisms, since
h˘homF˜i,F˜ j ◦ (idR¯ ⊗ h˘hom0 Fi,Fj) = h˘hom1 Fi,Fj , where h0 : k → R and h1 : k → R¯ ⊗RR are
the canonical embeddings, and both, h˘hom0 Fi,Fj and h˘
hom
1 Fi,Fj , are isomorphisms by
Lemma 4.3. In particular, the category ˜F is R-semisimple and the category F¯ =
{F¯1, . . . , F¯ρ}, where F¯i = R¯ ⊗kFi for any i = 1, . . . , ρ, is R¯-semisimple, since F is
semisimple (note that R¯ ⊗RR ∼= R¯ and R¯ ⊗R F˜i ∼= F¯i for any i = 1, . . . , ρ).
Consequently, by Theorem 4.1, the universal extension η ˜FB of B with respect to
˜F exists. (Notice that the middle term ϒ
˜F (B) of η
˜F
B belongs to modR). Moreover,
by Theorem 4.4, for any R¯ and h as above the universal extension ηF
B¯
of B¯ := R¯ ⊗
RB with respect to F exists and its middle term ϒF (B¯) is described by the R¯ ⊗k-
isomorphism
ϒF (B¯) ∼= R¯ ⊗Rϒ ˜F (B) (∗)
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Now assume that R¯ = R/(ξ− a)l, for a pair (a, l) ∈ k f × N+, and that h is a canon-
ical projection R → R/(ξ− a)l. Since the algebra A := R/(ξ− a)l is selfinjective and
all the other assumptions of Theorem 4.6 for the A ⊗k-module C := B¯ = R/(ξ−
a)l ⊗R B are satisfied (they have been already positively verified above), we have a
-isomorphism
ϒF (B¯) ∼= ϒF (B¯)
and hence, by (∗)
ϒ
˜F(B)(a, l) ∼= ϒF (B(a, l))
in mod. unionsq
As a consequence of the proof above we obtain a result which says that in
good situations the universal extension construction commutes with localizations and
therefore then we can simply work over k[ξ ] instead of over k[ξ ] f (see also Corollary
4.12 and Remark 4.12). Note that this is definitely much more profitable also from
the computational point of view (cf. Section 5.7).
Corollary Let , F := {F1, . . . , Fρ} be as above and ˜F := {F˜1, . . . , F˜ρ} be a k[ξ ]-
category, where F˜i := k[ξ ] ⊗kFi for i = 1, . . . , ρ. Then ˜F is k[ξ ]-semisimple and
for any nonzero polynomial f ∈ k[ξ ], the k[ξ ] f -category ˜F f := {(F˜1) f , . . . , (F˜ρ) f } is
k[ξ ] f -semisimple. Moreover, if B is a k[ξ ] ⊗k-module from modk[ξ ] such that the
dimension sequence
(dimkExt1(B(a), Fi))a∈k
is constant for every i = 1, . . . , ρ, then the universal extensions η ˜FB of B with respect to
˜F and η ˜F fB f of B f with respect to ˜F f exist,
ϒ
˜F f (B f ) ∼= (ϒ ˜F(B)) f
in modk[ξ ] f , and consequently,
(ϒ
˜F f (B f ))(a, l) ∼= (ϒ ˜F (B))(a, l) ∼= ϒF (B(a, l))
in mod, for all a ∈ k f and l ∈ N+.
Proof Apply the first part of the proof and the formula (∗) for the case R = k[ξ ],
R¯ = k[ξ ] f and the canonical embedding h : k[ξ ] ↪→ k[ξ ] f . unionsq
4.12
Nowwe prove Theorem 3.2.We use the approach to modules over canonical algebras
proposed by Geigle and Lenzing in [11]. To any canonical algebra  = (p,λ) we
associate the so-called weighted projective line X = X(p,λ) defined by setting X :=
ProjL(S), where S is the commutative k-algebra
S = S(p,λ) := k[X1, . . . , Xt] / ({Xpii − Xp11 − λiX p22 }i=3,...,t)
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admitting a natural grading S = ⊕x∈L Sx by the rank one abelian ordered group
L = L(p) on generators x1, x2,. . . ,xt with relations p1x1 = p2x2 = · · · = ptxt =: c,
such that the degree of each Xi is just xi and L+ := ∑ti=1 Nxi. Consider the abelian
hereditary category cohX consisting of all coherent sheaves of L-graded modules
over X. Then the sheaf T := ⊕0≤x≤cO(x), formed by summing up the all shifted
structure sheaves O(x) := OX(x) by elements in L such that 0 ≤ x ≤ c, is a tilting
object in cohX and EndX(T) ∼= . Moreover, the full right derived functor " :=
RHomX(T,−) : Db (cohX) → Db (mod), for the functor HomX(T,−) : cohX →
mod, yields the triangle equivalence Db (cohX) 	 Db (mod) (see [11] for all
details).
Recall that each indecomposable element in cohX is a locally free sheaf, called a
vector bundle, or a sheaf of finite length. If we denote by vectX (respectively coh0X)
the category of vector bundles (respectively finite length sheaves) on X and for any
μ ∈ Q¯, by Cμ the full subcategory of cohX formed by all indecomposable sheaves Y
such that μX(Y) = μ, where μX(Y) is the slope of the sheaf Y, then clearly cohX =
vectX ∨ coh0X, coh0X = addC∞ and vectX = ∨μ∈Q(addCμ).
Let coh+X be the full subcategory of vectX formed by all vector bundles whose
indecomposable summands X satisfy the condition Ext1
X
(T, X) = 0 and mod+()
the full subcategory of mod formed by all -modules whose indecomposable
summands have positive rank. Then in particular, coh+X corresponds to mod+() by
means of the mapping X → HomX(T, X) under the equivalence " : Db (cohX) 	→
Db (mod).
Let now  be a tubular canonical algebra of the type p. Then all Cμ, for μ ∈ Q¯,
are abelian uniserial categories, enjoying the same as coh0X tubular structure of
the Auslander–Reiten quiver, given by a P1(k)-family of stable tubes of the type p
indexed by the points of the line X. One shows that Cμ ⊂ coh+X, for every μ ∈ Q>p;
moreover, C ′p ⊂ coh+X, where C ′p it a full subcategory of Cp formed by all sheaves
nonisomorphic to those lying on the coray ending with O(c + ω), which belongs to
the stable tube of maximal rank (we denote it by T 0), where ω ∈ L(p) is the so-
called dualizing element (see [9, 11]). Then Cμ as above and C ′p correspond via "
to the subcategories Xμ, for μ > p, and Xp of mod+ respectively. Note that this
correspondence preserves tubes with the one exception, where “the intersection”
T 0 ∩ C ′p corresponds to the unique nonstable tube in Xp.
Proof of Theorem 3.2 Let μ ∈ Q be a fixed rational number and F = F(T ) the
semisimple k-category formed by all quasi-simple objects in a fixed (stable) tube T
in Cμ ⊂ cohX of the rank ρ = ρT , where X is the weighted projective line associated





called tubular mutations with respect to F . They have various nice properties, in
particular preserve tubes. Moreover, for an indecomposable X in cohX we have
R(X) ∼= ϒF (X)
provided μ(X) > μ (a slight generalization of [16, Corollary 5.2.3]). Observe that
this formula allows to determine easily the slope μ(R(X)) for any indecomposable
object X in Cμ′ , for a fixed μ′ > μ.
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To compute precisely μ(R(X)), for a fixed X in Cμ′ with quasi-length l := $(X)
and τ -period ρ ′ := ρ(X), we use the Riemann–Roch formula for the pair (X, F1).
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dimkExt1(X, Fi) = lm′ (rd′ − r′d) (∗)
where d′ := deg Xlm′ , r′ := rk Xlm′ , d := deg F1m , r := rk F1m , m := pρ , m′ := pρ′ (∈ N). (It is
well known that then μ′ = μ(X) = d′r′ and μ = μ(F1) = dr are irreducible fraction
presentations. Applying the additive functions deg and rk to the exact sequence ηFB
(see Section 4.1), we obtain by (∗) the equalities
degR(X) = lm′ (rd′ − r′d) deg F1 + deg X
and
rkR(X) = lm′ (rd′ − r′d) rk F1 + rk X
(deg and rk are τ -invariant!). Consequently, we have
μ(R(X)) = degR(X)
rkR(X) =
lm′ (rd′ − r′d)md + lm′d′
lm′ (rd′ − r′d)mr + lm′r′ =
dm (rd′ − r′d) + d′
rm (rd′ − r′d) + r′ (=: μ
′′)
(so in fact μ(R(X)) = μ′′(μ,μ′, ρT )!).
In particular, we also obtain that for any μ′ > μ,R induces a functor
R| : Cμ′ −→ Cμ′′
where μ′′ = μ′′(μ,μ′, ρT ) is as above.
Assume that p ≤ μ < μ′ (hence d, r, d′, r′ ∈ Z≥1) and T = T 0, if μ = p . Then we
have μ′′ > p, since
p (rm (rd′ − r′d) + r′) < μ rm (rd′ − r′d) + μ′r′ = dm (rd′ − r′d) + d′
Thus, F , Cμ′ and Cμ′′ are contained in coh+X so they can be regarded as subcate-
gories of mod+ and identified with "(F), Xμ′ and Xμ′′ , respectively. Moreover,
observe that then via"| coh+X = Hom(T,−)| coh+X we have also ηXF = η"(X)"(F ),F (B) =
"(F )("(X)) and ϒF (X) = ϒ"(F )("(X)). From now on we will freely use all these
identifications.
Now we complete the proof of the theorem. Let now B and F be as in the





is constant for every i = 1, . . . , ρ, since [B(a)] = [X] in K0(X), for all a ∈ k f , where
X is a quasi-simple object in a fixed homogeneous tube in Cμ′ , and hence,
dimkExt
1
(B(a), Fi) = −eulf([X], [Fi])
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where eulf : K0(X)2 → Z is the Euler form. Then by Theorem 3.1, the universal ex-
tension η ˜FB and k[ξ ] f ⊗k-module ϒ ˜F (B) in modk[ξ ] f  are well defined. Moreover,
for any pair (a, l) ∈ k[ξ ] f × N+ we have -isomorphisms
ϒ
˜F(B)(a, l) ∼= ϒF (B(a, l)) (∗∗)
On the other hand, from [15, 16], R| : X 0μ′ → X 0μ′′ is an equivalence, where X 0μ′
and X 0μ′′ denote the subcategories of all homogeneous modules in Xμ′ and Xμ′
respectively, so by our assumption on B, the functor
R| ◦ (− ⊗k[ξ ] f B) : modk[ξ ] f −→ addX 0μ′′
yields a bijection between the sets of isoclasses of indecomposable objects in
modk[ξ ] f and X 0μ′′ . Consequently, by (∗∗), so does the functor
− ⊗k[ξ ] f ϒ ˜F (B) : modk[ξ ] f −→ addX 0μ′′
and in this way the proof is complete. unionsq
It turns out that if the bimodule B parametrizing all homogeneous indecompos-
able modules in the slope μ′ is a localization of the bimodule frommod k[ξ ] then the
same holds true for the universal extension ϒ
˜F (B) parametrizing all homogeneous
indecomposable modules in the slope μ′′. More precisely, we have the following fact.
Corollary Let , B, μ′, F , ˜F and ϒ
˜F (B), for a f ixed p ≤ μ < μ′ and tube T in Xμ
be as in Theorem 3.2. If additionally B ∼= B˙ f for some B˙ in mod k[ξ ] such that B˙(a)
belongs to Xμ′ also for all a ∈ Z( f ), then ϒF˙ (B˙) for the k[ξ ]-semisimple category
F˙ := {k[ξ ] ⊗kF1, . . . ,k[ξ ] ⊗kFρ} exits,
ϒF˙ (B˙) f ∼= ϒ ˜F(B)
and ϒF˙ (B˙)(a) belongs to Xμ′′ for all a ∈ Z( f ). Moreover, ϒF˙ (B˙) induces a functor
− ⊗k[ξ ] ϒF˙ (B˙) : modk[ξ ] → addXμ′′ , which yields an injection between the respective
sets of isoclasses of indecomposable objects, provided so does − ⊗k[ξ ] B˙ : modk[ξ ] →
addXμ′ .
Proof We show similarly as above that (dimkExt
1
(B˙(a), Fi))a∈k is a constant se-
quence for every i, and then by Theorem 3.1, the universal extension ηF˙
B˙
exists.
Now applying Corollary 4.11, we obtain the required isomorphism. The remaining
assertions follow by arguments analogous to those used in the previous proof. unionsq
Remark
(a) For any d ∈ Z≥p, the matrix bimodule B˙ := B(d) has the property that B˙(a) be-
longs toXμ′ for all a ∈ Z( f ), where B(d) frommodmatk[ξ ] is as in [9, Table 4.7] and
μ′ = d. Clearly, due to [9, Theorem 4.1], B := (B˙) f satisfies the assumptions of
Theorem 3.2. Moreover, the functor − ⊗k[ξ ] B˙ : modk[ξ ] → addXd yields an
injection between the respective sets of isoclasses of indecomposable objects.
All these properties follow by the very construction from the fact that they hold
for d = p (see [9]).
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(b) Roughly speaking the corollary says that if we start with an integral slope
and apply inductively our construction to create the bimodules B(ν) (from
modk[ξ ] f ) parametrizing X 0ν , for the consecutive slopes ν, then we can com-
pute universal extensions B˙(ν) for modules over k[ξ ] ⊗k (instead of over
k[ξ ] f ⊗k) and next to localize them to k[ξ ] f . Moreover, we have even that
all the functors − ⊗k[ξ ] (B˙(ν)) : modk[ξ ] → addXν yield injections between the
respective sets of isoclasses of indecomposable objects.
5 The Proof of the Main Result
5.1
We start by some results which yield a precise control of the “slope changes” given
by the formula (∗) in Section 3.2 and allow to reduce canonically the rational slopes
from Q≥p to integers in Z≥p, for a fixed p ∈ N+.
We set Q¯ := Q ∪ {∞}. We will naturally identify Q¯ with the quotient set Z20/∼,
where Z20 := Z2 \ {(0, 0)} and ∼ ⊂ Z20 × Z20 is the proportionality relation.
Lemma
(a) For any m ∈ N+ and μ = dr ∈ Q¯, where gcd(r,d) = 1, the function ς : Q¯ → Q¯
def ined by the mapping μ′ → μ′′(μ, μ′;m) := dm (rx−dy)+xrm (rx−dy)+y , for μ′ = xy ∈ Q¯, is
a bijection. The unique μ′ ∈ Q¯ such that ς(μ′) = μ′′, for μ′′ = ab ∈ Q¯, has the
form μ′ = xy , where x = a + d2mb − dmra and y = b − r2ma + dmrb.
(b) If r = 1 then for any μ′′ = ab ∈ Q \ {d + 1m }, with b ∈ Z≥1, we have μ < μ′ if
and only if d < μ′′ < d + 1m, or equivalently μ = μ′′ (= quob (a) = d) and
0 < μ′′ − μ′′ < 1m (μ′ = ∞, if μ′′ = d + 1m ).






detM = 0, the multiplication M· : Z2 → Z2 induces a bijection ς = ςM : Q¯ → Q¯,
given by the formula ς(μ′) = Ax+ByCx+Dy , where μ′ = xy is a fraction presentation of
μ′ ∈ Q¯. Clearly, if M′ is another such matrix then we have ςM′ ◦ ςM = ςM′M. It is
easily seen that the mapping M → ςM yields a group homomorphism ς(−) : Sl2(Z) →
S( Q¯), with Ker ς(−) = {±I2}, where S( Q¯) is the group of all bijections of the set Q¯.
Hence, ς−1M = ςM−1 , for any M ∈ Sl2(Z), and the unique μ′ ∈ Q¯ such that ςM(μ′) =
μ′′, for an arbitrary fraction presentation μ′′ = ab of μ′′ ∈ Q¯, is given by the formula
μ′ = xy , where x = Da − Bb and y = −Ca + Ab .
Now observe that the map ς : Q¯ → Q¯, defined by μ′ → μ′′(μ,μ′;m), has the
form ς = ςM for the matrix M :=
[
1 + dmr −d2m
r2m 1 − dmr
]
, and that detM = 1. Conse-
quently, the assertion follows immediately from the formulas for x and y given above.
(b) Follows easily by an analysis of the elementary inequality a+d
2mb−dma
b−ma+dmb > d
dependently on the sign of denominator. unionsq
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Corollary If under the notation above m, r = 1, then for μ′′ = ab ∈ Q≥0 \ Z, with b ∈
Z≥1, we have
μ′ > μ ⇔ μ = μ′′ (= quo b (a) = d),
and then μ′ = a−quob (a) remb (a)b−remb (a) = quob (a) + rem b (a)b−rem b (a) (0 < remb (a) !); in particular, if
μ′′ ∈ Q≥p, for a f ixed p ∈ N, then μ,μ′ ∈ Q≥p, and μ < μ′′ < μ′.
Proof The first assertion follows immediately from (b), the formula for μ′ from
the equalities μ′ = a+d2b−dab−a+db and d = quob (a). The remaining assertions are now
straightforward. unionsq
Remark
(a) b − remb (a) < b , since μ′′ /∈ Z.
(b) gcd(a − l quob (a) remb (a),b − l remb (a)) = gcd(b − l remb (a), remb (a)) = 1,
for any l ∈ N, if gcd(a,b ) = 1.
5.2
Further on we set for simplicity μ′′(μ, μ′) := μ′′(μ,μ′; 1).
Proposition Let p ∈ N be a f ixed number. For any μ′′ ∈ Q≥p there exist uniquely
determined s = s(μ′′) ∈ N and the pair μ′′ := ((μi)i=1,...,s, (μ′i)i=0,...,s) of sequences
satisfying the following conditions:
• s ≥ 1 i f and only i f μ′′ /∈ Z,
• μ′0 = μ′′,• μ1, . . . , μs ∈ Z≥p, μ′1, . . . , μ′s−1 ∈ Q≥p \ Z and μ′s ∈ Z≥p,• μi < μ′i, for every i ≥ 1,• μ′i−1 = μ′′(μi, μ′i), for every i ≥ 1.
For any pair μ′′ as above we always have inequalities μ′0 < μ
′
1 < · · · < μ′s.
Proof Note that the uniqueness property is clear from the Corollary 5.1. We
show the existence applying the induction on b ∈ N+, where μ′′ = ab is such that
gcd(a,b ) = 1. If b = 1 then μ′′ is an integer and we set s := 0 and μ′0 = μ′′ (the
sequence is empty). If b ≥ 2 then μ′′ ∈ Q≥p \ Z. Now the assertion follows from
the Corollary 5.1 and the inductive assumption, since we have the inequality b −
remb (a) < b . unionsq
Remark
(a) The sequence μ′′ can be algorithmically determined from μ′′.
(b) If we know μ′s and the sequence μs, . . . , μ1 then we can easily reconstruct the
values μ′s−1, . . . , μ
′
0 = μ′′.
(c) If (μ′′)& = μ′i, for some i, then s& = s − i, where s& := s((μ′′)&), and the pair
(μ′′)& = ((μ&i& )i&=1,...,s& , ((μ′)&i& )i&=0,...,s& ) of sequences defined by (μ′′)& is given by
the formulas μ&i& = μi&+i and (μ′)&i& = μ′i&+i.
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Theorem Let  be a canonical tubular algebra of the type p = (p1, . . . , pt) and f =
fp. Then for any q ∈ Q≥p, if p = (2,2, 2, 2), (3, 3, 3), (2, 4, 4); respectively, q ∈ {6} ∪
Q≥7, if p = (2,3, 6), the k[ξ ] ⊗k-module B(q) def ined by the formula
B(q) := (ϒμ1 ◦ · · · ◦ ϒμs)(B(μ′s))
is well def ined, belongs tomodk[ξ ] and its localization (B(q)) f yields a parametrizing
bimodule for all indecomposable-modules from the family of all homogeneous tubes
in Xq, where μ′s and μ1, . . . , μs are elements of the sequences forming μ′′ , for μ′′ := q.
Both, the formulation of the theorem and its proof, heavily depend on Lemma 3.3,
formulated without the proof. Therefore we start by proving this important result.
Proof of Lemma 3.3 Fix p. Note first that for any d ≥ 2p (resp. d > 2p, if p =
(2,3, 6)) and the sequence (u; (ui)) ∈ (d), the module M(u−1; (ui)) is well defined,
since (u − 1; (ui)) ∈ (d−p), and clearly
dim M(u; (ui)) = 11 + dim M(u−1; (ui)) (∗)
where 11 ∈ NQ0 is the vector with all coordinates equal to 1. Next applying the
definition of the degree function, we check case by case that degM(u; (ui)) = d
for every (u; (ui)) ∈ (d), with d = p, . . . , 2p − 1 (resp. d = p + 1, . . . , 2p, if p =
(2,3, 6)). Now, since deg 11 = p, we infer from (∗) by induction arguments that the
equality degM(u; (ui)) = d holds for all d ≥ p (resp. d > p). Consequently, each F (d)
consists of p nonisomorphic quasi-simple objects in Xd, since rk F = 1 for every
F ∈ obF (d).
To prove that F (d), for the respective d, has the form F (d) = F(T ), where T is a
tube in Xd of maximal rank ρT = p, it suffices to show that for every F ∈ obF (d), we
have φ(dim F) = dim F ′ = dim F, for some F ′ ∈ obF (d), where φ is the Coxeter
transformation for  (see [2, III.3] for the definition). Note that this implies an
isomorphism τ(F) ∼= F ′, since proj.dim F ≤ 1 andHom(F,) = 0, so dim τ(F) =
φ(dim F), but on the other hand F ′, as a quasi-simple non-homogeneous object in
Xd, is the unique up to isomorphism indecomposable -module with the dimension
vector equal to dim F ′ (see [19, 2.4] and [14]). Now we check case by case for each
(u; (ui)) ∈ (d), with d = p, . . . , 2p − 1 (resp. d = p + 1, . . . , 2p, if p = (2,3, 6)), that
φ(dim M(u; (ui))) = dim M(u′; (u′i)), for some (u′; (u′i)) ∈ (d), (u′; (u′i)) = (u; (ui)).
Next, using the induction arguments based on (∗) and the fact that φ(11) = 11, we
show that our claim holds for all d. In this way the proof of the lemma is complete.
unionsq
Proof of Theorem 5.2 Fix q as in the statement. We define inductively a sequence
Bs, . . . , B0 of k[ξ ] ⊗k-modules with the following properties: for every i, the
module Bi belongs to modk[ξ ] and its localization (Bi) f yields a parametrizing
bimodule for X 0
μ′i
; moreover, B0 = B(q). Without loss of generality we can assume
that q /∈ Z, since otherwise s = 0 and the assertion trivially holds.
We set Bs := B(μ′s) (μ′s ∈ Z≥p, so B(μ′s) is known!; cf.Proposition 5.2). It is clear that
Bs satisfies all the required conditions. Assume that Bi with the required properties
is already defined, where 1 ≤ i ≤ s. Note that by Proposition 5.2 we have μi < μ′i and
μi ∈ Z≥p (resp. μi ∈ Z≥7, if p = (2,3, 6)), since μ′′ ∈ Q≥p (resp. μ′′ ∈ Q≥7; μ′′ /∈ Z !).
Then, by Lemma 3.3, F (μi) is a semisimple category of the type F(T ), where T
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is a stable tube in Xμ′i of the maximal rank ρT = p (hence, mT = 1). Moreover,
the category ˜F (μi) is R-semisimple, for R = k[ξ ], the universal extension of Bi
with respect to ˜F (μi) exists, the k[ξ ] ⊗k-module ϒμi(Bi) = ϒ ˜F (μi) (Bi) belongs to
modR and its localization (ϒμi(Bi)) f is a parametrizing bimodule for X 0μ′i−1 (see
Theorem 3.2, Corollary 4.12 and Remark 4.12). Now, we set Bi−1 := ϒμi(Bi).
In this way the construction of the sequence Bs, . . . , B0 of modules is complete.
It is clear that B0 = B(q). Consequently, the module B(q) satisfies all the properties
from the assertion. unionsq
Corollary For any i, we have B(μ
′
i) = Bi, where Bi are constructed for q = μ′′ as
above.
Proof Follows immediately by Remark 5.2 (c). unionsq
5.3
To prove the main result, Theorem 3.3, we need the precise constructive description
of the sequences μ′′, for μ′′ ∈ Q≥p \ Z (cf. Remark 5.2 (a) and (b)). For this aimmore
detailed analysis of the inductive proof of Proposition 5.2 is necessary.
Let a(μ′′) := (a0, . . . , an+1, an+2), where a0 = a, a1 = b , an+1 = 1, an+2 = 0, and
c(μ′′) := (c1, . . . , cn+1) be the two sequences constructed for μ′′ as in 3.3, where
μ′′ = ab is the fraction presentation such that gcd(a,b ) = 1. Note that μ′0 = μ′′ =
c1 + a2a1 and n ≥ 1, sinceμ′′ /∈ Z, so a2 > 0. Moreover, s = s(μ′′) ≥ 1,μ1 = c1 andμ′1 =
a0−c1a2
a1−a2 = c1 + a2a1−a2 (see Corollary 5.1). Now the following three cases are possible:
1o a2 = a1 − a2, equivalently, a1 = 2a2: Then c2 = 2, a3 = 0 and μ′1 = c1 + 1 ∈ Z≥p.
2o a2 < a1 − a2, equivalently, 2a2 < a1: Then quo a1−a2(a0 − c1a2) = c1 and
rem a1−a2(a0 − c1a2) = a2, hence, by the formula from Corollary 5.1 μ2 = c1 and
μ′2 = (a0−c1a2)−c1a2(a1−a2)−a2 = a0−2c1a2a1−2a2 = c1 + a2a1−2a2 .
3o a2 > a1 − a2, equivalently, 2a2 > a1: Then c2 = 1 and a1 − a2 = a1− c2a2 = a3,
so a3 > 0. Hence a0 − c1a2 = c1a3 + a2 = (c1 + c3)a3 + a4, so from the formula
for μ′1 we have μ
′
1 = c1 + c3 + a4a3 . Moreover quo a1−a2(a0 − c1a2) = c1 + c3 and
rem a1−a2(a0 − c1a2) = a4. Consequently,μ2 = c1 + c3 and μ′2 = c1 + c3+ a4a3−a4 , if
a4 = 0. Note that μ′1 = c1 + c3 ∈ Z≥p, in case a4 = 0.
Now repeating inductively the arguments above, one can give the close formu-
las for all members of the sequences μ′′ and the formulas reconstructing μ′0 =
μ′′, . . . μ′s−1 from μ
′
s ∈ Z≥p. To present them precisely we fix some notation.
For any d ∈ N, we denote by ς(d) the map ςMd : Q¯ → Q¯, where Md :=
[
1 + d −d2
1 1 − d
]
,
i.e. given by ς(d)(μ′) := μ′′(d, μ′) = dx−d2y+xx−dy+y , for μ′ = xy ∈ Q¯.
Remark If x = dy + z then ς(d)( x−ldzy−lz ) = x−(l−1)dzy−(l−1)z , for l ∈ N.
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◦ · · · ◦ ς c2m(c1+c3+···+2m−1)
)








× (c1 + c3 + · · · + c2m+1 + 1)
if n = 2m + 1,
where c(μ′′) = (c1, . . . , cn+1) (cf. Theorem 3.3). Moreover, s(μ′′) = c0 + c2 · · · + c2m,
if n = 2m; respectively, s(μ′′) = c0 + c2 · · · + c2(m+1) − 1, if n = 2m + 1, where c0 := 0,
and for any i ≤ s(μ′′) such that c0 + c2 + · · · + c2 j + 1 ≤ i ≤ c0 + c2 + · · · + c2( j+1), we
always have μi = c1 + c3 · · · + c2 j+1, and
μ′i = c1 + c3 + · · · + c2 j+1 +
a2( j+1)





(c1+c3···+c2 j+1) ◦ · · · ◦ ς c2m(c1+c3···+c2m−1)
)
(c1 + c3 + · · · + c2m+1) ,
if n = 2m; respectively,
μ′i = c1 + c3 + · · · + c2 j+1 +
a2( j+1)









(c1 + c3 + · · · + c2m+1 + 1) ,
if n = 2m + 1, where a(μ′′) = (a0, a1, . . . , an+1, an+2).
Proof We prove the assertion by induction on n := n(μ′′). The case n = 0 is obvious,
since then m = 0, a2 = 0 and μ′′ = c1 ∈ Z, so all the formulas trivially hold. If
n = 1 then m = 0, a3 = 0, μ′′ ∈ Q≥p \ Z and s := s(μ′′) ≥ 1. Applying inductively the
arguments as in 2o and 1o, we infer that s = c2 − 1, moreover, μi = c1 and μ′i =
c1 + a2a1−ia2 , for every i = 1, . . . , c2 − 1. (Note that μ′c2−1 = c1 + 1, since a1 = c2a2).
Consequently, in this situation all the required formulas follow easily (cf. Section 5.1
and Remark).
Assume now that n ≥ 2. Then the formulas for μi and μ′i, where i = 1, . . . , c2 −
1, remain still valid, but a3 = 0, so a1 − c2a2 > 0; hence, μc2 = c1 and μ′c2 = c1 +
a2
a1−c2a2 = c1 + c3 + a4a3 , since a1 − c2a2 = a3 and a2 = c3a3 + a4 (cf. 2o and 3o). Note
that we have μ′i = ς c2−i(c1) (μ′c2), for every i = 1, . . . , c2 and also for i = 0 (see Section 5.1
and Remark). In particular, if a4 = 0, then n = 2, m = 1 and μ′c2 = c1 + c3 ∈ Z≥p, so
all the formulas hold true.
Consider the case a4 = 0. Set a& := (c1 + c3)a3 + a4, b & := a3 and (μ′′)& := a&b & .
Then (μ′′)& = μ′c2 /∈ Z, so s& = s − c2 ≥ 1, where s& := s((μ′′)&), and n& = n − 2,
where n& := n((μ′′)&). Moreover, the sequence (μ′′)& = (μ&i& , (μ′)&i& )i&=1,...,s& is given
by the equalities (i): μ&i& = μc2+i& and (μ′)&i& = μ′c2+i& (cf. Remark 5.2(c)). Observe
that gcd(a&, b &) = gcd(a3, a4) = 1 and the sequences a((μ′′)&) = (a&1, . . . , a&n&+2) and
c((μ′′)&) = (c&1, . . . , c&n&+1) have the following shape (ii): a&0 = (c1 + c3)a3 + a4, a&1 =
a3, . . . , a&n = an+2 and c&1 = c1 + c3, c&2 = c4, . . . , c&n−1 = cn+1.
Now we can close the proof. By the inductive assumption we infer the validity of
the formulas as in the statement for members of the sequence (μ′′)&. They are actually
expressed in terms of the sequences a((μ′′)&) and c((μ′′)&). Applying them together
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with the equalities (i) and (ii), and next combining with the formulas for μi and μ′i,
with i ≤ c2, from the beginning of the discussion for the case n ≥ 2, we immediately
obtain our assertion (cf. Section 5.1 and Remark). unionsq
Now we can prove the first part of Theorem 3.3.
Proof of Theorem 3.3(a) Fix q as in the statement (a). Then by Theorem 5.2, the
k[ξ ] ⊗k-module B(q) := (ϒμ1 ◦ · · · ◦ ϒμs)(B(μ′s)) is well defined, belongs to modk[ξ ]
and its localization (B(q)) f yields a parametrizing bimodule for X 0q , where μ′s and
μ1, . . . , μs are elements of the sequences forming μ′′, for μ′′ := q. Now inserting
into the formula above the values for μ′s and μ1, . . . , μs, given in Proposition 5.3,
we immediately obtain the assertion (a) of Theorem 3.3. unionsq
5.4
The assertion (b) of Theorem 3.3 has a quite different character than (a). It covers
a very specific case and can be treated as a “patch” which fills in the gap being a
result of certain nonregularity of tubular structure of mod, for the weight sequence
p = (2,3, 6). To prove (b) we will apply the technique which is in some sense dual to
(co)universal extensions of bimodules. In our situation this technique occurs to be
less complicated than the previous one. Therefore we treat this case more loosely,
sketching only briefly some parts of our exposition and omitting sometimes the
technical details.
Let  = kQ/I be a (finite dimensional) k-algebra of a bound quiver (Q, I) and
R a commutative k-algebra. Then for any R ⊗k-module B in modR and full




HomR⊗(F, B) ⊗R F −→ B
we always mean the canonical R ⊗k-homomorphism, given by the mappings ϕ ⊗
fx → ϕx( fx), for F ∈ obF and x ∈ Q0, where ϕ = (ϕx)x∈Q0 ∈ HomR⊗(F, B) and
fx ∈ Fx, and by KF (B) we denote the R ⊗k-module
KF (B) := Ker (canFB ) .
The following analog of Theorem 3.1 will play a basic role.
Theorem Let  = kQ/I be a f inite dimensional k-algebra of a bound quiver (Q, I),
R = k[ξ ] f the localization of k[ξ ], where f ∈ k[ξ ] is a nonzero polynomial, and F :=
{F1, . . . , Fρ} a subcategory in mod. Then for any R ⊗k-module B from modR
satisfying the following two conditions:
• the sequence (dimkHom(Fi, B(a)))a∈kf is constant for every i = 1, . . . , ρ,
• the canonical map canFB(a) :
⊕ρ
i=1 Hom(Fi, B(a)) ⊗kFi → B(a) in mod is
surjective for all a ∈ k f ,
the canonical map can ˜FB :
⊕ρ
i=1 HomR⊗(F˜i, B) ⊗R F˜i −→ B in mod R ⊗k is sur-
jective, K
˜F (B) belongs to modR and
(K
˜F (B))(a, l) ∼= KF (B(a, l))
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in mod, for all a ∈ k f and l ∈ N+, where ˜F := {F˜1, . . . , F˜ρ} and F˜i = R ⊗kFi for
every i.
The proof of this result needs some preparation and will be given in Section 5.5.
5.5
We start with the information on behaviour of homomorphism spaces for R ⊗k-
modules from modR under the “change of coefficients” (cf. Section 4.11).
Proposition Let R = k[ξ ] f be a localization of the polynomial ring k[ξ ], where f ∈
k[ξ ], and B, B′ a pair of R ⊗k-modules from modR. If the dimension sequence
(dimkHom(B(a), B′(a)))a∈kf
is constant, then for (B, B′) the following condition holds:
(H2) h˘homB,B′ : R¯ ⊗RHomR⊗(B, B′) → HomR¯⊗(B¯, B¯′) is a R¯-isomorphism, for
every algebra homomorphism h : R → R¯, where B¯ = R¯ ⊗RB and B¯′ = R¯ ⊗
RB′ (see Section 4.3).
Proof Without loss of generality we can assume as in Section 4.11 that B, B′
belong to modmatR . Let M0 =M0(B, B′) ∈ Mv1×v0(R) be a matrix as in Lemma
4.8. Since R is a principle ideal domain, there exists a pair of invertible matrices
W ∈ u(M v1×v1(R)) and X ∈ u(M v0×v0(R)) such that WM0X = D0, where D0 ∈
Mv1×v0 (R) is a diagonal matrix as in Corollary 4.9(b) with d 01 , . . . ,d
0
r0 = 0 (see [20]).
We first show that our assumption implies that d 01 , . . . ,d
0
r0 ∈ u(R). For this aim
we use the formula HomR¯⊗(B¯, B¯′) ∼= R¯v0−r0 ⊕ annR¯ d¯ 01 ⊕ · · · ⊕ annR¯ d¯ 0r0 in mod R¯,
which holds for any ring homomorphism h : R → R¯ (cf. Corollary 4.9(a)). Applying
it for R¯ = R/(ξ − a) ∼= k and h = πa : R → k, for all a ∈ k f as in Section 4.11, we
obtain our claim (see [Dowbor P. and Mróz A., 2013, On the normal forms of
modules with respect to parametrizing bimodules, unpublished] for details).
To prove the main assertion observe that Rv0 = ⊕v0i=1 RX (i) and R¯v0 =
⊕v0
i=1 R X¯ (i), moreover, HomR⊗(B, B′) =
⊕v0
i=r0+1 RX (i) and HomR¯⊗(B¯, B¯′) =
⊕v0
i=r0+1 R X¯ (i), since d 01 , . . . ,d 0r0 ∈ u(R) (see also Lemmata 4.8(b) and 4.9(b)). The
standard isomorphism h˘ : R¯ ⊗RRv0 → R¯v0 sends 1 ⊗X (i) to X¯ (i), so h˘homB,B′ is the
restriction of h˘ to the respective direct summand. Consequently, h˘homB,B′ is an R-
isomorphism. unionsq
Remark Hom R⊗(B, B′) is always a finitely generated free R-module (cf. (E1) in
Section 4.10).
In the proof of Theorem 5.4 we use also the following fact.
Lemma Let R be as above. Then for a matrixN ∈ M v′2×v′1 (R), the R-homomorphism
N · : Rv′1 → Rv′2 is surjective if and only if N (a)· : kv′1 → kv′2 is surjective for every
a ∈ k f , whereN (a) := N ∈ M v′2×v′1(k), for h = πa : R → k as above (see Section 4.9).
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Proof Let D ∈ Mv′2×v′1(R) be a diagonal matrix with d1, . . . ,dr = 0 of the shape
as in Corollary 4.9(a) (we replace only vi by v′i) such that D = UNV , where U ∈
u(M v′2×v′2(R)) and V ∈ u(M v′1×v′1(R)) is a pair of invertible matrices (the existence ofD,U ,V for N follow by [20]). Observe that N · in surjective if and only if r = v′2
and d1, . . . ,dr ∈ u(R), since Rv′2/ImN · ∼= Rv′2−r ⊕ R/(d1) ⊕ · · · ⊕ R/(dr). Moreover,
similarly N (a)·, for a ∈ k f , is surjective if and only if d1(a), . . . ,dr(a) = 0 and
r = v′2. Now the assertion follows from the fact that di ∈ u(R) if and only if
πa(di) = di(a) = 0, for every a ∈ k f . unionsq
Proof of Theorem 5.4 W start by constructing a -isomorphism















Hom(Fi, B(a, l)) ⊗kFi
where R¯ = k[ξ ]/(ξ − a)l for (a, l) ∈ k f × N+. The map ψ is given by the composition
























































where the first and the third isomorphisms are result of the definition of F˜i, the
second one is induced by the homomorphisms h˘hom F˜i,B ⊗ idFi for the canonical
algebra projections h : R → R¯ (under our assumption all h˘homF˜i,B are isomorphisms
by Proposition 5.5), the fourth one is induced by the appropriate version of the
classical adjunction formula and the fifth by the identification HomR¯(R¯, M) ∼= M,
for R¯-module M.
It is not hard to check that the value of ψ on the typical element s ⊗ ϕ ⊗ (r ⊗ f ) ∈
R¯ ⊗RHomR⊗(F˜i, B) ⊗R F˜i, where s ∈ R¯, ϕ ∈ HomR⊗(F˜i, B), r ∈ R and f ∈ Fi, is
equal to ϕ′s,r ⊗ f ∈ Hom(Fi, B(a, l)) ⊗kFi, where ϕ′s,r( f ′) = sr¯ ⊗ ϕ(1 ⊗ f ′), for f ′ ∈
Fi. Consequently, we have
R¯ ⊗R can ˜FB = canFB(a,l) ◦ ψ (∗)
since s ⊗ ϕ(r ⊗ f ) = s ⊗ rϕ(1 ⊗ f ) = ϕ′s,r( f ). In particular, by the second assertion
we infer that R¯ ⊗R can ˜FB is an -epimorphism for each pair (a,1), where a ∈ k f .
Then, by Lemma 5.5, can ˜FB is an epimorphism of modules from modR, so it splits
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over R and K
˜F (B) belongs to modR. Hence, for every (a, l) ∈ k f × N+ we have
(K
˜F (B))(a, l) ∼= Ker (R¯ ⊗R can ˜FB ) and by (∗) we obtain the -isomorphisms
(K
˜F (B))(a, l) ∼= KF (B(a, l)).
In this way the proof is complete. unionsq
5.6
Proof of Theorem 3.3(b) We start by some general considerations. Let , μ, F =
F(T ) and L be as in the proof of Theorem 3.2. (We keep also the all other
necessary notations from Section 4.12.) One can show that for an indecomposable X
in cohX such that μ(X) > μ + 1r2m , the canonical map canFX of sheaves, defined in
an analogous way as in 5.4, is an epimorphism in cohX and we have the isomorphism
L(X) ∼= KF (X) (∗)
where KF (X) := Ker (canFX ) (a slight generalization of [16, Corollary 5.2.2]).
Now, using (∗) and proceeding analogously as in Section 4.12, we compute pre-
cisely μ(L(X)), for a fixed X in Cμ˙′ , where μ˙′ > μ + 1r2m . Since μ < μ˙′ implies


























rk F1 rk X





= lm′ (rd′ − r′d)
Consequently, degL(X)=degKF (X)= lm′ (rd′−r′d) deg F1−deg X and rkL(X)=
rkKF (X) = lm′ (rd′ − r′d) rk F1 − rk X ; hence,
μ(L(X)) = degL(X)
rkL(X) =
lm′ (rd′ − r′d)md − lm′d′
lm′ (rd′ − r′d)mr − lm′r′
= dm(rd
′ − r′d) − d′
rm(rd′ − r′d) − r′ (=: μ˙
′′(μ, μ˙′;m))
In particular, we see that for any μ′ as above, L induces a functor L| : Cμ˙′ −→ Cμ˙′′ ,
where μ˙′′ = μ˙′′(μ, μ˙′;m).
Assume that the inequalities (∗∗) : μ ≥ p, μ˙′ > μ + 1r2m and μ˙′′ ≥ p hold (hence
d, r,d′, r′ ∈ Z≥1 and rm(rd′ − r′d) > r′; note also that since μ˙′′ = μ − δ − δ2 1μ˙′−μ−δ ,
where δ := 1r2m , so the third inequality does not follow from the first two). Assume
additionally that T = T 0, if μ = p. Then F , Cμ˙′ and Cμ˙′′ are contained in coh+X so
they can be regarded as subcategories of mod+ and identified with "(F), Xμ˙′ and
Xμ˙′′ , respectively. Moreover, observe that via "| coh+X = Hom(T,−)| coh+X we have
also canFX = can"(F )"(X) and KF (X) = K"(F )("(X)); in particular, can"(F )"(X) is an epi-
morphism in mod. Let ˜F f := {k[ξ ] f ⊗kF1, . . . , k[ξ ] f ⊗kFρ} be a k[ξ ] f -semisimple
category associated with with the semisimple category F = F(T ) formed by all
quasi-simple objects in the stable tube T in Xμ. Now using the identifications above
and repeating the arguments from the second part of Section 4.12, we can prove that
if k[ξ ] f ⊗k-module B in modk[ξ ] f  is a parametrizing bimodule for X 0μ˙′ , then the
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k[ξ ] f ⊗k-module K ˜F f (B) belongs to modk[ξ ] f  and it is a parametrizing bimodule
for X 0μ˙′′ , where μ˙′′ is given as above, provided the triple (μ, μ˙′, μ˙′′) satisfies the in-
equalities (∗∗). (We have to replace ˜F by ˜F f , the sequences (dimkExt1(B(a), Fi))a∈k f
by (dimkHom(Fi, B(a)))a∈kf , the functors R, ϒF and ϒ ˜F by L, KF and K ˜F f ,
respectively, and apply Theorem 5.4 together with the isomorphism (∗)).
Next observe that for any fixed μ = dr ∈ Q¯, with gcd(r,d) = 1, the function ς˙ :
Q¯ → Q¯ defined by the mapping μ˙′ → μ˙′′(μ, μ˙′;m) := dm (rx−dy)−xrm (rx−dy)−y , for μ˙′ = xy ∈ Q¯,
has the form ς˙ = ςM for the matrix N :=
[−1 + dmr −d2m
r2m −1 − dmr
]
, and detN = 1.
Hence, ς˙ is a bijection with the inverse ς˙−1 = ςN−1 , which in the casem, r = 1 is given
by the formula ς˙−1( ab ) = d
2b−(1+d) a
(d−1) b−a , for
a
b ∈ Q¯ (see Section 2.1; independently note
that N = −M−1, so ς˙ = ς−1, which reflects the fact thatR and L are mutually quasi-
inverse). Moreover, if m, r = 1 and μ = 8 (= d) then elementary checking shows
that for any ab ∈ Q¯ such that 6 < ab < 7, with a,b ∈ Z≥1, we have μ˙′ > μ + 1r2m = 9,
where μ˙′ := ς˙−1( ab ) = 64b−9a7b−a . (In fact ς˙−1( ab ) > d + 1 holds for all d ∈ Z≥8 and d = 8
is the smallest integer satisfying this inequality).
Finally, let p = (2,3, 6), μ = 81 and F = F (8) (so r = 1, d = 8, ρ = 6 = p, m = 1).
Assume that given q = ab ∈ Q such that 6 < q < 7, the module B(qˆ) in modk[ξ ] has
the property that B := (B(qˆ)) f is a parametrizing bimodule forX 0qˆ , where qˆ := 64b−9a7b−a .
Then for μ˙′ := qˆ, we clearly have μ˙′′(μ, μ˙′;m) = q and the triple (μ, μ˙′, μ˙′′) satisfies
the inequalities (∗∗). Consequently, the k[ξ ] f ⊗k-module K ˜F f (B) from modk[ξ ] f 
is a parametrizing bimodule forX 0q . In this way the proof of Theorem 3.3 is complete,
by the remark below (see also Remark 4.12(a)). unionsq
Remark Let F˙ := {k[ξ ] ⊗kF1, . . . , k[ξ ] ⊗kFρ}, ˜F f := {k[ξ ] f ⊗kF1, . . . , k[ξ ] f ⊗kFρ}
be the categories associated with the semisimple category F = F(T ) formed by all
quasi-simple objects in the stable tube T in Xμ, and B˙ be a k[ξ ] ⊗k-module from
modk[ξ ]. Applying the arguments analogous to those fromCorollaries 4.11 and 4.12,
in particular Proposition 5.5, we have the following:
(a) If (∗ ∗ ∗): the sequence (dimk Hom(Fi, B˙(a)))a∈k is stable for every
i = 1, . . . , ρ, then K
˜F f (B) ∼= (KF˙ (B˙)) f in modk[ξ ] f  and (K ˜F f (B))(a, l) ∼=
(KF˙ (B˙))(a, l) ∼= KF (B˙(a, l)) in mod, for all a ∈ k f and l ∈ N+, where B :=
(B˙) f .
(b) The condition (∗ ∗ ∗) always holds if B is a parametrizing bimodule for X 0
μ˙′ and
B˙(a) belong to Xμ˙′ for all a ∈ Z( f ), provided (μ, μ˙′, μ˙′′) satisfies inequality
(∗∗). (Hence we also have that all (KF˙ (B˙))(a) belong to Xμ˙′′ , for a ∈ Z( f )).
Moreover, the functor − ⊗k[ξ ] KF˙ (B˙) : modk[ξ ] → addXμ˙′′ yields an injection
between the respective sets of isoclasses of indecomposable objects, provided
so does − ⊗k[ξ ] B˙ : modk[ξ ] → addXμ˙′ .
5.7
We finish the paper with an example which shows that the presented procedure
(see Main Theorem 3.3, also Proposition 5.2 and Theorem 5.2) really yields an
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effective method for computing the matrix bimodule parametrizing all homogeneous
indecomposable modules with a fixed slope.
Example Let  = ((2,2, 2, 2), λ), for fixed λ ∈ k, λ = 0, 1. Set q := 187 ≥ p = 2.
Then the sequences c, a and μ′′ have the form c = (2,1, 1, 3), a = (18,7, 4, 3, 1, 0),
μ′′ = ((2,3, 3), ( 187 , 103 , 72 , 4
)
), respectively. (Apply the definitions and Proposition
5.3, note also that n = 3, s = 3). Now, by Theorem 3.3, we have
B(
18
7 ) = (ϒc2c1 ◦ ϒc4−1c1+c3)(B(c1+c3+1)) = (ϒ2 ◦ ϒ23)(B(4)). (∗)
Let R = k[ξ ] f , for f = ξ(ξ − 1)(ξ − λ) (cf. 3.2). Below we present matrix bi-
modules B from modmatR , in fact from mod
mat
k[ξ ] (cf. Section 2.1), as 4 × 2 arrays,




(see Sections 2.1 and 2.2). The R-semisimple



































































































































































where εx,y ∈ Mx×y(R) denotes the trivial matrix, for x = 0 or y = 0. We take the









































































































































Next applying the description of universal extension given in Theorem 4.1, ex-
pressed via the interpretation of the extension group in terms of derivation modules
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(see Lemma 4.2), we compute inductively the consecutive bimodule universal exten-
sions appearing in (∗):
B(
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0 λ − λξ λξ − 1













































































0 0 0 0 0
0 0 0 0 0


























0 0 0 0 0
0 0 0 0 0



















































0 1 0 0 0
0 0 0 0 0
















































and finally we obtain B(
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0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 1 0
0 0 0 1 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 −1
0 0 1 0 0 1 − λ 0
0 0 0 0 0 −1 0
















0 0 0 0
0 0 0 0
0 0 0 0
















0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0 0 0 −1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 −1 0 0 λ − 1 0
0 0 0 0 0 1 0
















0 0 0 0
0 0 0 0
0 0 0 0
















1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
















0 0 0 0
0 0 1 0
0 0 0 0

















1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 1−λ
λ
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 λ − 1 0
0 0 1 − λ 0 0 0 0
0 0 0 0 λ − 1 0 0

















0 0 0 0
0 0 0 0
0 0 0 0























































(The empty spaces in the matrices above always mean the zero blocks). Note
that rkR(Ext
1
R⊗(B(4), ˜F)) = 1 = rkR(Ext1R⊗(B( 72 ), ˜F)), for each ˜F ∈ ˜F (3), and





3 ), ˜F)) = 4, for each ˜F ∈ ˜F (2). To compute the respective ranks and
bases we use the formulas for derivation modules given in Lemma 4.8 and apply a
more sophisticated version of the algorithm creating Smith diagonal form for the
R-matrices from Section 4.8 (cf. [20]).
The details concerning linear algebra calculus realizing all the R ⊗k-module con-
structions, which appear in our method, will be presented in forthcoming publication.
Remark Independently on the theoretical considerations, all the bimodules com-
puted above have passed detailed tests in order to make sure we did not make any
miscalculations during the process of their construction. In particular, we checked
that the specializations B(q)(a, l) := R/(ξ − a)l ⊗R B(q), for (a, l) ∈ (k \ {0, 1, λ}) ×
N+ even for (a, l) ∈ k × N+, and q ∈ { 187 , 103 , 72 } (cf. Section 2.1) indeed:
• have appropriate dimension vectors and satisfy relations,
• are indecomposable (their endomorphism algebras turned out to be local),
• are Hom-orthogonal (i.e. for fixed slope q, Hom(B(q)(a, l), B(q)(a′, l′)) = 0 for
any a = a′ and l, l′ ≥ 1).
Open Access This article is distributed under the terms of the Creative Commons Attribution
License which permits any use, distribution, and reproduction in any medium, provided the original
author(s) and the source are credited.
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