Abstract. Collage grammars generate picture languages in a context-free way. The generating process is based on the replacement of atomic nonterminal items and can be seen as an adaptation of the notion of hyperedge replacement known from the area of context-free graph generation. While a pumping lemma holds for hyperedge replacement graph grammars and is quite useful to show that certain graph languages cannot be generated, the same technique fails in the collage case, unfortunately. But, in this paper, we present some other criteria that allow to disprove context freeness of collage languages.
Introduction
Collage grammars are context-free devices for the generation of d-dimensional picture languages (see, e.g., HKT93 ,DHKT95,DK96,Dre96]). A collage consists of a set of parts (each part being a set of points in a euclidean space of some dimension) where the overlay of the parts yields the picture. The generation of collages is based on the replacement of nonterminals and is closely related to hyperedge replacement which is known as a context-free type of graph and hypergraph generation (see, e.g., Hab92, DHK97] ). The replacement of a nonterminal by other nonterminals or by parts involves the application of a ne transformations. As replacements of di erent nonterminals are independent of each other, one cannot expect that generated languages can consist of collages with a non-linear growth concerning the number of parts. Consider, for example, the typical iteration clear that a context-free type of rewriting cannot be expected to generate a language like this. But at least for us, it was not clear at all for some time how to prove it. Instead of the number of parts one may also consider the volumes of parts which occur in the collages of a language. If an a ne transformation f is applied to a part, then the volume of this part is multiplied by a factor depending on f (namely, the determinant of the matrix associated with f). Thus, by iteration one obtains factors like ; 2 ; 3 ; : : : . This makes it easy to generate a language whose collages consist of, e.g., squares of side length 2 n . However, it seems to be impossible to achieve a modest growth of parts. Consider, for example, the collage language L square each member of which (indicated in Figure 2 ) is a square of integer side length and where all positive integers occur as side lengths. Such a language cannot be generated since nitely many a ne transformations in the productions of a collage grammar do not su ce to describe all these parts. In fact, the ? Partially supported by the EC TMR Network GETGRATS (General Theory of Graph Transformation Systems) through the University of Bremen. The paper was written while the third author visited Bremen. argument shows that it is not even possible to generate any language in whose collages all these square appear.
Similarly, the set of all squares of side length 1=n (n 2 N + ) cannot be generated.
In analogous situations concerning string or graph languages, pumping lemmata are often helpful. To recall the basic argument, a long enough string in a context-free language induces three derivations of the form S ! uAy, A ! vAx, A ! w where u, v, w, x, and y are terminal strings and vx is not empty. Then one gets by induction that the strings uv i wx i y for i 2 N belong to the given language showing (among others) that the length of strings in the language grows at most linearly (and never quadratically or exponentially). A similar result holds and works for hyperedge replacement. In the case of collage grammars, one still gets three derivations of a form corresponding to the three above. But the iteration may fail to produce an in nite number of collages of the language as can be seen in the following example. Consider the production in Figure 3 , where the oriented A- because the same parts are reproduced again and again after four steps. In other words, one obtains a pumping lemma for collage grammars as in the case of context-free Chomsky grammars and hyperedge replacement graph grammars, but it is not useful if one wants to show that a certain collage language cannot be generated by a collage grammar because the essential property|that pumping yields in nitely many di erent results|is missing. In this paper, we are able to ll the gap by presenting two criteria that can be applied to disprove contextfreeness of collage languages. The rst criterion concerns the numbers of parts in a language generated by a collage grammar and is shown in section 3. As one would expect, the number of parts grows at most linearly. The second criterion concerns the volumes of such parts and is shown in section 4. In section 2, we recall the basic notions of collage grammars as far as needed in this paper. Moreover, there is an appendix that provides auxiliary results used in section 4.
Preliminaries
Throughout this paper it is assumed that the reader is familiar with the basic notions of a ne geometry (cf., e.g., Cox89, Fal90] ). The sets of natural numbers, integers, rational numbers, and reals are denoted by N, Z, Q, and R, respectively. N + denotes N n f0g and n] denotes the set f1; : : :; ng for n 2 N. For a nite set S, jSj denotes the cardinality of S.
Terms
A signature is a set of symbols such that for each symbol F 2 a natural number called its rank is speci ed. To indicate that F has rank n the notation F (n) is used. X = fx 1 ; x 2 ; : : : g is the set of variables and X n = fx 1 ; : : : ; x n g for n 2 N. The set T (Y ) of terms over with variables in Y X is de ned as usual, i.e., it is the smallest set of strings containing Y and, for all F (n) 2 and all t 1 ; : : : ; t n 2 T (Y ), F t 1 ; : : : ; t n ].
T denotes T (;).
If t 2 T (X n ) contains every variable in X n exactly once then t t 1 ; : : : ; t n ] ] denotes the term obtained by substituting t i for x i for all i 2 n]. Note that the notation t t 1 ; : : : ; t n ] ] implies that every variable in X n appears exactly once in t.
Regular tree grammars
A regular tree grammar 2 is a tuple G = (N; ; P; S), where N and with N \ = ; are nite signatures such that all symbols in N (the nonterminals) have rank 0, S 2 N is the start symbol, and P N T N is a nite set of productions. For A 2 N, L(G; A) = ft 2 T j A ! P tg, where ! P denotes the term rewrite relation induced by P and ! P denotes its transitive and re exive closure. The set of terms generated by G, called a regular set of terms, is L(G) = L(G; S). 2 and A; A 1 ; : : : ; A n 2 N. It is well known that every regular tree grammar can e ectively be transformed into this normal form without a ecting the set of terms generated (see, e.g., GS84]).
Collages and collage operations
In the following, let d 2 N be an arbitrary but xed natural number, the dimension of collages. A part is a compact subset of R d . 
Collage grammars and their languages
A collage grammar is a regular tree grammar G = (N; ; P; S) such that is a collage signature. The language generated by G is L(G) = fval(t) j t 2 L(G)g. A language of this form is also called -context-free or simply context-free. The symbols \ ", \]", and \;" are meta symbols that are assumed not to occur in . Furthermore, it is assumed that X \ = ;.
2
Here, the word tree is used as a synonym for term (cf. GS84]).
3 The number of parts of collages From the theory of context-free string languages it is known that, if the strings in a context-free language are ordered by length, then there is a constant c 2 N such that consecutive strings di er by at most c symbols in length. In other words, the length of strings increases at most linearly. Consequently, languages like fa n 2 j n 2 Ng are not context-free. The aim of this section is to establish a similar result for context-free collage languages. The result states that the number of parts increases at most linearly. In the string case the mentioned fact is a direct consequence of the pumping lemma for context-free languages because repeated pumping yields a sequence of strings s i each of which has length c 0 + i c, where c 0 and c are constants with c > 0. The fact that c > 0, i.e., that pumping increases the length of strings, is of course important. Unfortunately, until now no pumping lemma for collage languages is known such that pumping yields collages with an increasing number of parts ad in nitum. The obstacle is the fact that collage operations involve set union which means that, intuitively, generating one and the same part repeatedly has no e ect (see also the example in the introduction, Figures 3 and 4) . Therefore, one needs a direct proof in order to show the desired result. The proof makes use of the notion of derivation trees. For a regular tree grammar G = (N; ; P; S) in normal form the set of derivation trees of G is the regular set of terms generated by the regular tree grammar G Figure 1 grows exponentially, while the number of parts in the square patterns of Figure 5 grows quadratically. Thus, both these languages cannot be generated. There are, of course, many other examples of this kind. In fact, almost all the well-known fractals generated by iterated function systems (cf. Bar88,Man83,PJS92]), like the Sierpi nski sponge, the Cantor dust, the Barnsley fern, etc. are obtained by taking the limit of a sequence which, considered as a set of collages, shows the exponential behaviour of the example in Figure 1 . If one tries to generate such sets using collage grammars, Theorem 1 says that there is no way to make sure that all regions of a given collage show the same degree of re nement. But one should notice that it is, for example, easy to construct a collage grammar that generates the collages in Figure 1 and, in addition, all \irregular" approximations of the Sierpi nski gasket like those shown in Figure 6 . Clearly, the intersection of all the pictures given by collages of Let us denote by kpk the volume of a part p (remember that parts are compact, so kpk 2 R nf0g). The mapping k-k is canonically extended to sets of parts. Hence, k S Lk is the set of all volumes of parts in S L. For technical reasons we shall also consider the set log k S Lk = flog r j r 2 k S Lkg, i.e., the logarithms of volumes of parts in S L. It can be shown that this set is a semi-linear set of real numbers if L is context-free. Using this, two variants of a criterion can be proved which are useful in order to show that certain collage languages are not context-free. The notion of semi-linearity of subsets of R mentioned above is de ned as follows.
De nition 2. A linear subset of R is a set S such that there exist real numbers t 0 ; : : : ; t m 2 R (for some m 2 N) with S = ft 0 + P i2 m] n i t i j n i 2 N for i 2 m]g. In this case we say that S is generated by (t 0 ; : : : ; t m ) and ft 1 ; : : : ; t m g is a period of S.
A subset of R is semi-linear if it is a nite union of linear subsets of R.
We are now able to formulate the result mentioned above.
Theorem 3. Let L be a context-free collage language. Then the set log k S Lk is semi-linear.
Proof. This is a direct consequence of Propositions 16 and 14, which are given in the appendix: If L is contextfree then log k S Lk is a component of the least solution of a system of equations written with subsets of R as constants, elementwise addition, and set union (Proposition 16). Moreover, a set of real numbers is of this form (if and) only if it is semi-linear (Proposition 14), which yields the result. u t Although Theorem 3 can of course be used as a criterion to disprove context-freeness of collage languages, it is a rather inconvenient tool for such an aim. However, the theorem can be used to derive simpler properties which are easy to use. For this, we need the following lemma.
Lemma 4. Let S be a nite union of linear subsets of R, each of which admits a period that does not contain both positive and negative numbers. Let S (x) = jfy 2 S j ?x y xgj for all positive x 2 R. Then there is some k 2 N such that S (x) 2 O(x k ).
Proof. It su ces to show the assertion for linear subsets of R. Let S be generated by (t 0 ; : : : ; t k ), where k 1 (the case k = 0 is trivial), and let t = minft 1 ; : : : ; t k g. Since (?t 0 ; : : : ; ?t k ) generates f?xj x 2 Sg it su ces to consider the case where t 1 ; : : : ; t k 0. We may furthermore assume without loss of generality that t > 0 (because t i (i 2 k]) can be discarded if it equals 0). Since every y 2 S has the form t 0 + n 1 t 1 + + n k t k with n 1 ; : : : ; n ki 2 N, and y x implies n i (x ? t 0 )=t i (x ? t 0 )=t we obtain S (x) ((x ? t 0 )=t) k 2 O(x k ). u t Theorem 5. Let L 6 = ; be a context-free collage language such that inf k S Lk > 0 or sup k S Lk < 1, and let, for every positive x 2 R, (x) = jfy 2 k S Lk j 1=x y xgj. There is some k 2 N such that (x) 2 O((log x) k ).
Proof. By Theorem 3 the set log k S Lk is a semi-linear subset S of R. If inf k S Lk > 0 it follows that inf S > ?1. De nition 6. A set T R is linearly independent if for all nite subsets ft 1 ; : : : ; t n g of T (where t i 6 = t j for 1 i < j n) and for all q 1 ; : : : ; q n 2 Q, q 1 t 1 + + q n t n = 0 implies q 1 = = q n = 0.
The basic fact that the theorem to be proved relies on is that the set of logarithms of prime numbers is linearly independent. This is stated in the next lemma.
Lemma 7. The set flog p j p 2 N is a primeg is linearly independent.
Proof. Let q 1 log p 1 + + q n log p n = 0, where q 1 ; : : : ; q n 2 Q and p 1 ; : : : ; p n 2 N are pairwise distinct prime numbers. Let Theorem 8. Let L be a context-free collage language and let (n) = j k S Lk \ ( n] f1=ij i 2 n]g) j for every n 2 R. There is some k 2 N such that (n) 2 O((log n) k ).
Proof. Let 1 (n) = j k S Lk \ n] j and 2 (n) = j k S Lk \ f1=ij i 2 n]g j. It su ces to prove that i (n) 2 O((log n) k ) for i = 1; 2.
To show that 1 (n) 2 O((log n) k ), let S = log k S Lk, which by Theorem 3 is a semi-linear subset of R, and choose a linearly independent subset T of S \ log N which is maximal with respect to set inclusion. By the relevant de nitions, every linearly independent subset of a semi-linear set is nite, so T S is nite.
Let fN 1 ; : : : ; N m g be the set of (pairwise distinct) prime factors of the natural numbers in the set log ?1 T and denote by C the linear subset of R generated by (0; N 1 ; : : : ; N m ). By the maximality condition on T every real number x 2 S \ log N has the form x = q 1 log N i1 + + q r log N ir , where 1 i 1 < < i r m and q 1 ; : : : ; q r 2 Q n f0g. Now, if p z1 1 p z l l is the prime decomposition of log ?1 x then z 1 log p 1 + + z l log p l = x = q 1 log N i1 + + q r log N ir . By Lemma 7 the set flog p j p primeg is linearly independent, which means fq 1 ; : : : ; q r g = fz 1 ; : : : ; z l g and thus q 1 ; : : : ; q r 2 N. This proves that x 2 S \ C, i.e., S \ log N S \ C. By Proposition 19 S \ C is a semi-linear subset of R. Since x > 0 for all x 2 C it follows that all numbers in the generators of S \ C (and in particular those in the periods) are non-negative. Thus, Lemma 4 applies to S \ C and we get 1 (n) = jS \ log n]j S\C (log n) 2 O((log n) k ) (where S\C and k 2 N are as in Lemma 4). To see that 2 (n) 2 O((log n) k ), too, it su ces to notice that ?S = f?x j x 2 Sg is semi-linear and ?(?S \ log N) = log j k S Lk \ f1=ij i 2 n]g j. Hence, the situation is symmetric and we get in the same way as above 2 (n) 2 O((log n) k ), which completes the proof. u t
Just to mention an example, using Theorem 8 it follows that every context-free collage language L satis es fcube(n) j n 2 N + g 6 S L. Thus, for instance, the language ffcube(n)gj n 2 N + g ffcube(1=n)gj n 2 N + g discussed above is not context-free. Note that this example is not covered by Theorem 5, while Theorem 8 is not able to handle examples like ffcube(n + 1=2 n )g j n 2 N + g, which Theorem 5 is able to deal with.
Conclusion
In this paper, we have introduced the very rst criteria that allow to disprove context freeness of collage languages in a reasonable way. And we have illustrated their use by some typical examples. The presented results may be the starting point of further investigations in at least three directions.
(1) There are collage languages which ful ll the criteria in this paper, but seem to be non-context-free, nevertheless. An example of this kind is the collage language with members as given in Figure 7 . De nition 10. Let A = (a 1 ; : : : ; a n ) be a nite ordered alphabet. For every word w 2 A the Parikh vector A (w) of w is given by A (w) = (jwj a1 ; : : : ; jwj an ), where for every a 2 A the term jwj a denotes the number of occurences of the symbol a in w. As usual, A (L) = f A (w) j w 2 Lg for every language L A .
We are now able to present Parikh's theorem.
Theorem 11. Let A be a nite ordered alphabet of size n and let L A be a context-free language. Then A (L) is a semi-linear subset of N n . The next lemma, which follows quite directly from the de nitions and therefore is not proved, relates the notions of linear subset of R and of N n . For this, if T 2 R n and u 2 N n for some n 2 N, we denote by T (u) the scalar product P i2 n] T i u i where T = (T 1 ; : : : ; T n ) and u = (u 1 ; : : : ; u n ).
Lemma 12. Let R be a subset of R. The two following assertions are equivalent.
{ R is a linear subset of R. { R is of the form T (N) where T 2 R n and N is a linear subset of N n for some n 2 N. The next de nition permits us to talk about equational systems with solutions in R n and to characterize, by Proposition 14, the notion of semi-linearity by using such systems.
De nition 13. We denote by R the powerset of R and by A B the set fa + b j a 2 A; b 2 Bg for any A; B 2 R. Let n 2 N. For any tuples A; B 2 R n , A B and A B denote (A 1 B 1 ; : : : ; A n B n ) and (A 1 B 1 ; : : : ; A n B n ), respectively. Using this operation, we de ne a kind of \scalar product" as follows: { A B = (A 1 B 1 ) (A n B n ) 2 R for all A; B 2 R n and { M A = (M 1 A; : : : ; M n A) 2 R n for all M 2 (R n ) n and all A 2 R n , where A = (A 1 ; : : : ; A n ) and M = (M 1 ; : : : ; M n ).
Elements of R n (of (R n
{ S is a semi-linear subset of R. { There exist n 2 N, C 2 R n , and M 2 (R n ) n such that C and M are nite-component and S is the rst component of the least solution in R n of the equation Y = C (M Y ). Proof. In the proof, a tuple M 2 (R n ) n of the form ((M 1;1 ; : : : ; M 1;n ); : : : ; (M n;1 ; : : : ; M n;n )) is identi ed with the square matrix (M i;j ) (i;j)2 n] n] , for every n 2 N. We extend by de ning for all M; N 2 (R n ) n , M N = (P i;j ) (i;j)2 n] n] with P i;j = (M i;1 ; : : : ; M i;n ) (N 1;j ; : : : ; N n;j ) for each i; j 2 n].
Consider the two directions of the proof.
{ Suppose that S is a semi-linear subset of R.
If S is the empty set, it is the least solution in R of the equation Y = ; (; Y ). Otherwise, S is the nite union of n ? 1 linear subset S 2 : : : ; S n of R for some n 2. For every i 2 f2; : : :; ng let (t i;0 ; t i;1 ; : : : ; t i;ni ) generate S i and let T i be the (possibly empty) set ft i;1 ; : : : ; t i;ni g. We observe easily that (S; Clearly, ' is a homomorphism from ((P(A )) n ; ) to (R n ; ) and a homomorphism from (((P(A )) n ) n ; ) to ((R n ) n ; ). The least Therefore, it equals t l = '(a l ). By the fact that A is a homomorphism from (A ; ) to (N n ; ) and that T is a homomorphism from (N n ; ) to (R; ), the mapping T A is a homomorphism from (A ; ) to (R; ) which is equal to '. S is a semi-linear subset of R.
By Theorem 11, the set A (L) is a semi-linear subset of N m . By Lemma 12, the set T ( A (L)), which is equal to S, is a semi-linear subset of R. u t
The next proposition states a well-known fact from analysis, namely that an a ne transformation t multiplies the volume of parts by a constant factor which is given by the determinant of the matrix that de nes the linear part of t. Below, this determinant is denoted by det(t).
Proposition 15. Let d 2 N. For each a ne transformation t on R d and each part P 2 P d , the volume kt(p)k of t(p) equals det(t) kpk. Proposition 16. Let L be a context-free collage language. There exist C 2 R n and M 2 (R n ) n for some n 2 N such that C and M are nite-component and log k S Lk is the rst component of the least solution in R n of the
Proof. Let G = (N; ; P; S) be a collage grammar in normal form that generates L and let (A 1 ; : : : ; A n ) be the set N, ordered in such a way that A 1 = S. For every term t 2 T let val log (t) be de ned as follows. If t = F for some F
2 then val log (t) = log kFk. If t = F t 1 ; : : : ; t m ] with F = hhf 1 f m ii then val log (t) = S i2 m] log det(f i ) + val log (t i ). Using Proposition 15 it follows by an obvious induction on the term structure that val log (t) = log kval(t)k for all terms t 2 T . Let C = (C 1 ; : : : ; C n ) where C i (i 2 n]) is the union of all log kFk such that P contains a production A i !F Proof. Suppose there exists some N 2 N + such that every linear subset of R generated by a tuple of length at most N satis es the assertion. Let A be a linear subset of R generated by (t 0 ; : : : ; t N ). If T = ft 1 ; : : : ; t N g is linearly independent, the conclusion is trivial. Otherwise, consider a tuple (p 1 ; : : : ; p N ) 6 = (0; : : : ; 0) such that p 1 t 1 + + p N t N = 0, where p i 2 Z for each i 2 N]. Let I denote the non-empty set fi 2 N j p i 6 = 0g and p the natural number maxfabs(p i ) j i 2 N]g. For each t = t i 2 T and for every n 2 p], let A t;n denote the set ft 0 + (n ? 1)t + n 1 t 1 + + n i?1 t i?1 + n i+1 t i+1 + + n N t N j 0 n i for i 2 N]nig: For each t = t i 2 T and for each n 2 p], by construction the set A t;n is a linear subset of R, included in A and generated by a tuple of length at most N. Thus, by the induction hypothesis, A t;n is a nite union of linear subsets of R, each of which admits a linearly independent period. Therefore, the nite union S t2T;n2 p] A t;n , which is included in A, is a nite union of linear subsets of R, each of which admits a linearly independent period. To conclude, let us prove the inclusion A S t2T;n2 p] A t;n . Let a 2 A be a real number and let (q 1 ; : : : ; q N ) 2 N N satisfy a = t 0 + P i2 N] q i t i minimal in relation to the quantity minfq i j i 2 Ig. If Proof. In this proof, cl(S) denotes f P i2 m] n i s i j m 2 N; n 1 ; : : : ; n m 2 N; s 1 ; : : : ; s m 2 Sg for every subset S R. { The closure under follows trivially from the de nition of semi-linearity. { The closure under is a consequence of the distributivity of over and the fact that S S 0 is linear if both S and S 0 are linear. { To prove the closure under , let S be a semi-linear subset of R. If S is empty then S = f0g is linear.
Otherwise, S is of the form S 1 S k for some k 2 N where for each j 2 k], S j is a linear subset of R. For every j 2 k], let (t j;0 ; : : : ; t j;rj ) generate S j and denote by T the tuple (t 1;0 ; : : : ; t 1;r1 ; t 2;0 ; : : : ; t k;r k ). Let A be an ordered alphabet (a 1;0 ; : : : ; a 1;r1 ; a 2;0 ; : : : ; a k;r k ) and ' the bijection that maps a i;j to t i;j . Now extend ' to be a homomorphism from (A ; ) to (R; +) in the natural way (see the proof of Proposition 14). The language L, which equals The proof is similar to the previous one, using coord 0 instead of coord.
cl(T ) \ cl(U) = cl(V ) Clearly, cl(T ) \ cl(U) cl(V ). The other inclusion is obtained by induction. For any r 2 cl(T ) \ cl(U), let jrj = P i2 M+N] n i with (n 1 ; : : : ; n M+N ) = coord(r). We have jrj 2 N + if r 6 = 0 and jrj = 0 if not, for every r 2 cl(T ) \ cl(U). Suppose there exists some K 2 N + such that every r 2 cl(T ) \ cl(U) of size jrj < K belongs to cl(V ). Let r 2 cl(T ) \ cl(U) be a real of size K. If for each real w 2 cl(T ) \ cl(U) distinct from both 0 and r, we have r ? w 6 2 cl(T ) \ cl(U), then r belongs to V and to cl(V ). Otherwise, there exists some w 2 cl(T )\cl(U) distinct from 0 and r such that r?w 2 cl(T )\cl(U). The sizes jwj and jr ?wj are natural numbers greater than 0 that satisfy jr ?wj+jwj = jrj and thus 0 < jwj; jr ?wj < jrj. By the induction hypothesis, w and r ? w both belong to cl(V ). This proves that r 2 cl(V ). S \ S 0 = C ((N T) \ (N U)).
The proof is similar to the previous one.
The intersection S \ S 0 , which equals C (cl(V )) for nite C and V , is thus a semi-linear subset of R. u t
