It is shown that in the planar equal-mass four-body problem, there exist two sets of action minimizers connecting two planar boundary configurations with fixed symmetry axes and specific order constraints: a double isosceles configuration (Fig. 2) and an isosceles trapezoid configuration (Fig. 3) . By applying the level estimate method, these minimizers are shown to be collision-free and they can be extended to two sets of periodic or quasiperiodic orbits.
Introduction
After the the celebrated work of the figure-eight orbit [2] , variational method with topological constraints has been applied to show the existence of many new periodic orbits in the N-body problem. One of the main difficulties is to show that an action minimizer under topological constraints is collision-free. In the last two decades, much progress [2-10, 12-14, 22-24, 26] has been made in this direction. There are mainly two methods in excluding possible collisions in an action minimizer under topological constraints. The first is called the local deformation method [4, 8-10, 22, 23] , in which one introduces a small deformation near an isolated collision, such that the deformed path has a smaller action value than the one with collision. This method can be applied to show the existence of many periodic orbits, such as the Hip-Hop orbit in the spatial four-body problem [4, 9] , the planar choreographies in the N-body problem [2, 9, 23] , etc. The second is called the level estimate method. Basically, after obtaining a lower bound estimate of the action functional among all the collision paths in the admissible set, one can define a test path within the admissible set such that its action value is strictly less than the previous lower bound estimate. When applying this method, the main challenges are to find a good lower bound of action of collision paths and to define an appropriate test path with action value smaller than the lower bound. Crucial contributions have been made in [5] [6] [7] 25] and references therein. In [7] , Chen introduced a braid group constraint [14] and successfully showed the existence of retrograde and prograde orbits in the planar three-body problem. He introduced a binary decomposition method [6] , such that the standard action functional can be decomposed to the sum of several Keplerian action functionals. A nice lower bound of action of all collision paths can be obtained by applying an estimate of the Keplerian action functionals [5, 7] . Indeed, this binary decomposition method works not only for the three-body problem, but for all the N-body problems.
In this paper, we apply the level estimate method and the binary decomposition method to show the existence of two sets of minimizers under topological constraints in the planar equal-mass four-body problem. In fact, after the work of the figure-eight orbit [2] , many new orbits [1, 15, 17, 18, 20, 21] have been found numerically by searching for possible local action minimizers in appropriate loop spaces. Some of them can be characterized as local action minimizers connecting two given configurations. For example, Broucke [1] found an interesting set of choreographic solutions, which are so far the only known stable nontrivial choreographies other than the figure-eight orbit. In this set, there are basically two types of orbits: retrograde choreographic orbit and prograde choreographic orbit. Sample pictures are shown in Fig. 1 . The highlighted paths in Fig. 1 (a) and (b) are the paths for t ∈ [0, 1] and both of them connect a double isosceles configuration (in dots) and an isosceles trapezoid configuration (in crosses) with fixed symmetry axes. Furthermore, the highlighted path in Fig. 1 (a) has a smaller action value than the highlighted path in Fig. 1 (b) . In other words, the orbits in Fig. 1 (b) can be characterized as a local action minimizer connecting a double isosceles configuration and an isosceles trapezoid configuration with fixed symmetry axes. The existence of retrograde choreographic solutions has been shown in [15] . However, the existence of the prograde choreographies as Fig. 1 (b) is still open.
Instead of studying the set of the prograde choreographies, we consider a wider set of orbits in the planar equal-mass four-body problem: action minimizers starting at a double isosceles configuration in (1.1) and ending at one of the two isosceles trapezoid configurations in (1.2), while order constraints of the four bodies are introduced on both boundary configurations. Let The center of mass is set to be at the origin. That is q ∈ χ, where
m i q i = 0 .
At t = 0, the starting configuration Q s is defined as follows: where a 1 ∈ R, b 1 ≥ 0 and c 1 ≥ 0. The configuration Q s is referred to as a double isosceles configuration with order constraints. In fact, as in Fig. 2 , at t = 0, q 1 and q 2 are on the x-axis with an order constraint q 1x (0) ≤ q 2x (0), while q 3 and q 4 are on a vertical line with another order constraint q 3y (0) ≥ q 4y (0). Since there is no restriction on a 1 , the vertical line connecting q 3 and q 4 could be on the left of body 1, on the right of body 2 or inbetween bodies 1 and 2. In Fig. 2 , a sample picture shows the case when this vertical line is on the right of body 2.
Figure 2: A possible shape of the configuration Q s is shown, where the red dot represents q 1 , the blue dot represents q 2 , the green dot represents q 3 and the black dot represents q 4 . In Q s , q 1 and q 2 are on the x-axis with an order constraint q 1x ≤ q 2x , while q 3 and q 4 are on a vertical line with another order constraint q 3y ≥ q 4y .
At t = 1, the other boundary configuration Q e is defined in two different ways. The definitions of configurations Q e 1 and Q e 2 are as follows:
where a 2 ∈ R, b 2 ≥ 0, c 2 ≥ 0 and R(θ) = cos(θ) sin(θ) − sin(θ) cos(θ) . Sample pictures of the two configurations are shown in Fig. 3 , where one can see the geometric meaning of the order constraints in Q e i (i = 1, 2). The isosceles trapezoid configuration Q e 1 · R(−θ) satisfies the following order constraints: q 1 and q 4 are on a horizontal line with q 1 on the left of q 4 , while q 2 and q 3 are on another horizontal line with q 2 on the left of q 3 . The isosceles trapezoid configuration Q e 2 · R(−θ) satisfies that q 1 and q 2 are on a vertical line with q 2 above q 1 , while q 3 and q 4 are on another vertical line with q 3 above q 4 . Similar to the graph of Q s , Fig. 3 only shows one possible shape of the two isosceles trapezoids. The topological constraints in Q s , Q e 1 and Q e 2 have their own advantages. First, they have simple geometric meanings. The topological constraints are only related to the shapes and orders of the four bodies on the boundaries. Their geometric meanings can be easily seen from their matrix definitions. Second, these constraints are very helpful in obtaining a lower bound estimate of actions of all paths with boundary collisions in the admissible set. A detailed explanation can be found in Section 3.
We start our analysis by showing the existence of action minimizers under the topological constraints. For each given θ, we denote Q S and Q E i (i = 1, 2) to be the One possible shape of the configurations Q e 1 · R(−θ) and Q e 2 · R(−θ) is shown, in which q 1 is the red dot, q 2 is the blue dot, q 3 is the green dot and q 4 is the black dot. In Q e 1 · R(−θ), the positions satisfy q 4x ≥ q 1x and q 3x ≥ q 2x . While in Q e 2 · R(−θ), the positions satisfy q 2y ≥ q 1y and q 3y ≥ q 4y . boundary configuration sets:
where Q s and Q e i (i = 1, 2) are defined in (1.1) and (1.2). We set P(Q S , Q E i ) (i = 1, 2) to be the set of paths in H 1 ([0, 1], χ) which have boundaries in Q S and Q E i :
For each given θ ∈ (0, π 4 ), a standard variational argument implies that there exist action minimizers
A, (1.5) where
] dt is the standard Lagrange action functional. The main difficulty is to exclude possible boundary collisions in
. A binary decomposition method [5] [6] [7] is introduced to obtain a lower bound of action for all paths with boundary collisions in each case. Then we are left to find appropriate test paths such that the level estimate method works.
Our idea is to use a linear approximation of the minimizer P Q i , which should have an action value close to the infimum A(P Q i ), (i = 1, 2). It turns out that for small angle θ, we can eliminate collisions in the minimizer P Q i (i = 1, 2). The main results of the paper are as follows.
which connects the two boundary configuration sets Q S and Q E 1 , is collision-free and it can be extended to a periodic or quasi-periodic orbit.
The and its periodic extension are shown. The configuration Q s is in dots and the configuration Q e 1 is in crosses.
which connects the two boundary configuration sets Q S and Q E 2 , is collision-free and it can be extended to a periodic or quasi-periodic orbit. 
the corresponding action minimizer is not P Q i (i = 1, 2). In fact, numerical results imply that for given θ ∈ (0, π/10], A i,inf < A (P Q i ) (i = 1, 2). and its periodic extension are shown. The configuration Q s is in dots and the configuration Q e 2 is in crosses.
The paper is organized as follows. Section 2 introduces the existence of action
. Section 3 estimates the lower bound of action of paths with boundary collisions in each case. Section 4 defines the test paths with actions smaller than the lower bounds of action in Section 3. It implies that both action minimizers
In the end, Section 5 extends the minimizing paths to periodic or quasi-periodic orbits.
Coercivity and possible extensions
A general coercivity result (Theorem 2.1) of the Lagrangian action functional A is introduced in this section.
where q i ∈ R d (i = 1, 2, . . . , N, d = 1, 2, or 3) are row vectors, and Q s , Q e ∈ χ. Our variational argument is a two-step minimizing procedure. First, we consider a fixed-end boundary value problem, which is also known as the Bolza problem. For given values of a 1 , . . . a k and b 1 , . . . b s , the two matrices Q s and Q e are fixed. There exists an action minimizer P , such that
where P(Q s , Q e ) is defined as follows:
If one wants P to be a part of a periodic solution, the boundaries must be special and they should satisfy certain structural prescribed boundary conditions. Hence, we introduce a second minimizing procedure. Instead of fixing the boundaries, we free several parameters on the boundaries q(0) = Q s and q(1) = Q e . The Lagrangian action functional is then minimized over these parameters. A general coercivity theorem [16] is introduced here to show the existence of minimizers connecting the two free boundaries. A proof of Theorem 2.1 is given in [16] . Actually, similar coercivity results can also be found in [5, 10] . 
, where S 1 ∈ R k and S 2 ∈ R s are closed subsets. S 1 ∪ S 2 = S. The intersection of the following two linear spaces satisfies:
Then there exist a path sequence {P n l } and a minimizer P 0 in H 1 ([0, 1], χ), such that for each n l ,
For t ∈ [0, 1], P n l (t) converges to P 0 (t) uniformly. In particular,
As its applications, we consider the following free boundary value problems. The starting configuration Q s is defined as follows, which is a double-isosceles with order constraints. A sample picture of it can be found in Fig. 2 .
The two ending configurations Q e 1 and Q e 2 are defined by
. Sample pictures of them are given in Fig. 3 . For θ ∈ (0, π/4), it is clear that
By Theorem 2.1, there exist two action minimizers P Q 1 and P Q 2 , such that
For each given θ, we denote Q S and Q E i (i = 1, 2) to be the boundary configuration sets:
)
Where Q s is defined by (2.2), and Q e i (i = 1, 2) are defined by (2.3). By the celebrated results of Marchal [13] and Chenciner [3] , it is known that P Q 1 and P Q 2 are free of collision when t ∈ (0, 1). However, the two action minimizers could have boundary collisions in the sets Q S or Q E i (i = 1, 2). If P Q 1 and P Q 2 are free of collision in the boundary configuration sets Q S or Q E i (i = 1, 2), we show that they can be extended. 2) has no collision at t = 0, then the path
Proof. We only show the extension for P Q 1 here. The extension for P Q 2 follows by the same argument. The proof is based on the first variation formulas. Let
    be the position matrix at t = 0 in the minimizing
be the position matrix path of P Q 1 ([0, 1]). By assumption, q(0) = Q s has no collision. It implies that b 11 > 0 and c 11 > 0. By applying the first variation formulas to a 11 , b 11 and c 11 , we have
Note that q(t) ∈ χ, it follows that
Then identities (2.7) and (2.8) imply thaṫ
The definition of a path P Q 1 ([−1, 0]) is given as follows.
By (2.9), it is easy to check that P Q 1 ([−1, 0]) and P Q 1 ([0, 1]) is C 1 smooth at t = 0. Note that for t ∈ [0, 1), P Q 1 satisfies the Newtonian equations. Hence, by the uniqueness of solution of ODE system, P Q 1 ([−1, 0]) and P Q 1 ([0, 1]) is smoothly connected at t = 0. The proof is complete.
Proof. Similar to the proof in Lemma 2.2, we only show the extension for P Q 1 ([0, 1]). The formulas of extension for P Q 2 ([0, 1]) will be given at the end of the proof. In P Q 1 ([0, 1]), we assume the position matrix to be
By assumption, q(1) = Q e 1 has no collision. It implies that b 21 > 0 and c 21 > 0. By applying the first variation formulas to the boundary at t = 1 and noting that
The matrix form of identities (2.11) iṡ 12) where B = 1 0 0 −1 and R(2θ) = cos(2θ) sin(2θ) − sin(2θ) cos(2θ) . Hence, we can define the extended path P Q 1 ([1, 2]) as follows
It is easy to check that the path P Q 1 ([1, 2]) is smoothly connected with the path
Similarly, for the path P Q 2 ([0, 1]), the smoothly extened path P Q 2 ([1, 2]) is defined as follows
14)
The proof is complete.
Lower bounds of action of paths with boundary collisions
In this section, we obtain lower bounds of actions when
boundary collisions. We first introduce a theorem of Chen [5, 7, 11] which estimates the Keplerian action functional. Given θ ∈ (0, π], T > 0, consider the following path spaces:
The symbol < ·, · > stands for the standard scalar product in R 2 and | · | represents the standard norm in R 2 . Define the Keplerian action functional I µ,α,T :
Recall that the masses of the four bodies are M = [1, 1, 1, 1] and the position matrix path is denoted by
where
is the kinetic energy and
is the potential energy. The action functional A(q) can be written as In the following two subsections, we discuss the lower bounds of action for all paths connecting Q S and Q E i (i = 1, 2) with boundary collisions. These estimates are mainly based on Theorem 3.1 [5, 7] and the topological constraints in Q S and Q E i (i = 1, 2).
Lower bound of action of P Q 1 with boundary collisions
In the minimizing path P Q 1 = P Q 1 ([0, 1]), the two boundary configurations are Proof. According to the results of Marchal [13] and Chenciner [3] , the only possible collisions in P Q 1 ([0, 1]) are on the boundaries: q(0) and q(1). By the definitions of the boundary configuration sets Q S and Q E 1 in (2.5) and (2.6), the possible boundary collisions could be the following:
1. At t = 0:
2. At t = 1:
We will discuss them case by case under the assumption: θ ∈ (0, π/10]. The analysis only considers possible binary collisions since triple collisions and total collisions can be treated as several binary collisions happening simultaneously in the action functional A i j (1 ≤ i < j ≤ 4). Five different cases are studied as follows.
Case 1: q 2 and q 3 collide at t = 1 (q 2 (1) = q 3 (1)) and there is no collision at
By Lemma 2.2, the path P Q 1 ([0, 1]) can be extended to P Q 1 ([−1, 1]). The binary collision q 2 (1) = q 3 (1) implies another binary collision at t = −1: q 2 (−1) = q 4 (−1). Then by Theorem 3.1,
It follows that
Let β 1 ∈ [0, π] be the polar angle of the vector − − → q 1 q 3 at t = 0. Let β 2 ∈ [0, π] be the polar angle of the vector − − → q 2 q 3 at t = 0. Let α ∈ [−π/2, π/2] be the angle from the vector − − → q 1 q 4 at t = 1 rotating counterclockwisely to the vector − − → q 1 q 2 at t = 1.
Note that θ ∈ (0, π/10] and q 2 (1) = q 3 (1). When 
The function f (x) = x 2 3 is concave. It implies that for any a, b ∈ R, we have
. Hence, 
It follows that when 
In this case,
It implies that
By the estimates in (3.14), (3.15), (3.16) and (3.17), it follows that if Case 2: q 1 and q 4 collide at t = 1 (q 1 (1) = q 4 (1)) and there is no collision at
By Lemma 2.2, the path
The binary collision q 1 (1) = q 4 (1) implies another binary collision at t = −1: q 1 (−1) = q 3 (−1). Then by Theorem 3.1,
It implies that 
Note that θ ∈ (0, π/10]. It implies that 
By Corollary 2.3, the path P Q 1 ([0, 1]) can be extended to P Q 1 ([0, 2] ). The binary collision q 1 (0) = q 2 (0) implies another binary collision at t = 2: q 3 (2) = q 4 (2). By Theorem 3.1,
It follows that It follows that if β − α − θ ≤ π, β + θ − α ≤ π and θ + β ≤ π, 
By Corollary 2.3, the path P Q 1 ([0, 1]) can be extended to P Q 1 ([0, 2] ). The binary collision q 3 (0) = q 4 (0) implies another binary collision at t = 2: q 1 (2) = q 2 (2). By Theorem 3.1,
Let α ∈ (−π/2, π/2) be the angle from the vector − − → q 1 q 4 at t = 1 rotating counterclockwisely to the vector − − → q 1 q 3 at t = 1. By Theorem 3.1, the following estimates hold if the collision point at t = 0 satisfies q 3x (0) = q 4x (0) ≥ q 2x (0): If the collision point at t = 0 satisfies q 1x (0) ≤ q 3x (0) = q 4x (0) < q 2x (0), by Theorem 3.1, we have
It is easy to check that inequality (3.29) holds for θ ∈ (0, π/10]. If the collision point at t = 0 satisfies q 3x (0) = q 4x (0) < q 1x (0), by Theorem 3.1, we have Note that at t = 0, there are two possible binary collisions: q 1 (0) = q 2 (0) and q 3 (0) = q 4 (0). Triple collisions and total collision at t = 0 will cause at least one of the two binary collisions. Similarly, at t = 1, we need to consider the other two binary collisions: q 1 (1) = q 4 (1) and q 2 (1) = q 3 (1). The proof is complete.
Lower bound of action of P Q 2 with boundary collisions
 be the position matrix path of the minimizer
We assume the two boundary configurations in Proof. According to the results of Marchal [13] and Chenciner [3] , the only possible collisions in P Q 2 ([0, 1]) are on the boundaries:q(0) andq (1) . By the definitions of the two configuration sets Q S and Q E 2 in (2.5) and (2.6), the possible boundary collisions could be the following:
Note that when estimating the action A i j (1 ≤ i < j ≤ 4), the triple collisions and total collisions can be treated as several binary collisions happening simultaneously. Hence, we only need to discuss the four possible binary collisions case by case.
By Theorem 3.1, we have It follows that It follows that if α + θ − β 1 ≤ π, α + θ + β 1 ≤ π, α − θ + β 2 ≤ π and α − θ − β 2 ≤ π, the following inequality holds: . 
(3.40)
By Theorem 3.1, we have 
It follows that, if α 1 + θ− β ≤ π, |α 1 − θ− β| ≤ π, α 2 + θ− β ≤ π and |α 2 − θ− β| ≤ π, the following inequality holds: It follows that if α 1 + θ ≤ π, α 2 + θ ≤ π and α 2 − θ ≤ π, the following inequality holds:
It follows that inequality (3.46) holds for any α 1 ∈ [0, π] and α 2 ∈ [0, 2π).
(ii): The collision pair is in the middle of body 1 and 2:
By Theorem 3.1, if α 1 +θ ≤ π, π−α 1 +θ ≤ π, α 2 +θ−π ≤ π and α 2 −θ ≤ π, we have
Hence, inequality (3.47) holds for any α 1 ∈ [0, π] and α 2 ∈ [0, 2π).
(iii): the collision pairq 3 (0) =q 4 (0) is on the left hand side ofq 1 (0). By Theorem
Hence, inequality (3.48) holds for any α 1 ∈ [0, π] and α 2 ∈ [0, 2π).
By the analysis in the three subcases ((i) to (iii)), it follows that
Therefore, by inequalities (3.45), (3.44) and (3.49), the action A satisfies has boundary collisions, the estimates in the 4 cases ((3.37), (3.40), (3.43), (3.50)) imply that
Definition of test paths
In this section, we define new test paths connecting Q S and Q E i (i = 1, 2). In order to apply the level estimate method, we need to find test paths which have action values strictly less than the lower bound of action in Lemma 3.2 or Lemma 3.3.
The main idea is to use piecewise smooth linear functions which are linear approximations of the action minimizers P Q 1 and P Q 2 . The test paths are introduced in the following subsections.
test paths connecting Q S and Q E 1
Note that
where a 1 , a 2 ∈ R and b 1 , b 2 , c 1 , c 2 ≥ 0. Recall that for each given θ ∈ (0, π/10], Q S and Q E 1 are defined to be the boundary configuration sets:
where Q s and Q e 1 are defined in (4.1). We set P(Q S , Q E 1 ) to be the set of paths in H 1 ([0, 1], χ) which have boundaries in Q S and Q E 1 :
For given θ ∈ (0, π/10], our goal is to define some test path P test ∈ P(Q S , Q E 1 ), such that its action A test = A(P test ) is strictly less than the lower bound (3.7) in Lemma 3.2:
where A col denotes the action of the minimizing path P Q 1 with boundary collisions.
For convenience, we set
The following lemma holds for small θ:
Lemma 4.1. For each θ ∈ (0, 0.0539π], there exists a test path P test ∈ P(Q S , Q E 1 ), such that its action A test = A(P test ) satisfies
Proof. Letq(t) (t ∈ [0, 1]) be the position matrix path of P test . The test path P test is defined in two steps. First, we define a test path for a fixed angle θ = θ 0 . At time t = t j = j 10 ( j = 0, 1, 2, . . . , 10), we can find the position matrices q( j 10 ) in the minimizer P Q 1 ≡ P Q 1 ,θ 0 . In P test , we setq
For t ∈ [t j ,t j+1 ], the path will be the linear connection betweenq(t j ) andq(t j+1 ) ( j = 0, 1, 2, . . . , 9). Furthermore, we assume the bodies move at constant speeds in the time interval [
10 ] ( j = 0, 1, 2, . . . , 9). That is, for each j ( j = 0, 1, 2, . . . , 9),
Once the 11 matrices q(t j ) = q( j 10 ) (i = 0, 1, 2, . . . , 10) are given, the action value A test = A(P test ) can be calculated. By its definition, A test should be close to the minimum action A (P Q 1 ). Note that in (4.4), g 1 (θ) is the lower bound of action of the minimizer P Q 1 with boundary collisions. If
it follows that the minimizer P Q 1 = P Q 1 ,θ 0 has no collision singularity.
The next step is to define a test path for an interval of θ 0 . Assume at θ = θ 0 , the test path defined in the first step satisfies A test < g 1 (θ 0 ). Then it is reasonable to expect in a small interval of θ 0 , one can perturb the test path P test = P test,θ 0 defined for θ = θ 0 , such that the inequality A test < g 1 (θ) still holds. In this paper, the perturbed path is defined as follows.
We fix P test (t ∈ [0,
, 1], we perturb the last pointq(t 10 ) =q (1) in P test = P test,θ 0 such that it satisfies the boundary condition
Then we connectq(1) withq(t 9 ) =q( at given θ = θ 0 , and θ is in a small interval of θ 0 . It is clear that for each θ, q(1) ∈ Q E 1 . The perturbed path will have action smaller than g 1 (θ) in a small interval of θ 0 . Actually, this process can be repeated for different values of θ 0 and eventually we can define test paths for all possible θ. In what follows, we explain how to calculate the action of a test path A test = A(P test ).
Let A j+1 be the action of the linear path connectingq( . By (4.5), it follows that the kinetic energy is
It implies that j+1 10 j 10
The potential energy is 
Note that the integral in (4.7) always has the form 1 0 du (a + bu) 2 + (c + du) 2 and it can be integrated as follows:
Hence, by (4.6), (4.7) and (4.8), once the coordinates ofq i, j =q i ( j 10 ) (i = 1, 2, 3, 4; j = 0, 1, 2, . . . , 10) are given, we can find the exact value of A j+1 ( j = 0, 1, 2, . . . , 9).
Therefore, the action A(P test ) = A j+1 can be calculated accurately. It is clear that A(P test ) will be a function of θ and to exclude possible collisions in P Q 1 , we need to prove that for θ in a certain interval of θ 0 , the following inequality holds:
A(P test ) < g 1 (θ) = In order to make inequality (4.9) true, we will choose 7 different values of θ 0 and define the test paths in each interval of θ 0 . For given θ 0 , test paths P test = P test,θ,θ 0 can be determined by the values of q(t j ) = q( j 10 ) ( j = 0, 1, 2, . . . , 10) in the minimizing path P Q 1 corresponding to θ 0 . It is clear that
where Q s and Q e 1 are defined by (4.1).
In the following tables (from Table 1 to Table 7 ), the position coordinates of q i, j =q i ( j 10 ) (i = 1, 2, 3; j = 0, 1, 2, . . . , 10) of P test = P test,θ,θ 0 are given, where the positionq 4, j ( j = 0, 1, 2, . . . , 10) satisfies
To cover the interval θ ∈ (0, 0.0539π], we take 7 different values of θ 0 . For each interval of θ 0 , we define test paths P test,θ,θ 0 by linear connections of the adjacent pointsq i, j andq i,( j+1) (i = 1, 2, 3, 4; j = 0, 1, 2, . . . , 9) in each table (from Table 1 to Table 7 ) with constant speeds.
(i) θ 0 = 0.0539π : it works for θ ∈ [0.052π, 0.0539π], in whichq i, j (i = 1, 2, 3; j = 0, 1, 2, . . . , 10) of the test paths are given by Table 1 ; (ii) θ 0 = 0.05π: it works for θ ∈ [0.0425π, 0.052π], in whichq i, j (i = 1, 2, 3; j = 0, 1, 2, . . . , 10) of the test paths are given by Table 2 ;
(iii) θ 0 = 0.04π: it works for θ ∈ [0.032π, 0.0425π], in whichq i, j (i = 1, 2, 3; j = 0, 1, 2, . . . , 10) of the test paths are given by Table 3; (iv) θ 0 = 0.03π: it works for θ ∈ [0.021π, 0.032π], in whichq i, j (i = 1, 2, 3; j = 0, 1, 2, . . . , 10) of the test paths are given by Table 4 ; 
(v) θ 0 = 0.015π: it works for θ ∈ [0.008π, 0.021π], in whichq i, j (i = 1, 2, 3; j = 0, 1, 2, . . . , 10) of the test paths are given by Table 5 ; 
(vi) θ 0 = 0.006π: it works for θ ∈ [0.002π, 0.008π], in whichq i, j (i = 1, 2, 3; j = 0, 1, 2, . . . , 10) of the test paths are given by Table 6; (vii) θ 0 = 0.002π: it works for θ ∈ (0, 0.002π], in whichq i, j (i = 1, 2, 3; j = 0, 1, 2, . . . , 10) of the test paths are given by Table 7 .
Seven different figures (Fig. 6, Fig. 7 ) are given to show that the following inequality 
test paths connecting Q S and Q E 2
Recall that
where a 1 , a 2 ∈ R, b 1 , b 2 , c 1 , c 2 ≥ 0. For each given θ, Q S and Q E 2 are set to be the boundary configuration sets: In each subfigure, the horizontal axis is θ/π, and the vertical axis is the action value A. The graphs of g 1 (θ) (lower bound of action of paths with boundary collisions) and the graphs of A(P test ) (action of the test path P test ) are shown for different intervals of θ. For each θ ∈ (0, 0.052π], the test path P test is defined as a piecewise smooth linear function, whose nodal points are given by the tables (from Table 2 to Table 7 ).
where Q s and Q e 2 are defined in (4.10). We set P(Q S , Q E 2 ) to be the set of paths in H 1 ([0, 1], χ) which have boundaries in Q S and Q E 2 : For small θ, the following lemma holds:
Lemma 4.2. For any given θ ∈ (0, 0.0664π], there exists a test path P test2 ∈ P(Q S , Q E 2 ), such that its action A test2 = A(P test2 ) satisfies A test2 = A(P test2 ) < g 2 (θ).
Proof. The proof of Lemma 4.2 follows by a similar argument of Lemma 4.1. The only difference is to choose a new set of θ 0 and to define the corresponding test paths P test2 = P test2,θ,θ 0 by piecewise smooth linear functions, which satisfy P test2 ∈ P(Q S , Q E 2 ) and its action A(P test2 ) < g 2 (θ) for each θ. Letq(t) be the position matrix path of P test2 . Once the 11 nodal pointsq i, j = q i ( j 10 ) (i = 1, 2, 3, 4, j = 0, 1, 2, . . . , 10) are given, the test path P test2 = P test2,θ,θ 0 can then be defined bŷ q(t) =q(t j ) + 10 t − j 10 [q(t j+1 ) −q(t j )] , t ∈ j 10 , j + 1 10 . (4.13)
Nine different θ 0 are chosen and the coordinates ofq i, j =q i ( j 10 ) (i = 1, 2, 3, j = 0, 1, 2, . . . , 10) of P test2 = P test2,θ 0 are given in the following talbes (from Table 8 to Table 16 ), whileq 4, j satisfieŝ q 4, j = −q 1, j −q 2, j −q 3, j , j = 0, 1, 2, . . . , 10. ) (i = 1, 2, 3, j = 0, 1, 2, . . . , 10) in the path P test2 = P test2,θ,θ 0 corresponding to each θ ∈ (0, 0.0024π].
9 different figures (Fig. 8, Fig. 9 ) are given to show that the following inequality A test2 = A(P test2 ) < g 2 (θ)
holds for every θ ∈ (0, 0.0664π]. It follows that when θ ∈ (0, 0.0664π], the action minimizer P Q 2 connecting Q S and Q E 2 is free of collision. The proof is complete.
Existence of two sets of periodic or quasi-periodic orbits
Recall that the action minimizers P Q i = P It follows that q(t + 4) = q(t)R(4θ), t ∈ R.
By Lemma 2.2 and Corollary 2.3, the velocitiesq at t = 0 and t = 1 satisfẏ q 1x (0) =q 2x (0) = 0,q 3x (0) = −q 4x (0),q 3y (0) =q 4y (0), q 1 (1) = −q 2 (1)BR(2θ),q 3 (1) = −q 4 (1)BR(2θ 
