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ABSTRACT
Les robots trouvent de nouvelles applications dans notre
vie de tous les jours et interagissent de plus en plus e´troi-
tement avec leurs utilisateurs humains. Cependant, malgre´
une longue tradition de recherche, les architectures cogni-
tives existantes restent souvent trop ge´ne´riques et pas as-
sez adapte´es aux besoins spe´cifiques de l’Interaction sociale
Humain-Robot, comme la gestion des e´motions, du langage,
des normes sociales, etc. Dans cet article, nous pre´sentons
CAIO, une architecture Cognitive et Affective Oriente´e In-
teraction. Elle permet aux robots de raisonner sur les e´tats
mentaux (y compris les e´motions) et d’agir physiquement,
e´motionnellement et verbalement.
Keywords
Architecture cognitive, interaction sociale homme-robot,
e´motions
1. INTRODUCTION
Les robots sont de plus en plus pre´sents dans notre vie
quotidienne, dans des roˆles d’assistants, de robots pe´dago-
giques, de compagnons pour les enfants ou les personnes
aˆge´es, etc. roˆles qui impliquent de nombreuses interactions
avec l’utilisateur. Cette proximite´ signifie que les robots
doivent partager non seulement le meˆme espace physique
mais aussi des buts et des croyances pour accomplir une
taˆche commune. Dans l’ide´al, ils devraient pouvoir interagir
en langage naturel mais aussi non-verbalement par gestes
et expressions faciales. De nombreuses applications qui re-
le`vent du domaine de l’Interaction Humain-Robot (HRI -
Human-Robot Interaction) sont en cours de de´veloppement,
mais l’architecture cognitive sous-jacente du robot n’est pas
toujours explicite. En effet, le de´veloppement d’une archi-
tecture cognitive permettant a` un robot de ge´rer la com-
plexite´ des interactions avec des humains est un de´fi en soi.
De nombreuses fonctionnalite´s sont ne´cessaires : gestion de
la me´moire, raisonnement sur les e´tats mentaux, gestion du
dialogue, gestion des e´motions et des aspects non-verbaux
de l’interaction etc.
Malgre´ les diffe´rentes contributions dans le domaine des
architectures cognitives et celles plus spe´cifiques pour la ro-
botique [18, 21], la plupart des architectures sont ge´ne´riques
et peu d’entre elles peuvent vraiment ge´rer la complexite´
des interactions Humain-Robot. Dans cet article nous pre´-
sentons notre Architecture Cognitive et Affective Oriente´e
Interaction (CAIO) dont les contributions se situent sur les
aspects suivants : autoriser le robot a` raisonner sur les e´tats
mentaux (incluant les e´motions) et a` expliquer ses actions en
termes d’e´tats mentaux ; ge´rer a` la fois les actions physiques
et verbales ; et fournir deux boucles de re´ponse distinctes
(re´active et de´libe´rative).
Cet article est structure´ comme suit. La section 2 pre´-
sente quelques travaux sur les architectures cognitives et ro-
botiques. La section 3 revient brie`vement sur nos pre´ce´dents
travaux a` la base de l’architecture CAIO que nous de´taillons
dans la suivante (section 4). La section 5 donne ensuite un
court exemple sur un robot Nao, et nous positionnerons l’ar-
chitecture CAIO en nous basant sur des crite`res de´finies par
Langley et al. [20]. La Section 6 donne quelques perspectives.
2. ETAT DE L’ART
Les travaux dans le domaine des architectures cognitives
sont une recherche de longue date et des e´tats de l’art
peuvent eˆtre trouve´s dans diffe´rents articles, par exemple
[34, 10]. Trois grandes familles d’architectures cognitives
sont ge´ne´ralement distingue´es : (1) les architectures dites
bio-inspire´es dont l’ambition est principalement la compre´-
hension des processus de la cognition, (2) les architectures
qualifie´es de ”purement” Intelligence Artificielle et (3) les
architectures qui trouvent leur fondement dans des travaux
en philosophie (la philosophie de l’esprit essentiellement).
Nous donnons ici quelques e´le´ments sur les principales ar-
chitectures.
2.1 Les Architectures bio-inspirées
ACT-R (Adaptive Control of Thought-Rational) est une
des architectures les plus connues pour mode´liser les me´ca-
nismes de la cognition humaine [5] [6]. Elle repose principa-
lement sur la se´paration entre deux types de connaissance :
la connaissance de´clarative (chunks) et la connaissance pro-
ce´durale (rules). L’architecture ACT-R est compose´e de 4
principaux modules, chacun ayant un e´quivalent chez l’hu-
main (visual module - perception, goal module, declarative
memory, and manual module - actuators), dont la coordina-
tion est assure´e par un syste`me central.
L’architecture CLARION (Connectionist Learning with
Adaptive Rule Induction ON-line) [33] est e´galement tre`s
connue ; c’est une architecture hybride qui combine des re-
pre´sentations connexionnistes et des repre´sentations symbo-
liques, et combine e´galement des processus psychologiques
implicites et explicites. L’ambition des recherches autour
de CLARION est principalement de comprendre les me´ca-
nismes de la cognition humaine (prise de de´cision, appren-
tissage raisonnement, etc.) tout en de´veloppant e´galement
des agents artificiels.
ASMO (Attentive Self-MOdifying) [22] a e´te´ de´veloppe´e
plus re´cemment a` partir d’une the´orie biologique de l’atten-
tion, pour re´soudre les compe´titions entre buts e´ventuelle-
ment incompatibles du robot. Concre`tement, le niveau d’at-
tention de´termine les priorite´s relatives des buts, les plus cri-
tiques e´tant traite´s comme des re´flexes. ASMO a e´te´ imple´-
mente´e dans un robot social en interaction avec des humains,
et dans un robot Nao pour des compe´titions de football.
2.2 Architectures pour la résolution de pro-
blèmes d’Intelligence Artificielle
SOAR (State, Operator And Result) [17] est une architec-
ture purement ”IA symbolique”, qui met l’accent sur l’ap-
prentissage et la re´solution de proble`mes. Elle dispose d’une
me´moire a` court-terme (ou me´moire de travail), et une me´-
moire a` long-terme qui se de´compose en me´moire proce´du-
rale, me´moire se´mantique et me´moire e´pisodique. L’appren-
tissage par renforcement est de´clenche´ quand les connais-
sances ne permettent pas de prendre une de´cision. SOAR a
e´te´ e´tendue avec des e´motions qui interviennent au niveau
de l’apprentissage [15].
L’approche choisie pour l’architecture ICARUS [19]
consiste a` unifier les techniques re´actives et de´libe´ratives
de re´solution de proble`mes, ainsi que le raisonnement nu-
me´rique et symbolique. Un but non satisfait de plus haute
priorite´ rec¸oit l’attention : les capacite´s connues permettant
de le re´aliser sont amene´es de la me´moire a` long-terme vers
la me´moire a` court-terme, ou bien ce but est de´compose´ en
sous-buts pour apprendre de nouvelles capacite´s.
2.3 Architectures basées sur des théories phi-
losophiques
La philosophie de l’esprit s’inte´resse a` l’ensemble des pro-
ble`mes qui se posent dans la vie mentale et en particulier
pour l’action, la perception, le raisonnement, l’intentionna-
lite´. En philosophie de l’esprit, il y a 3 e´tats mentaux de
base : croire et de´sirer et l’intention d’agir. La philosophie de
l’action est une branche de la philosophie de l’esprit et s’inte´-
resse plus particulie`rement a` l’action. La the´orie de Bratman
de l’action planifie´e (Human Practical reasoning) [9] a ainsi
servi aux travaux sur les logiques et les agents BDI (Belief,
Desire, Intention) [27, 11]). Dans cette the´orie, les croyances
et les de´sirs sont la cause de l’intention d’action ; L’archi-
tecture PRS pour les agents rationnels (e.g. PRS, Proce-
dural Reasoning System [38]) est une des architectures tre`s
connues. Comme nous l’expliquerons plus loin, l’architec-
ture CAIO s’inscrit dans cette ligne´e, mais avec l’addition
de nouveaux e´tats mentaux (ou attitudes propositionnelles),
en particulier les e´motions qui sont essentielles pour un ro-
bot expressif social, a` cause du roˆle majeur qu’elles jouent
dans l’interaction et le raisonnement.
Actuellement, plusieurs recherches se tournent vers la
The´orie de l’esprit (Theory of Mind - ToM) [30, 16, 37] qui
est e´galement une branche de la philosophie de l’esprit. Cette
the´orie s’occupe de la compre´hension d’autrui et de soi. IL
s’agit de comprendre ce que les autres vont faire, d’eˆtre ca-
pable de le pre´dire afin d’anticiper les conse´quences de ce
comportement.
3. PRÉCÉDENTS TRAVAUX
3.1 La logique BIGRE pour représenter les
états mentaux et les émotions
Guiraud et al. [14] ont propose´ une logique modale dans
la ligne´e des logiques BDI (Belief, Desire, Intention), pour
repre´senter formellement les e´tats mentaux qu’un agent ar-
tificiel (un robot par exemple) va pouvoir exprimer lors de
son interaction avec un humain.
Cette logique, dite logique BIGRE (Belief, Ideal, Goal,
Responsibility, Emotion), de´finit 5 e´tats mentaux 1 :
— Belief (B) Beliϕ : le robot i croit ϕ vrai ;
— Ideal (I) Idealiϕ : ide´alement pour le robot i, ϕ devrait
eˆtre vrai (normes morales et sociales du robot 2) ;
— Goal (G) Goaliϕ : le robot i a pour but que ϕ soit
vrai ;
— Responsibility (R) Respiϕ : le robot i est responsable
de ϕ ;
— Complex emotion (E) (e.g. gratitude, admiration, re-
proche, etc.) qui re´sulte d’un raisonnement a` propos
de Responsibility.
Les e´motions complexes dont il est question ici jouent un
roˆle central dans l’interaction dialogique et sont exprime´es
principalement par le langage. Ce sont des e´motions qu’il
faut distinguer des e´motions de base (voir ci-dessous) que
l’on peut repre´senter a` partir des Belief, des Goal et des
Ideal qui sont quant a` elles associe´es ge´ne´ralement a` des
expressions faciales prototypiques.
Les ope´rateurs B, I, G et R (BIGR → E) ont permis de
repre´senter 12 e´motions : 4 e´motions de base (joie, tristesse,
approbation, de´sapprobation) et 8 e´motions complexes (re-
gret, de´ception, honte, reproche, satisfaction morale, admi-
ration, re´jouissance et gratitude, voir tableau 1).
La logique BIGRE a de plus permis de de´finir formelle-
ment des actes de conversation expressifs (regretter, repro-
cher, complimenter, etc.), actes qui expriment des e´motions
complexes (le regret, le reproche, l’approbation morale, etc.).
(voir section suivante).
3.2 Le Langage de Conversation Multimodal
Pour qu’un agent artificiel, type personnage virtuel,
puisse s’exprimer de manie`re cre´dible, Riviere et al. [29]
ont de´fini un langage de conversation pour agent base´
sur la The´orie des Actes de Discours de Searle [32]. Ce
langage est appele´ Langage de Conversation Multimodal
(LCM) car sa particularite´ est de relier e´troitement les
aspects verbaux (les e´nonce´s) aux aspects non-verbaux (les
expressions faciales/gestes) afin d’augmenter l’expressivite´
de l’agent. Ce langage est dans la ligne´e des langages de
communication pour agent tels que FIPA [26].
Ce langage LCM regroupe 38 Actes de Conversation Mul-
timodaux (ACM) re´partis en 4 classes :
— actes assertifs : dire, affirmer, nier, etc.
— actes directifs : demander, sugge´rer, re´clamer, etc.
— actes engageants : promettre, accepter, refuser, etc.
— actes expressifs : remercier, reprocher, fe´liciter, etc.
Chaque acte ACM a e´te´ formalise´ en logique BIGRE :
1. Le lecteur est invite´ a` se re´fe´rer a` [14] pour plus de
de´tails sur la se´mantique et l’axiomatique de cette logique.
2. Par exemple, une obligation morale a` aider une per-
sonne en danger ou une re`gle sociale a` payer les taxes, etc.
∧ Beliϕ BeliRespiϕ BeliRespjϕ
Goaliϕ Joyiϕ Rejoicingiϕ Gratitudei,jϕ
Goali¬ϕ Sadnessiϕ Regretiϕ Desappointmenti,jϕ
Idealiϕ Approvaliϕ MoralSatisfactioniϕ Admirationi,jϕ
Ideali¬ϕ Disapprovaliϕ Guiltiϕ Reproachi,jϕ
Table 1: Formalisation des 4 e´motions de base et des 8 e´motions complexes.
Rejoice Expa,h,H(Rejoicingaϕ)
≡ Expa,h,H(Goalaϕ ∧BelaRespaϕ)
Preconditions Goalaϕ ∧BelaRespaϕ de´f= Rejoicingaϕ
Agent a “feels” rejoicing ; it believes it is responsible for having achieved its goal ϕ.
Sending effects BelaBelhRejoicingaϕ
Agent a believes that human h believes that a is rejoicing about ϕ.
Reception effects BelaGoalhϕ ∧BelaBelhResphϕ
Agent a believes that human h expressed his rejoicing about ϕ. Therefore, a believes that h
has achieved its goal ϕ and believes himself to be responsible for this.
Table 2: Exemple : l’acte ACM Se re´jouir - Rejoice du point de vue de l’agent a en conversation avec un
humain h.
— pre´conditions de l’acte, que l’agent doit satisfaire avant
de pouvoir e´mettre cet acte, ceci pour garantir la since´-
rite´ de l’agent au sens de la the´orie de Searle (sincerity
conditions) ;
— effets en e´mission de l’acte, pour l’agent artificiel qui
s’exprime ;
— effets en re´ception de l’acte, pour l’agent artificiel qui
rec¸oit l’acte d’un interlocuteur.
Par exemple, le tableau 2 donne la formalisation de l’acte
ACM Se re´jouir - Rejoice.
Cette repre´sentation formelle permet a` l’agent de mettre
a` jour ses e´tats mentaux, en particulier ses croyances mais
aussi ses e´motions, les e´tats mentaux de son interlocuteur,
et de savoir s’il lui est possible de s’exprimer.
3.3 Le moteur de raisonnement PLEIAD
PLEIAD (ProLog Emotional Intelligent Agent Designer)
[1] est a` l’origine un moteur de raisonnement pour des agents
de type BDI, de´veloppe´ en SWI-Prolog. Il confe`re aux agents
des capacite´s ge´ne´riques de raisonnement. Il permet e´ga-
lement l’imple´mentation de diffe´rents mode`les d’e´motions,
comme le mode`le OCC [2], ou de the´ories sur des e´motions
particulie`res comme la honte [3]. PLEIAD a e´te´ plus re´cem-
ment comple´te´ avec des strate´gies de coping [4] et des traits
de personnalite´.
Le moteur de raisonnement PLEIAD a e´te´ utilise´ pour
imple´menter la logique BIGRE et constitue le coeur de l’ar-
chitecture CAIO, principalement pour le module Delibera-
tion et pour la partie cognitive du module Evaluation des
e´motions (voir section 4.2).
4. L’ARCHITECTURE CAIO
4.1 Vue globale de l’architecture
Une des spe´cificite´s de l’architecture CAIO (cf. Figure 1)
est d’avoir 2 boucles de raisonnement : une boucle de´libe´ra-
tive qui permet de raisonner sur les e´tats mentaux BIGRE
et de produire des plans d’actions au sens de la planification
automatique et une boucle sensori-motrice plus rapide qui
permet d’exprimer de manie`re re´active les e´motions. Chaque
boucle prend en entre´e les perceptions multimodales en pro-
venance de l’environnement.
Au cours de la boucle de´libe´rative, la partie cognitive du
module d’e´valuation des e´motions de´duit les e´motions com-
plexes a` partir des e´tats mentaux. Le module de de´libe´-
ration de´duit alors les intentions du robot a` partir de ses
e´tats mentaux et choisit parmi celles-ci la plus approprie´e.
A partir de cette intention, le module de planification pro-
duit un plan, i.e., un ensemble ordonne´ d’actions commu-
nicatives ou physiques, pour atteindre l’intention retenue et
choisir la prochaine action a` exe´cuter. Finalement, le mo-
teur de rendu multimodal exe´cute l’action pre´ce´demment
choisie. Les modules de l’architecture fournissent un retour
aux autres modules sur le re´sultat de leur traitement. Par
exemple, le module de planification informe le module de
de´libe´ration lorsque l’intention choisie n’est pas atteignable
ou encore le moteur de rendu multimodal informe le plani-
ficateur du succe`s ou de l’e´chec de l’exe´cution d’une action.
Simultane´ment, au cours de la boucle sensori-motrice, le
module d’e´valuation des e´motions e´value les donne´es prove-
nant du module de perception multimodale selon les crite`res
de Scherer (crite`res SEC - Stimulus Evaluation Checks).Ce
processus d’e´valuation de´termine le de´clenchement des e´mo-
tions et envoie au module de rendu multimodal les actions
faciales et gestuelles a` exe´cuter pour exprimer l’e´motion.
4.2 Principaux modules de l’architecture
4.2.1 Le module de perception multimodale
Le roˆle de ce module est de fusionner les informations en
provenance des capteurs du robot et de les exprimer sous
la forme d’e´tats mentaux du locuteur. Pour l’instant, nous
nous sommes focalise´s essentiellement sur les aspects asso-
cie´s au langage. Ne´anmoins, nous envisageons a` court terme
d’inte´grer d’autres donne´es en entre´e telles que les expres-
sions faciales ou encore les signaux para-linguistiques.
Concre`tement, ce module effectue dans un premier temps
un traitement de la parole en utilisant l’interface de Google
Speech. A partir de l’e´nonce´ textuel, le module, dans un
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Figure 1: Sche´ma conceptuel de l’architecture
CAIO.
second temps, extrait l’acte de conversation ACM. 3.
4.2.2 La mémoire
La me´moire au sein de l’architecture CAIO est divise´e
classiquement en 3 parties. La me´moire e´pisodique contient
d’une part les e´tats mentaux BIGRE propre au robot et
d’autre part ceux de l’humain. La me´moire se´mantique
contient la de´finition des e´motions et des actes de conversa-
tion. La me´moire proce´durale ge`re la description des actions
physiques que peut re´aliser le robot et les re`gles du discours
(cf. Tableau 3).
La me´moire est dynamiquement mise a` jour en trois
temps. Tout d’abord, les nouvelles croyances de´duites a` par-
tir des perceptions du monde ou re´sultantes des interactions,
i.e., les effets des actes ACM du locuteur et les effets pro-
duits par les propres actes ACM du robot, sont ajoute´es
a` la me´moire. Puis les e´tats mentaux sont mis a` jour par
infe´rence.
4.2.3 Le module d’évaluation des émotions
Le module d’e´valuation est constitue´ de deux sous-
modules : l’e´valuation cognitive et l’e´valuation sensori-
motrice :
— l’e´valuation cognitive prend en entre´e les perceptions
du robot ainsi que ses e´tats mentaux et calcule l’e´mo-
tion correspondante a` partir de leur de´finition logique
(cf. tableau 1). Par exemple, une e´motion de gratitude
est calcule´e, lorsque le robot a le but ϕ et croit que l’hu-
main est responsable de ce but, i.e., lorsque le robot
i a` l’e´tat mental Goal iϕ ∧ Bel iRespjϕ. Une intensite´
3. le traitement de la langue est un champ de recherche
complexe ; nous n’abordons pas cet aspect dans ce travail,
l’extraction des actes ACM a` partir des e´nonce´s est faite de
fac¸on ad-hoc.
Origine de l’obligation Action a` re´aliser
S1 Accept ou Promise A S1 achieves A
S1 Request A S2 address Request : ac-
cept A ou reject A
S1 Question ferme´e est-ce que P S2 Answer-If P
S1 Question ouverte P (x) S2 Inform-ref x
Table 3: Exemples de re`gles du discours de´finies par
Traum et Allen entre deux locuteurs (S1) et (S2)
portant sur une proposition (P).
pour l’e´motion est de´rive´e a` partir des priorite´s du but
ou de l’ide´al pre´cise´ dans sa de´finition. Cette e´motion
est stocke´e dans la me´moire e´pisodique.
— L’e´valuation sensori-motrice e´value tous les actes ACM
rec¸us du locuteur ou ceux e´mis par le robot lui-meˆme
selon des crite`res de´valuation de´finis par Scherer (SEC-
Stimulus Evaluation Checks) [31] que nous avons adap-
te´s dans le cadre de nos travaux :
— la nouveaute´ de l’acte de conversation (est-ce que
l’acte e´tait pre´vu dans le sche´ma ge´ne´ral du dia-
logue ?) ;
— le plaisir intrinse`que (en fonction du type d’acte,
e.g., Refuse vs. Accept, et de son contenu proposi-
tionnel) ;
— la congruence rapport aux buts
— le potentiel d’adaptation (est-ce que le robot peut
influencer les conse´quences des actes ?) ;
— la compatibilite´ avec les ide´aux du robot et les
normes sociales.
Le re´sultat de cette e´valuation sensori-motrice est pro-
page´ au module de rendu afin d’eˆtre traduit en expres-
sions faciales et corporelles. (cf. tableau 4).
4.2.4 Le module de délibération
La de´libe´ration est le processus qui permet au robot de
de´cider de sa prochaine Intention (ou but). Nous de´finissons
trois types d’Intention.
Les Intentions e´motionnelles sont les intentions qui vont se
traduire en ge´ne´ral par un acte ACM expressif (par exemple
regretter, remercier, reprocher, se re´jouir,...). Afin que le ro-
bot soit since`re, affectif et expressif, nous avons de´cide´ que
toute e´motion ”ressentie” par le robot devait eˆtre exprime´e,
ce qui aide a` une meilleure re´gulation locale du dialogue.
[8]. Notons que les intentions e´motionnelles ont la priorite´ la
plus haute.
Les Intentions fonde´es sur les obligations contribuent
aussi a` la re´gulation du dialogue et conduisent a` des inter-
actions humain-robot plus naturelles [7]. Les intentions de
ce type sont adopte´es a` partir des re`gles du discours de´finies
par Traum et Allen [35] pour repre´senter les normes sociales
et guider le comportement du robot. Ces intentions jouent
un roˆle important dans la re´action du robot au niveau du
dialogue (cf. tableau 3). Concre`tement le robot adopte tou-
jours l’intention d’atteindre ses obligations (de´duites a` par-
tir des re`gles du discours) mais contrairement aux intentions
e´motionnelles, il leur affecte une priorite´ moyenne.
Finalement, l’Intention globale exprime la direction ge´ne´-
rale du dialogue et de´finit son type [36], e.g., de´libe´ration,
persuasion, etc. Ce type d’intention est adopte´e lorsque le
robot s’engage a` l’atteindre, soit explicitement, e.g., en l’ex-
plicitant par un acte ACM de type Promettre ou Accepter,
ou en interne en raisonnant sur ses croyances. L’intention
globale a toujours la priorite´ la plus faible.
4.2.5 Le module de planification
Le module de planification est en charge de trouver un
moyen d’atteindre l’Intention de´cide´e par le module de de´-
libe´ration. Ce module repose sur l’ide´e propose´e a` l’origine
par [25] que l’ordonnancement des actes de dialogue peut
eˆtre re´alise´ par la planification. En termes d’imple´menta-
tion, le module repose sur la librairie PDDL4J [23] et les
travaux de [24]. Il est important de noter que les plans pro-
duits peuvent contenir a` la fois des actes de conversation
ACM et des actions physiques, qui peuvent tous les deux
eˆtre exe´cute´s par le robot. Les pre´-conditions et les effets
des actions sont formalise´s dans le langage PDDL (Planning
Domain Description Language) utilise´ dans la communaute´
planification rendant ainsi l’architecture CAIO compatible
avec la plupart des planificateurs.
Dans le cas des Intentions e´motionnelles et de celles fon-
de´es sur les obligations, le plan ge´ne´re´ est souvent consti-
tue´ d’un seul acte de conversation ACM. Par exemple, l’in-
tention e´motionnelle pour exprimer la gratitude peut eˆtre
atteinte avec un acte de conversation ACM Remercier ou
Fe´liciter en fonction de l’intensite´ de l’e´motion.
Dans le cas des autres intentions, il est ne´cessaire de
mettre en œuvre des actions spe´cifiques au domaine dont
les pre´conditions et les effets sont de´crits dans la me´moire
proce´durale du robot. Par exemple, pour re´server des billets
de train, il est ne´cessaire de connaˆıtre l’heure et la date de
de´part ainsi que le lieu de de´part et la destination. Le pla-
nificateur peut donc eˆtre amene´ dans ce cas a` produire un
plan contenant a` la fois des actes de conversation ACM, e.g.,
demander les informations pertinentes a` l’utilisateur, et des
actions spe´cifiques au domaine, e.g., re´server des billets de
train.
Si aucun plan ne peut eˆtre ge´ne´re´ pour atteindre l’inten-
tion de´termine´e par le module de de´libe´ration, l’intention est
abandonne´e et le module de de´libe´ration est une nouvelle fois
sollicite´ pour calculer une nouvelle intention.
4.2.6 Le moteur de rendu multimodal
Le moteur de rendu multimodal prend en entre´e la pre-
mie`re action orchestre´e par le module de planification et
l’e´motion produite par le module d’e´valuation des e´motions.
Puis, il agit sur les actionneurs du robot pour offrir un rendu
physique de l’action inte´grant dynamiquement l’expression
faciale et les postures correspondant a` l’e´motion. Comme
mentionne´ pre´ce´demment, la ge´ne´ration des postures s’ap-
puie sur les valeurs des crite`res d’e´valuation SEC [31, 13,
12] calcule´es par le sous-module sensori-moteur du module
d’e´valuation des e´motions, par exemple le tableau 4 montre
les postures produites pour exprimer le reproche.
5. EXEMPLE ET ÉVALUATION
5.1 Exemple pour le robot Nao
Une version pre´liminaire de l’architecture CAIO a e´te´ im-
ple´mente´e pour un personnage virtuel afin d’e´valuer la cre´di-
bilite´ des comportements produits par l’architecture. Elle a
notamment e´te´ teste´e dans le cadre d’un sce´nario de dispute
entre un personnage virtuel compagnon et son utilisateur
[28]. Cette premie`re version e´tait conc¸ue pour un person-
Figure 2: Diagramme de se´quence UML
nage virtuel et n’e´tait pas modulable. Une nouvelle version
de l’architecture CAIO a e´te´ de´veloppe´e avec ROS (Robot
Operating System). ROS est utilise´ et largement re´pandu
dans la communaute´ robotique. Les modules sont principa-
lement imple´mente´s en python et interface´s pour certains
d’entre eux : avec SWI-Prolog pour le module de de´libe´ra-
tion et avec Java pour le module de planification PDDL4J.
Nous pre´sentons ci-dessous un court sce´nario illustrant
l’encapsulation des diffe´rents modules de l’architecture
CAIO dans des nœuds ROS (cf. le diagramme de se´quence
UML de la figure 2)
Ce sce´nario implique deux acteurs : un utilisateur, Wafa,
et le robot Nao. Nao a une batterie en fin de vie qui ne´-
cessite d’eˆtre branche´e en permanence. Dans sa me´moire
e´pisodique, Nao posse`de l’Ide´al d’eˆtre branche´ exprime´ de
la manie`re suivante : IdealNao(¬unplugged). De son coˆte´
Wafa doit sortir ce soir et doit se se´cher les cheveux, mais
Nao est branche´ a` la seule prise disponible pre`s du miroir.
Par conse´quent, Wafa annonce a` Nao : ” Nao, je vais te de´-
brancher, j’ai besoin de me se´cher les cheveux ”.
1. Le nœud perception rec¸oit le premier acte
ACM initialisant le dialogue suivant :
Stimulus(unplugged, wafa, nao) ;
2. Cette acte est traduit en termes d’e´tats
mentaux comme suit : BelNao(unplugged) et
BelNao(RespWafa(unplugged)) ;
3. le module d’e´valuation des e´motions (sous-module cog-
nitif) de´duit l’e´motion ReproachNao,Wafa(unplugged) a`
partir des e´tats mentaux ;
4. Le module d’e´valuation des e´motions (sous-module
sensori-moteur) e´value l’acte selon les 5 crite`res d’e´va-
luation ;
5. Le nœud de´liberation rec¸oit l’e´motion de Reproach et
publie une liste d’intentions (dans cet exemple, l’inten-
tion prioritaire est l’intention e´motionnelle d’exprimer
le reproche) ;
6. Le nœud planification rec¸oit cette liste d’intentions et
choisit la plus prioritaire, et publie une liste de plans
(ici, un plan unique contenant l’acte ACM Reproach).
7. Le plan est rec¸u par le scheduler qui choisit la premie`re
action (ici, l’acte ACM Reproach) ;
Nouveaute´ ⇒ Plaisir
intrinse`que
⇒ Effet sur
But/Besoin
⇒ Potentiel d’adap-
tation
⇒ Norme
Compatibilite´
⇒ ⇒ ⇒ ⇒
Nouveau De´plaisant Attentes insatis-
faites
Peu de controˆle Norme viole´e
Table 4: Se´quence d’e´valuation sensori-motrice qui exprime le reproche.
8. Finalement le moteur de rendu ”joue” l’acte de conver-
sation Reproach de fac¸on multimodale (verbale et non-
verbale) sur le robot Nao.
5.2 Évaluation conceptuelle
Nous proposons ici une courte e´valuation conceptuelle de
l’architecture CAIO en suivant les crite`res d’e´valuation des
architectures cognitives propose´s par Langley et al. [20] :
— Ge´ne´ralisable & Polyvalent (facilement adaptable
a` diffe´rents domaines et inde´pendant de la taˆche) : la
me´moire a` long-terme de CAIO contient une base de
connaissances ge´ne´riques et statiques, et un nouveau
domaine de connaissance peut eˆtre charge´ dynamique-
ment afin de s’adapter au contexte.
— Rationnel & Optimal (prise de de´cision logique, se´-
lection de comportement optimal pour un contexte
donne´) : le raisonnement produit par l’architecture
CAIO s’appuie sur 5 e´tats mentaux et est dans la ligne´e
des raisonnements des agents rationnels BDI, assurant
que le plan choisi par le robot de´duit de son inten-
tion est optimal dans le contexte actuel de sa base de
connaissances.
— Efficace & Extensible (re´ponse et action en temps
re´el) : l’imple´mentation ROS de CAIO permet une in-
teraction humain-robot en temps re´el.
— Re´active & Pe´renne (re´ponse a` des stimuli tout en
gardant des buts a` long terme) : CAIO ge`re a` la fois
des intentions re´actives a` court-terme (intentions e´mo-
tionnelles et de discours) et des intentions pe´rennes a`
long-terme (intentions globales).
— Ame´liorable (comportements ame´liorables dans le
temps, soit par programmation soit par apprentissage
automatique) : pour l’instant, CAIO est ame´liorable
seulement par programmation (chaque module peut
eˆtre remplace´ ou ame´liore´ se´pare´ment), mais l’appren-
tissage automatique de nouvelles re`gles sera possible
dans des extensions futures.
— Autonome & Capable d’ope´rations prolonge´es
(choix de ses propres buts) : CAIO permet a` un ro-
bot de choisir ses propres intentions sur la base de
ses perceptions, de ses e´tats mentaux et de sa base de
connaissances.
Cette rapide e´valuation conceptuelle montre que l’archi-
tecture cognitive et affective CAIO posse`de la plupart des
proprie´te´s identifie´es comme indispensables a` toutes les ar-
chitectures cognitives. L’architecture CAIO ne´cessite toute-
fois d’eˆtre expe´rimente´e dans diffe´rents sce´narii d’interaction
Humain-Robot. Elle ne´cessite d’eˆtre ame´liore´e au niveau de
la repre´sentation des connaissances (utilisation d’un langage
de repre´sentation des connaissances comme RDF ou OWL)
et en se dotant de capacite´ d’apprentissage.
6. CONCLUSION
Dans cet article, nous avons de´crit l’architecture Cogni-
tive et Affective Oriente´e Interaction CAIO pour robot so-
cial. Cette architecture est en cours de validation plus pous-
se´e par des interactions en temps re´el avec des enfants afin
de ve´rifier que le robot exprime clairement ses intentions,
et est perc¸u comme since`re. Nous e´tudierons les limites du
syste`me sur diffe´rents types de taˆches. Des travaux sur la
repre´sentation des connaissances sont ne´cessaires afin d’eˆtre
compatible avec les ontolgies web. Le module de perception
multimodale doit e´galement eˆtre comple´te´ pour que l’extrac-
tion de l’acte de conversation ACM de l’e´nonce´ de l’utilisa-
teur soit ame´liore´e, mais aussi pour y inte´grer d’autres mo-
dalite´s (reconnaissance faciale des e´motions, reconnaissance
de gestes par exemple). Un module d’apprentissage serait
aussi une extension inte´ressante pour s’assurer que le robot
s’ame´liore durant l’interaction, et apprenne progressivement
a` connaˆıtre son utilisateur, a` s’y adapter et a` l’engager dans
l’interaction.
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