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Abstract
This thesis investigates theoretical aspects of 1-bit signal processing and contains published
papers describing many different CMOS implementations that utilize such processing. So-called
Suprathreshold Stochastic Resonance (SSR) systems are studied in detail. These systems take
a noisy signal as input and then 1-bit quantize it. As it turns out, the combination of noise,
coarse quantization, and also integration, results in systems that, perhaps a bit unexpectedly,
have quite good performance. This is known as the Stochastic Resonance (SR) phenomenon.
Many interesting plots explaining different aspects of the behavior of SSR systems are shown.
Detailed explanations of when SSR systems should and should not be used in, are given. This
includes analysis of their power consumption. One of the most interesting results in this thesis,
is that when the input to the SSR system has flicker noise, the SNR loss in the system will
be negligible. With white Gaussian noise, the SNR loss will be much larger, namely 1.96 dB.
The flicker-noise result does not seem to have been published before. In addition to using
1-bit signal processing, most of the CMOS implementations also utilize Impulse-Radio Ultra-
WideBand (IR-UWB), and yet another commonality is that they can be used for Wireless Sensor
Network (WSN) applications. Many of the implementations base much of their signal processing
on Continuous-Time Binary-Value (CTBV) signals, which is an unusual way of doing things
and therefore an interesting experiment. Some of the CMOS implementations are as follows:
Radar, localization, communication, beamforming, bitstream processing, n-path band-pass filter,
and power harvesting.
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Introduction
This thesis investigates 1-bit signal processing, from theory to feasible implementations. It will
be used in technology for Wireless Sensor Network (WSN) which will be implemented in CMOS.
IR-UWB will also be utilized.
Motivation
We want to understand the theoretical aspects of 1-bit signal processing better, so that we may
use this e.g. in CMOS hardware.
We want to explore the CTBV paradigm and 1-bit signal processing in CMOS for IR-UWB.
Can this bring something new to the field? We also want to implement other technologies for
WSN nodes.
Aims of This Study
To produce new theoretical knowledge about 1-bit signal processing.
To create many novel circuit solutions, hoping some of them will turn out to be of academic
or practical interest or that some interesting observations can be made.
Research Questions
CTBV is not very much in use, so it warrants research in the form of exploration, analysis, and
gathering experience about practical issues.
Research Methods
Make analytical derivations, numerical calculations, and simulations about 1-bit signal process-
ing.
Come up with ideas for circuit solutions and test them in CMOS.
Typographical Choices
References to the included papers are shown like this: Paper 4. Wikipedia links are shown like
this: Dynamical system [ ]. Citations include DOI links or web links if available: [Hjor 09 ]
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[Hjor 06 ].
Outline of Thesis
Chapter 1 and 2 briefly introduce WSN and Ultra-WideBand (UWB). Chapter 3 gives an
overview of 1-bit signal processing, and chapter 4 looks into the details of sampled 1-bit systems.
Chapter 5 briefly discusses continuous-time 1-bit systems. Chapter 6 gives a quick overview
of the circuit solutions in the published papers. Chapter 7 concludes the thesis. Appendix A
contains the published papers.
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1.1 Introduction
Wireless Sensor Networks (WSNs) [Akyi 02 , Stan 08 ] consist of anywhere from a few to
thousands of simple sensor nodes spread over an area that gather data, perhaps process it, and
then transmit it over a wireless link. The sensor nodes are also known as motes, and they can be
designed to form self-organizing networks, although simpler network structures are possible too.
The networks can be heterogeneous, comprising elements such as static and mobile sensor nodes,
user interface nodes, actuator nodes, gateway nodes, Internet infrastructure, centralized control
systems, robots to move and charge nodes, and so forth. The sensor nodes should be small, cheap,
robust, independent, and have a long battery life or use energy harvesting. Different applications
will require different properties such as high data rate, autonomous decision making, secure data
exchange, robust communication, low power consumption, or precise position information.
There is a wide array of possible applications for WSNs [Aram 05 ]. They can be used
by the military to monitor enemy movement. They can be used to monitor the environment
indoors or outdoors, such as detecting fires, monitoring the environment and wildlife in nature,
and providing useful data about crops in agriculture. They can also be used to monitor electricity
usage in homes, i.e. be a part of the smart grid [ ]. They can be used for logistics, such as for
tracking items. They can be used for monitoring e.g. temperature and vibration in machinery.
They can be used in the form of wearable motes by firemen to track their position and condition
during dangerous operations. They can be used in health care, such as in assisted-living facilities
for senior citizens where they can be used for fall detection, to monitor medication intake, and
to detect diseases from behavior patterns. In general, WSNs might be useful in any application
where there is interesting information to be found over a large area or volume and where remote
sensing such as cameras can not do the job.
There are several other concepts that are more or less related to WSNs. One of these is
Internet of Things (IoT) [ ] and the related concepts smart grids, smart homes, intelligent
transportation, and smart cities. Another is Machine to Machine (M2M) [ ]. Finally, WSNs
are also a type of ubiquitous computing [ ], also known as pervasive computing, ambient
intelligence, ambient media, “everyware”, physical computing, haptic computing, and “things
that think”.
Some of the key elements a WSN sensor node might consist of are as follows and as also
Energy
harvesterBattery
Processor TransceiverSensor
Positioning
Figure 1.1: A Wireless Sensor Network (WSN) sensor node.
18
CHAPTER 1. WIRELESS SENSOR NETWORKS 1.1. INTRODUCTION
shown in figure 1.1:
• Power harvesting
• Sensors
• Processing
• Communication
• Positioning
These elements and the sensor node as a whole might have different desired functionality and
properties depending on the application. It might be desirable that the sensor node is e.g. small,
cheap, uses low power, has high-precision positioning, pre-processes the data before transmission,
combines positioning/communication/sensing in one antenna, has robust communication, or that
it has higher-level functions such as mesh network routing protocols. Each of these points might
give strong indications about what kind of technologies and solutions might work and not, and
they also each represent interesting research challenges.
UWB, CMOS, and 1-bit signal processing work well together and can be used to solve
many of the aforementioned challenges. WSNs therefore present themselves as suitable practical
applications for these three interesting fields of research. Because of this, we have chosen WSNs
as an umbrella motivation for the research we have done in this thesis into these technologies.
We have, in varying degrees, implemented in silicon each of the elements in the bullet-point list
above. This is presented in the papers in appendix A. Additionally, a theoretical treatment of
1-bit signal processing is presented in the chapters of this thesis. Note that we have focused on
sensor node hardware and not higher-level issues such as mesh network routing protocols in this
thesis.
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2.1 Introduction
Ultra-WideBand (UWB) [ ] is a radio technology with very high bandwidth. This concept
enables many new and interesting applications. As an example, the Federal Communications
Commission (FCC) regulations allow a transmit power of −41.3 dBm/MHz in the frequency
band from 3.1 GHz to 10.6 GHz. This gives a total bandwidth of 7.5 GHz and a total power of
about 0.5 mW. Other countries have different spectrum regulations [Fern 10 ]. The basic idea
behind allowing such wideband transmission, is that the power received by any given narrowband
channel will be so low that it will not be a problem.
Since the transmit power is so low, a UWB system will only have a quite short operating
range. This means that UWB has a high spatial capacity [ ], i.e. that many users can each
utilize a high data rate without needing to be too far away from each other. A system with
higher transmit power would cause interference over a wider area, and it would therefore allow
fewer users in a given area and would consequently have a lower spatial capacity. Additionally,
UWB systems do not need to use high amplitudes in order to achieve high data rates, as in e.g.
256-QAM systems, since UWB systems can achieve high data rates through the use of the wide
bandwidth. UWB systems can therefore have a low SNR. This means that such systems do not
need to be far away from each other before the MSB of an interfering system becomes weaker
than the LSB of the intended signal. A 256-QAM system, on the other hand, has an MSB which
is much stronger than the LSB, and therefore needs to be far away from other users in order
to prevent interference. UWB systems therefore get a higher spatial capacity than narrowband
systems not only due to their low power but also due to this particular effect.
Due to the large bandwidth, the UWB signals will have a very high time resolution. This
makes UWB suitable for radar and localization. UWB radars can be realized by transmitting short
pulses. Such impulse radars do not need any pulse compression techniques, which might help
reduce the system complexity. UWB radars can be used for a wide range of sensing applications.
The low power, the material-penetration properties of RF signals, and the high resolution make
such systems interesting competitors to other sensing modalities and narrowband radar systems.
The low-power non-ionizing radiation makes such systems suitable for medical applications too.
Section 2.1.1 below discusses the health effects of RF radiation in greater detail.
UWB systems are also suitable for communication. The large bandwidth is a good argument
itself since this allows very high data rates. Another advantage is the channel diversity offered by
the large bandwidth. To put it one way, destructive multipath interference at a few frequencies is
not a problem since there are many other frequencies available. To put it another way, a UWB
impulse in an impulse-based system that experiences multipath reflections basically just gets free
retransmissions, which can in fact be exploited. Yet another advantage of UWB communication
systems is that low SNR and high bandwidth is more energy efficient than high SNR and
low bandwidth, as can be seen from the Shannon-Hartley channel capacity theorem [ ], i.e.
C = B · log2(1 + SNR). Doubling the SNR power ratio will only add one more bit, whereas
doubling the bandwidth will double the data rate. It is therefore more energy efficient to reduce
the SNR and instead use a larger bandwidth.
In the papers in appendix A, we will present many different UWB solutions implemented in
CMOS, such as radar, localization, communication, and beamforming.
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2.1.1 Health Effects of RF Waves
According to a literature review by IEEE International Committee on Electromagnetic Safety,
any adverse health effects from 3 kHz–300 GHz EM radiation is only due to excessive heating,
not any other mechanisms such as ionization [Wu 15 , p. 66]. So if the exposure level is low
enough to avoid any dangerous rise of temperature in the body, the radiation should be safe. The
FCC and World Health Organization (WHO) have made more precautionary statements.
One possible non-thermal effect is that low-megahertz radiation can reorient dipolar mole-
cules, but this is not known to occur at higher frequencies [Wu 15 , p. 81]. For millimeter waves,
i.e. 30 GHz to 300 GHz EM radiation, there are reports of some effects on cell membranes, but
also reports of some positive effects in cancer treatment, on the immune system, and for wound
healing [Wu 15 , pp. 79]. More research is required before anything conclusive can be said one
way or another, though.
Since UWB systems generally have a transmit power of less than a milliwatt, there is good
reason to believe that they will not have any detrimental health effects.
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3.1 Introduction
1-bit signal processing enables simple yet advanced systems. Despite the coarse quantization,
the SNR loss can be very low when converting a signal to 1-bit precision. This signal processing
paradigm is suitable for WSN nodes due to its simplicity and for UWB applications since they
both have low SNR and high bandwidth. The current chapter gives an overview of 1-bit signal
processing, and chapter 4 and 5 respectively detail the sampled case and the continuous-time case,
in particular investigating the effects of 1-bit quantization of signals. Some variations of such 1-bit
quantization are known as Suprathreshold Stochastic Resonance (SSR). The role of 1-bit signals
in physics, biology, and electronics is explored too. Several CMOS system implementations
utilizing Continuous-Time Binary-Value (CTBV) signal processing are presented in appendix A.
As the supply voltage of fine-pitch technologies decreases, analog signal processing becomes
more and more difficult to perform due to the shrinking headroom. On the other hand, though,
the circuits become faster and more plentiful, which opens up new opportunities for signal
processing. To exploit this fact, we have to move away from the analog signal processing domain
and on to a new paradigm which is able to utilize these properties. 1-bit signal processing is a
perfect candidate for this. Its simpler circuits, high clock frequency, and parallelization makes
it a good fit for fine-pitch technology. Moving from analog to 1-bit signal processing can give
many benefits, starting with those we get simply by switching to digital signal processing:
• Might be implementable in a given technology, e.g. CMOS, when corresponding analog
solutions might not be implementable
• Smaller area
• Room for parallelization
• Possibly lower power consumption
• Allows the creation of more advanced systems
• Can store and transfer the signal without loss over time
• Immunity to noise, PVT variations, and device mismatch
• Better linearity, but just within the digital domain. Linearity of A/D and D/A conversion
still challenging.
• Processing capacity can be increased by using a clock frequency which is higher than the
Nyquist rate or by creating parallel circuits
Furthermore, moving from multi-bit to 1-bit signal processing gives several benefits of its
own:
• Simpler
• Faster
• Fewer wires
• Timing skew between the parallel bits of a bus is no longer an issue
• Smaller area
• Room for parallelization
• Possibly lower power consumption
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• Integration and the use of a stochastic paradigm gives some immunity to noise, nonlinearity,
device mismatch, bit errors, and faulty elements
• Both the ADC, the processing, and the DAC become simpler and smaller
• 1-bit ADCs and DACs do not have the same problem with nonlinearity as multi-bit versions
do
• Well suited for integration of the results from many low-SNR sensors. The increased
integration could make the end result better than the result from a single high-quality
analog sensor.
• Continuous-time 1-bit systems provide high time resolution without the use of high-
frequency clocks
There are also some potential drawbacks with 1-bit signal processing, though, which it
is important to be aware of. Firstly, a 1-bit system might require a clock, but this does not
necessarily need to be an external clock reference such as a crystal. A simple internal oscillator
could suffice. Secondly, the system might require oversampling or parallelization in order to
compensate for the coarse quantization. This incurs a penalty in the form of increased power
consumption or area usage. Thirdly, some operations, such as compression, clipping, filtering,
and summing, could be more challenging to perform in a 1-bit system than in an analog system.
Finally, SSR systems, which are the focus of chapter 4, only handle input with low or moderate
SNR, and they also cause some SNR loss.
How can we turn an analog system into a 1-bit system? In particular, how do we turn it into
a simple SSR system? SSR systems require an SNR per sample, i.e. a full-band SNR, of less
than about 0 dB in order to work well. The in-band SNR can still be above 0 dB, though. This
will be explained in chapter 4. To transform an analog system into an SSR system, we therefore
have to reduce the SNR per sample. One way of doing this is to split the large transistors of
the LNA in an analog system into several smaller transistors. This gives us many smaller and
noisier input amplifiers, each with an SNR per sample which is below 0 dB. The output from
each amplifier can then be 1-bit quantized, which will actually not cause much SNR loss, as will
also be explained in chapter 4. We then have an SSR system with integration by parallelization.
A different way to transform an analog system is to use oversampling. The higher sampling rate
will cause more high-frequency thermal noise to be sampled, which will reduce the SNR per
sample to less than 0 dB while leaving the in-band SNR unchanged. The samples are then 1-bit
quantized. This gives us an SSR system with integration by oversampling. Note how the input
amplifier stage uses the same amount of power for both the analog system and the two 1-bit
systems.
Here we notice an essential point about 1-bit systems, namely that we compensate for the
coarse value quantization by increasing the temporal resolution, i.e. by oversampling, or by using
multiple signal channels, i.e. by utilizing parallelization. In other words, we find some way to do
integration in order to achieve an SNR which is higher than the quite low native SNR provided
by 1-bit signals without integration.
It is tempting to think that we can improve the SNR of a 1-bit system beyond that of an analog
system by increasing the amount of integration. However, if we do integration by parallelization,
more integration would mean more input amplifiers and thus a larger capacitive load on the input
node and a higher power consumption. An analog system could do just this too, so the 1-bit
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system does not provide anything special in this regard. If we do integration by oversampling,
though, we note that an increase in sampling rate will not cause any increase in the in-band SNR,
so this does not help either. There is one case where we can improve the SNR by integrating
more, though, and that is if we have many parallel sensors. Each sensor could have an in-band
SNR of slightly less than 0 dB, and we could then sample each of them at the Nyquist rate and
1-bit quantize the samples. Each sensor and input stage could be very small and use very little
power with such a 1-bit architecture, so we could have very many of them without using too
much area. It is important to note that the power consumption will scale with the end result SNR,
though. A multi-sensor system like this, under the name Polarity Coincidence Array (PCA), has
been proposed for sonar applications [Kane 66 ].
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3.2 Central Concepts and Usage Classes
There are many different concepts relating to 1-bit signal processing, such as bitstreams, Pulse-
Density Modulation (PDM), and SSR. As it turns out, many of these concepts can be classified
into three classes, namely underlying data carriers, basic modulation types / basic data formats,
and modulators / signal converters. Such a classification gives a clearer understanding of how
the different concepts relate to each other. Figure 3.1 illustrates the classification and lists several
1-bit concepts, also showing how they relate.
Bitstreams and CTBV signals are underlying data carriers, i.e. they are the signaling capacity
provided by the underlying hardware which the rest of the system design is built upon. The
distinction between sampled and continuous-time 1-bit data carriers is important, and the two
will be discussed separately in chapter 4 and 5 respectively.
PDM and Pulse-Position Modulation (PPM) are basic modulation types, i.e. they use an
underlying data carrier to represent a signal by means of a modulation. There are many ways to
create e.g. a PDM signal, and that is why we use this term to stress that basic modulation types
are not necessarily actual modulation techniques, they are just a common format which could be
shared by several such techniques.
SSR, Sigma-Delta Modulation (SDM), and Pulse-Width Modulation (PWM) are modulators,
i.e. they convert input data to a basic modulation type. Some of them might convert both from
the same data type and to the same basic modulation type, but if so, they will each have different
properties such as what the bitstream sequence looks like. They will therefore be suitable for
different purposes.
A different classification which is also important, are the usage classes. Several of these can
be seen in figure 3.1. An important usage class for 1-bit signal processing, both sampled and
continuous-time, is to work with representations of analog signals, i.e. to perform A/D and D/A
conversions and to process signals in the 1-bit domain. This will be discussed in the next section
and is a central theme in the thesis.
A different usage class, which uses sampled 1-bit signal processing, i.e. bitstreams, is serial
links such as Serial Peripheral Interface (SPI), Universal Serial Bus (USB), Serial ATA (SATA),
and Peripheral Component Interconnect Express (PCIe). 1-bit signals are suitable for high-speed
buses like these because parallel buses suffer from timing skew between the bits, which will limit
the achievable speeds. A serial link will obviously not have this problem, and by embedding
the clock signal with the data bits, timing skew between clock and data bits will not be an issue
either. Additionally, a 1-bit bus needs fewer wires, which reduces cost and cable size. Because
of these advantages, a 1-bit architecture is often chosen for wired data links. Another usage
class for bitstreams, is 1-bit CPUs, a technique which reduces area consumption at the cost of
requiring a greater number of clock cycles to execute each instruction.
A usage class for CTBV signals, is clock, event, trigger, and timing signals. We could use
the rising edge of a continuous-time 1-bit signal for this. Sometimes the duration, i.e. the pulse
width, is of interest too. Since no time discretization happens, the timing precision will be very
good. A different usage class for CTBV signals, is to threshold analog signals with a high SNR.
This could be used to detect events or to sweep through a repeated signal in order to reconstruct
it, as is done with the Swept Threshold (ST) technique, which will be described in section 4.5.1.
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Figure 3.1: Overview of how some various 1-bit concepts relate to each other and how they can
be classified as underlying data carriers, basic modulation types, and modulators.
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3.3 Representing Analog Signals
1-bit signals can be used to represent analog signals. This means that we can somehow convert
an analog signal to a 1-bit signal and that we can then somehow convert it to an analog signal
again, i.e. there exist A/D and D/A converters that are able to transform a signal between the
domains without causing too much loss. In addition to this basic conversion back and forth, we
are also able to perform some signal processing operations on the analog signal while it is still in
its 1-bit form. The 1-bit signal processing paradigm is therefore interesting both for ADC, DAC,
and processing applications. Note that we could use a multi-bit signal just as well as an actual
analog signal.
3.3.1 Signal Conversion
One interesting property of 1-bit ADCs and DACs is that they are inherently linear. Multi-bit
converters have many threshold levels and output levels, which means that they have to be
designed carefully to make sure that the levels are evenly spread, i.e. that the converter has a
linear response. A 1-bit converter, on the other hand, has either one threshold level or two output
levels, which makes it impossible for them to have unevenly spread levels. 1-bit circuits are
also generally simpler than multi-bit circuits. These properties contribute to the popularity of
sigma-delta converters.
There are many different modulations which can be used to convert an analog signal to
a 1-bit signal. In this thesis, we will focus on modulations which are types of Pulse-Density
Modulation (PDM). PDM means that in the spectrum of such a pulse train signal, the signal
of interest is located at lower frequencies, possibly with some noise both inside and outside
the signal band. Pulse-Frequency Modulation (PFM) with 50 % duty cycle and Pulse-Position
Modulation (PPM) are examples of modulations that could represent an analog signal but
which are not types of PDM. The three 1-bit signal modulations Suprathreshold Stochastic
Resonance (SSR), Sigma-Delta Modulation (SDM), and Pulse-Width Modulation (PWM) are
shown in figure 3.2, where they are used both on images and on regular 1-dimensional signals.
For the images, the modulations are slightly different and have other names, though. Different
modulations like these three have different properties, which make them suitable for different
purposes. For example, SSR is very simple while SDM is more complex but often gives better
results. This allows us to trade off between simplicity and signal quality.
Due to the coarse quantization, we might need to use some kind of integration as a way to
achieve the desired SNR for the signal. This can be done by oversampling or by parallelization
of the circuits. When converting away from the 1-bit domain, low-pass filtering or summation
will integrate the values of these extra samples in order to produce high-SNR samples. Note that
e.g. PWM can be said to be infinitely oversampled, which explains why it can convey analog
signals so well. An interesting consequence of the integration paradigm, is that e.g. a few bit
errors in an oversampled bitstream or a few faulty elements in an array of parallel circuits will
not cause any big problems. Any such errors in classical digital logic, especially in one of the
MSBs, could cause big distortions to the signal. The integration therefore makes the systems
more robust.
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Original
• Sampled continuous-value data (sampled-data)
• No noise
Suprathreshold Stochastic Resonance (SSR)
• Requires a sampled 1-bit data carrier (bitstream)
• Simple system
• Requires a lot of integration for good SNR
Floyd-Steinberg dithering
Halftone
Random dithering Suprathreshold Stochastic Resonance (SSR)
Sigma-Delta Modulation (SDM) / Error Diffusion
• Requires a sampled 1-bit data carrier (bitstream)
• Slightly complex system
• Requires some oversampling for good SNR
Sigma-Delta Modulation (SDM)
Pulse-Width Modulation (PWM)
Pulse-Width Modulation (PWM)
• Requires a continuous-time 1-bit data carrier (CTBV)
• Challenging time resolution requirements for ADC/DAC use
• Lossless when using one pulse per sample (not quite exactly PDM)
Original Original
Figure 3.2: Three different 1-bit signal modulations, all of them types of Pulse-Density
Modulation (PDM).
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Note that no integration is used in figure 3.2, i.e. there are as many 1-bit samples as there
are samples in the original signal. However, the original signal has mostly low-frequency
components, so when the human vision calculates the average light intensity for different parts
of an image or a 1-dimensional plot, this acts as a low-pass filter or, in other words, PDM
demodulation. With this way of looking at the setup, the original signals are mostly band-limited,
the 1-bit signals are oversampled, and the original signal is recovered when the human vision
integrates the 1-bit signals. If we do not take into account that the original signals are band-
limited, though, and just look at each sample in isolation, one at a time, the quality of the 1-bit
signals will seem much worse than when we do some kind of integration.
An interesting observation to make, is that when the SNR per sample, i.e. the full-band SNR,
of an unquantized and possibly oversampled signal is less than about 0 dB, the information
content per sample will be less than 1 bit. This helps explain why 1-bit quantization of such a
signal, i.e. an SSR system, does not cause much loss. If the information content were many bits,
1-bit quantization would necessarily cause a lot of loss. An SSR system does in fact usually
require that there is some noise in the input, i.e. that the SNR per sample is low. An SDM system,
on the other hand, does not require this but is still able to perform well. In order to e.g. convey
the value 0, an SDM system will rapidly switch between 1 and −1 so that the average is 0. This
obviously gives a lot of noise, but by doing the switching in a smart way, the noise can be shifted
to higher frequencies, thus mostly avoiding the signal band. So also here the SNR per 1-bit
sample is low so that the information content per sample is less than 1 bit, but unlike an SSR
system, an SDM system actually adds the noise itself. Either way, there will always be a lot of
noise in a 1-bit PDM signal, so in order to get good system performance, our task will be to keep
as much of the noise as we can out of the signal band. This gives a high in-band SNR while
keeping the full-band SNR low. One way to do this is to simply oversample an SSR system while
keeping the noise power constant, so that the noise is spread over a wider band than the signal.
Alternatively, the noise Power Spectral Density (PSD) can be kept constant so that oversampling
can be used to gather more noise in order to achieve a sufficiently low full-band SNR. This
means that it is possible to condition a signal so that 1-bit quantization does not cause much
harm to it. A second way to keep the noise out the signal band, is to both oversample and to
shape the noise spectrum with an SDM system, as mentioned above. This gives an even better
result than an SSR system, but is more complex. Note that parallelized systems will have the
same kind of behavior as the oversampled systems discussed here and that continuous-time 1-bit
systems can be seen as infinitely oversampled and therefore will have this kind of behavior too.
The infinite oversampling does not mean that the noise will be spread over an infinitely wide
band, though. The interesting observation to make from all this is that it is the noise, specifically
the low full-band SNR, which makes the coarse 1-bit quantization acceptable.
To convert back from a PDM bitstream to analog again, we simply low-pass filter the
oversampled 1-bit signal. This gives us an analog signal without the extra out-of-band noise
which the oversampled 1-bit signal has. The SNR of the analog signal will be equal to the
in-band SNR of the PDM bitstream.
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3.3.2 Signal Processing Operations
In addition to using 1-bit signals to represent analog signals as an intermediate format between
A/D and D/A conversion, we can also perform signal processing operations on the analog signal
while it is still in its 1-bit form. Both sampled and continuous-time 1-bit signals can be processed,
and the former case is sometimes called bitstream processing.
There are several potential benefits of using 1-bit signal processing operations. Firstly, we
will not need to decimate the signal first if we already have a bitstream from e.g. a sigma-delta
ADC. Secondly, the circuits used to perform the processing can sometimes be simpler than
corresponding circuits for multi-bit or analog signals. Finally, since 1-bit signals are usually
oversampled, we reap some general benefits from oversampling, such as avoiding sharp anti-
aliasing and interpolation filters and their large delays, avoiding aliasing of harmonics created
by the processing, and getting filters with frequency responses that more closely match analog
filters.
The nonlinearity of 1-bit quantization can sometimes be interesting in itself since such an
operation can not be performed with linear systems. One use for this is to reject impulsive noise
in the input, and another use is in Code Division Multiple Access (CDMA) receivers. When
correlating the input signal with a symbol template in such a receiver, a strong interferer would
give a large correlation value in an analog system even if the match with the symbol were poor.
This is because the correlation value is proportional to the amplitude of the input in this case. In
a 1-bit receiver, though, each chip in the symbol is 1-bit quantized before correlation with the
template, which means that only the degree of symbol match has anything to say and that the
input amplitude will not affect the correlation value.
We can also do signal processing of a more analog character, such as multiplying two analog
signals represented by bitstreams by simply XNOR-ing the two bitstreams. This will produce a
new bitstream that represents an analog signal which is the product of the two original analog
signals.
3.3.3 Overview of Basic Modulation Types, Converters, and Operations
Figure 3.3 gives an overview of a few important underlying data carriers, basic modulation types,
modulators / signal converters, and signal processing operations for 1-bit representations of
analog signals.
The underlying data carriers and basic modulation types can be seen in the bottom of the
figure. Several new ones are shown here which are not shown in figure 3.1, but here we only show
those that represent analog signals, not e.g. the one with serialized data bits. By multi-CTBV
we simply mean a collection of CTBV signals, and thermometer code means that e.g. the first
four of ten CTBV lines are high in order to convey the value four. By classical digital we mean
clocked digital logic with multi-bit words, and Pulse-Code Modulation (PCM), which uses this,
represents an analog signal by means of a sequence of integers stored in such multi-bit words.
Note that the PDM bitstream can be oversampled, but that integration by parallelization is not
shown here.
The modulators and signal converters can be seen in the middle of the figure. Their job is to
convert the signal back and forth between different basic modulation types without changing
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Figure 3.3: Various data carriers, basic modulation types, converters, and operations for 1-bit
representations of analog signals.
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the analog signal being represented. Conversion from analog to PDM with SSR, SDM, and
PWM has already been shown in figure 3.1. In the figure here, though, we show more clearly
that continuous-time SSR simply is 1-bit quantization and that normal sampled SSR just adds
sampling to this. In general, we can convert any continuous-time PDM signal to a PDM bitstream,
i.e. convert a 1-bit signal from continuous-time to sampled form, by simply sampling it. Note
that this could cause some aliasing, though. Conversely, we can convert a PDM bitstream to a
continuous-time PDM signal by simply eliminating the clock, e.g. by going from transporting the
signal with a chain of D Flip-Flops (DFFs) to transporting it with a chain of inverters. The signal
will of course still have a discrete-time character, at least until some form of processing changes
this. To convert a PDM signal, of either the continuous-time or the sampled type, to an analog
signal, we simply low-pass filter it. In addition to converting to and from analog signals like this,
it is also useful to be able to convert to and from PCM signals, i.e. normal sampled multi-bit
signals. The converters that do this are quite similar to those for analog signals, except that
they are implemented digitally. An example of such a converter is a decimator, which converts
PDM bitstreams to PCM signals by low-pass filtering and downsampling them. Note that the
conversions from PCM to PDM bitstreams usually include interpolation, i.e. an increase in
sampling rate. It is easy to see from the figure how SSR and SDM can be used for both multi-bit
ADCs and multi-bit DACs. For A/D conversion, we use an SSR or SDM modulator to convert an
analog signal to a PDM bitstream, and then we use decimation to convert this to a PCM signal.
Conversely, for D/A conversion, we use an SSR or SDM modulator, or even a PWM modulator,
to convert a PCM signal to a PDM bitstream, and then we use low-pass filtering to convert this
to an analog signal. These approaches to A/D and D/A conversion can be very beneficial due to
the simplicity and linearity of the 1-bit ADC and DAC front-ends, as described in section 3.3.1.
The signal processing operations can be seen in the top of the figure. As is shown there,
some of them keep the signal within the same basic modulation type, whereas others convert
the signal to a different basic modulation type as a result of the processing. Several examples of
operations are shown. To invert a signal, we simply use an inverter, and to multiply two signals,
we can actually just use an XNOR gate. To delay a signal, we can use a chain of inverters for
the continuous-time case and a chain of DFFs for the sampled case. DFFs can also be used
to store and replay a signal, but only for the sampled case. By using a sigma-delta modulator
in the implementation of the signal processing operations, we are able to perform e.g. scaling,
summing, and filtering on PDM bitstreams without changing the signals from 1-bit at the input
to multi-bit at the output. Note that there might be other ways to do this which do not require a
sigma-delta modulator, though. To perform summing or correlation on PDM bitstreams like this,
but with multi-bit output, we simply need to add together some 1-bit values with classical digital
logic. If the input is continuous-time PDM signals, it is still possible to perform such summing
or correlation, and the output could then be in the form of a continuous-time thermometer code.
To integrate a PDM bitstream, i.e. to take the cumulative sum over a long time, or in other words
to find the DC value of the analog signal being represented, we can simply use a counter based
on classical digital logic. This gives a multi-bit output value.
These examples show some of the rich opportunities for conversion and processing of 1-bit
representations of analog signals. With possible benefits such as better linearity, simpler circuits,
native processing of input from 1-bit ADCs, some immunity to bit errors, and more, this makes
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1-bit signal processing a very interesting option when designing systems.
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3.4 Power Consumption
One of the benefits of using 1-bit signal processing in system designs is that in some cases, these
systems might have a lower power consumption than corresponding analog or multi-bit systems.
This is true not just for SDM systems but also for SSR systems, despite their simplicity. Low
power consumption is always a desirable property and could help tip the balance in favor of
1-bit signal processing. The power reduction is explained by several different mechanisms, and
depending on the specific signal processing task at hand, one or more of these mechanisms might
be in effect. We will here discuss the different mechanisms.
This section is organized as follows: In section 3.4.1 and 3.4.2, we investigate how much
energy is required to convey a sample with a given dynamic range through a system. We look at
native samples here, i.e. we do not use any kind of modulation/encoding. In section 3.4.3, we
compare the power consumption of analog, multi-bit, and 1-bit modulations/encodings. This
analysis is based on the results about native samples. The first two sections give a level of detail
that is not very important for the comparison of system types in the third section, so if only
the comparison is of interest, these two sections can be skipped. They still give some valuable
insights into fundamental power consumption trade-offs, though. In section 3.4.4 and 3.4.5, we
look into a few other types of power consumption benefits we get from switching from analog to
digital systems and from switching from multi-bit to 1-bit systems.
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3.4.1 Unit-Element Amplifier
In order to make a general analysis of the power consumption and dynamic range of electronic
systems, we will introduce a simple unit-element amplifier and use this as the basis of our
analysis. All the amplifier does is to convey the signal at unity gain. It does not perform any
form of signal processing operations. This simple setup allows us to concentrate on the power
consumption of the amplifier and the thermal noise it adds to the signal. In this section and
section 3.4.2, we will concern ourselves with native signal values without any modulations or
encodings, i.e. simple analog values. This includes digital bits, though, since also these are analog
values electrically speaking. Multi-bit encoding of signals will be discussed in section 3.4.3.
The unit element is a unit both in space and time, i.e. we can have several parallel amplifiers
and they are only powered up for the duration of each time unit. By doing signal integration over
several units, we can easily increase the dynamic range of the system at the cost of increased
power consumption. This is why we base our analysis on a unit element. The integration of
the units namely gives us a degree of freedom for trade-off between dynamic range and power
consumption which gives insight into the relationship between the two. In addition to this, we
will also get a clear overview of the different ways to perform such integration. One way to
perform the integration is to use parallelization. To do this, we simply use larger gate widths in
the transistors. We do not need to actually have many separate amplifiers which we integrate
the results from, i.e. we do not need to use the unit-element design methodology in the actual
circuit implementation. A different way to perform the integration is to use oversampling. To
do this, we simply integrate the result from several units over time, i.e. several samples. This
can be done e.g. with a low-pass filter. The effect of oversampling is essentially the same as for
parallelization, but there are a few differences, though, which we discuss further in section 4.6.
In order to compare analog and sampled systems, we will sometimes consider analog systems
as sampled systems with high oversampling, or in other words, with adjoining units in the time
dimension. This provides us with an important realization about analog systems, namely that the
continuous operation is in fact a form of integration.
The circuit model we will use for the unit element is a simple analog amplifier with unity gain
and output impedance Ru. The output of the amplifier connects to the input of another amplifier,
and we assume that the input impedance of the amplifier is purely capacitive with a capacitance
of Cu. The output of the amplifier is therefore essentially connected to a low-pass RC filter. The
details of the amplifier will be discussed later. Parallelized versions of the unit-element amplifier
have R = Ru/n and C = Cun, where n is the integration factor. We will in the following mostly
use R and C instead of Ru and Cu since they are more succinct terms, i.e. we will analyze the
parallelized amplifier rather than the unit-element amplifier. These two amplifiers are equivalent
if we choose n = 1.
Our analysis will give some insights into the fundamental limits of power consumption. Real
systems will of course be a bit more complicated than the simplified model we use here, though.
For one thing, we will only analyze the overall electrical behavior of the unit elements. We will
not look into transistor models or specific circuit topologies. Despite this, we should still be able
to learn something about how the different quantities involved depend on each other, and we
should also be able to find reasonable estimated values for e.g. the power consumption. Note
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that a long cascade of amplifiers would cause a lot of noise to be added to the signal since each
amplifier would contribute noise. The dynamic range of such a cascade will therefore be lower
than for the single amplifier which our analysis will focus on. This must be kept in mind for
systems with long signal processing chains.
In the current section, we will find the power consumption of analog systems, i.e. the power
consumption of the amplifier during continuous operation. After that, in section 3.4.2, we will
look into sampled systems, i.e. systems where the amplifier is powered up only for a short
amount of time for each sample. The latter section also includes other extensions of the analysis.
3.4.1.1 Power Consumption During Continuous Operation
The power consumption of the unit-element amplifier used in an analog system, i.e. with the
amplifier always powered up, can depend on e.g. the amplifier type, the signal distribution, the
signal spectrum, and the output load. In order to simplify the analysis, we will introduce an ideal
amplifier without these dependencies and simply state that the real unit-element amplifier has a
power consumption Pu given by the product of the power consumption Pu-ideal of this reference
amplifier and a relative power consumption factor Pr. We can then skip the complex analysis
needed to find out what the exact value of Pr is, since this value is not that important when we
just want to look at the big picture. We do the same for the parallelized amplifier. This gives us
Pu = Pu-ideal · Pr and P = Pideal · Pr.
According to the maximum power theorem [ ], the amplifier will have maximum power
output when the load is equal to the output impedance, i.e. when the load is R. When we
also have that the Root Mean Square (RMS) amplitude of the signal is vsignal-max, the power
delivered to the load will be (vsignal-max/2)2/R = v2signal-max/4R. The ideal amplifier will consume
exactly this amount of power since it will have an efficiency of 100 %. We therefore define
Pideal = v2signal-max/4R. The maximum power theorem ensures that the power output will never
exceed this power consumption value. When the power output is lower than this due to a different
load, though, we define the power consumption of the ideal amplifier to be the same as before
since this simplifies the analysis. In other words, the unused part of the output power will be
burned off inside the amplifier. This gives us Pu = Pu-ideal · Pr = (v2signal-max/4Ru) · Pr for the
unit-element amplifier and P = Pideal · Pr = (v2signal-max/4R) · Pr for the parallelized amplifier.
These and other equations are listed in figure 3.4.
The ideal amplifier behaves a lot like a transmission line with characteristic impedance R and
signal voltage vsignal-max/2. With a load R, the output voltage will be vsignal-max/2, and without any
load, the output voltage will be vsignal-max since the voltage of the reflected signal will be added to
the voltage of the incident signal. The power transmitted through the transmission line will be
(vsignal-max/2)2/R = v2signal-max/4R, and the unused output power will be reflected back through the
transmission line. Because they behave the same and because the behavior of the transmission
line is well-known, it might be easier to think of the ideal amplifier as a transmission line instead
of as an amplifier with all the specific properties described above.
Note that the signal is bipolar, i.e. that it swings both above and below ground. If the peak
amplitude is e.g. three times the RMS amplitude, this means that the amplifier must have a signal
value range of 6vsignal-max. Also note that we define vsignal-max as the maximum signal level which
does not cause distortion, thus making it suitable for use in expressions for dynamic range. This
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means that the actual signal level will not necessarily be equal to vsignal-max. Signals that are
weaker than this will therefore have an SNR which is lower than the dynamic range of the system.
Such signals might also cause the amplifier to consume less power. We will here generally
assume that the signal is at its maximum level, though.
3.4.1.2 Real Amplifiers Compared to the Ideal Amplifier
We use the ideal amplifier as a stand-in for real amplifiers, but exactly how close is the actual
power consumption of a real amplifier to the power consumption of the ideal amplifier? In other
words, how close is Pr to 1?
With a load R, the ideal amplifier will have a power consumption equal to the power delivered
to the load. A real amplifier will have to deliver the same amount of power to the load, so it
will consume at least as much power as the ideal amplifier, i.e. Pr ≥ 1. The power consumption
of the real amplifier will probably not be too many times the power consumption of the ideal
amplifier, though.
With a load C, we can in some cases get Pr  1, for example in a digital system where the
signal rarely changes. The amplifier is e.g. an inverter in such a system, so as long as the signal
does not change, the amplifier will not consume any power. This gives a low average power
consumption. However, if the signal is a random bitstream with a 50 % chance for either bit
value and no correlation between the samples, we will get Pr ≈ 2, which will be shown below.
The observations we have made here demonstrate that the ideal amplifier is a reasonable
choice of reference for the real amplifiers, also for capacitive loads even though the ideal amplifier
was created with resistive loads in mind. Specifically, we have seen that the power consumption
of real amplifiers is close to the power consumption of the ideal amplifier in most cases. For
the overall analysis we are trying to perform here, we are mostly interested in how the power
consumption scales with the dynamic range, the sampling frequency, etc., so any differences in
power consumption which are more or less constant are not that important for this purpose.
3.4.1.3 Three Distinct Energy Quantities
Before we investigate the amplifier any further, we need to make a clear distinction between
three different energy quantities which can easily be confounded otherwise.
The first quantity is average energy consumption per sample. This is the energy used by the
amplifier from the power supply.
The second quantity is average energy output per sample. This is the energy which the
amplifier delivers to the load. It is here important to distinguish between results based on
measurements of the real power, with unit W, and results based on other metrics such as apparent
power, with unit VA. With reactive loads, the results can be very different for different metrics.
The third quantity is average energy per degree of freedom in the output signal. By output
signal we here mean the signal at the output node of the amplifier, i.e. after the output impedance,
or, in other words, the signal on the load. Any degree of freedom in that output signal, such
as a sine or cosine amplitude or the voltage of a sample, will have an average thermal noise
energy of kT/2 and a signal energy which is proportional to that value. This property can be
observed not only with resistive loads but also with capacitive loads. Since the average energy
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output to a capacitor is zero when we measure the real power and frequency-dependent when we
measure the apparent power, it is clear that the degree-of-freedom energy quantity is something
quite different than the energy-output quantity. This interesting quantity will be discussed further
below.
For the ideal amplifier and a load R, all three energy quantities will be the same. First of
all, the energy consumption will be the same as the energy output due to the 100 % efficiency
of the ideal amplifier and the matched load. Secondly, the voltage over the load resistor for a
given sample is a degree of freedom and will therefore have an average energy proportional to
kT/2. The amplifier needs to output exactly this amount of energy during the sample by basically
holding the voltage at the given level for the duration of the sample. The degree-of-freedom
energy quantity is therefore equal to the energy-output quantity in this case.
For a real amplifier and a load C, which is the setup that we are actually interested in, the
energy quantities will no longer be equal to each other. First of all, when switching to a real
amplifier but still using a load R, only the energy consumption will change since the two other
energy quantities are unaffected by amplifier architecture. In other words, Pr will no longer
necessarily be equal to 1. Secondly, when switching to a load C for the real amplifier, the value
of C, the signal frequency, etc. could start affecting the energy consumption of the amplifier. In
other words, it will become more difficult to predict the value of the energy consumption quantity.
Another consequence of switching the load to a capacitor is, as mentioned above, that the average
energy output will be zero when we measure the real power and frequency-dependent when we
measure the apparent power. This means that also the output-energy quantity will change and
become more difficult to predict. The energy per degree of freedom will not change, though, as
it always stays proportional to kT/2.
3.4.1.4 The Ideal Amplifier Gives Exact Energy per Degree of Freedom
As stated earlier, the ideal amplifier with a load R has an energy consumption per sample which
is equal to the energy per degree of freedom. Furthermore, the energy per degree of freedom
is independent of amplifier architecture and of whether the load is R or C. Lastly, the power
consumption of the ideal amplifier is independent of the load. All of this means that the average
energy consumption per sample of the ideal amplifier for the maximum signal level, Eideal,
will always be equal to the average energy per degree of freedom in the output signal for the
maximum signal level, Edof-signal-max, even in the output from e.g. a real amplifier with a load C,
i.e. Eideal = Edof-signal-max.
Another way to put this is that the ideal amplifier does not only give us an estimate of
the power consumption of real amplifiers but also an exact value for the energy per degree of
freedom. We can therefore see Pr as specifying how many times bigger the energy consumption
per sample of a real amplifier is compared to the energy per degree of freedom such as the output
voltage for a sample.
3.4.1.5 Proof of kT/2
As stated above, the average energy per degree of freedom in the output signal, i.e. the signal
on the load, is proportional to kT/2. This holds for degrees of freedom such as sine and cosine
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amplitudes, i.e. the real and imaginary parts of frequency component phasors, and the voltage of
samples. The property can be observed both with resistive and capacitive loads, but note that
the energy is measured in slightly different ways in the two cases, though. We will now provide
proof for all of these claims.
The average thermal noise energy per degree of freedom is exactly kT/2, i.e. there is no
scaling factor for the thermal noise. The average signal energy per degree of freedom for the
maximum signal level, Edof-signal-max, however, scales with the dynamic range of the signal as
measured in the given degree of freedom, DRdof. The relationship is simply Edof-signal-max =
DRdof · kT/2. This is what we mean with the expression “proportional to kT/2”. Note that by
using the equalities from earlier, we can now easily show that the energy consumption per sample
will be Eideal = Edof-signal-max = DRdof · kT/2 for the ideal amplifier and E = DRdof · (kT/2) · Pr
for real amplifiers.
With a load R, i.e. a resistive load matched to the output impedance of the amplifier, we
measure the average energy per degree of freedom in the output signal as the energy dissipated
on the load resistor due to the value of the given degree of freedom. Note that a transmission
line with impedance R will behave like the load resistor R in many ways here, so the results we
get for a load R can also be used to analyze the energy per degree of freedom of a signal in a
transmission line.
The PSD of the thermal noise delivered from one resistor to another resistor with the same
value, is kT . This power can be said to be divided between a sine and a cosine component for
each frequency, so the PSD will thus be kT/2 for each of these two components. If we take a
DFT of e.g. one second of signal, we will get one frequency component for each hertz of the
spectrum. To get the energy of one of these frequency components, we can therefore multiply
the PSD with 1 Hz to get the power of the sinusoid and then multiply with 1 s to get the total
energy. We then get (kT/2) · 1 Hz · 1 s = kT/2, a result which we would also get for other signal
lengths than 1 s. In other words, the amplitude of a sine or cosine component, which is a degree
of freedom, has energy kT/2 that gets dissipated on the load resistor. This quantity matches our
definition of average energy per degree of freedom, so we have now shown that each degree of
freedom in the spectrum has an average thermal noise energy of kT/2.
In addition to this consideration of the frequency domain, it is also possible to look at the
voltage level of each sample in the time domain as a degree of freedom. Since the load is matched
to the output impedance of the amplifier, the thermal noise delivered from the amplifier to the
load will have a PSD of kT . This means that if we sample the output signal with sampling rate fs
and a brick-wall anti-aliasing filter, the noise power in the sampled signal will be kT · ( fs/2) and
the noise energy per sample will be kT · ( fs/2) · Ts = kT/2. This shows that also samples are
degrees of freedom with an average thermal noise energy of kT/2 each.
With a load C, we measure the average energy per degree of freedom in the output signal as
the average energy stored in the capacitor due to the value of the given degree of freedom. Note
that this energy is not dissipated by the load, it is just stored there temporarily. Each sample of
the output signal will have an RMS thermal noise voltage vn =
√
kT/C, as stated earlier. The
average thermal noise energy on the capacitor will therefore be 12Cv
2
n =
1
2C(
√
kT/C)2 = kT/2.
This shows that also with a capacitive load, the samples are degrees of freedom with an average
thermal noise energy of kT/2 each. The frequency components seem to be a bit more difficult to
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work with for capacitive loads, though, so we will not look into those here.
3.4.1.6 Remaining Questions About kT/2
We have shown for a few examples that the average thermal noise energy per degree of freedom
over the load is kT/2. We have not stated a general rule about this, though, nor will we try to do
so here. Part of the reason for this is that some questions still remain about the general properties
of the rule.
One question is how general the rule is, i.e. for which circuit configurations it applies. As an
example, a resistive load which is not matched to the source resistance will not receive thermal
noise power with a PSD of kT , so in this case the rule does not seem to apply, at least in the form
we have used so far.
A second question is how the energy should be calculated in general. As we have seen,
the energy per degree of freedom is calculated differently for resistive and capacitive loads.
This suggests that there is a general rule for how the energy per degree of freedom should be
calculated, and that this general rule results in different methods for different types of loads. It
would also be interesting to get some more insight into exactly what this kind of energy really is,
i.e. what does this energy quantity actually mean.
A third question is why there exists such a kT/2 rule at all. So far we have reached the kT/2
result by simply making derivations based on the thermal noise PSD of kT , but could there be a
deeper reason behind the rule than this?
The equipartition theorem [ ] seems to be the answer to the last question. It states something
like that particles in a system in thermal equilibrium have an average energy of kT/2 per degree
of freedom. These degrees of freedom could be e.g. velocity components, which give kinetic
energy, or position components, which could give potential energy. In the context of thermal
noise on capacitors, it has been stated like this: “Any system in thermal equilibrium has state
variables with a mean energy of kT/2 per degree of freedom.” [Wiki 15 ]. So the theorem
seems to hold not only for tiny particles in a system, but also for macroscopic degrees of freedom
such as the voltage on a capacitor. The voltage over a resistor is perhaps less of a state variable
than the voltage on a capacitor, but as we have shown, the kT/2 result seems to hold also for
resistors. Exactly why that is, could be interesting to look into, though.
The answers to all of these questions can perhaps be found in literature, but we will not look
any further into this here.
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3.4.2 Unit-Element Amplifier in Sampled Systems
In the previous section, we explored the power consumption of analog systems, i.e. the power
consumption of the unit-element amplifier during continuous operation. In the current section,
we will use what we found there to investigate the power consumption of sampled systems, i.e.
systems where the amplifier is powered up only for a short amount of time for each sample. A
common type of such sampled systems are those that are based on digital circuits. We will here
provide a detailed analysis of the digital inverter since this is an often-used basic building block
in these systems and since other digital circuits share many properties with it. What we find
out about the inverter will therefore tell us a lot about the behavior of complete digital systems,
and the analysis will thus allow us to e.g. estimate the power consumption of such systems. In
addition to investigating these sampled systems, we will also look a bit more into the analog
systems we started with.
Power consumption is the central theme of our analysis, but in this section we will also look
into related concepts such as signal integration and the dynamic range of the systems.
As mentioned earlier, we will only consider native samples here, i.e. samples without any form
of modulation or encoding. This is important here since we will be working with the dynamic
range of the samples and since modulation or encoding would therefore have complicated the
analysis. One example of where native samples are used is in sampled-data systems, which have
analog sample values, and another example is for digital bits. In the latter case, we only consider
the underlying analog values of the bits, not the logical values themselves. An example of where
non-native samples are used is in systems with multi-bit sample values. The reason why these
samples are not native is that they utilize value encoding and are therefore not native according
to the criteria we just gave.
Figure 3.4 shows a list of equations relating to the dynamic range and power consumption
of the unit-element amplifiers, both with and without the use of integration. In the following
sections, we will explain these equations.
3.4.2.1 Integration by Parallelization
As already mentioned, the unit-element amplifier has output impedance Ru and input load Cu. By
integrating through parallelization, i.e. by using larger gate widths, and by using an integration
factor n, we get a new and bigger amplifier with values R = Ru/n and C = Cun.
3.4.2.2 Frequencies and Related Quantities
The low-pass RC filter we get between two cascaded unit-element amplifiers has a cut-off
frequency fc = 1/2piRuCu = 1/2piRC, which we can see is independent of n. The noise from
the amplifier gets filtered by this filter, which gives an equivalent noise bandwidth BWnoise =
fc · pi/2 = 1/4RC. By assuming that the signal and noise are filtered by a brick-wall filter with
this bandwidth, we can easily find the native sampling rate fsu = 2 · BWnoise = 1/2RC of the
unit element. With this assumption and this sampling rate, the unit element samples will have
independent noise and the noise will be band-limited, which makes the analysis easier to perform.
The sampling period Tsu = 1/ fsu = 2RC follows from fsu.
46
CHAPTER 3. 1-BIT SIGNAL PROCESSING 3.4. POWER CONSUMPTION
The sampling rate that the system actually uses is named fs, and we assume that these
samples will have independent noise, too. fs must not be larger than fsu. An analog system is
modeled with fs = fsu.
The signal of interest, i.e. the Nyquist-rate signal, has a sampling rate of fs-Nyquist. If the
signal is analog, we define fs-Nyquist as the sampling rate that would be required to sample it, i.e.
the Nyquist rate of the signal.
OSRu = fsu/ fs-Nyquist = 1/2RC fs-Nyquist gives the native oversampling ratio of the unit elements
with respect to the sampling rate of the signal of interest, and OSR = fs/ fs-Nyquist gives the actual
oversampling ratio used in a sampled system.
3.4.2.3 Signal, Noise, and Dynamic Range
The signal strength is given by vsignal-max, which is the maximum RMS amplitude that the signal
can have without causing too much distortion. This quantity is discussed further in section 3.4.1.1.
The thermal noise in a unit element sample, or on the analog output node in general, is
so-called kTC noise [ ] because of the configuration with Ru and Cu. The RMS amplitude
of this noise is vnu =
√
4kTRu · BWnoise =
√
kT/Cu, where k is the Boltzmann constant and T
is the temperature in kelvin. An amplifier with integration by parallelization has less thermal
noise, vn = vnu/
√
n =
√
4kTR · BWnoise =
√
kT/C, because of the increased capacitance. When
integrating by oversampling, the noise voltage stays the same, but the noise is spread over a wider
band. The RMS amplitude of the in-band noise or in other words the noise in the Nyquist-rate
samples is therefore less than vn, i.e. less than the noise without oversampling. Specifically, the
amplitude is vn-Nyquist = vnu/
√
n · OSR = √4kTR · BWnoise/
√
OSR =
√
kT/C/
√
OSR.
From these equations, it follows that the dynamic range of a unit element sample is DRu =
v2signal-max/v
2
nu =
1
2Cuv
2
signal-max/(kT/2), that a parallelized amplifier sample has DR = DRu · n =
v2signal-max/v
2
n =
1
2Cv
2
signal-max/(kT/2), and that a Nyquist-rate sample in an oversampled system
has DRNyquist = DRu · n · OSR = v2signal-max/v2n-Nyquist = 12Cv2signal-max · OSR/(kT/2).
3.4.2.4 Power Consumption During Continuous Operation
The power consumption of the unit-element amplifier during continuous operation was derived
in section 3.4.1.1. For convenience, we mention the results again here, namely that Pu =
Pu-ideal · Pr = (v2signal-max/4Ru) · Pr and that P = Pideal · Pr = (v2signal-max/4R) · Pr.
3.4.2.5 Energy Consumption per Sample
Since we know what the power consumption of the amplifiers is during continuous operation,
namely Pu and P, we can easily find the energy consumption per sample when these amplifiers
are used in sampled systems. We assume these systems are able to power up the amplifiers for
short amounts of time, the unit element sampling interval Tsu, at a sampling rate of fs. We further
assume that this is enough time for a sampled-data system to settle, and that this is the time
a digital circuit uses to switch levels. The energy consumption per sample for a unit-element
amplifier, Eu, and for a parallelized amplifier, E, can then be calculated by multiplying the
always-on power consumption with Tsu. This gives us E = P · Tsu = 12Cv2signal-max · Pr, which
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we can also write as E = DR · (kT/2) · Pr. An oversampled system uses OSR samples per
Nyquist-rate sample of the signal, so the energy consumption per Nyquist-rate sample in such a
system will be ENyquist = E · OSR.
As expected, the RMS amplitude of the maximum signal level, vsignal-max, the power consump-
tion overhead factor for the real amplifier, Pr, and the oversampling ratio OSR are all involved
in the expressions for energy consumption per sample. Other than this, it is only C which
determines the result. The energy in a capacitor is given by 12CV
2, so as we can see, the energy
consumption per sample is mainly determined by the energy that would be required to charge up
the capacitive load to vsignal-max. Note that it is not as simple as that the energy consumed by the
ideal amplifier for a sample will be directly transferred to an empty capacitor. The reason for
this is that the capacitor will already have a voltage level due to the previous sample and that for
arbitrary signals, the ideal amplifier will not have a 100 % energy transfer to loads other than R.
The role of C in the expression for energy consumption means that the smaller the capacitive
load is, the lower the energy consumption per sample will be. However, as can be seen in
the expressions for dynamic range, a smaller capacitance would not only reduce the energy
consumption but also the dynamic range. The reduction of C is therefore in fact a trade-off rather
than just a matter of circuit optimization.
The output impedance R of the amplifier, on the other hand, does not have anything to say
for the energy consumption per sample. In other words, a powerful amplifier with a lower R and
the same C would not be more energy consuming than a weak amplifier. The reason for this is
that a powerful amplifier would charge up the capacitive load quicker, so that it would need to
be powered up for a shorter amount of time per sample than a weak amplifier. The maximum
sampling rate fsu would be higher for such an amplifier, though, so reducing R does have some
advantages.
3.4.2.6 Energy Consumption of Inverters
Although it is difficult to find the exact value of Pr in general, it is easy to find a good estimate
for it in the case of digital systems. In such systems, the signal switches between 0 V and VDD. If
we refer the signal to VDD/2, we get vsignal-max = VDD/2 and thus signal levels VDD/2±vsignal-max =
VDD/2 ± VDD/2, i.e. 0 V and VDD. When the signal switches levels, the charge Q = CVDD
flows through the capacitive load. If we assume the capacitor is connected to ground on the
other side, a 0-to-1 transition performed by the PMOS of an inverter will consume the energy
E = QVDD = CV2DD. Half of this energy,
1
2CV
2
DD, will be stored in the capacitor and the other half
will be dissipated in the transistor. A 1-to-0 transition does not consume any energy since the
energy in the capacitor is then simply dissipated in the NMOS of the inverter without drawing
any current from the power supply. If the capacitor is connected to VDD instead of ground, the
1-to-0 transition will consume energy instead of the 0-to-1 transition. If the capacitive load is
C/2 to ground and C/2 to VDD, each transition will have half the energy consumption, which
means that the total for both transitions will still be the same. Also with a ±VDD/2 power supply
and the capacitor connected to ground, the total energy consumption will be the same. The
energy consumption is therefore always CV2DD for the two transitions combined.
If the signal is a random bitstream with a 50 % chance for either bit value and no correlation
between the samples, each of these transitions happen in average every fourth sample. When the
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bit value is the same as for the previous sample, no energy is consumed. The average energy
consumption per sample will therefore be CV2DD/4. Since we have vsignal-max = VDD/2, we get
CV2DD/4 = Cv
2
signal-max =
1
2Cv
2
signal-max · 2. The general expression for average energy consumption
per sample is E = 12Cv
2
signal-max · Pr, which means that Pr = 2 in this case. In other words, an
inverter uses twice as much power as the ideal amplifier when the signal is a random bitstream.
In practice, a short-circuit current might flow through the inverter for a short period of time when
both transistors are on during switching. This will increase Pr. The switching might also often
happen before the signal level has settled to the rail voltage. This will decrease Pr. Because of
these effects, we will instead conclude more cautiously that an inverter has Pr ≈ 2. Keep in mind
that this result is for signals that are random as described above.
3.4.2.7 Discussion of the Expression for Energy Consumption
As shown above, the average energy consumption per sample is given by E = DR · (kT/2) · Pr.
We will now summarize and discuss the meaning and implications of this equation.
kT/2 is the average thermal noise energy per degree of freedom, i.e. the average thermal
noise energy on the capacitor. The thermal noise voltage over the capacitor is
√
4kTRB =
√
kT/C
where B = BWnoise = 1/4RC is the equivalent noise bandwidth of the RC low-pass filter. The
thermal noise energy on the capacitor is therefore 12C(
√
4kTRB)2 = 12C(
√
kT/C)2 = kT/2.
DR · (kT/2) is the average signal energy per degree of freedom when the RMS amplitude of
the signal is vsignal-max, i.e. the average signal energy on the capacitor. In other words, the ratio
between the signal energy and the thermal noise energy on the capacitor determines the dynamic
range of the system. The signal energy on the capacitor is therefore 12Cv
2
signal-max = DR · (kT/2).
DR · (kT/2) is also the average energy consumption per sample of the ideal amplifier we
have defined for ourselves. However, even though the energy consumption of the amplifier is
equal to the capacitor energy, there is no direct energy transfer going on here. This was explained
earlier. It is useful to note that the ideal amplifier in many ways is equivalent to a transmission
line with thermal noise voltage
√
4kTRB / 2 =
√
kT/C / 2, signal voltage vsignal-max / 2, thermal
noise energy kT/2 per sample, and signal energy DR · (kT/2) per sample. This equivalence
makes it easier to understand the ideal amplifier. The bandwidth-dependence of the thermal
noise might cause some confusion, but note that e.g. a doubling of the sampling rate will both
double the bandwidth B and thus the thermal noise power, and also cut the sampling interval
in half. Since energy is power multiplied by time, this explains why the average thermal noise
energy per sample is kT/2 regardless of what the sampling rate or B is.
DR · (kT/2) ·Pr is the average energy consumption per sample of a real amplifier. Pr specifies
how much power a given real amplifier uses compared to the ideal amplifier, but its value can be
difficult to estimate and might depend on many factors. Even the properties of the signal could
have much to say. Pr is probably not excessively far away from unity in most cases, though.
There are expressions for the energy consumption per sample both for no integration, integra-
tion by parallelization, and integration by oversampling, or in other words, expressions based
on both DRu, DR, and DRNyquist. All of these are on the form EX = DRX · (kT/2) · Pr, i.e. the
average energy consumption per Nyquist-rate sample and the dynamic range of those samples
have the same relationship no matter how integration is performed. The important lesson here is
therefore that energy consumption is proportional to the dynamic range, i.e. that a large dynamic
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range always costs a large amount of energy. If we want to reduce the energy consumption while
keeping the dynamic range at a given value, the only parameters we can tune are T and Pr. It is
difficult to do much about these, though.
Note that all the results mentioned here are for native samples. By encoding the values as
e.g. digital integers, it is possible to achieve arbitrarily large dynamic ranges without consuming
much energy.
3.4.2.8 Overall Power Consumption
Now that we know the average energy consumption per sample, we can easily calculate the
average overall power consumption Pavg for a signal with a given sampling rate fs-Nyquist. We
can find this power consumption by e.g. multiplying the energy consumption per sample of the
parallelized amplifier, E, with the oversampled sampling rate fs. We then get Pavg = E · fs =
1
2Cuv
2
signal-max · n · OSR · fs-Nyquist · Pr. The first part, 12Cuv2signal-max, is the energy consumption
per sample of the ideal unit-element amplifier without any integration. This is multiplied with
the integration factors n and OSR to give us the total energy consumption per Nyquist-rate
sample. Further multiplying this with the Nyquist rate fs-Nyquist gives us the average power
consumption of the ideal amplifier. By multiplying with the final factor Pr, we get the average
power consumption of the real amplifier.
The overall power consumption can also be given as Pavg = DRNyquist ·(kT/2) · fs-Nyquist ·Pr. As
discussed earlier, the average energy consumption per Nyquist-rate sample is DRNyquist ·(kT/2)·Pr.
By multiplying this with the Nyquist rate fs-Nyquist, as above, we will also here get the average
power consumption of the real amplifier.
These expressions for Pavg can be useful when estimating the power consumption of systems,
and they also give some insights into the fundamental connections and trade-offs relating to
power consumption.
3.4.2.9 The Effects of Tuning the Different Parameters
With all the equations in place, we can now take a look at what happens to the power consumption
when we tune the different parameters. The dynamic range will be exactly proportional to the
power consumption if we assume that T , Pr, and fs-Nyquist are constant, so there is no need to
consider the effects on the dynamic range separately.
If we e.g. halve Ru, the power consumption of analog systems will be doubled, as can be
seen in the expression for P, but the power consumption of sampled systems will be unaffected,
as can be seen in the expression for Pavg. The reason for this difference is that the maximum
sampling rate fsu will be doubled and thus the minimum sampling interval Tsu will be cut in half.
In the sampled systems, the amplifier is powered up for the time interval Tsu for each sample,
at a sampling rate of fs. Since the power consumption of the amplifier is doubled and its duty
cycle halved, the average power consumption will stay the same for such sampled systems. The
analog systems, on the other hand, can be said to be sampled systems with fs = fsu and thus
OSR = OSRu, i.e. with the samples so close together that the amplifier will always be on. When
fsu is doubled, OSR in the expression for Pavg will be doubled too, which explains why Pavg will
be doubled for analog systems.
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If we double Cu, the power consumption of sampled systems will be doubled and the power
consumption of analog systems will be unaffected, i.e. the opposite of above. Also here we can
see this from the expressions for P and Pavg. In this case, fsu will be halved and thus Tsu doubled,
though. Similar to above, we can therefore explain the doubling of the power consumption of
sampled systems with the doubling of P · Tsu and the unaffected power consumption of analog
systems with the simultaneous doubling of Cu and halving of OSR in the expression for Pavg.
If we double n, thus halving R and doubling C, or in other words if we perform integration
by parallelization, we will get the effects from both cases above. This means that the power
consumption of both analog and sampled systems will be doubled and that fsu will be unaffected.
If we double OSR, i.e. if we perform integration by oversampling, the power consumption of
sampled systems will be doubled, as can be seen in the expression for Pavg. In analog systems,
though, we can not tune OSR freely since OSR = OSRu, which is given by R, C, and fs-Nyquist.
In sampled systems, where OSR can be tuned, the choice of value for OSR is limited by the
inequation fs-Nyquist · OSR ≤ fsu.
If we reduce the supply voltage VDD, several different changes will occur. vsignal-max will be
reduced, Ru will increase due to the lower gate voltage, and there might also be a change in the
equivalent value of Cu due to the voltage dependence of the gate capacitance. Furthermore, Pr
might also be affected if e.g. the vsignal-max/VDD ratio changes. The result of all this will most
likely be that both the power consumption and the maximum sampling rate fsu are reduced.
3.4.2.10 Calculated Results for CMOS Inverters
In CMOS technology nodes around 90 nm, minimum-size inverters have an input capacitance on
the order of Cu = 1 fF. This gives a noise voltage of vnu =
√
kT/Cu = 2 mV and, with VDD = 1 V,
a dynamic range of DRu = (VDD/2)2/v2nu ≈ 50 dB.
If we assume that the signal is a random bitstream, we will have Pr ≈ 2, and if we also
assume that the temperature is T = 290 K, the average energy consumption per sample will be
Eu = DRu · (kT/2) ·Pr ≈ 1050 dB/10 dB · (1.38 × 10−23 J/K ·290 K / 2) ·2 = 105 · (2.0 × 10−21 J) ·2 =
0.40 fJ.
With a sampling rate of e.g. fs = 1 GHz, we get Pavg = Eu · fs = 0.40 fJ · 1 GHz = 0.40 µW.
A complete system would of course consist of much more than a single minimum-size inverter
and would therefore consume more power than this.
A different way to view the dynamic range is that we are (VDD/2)/vnu = 250 standard
deviations away from accidentally crossing the VDD/2 threshold when the signal is at 0 V or
VDD. In other words, the dynamic range is much higher than what a digital system actually
needs. This prompts the question of why the devices have been designed this way. One possible
explanation is that it could be a side effect of speed requirements. If the gate oxide was thicker,
the capacitance would be lower and thus the power consumption lower too, but this would
also lead to a higher channel resistance and thus a lower maximum sampling rate. A different
explanation is that the high dynamic range might provide a margin which protects against errors
caused by e.g. PVT variations and device mismatch.
It might be tempting to increase the gate lengths in an attempt to reduce the dynamic range,
but this will not actually work. The inverter will become weaker in the sense that Ru increases,
but this does not affect the dynamic range of sampled systems, as shown earlier. Cu will also
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increase, though, and since this increases the dynamic range, the net effect of increasing the gate
lengths in a minimum-size inverter will be that the dynamic range in fact increases.
A reduction of VDD, on the other hand, will actually have an effect, so this is a viable method
for reducing the unnecessarily high dynamic range and power consumption. The system will
in practice be just as reliable with a reduced VDD, but the energy consumption for a given
computation will be lower than before. The drawback is that the maximum sampling frequency,
i.e. the maximum clock frequency, will be lower too. To reduce VDD like this is a well-known
technique which is used in applications such as so-called subthreshold circuits.
52
CHAPTER 3. 1-BIT SIGNAL PROCESSING 3.4. POWER CONSUMPTION
Parallelization of unit-element amplifiers:
R = Ru/n
C = Cun
Frequencies:
fc = 1/2piRuCu = 1/2piRC
BWnoise = fc · pi/2 = 1/4RC
fsu = 2 · BWnoise = 1/2RC
Tsu = 1/ fsu = 2RC
OSRu = fsu/ fs-Nyquist = 1/2RCfs-Nyquist
OSR = fs/ fs-Nyquist
Dynamic range:
vnu =
√
4kTRu · BWnoise = vnu =
√
kT/Cu
vn =
√
4kTR · BWnoise = vnu/
√
n =
√
kT/C
vn-Nyquist =
√
4kTR · BWnoise /
√
OSR = vnu/
√
n · OSR = √kT/C /√OSR
DRu = v2signal-max/v
2
nu = DRu =
1
2Cuv
2
signal-max / (kT/2)
DR = v2signal-max/v
2
n = DRu · n = 12Cv2signal-max / (kT/2)
DRNyquist = v2signal-max/v
2
n-Nyquist = DRu · n · OSR = 12Cv2signal-max · OSR / (kT/2)
Power consumption:
Pu = Pu-ideal · Pr = (v2signal-max/4Ru) · Pr
P = Pideal · Pr = (v2signal-max/4R) · Pr
Eu = Pu · Tsu = 12Cuv2signal-max · Pr = DRu · (kT/2) · Pr
E = P · Tsu = 12Cv2signal-max · Pr = DR · (kT/2) · Pr
ENyquist = P · Tsu · OSR = 12Cv2signal-max · OSR · Pr = DRNyquist · (kT/2) · Pr
Pavg = E · fs = 12Cuv2signal-max · n · OSR · fs-Nyquist · Pr = DRNyquist · (kT/2) · fs-Nyquist · Pr
Figure 3.4: Dynamic range and power consumption of the unit-element amplifiers, both with
and without integration.
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3.4.3 Analog, Multi-Bit, and 1-Bit Modulations/Encodings
In order for an electronic system to process or convey a data sample, e.g. a voltage value, it
needs to expend energy. The higher the dynamic range requirement is, the higher the energy
consumption will be. This trade-off was discussed in detail in section 3.4.1 and 3.4.2.
These native samples are not very energy efficient in certain cases, though. By utilizing
modulations or encodings, the dynamic range requirements and thus the energy consumption
can be drastically lowered, so in the current section, we will explore the energy consumption of
systems that use such modulations and encodings. The analysis will be based on a simple model
consisting of a modulation or encoding on top of native samples.
Modulations and encodings have benefits beyond what we find with this first-order analysis,
though. Digital systems, for example, exhibit some of these benefits since all such systems use
modulations/encodings rather than just native samples. For one thing, when compared to analog
systems, digital systems provide much better noise immunity. This might come at the cost of a
higher power consumption, but it could still be a desirable trade-off to make. For another thing,
digital systems have tunable sampling rate. This could be used to reduce power consumption
compared to analog systems since the latter operate continuously and can therefore not be duty
cycled like a digital system can.
In order to find out how much energy a system consumes to convey one of these native
samples, we will use a system model based on a unit-element amplifier. In the current section,
we will use a simplified model of the unit element, though, not concerning ourselves with the
details found in the two previous sections. The detailed unit element analysis in the previous
sections and the modulation/encoding results from the current section could be combined in
order to e.g. find actual energy consumption figures for a system that utilizes a given modulation.
We will not perform this combination, though, as it should be quite straightforward.
3.4.3.1 Unit-Element Amplifier
We will first take a closer look at the trade-off between the dynamic range of a system and its
power consumption. The dynamic range is the ratio between the largest undistorted signal and
the noise of the system, or in other words the highest SNR value a signal could have in such a
system. The noise can often be reduced at the cost of increasing the power consumption of a
system, and this gives us the ability to trade off between a large dynamic range and a low power
consumption.
To help us analyze the systems, we will establish a unit-element amplifier which can be used
to transport or process a signal. The unit element is finite both in transistor gate width and in the
time dimension, i.e. it works with sampled data, just like a switched-capacitor circuit does. We
assume that the unit element has a dynamic range of 0 dB, i.e. that the maximum signal power
and average noise power in a single sample have the same value. This means the gate width must
be small enough and the time interval short enough to give that much noise. The reason the time
interval has anything to say, is that if it is increased, the noise in a sample will be averaged over
time and thus reduced. A dynamic range as low as 0 dB might not be achievable in practice, but
this unit element is still a useful tool for the analysis.
We further assume that the noise is white and Gaussian, i.e. that two subsequent samples
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have uncorrelated noise. We do not make any assumptions about the distribution of the signal,
though, such as that it is Gaussian, uniform, sinusoidal, or binary-valued. The reason for this is
that we will be working with rough estimates here, so that the difference between distributions
like these will not have much to say.
Integration In order to convey a signal with a high SNR by using these unit elements, we will
have to do some kind of integration. One way of doing this is to average multiple parallel unit
elements, or in other words to use larger gate widths. Another way is to integrate over time. We
do not need to do actual integration over time, though. Instead, we can just oversample by e.g. a
factor of 100. The noise power will then be spread over a bandwidth which is 100 times larger,
and since the noise amplitude per unit element sample stays the same, the total power will stay
the same too, so that the PSD will be reduced by a factor of 100, i.e. 20 dB. We can then just
ignore the high-frequency noise and only filter it out if we need to. The oversampling in this
example will therefore increase the in-band dynamic range for a band-limited signal by 20 dB.
An analog system can be said to be such a sampled-data system where we oversample as
much as possible, i.e. so that there are no gaps between the unit element time intervals. A
sampled digital system, on the other hand, can be said to be such a sampled-data system where
we integrate by parallelization, i.e. by using larger gate widths, and not by oversampling. For
each clock cycle, the digital signal will then be conveyed with sufficient SNR to avoid bit errors,
and this only takes a single time unit.
Energy Consumption The integration discussed here increases both the power consumption
and the dynamic range of a system. More specifically, the power consumption is proportional to
both the sampling rate of the unit elements and the parallelization factor, and the same goes for
the dynamic range when measured as a power ratio. This means that the energy ENyquist needed
to convey one sample of the original Nyquist-rate signal, i.e. not an oversampled sample, is
ENyquist = Eu · 10DRdB/10 dB, where Eu is the energy consumed by one unit element during one unit
of time and DRdB is the desired dynamic range in decibels. The equation is useful in assessing
different system configurations and will help us in the analysis below. In addition to Eu and
ENyquist, we will also use the quantity E, which is the energy consumed by a parallelized unit
element during one unit of time, i.e. ENyquist without the oversampling.
3.4.3.2 High-SNR Signals
We will here investigate how various modulations/encodings perform in terms of power con-
sumption when the signal of interest has a high SNR. To exemplify this case, we will use a
typical 16-bit audio signal. Such a signal can have an SNR of up to approximately 100 dB, so
the system that we send the signal through gets a dynamic range requirement which is also about
100 dB.
Analog In order for an analog or sampled-data system to achieve this dynamic range, its energy
consumption would have to be about ENyquist = Eu · 10100 dB/10 dB = 1010 · Eu per sample.
55
CHAPTER 3. 1-BIT SIGNAL PROCESSING 3.4. POWER CONSUMPTION
Multi-Bit A classical digital system, on the other hand, uses 16 bit per sample to represent the
signal and would therefore need to handle 16 separate signals, each with an SNR high enough to
avoid bit errors. If the noise is so low that the logic value threshold VDD/2 is e.g. 7σ away from
both logical 1 and logical 0, the Bit Error Rate (BER) will be 10−12. The dynamic range required
for this is about 17 dB, which we will round to 20 dB. This gives an energy consumption per
data bit of about E = Eu · 1020 dB/10 dB = 102 · Eu and a total energy consumption per sample of
about ENyquist = 16 · 102 · Eu.
1-Bit w/ SSR Although the in-band SNR of an SSR system can be high, each of the 1-bit
samples will have a low SNR and are therefore very similar to the unit elements with 0 dB
dynamic range. Both analog systems and SSR systems achieve better performance than these
basic elements by integrating. This means that an SSR system will require about the same
amount of integration as an analog system in order to achieve the same in-band dynamic range.
Each 1-bit sample has an energy consumption of about E = 102 · Eu, though, so the total energy
consumption will be about ENyquist = 1010 · 102 · Eu = 1012 · Eu per Nyquist-rate sample of the
signal, i.e. about 100 times the energy consumption of analog systems.
1-Bit w/ SDM SDM systems, on the other hand, are more efficient than SSR systems. As an
example, the Direct Stream Digital (DSD) format of Super Audio CD (SACD) is a bitstream with
an oversampling factor of 64 and thus with a data rate which is four times higher than normal
16-bit audio. An SDM system based on this format will therefore have an energy consumption
of about ENyquist = 64 · 102 · Eu per sample, i.e. almost the same as for a classical digital system.
This means that SDM systems have a much lower power consumption than both analog systems
and SSR systems, at least for the high-SNR case.
Discussion As we can see, there is a drastic difference in power consumption between analog
and classical digital systems in this case. We might not see quite as large a difference in
practice, though, since digital circuits are often optimized for speed. Among other things, this
leads to a higher supply voltage, which leads to a higher dynamic range and thus a higher
energy consumption E per bit. This unnecessarily high dynamic range is discussed further in
section 3.4.2.10. The subthreshold design paradigm, with its low supply voltage, would probably
have an energy consumption closer to what we have found here, though.
An important lesson from this comparison of modulations/encodings, is that having a high
dynamic range is much more costly than having multiple signals. This is something we can
also see in the Shannon-Hartley channel capacity theorem [ ], C = B · log2(1 + SNR), where
a doubling of the SNR, i.e. a doubling of the power consumption, only gives one more bit of
channel capacity for SNR  1, whereas a doubling of the bandwidth B, i.e. also here a doubling
of the power consumption, would in fact double the number of bits. It is therefore most power
efficient to keep the SNR low and rather use parallel radio channels, wires, or similar when
trying to increase the information throughput. Note that in our case, a quadrupling of the SNR,
i.e. a doubling of the signal amplitude, is needed in order to get one more bit of resolution in the
samples. This is because our samples are not complex-valued like radio channels are.
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3.4.3.3 Low-SNR Signals
As we will show here, the results are quite different for low-SNR signals than for high-SNR
signals. To exemplify the low-SNR case, we will use a signal with an SNR of 0 dB. SNR values
as low as or lower than this can be found e.g. where spectrum spreading techniques such as
CDMA are used, for example in GPS receivers.
Analog Analog and sampled-data systems will have an energy consumption of about ENyquist =
Eu · 100 dB/10 dB = 1 · Eu per sample. In other words, such systems would use a single unit element
per sample, i.e. they would not perform any form of integration.
Multi-Bit Classical digital systems could either be said to degenerate to the 1-bit SSR system
here or they could still be used with multi-bit resolution. One benefit of the latter option is
that the signal and noise will stay inside the ADC range so that the system behaves as normal
rather than having the out-of-range peculiarities of an SSR system. Another benefit is that the
quantization error, which is basically just additional noise, can be arbitrarily reduced with an
increase in bit depth. If we choose to use multi-bit resolution rather than 1-bit resolution, for
example four bits, the energy consumption would be about ENyquist = 4 · 102 · Eu per sample.
1-Bit w/ SSR SSR systems could just 1-bit quantize the sampled-data samples without needing
to do any form of integration such as oversampling. This approach would not cause much SNR
loss since the information content per sample already is about 1 bit. SSR systems will therefore
have an energy consumption of about ENyquist = 102 · Eu per sample, i.e. almost the same as for
classical digital systems. For any SNR value less than about 0 dB, an integration factor of just
pi/2 ≈ 1.57 is enough to compensate for the SNR loss caused by the 1-bit quantization. This
would give ENyquist = 1.57 · 102 · Eu. Exactly how this integration must be performed, can be
learned from chapter 4.
1-Bit w/ SDM SSR systems are good enough with little or no integration here. SDM systems,
on the other hand, require some oversampling and are also a bit more complex than SSR systems.
This means that SDM systems will not provide huge power savings compared to SSR systems in
this case, like we saw them do for high-SNR signals.
Discussion As expected, analog systems and SSR systems, both of which use a simple form of
integration, are much more power efficient for this low-SNR case than for the high-SNR case.
This is because a high dynamic range costs a lot of power when using such simple integration.
Furthermore, analog systems are here actually more power efficient than digital systems,
both 1-bit and multi-bit, since the data bits require a 20 dB dynamic range, which is more than
the 0 dB needed by analog systems in this case. In a practical system, however, we probably
have a few decibels of dynamic range anyway since systems seldom have noise amplitudes on
the order of VDD. This means that analog samples and the data bit voltages will have similar
dynamic ranges and thus similar energy consumption. So in practice, analog systems might not
be better than digital systems in this case after all.
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We also see that SSR systems are slightly more power efficient than classical digital systems.
This is simply because they use fewer bits per Nyquist-rate sample.
3.4.3.4 Forced Oversampling in Analog Systems
An interesting observation to make about the low-SNR case, is that for signals with low band-
width, analog systems integrate way too much because of their large oversampling of the unit
elements. A practical sampled-data system will easily have enough dynamic range to handle
the low-SNR signal without the use of any form of integration, i.e. just using minimum-size
amplifiers with the sampling rate set to the Nyquist rate. Since analog systems are basically
oversampled versions of this, they could in practice be using an oversampling factor on the
order of millions or billions even though such integration is completely unnecessary. This could
represent a large waste of power.
Since analog systems will always have this forced oversampling, we will have to find other
ways to reduce their power consumption. This is not so easy, though. For digital systems,
increasing the gate lengths does not help at all but decreasing the supply voltage does. This was
shown in section 3.4.2.10. We can do the same kind of analysis for analog systems, also here using
the terms and concepts from section 3.4.1 and 3.4.2. If we increase the gate lengths, both R and
C will increase as a result. The consequence of this is that both the oversampling factor of analog
systems, OSRu = 1/2RCfs-Nyquist, and the total power, P = (v2signal-max/4R) · Pr, will be reduced.
However, the energy consumption of each of the oversampled samples, E = 12Cv
2
signal-max · Pr,
will actually be increased. This means that when the gate lengths are so large that OSRu = 1, the
energy consumption of each sample will be much larger than for the minimum-size amplifier.
Even though increasing the gate length reduces P, we can not do this arbitrarily much, since
OSRu ≥ 1 sets a limit for how large the gate lengths can be. So, increasing the gate lengths helps,
but only up to a certain point. A different approach would be to weaken the amplifiers in other
ways, e.g. by starving them. This might perhaps solve the problem, but we will not look further
into such solutions here. Yet another solution is to reduce the supply voltage. This would work
here too, just as it did for digital systems in section 3.4.2.10. There might be a limit to how much
we can reduce it in practice, though.
As explained earlier, SSR systems are very similar to sampled-data systems for the low-SNR
case, so both SSR systems and sampled-data systems are good alternatives to analog systems.
The reason for this is that they do not have the forced oversampling. Even for sampled systems,
though, it is hard in practice to reach a low dynamic range and thus a low energy consumption,
as shown in section 3.4.2.10. This means that SSR systems, which require a dynamic range of
about 20 dB for the data bits, and sampled-data systems, which could have a requirement of
maybe just 0 dB, would have similar performances if the dynamic range could not go lower than
e.g. 20 dB. Therefore, SSR systems might actually in practice be just as good as sampled-data
systems, both of which are better than analog systems. Due to the very large forced oversampling
of analog systems, SSR systems might be able to perform some integration and still be more
power efficient than the analog systems. Such SSR systems would be able to handle signals with
moderate SNR levels.
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3.4.3.5 Summary
Dynamic range costs power. This means that it takes a lot of power to process high-SNR signals
by using native samples. A way to get around this problem, is to use modulations/encodings.
These can e.g. translate the high dynamic range requirement of an original sample to a lower
dynamic range requirement, at the cost of using more than just one sample. Different modu-
lations/encodings have different properties and power consumption levels, which also depend
on the SNR of the signal. This is summarized below, where a low signal bandwidth has been
assumed:
• High SNR
– Analog / SSR: High power
– Multi-bit / SDM: Low power
• Low SNR
– Analog (continuous-time): High power (due to forced oversampling)
– Analog (sampled-data) / multi-bit / SSR / SDM: Low power
– SSR uses slightly less power than multi-bit
• Low/moderate SNR
– SSR might use less power than analog due to forced oversampling in analog systems
An interesting observation to make from this, is that the power consumption of simple 1-bit
SSR systems can be similar to or even lower than the power consumption of analog or classical
digital systems, at least as long as the SNR of the signal is not too high.
Note that the power consumption analysis that has been performed here is limited in scope
since it is only based on considerations around the dynamic range of samples. The results
found here might therefore not reflect practical systems precisely, but they do at least shed some
light on a few theoretical aspects of power consumption. This also exposes several interesting
opportunities for power saving.
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3.4.4 Power Benefits of Digital Systems
In the previous sections, we have investigated power consumption with regards to dynamic
range and modulations/encodings. There are other issues at play than just this, though, so in this
section, we will look into a few other power consumption benefits we get from switching from
analog to digital systems. Then, in the next section, we will look into the benefits of switching
from multi-bit to 1-bit systems. When switching from analog to 1-bit systems, we therefore get
both sets of benefits.
Analog systems are often used with back-off, i.e. with a reduced signal amplitude, in order
to ensure linear behavior over the full signal range. This means that the dynamic range will
be reduced without the power consumption being reduced too, which obviously represents an
inefficiency. Digital systems, on the other hand, have their signals going rail to rail, so they do
not suffer from this problem.
Analog systems might take some time to reach steady state after they are powered up. Digital
systems, on the other hand, do not have this problem, and they may not even actually need to be
powered down in order to enter power-saving mode. This means that digital systems can be duty
cycled, i.e. be powered up just for short intervals, much more efficiently than analog systems.
Digital systems can use advanced algorithms that are more efficient than the straightforward
solutions that analog systems might employ. Examples of this are data compression, FFT, and
compressed sensing [ ].
3.4.5 Power Benefits of 1-Bit Systems
We will here look into a few power consumption benefits we get from switching from multi-bit
to 1-bit systems, that have not already been mentioned in the previous sections. All of these
benefits are potential reasons for why e.g. SSR systems might be preferred over classical digital
systems in certain cases.
1-bit systems have simpler circuits than multi-bit systems. The clock frequency might be
higher, though. As an example, consider a low-SNR signal which needs to be multiplied with
another signal, e.g. to perform cross-correlation. A 1-bit system could use a simple XNOR gate
to perform the multiplication, whereas e.g. a 4-bit system would need a much more complicated
multiplication circuit.
When using sigma-delta ADCs and DACs, decimation and interpolation circuits are required
to convert to and from multi-bit signals. 1-bit systems could perform signal processing on the
bitstreams directly, thus eliminating those circuits and their power consumption.
Continuous-time 1-bit systems, i.e. CTBV systems, have additional benefits. Since there is
no constantly running clock in these systems, they will only consume power when the signals
change value. This might represent a huge power saving for applications where events are far
apart.
CTBV systems can also have a very quick response time for handling events. This comes
at no additional cost to these systems. Classical digital systems, on the other hand, would have
required high clock frequencies with high power consumption in order to achieve the same
performance.
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3.5 Example Applications
1-bit signal processing can be used for many different applications. We will here list a few.
SSR or similar techniques, i.e. thresholding of noisy samples, can be found in e.g. sonar
applications, CDMA systems such as GPS receivers, M-sequence radar, photographic film, and
evolution with its life/death 1-bit quantization.
A different type of sampled 1-bit systems are those based on SDM techniques. These share
some properties with SSR systems but are more complex.
There are also continuous-time 1-bit systems. In the following examples, the signals consist
of events that are single points in time, i.e. the events have no duration or the duration does not
contain any information: Photons, tunneling or otherwise jumping electrons, and nerve signals
in neurons.
Continuous-time systems can also have events with an associated duration. This can be seen
in e.g. the half-tone printing process, class-D amplifiers with their use of PWM, PWM control of
LED lights, and PWM control signals for servos.
1-bit signal processing is suitable for the combination of WSN, UWB, and CMOS due to the
low SNR, simplicity, and low power consumption.
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3.6 1-Bit Signal Processing As a Fundamental Principle
1-bit signal processing is an important tool in technology. It is utilized in SDM systems, which
are in widespread use, and in SSR systems, which could be said to be digital systems in their
simplest and most basic form.
We can also observe 1-bit principles at play in natural processes, e.g. in photographic film,
neurons, and evolution.
There might be something even deeper than this about the 1-bit concept, though. Light
can be said to be a 1-bit signal since discrete photon events carry the analog luminosity signal.
Also electrons that tunnel or otherwise jump, such as in vacuum tubes, are discrete events
like this and therefore a type of 1-bit signals. The reason for this is simply the laws of nature.
Elementary particles like photons and electrons are discrete quanta that do not carry any amplitude
information themselves. In other words, a stream of particles like this is a continuous-time 1-bit
signal.
These observations make the tantalizing suggestion that there is something fundamental
about 1-bit signal modulation. An evocative way to put it, is like this: There is a reason why
1-bit quantization and quantum physics are similar words.
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4.1 Introduction
This chapter is largely about the effects of 1-bit quantization of signals with noise, or in other
words, about converting analog signals to bitstreams. We will only consider straightforward
1-bit quantization, known as Suprathreshold Stochastic Resonance (SSR), not the more complex
Sigma-Delta Modulation (SDM) technique. We will also limit ourselves to sampled systems.
Continuous-time systems, on the other hand, will be covered in chapter 5.
Note that we will be using the terms “SSR” and “1-bit quantization” interchangeably even
though SSR strictly speaking only applies when the noise is beneficial. If the end-result SNR
after all processing is desired to be higher than a few decibels, which often is the case, there will
probably be beneficial noise involved, though. It is therefore usually completely correct to use
the SSR term. The beneficial noise is an effect that will be explored in detail in this chapter.
Converting Analog Signals to 1-Bit Signals An analog signal can be converted to a sampled
1-bit signal without losing much information. If we let the 1-bit signal have a high density of
“1”s when the analog signal is high and a low density when it is low, then by low-pass filtering
the 1-bit signal later, we get back an analog signal close to the original signal. This is known
as Pulse-Density Modulation (PDM). In other words, the 1-bit signal contains the input signal
in the low-frequency part of its spectrum, while the high-frequency part of its spectrum just
contains noise. The higher the sampling rate of the 1-bit signal is, the more precise the density
values will be and thus the better the SNR of the signal of interest will be. In the frequency
domain, the higher sampling rate means that the noise can be spread over a wider frequency
band, thus reducing the amount of noise that falls in the signal band. Several different methods
can be used to produce the 1-bit signal, such as SSR, SDM, and PWM.
SSR Compared to Other Methods A PDM signal can be made with e.g. SSR, SDM, or PWM.
These methods differ in system complexity and might be better or worse solutions depending
on e.g. the characteristics of the input signal and the input noise. For example, SSR requires
the presence of input noise and if that noise has to be added explicitly, it reduces the SNR of
the input signal, which other methods such as SDM would avoid. However, if there is already
enough noise in the input, an SSR system, perhaps with filtering before quantization, i.e. with
colored noise, would be a good and simple solution. In such a case, there might be very little
loss caused by choosing the simpler SSR solution over more complex solutions like SDM.
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4.2 Other Uses for 1-Bit Sequences Than Conveying Signals
1-bit sequences can also be used for other purposes than conveying analog signals, for example
different forms of data bit serialization.
It is used in serial links such as SPI, USB, SATA, and PCIe for reasons such as that there will
be no timing skew between parallel bits and that there will be fewer wires.
It can also be used to make 1-bit CPUs [Maye 02 ]. This gives smaller circuits at the cost
of slower operation.
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4.3 Suprathreshold Stochastic Resonance
We will here introduce Suprathreshold Stochastic Resonance (SSR), which is the focus of the
current chapter. This is a specific type of the Stochastic Resonance (SR) phenomenon, so we
will also discuss that here.
4.3.1 Stochastic Resonance
Stochastic Resonance (SR) is a phenomenon where noise improves the performance of a system,
or in other words “beneficial noise”. This might at first sound counterintuitive, but for nonlinear
systems, this is a very real effect. SR is basically the same as dithering, but in a wider sense.
Figure 4.1 shows the typical relationship between system performance and input noise
strength. If there is no noise, the performance will be bad. If there is some noise, the signal gets
through the nonlinear elements much better, and the performance is good. If there is too much
noise, the performance will be bad again. In other words, there is an optimal noise level, i.e.
an SR peak. The performance metric could be e.g. SNR or some kind of information theoretic
measure. Note that the position of the SR peak, i.e. the optimal noise strength, depends on the
choice of metric.
The curve in the figure also shows why it is called “stochastic resonance”. The SR peak
simply looks like a resonance peak [McDo 09b ], and it is the strength of the noise, which
we can call a stochastic signal, which is the x-axis of the plot. In dynamical SR systems,
there is actually a form of frequency matching [McDo 09b ], so the “resonance” term is quite
appropriate there. The literal meaning of the name is not so important, though, since SR has now
been established as a term for beneficial noise in general.
Figure 4.2 shows the SR effect in an image. After thresholding the original image, it loses a
lot of information and is no longer recognizable. By adding noise before the thresholding, the
thresholded image becomes much better, i.e. the noise was beneficial.
Integration can help improve the performance of SR systems, and for some systems, this is
actually necessary in order for the SR effect to occur.
So to sum up, an SR system consists of noise, nonlinearity, and maybe integration. This
means that we can use circuit elements that are simple, cheap, and bad, i.e. noisy and nonlinear,
and just integrate many outputs from them. This integration can be done either with a high clock
frequency or with parallelization, both of which are feasible solutions due to the simplicity of
the elements. This paradigm therefore gives us good system performance even though we only
use crude circuits.
There are many aspects of SR systems that can be varied. A few of them are as follows:
• Dynamical / non-dynamical
• Periodic / aperiodic
• Subthreshold / suprathreshold
• 1-bit quantizer / multi-level quantizer / just soft nonlinearity / clipping
• Same / different threshold levels
• One / many nonlinear circuits
• Parallel hardware / integration in time / no integration
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Figure 4.1: Adding moderate amounts of noise to the input can actually improve the output
performance of some nonlinear systems. This phenomenon is called Stochastic Resonance (SR).
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Figure 4.2: SR in an image.
• Same / different noise source for each element
• Coupled array (“array enhanced SR”)
• Which signal Probability Density Function (PDF)
• Which noise PDF
• White / colored noise
A lot of studies have been done on SR in all its forms and contexts. A few key references is
the original SR paper [Benz 81 ], the associated paper connecting SR to climate [Benz 82 ],
an overview article [Rouv 07 ], and a PhD thesis covering the subject [McDo 06b ]. SR was
originally identified in dynamical systems, specifically climate models. We will not work with
these types of systems here, though. Instead, we will only work with non-dynamical systems.
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4.3.1.1 Observations and Applications of Stochastic Resonance
SR has been observed in chemical reactions, semiconductor devices, nonlinear optical systems,
magnetic systems, and Superconducting QUantum Interference Device (SQUID) [Rouv 07 ].
Furthermore, noise improves the sensory input in organisms and is also beneficial in neuron mod-
els [Wiki 12 ]. This does not prove that SR is being used by neurons, though [McDo 09b ].
SR has been used in applications such as vibrating insoles for improved balance in elderly
people [Prip 03 ] and cochlear implants [McDo 09a ]. Dithering, which is basically the same
as SR and which predates SR theory, is widely in use, e.g. in digital audio, images, and other
applications where ADCs/DACs or similar mechanisms are in use. SR is also used in the
proposed “stochastic electronics”, which are circuits that exploit noise [Hami 14 ].
We could also look at SR and noise in a much wider sense. This allows us to identify SR at
play both in cosmology and evolution. Inhomogeneities in the early universe caused matter to
clump together to form galaxies, etc. Without this “noise”, the universe would still consist of
completely homogeneous matter without any structure. Genetic mutations could be said to be
“noise” that is beneficial to evolution. This observation suggests the possibility that organisms
may have adopted to mutate at the optimal intensity, i.e. at the SR peak, since this would make
the organisms evolve quicker.
4.3.2 Subthreshold Stochastic Resonance
Subthreshold stochastic resonance, which it should be noted is not abbreviated SSR, is when the
signal is below the threshold of a nonlinear system. Noise is then required in order for any signal
at all to pass through the system.
Figure 4.3 shows a block diagram of a general stochastic resonance system, which could be a
subthreshold stochastic resonance system with the right threshold setting, and figure 4.7 shows
the signals in such a system, particularly demonstrating the benefits of noise.
Note that integration is not required here, unlike for some other systems.
4.3.3 Suprathreshold Stochastic Resonance
Suprathreshold Stochastic Resonance (SSR) is when the signal is above the threshold of a
nonlinear system. There will then be some information transfer even when there is no noise, but
noise could help enhance the system performance.
Figure 4.4 shows a block diagram of an SSR system, and figure 4.8 shows the signals in
such a system, particularly demonstrating the benefits of noise. Figure 4.5 shows a second block
diagram, this time with parallel nonlinear elements. The two block diagrams represent two
different ways to perform integration, namely oversampling and parallelization.
Figure 4.6 gives a few more details about the configuration and properties of a typical SSR
system. The different properties of the noise can have much to say, such as the distribution,
including its DC value, standard deviation, PDF shape, and PDF symmetry, and also the color of
the noise. Additive White Gaussian Noise (AWGN) is often assumed. If the input is analog, the
system will have to both sample and quantize the signal. The order of these two operations is
interchangeable. SSR systems often require integration. Without this, noise might be detrimental
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1-bit quantizer
(or other nonlinearity)
Figure 4.3: Stochastic Resonance (SR) block diagram. Optional signal integration not shown.
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inside signal range,
usually at DC level
Figure 4.4: Suprathreshold Stochastic Resonance (SSR) block diagram. Integration of the output
can be done over time, i.e. with low-pass filtering. The system is usually sampled.
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+
Figure 4.5: Suprathreshold Stochastic Resonance (SSR) block diagram with integration by
parallelization.
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∗
+
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(required!)
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Output noise
=
√
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Input noise = σ2N
Output levels
= ±√pi/2 · σN≈ ± 1.25 · σN
Frequency
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D
Output signal
= input signal
1.96 dB SNR loss
Output noise
= pi/2 · σ2N
≈1.57 · σ2N
fs/2
Noise increases
by 1.96 dB
Figure 4.6: A typical sampled SSR system.
rather than beneficial. Integration is often done anyway, though. Even just a low-pass, band-pass,
or other type of filter is integration, and so can other signal processing operations be too. An
important result about SSR systems, is that the SNR loss due to the 1-bit quantization is only
1.96 dB when the input SNR per sample is low and the noise is white and Gaussian. Note that this
result is not specific to SR, i.e. when the noise is beneficial. It also applies to 1-bit quantization
in general, e.g. for very noisy inputs.
Note that the bitstreams from oversampled SSR systems are normal signals, i.e. the signal
of interest is not modulated in a special way, there is just a lot of out-of-band noise. This
is illustrated in the spectrum in figure 4.6. Another thing to note, is that SSR is not suitable
for signals with a very high SNR, such as audio, since this would require huge amounts of
integration.
We can see some similarities with other types of systems. For one thing, SSR is essentially
a classical 1-bit ADC with dithering. A crucial difference is that the input is often outside the
ADC range, though. This causes SSR and ADCs to behave differently. For another thing, both
dithering ADCs, i.e. multi-bit without noise shaping, and SDM, i.e. 1-bit with noise shaping, are
widely used techniques, whereas SSR, i.e. 1-bit without noise shaping, is less used because of
its crudeness. Due to its simplicity, SSR might still have some interesting applications, though.
Finally, the PWM technique can be seen as an SSR system with sawtooth noise. What happens
in such a system, is basically that the threshold is swept. This is therefore very similar to what
we call the swept threshold technique.
It can be interesting to ask what it is that makes dithering so important. If we look at a single
sample in isolation, dithering only makes it noisier, but when we somehow integrate several
samples, dithering is very important because it ensures that the expected values of the samples
are correct. When we then integrate more and more, the result will get closer and closer to the
correct value. Without dithering, the expected values will be wrong, and even infinite integration
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Figure 4.7: Demonstration of the benefit of noise in subthreshold SR.
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Figure 4.8: Demonstration of the benefit of noise in suprathreshold SR, i.e. SSR.
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will then yield incorrect results. Dithering can be done in many different ways. We will here
list a few methods in order of increasing complexity and statefulness in order to illustrate this
tradeoff parameter: White noise, colored noise such as first-order low-pass filtered, deterministic
“noise” for PWM mode, and error diffusion such as SDM.
The current chapter, chapter 4, explores many of the details concerning SSR systems.
4.3.4 Trading off SNR and Sampling Rate
In order for SSR to work properly, the SNR per sample needs to be low. Otherwise, the 1-bit
quantization will destroy too much information content, or to put it another way, there will
be too little dithering noise to ensure that the 1-bit samples get the correct expectation values.
Fortunately, we can easily control this SNR value.
If we double the sampling rate fs of a signal without changing the signal of interest but with
an extension of the noise PSD into higher frequencies, the noise power per sample will double
too. This means that the SNR per sample will be reduced by a factor of two. Note that only the
full-band SNR changes. The in-band SNR, i.e. the SNR of the signal of interest, is unaffected.
We then get that SNRsample · fs is constant. This degree of freedom allows us to choose what the
SNR per sample should be.
By choosing an SNR per sample slightly below 0 dB this way, 1-bit quantization will not
cause much information loss since the information content then already will be very low. To put
it another way, the 1-bit samples will have correct expectation values due to sufficient dithering
noise and we will be integrating a lot, so we will therefore be able to recover the signal properly.
With the use of this technique, we can thus easily convert an analog signal to a bitstream without
much SNR loss.
Figure 4.9 illustrates the tradeoff and the 1-bit quantization, both with overview plots and
with noisy images as an example.
The image examples are quite close to what one might see in frames from a movie. When
viewing a movie in SDTV resolution, there will be little noise in the frames, but when viewing it
in HDTV resolution, the frames might be more noisy. What is most interesting here, though, is
that the original photographic film, which has an even higher resolution than HDTV, is in fact
binary, as discussed in section 4.16. The reason for this is simply that the silver-halide crystals in
the film either get exposed or not, i.e. they have a binary response to light.
Note that we could either use inherent noise in the input or explicitly add noise ourselves.
Also note that an important point here is that we can perform signal processing using simple
1-bit circuits instead of analog or multi-bit circuits. This might be cheaper and might even
provide more advanced processing operations than an analog system could. The cost of this 1-bit
alternative is that the sampling rate might be higher than for a multi-bit system.
4.3.5 Effects of Noise, Nonlinearity, and Integration
Noise, nonlinearity, and integration are some of the most important properties related to SR
systems, but different systems, SR or not, may or may not have each of these properties. We will
here compare the different system categories that result from these combinations.
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Figure 4.9: Top: A plot showing how SNR per sample and sampling rate can be traded off against
each other without reducing the signal quality. Bottom: Examples of this in a classic system and
a 1-bit system. When the SNR per sample is low enough, 1-bit quantization will not cause much
loss of information.
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Figure 4.10 lists reasons for why converting systems from different categories to the SR
category might be beneficial. In other words, why adding noise and nonlinearity might be a good
thing. This can help us choose when to use SSR for a system design.
Figure 4.11 lists the effects of adding noise and/or integration to a nonlinear system that has
neither, both for subthreshold SR and SSR systems. The figure speaks for itself, but an important
point is that SSR requires integration if we add noise. Without integration, the noise will just be
detrimental, since it will then disturb the 1 bit of polarity information which we would otherwise
have about the signal. Subthreshold SR systems, on the other hand, do not require integration
in order to benefit from noise, since noise helps there be any threshold crossings at all. With
properly chosen noise and integration, we can achieve arbitrarily good performance. Note that
we here consider integration by parallelization rather than by oversampling. There are some
small differences between the two. Also note that only the system configurations where there is
beneficial noise are strictly speaking SR systems.
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Nonlinear system: Adding noise can improve performance
• Beneficial noise such as this is the essence of SR
• There exists an optimal noise level, which should be aimed for
• The SSR case requires integration, because without it the noise will be detrimental
• The subthreshold SR case does not require integration in order to benefit from noise
Classic system: Switching to SR can be a good overall solution
• Simpler circuits (cheaper, allows advanced systems, more elements⇒ more integration)
• Signal integration is required in order to achieve good system performance
Noisy classic system: Switching to nonlinear circuits reduces cost and has low penalty
• Simpler circuits (cheaper, allows advanced systems, more elements⇒ more integration)
• The performance penalty is low, even without using signal integration, due to the already low SNR
• Noise level, integration, etc. dictate whether or not the result will stricly be an SR system
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Figure 4.10: Different system categories and why moving to the SR category can be beneficial.
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Figure 4.11: The effects of adding noise and/or integration to a nonlinear system that has neither.
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4.4 Comparison with Sigma-Delta Modulation
An alternative to SSR is Sigma-Delta Modulation (SDM), also known as noise shaping or error
diffusion. SSR, on the other hand, has unshaped noise. The difference between these two
methods is illustrated in figure 4.12. As we can see, noise shaping greatly improves the in-band
SNR. Note that we are here talking about oversampled SSR, not parallelized, and 1-bit SDM, not
multi-bit, so both SSR and SDM are therefore here simple PDM bitstreams. The disadvantage of
SDM systems is that they are more complex than SSR systems, so the higher SNR comes at a
price.
If we want to convert a noiseless signal to a bitstream, we will have to add some form of
dithering noise in order to achieve linearity. SDM shapes this necessary noise, or in other words
adds it pre-shaped. Since it is the quantization noise of the converter itself which gets shaped,
SDM will, of course, not be able to shape any noise that already exists in a signal. SSR achieves
the linearity by using preexisting noise in the signal or by explicitly adding noise to the signal
before the 1-bit quantization.
SDM is a well-known subject matter and will therefore not be discussed any further in this
thesis.
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Figure 4.12: Rough sketch comparing shaped and unshaped noise.
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4.5 Threshold Levels
The threshold level in an SSR system is usually set to the DC value of the input signal.
A typical parallelized SSR system has all threshold levels set to the same value. For SNR
values lower than about 0 dB, this is in fact optimal, but for higher SNR values, multiple threshold
levels distributed more like in an ADC is the most optimal [McDo 06a ] [McDo 06b , ch. 8].
If the SNR is too high, so that SSR does not operate properly, we can set the threshold to a
value near the signal value and then do SSR-mode sampling there. The threshold value can be
found by using e.g. a quick threshold sweep, binary search, or signal tracking [Papa 98 ]. This
technique can only focus on one signal value at a time, so it does not work well for capturing
many successive samples, such as in a radar system.
4.5.1 Swept-Threshold Sampling
In the master’s thesis of the author [Hjor 06 ], a technique we named “swept-threshold sam-
pling” [Hjor 07 ] was introduced. This is basically SSR with the addition of sweeping of the
threshold level, which is much like parallelized SSR with different threshold levels. This makes
the system more ADC-like.
To separate between the different modes, we use the terms Stochastic Resonance (SR) to
describe a system with a fixed threshold and Swept Threshold (ST) otherwise. Since having one
threshold level is optimal when there is much noise and having multiple levels is optimal when
there is little noise [McDo 06b , ch. 8], SR is suitable for low SNR, and ST is suitable for high
SNR. Note that ST has an inefficiency which SR does not have. The reason for this is that when
the threshold is outside the noise range, no signal integration occurs.
It is interesting to note the difference between SR with uniform noise and ST. The noise
values and the threshold values have the same effect in the systems, so since they are uniformly
distributed in both types of system, one might think that the systems should behave the same.
The critical difference, though, is that the sweep is deterministic, whereas the noise is random.
Another way to put it, is that the noise might be white, whereas the sweep has a different type of
spectrum.
In an ST system, noise is usually not beneficial, as it is in SR systems. If there is no noise, we
will know exactly which two threshold levels the signal lies between. If there is noise, though, the
readout becomes more uncertain. In the latter case, the system essentially utilizes a combination
of ST and SR. The noise will reduce the demands on how small the step size needs to be, though,
since the RMS amplitude of Gaussian dithering noise generally does not need to be larger than
the quantization steps [Widr 96 ]. Since the sweep might be performed by a DAC, we can
therefore use a simpler one with fewer bits of resolution if there is enough noise in the input
signal. The requirements for the 1-bit quantizer might also get relaxed by noise in the input
signal, since it then does not need to be able to precisely distinguish values that are very close to
each other.
ST systems do not need to know much about the noise, whereas SR systems require detailed
knowledge about the noise in order to reconstruct the signal properly. This means that ST is
robust against variations in the noise characteristics.
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There is some earlier work that discusses similar techniques, both SR, ST, and a sweep-then-
SR combination for WSN applications [Papa 98 ]. There is also some later work that has some
similarities with ST [Barb 10 ].
79
CHAPTER 4. SAMPLED 1-BIT SIGNAL PROCESSING 4.6. INTEGRATION BY
OVERSAMPLING OR BY PARALLELIZATION
4.6 Integration by Oversampling or by Parallelization
Integration, i.e. averaging of multiple readouts of the same input signal, can help improve the
output SNR of a system. Two ways of doing integration for an SSR system is oversampling and
parallelization, as shown in the block diagrams in figure 4.4 and 4.5. In this section, we will
discuss the properties of the two methods.
An oversampled SSR system will have the properties described in the following. Firstly, it
will get some general benefits from oversampling, as described in section 4.7. Secondly, colored
input noise can be used to improve the system performance, as described in section 4.13. Finally,
if the system adds distortion error, some or all of it might be located outside the signal band, thus
making it easy to filter out, as described in section 4.9.7.
A parallelized SSR system, on the other hand, will have a different set of properties. Firstly,
such a system is easier to analyze than an oversampled system since the samples can be considered
independent of each other and we therefore do not need to take into account the time dimension.
This is something we exploit for the analysis in section 4.10. Secondly, just a summation of 1-bit
values, not any low-pass filter, is needed after the quantization, which could make such a system
easier to implement. Finally, the system only needs to run at the Nyquist rate of the input signal
instead of at a possibly much higher rate.
Note that oversampling or parallelization just creates more available samples and that the
actual integration is done by the low-pass filter or the summation, respectively.
The noise power is usually reduced by n, the integration factor, and the noise amplitude
is therefore usually reduced by
√
n. This means that integrating four times more gives half
the noise amplitude, or in other words 6 dB or 1 bit better performance. In an SSR system
with oversampling, doubling the sampling rate while keeping the noise amplitude per sample
unchanged, will spread the noise power over twice the bandwidth. This means that the noise
PSD will be halved and thus the SNR improved by 3 dB. In an SSR system with parallelization,
doubling the number of elements will halve the noise power in their sum, thus also here improving
the SNR by 3 dB.
There might be a limit to how much we can integrate in an SSR system, though, since the
expectation value at the output of a 1-bit quantizer might not be a completely linear function of
the input signal. In this case, increasing the noise will actually improve the linearity so that we
can integrate much more. This is discussed further in other parts of the current chapter.
Note that in dithered images such as those in figure 3.2, the eyes will integrate spatially so
that we essentially are able to experience a low-pass filtered version of the image, even though
we can see each pixel clearly.
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4.7 General Benefits of Oversampling
PDM, such as SSR and SDM, requires a much higher sampling rate than the Nyquist rate in order
to achieve high SNR, or in other words, sufficient oversampling is required in these systems.
Regardless of its role in PDM, oversampling also has some beneficial properties by itself, which
will be described in this section. Since PDM systems already oversample the signal, these
benefits can be reaped without additional cost and are thus a bonus feature of PDM systems.
Sampling preserves all information about a band-limited signal, but it creates some practical
problems with conversion and processing. Oversampling mitigates these problems. When
working with a sampled signal, it is assumed that between the samples, the signal is reconstructed
using the ideal sinc filter. This must be taken into account when performing signal processing.
In the frequency domain, the reconstruction filter is a brick-wall filter, and in the time domain, it
extends far both forwards and backwards in time. A consequence of this being such a demanding
filter, is that implementing it can be expensive. The reconstruction requirement is therefore
often ignored when doing signal processing on sampled signals. This is not a problem in
many cases, though, but sometimes it will cause performance degradation. These problems are
discussed further in the paragraphs below. By oversampling the signal, i.e. by sampling at a
higher frequency than required by the Nyquist-Shannon sampling theorem, the behavior of the
signal becomes more continuous-time-like, such as that the reconstruction will be “built in”. The
challenges associated with sampled signals will therefore become less pronounced.
The phase and frequency response of Nyquist-rate filters are significantly different from
analog filters in the top quarter of the frequency range. Oversampling mitigates this prob-
lem [Case 93 ].
Nonlinear processing such as audio distortion effects, which create high-frequency harmonics,
also benefit from oversampling since it prevents harmonics up to fs/2 from folding down into
the band of interest [Case 93 ].
Another advantage of oversampling is that sharp anti-aliasing and reconstruction filters can
be moved from the analog to the digital domain [Stew 98 ]. In a Nyquist-rate system, the anti-
aliasing filter must filter out all frequencies above fs/2, while still letting through frequencies
as high up to this same point as possible. In an oversampled system, fs is much higher, and the
analog anti-aliasing filter still has to remove frequencies above fs/2, but in this case it only needs
to let through frequencies up to the original fs/2. This allows its roll-off to be much slower. A
digital anti-aliasing filter can then be used to perform the sharp cut-off required to remove the
remaining out-of-band noise. The reconstruction filter in a DAC system can be handled in a
similar way.
An “analog→ Nyquist-rate sampled→ analog” system will have some latency because of
the sharp filters required. By using a higher sampling rate, the latency of the system can be
reduced.
When we oversample, the in-band quantization noise will be reduced by being spread over
a wider band. This works as long as the quantization-noise amplitude stays constant, which it
does for multi-bit ADCs and SSR systems where the input-noise amplitude is independent of the
sampling rate.
When we oversample and the noise PSD is constant, we might sample a lot of noise, and the
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full-band SNR, or in other words the SNR per sample, will become low. This lowers the quality
requirement for the sample values, which means that we can perform coarse quantization and
that additional noise is not a big problem. This is what enables the use of the coarsely quantized
SSR systems.
4.7.1 Oversampling in the Retina
Oversampling can also be seen in biology, where the retina performs filtering on an oversampled
signal instead of on the analog optical signal. In the fovea, the sharp central vision, of the
primate retina, optical blur ensures proper anti-aliasing filtering before the image is sampled
by the photoreceptors [DeVr 97 , p. 2058]. These photoreceptors are connected one-to-one to
ganglion cells, each of which has a long axon that extends into the brain. For the peripheral vision,
though, there are fewer ganglion cells than photoreceptors, which means that the photoreceptors
oversample the signal and that the ganglion cells then decimate it. Since it is the ganglion
cells which connect to the brain, it is the density of these cells which determines the visual
resolution. The optical blur is about the same in the periphery as in the fovea, so a simple
downsampling would result in aliasing. However, the ganglion cells do spatial low-pass filtering,
i.e. anti-aliasing filtering, which prevents this.
The ganglion cell receptive fields, i.e. sensitivity profiles, in the rabbit retina have been found
to be very close to two-dimensional Gaussian functions with a slight ellipticity [DeVr 97 ,
fig. 4]. The receptive fields are arranged in an approximate hexagonal pattern, with a 2-sigma
center-center spacing, or in other words with their 1-sigma borders touching. This arrangement
causes the spatial frequency response of the receptive fields to be close to zero above the
Nyquist frequency of the hexagonal pattern, thus ensuring good anti-aliasing filtering before
the downsampling [DeVr 97 , fig. 10]. So to sum up, the processing chain goes like this:
Optical anti-aliasing filtering → sampling (oversampled) → neural anti-aliasing filtering →
downsampling (part of the neural filtering).
So as we can see, the retina is a system that employs oversampling. But why does it do
that? One way to do the anti-aliasing filtering would be to have different degrees of optical
blur for the fovea and the peripheral vision, but this might perhaps be difficult to achieve
and might therefore not be a viable solution. Another possible solution would be to have big
non-overlapping photoreceptors with uniform sensitivity, but that would not give very good
anti-aliasing filtering since the spatial frequency response of the photoreceptors would then be
sinc-like due to the brick-wall-like spatial response. However, with the use of oversampling,
overlapping two-dimensional Gaussian sensitivity profiles can be realized. As explained above,
these provide good anti-aliasing filtering. Another benefit of the oversampling is that different
ganglion cell classes can have different spatial resolutions and anti-aliasing filters [DeVr 97 ,
fig. 6]. With a fixed anti-aliasing filter, changing just the resolution would either cause aliasing or
an unnecessarily blurry image. Thanks to the oversampling, though, an appropriate filter can be
used for each of the resolutions. The different ganglion cell classes in the retina perform different
image processing operations, and in the rabbit retina, 11 such classes have been identified.
Oversampling is also being used in some CMOS cameras [Vuor 13 ], which means that
the image is acquired at very high resolution and then scaled down to the target resolution.
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This should make it possible to use digital anti-aliasing filters that are better than the optical
anti-aliasing filters in conventional image sensors. It is unclear whether this opportunity is
actually being exploited to its fullest or if the oversampling is primarily being used for other
properties such as zooming, though.
Note that this oversampling of images followed by anti-aliasing filtering is similar to SDM
ADCs, which also oversample and then perform anti-aliasing filtering on the oversampled signal,
as described in the previous section. The motivation for using this technique might be slightly
different in the two cases, though.
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4.8 Decoding
The DC transfer function of an SSR system is the Cumulative Distribution Function (CDF)
curve of the input noise, as discussed in section 4.11. When the input noise is Gaussian, the
DC transfer function will therefore be approximately linear for a small input signal range and
nonlinear for larger signals, as seen in figure 4.18. For uniform noise, the CDF will be a straight
line, though, so the DC transfer function will then be completely linear, except that it is clipped
at the extremes, of course, as seen in figure 4.19.
Let us assume that the SSR system uses parallelization, not oversampling. We will not
be looking into oversampled SSR systems here since that is probably more complicated. The
output from the parallel 1-bit quantizers are summed, which gives us a discrete number. This
number might then be converted to an analog value again. This is known as decoding. In
order to compensate for the nonlinearity of the DC transfer function, we will have to use a
better decoding scheme than a simple linear one. There are many ways to choose an optimal
decoding [McDo 06b , ch. 6 and 7], but we will not go any further into this here, since it
has already been investigated in literature. An important thing to remember, though, is that an
optimal decoding might be much more complicated to implement than a linear one, so this kind
of compensation is a tradeoff with system complexity.
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4.9 SNR Metrics
The SNR of a signal is measured in several different ways in this thesis. It can therefore be
useful to discuss the different methods to clarify the differences. The problem at hand is how to
measure the SNR of a signal which has noise and distortion, and in particular, how to separate
the signal from the noise and distortion.
An alternate problem definition is how to set the output gain of a system so that the signal
part of the output has the same amplitude as the input signal. Again, this requires a well-defined
way of identifying the signal part. Such a problem definition is useful for the systems in this
thesis which are based on 1-bit quantizers since they in their primitive form simply output the
values 1 and −1.
Note that SIgnal-to-Noise-And-Distortion ratio (SINAD) might be a more correct term than
Signal-to-Noise Ratio (SNR) here since we include distortion together with the random noise.
There are, however, several different definitions of SINAD, so the term is a bit ambiguous.
Furthermore, the term is less used than SNR, and an expression we often use in this thesis, “SNR
loss”, is practically never written as “SINAD loss”. We will therefore use the terms “SNR” and
“SNR loss” throughout this thesis.
The SNR metrics discussed here are for analytical or numerical evaluation of systems, not
for practical SNR measurements, since the noiseless input signal is used in the calculation of the
SNR.
4.9.1 Measurement Setup
The SNR measurement setup we use here is shown in the block diagram in figure 4.13. A
noiseless input signal is sent through a system under test which distorts the signal and adds
random noise. Instead of looking at the distortion as a nonlinear transform of the original signal,
we can look at the distortion error, i.e. the deviation from the correct output signal, as a type of
additive output noise. Together with the random noise, this makes up the total output noise. We
define the output signal, i.e. the signal part of the SNR, to be equal to a scaled version of the
input signal. The total output noise, or output error, is the total output minus the output signal.
The block diagram also shows two controllable gains. We will get back to these later. So to sum
up, total output = output signal + output noise = scaled input signal + distortion error + random
noise, or as shown in the block diagram, output noise = total output - output signal = distortion
error + random noise, and output signal = scaled input signal.
The SNR is the ratio of the output signal power to the output noise power. The output noise
power is here the same as the Mean Squared Error (MSE) at the output.
We primarily consider a sampled system where the signal uses the entire bandwidth, so that
we do not get an in-band and an out-of-band region in the spectrum, which could complicate
the analysis. By also assuming that the random noise is white, each sample will be independent,
and we therefore do not need to consider the time dimension. All we have to do is to analyze
the probability distributions of scalar values. We will later briefly discuss oversampled systems,
though, where the distortion harmonics can get pushed out of the signal band.
The three similar plots in figure 4.13 illustrate what happens to an input signal that gets
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passed through an SSR system which has input noise σN = 0.5, n = 20 parallel thresholders, and
an output value range of ±√pi/2 · σN . For a given input signal value, the output has a probability
distribution which is here a Probability Mass Function (PMF) making up one vertical segment of
the gray shape in e.g. the upper left plot. The reason it is a PMF and not a PDF, is that the SSR
system will produce discrete output values. The expected value of the distribution, the black
curve, is the distorted signal, i.e. the output signal plus the distortion error. The distortion error
is therefore the difference between the output signal, i.e. the scaled input signal, shown as a red
curve, and the distorted signal. The random variation around the expected value is the random
noise, and the variance of the distribution is therefore the power of the random noise. The total
power, or MSE, of the distortion error and the random noise, i.e. the noise part of the SNR, is
simply the sum of the power of each of these two components. The reason a straight-forward
power addition can be used here, is that the two components are uncorrelated, as discussed on
page 100 in section 4.11.
4.9.2 Gains
The only thing that remains now is to choose the gain which is used when defining the output
signal as a scaled version of the input signal. This task requires careful consideration since it
can be done in several different ways which may look quite similar but which could yield very
different results in some cases.
Said controllable signal-part gain can be seen in the block diagram in figure 4.13, and an
additional controllable output gain can also be seen. If both of these gains are changed by the
same factor, the SNR will of course be unchanged, so it might seem like there is an unnecessary
degree of freedom here. It turns out, however, that when trying to find the correct gain setting by
sweeping the gain, the end result depends on which of the two gains are being swept. This will
be explained in detail below. Note that we will sometimes treat the output gain as a part of the
system under test rather than just as a part of the setup for measuring the SNR.
An important question is when to set the gains. This can be done when we make an SNR
measurement, in real time by the system under test, or just once in advance. When the input
signal characteristics, especially the amplitude, changes, the amount of distortion can change
so that the correct values for the gains will change too. This means the gain settings should in
principle be updated continuously, but that is not always the correct thing to do.
If we are not interested in the absolute value of the output signal, i.e. if the amplitude of
the output signal does not matter, we can use an SNR metric which always uses up-to-date
gain settings. Such an SNR metric will find out what the output signal amplitude is for each
new output sequence instead of e.g. just assuming that the output signal is exactly identical to
the input signal regardless of varying compression by the system. This dynamic adjustment of
the gains is correct to use when we only care about the shape of the output signal and not its
amplitude.
If we are interested in the absolute value of the output signal, though, the system itself must
produce the correct absolute value, so in this case we can not change the gains just for the
SNR measurement since that would not correctly reflect the performance of the system. We
will therefore have to use a naive SNR metric where the output noise simply is the deviation
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from the correct absolute value, i.e. where the signal-part gain is set to 1 and the output gain
is controlled by the system under test. This naive SNR metric will register an incorrect output
signal amplitude as a large error, i.e. strong noise, like it should, whereas other SNR metrics
might not consider this to be an error at all. If the system is not able to continuously tune the
output gain as the input characteristics change, we will just have to set the output gain in advance
and then live with a sometimes incorrect gain value.
We use three different methods for finding the gain values, which we have called SNR metrics
A, B, and C. In the process of finding the values, we may sweep one gain setting or the other, but
note that after the gain values have been found, it is possible to change both gains by the same
factor in order to e.g. always keep the signal-part gain at 1 so that the output signal gets the same
amplitude as the input signal.
4.9.3 SNR Metric A: Consider Error in Absolute Value
Instead of updating the gains for each SNR measurement, we simply set the output gain in
advance in this naive SNR metric. The signal-part gain is kept at 1. This SNR metric therefore
defines the output signal to be equal to the input signal and thus the output noise to be the
deviation from the absolute value, i.e. the unscaled value, of the input signal.
Forcing one of the gains to 1 is not a requirement, though, as any two gain values could
actually be used, as long as they are set before the system under test is used and the SNR
measurement is made.
The output gain value could e.g. come from a small-signal analysis of the system or from
SNR metrics B or C performed ahead of time with an assumed input signal distribution. As long
as conditions match those used to calculate the gain with another SNR metric, SNR metric A
will be identical to that metric.
One reason for choosing this SNR metric is that it is very simple. Another reason is that it is
the correct way to measure the SNR when we are interested in the absolute value of the output
signal and we define the noise to be the deviation from the correct absolute value. In this case
the gains can not be updated by the SNR metric since the system under test will have to do that
itself in order to produce the correct absolute output values. So here the output gain is a part of
the system under test, either as a fixed value or as a parameter being updated in real time by the
system as the input characteristics change.
The upper plot in figure 4.13 shows a setup with both gains set to fixed values of 1. The
system under test itself has an output value range of ±√pi/2 · σN = ±
√
pi/2 · 0.5 ≈ ±0.627, as
described earlier. That range, i.e. the native output gain of the system, is set according to a
small-signal analysis of the system. So if we see this native output gain, which is part of the
system under test, and the external output gain, which is part of the SNR measurement setup, as
one combined value, we can say that the output gain is controlled by the system under test and
set to a fixed value according to a small-signal analysis of the system. As we can see, the system
performs well for an input amplitude of 0.3, but as we can also see, it will have a large MSE
for an input amplitude of 1. The MSE will be so large not just because of the distortion itself
but also because the output gain does not get updated as the strength of the distortion changes.
In other words, this SNR metric registers that the system under test produces quite incorrect
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absolute values in the latter case, which makes it a good SNR metric when the absolute value is
of interest.
An example application of this SNR metric is for a typical SSR system as shown in figure 4.6.
The quantizer output levels are set to ±√pi/2 · σN in such a system, which makes the expected
value at the output equal to the input signal, at least for small signals. SNR metric A can therefore
be used directly on this system, where it will use the deviation from the correct absolute value
as the noise part of the SNR. When the input signal amplitude is low, there will be little or no
distortion error, just random noise, so this SNR metric will then be identical to SNR metric C,
which is described below. This is therefore a metric for consideration of the absolute value which
also, under certain conditions, can be used as a simplified implementation of SNR metric C.
Because SNR metric A is simple, considers the absolute value, and can sometimes be used as a
substitute for SNR metric C, we use it in the simulation of 1-bit quantizers in section 4.14.
4.9.4 SNR Metric B: Maximize SNR Value
In this SNR metric, we sweep the output gain in order to find the value that gives the lowest
MSE. The signal-part gain is kept at 1. This maximizes the reported SNR value.
The reference setup, shown as smooth curves in the three upper plots in figure 4.13, is the
same in all three plots and has both gains set to 1. SNR metric B sweeps the output gain and
SNR metric C sweeps the signal-part gain in order to bring the scaled input signal and the total
output closer together, as can be seen in the two middle plots. This reduces the output error, i.e.
the MSE or the output noise, and essentially identifies the signal part of the output. Somewhat
surprisingly, though, the two methods give different end results.
The total MSE is plotted against the output gain in the lower left plot in figure 4.13. It is
useful to decompose this total MSE, or output error, into constituent parts. The output error
consists of random noise and distortion error, and the distortion error can be further decomposed
into a scaled version of the input signal, i.e. the signal component, and the remainder, i.e. the
non-signal component. The signal component can be identified by calculating the correlation
between the input signal and the distortion error. As the output gain changes, the amplitudes of
the random noise and the non-signal component scale accordingly, so we plot these similarly-
behaving components as one curve, seen as the right half of a parabola going diagonally across
the plot. The signal component of the distortion error behaves differently, though, since it is zero
when the signal component of the distorted output signal is equal to the scaled input signal, and
non-zero otherwise. If the scaled input signal subtracts the wrong amount from the distorted
output signal, there will be a signal component left in the distortion error, either with a positive
or a negative sign, which will make the MSE increases if there is any deviation from the correct
output gain value in either direction. This curve can therefore be seen in the plot as a parabola
which has a minimum of zero which is located at a non-zero value of the output gain. The total
MSE is a straight-forward sum of the two MSE components since the power of two uncorrelated
signals can simply be added together in order to find the total power. Note that an SNR plot
could not have been decomposed like this since the output errors would then have been in the
denominator. This is the reason we plot the MSE instead of the SNR.
When the output gain is 1.484, there is no remainder of the signal in the output noise, so the
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signal component of the distortion error has an MSE of zero, as can be seen in the plot. This is,
by the way, the condition we are looking for with SNR metric C. The total MSE, though, has
its minimum at a lower output gain value of 1.410, which can also be seen in the plot. In other
words, the reduction in output gain from 1.484 to 1.410 gives us a signal component in the output
noise, which will contribute to the total noise power, but the amplitude reduction for the rest of
the noise makes the total noise power lower anyway. This is why minimizing the total MSE by
sweeping the output gain is not the same as identifying the actual signal part of the output.
This SNR metric maximizes the reported SNR value. That is because the signal power is
constant due to the constant signal-part gain of 1, so that SNR = (S / total MSE) is maximized
when the total MSE is minimized. The metric does not correctly identify the signal part of the
output, though. In other words, because of the way the output noise is defined, it can contain
some of the signal. This noise component will be a scaled and inverted version of the input
signal. The maximized SNR value can therefore be said to be a somewhat false SNR metric, at
least for some applications, so it must be used with care. An example of its special behavior is
that the maximized SNR value will never be below 0 dB since an output gain of zero would give
exactly that value.
This SNR metric is well suited for applications where we are interested in the absolute value
of the output signal and we want to minimize the deviation from the correct absolute value. If
we set the output gain of the system according to this SNR metric, the output signal may not
get the correct amplitude, but the MSE at the output will be minimized, which might be exactly
what we want.
When we use this SNR metric to assess the absolute value of the output from a system, it
is important to be aware that the metric is intended for theoretical evaluation of the system in
advance of actual system usage. The evaluation is done for a given input signal distribution, and
the result is an output gain value and an SNR value. The system itself can then be configured
with this output gain value to give it the desired properties. When we later want to measure the
SNR of a finite-length output sequence, we can simply use SNR metric A. This gives a kind
of instantaneous SNR which will vary from time to time, unlike the theoretical SNR. If SNR
metric B was used directly on a finite-length sequence, though, the output gain would get tuned
to the optimal value for that exact sequence. Such an SNR measurement would not reflect the
actual performance of the system since it is the system itself which should produce the correct
absolute values. We therefore use SNR metric A, which does not change the gains, but just
observes the absolute-value performance of the system.
An example application of this SNR metric is in finding the optimal quantizer output levels
for a 1-bit quantizer which has a white Gaussian input signal and no input noise. SNR metric B
gives quantizer output levels of ±√2/pi · σsignal in this case. This type of system, in particular
optimized with SNR metric B, is discussed in literature [Max 60 ] and also shown in figure 4.46.
The choice of SNR metric B optimizes the system for the criteria of this metric, so if other
system properties are desired, other SNR metrics should of course be used.
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4.9.5 SNR Metric C: Correctly Identify Signal Part
In this SNR metric, we sweep the signal-part gain in order to find the value that gives the lowest
MSE. The output gain is kept at 1. This identifies the actual signal part of the output, unlike the
more artificial definition of the signal part used in SNR metric B.
Another way to look at it is that we try to subtract as much of the signal as possible from
the output, i.e. minimizing the remaining output noise after we subtract the signal part from the
output. Instead using these sweep-based methods, we could calculate the correlation between
the input signal and the output in order to identify the signal part of the output.
See the section above about SNR metric B for an explanation of the plots in figure 4.13,
which also illustrate SNR metric C.
The signal component of the distortion error is the only output noise component which
changes as the signal-part gain is swept, so the total MSE has its minimum at the same signal-
part gain value as the minimum, i.e. the zero value, of the MSE of the signal component of the
distortion error. This can be seen in the lower right plot in the figure. When this zero value is
reached, the scaled input signal will be exactly equal to the signal component of the distorted
signal since that leaves no signal component in the distortion error. This condition is shown
by the dotted curve in the middle right plot. So when we minimize the total MSE, we find the
actual amplitude of the signal part of the output. Note that also here, as for SNR metric B, the
expression is SNR = (S / total MSE), but unlike in SNR metric B, the signal-part gain and the
signal power are not constant during this sweep. Therefore, the SNR will not be maximized when
the total MSE is minimized, as it is in SNR metric B. This shows why SNR metrics B and C, i.e.
sweeping the output gain and sweeping the signal-part gain, give different end results.
This SNR metric finds the actual amplitude of the signal part of the output. When there is no
distortion, the signal part of the output, as defined by this metric, is exactly equal to the expected
value of the output signal. The metric does not find signals which are not really there, like SNR
metrics A and B do, so if, for example, there is no trace of the input signal in the output, this
metric will report an SNR of −∞ dB.
This SNR metric is suitable for when we are not interested in the absolute value of the output,
i.e. when the scaling of the output signal is not important, but when we want to work with the
actual signal part of the output instead of an artificially defined one. If we are interested in the
absolute value and it is more important that we get the true output signal than it is to have a
minimized MSE at the output, we could use SNR metric C anyway, though. We would then use
SNR metric C to set up the system and then subsequently use SNR metric A.
In the section above, we stated that SNR metric B should be used for theoretical analysis
of a system and that SNR metric A should then be used for instantaneous SNR measurements
on finite-length output sequences. SNR metric C can be used like this too, as just mentioned,
but since we are usually not interested in the absolute value of the signal with this metric, we
can let the SNR metric tune the gains for each instantaneous SNR measurement. Note that such
instantaneous measurements with SNR metric C will have different amounts of noise each time
and that some of the noise could be detected as the signal part. As an example, a system which
ignores the input and simply outputs white Gaussian noise would seem to have some signal in
the output most of the time, so that the measured SNR would often be a low finite value instead
91
CHAPTER 4. SAMPLED 1-BIT SIGNAL PROCESSING 4.9. SNR METRICS
of −∞ dB.
An example application of this SNR metric is for measuring the SNR of an SSR system as a
function of input noise, as shown in figure 4.21.
4.9.6 Examples of the Differences
Figure 4.23 shows the three different SNR values plotted against input noise for a 1-bit quantizer,
which clearly demonstrates how the three SNR metrics can yield very different SNR values.
The three SNR metrics each give different results when used to configure the output gain of a
system, too. Figure 4.24 shows what the quantizer output levels of a 1-bit quantizer should be
according to the three different SNR metrics in order to give the output signal the same amplitude
as the input signal. As we can see in the figure, the three SNR metrics give very different
results. In the region of negligible input noise, for instance, SNR metric C gives quantizer output
levels of ±√pi/2 · σsignal ≈ ±1.25 · σsignal and SNR metric B gives quantizer output levels of
±√2/pi · σsignal ≈ ±0.80 · σsignal. So in other words, the configuration of the system will be quite
different depending on which SNR metric is used when optimizing it.
4.9.7 Oversampling
So far we have considered sampled systems where the input signal uses all of the available
bandwidth, i.e. systems that are not oversampled. By making the system oversampled, though,
it gets some new and interesting properties. First of all, we should then measure the SNR in
the signal band instead of for the full bandwidth. If the random noise is white, it will be spread
across the full bandwidth so that only a small part of it falls inside the signal band. This may not
represent any kind of real SNR improvement, though. Something that could, however, give an
actual increase in the SNR, is when some or all of the distortion error power is pushed out of the
signal band. Such out-of-band distortion harmonics can be seen in figure 4.52.
When the input signal is narrowband, all of the distortion harmonics may be located outside
the signal band. Note that higher harmonics could alias back into the signal band, though, and
that the distortion error might have a fundamental frequency component too. When the input
signal has a low-pass spectrum characteristic, however, there will probably always be overlap
between the signal and the distortion harmonics.
The SNR metrics described above may not be directly transferable to the case of oversampled
systems. For example, SNR metric B, which maximizes the SNR value, should now probably
consider the in-band SNR, so its implementation might therefore need an update.
Be aware of the difference between the theoretical long-run distribution of an input signal and
the instantaneous distribution, so to say, of a finite-length sequence of it. As an example, white
Gaussian noise filtered to a single frequency in a simulation will have a Gaussian distribution in
the long run, but during a single simulation iteration, it will just be a sinusoid with a random
amplitude and phase. When a system is e.g. designed for a Gaussian input signal but gets a
sinusoidal input signal during a given simulation iteration, its performance might suffer, which
could e.g. give in-band distortion error even for narrowband signals. In other words, the distortion
will then not be limited to just harmonic components.
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Section 4.14 shows the spectra from many system simulations, most of which use oversam-
pling.
4.9.8 Distortion Compensation
Instead of using a scaled version of the input signal as the output signal, we could just use
the distorted output signal and assume that it will be corrected at a later point in the system.
Alternatively, we could add a distortion compensator after the system under test. This might
complicate the SNR metrics and would require compensation circuits in real systems. When
there are no such circuits, though, we should probably just stick with the type of SNR metrics
we have discussed so far.
4.9.9 Limitations of the SNR Metric
Note that the SNR metric in general and the presented SNR metrics A and B in particular
can sometimes behave unexpectedly and that other types of metrics might yield other results.
As an example, information theoretic metrics have been used in literature to analyze SSR
systems [McDo 06b ].
One example of the unexpected behavior is that SNR metrics A and B somewhat artificially
define what the output signal is, which means that a signal could be detected where there is none
at all. A second example is that SNR metric B never yields a result below 0 dB. An example of
where the SNR metric can be particularly deceptive, though, is when it reports a higher SNR at
the output of a system than at its input. This can be seen in figure 4.51.
A situation where the SNR of the input is improved by a system, is if we have a sinusoidal
signal with white Gaussian noise and we send this input through a system which clips it at the
top and the bottom at the amplitude level of the sinusoid. If we are interested in the absolute
value of the signal, everything outside the amplitude range is guaranteed noise, so the clipping
will reduce the MSE at the output and the system will thus increase the SNR. Another situation
where the SNR can be improved, is if we have a Binary Phase-Shift Keying (BPSK) transmission,
i.e. a sequence of +1 and −1 values in the baseband, with noise on top of it. Thresholding that
sequence could improve the SNR, but the BER would not improve. This shows how an improved
SNR is not necessarily quite as impressive as it sounds, and it also demonstrates how SNR is
different from measures of information content. The thresholding and the SNR improvement
could be useful for maintaining signal quality in a chain of relay stations, though, so this kind of
SNR improvement can still be useful in some cases. It is up for debate how real or useful the
SNR improvements are, but the bottom line is that SNR values must be interpreted with care.
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4.10 Small-Signal Analysis
A system using Suprathreshold Stochastic Resonance (SSR) to capture an input signal distorts
it in the process and thus loses information about it. We will now analyze how an SSR system
compares to an Analog Average (AA) system in terms of the standard deviation of the recovered
signal when the input signal is constant. The analysis will be done for the asymptotic case where
the integration factor n is very high and the input SNR is very low. Note that we want the SNR
to be low in order to linearize the system and that a large n will greatly reduce the output noise
and might thus expose nonlinearities. Therefore, n can not be too high for a given SNR.
The system is shown in figure 4.14. x is the input signal, and we assume that its value is
always close to 0 so that the behavior of the system does not change with x. If the system
behavior had changed with x, we would have needed to know the PDF of x in order to weigh the
changing effects of the system according to how often they are encountered. Since x is small and
thus the system behavior constant, we do not need to know anything further about the PDF of
x, though. We can just find the system behavior for x = 0, and then we also know its behavior
for all small values of x and all low-amplitude input PDFs. Further, we assume that the noise
N is white and that it has distribution PDFN with median 0. Then, when x = 0, the thresholder
will have a probability of p = 0.5 of outputting a “1”, and when x changes, p will change too, as
illustrated in figure 4.15 and as given by this formula:
p = 0.5 + PDFN(0) · x (4.1)
While x stays fixed at a given value, n output values from the thresholder, each of which is 1
or 0, get integrated in a counter to produce the counter value c, which will have a binomial
distribution [ ] with:
c¯ = n · p (4.2)
To convert from the count to the value of the recovered output signal xSSR, we use the following
formula. Note that this simple formula might not be suitable for large values of x.
xSSR = (c − n/2) · kcv (4.3)
kcv is a count-to-value conversion constant. Since this is a linear equation, it must also apply to
the mean values:
xSSR = (c¯ − n/2) · kcv (4.4)
Expanding:
xSSR = n · PDFN(0) · x · kcv (4.5)
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Figure 4.15: Thresholder output probabilities.
We want xSSR, the mean of the recovered signal, to be equal to x, the input signal, so kcv must be:
kcv =
1
n · PDFN(0) (4.6)
The standard deviation of the binomially distributed count, σc, is given by a known formula, and
since p ≈ 0.5, we get:
σc =
√
n · p · (1 − p) ≈
√
n
2
(4.7)
The standard deviation of the recovered signal, σSSR, will then be:
σSSR = σc · kcv = 1
2 · PDFN(0) · √n
(4.8)
For comparison, the standard deviation of the recovered signal when using analog averaging,
σAA, is:
σAA =
σN√
n
(4.9)
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Noise distribution σSSR/σAA nSSR/nAA SNR loss of SSR
Trident
√
9pi/302 ≈ 0.3060 9pi/302 ≈ 0.0936 −10.29 dB
Gaussian
√
pi/2 ≈ 1.2533 pi/2 ≈ 1.5708 1.96 dB
Uniform
√
3 ≈ 1.7321 3 4.77 dB
Sinusoidal pi/
√
2 ≈ 2.2214 pi2/2 ≈ 4.9348 6.93 dB
Table 4.1: Performance comparison of SSR and AA.
Where σN is the standard deviation of the input noise. The following ratio gives a performance
measure of SSR compared to AA in terms of noise in the recovered signal:
σSSR/σAA =
1
2 · PDFN(0) · σN (4.10)
So to sum up, we always have σc =
√
n/2, and the larger PDFN(0) is, the larger ∆c¯/∆x is and
thus the larger the SNR will be, and, secondly, the larger σN is, the worse AA will be and thus
the better SSR will be in comparison. So SSR has its best performance when the input noise
PDF has a peak at the center but still a large σN .
With a white Gaussian input noise having σN = 1, we will have PDFN(0) = 1/
√
2pi, and
σSSR/σAA =
√
pi/2 ≈ 1.2533, i.e. SSR has about 25 % higher noise amplitude at the output than
AA in this case. We can compensate for this by integrating more. Since the noise amplitude at
the output is proportional to 1/
√
n, we have to multiply n with the square of σSSR/σAA. That
gives us nSSR/nAA = (σSSR/σAA)2 = pi/2 ≈ 1.5708, i.e. if we integrate 57 % more with the SSR
system than with the AA system, they will both have the same amount of output noise. The
output noise ratio σSSR/σAA, or in other words the penalty of using an SSR system, can also be
expressed in decibels, and in this case it is 1.96 dB. This is the quantization loss or SNR loss of
the SSR system.
An interesting thing to note is that if we e.g. double σN , the PDFN(0) value will be halved,
and σSSR/σAA thus stays constant. Since σSSR/σAA only depends on these two variables, the
SNR loss will be determined only by the PDF of the input noise, and specifically only by its
fundamental shape, not any shrinking or stretching of it.
We will now look at some other input noise distributions. These are shown in figure 4.16.
Note that the noise signals shown can not be used directly sample by sample since that gives a
predictability to the noise signal, so instead, each noise sample must be picked from a random
position on the noise signal curve, or simply be picked according to the PDF. We assume that
the noise is white, i.e. that each noise sample is independent of the others. Note that, for the
purpose of the σSSR/σAA analysis, these different input noise distributions must be preexisting
on the input since we have assumed that the SSR system and the AA system receive the same
noise. If the noise were explicitly added to help out the SSR system, that would be unfair to the
AA system, which just requires as low input noise as possible.
The performance of SSR systems with these different kinds of input noise distributions is
shown in table 4.1. We can see that both the uniform and sinusoidal distributions are significantly
worse than the Gaussian distribution. We have, however, created a new distribution which
we have called “trident”. This distribution was created with the expression for σSSR/σAA in
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Figure 4.16: Some noise distributions possible at the input of SSR and AA systems.
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Input
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∗
+
Input
noise N
Average
n samples
Probability
p = 0.5 + PDFN(0) · x
of being +k
Thresholder
y z
Optional integration:
With Gaussian noise: σy ≈ 1.2533 · σN (1.96 dB loss)
Output levels: ±k
We choose
k =
1
2 · PDFN(0)
y¯ = kp + (−k)(1 − p) (1)
= 2k(p − 0.5) (2)
= 2 · 1
2 · PDFN(0) (3)
· (0.5 + PDFN(0) · x − 0.5) (4)
= x (Because of choice of k) (5)
σy =
√
(k − y¯)2p + (−k − y¯)2(1 − p) (6)
≈ k (7)
σz =
σy√
n
σz ≈ 1.2533 · σN√
n
k ≈ 1.2533 · σN
Analog system: σy = σN σz =
σN√
n
Figure 4.17: Analysis of 1-bit quantization, showing the characteristic 1.96 dB loss.
mind. We wanted the PDF to have a peak at the center while also having a large σN , and a PDF
consisting of three Gaussians as shown in figure 4.16 fits the bill. In fact, any such bursty noise
will do, e.g. intermittent interference. As can be seen from the table, the SSR system performs
spectacularly under this input noise condition, with σSSR/σAA ≈ 0.3 and nSSR/nAA ≈ 0.1. This
means that the SSR system has less output noise than an AA system or that it only requires a
tenth of the integration that an AA system needs in order to achieve the same output noise level.
The SNR loss of about −10 dB means that the output SNR is actually improved by switching
from an AA system to an SSR system.
The trick with the trident noise distribution is that the extreme values are simply guaranteed
1’s or 0’s out from the thresholder, which is just like regular lower-amplitude noise to the SSR
system. In an AA system these large values are directly averaged into the output signal, so the
larger the extremes are, the bigger the noise at the output will be. In an SSR system, though, the
strength of the extremes makes no difference.
Again, note that this analysis is for asymptotically large n and low input SNR and that it is
the SNR we are looking at at the output. If we use other metrics like e.g. mutual information,
some of the results may be different. Furthermore, our basis of comparison is AA, but that might
not always be the right choice.
For the case of n = 1, i.e. no integration, we show a noise analysis in figure 4.17. This
analysis is very similar to the one already shown, so we will not elaborate on it any further.
Since we are not integrating here, the system might not exhibit SSR, i.e. the noise might not
be beneficial, so “1-bit quantization” is a more correct name for the system than “SSR”. We
can, however, add integration as an extra stage at the end of the system as shown in the figure.
Then we get the same result as in our first analysis, so this could be an alternative way of
analyzing a full SSR system. For the case of Gaussian input noise, we see that the thresholder
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output levels must be ±k = ±√pi/2 · σN ≈ ±1.2533 · σN in order for the expected value at its
output to match the input signal value. So if one has a 1-bit quantizer in a system and it is
known that the input has low SNR and Gaussian noise, one can just define the thresholder output
levels to be ±√pi/2 · σN instead of 1 and 0, and then any further processing on the 1-bit signal
can be done as if it were simply a low-SNR analog signal, without any need for other kinds
of compensation. The thresholder output level values will also be the output noise level, i.e.
σy ≈
√
pi/2 · σN ≈ 1.2533 · σN . The value
√
pi/2 ≈ 1.2533, corresponding to 1.96 dB, is the
characteristic 1-bit quantization loss and one of the main results from our analyses.
To look at the big picture for a moment, let us consider when different types of system
solutions might be used in order to process a collection of samples. First, a mathematically
ideal system which extracts all information of interest from the samples gives the absolutely
best performance, but depending on what kind of operations that involves, this might not be
implementable in a real-world system. Therefore, the second alternative, which is analog
averaging, might be used instead. This will probably be a good or even the best possible solution
in many cases. Then there is the third option, stochastic resonance. This is usually a sub-optimal
solution, but it might still be of great interest because 1-bit logic in modern technology can
be cheaper and more feature-rich than AA. However, as shown above, there might be some
special cases where the SSR solution could actually be better than AA, i.e. be closer to the
mathematically ideal solution than AA is. The trident noise distribution which demonstrates this
is somewhat contrived, but it is still possible that there are some actual cases where the input
noise is such that SSR is, in fact, better than AA.
Similar results to those shown above have already been reported in previous work. An
SNR analysis resembling ours has been done, and it yielded a 2 dB loss in the output SNR for
Gaussian noise and a 7 dB loss for sinusoidal noise [Reml 66 ], just as the results in table 4.1.
The SNR loss due to quantization has also been analyzed using a different method than here,
again yielding the same result, 1.96 dB loss for 1-bit quantizer, but also pointing out that a 3-bit
quantizer only has a 0.265 dB loss [Zeng 13 ]. Note that even in GPS applications, where the
SNR is quite low, the 1.96 dB quantization loss figure is not actually reached in receivers using
1-bit quantization. This is because the SNR just is not low enough to reach the “low input SNR”
condition. The figures are instead 3.5 dB or 2.25 dB depending on Intermediate Frequency (IF)
bandwidth [Braa 99 ].
When it comes to our demonstration of SSR being better than AA in some cases, that has also
been established before. It has been shown that SSR occurs also for impulsive or infinite-variance
noise and that SSR is robust against the violent noise impulses or outliers that come with such
noise distributions [Kosk 01 , Kosk 04 ]. This kind of noise can also be called heavy-tailed
and leptokurtic [ ]. The noise type can be encountered in e.g. ocean acoustics, and it was
shown that SSR could be used as a preprocessor for Direction Of Arrival (DOA) estimation in
sensor arrays and that it would give significant SNR gains and significant improvement in DOA
estimation under these noise conditions [Roy 06 ]. So there might actually be real cases where
SSR outperforms AA. It has also been shown that SSR can be significantly better than a linear
matched filter under these conditions [Hari 09 ].
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4.11 Large-Signal Analysis
Figure 4.18 shows the output error characteristics of an SSR system with Gaussian input noise.
The output PMF shows the probabilities for the two quantizer output values, plotted against input
signal value. When the input signal is 0, the probabilities are both 0.5, and for other values, the
two probability values shift accordingly. The expected output value is the mean of the PMF, and
since the input noise CDF is not a straight line, the expected-value curve will not be straight
either. This will add distortion error to the output. Due to the random switching between the two
quantizer output levels, there are random fluctuations with a mean of zero around the expected
output value. We will call this random error. It is usually the total output error which is of
practical interest, though, i.e. the output PMF compared to the input signal value. It is possible
to compensate for the distortion to some degree, but that requires a more complex system and
will not be considered here.
The RMS amplitudes of the distortion error and the random error can be RMS-added together
to find the total output error RMS amplitude, known as Root-Mean-Square Error (RMSE). This
decomposition and recombination can be done because the two errors are uncorrelated. To show
that this holds, assume we have an input signal x, output distortion error y, and output random
error z so that the total output signal is x + y + z. The mean-square value of the output error y + z
is then E[(y + z)2] = E[y2 + 2yz + z2] = E[y2] + E[2yz] + E[z2]. Since y and z are uncorrelated,
the middle term will be zero and we get E[(y + z)2] = E[y2] + E[z2]. This summing is shown in
the third row of the figure.
4.11.1 With an Input Signal Distribution
If the input noise strength σN is fixed and the input signal strength increases, the output error
will decrease as more of the input signal is placed into the “W” valleys in the curve for the total
output error. As the input signal strength continues to increase, the distortion error, i.e. the outer
sides of the “W”, will take over and the output error will increase again. A moderate amount of
input noise will therefore give less SNR loss than the 1.96 dB SNR loss we get when there is
much noise. This can be seen in the plot of output SNR vs. input noise in figure 4.23, where the
SNR metric A curve for n = 1 has 1.96 dB SNR loss for large input noise and much less loss
when the input signal and the input noise have about the same strength. The same can be seen in
the plot of a spectrum simulation with a noise sweep in figure 4.49. Note that this is something
more than just the SR effect, i.e. in addition to exhibiting an SR peak, the system also performs
closer to an ideal analog system under certain conditions. Also note that all these results are
for SNR metric A, as described in section 4.9, with quantizer output levels set according to the
small-signal analysis in section 4.10. As we can see in figure 4.23, SNR metrics B and C do not
exhibit the kind of behavior described here. This tells us that it is important to keep in mind that
the choice of SNR metric determines which system properties we will observe. The peculiarities
of the SNR metric are discussed further in section 4.9.9.
We can explain the reduction in output error, i.e. output noise, in a different way too. The
quantizer has output levels of e.g. ±1, which means that the total output power will be constant.
Since the total output is the output signal plus the output noise, an increase in output signal
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power could cause a reduction in output noise power. This explains the noise reduction we might
see when the signal power increases. Note that such a reduction does not necessarily happen
since the output signal and the output noise could be correlated so that their powers do not add
linearly. As an example, an input signal value of 10 could cause an output value of 1 and thus an
output error value of −9. In this case the output noise power would in fact increase as the signal
power increases.
Even though it might seem like a good idea at first, we can not bias a signal into a valley in
order to reduce the SNR loss. This is because the signal gets attenuated more than the noise
there, which will actually increase the small-signal SNR loss in the valleys. The small-signal
SNR loss is plotted in the bottom row.
An example of where moderate input signal values will cause a reduction in RMSE at the
output, is in the lower right image in figure 4.9, where the light and dark areas will exhibit a
lower RMSE than the 50 %-gray areas. In other words, there will be less than 1.96 dB SNR loss
in those areas. This observation could come as a surprise if one does not know about the effect
described here.
4.11.2 Integration
By using integration, i.e. by averaging several results from the stochastic quantization, we can
get a less noisy output signal. As can be seen in the third row of the plot, the integration only
reduces the random error, not the distortion error. With much integration, there is less of a “W”
shape in the total output error and the distortion error becomes dominant for smaller input signal
amplitudes than with little integration.
4.11.3 Uniform Noise
Figure 4.19 shows corresponding plots for uniform input noise. An interesting observation to
make here is that the small-signal SNR loss actually gets lower when the input signal value
moves away from zero, and for input signal values close to ±1, there is even improvement instead
of loss in the SNR. Note that it is just the SNR value which increases when the signal goes
through the system in these cases, not e.g. the information content. The SNR metric sometimes
behaves like this even though it might at first sound impossible. In other words, one must be
careful when interpreting SNR values. This is discussed further in section 4.9.9.
To understand the SNR increase we can sometimes get with uniform noise, it might be
illuminating to look at binomial distribution PMFs corresponding to integration of quantizer
output values, shown in figure 4.20. We do n = 100 trials, i.e. integrations, with two different
probabilities p, i.e. different input signal values. The PMF shows the probabilities for each
possible total count. A binomial distribution has µ = np and σ =
√
np(1 − p), so the mean count
value is proportional to p and thus a linear function of the input signal value for uniform input
noise. We see that a low p, i.e. an input signal value close to −1, gives low spread in the PMF,
i.e. low noise, and that p = 0.5, i.e. an input signal value of zero, gives more spread. The closer
the input signal value is to −1, the lower the noise will be, just as shown in the plots for output
error and small-signal SNR loss.
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4.12 SNR As a Function of Input Noise
Figure 4.21 shows the SNR at the output of a 1-bit quantizer plotted against the RMS amplitude
of the input noise. The input to the system is a white Gaussian signal with white Gaussian
noise, where the RMS amplitude of the signal is kept at σsignal = 1 and the RMS amplitude
of the noise σN is swept. The system is a simple 1-bit quantizer with a threshold of 0 and
quantizer output levels which could be e.g. ±1. Signal integration is done by parallelization, not
oversampling, i.e. the same signal but independent noise is sent through many 1-bit quantizers
and then averaged. There is no distortion compensation. Since both signal and noise are white
and we do not oversample, the samples will be independent and we therefore do not need to
consider the time dimension. This means that all we have to do is to analyze the probability
distributions associated with a single sample, which we do using numerical methods. The SNR
value is calculated using SNR metric C, as described in section 4.9.
Figure 4.22 shows a decomposition of the noise part of the SNR. The two components are
random noise and distortion error.
From the top plot, we can see that more integration gives higher SNR, at least when there is
much input noise. This is because the standard deviation of the random noise gets divided by
√
n
when we average the results from n 1-bit quantizers, as can be seen in the bottom plot.
When there is no noise, the integration just averages multiple copies of the exact same value
and therefore has no effect. The SNR will consequently stay at about 2.5 dB regardless of how
much integration is applied.
When there is a moderate amount of noise, the DC transfer function from the input signal to
the expected output value has distortion so that even without the random noise there would still
be much output noise due to the distortion error, as can be seen in the bottom plot. This can also
be seen in the top plot, where the SNR limit imposed by the distortion error is plotted. The limit
curve corresponds to infinite integration, i.e. no random noise in the output. We can clearly see
how the behavior of the 1-bit quantizer is close to that of an ideal analog system when there is
much noise, but that the distortion error limit pushes the curves down, making the characteristic
SR peaks. The near-ideal behavior is analyzed in section 4.10 and the DC transfer function can
be seen in figure 4.18, where we can see why it has a linear behavior for low-SNR inputs and
why it gives distortion for high-SNR inputs.
To put it another way, when the input signal is white Gaussian and there is a moderate amount
of input noise, the expected output value will be a compressed version of that input signal, close
to a completely thresholded signal when there is very little noise. The random noise, which is
the only noise component that gets reduced by integration, is on top of the compressed signal.
By integrating a lot, the random noise could be reduced to negligible amounts, but the signal
would still be compressed. The difference between the correct signal and this compressed signal
is what we call the distortion error, and it is included in the noise part of the SNR. The output
noise will therefore be large when there is much compression and the SNR will thus be low, no
matter how much we integrate.
We can see the SR effect, i.e. SNR improvement by adding noise, when we use integration,
i.e. for n > 1. Without integration, adding noise is just detrimental. The bottom plot shows that
when we have the optimal amount of input noise, i.e. when the SNR is at its highest, reducing
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the input noise would give us more distortion error and increasing the input noise would give us
more random noise, in both cases reducing the SNR. By designing a system to have an optimal
input SNR, though, we can maximize its performance.
With large amounts of input noise, i.e. with a low input SNR, we see that the system will
have an SNR loss of only 1.96 dB compared to an ideal analog system. Since the input signal is
so small compared to the input noise in this case, we can perform a small-signal analysis of the
1-bit quantizer. This is exactly what is done in section 4.10, where it is shown analytically that
the SNR loss is 1.96 dB.
4.12.1 SNR Metrics A, B, C
Figure 4.23 is the same kind of plot as figure 4.21, except that all three SNR metrics A, B, and C
are shown instead of just C. The main property of each of the SNR metrics are listed in the figure.
Further description can be found in section 4.9. For SNR metric A, quantizer output levels of
±√pi/2 · σN are used, as given by the small-signal analysis in section 4.10.
The three SNR metrics share some characteristics and are even equal in some regions, but
they also yield quite different results in other regions. This shows that it is important to choose
the right SNR metric. SNR metric B always yields the highest SNR value, and is always 0 dB or
higher. SNR metric A coarsely matches SNR metric C and is identical to it for large amounts of
input noise. This means that SNR metric A can be used as a much simpler implementation of
SNR metric C if the input SNR is low enough. This is exploited in the spectrum simulations in
section 4.14.
One of the spectrum simulations, figure 4.52, shows a sweep of the input noise just like the
plots here, except that the spectrum is plotted instead of the SNR. The simulation uses SNR
metric A with quantizer output levels set according to the small-signal analysis, just like here,
but unlike here, integration is done by oversampling instead of parallelization. The characteristic
property that a moderate amount of input noise is optimal can be seen in that plot too, though.
Another thing we can see in figure 4.23, is that the curve for SNR metric A with n = 1 has a
particularly low SNR loss when the input signal and the input noise have about the same strength.
This is discussed in section 4.11.
Figures 4.25 and 4.26 show the decomposition of the noise for SNR metrics A and B.
4.12.2 Quantizer Output Levels
Figure 4.24 shows what the quantizer output levels must be in order to give the signal part of the
output the same amplitude as the input signal. What constitutes the signal part is defined by the
given SNR metric. Note that only one of the two quantizer output levels is plotted, and that the
other output level must be set to the same value as the first one but with opposite sign. As we can
see, the curves are quite different, so also here it is important to choose the right SNR metric.
SNR metric A does not actually decide itself what the output levels should be since its job is
to simply measures the performance of the system with whichever output levels have been chosen.
Here we use output levels ±√pi/2 · σN , as given by the small-signal analysis in section 4.10.
This gives correct behavior for large amounts of input noise but is not really intended for low
amounts of noise. As we can see in the plot, the output level curve is identical to that of SNR
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Figure 4.24: Quantizer output levels for the system in the figure above which would give the
output signal, as defined by the given SNR metric, the same amplitude as the input signal.
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Figure 4.25: Decomposition of the curves for SNR metric A in figure 4.23.
-50
-40
-30
-20
-10
0
10
0.01 0.1 1 10 100
O
ut
pu
te
rr
or
po
w
er
(d
B
)
Input noise RMS amplitude σN
n =
1Inte
grati
on:
n =
10
n =
100
n =
100
0
n =
10 0
00
Total
Ran
dom
noi
se
Distortion error
Figure 4.26: Decomposition of the curves for SNR metric B in figure 4.23.
109
CHAPTER 4. SAMPLED 1-BIT SIGNAL PROCESSING 4.12. SNR AS A FUNCTION OF
INPUT NOISE
metric C for large amounts of noise. As mentioned above, this means SNR metric A can be used
as a simple replacement for SNR metric C under such conditions. In other words, if we know
that the input SNR is sufficiently low and we want to measure the SNR using SNR metric C, we
can just set the output levels to ±√pi/2 · σN and do a naive SNR metric A measurement instead
of performing the more complex calculations required for SNR metric C. In fact, SNR metric A
can mimic any of the two SNR metrics under any noise conditions as long as the output levels
are set to the correct values. These values can be read from the plot.
SNR metric B gives output levels that do not follow a simple pattern and that even vary with
degree of integration. We can see that the more random noise there is at the output, i.e. the more
input noise and the less integration there is, the more SNR metric B reduces the quantizer output
levels compared to the other metrics in order to minimize the MSE at the output. This maximizes
the SNR value, which is the purpose of SNR metric B.
SNR metric C gives output levels ±√pi/2·
√
σ2signal + σ
2
N = ±
√
pi/2·σinput total. This expression
was just inferred from the numerical results in the plot, but it seems to fit the curve precisely.
A possible explanation for the expression is that if we only consider a very small component
of the original input signal as the signal and consider the remaining part of the input signal and
the original noise as the noise, then this new noise will have σN new ≈
√
σ2signal + σ
2
N = σinput total.
By then using the expression from the small-signal analysis, we get quantizer output levels
±√pi/2 ·σN new, i.e. exactly the expression for SNR metric C. The small component of the signal
would then, according to the small-signal analysis, have the same amplitude in the output as in
the input.
The quantizer output levels from the plot can be used when designing a system where the
output signal should have the same amplitude as the input signal. One example of this is if
we are interested in the absolute value at the output and we want to minimize the MSE there.
We would then use the output levels given by SNR metric B for the amount of input noise and
integration we have. A specific case is when there is negligible or no input noise. The output
levels must then be ±√2/pi · σsignal. Another example is if there is a lot of input noise and we
want the expected output value to be equal to the input signal. We would then use the output
levels which we have here chosen for SNR metric A, namely ±√pi/2 · σN from the small-signal
analysis. As discussed above, SNR metric A can also be used as a simple substitute for SNR
metric C in this case. Such a substitution is done in the simulations in section 4.14.
4.12.3 Related Work
To use quantizer output levels as given by SNR metric B is also known as Wiener decod-
ing [McDo 05 ] [McDo 06b , pp. 199]. Such Wiener decoding has been used in literature to
produce plots similar to some of those in figure 4.21–4.26 for SNR metric B. An SNR plot has
been made [McDo 05 , fig. 4] and has also been compared to the mutual information metric.
One interesting observation from this is that the two metrics have their SR peaks at different input
noise strengths. The output error power has been plotted too [McDo 06b , fig. 6.7(a)], but only
the total error power, not its decomposition. Lastly, the quantizer output levels, or reconstruction
points for Wiener decoding, have also been plotted [McDo 06b , fig. 6.8(a)]. Note that some of
these plots are not logarithmic and that they all have a limited input noise range, so they may
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look a bit different from those presented here. In addition to these plots for SNR metric B, an
SNR plot for something close to SNR metric C, which seems to just ignore the distortion error
component, has been made too [Roy 06 ].
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4.13 Colored Noise
A common assumption when analyzing oversampled SSR systems, is that the input noise is
white, i.e. that its spectrum is flat and that the noise samples are uncorrelated. This means that
there could be a brick-wall anti-aliasing filter in front of the sampled SSR system, so that the
wideband white input noise gets cut cleanly at fs/2. With a less sharp anti-aliasing filter, the
spectrum of the sampled signal might not be completely flat.
Instead of using white noise like this, we could use colored input noise, such as first-order
low-pass filtered Gaussian noise. This noise filter could be put in front of the anti-aliasing filter
or could simply replace it. In the latter case, aliasing issues should be kept in mind. Because
the noise might extend further up in frequency and because the 1-bit quantizer also spreads the
noise to higher frequencies, it is often assumed that the SSR system is continuous-time or has a
high sampling rate compared to the upper cut-off frequency of the noise filter. In other words,
we could keep the 1-bit quantizer but remove the sampler. The SSR system could then look like
this: Wideband white Gaussian noise→ noise filter→ continuous-time 1-bit quantizer. With a
system set up like this, it is interesting to see what happens to the noise spectrum in the output.
As it turns out, we will be able to reduce the usual SNR loss of 1.96 dB to much lower values.
Colored input noise for SSR systems is also known as pre-filter, post-filter, oversampling
(while keeping the original anti-aliasing filter), continuous-time system, unsampled, and depen-
dent samples.
As shown in section 4.10, the usual SNR loss of an SSR system is 1.96 dB. For example first-
order low-pass or brick-wall filtered noise gives less SNR loss [Beau 86 , ch. III] [Beau 86 ,
p. 45]. Firstly, by using a first-order low-pass filter for the noise, we get less than 0.5 dB SNR
loss. About 10 times oversampling is here sufficient to give a behavior close to a continuous-
time system. By this, we mean that fs/2 = 10 · fc, where fs is the sampling rate and fc is the
cut-off frequency of the filter. Secondly, by using a brick-wall filter, we get about 1 dB SNR
loss. About 3 times oversampling is sufficient here. Similar results have been found for PCA
detectors [Kane 66 ], which are systems that are somewhat similar to SSR. The spectrum
simulations in section 4.14 yield similar results too, as can be seen in the spectrum plots in
figure 4.30 and 4.31.
For narrow-band signal and noise, it has been found that the SNR loss due to quantization
only, i.e. without sampling, is 4/pi = 1.05 dB, that sampling reduces the SNR further by pi2/8 =
0.91 dB, and that the total SNR loss is pi/2 = 1.96 dB [Reml 66 ]. This is confirmed by the
single-frequency spectrum simulation in figure 4.37, but the narrow-band spectrum simulation in
figure 4.35 does not agree. It is therefore important to note that these results are only valid for
the very narrow-band case.
An interesting observation about SSR systems is that the quantization and the sampling each
are responsible for part of the SNR loss [Kane 66 ], as explained in the following. Continuous-
time 1-bit quantization spreads the spectrum of the input, so the Nyquist rate of the quantized
signal is not the same as for the input. Quantizing causes loss of only some information, and
subsequent sampling takes the loss all the way to 1.96 dB because of the down-aliased noise. We
assume the noise is filtered with a brick-wall filter, i.e. we simply remove the sampling operation
from an ideal 1-bit quantization and sampling system. A different way to look at this, is that we
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get more precise zero-crossing timings when we remove the sampling operation. The spectrum
simulation in figure 4.30 shows the noise spectrum at the output of this continuous-time 1-bit
quantizer. We see that the SNR loss is only about 1 dB and that there is some noise at higher
frequencies too. If sampling were introduced, this high-frequency noise would get aliased down
so that the SNR loss would be 1.96 dB.
Is it really only the noise that gets spread outside the band of the brick-wall filter, or is there
any signal information there too? In other words, could the aliasing in a sampled system be
bringing back some signal information which will be lost in a continuous-time system? It is
shown in section 4.13.1 that colored input noise, such as brick-wall-filtered noise with very high
sampling rate, does not change the expected value at the output of an SSR system compared
to when the input noise is white. This means that the continuous-time quantization does not
spread the input signal out to other frequencies, i.e. all components found outside the band of the
brick-wall filter is noise, and the aliasing does not bring back down any signal information. Note
that we here assume a small-signal input signal. A large-signal input signal would get distorted
and would create harmonics which might get aliased. The spectrum simulations in section
section 4.14 confirm the analytical results given here, since no distortion or signal reduction due
to the lack of down-aliasing can be seen there.
4.13.1 Why SSR with Colored Noise Works
In section 4.10, the SSR system was analyzed, but it was assumed that the input noise was white.
So what happens when the input noise is no longer white? Will the SSR system still work as
expected?
We will now consider a sampled SSR system. A continuous-time system can be approximated
with a sampled system with high sampling rate.
To make the colored noise, we simply filter white Gaussian noise. The white Gaussian
noise has independent samples, each with a Gaussian distribution. The filtering can be seen
as convolution in time domain, so each sample of the filtered input noise is thus a weighted
sum of independent stochastic variables with Gaussian distributions. This means that they have
Gaussian distributions, just like the white Gaussian noise, but the difference is that the samples
are no longer independent.
Since each colored noise sample has a Gaussian distribution, the expected value at the output
of the quantizer is correct for any given sample, at least when seen in isolation. The dependence
of the samples warrants a closer look at what happens when samples are combined in further
processing, though.
As an example, consider an SSR system with low-pass-filtered input noise and a low-pass
filter at the output of the system to recover the input signal. If a given input noise sample is a high
value, the next sample will probably be a high value too. This means that the low-pass-filter at
the output, which basically takes a weighted average of adjacent samples, will often get samples
with similar values as inputs for this averaging. How will this affect the output of the filter?
Luckily, when taking a weighted sum of stochastic variables, the expected value of the
weighted sum is the weighted sum of the expected value of each stochastic variable, even if the
stochastic variables are dependent, i.e. E[a1X1 + a2X2 + · · · ] = a1 E[X1] + a2 E[X2] + · · ·, where
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Figure 4.27: First-order low-pass filtered noise can be made white by sampling it. This is due to
aliasing effects.
E[·] is the expected value operator, ai are constants, and Xi are stochastic variables. This means
that the output filter in the example will have the correct expected value at its output. In general,
any further linear processing, such as filtering, will thus produce the correct expected value. In
other words, SSR systems work well also with colored input noise.
Note that by “correct value” in the text above, we mean the input signal distorted by the
input noise CDF curve. For small-signal inputs there is no distortion, so the “correct value” will
simply be the input signal value, i.e. a completely linear processing of the signal.
The spectrum simulations in section 4.14 confirm the results of this analysis since no
distortion due to colored input noise can be seen.
4.13.2 White Noise from First-Order Anti-Aliasing Filter
Figure 4.27 shows how white Gaussian noise filtered by a first-order low-pass filter and then
sampled without an anti-aliasing filter, becomes white again if fc is greater than about 1 to 1.5
times fs, i.e. 2 to 3 times fs/2. This can be used as a technique for creating white noise in the
samples with the use of a simple first-order anti-aliasing filter instead of a sharper filter.
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4.14 Spectrum Simulations
This section presents spectrum simulations of SSR systems, particularly demonstrating the effect
of different input noise colors.
Figure 4.28 shows a typical equivalent block diagram for the simulations. The simulations
are done as following. The input signal is in most of the cases single-frequency-filtered AWGN.
The input noise is in most of the cases filtered AWGN. The signal and noise could be filtered
together, but here we only filter the noise. When the filter, e.g. a first-order low-pass filter, has
some attenuation in the signal band, the results might differ slightly since not only the noise,
but also the signal, would be filtered if filtering were done on the sum of the signal and noise.
A brick-wall anti-aliasing filter is used, also for e.g. the first-order low-pass case. Note that
the quantizer and sampler can change places without affecting the result. The signal is 1-bit
quantized with a threshold of 0. The quantizer output levels are ±√pi/2 · σN , where σN is the
RMS amplitude of the input noise. “Continuous-time” is just a sufficiently high simulation
sampling rate. The power spectra of many simulation runs are averaged in order to give smoother
spectrum curves. Each simulation run uses a signal that is one time unit long, which gives a
spectrum resolution of one frequency unit. We are using unit-less quantities. Note that these
are simulations, so the results may not be exactly accurate. We may for example not exactly hit
the 1.96 dB number. Note that while AWGN filtered to a single frequency will have a Gaussian
distribution in the long run, a single simulation iteration of it will just be a sinusoid with a
random amplitude and phase. This nuance could be important to be aware of in some cases.
The plots show spectra with PSD as the quantity. The curves that are plotted, are input signal,
input noise, output without input signal, i.e. just quantized noise, which shows the behavior for
low input signal amplitudes, and output error, i.e. output minus input signal, which includes both
noise and distortion. Results such as SNR loss are shown at the top of the plots.
The plots do not show maximal achievable SNR conditions, so they can not be used to
compare best achievable performance between different systems. The focus is on how noise is
amplified, i.e. the SNR loss, and how it is moved in the spectrum when going through the system.
4.14.1 Measuring the SNR
We use SNR metric A, as defined in section 4.9, since it is simple, considers the absolute value,
and can sometimes be used as a substitute for SNR metric C, as explained in section 4.9. The
output levels of the 1-bit quantizer are set according to small-signal analysis to ±√pi/2 · σN , as
shown in figure 4.6 and section 4.10.
The output error, as shown in the plots, is the “noise” part of our SNR calculations, so since
we define it as the output minus the input signal, it contains both noise and distortion power.
Any distortion introduced by the system is thus considered noise. This is therefore a good
SNR metric if it is the absolute value of the signal which is important, i.e. if any deviation in the
output signal value from the unscaled input signal value is an error which should be taken into
account.
When calculating the output SNR, we use the input signal as the signal part of the expression
and the output error, i.e. the output minus the input signal, as the noise part. More precisely,
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Figure 4.28: Typical equivalent block diagram for the 1-bit-quantization simulations.
we use the PSD levels, which are the values that are plotted in the figures, and we only use the
values found within the input signal band. Note that some of the distortion power might fall
outside the signal band and will thus be ignored. This might be different than what some SINAD
definitions do.
In most cases here, the quantizer output levels are set to ±√pi/2 · σN , which for small-signal
input signals will give no distortion and an output signal amplitude equal to the input signal
amplitude. Even if the random noise at the output is large, the output levels are not reduced in
order to increase the SNR as in SNR metric B. This means that the output levels are set according
to SNR metric C and that SNR metric A, i.e. assumption-based, is then used subsequently. So
when the input signal goes from small-signal to large-signal, we move away from SNR metric C
and instead get the behavior of the more naive SNR metric A. The simplicity of SNR metric A
can sometimes cause some of the output signal to be regarded as noise, such as in figure 4.52.
Note that SNR in general and SNR metrics other than C in particular can sometimes be
deceptive and than e.g. information theoretic metrics can yield other results, as explained in
section 4.9.
We mostly use the output error vs. input noise to calculate the SNR loss. In some cases,
which are marked accordingly, we use the output when there is no input signal, i.e. just quantized
noise, instead of the output error. This is the same as having no or an infinitesimal input signal
and calculating the SNR as usual, using the output error. This is a more stable metric since it
does not depend on the strength of the input signal.
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4.14.2 Overview
The spectrum simulations that are done are as follows:
• Basic SSR
• Sampled vs. oversampled/continuous-time
• Filtered AWGN as input noise, i.e. colored noise:
– Red (brick-wall (anti-aliasing filter), first-order, ideal attenuation (high-shelf))
– Practical system with very low SNR loss
– Green (band-pass) (with band-pass signal)
– Blue (brick-wall, first-order)
– Red/pink/white/blue/violet
– Interesting discovery about flicker noise
• Half-tone / PWM / swept threshold (triangle)
• No noise (quantizer output levels ±√2/pi · σsignal)
• Sigma-delta for comparison
• Parameter sweeps to show the effects of distortion and of strong input signals reducing the
output error power
4.14.3 Simulations
Figure 4.29: Basic SSR.
Figure 4.30: Brick-wall.
Figure 4.31: First-order low-pass.
Figure 4.32: High-shelf filters.
The first-order low-pass and high-shelves, but not the basic SSR, have the same full-band
input SNR, i.e. the same σfiltered-input-noise.
Figure 4.33 and 4.34: Practical system.
This is a more practical system setup. We do not use an ideal brick-wall anti-aliasing filter,
but instead use a first-order filter for that purpose. Furthermore, we take into account the aliasing
of the filtered AWGN components above the Nyquist frequency. We try to mimic the high-shelf
filter, which has low SNR loss, but do so by using a simple second-order filter. In total it is thus
a simple third order filter.
This setup is for when the input already has AWGN. If the input has very little noise to begin
with, the noise shape used here might not be the optimal shape of noise to explicitly add (the
low-frequency part of the noise just greatly reduces the SNR).
The frequency of the first pole of the filter, fp1, is chosen to be 31.6, so that in the frequency
range from 0 to about 10 the filter response is close to unity. That way the input signal is
minimally affected by the filtering. The frequencies of the zero fz and second pole fp2 are found
by sweeping them and looking for the lowest SNR loss. An fp2 of half a decade below the
Nyquist frequency seems to be optimal. Any lower fp2 and the power in the high-shelf, i.e. the
rightmost part, would be reduced, which would reduce the important SSR effect it provides. Any
higher fp2 and the power above the Nyquist frequency would increase, and because of the lack
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of an ideal anti-aliasing filter, the power would fold into the signal band and thus increase the
SNR loss. The point of the ideal high-shelf filter is that the low-PSD and wide-band noise at
high frequencies act as noise for SSR and thus only about 1.96 dB relative to that level is added
at all frequencies. That makes the added noise at the low frequencies very low compared to the
noise which is already there. So the high-shelf, mostly controlled by fz, should be low-power in
order to reduce the noise added in the signal band, but since the transition band is first-order here,
the lower the PSD, the more the filter looks like just a first-order low-pass filter, and since such a
filter gives as much as about 0.30 dB SNR loss, we must not come too close to the first-order
filter shape if we want to achieve the very low SNR loss which a high-shelf filter can provide.
Note that the values found for fz and fp2 are close to optimal, but are not necessarily the
exact optimal values, due to limited granularity in the sweeps.
The SNR loss metric we use here is how much higher the output without input signal, i.e.
just quantized noise, is compared to the filtered but not sampled input noise. The other plots use
the output error compared to the input noise. The reason for choosing this metric here is that
adding the input signal changes the output noise, in fact so much that the SNR loss becomes
negative in some cases. This phenomenon is discussed otherwhere. The SNR loss calculated
without input signal yields the key result corresponding to e.g. the 1.96 dB of basic SSR, so it
should be a good metric.
It should be possible to improve the SNR further by increasing the sample rate (and updating
the filter frequencies). Or one could just increase the sample rate and pole 2, which should keep
the SNR loss at about the same level, but increase σnoise, thus allow wider input signal swing.
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Figure 4.29: Spectrum of sampled 1-bit quantization with AWGN, i.e. a basic SSR system.
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Figure 4.30: Spectrum of continuous-time 1-bit quantization with brick-wall-filtered AWGN, i.e.
a basic SSR system with the sampling step removed.
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Figure 4.31: Spectrum of continuous-time 1-bit quantization with first-order-low-pass-filtered
AWGN.
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Figure 4.32: Spectrum of sampled 1-bit quantization with high-shelf-filtered AWGN.
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Figure 4.33: Spectrum of sampled 1-bit quantization with third-order-filtered AWGN and no
other anti-aliasing filter than that, such as a brick-wall filter, i.e. a more practical system setup.
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Figure 4.34: Parameter sweep for the system setup described in the figure above. The marked
point is the configuration shown in that figure.
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Figure 4.35 and 4.36: Band-pass.
Has peaks at odd harmonics. Signal can be outside noise band. About 0.6 dB SNR loss.
Figure 4.37: Single-frequency.
Single frequency. Has odd harmonics. Very low input SNR to prevent the input signal
strength from affecting the result. This demonstrates the 1.05 dB loss described in [Reml 66 ].
It seems only BW=1 works - any wider and the result deviates from 1.05 dB.
Figure 4.38: First-order high-pass.
Not sensitive to sample rate.
Figure 4.39 and 4.40: Brick-wall high-pass.
Sampled system. Changing the sample rate changes the result.
Figure 4.41: Power-law.
It seems -10 dB/decade (pink noise / flicker noise) has little or no SNR loss.
Figure 4.42 and 4.43: Flicker noise.
Flicker noise (-10 dB/decade). The larger the sampling rate is, the closer the SNR loss gets to
0 dB. Adding some AWGN seems to reduce the SNR loss even further. SNR loss calculated both
with and without input signal present is plotted, and values for the latter case are shown at the
top of the plot. As can be seen, and which is discussed elsewhere, having the input signal present
can make the SNR loss vary by a great amount. Because of this, SNR loss calculated without
input signal present is a more stable metric, and therefore it is these values that are shown.
What happens when the flicker noise extends to very low frequencies? The low-frequency
noise can take the system out of its operating region a certain percentage of the time, which
could be problematic in practice but which might not get caught by the averaged spectrum. The
added white Gaussian noise might help here by increasing the amplitude of the high-frequency
noise, thus making the operating region larger.
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Figure 4.35: Spectrum of continuous-time 1-bit quantization with brick-wall-band-pass-filtered
AWGN and signal inside the noise band.
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Figure 4.36: Spectrum of continuous-time 1-bit quantization with brick-wall-band-pass-filtered
AWGN and signal outside the noise band.
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Figure 4.37: Spectrum of continuous-time 1-bit quantization with single-frequency-filtered
AWGN.
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Figure 4.38: Spectrum of sampled 1-bit quantization with first-order-high-pass-filtered AWGN.
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Figure 4.39: Spectrum of sampled 1-bit quantization with brick-wall-high-pass-filtered AWGN.
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Figure 4.40: Spectrum of sampled 1-bit quantization with brick-wall-high-pass-filtered AWGN,
plotted on a linear frequency axis.
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Figure 4.41: Spectrum of sampled 1-bit quantization with power-law-filtered AWGN.
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Figure 4.42: Spectrum of sampled 1-bit quantization with flicker noise, i.e. −10 dB/decade
power-law-filtered AWGN. Addition of some unfiltered AWGN is also shown.
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Figure 4.43: SNR loss in the figure above.
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Figure 4.44: Triangle (sampled).
Triangle wave with/without white Gaussian noise with std. dev. corresponding to the step
size in the triangle (dithering rule-of-thumb from [Widr 96 ]). This extra noise makes the edges
of the PWM pulses a bit fuzzy. Here we see that adding noise can sometimes improve the SNR
for the triangle wave. Sampled system. Triangle wave should give good SNR. Noise is placed at
high frequencies.
Figure 4.45: Triangle (continuous-time).
Approximation to continuous-time system. The higher the simulation sampling rate is,
the better the output SNR is. So fully continuous-time triangle wave should give very good
performance.
Figure 4.46: No noise.
Outlevel = 1 · σsignal instead of
√
2/pi · σsignal for continuous-time system was found by trial
and error.
The Signal-to-Quantization-Noise Ratio (SQNR) term could be appropriate here, since the
output error only consists of quantization noise. Note that the term is less suited for e.g. a basic
SSR system since the error on the output is due to both the input noise and the quantization
process, and since the noise power added by the quantization is dependent on the input noise.
Figure 4.47: Sigma-delta.
Figure 4.48, 4.49, 4.50, and 4.51: Noise sweep.
These are "dumb" systems. They should maybe have changed the quantizer output level factor
sqrt(pi/2), but instead they keep it the same. This is a feasible scenario if the noise characteristics
are known, but the signal characteristics are not. Performance may as a consequence not be
optimal at all SNR levels.
The lowered SNR loss is discussed in section 4.11.
Section 4.9.9 discusses why the SNR value can sometimes be higher at the output of a system
than at the input.
Figure 4.52, 4.53, and 4.54: Basic SSR with sweep of noise and sampling rate.
Note that the results might be different if other parameters change, such as the input signal
bandwidth and PSD.
10x sample rate (actually 3.16x in the plots), -10dB noise, same signal BW: same noise PDF
(i.e. same distortion curve) but more integration.
Uniform input noise and uniform input signal which is not stronger than the input noise, or
just amplitude-limited input signal, would not exhibit distortion, as shown in figure 4.19, so
since the total output power is constant, the output error power and SNR loss would be lower
for an input signal with high amplitude than with low amplitude regardless of integration factor.
The output error PSD would not hit a distortion floor at high integration factors like it does for
Gaussian input noise in figure 4.53.
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Figure 4.44: Spectrum of sampled 1-bit quantization with a triangle wave as “noise”.
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Figure 4.45: Spectrum of continuous-time 1-bit quantization with a triangle wave as “noise”.
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Figure 4.46: Spectrum of sampled and continuous-time 1-bit quantization without any input
noise.
-80
-60
-40
-20
0
20
1 10 100 1000 10 k 100 k
PS
D
(d
B
)
Frequency
Sensitive to fs. fs = 200, 2 k.
Without AWGN
With AWGN:
Input signal
Input noise
Output w/o input signal
Output error (out − insig)
Figure 4.47: Spectrum of sampled 1-bit quantization using a first-order sigma-delta modulator.
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Figure 4.48: Spectrum of sampled 1-bit quantization with AWGN and wideband signal, sweeping
the input noise strength.
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Figure 4.49: Output error strength as a function of input noise strength. The marked points in
this figure are plotted in detail in the figure above.
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Figure 4.50: Spectrum of sampled 1-bit quantization with high-shelf-filtered AWGN and wide-
band signal, sweeping the input noise strength.
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Figure 4.51: Output error strength as a function of input noise strength. The marked points in
this figure are plotted in detail in the figure above.
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Figure 4.52: Spectrum of sampled 1-bit quantization with AWGN, sweeping noise strength.
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Figure 4.53: Spectrum of sampled 1-bit quantization with AWGN, sweeping noise strength and
sample rate, keeping the standard deviation of the noise constant.
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Figure 4.54: Spectrum of sampled 1-bit quantization with AWGN, sweeping sample rate.
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4.15 Bitstream Processing
Signal processing can be performed on PDM bitstreams, such as those from SSR and SDM,
directly, i.e. without the use of decimation. For example, multiplication of two bitstreams can be
done with a simple XNOR gate. Figure 3.3 shows several different signal conversions and signal
processing operations that can be performed on bitstreams. Bitstream signal processing has been
investigated in literature, some of which we will list below.
It is possible to do bitstream filtering [Case 93 ] and other bitstream processing [East 97 ].
It is also possible to do gain control, mixing (summing), filtering, and equalization [East 97 ].
Adding can be done in a simple way [Fuji 99 ].
Bitstream processing finds applications in 1-bit UWB receivers [Niel 07 ] and PCA detec-
tors for sonar [Kane 66 ].
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4.16 Example Applications
1-bit signal processing saves on system cost and power consumption [Zeng 13 ]. This is what
we have shown in chapter 3 and this chapter.
Example applications for sampled 1-bit signal processing:
• SDM ADCs/DACs
• Direct-Sequence Spread Spectrum (DSSS)/CDMA: Communication over noisy 1-bit or
low-SNR channels
• M-sequence radar is basically an SSR system
• Some GPS receivers use 1-bit quantizers [Zeng 13 , Braa 99 ]
• 1-bit IR-UWB receiver [Niel 07 ]
• Communication receivers with 1-bit processing [Beau 86 ]
• 1-bit processing for sonar with Polarity Coincidence Array (PCA) [Kane 66 ]
Photographic film consists of many small silver-halide crystals which either receive enough
photons to become exposed or remain unexposed, i.e. they have a binary response to light
exposure. In other words, photographic film stores the image using oversampled 1-bit val-
ues [Wiki 14 ].
In an oversampled binary image sensor, smaller and more numerous pixels are used instead
of normal-sized pixels. The pixel values are 1-bit quantized, with a threshold level of only
a few photons, instead of the usual multi-bit quantization. This makes the sensor resemble
photographic film. The 1-bit pixel values are combined in order to find the multi-bit value,
using e.g. Maximum-Likelihood Estimation (MLE). The result is a logarithmic-like response
function, which makes the sensor suitable for High-Dynamic-Range (HDR) imaging. The
oversampling can be spatial or temporal, and Single-Photon Avalanche Diodes (SPADs) can be
used as pixels [Sbai 09 ] [Wiki 14 ].
We might even be able to identify 1-bit signal processing in evolution due to the 1-bit nature
of life/death. Assume an organism has an overall genetic fitness f = fx + fother, where fx is the
genetic fitness of a given feature, e.g. neck length, and fother are the sum of all other features.
Also assume that the organism experiences random events in life, r, that influence its chance of
survival. Assume survival of the organism, and thus also procreation, is determined by f + r > 0,
i.e. fx+ fother+r > 0. We then see that we have a small signal plus a lot of noise, which is then 1-bit
quantized. The next thing we need is integration. The survival status of e.g. a billion organisms
should provide plenty of that. By multiplying the survival data with a −1/1 array describing
which gene variant each organism has, we should get a value out which says something about
the fitness of the two gene variations. This is basically like CDMA demodulation, where many
different channels can be picked up from a single bitstream, as in a 1-bit GPS receiver.
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5.1 Introduction
1-bit signals can also be continuous-time. We have called this Continuous-Time Binary-Value
(CTBV) [Hjor 06 ] [Hjor 09 ]. This kind of signals has also been investigated elsewhere in
literature [Sche 08 ]. Zierhofer modulation and RAce Logic Architecture (RALA) are two
examples of interesting preexisting uses of CTBV signals, and these two concepts are discussed
in section 5.2 and 5.3 below. Figure 5.1 illustrates how CTBV signals work. We will not perform
an extensive theoretical analysis of CTBV signals in this thesis. Instead, we will present many
different practical uses for such signals in CMOS circuits. These solutions are shown in the
papers in appendix A.
5.1.1 Example Applications
Example applications of continuous-time 1-bit signals:
• PWM control of LED lights
• PWM control of RC servos
• Class-D amplifier with PWM
• Half-tone printing method
• Nerve signals
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Data
Event
Event with duration
Data Data
Thresholded signal
Continuous PWM
Data
Data
Figure 5.1: Some various types of Continuous-Time Binary-Value (CTBV) signals. Note how
the data values are conveyed by continuous-time transition events and thus have high precision
even though CTBV signals are very simple and coarsely quantized. For the thresholded signal, it
is not the values but rather the time axis of the data which is continuous, though.
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5.2 Zierhofer Modulation
There exists a modulation created by Zierhofer [Zier 12 ] which improves upon basic Pulse-
Frequency Modulation (PFM). It requires fewer impulses than PFM and is completely lossless,
but on the other hand it is more complicated and does not convey the DC level of the signal.
The analysis of the modulation method considers a periodic signal with B harmonics and
no DC component, i.e. a signal with frequency components {1, 2, 3, . . . , B}. The signal must
also obey rules concerning its amplitude. The conversion process is somewhat complicated, but
eventually yields 2B + 1 unity-weight Dirac impulses with specific timings. These timings are
real-valued, or in other words, the modulation has continuous-time output. This is basically a
PDM modulation, so the original signal can be recovered using an ideal low-pass filter. The
modulation is completely lossless.
For comparison, the same signal, but including the DC component, can be represented in the
frequency domain as a DC component and B phasors. This corresponds to 2B + 1 real values or
degrees of freedom in terms of data content. The signal can also be sampled according to the
Nyquist-Shannon sampling theorem with a sampling rate fs > 2B, e.g. fs = 2B + 1, which means
that also this representation would require 2B + 1 real values of data. With the exception of the
missing DC component, the modulation method by Zierhofer is therefore a one-to-one mapping
between the original signal and its representation since it has the same degrees of freedom as the
frequency domain or sampled representations. In other words, this modulation is lossless and
it does not add any unnecessary information content in the conversion process except one real
value. So in terms of number of impulses required, this representation uses just one more than as
low as it could possibly go, i.e. the 2B real values of the original signal are represented using
2B + 1 impulses with real-valued timings.
The extra degree of freedom is probably the position of the first impulse. Moving it would
shift the other impulses too, and the signal would thus still be represented correctly, but with a
different sequence of impulses.
Note that, unlike frequency-domain or sampled representations, the real values in the impulse
timings are bounded since the signal is periodic. This is probably the underlying reason why the
original signal must follow amplitude constraints.
The modulation method can also operate on non-periodic signals, but in order for this running
conversion process to be causal, the converter will have to delay the signal by a certain amount.
In other words, the position of an impulse depends not only on the signal up to that point, but
also on what the signal will do next. Therefore, the converter needs to be able to see a little ahead
in time.
As is well known, a band-limited signal can be represented without loss using equidistant
weighted Dirac impulses. It is interesting to note that the modulation described here does the
exact opposite, in that it uses unity-weight Dirac impulses with specific positioning, also here
to represent the signal without loss. Both representations yield the original signal when passed
through an ideal low-pass filter.
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A · EN1
1 · EN3
C · EN2
B · EN2
Wired OR
Wired OR
True line
False line
Output
Detects which
line rises first
if A
output = 1
elseif B or not C
output = 0
else
output = 1
output = A + (B + C) = A + B · C
Equivalent if-test sequence:
Logical function:
Figure 5.2: Exemplified concept of RAce Logic Architecture (RALA), a logic family which uses
CTBV to perform the calculations.
5.3 CTBV-Based Logic
A novel logic family named RAce Logic Architecture (RALA) has been proposed by Lee and
Yoo [Lee 02 ]. This logic family uses CTBV to perform the calculations, i.e. it uses signal
timing as a computational element. It is only the internals of the logic circuit which uses CTBV;
the inputs and the outputs are normal logic values. The logic family is claimed to have several
advantages over other logic families.
Figure 5.2 exemplifies the concept behind RALA. The Boolean inputs A, B, and C are
ANDed with enable signals ENx. One after another, these enable signals transition from 0 to
1, thus letting through the inputs in a given sequence. The signals are then connected together
with two wired-OR circuits. One wired-OR output is called the true line and the other is called
the false line. A circuit then detects which line rises first. If the true line rises first, the output
of the RALA circuit is true, and if the false line rises first, the output is false. The operation
of the circuit can be seen as an if/elseif/else sequence, as shown in the figure. Such an if-test
sequence terminates on the first match, just like the RALA output is determined solely by the
first transition of the true/false lines. The end result is that the output is a logical function of the
inputs. Arbitrary logical operations can be implemented, but sometimes a cascade of transition
detectors is required.
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6.1 Introduction
The published papers in appendix A cover a wide range of technologies. The common thread is
that most of them use 1-bit signal processing and UWB, and that most of them are also useful
in WSN applications. WSN, UWB, 1-bit, and CMOS work well together because they shared
properties such as simplicity, low price, low SNR, and high bandwidth. The technologies that
are implemented in the papers, are summarized below:
• Radar
– Swept-threshold sampling
• Localization
– Clock burst generator
– CTBV symbol detector
• Communication
• Beamforming
– Delay calibration
• Bitstream processing
• General circuits
– Quantizer
– Pulse generator
– N-path band-pass filter
– Power harvesting
– SPI
Figure 6.1 summarizes the subjects covered in the papers and their relationships in a graphical
manner.
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Figure 6.1: Overview of subjects covered in the papers.
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7.1 Conclusions
We have shown that 1-bit signal processing shows great promise as a system architecture, at least
for some types of applications.
In chapter 3, we have tried to get to the deep of what 1-bit signal processing generally is
and what is properties are. We have explored different usage classes and given an overview of
ways to represent analog signals. We have also tried to classify different concepts related to 1-bit
signal processing in order to facilitate insight. Furthermore, we analyzed the power consumption
of 1-bit systems and compared it to other classic systems.
In chapter 4, we explored the SSR system, which has already been investigated extensively in
literature. We explained when adding noise and nonlinearity to a system might actually improve
it. We thoroughly explored three different SNR metrics, and used them throughout the chapter.
We performed a small-signal and a large-signal analysis of the SSR system, and plotted SNR as a
function of noise. Finally, we explored colored noise and performed many spectrum simulations
with different colors of noise and also with other variations.
1-bit signal processing is an interesting option for the CMOS/UWB/WSN combination. This
has been demonstrated in silicon, as shown in a range of published papers listed in appendix A.
When evaluating potential architectures such as analog, Nyquist-rate multi-bit, and 1-bit for
an application, properties such as signal quality, processing features, implementation cost, and
power consumption will be deciding factors for which architecture to choose.
One of the most interesting results in this thesis concerns flicker noise, and is explained in
section 7.2.15 below.
7.2 Main Contributions of This Work
Here is a list of interesting results from this thesis that seem to be novel as far as we can tell.
7.2.1 General Overview of 1-Bit Signal Processing
The general overview of 1-bit signal processing that chapter 3 is, seems to not have been done
before.
7.2.2 Classification of 1-Bit Concepts
We have classified 1-bit concepts as underlying data carriers, basic modulation types, and
modulators. This is discussed in section 3.2 and illustrated in figure 3.1 and 3.3.
7.2.3 Energy Consumption per Sample
We have found that the energy consumption when conveying one sample through a system
is given by E = DR · (kT/2) · Pr, where DR is dynamic range and Pr is the relative power
consumption factor for a given amplifier. This is discussed in section 3.4.1 and 3.4.2.
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7.2.4 Power Comparison of Modulations/Encodings
We have analyzed the power consumption of analog, multi-bit, and 1-bit modulations/encodings
based on the dynamic range and number of samples they require from the layer below. We found
that for some cases with low/moderate SNR, the simple 1-bit SSR systems can compete with
analog and classical digital systems. This is discussed in section 3.4.3.
7.2.5 Forced Oversampling in Analog Systems
We introduced the term “forced oversampling” to describe the fact that analog system are
always on. This “oversampling” could cause more signal integration and thus a higher power
consumption than desired, and might be difficult to get rid of. This is discussed in section 3.4.3.4.
7.2.6 1-Bit Signal Processing As a Fundamental Principle
We have made a connection between 1-bit signal processing and photons, electrons, and quantum
physics. This suggests that 1-bit signal processing might be a fundamental principle in nature.
This is discussed in section 3.6.
7.2.7 SNR Metrics
We have introduced and analyzed three different SNR metrics. These have probably been used
before, but our extensive investigation of them might have provided some new insights. This is
discussed in section 4.9.
7.2.8 Extra Strong SR Peak
We have investigated an effect where the output noise in an SSR system becomes lower than one
might expect. Without knowledge of this phenomenon, it may cause some confusion, as we have
also exemplified. It is hard to search for earlier work on this since the effect is quite specific yet
fuzzy. It is still worth mentioning here as a potential novel insight, though. This is discussed in
section 4.11.1.
7.2.9 Large-Signal Analysis
We have performed a visualized large-signal analysis that decomposes the output error into
distortion error and random error. The effect of integration is also shown in a very visual and
accessible way. We also show what the small-signal SNR loss is at each value of the input signal.
This does not seem to be a very common thing to do, but it gives us some interesting insights
about the SSR system. This is discussed in section 4.11.
7.2.10 SNR As a Function of Input Noise
We have plotted the output SNR of an SSR system as a function of input noise strength using
our three SNR metrics. We have also plotted decompositions of the output noise into random
149
CHAPTER 7. CONCLUSIONS 7.2. MAIN CONTRIBUTIONS OF THIS WORK
noise and distortion error. Finally, we have also plotted quantizer output levels, i.e. decoding,
as a function of input noise strength. An interesting feature of the plots is that we clearly see
how the SNR is asymptotically 1.96 dB lower than an ideal analog system for high input noise.
Many of these plotted features seem to be novel. Some SNR metric B plots have been done
before, and so have SNR plots for something close to SNR metric C, as explained in more detail
in section 4.12.3. This is discussed in section 4.12.
7.2.11 Why SSR with Colored Noise Works
We have proved why SSR with colored noise will work just as well as with white noise, since
this is not immediately obvious. This is discussed in section 4.13.1.
7.2.12 White Noise from First-Order Anti-Aliasing Filter
First-order low-pass filtered noise can be made white again by sampling it a certain way. The
reason for this is aliasing effects. This is discussed in section 4.13.2.
7.2.13 Spectrum Simulations
We have performed simulations that show the spectrum of the output noise from systems
with continuous-time thresholding, i.e. SSR systems without sampling. We have done many
simulations with many parameter variations, but mostly with different noise colors. Although
the main results, such as SNR loss, from these simulations have been presented in earlier works,
the full spectrum plots themselves seem to be novel. This development might be due to the
increasing availability of powerful computing. This is discussed in section 4.14.
7.2.14 Practical SSR System
We have designed a practical SSR system with a third-order filter which gives very low SNR loss.
No other anti-aliasing filter than this is required. This is discussed on page 117 in section 4.14.3.
7.2.15 Flicker Noise Gives 0 dB SNR Loss
An SSR system with flicker noise, i.e. noise with a −10 dB per decade roll-off, has close to 0 dB
SNR loss. This seems to be a very interesting and novel result, and might be one of the most
interesting results in this thesis. This is discussed on page 122 in section 4.14.3.
7.2.16 Continuous-Time SSR Without Noise
It is a known result that when there is no noise in an SSR system, the quantizer output levels
should be set to
√
2/pi · σsignal. We have demonstrated that 1 · σsignal is a better value for the
continuous-time case. This is discussed on page 128 in section 4.14.3.
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7.2.17 SSR in Evolution
We have identified a possible SSR mechanism in the process of evolution itself, not just being
used by biology. The reason for this is that genetics and circumstance can be seen as signal and
noise, and that life/death can be seen as a 1-bit quantization. This is discussed in section 4.16.
7.2.18 CTBV Symbol Detector
We have created in silicon an IR-UWB symbol detector that is based on Continuous-Time
Binary-Value (CTBV), which is a very unusual way of creating a system. This is discussed in
the papers in appendix A.2.
7.2.19 High-Precision Timing Calibration
We have created a digital delay element and a calibration circuit that together can yield very
precisely controlled time delays. This is discussed in paper 15.
7.3 Future Work
The following are interesting projects which could be attempted in the future.
The energy per degree of freedom for the frequency components seems to be a bit more
difficult to work with when the load is capacitive than when it is resistive, as described on page 44
in section 3.4.1.5. This could be interesting to look a bit closer into. There are also several
questions about the general kT/2 rule which it could be interesting to look into too, as described
in section 3.4.1.6.
SNR measurement in oversampled signals with distortion: When the input signal is narrow-
band-filtered white Gaussian noise, it is a sinusoid with different amplitude for each simulation
iteration, i.e. it does not have a Gaussian distribution during a single simulation run. Look into
the consequences of this.
SNR metrics B and/or C for the 1-bit quantization spectrum simulations.
Secondary SNR effects such as intermittent signal fallout due to very-low-frequency compo-
nents of flicker noise.
It could be interesting to try to implement a symbol detector using sampled SSR, and also to
integrate the energy from all of the multipath components.
An M-sequence radar is basically an SSR system, so it could be interesting to try to implement
this too.
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Introduction
The published papers that are included here are largely about circuits that utilize 1-bit signal
processing. Some other Wireless Sensor Network (WSN) technologies such as power harvesting
are also included, though. See the list of publications on page 7 for a chronologically sorted list
of the papers. Note that the original page numbers in the papers have been overstriked in order
to avoid confusion with the page numbers of the thesis.
154
APPENDIX A. PAPERS
A.1 Radar and CTBV
155
APPENDIX A. PAPERS
156
APPENDIX A. PAPERS PAPER 1. CMOS IMPULSE RADAR
Paper 1 CMOS Impulse Radar
H. A. Hjortland, D. T. Wisland, T. S. Lande, C. Limbodal, and K. Meisal. “CMOS Impulse
Radar”. In: Norchip Conference, 2006. 24th, pp. 75–79, Linkoping, Nov. 2006. doi:10.1109/
NORCHP.2006.329248. © 2006 IEEE. Reprinted with permission.
My Contributions to This Paper
I have written part of the paper and brought forward all the results. This is my first paper on
impulse radar solutions exploring CTBV (before we came up with the term). As far as I know
this is the first single-chip radar solution reported in standard CMOS technology and is a strong
evidence of our new concept. Additional concepts like swept-threshold sampling was introduced
and the remarkable performance of the CTBV radar was demonstrated. The constructive use of
noise in these systems is also an interesting result.
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CMOS Impulse Radar
H'akon A. Hjortland, Dag T. Wisland and Tor Sver
Microelectronic Systems, Dept. of Informatics
University of Oslo, Norway
Email: haakoh@ifi.uio.no
Abstract- A novel CMOS Impulse Radar for CMOS imple-
mentation is proposed exploring the concept of swept-threshold
sampling. Time-domain signal processing with counter-based
integration in parallel structures is used. With continuous time,
delayline based parallel sampling topologies we achieve a sam-
pling rate in excess of 20GHz. A functional CMOS Impulse radar
is implemented in silicon with measured system performance.
I. INTRODUCTION
The idea of impulse radar is nearly a hundred years old.
The high frequency pulses or bursts of microwaves are de-
manding dedicated technology with high frequency devices
(SAW filters, bipolars). More recently [1] the impulse radar
technique was revived for ground penetrating radar (GPR) for
short-range detection of mines buried in the ground. During the
nineties McEwan at Lawrence Livermore National Laboratory
developed the micropower impulse radar (MIR) for a number
of short-range applications preparing ground for simple and
power efficient solutions.
The term Ultra Wide Band (UWB) was originally defined as
a signal with signal bandwidth > 25% of the center frequency,
but these days UWB is often referred to as the frequency band
of [3.1 - 10.6GHz] recently released by FCC. In the following
we will use UWB as short for signals exploring the signal band
3.1 - 10.6 GHz as defined by the FCC.
In this paper we are exploring the possibility of short-range
radar implementation in standard CMOS technology. Although
UWB circuits in non-CMOS technology have been reported
[2], to our best knowledge non working single chip solutions
in standard CMOS are reported previously. Novel simplified
processing techniques sweeping threshold in continuous time
in combination with delay lines is taking advantage of tech-
nology scaling and is shown to work in silicon.
A. Background
Conventional radar technology is exploring signatures often
made up by sinusoidal bursts. The duration of these bursts are
limiting the depth resolution of the radar. A shorter signature
will increase the resolution. The shortest signature is a single
pulse and the shorter pulse length, the better resolution.
However, backscattered energy from short pulses are hard to
recover and significant signal processing is required.
McEwan [3] proposed the concept of micropower im-
pulse radar (MIR). Randomized pulses are emitted and the
backscattered energy sampled at a fixed, but short time interval
Claus Limbodal and Kjetil Meisal
Novelda A.S, Forskningsveien 2A
0373 Oslo, Norway
Fig. 1. McEwan micropower impulse radar principle
(strobed) after pulse emission. The integration of backscat-
tered energy is done with an analog integrator and sampling
diode(s), preferably fast switching diodes like schottky diodes
or step recovery diodes (SRD). The impulse radar may have
significant more mileage if available in cheap CMOS technol-
ogy. However, novel processing techniques and creative use of
simple MOS transistors must be utilized to achieve this goal.
As indicated in figure 1, the pulses are emitted repeatedly at
randomized intervals and the backscattered energy is sampled
after an accurate, fixed delay from pulse emission. A typical
pulse duration is <Ins, maybe close to 100ps, giving wide
bandwidth ranging towards 10GHz. The range is set by an ac-
curate delayed strobing after pulse emission. The backscattered
signal is weak and often buried in noise. Improved signal-to-
noise ratio is achieved by significant integration using fast
samplers and analog integrators. An interesting variant of this
radar is the motion detecting radar [4] having Doppler-like
behavior. Even low frequency movement like heart beat or
breathing can be detected as exemplified by Staderini [5] in
his demonstrator of a medical radar.
Aiming at a standard CMOS implementation, the high speed
signal processing, often analog, is a major challenge. The low
power supply voltage virtually prohibiting any kind of high
quality analog processing.
The advantage of deep submicron technology is the high
speed with gate delay towards 10ps. In this paper we propose
novel processing solutions where high quality analog signal
processing is simplified to crude thresholding of backscattered
energy and continuous time signal processing is explored for
signal recovery.
1-4244-0772-9/06/$20.00 ©2006 IEEE 75
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High
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Fig. 2. By sweeping the thresholding level, the incoming signal may be
recovered. To some extend the quantized pulse width reflects the strength of
the signal.
II. SYSTEM OVERVIEW
The fundamental simplification of using quantized or digital
values is well known. In Ai- analog-to-digital converters
the analog input signal is converted to a sequence of bits
clocked at high frequency known as bitstreams [6]. The pulse
density coding (or PWM coding) of bitstreams is accurately
representing the continuous analog input value. The coarse
thresholding of the continuous input to just '0' and '1'
is compensated by increased clock speed. Trading reduced
number of quantization levels with higher clock speed is quite
appropriate for fine pitch technology and is explaining the
gaining popularity of Ai- analog-to-digital converters.
In the CMOS Impulse Radar we are exploring this technique
further by processing two-level quantized (digital) values in
continuous time. We have named this technique "Swept-
Threshold sampling" and to our best knowledge sweeping
threshold in continuous time is a novel processing technique
for impulse radar.
A. Swept-threshold coding
As explained above, the pulses are emitted repeatedly and
the backscattered energy accurately strobed. In order to im-
prove signal processing quality we are changing the threshold
level "mapping out" the analog input signal as shown in figure
2.
For a given threshold white noise will appear as variations
in pulse widths and sometimes even disappearing pulses. By
sweeping the threshold we are able to recover quite a lot of the
pulse energy and even take advantage of added noise. Pulses
below the thresholding level will normally pass undetected but
with white noise added, the pulses will sometimes exceed the
threshold and the weak signal may be sensed. This behavior is
often called stochastic resonance [7]. The concept of swept-
threshold coding enables quite accurate signal processing even
with only two quantization levels.
B. Integration
A crucial function of weak signal reception is significant
integration. The purpose of integration is to get rid of added
white noise. With repeated pulse emission and thresholding the
white noise will introduce uncertainty in pulse detection. The
probability of detecting a pulse, P('1') Pemission + Pnoise,
will depend on both the signal strength and the noise strength.
In swept threshold coding the noise by itself give a sequence
of bits containing an equal number of 'I's and '0's (assuming
threshold level is in the white noise range), while the emitted
imposed signal will contribute with more 'l's for positive
signals or more '0's for negative signals. The important obser-
vation is that the integration can be realized in swept-threshold
coding simply by counting 'l's and the emitted signal value
is the difference from the average value. The integration time
is simply the number of pulses emitted and can be controlled.
Normally a longer integration time will increase quality, but
take longer.
The quality of this style of integration is quite sensitive to
the threshold level and behavior is different when the threshold
is above the white noise level. With stronger signal levels well
above the white noise floor signal detection is simpler. The
important sweeping of the threshold level enables iterations to
an appropriate threshold level adapting to the received energy
of the received pulse.
Analysis of swept-threshold sampling compared to pure
analog integration as a function of integration level and noise
has been performed (figure 3).
The standard deviation of the white noise term for the
analog average improves from CN to 7NI/ ii by averaging
over n samples. With little noise in the input signal, the
swept threshold sampling is not doing too well. The surpris-
ingly good performance, however, with increasing noise levels
(uN 0.1 or 1, 1 being the signal swing), indicates the swept
threshold method needs only 10 or even just twice the number
of samples of the full analog integrator! These estimates makes
the swept-threshold solution quite promising since most real
backscattered signal is quite noisy. An interesting observation
is that stochastic resonance behavior, only available for large
noise components, has the same performance as the swept-
threshold sampling.
C. High speed sampling
The simple radar shown in figure 1 is only processing
reflecting energy for one strobing time reflecting a fixed
distance. Different distances is measured by sweeping the
delay and sequentially measure backscattered energy.
With the swept-threshold coding we are able to explore con-
tinuous time structures and achieve sampling rates exceeding
20GHz exploring delaylines. The samplers are similar to D-
latches with all the data inputs (D) connected to the incoming
quantized signal. By clocking (or strobing) the latches in a
fast sequence, we are able to accumulate reflected energy at
several distances for each emitted pulse.
In figure 4 the principle is shown. We are latching the
quantized input pulse with a clock input or strobe pulse
delayed by small delays (T) consisting of two inverters. In the
current implementation 64 parallel samplers are used and the
inverter delay is approximately 21ps with load measured. In
this way we are sampling the incoming pulse with a sampling
IEEE Norchip 200676
APPENDIX A. PAPERS PAPER 1. CMOS IMPULSE RADAR
160
Desired rms error 0.001, 0.00316, 0.01 (upper, middle, lower graphs)
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Fig. 5. Input stage of CMOS Impulse Radar consists of an LNA, thresholding
element with a buffer amplifier. A simple first order HP filter is included on
the input of the thresholding element using a resistive load to the threshold
voltage
Threshold
1 10
Fig. 3. Comparison of pure analog integration with swept threshhold
integration indicates a fairly strong integration to perform significantly better.
For high noise levels, the swept-threshold technique is doing almost as good
as analog integration
Fig. 4. Delayline sampler and integrators
distance of about 43ps which is equivalent to a sampling rate of
- 23GHz confirmed by measurements. The depth resolution
achieved should be less than 9mm assuming speed of light
electromagnetic propagation (in most cases the propagation
will be slower, increasing spatial resolution).
With the parallel sampler we are sampling at least 41cm
depth. In order to adjust further we have added an initial delay
(similar to the McEwan radar) before trigging the sampling
sequence. This delay is adjustable, again using delaylines. We
have one coarse delayline of - 64 x 1.4ns delay elements
and a fine tuning delayline of 64 x 43ps delays. By selecting
a coarse and a fine tap using multiplexers we may vary the
initial delay from 0 to 90ns with 43ps resolution. With this
tuning ability, we are theoretically able to detect targets at a
range of up to > 13m (using the speed of light as an estimate
Vdd Vdd
OutIt * -0
Gain=2.5 Gain=2.5 Gain=2.5
Fig. 6. Common source buffer amplifier consists of eight cascaded common-
source passive load amplifiers with high-pass tunable filter on the input.
of electromagnetic signal propagation).
As will be shown by measurements all these novel pro-
cessing techniques are explored to implement a working short
range radar in CMOS.
III. IMPLEMENTATION
Based on the principles above we have implemented a
prototype of the swept-threshold radar in ST Microelectronics
90nm technology. The process was quite new and the design
kit lacked some features for doing high quality layout. It
should be noted that this first implementation is merely a
conceptual study,
The input stage (figure 5) of the proposed CMOS radar
consists of a low-noise amplifier (LNA) designed for a signal
bandwidth of 3.1-10.6GHz. Several LNA topologies in CMOS
with required bandwidth are published [8] [9]. Typically 10dB
gain is achievable with careful design.
The threshold element is AC coupled to the LNA by a
blocking capacitor and by driving the input to the buffer
amplifier through an equivalent resistance, both thresholding
and high pass filtering is achieved. The resistive element is just
a weak transconductance amplifier with tunable tail current
setting the corner frequency of the HP filter. Some integration
due to parasitic capacitance is unavoidable on the input node
of the buffer amplifier.
The buffer amplifier consists of eight cascaded common
source amplifiers with a total gain of 2.58 = 1526 (figure
6). We are avoiding the high-gain single stage structures like
inverters, since they are hard to linearize for the required
frequency band. By using several low-gain common-source
amplifiers, we are able to maintain an overall linear gain as
indicated in figure 7. A total of eight cascaded common-source
amplifiers were used.
1-4244-0772-9/06/$20.00 ©2006 IEEE
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Fig. 7. Buffer amplifiers bode plot indicates the simple idea of controllable
flat gain for high frequencies explored in the current prototype.
Sample
Signal |>
To counter
Fig. 8. The sampler consists of several latching elements as the one shown
here.
The drawback of this approach is significant power con-
sumption, but with emphasis on novel system aspects, the
cascaded solution was chosen.
Leaving the pure analog domain the next stage is sampling
of the quantized signal. Since the signal may change rapidly,
a specialized latching element has been designed (figure 8).
The input signal is driven through an open transmission gate
and the input voltage is latched when the transmission gate
is strobed. The latched voltage is then shaped by turning
on positive feedback with another transmission gate over an
amplifier driving the value to '0' or '1'. If the latched value
is ' 1', the pulse duration is shaped to 1Ins. Suitable timing
is achieved inserting inverters. The result of the sampler is a
1ns counting pulse for the counter (integrator) when a '1' is
detected.
As shown in figure 4 the latching elements are all reading
the same input, but the strobing signal is generated by a
delayline with two inverter (~ 23ps) between samples.
In order to program the sensing range, a digitally control-
lable initial delay element is included as explained above
The CMOS impulse radar has been implemented in STMi-
croelectronics 90nm CMOS technology sharing silicon with
other projects (figure 9). Included on the chip was a pulse
transmitter designed for UWB signal generation emitting a
dual-slope Gaussian pulse of approximately 300mV peak-to-
peak voltage swing.
Fig. 9. Layout of the CMOS impulse radar enclosed in the area framed with
a white line.
Fig. 10. The measurement setup with the packaged chip mounted on a
custom made PCB and interfaced to a PC using a parallel-to-USB interface.
IV. MEASURED RESULTS
The package chip was mounted on a suitable PCB (figure
10) and interfaced through a simple parallel-to-USB card
(Elexol USB I/0 24 V3). With suitable software for the
connected PC, we could trace movements quite accurately.
In figure lIthe integrator count is indicated by whiter color
for high counter values, while black is indicating a low counter
values. A hand close to the antennas shows the wave pattern
backscattered energy from the hand. When moving the hand
away from the radar, the same pattern is shifted rightward
as expected. Then again the tracing of moving the hand back
again establishing a similar reflection pattern. We are still in an
early testing phase, but the first results are already convincing.
In our initial experiments we even bypassed the LNA and still
get accountable results.
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64 samples, about 45 ps interval
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Fig. 11. Measured chip performance moving a hand in front of the radar.
TABLE I
CMOS IMPULSE RADAR SPECIFICATIONS
Measured sampling frequency
Measured initial delay
Parallel sampler
Sampling method
Signal processing
23GHz (6.5mm)
0-90ns (0-13.5m)
64 samples (41cm)
Swept threshold
Quantized continuous time-domain
Through these simple experiments all our assumptions are
verified and the implemented CMOS impulse radar is a
functional system.
V. CONCLUSION
A working CMOS impulse radar is designed, implemented
and tested exploring novel signal processing techniques:
. Binary data sweeping threshold in continuous time
(swept-threshold coding).
. Parallel, continuous time high-speed sampler (23GHz
measured).
The swept-threshold coding scheme is making implementa-
tion in CMOS feasible exploring time-domain processing.
Thresholding of input signals simplifies the integration to
digital counters. The high speed, parallel sampling structure
using delaylines is giving increased depth resolution over
a wide programmable range for every emitted pulse. The
estimated system characteristics is summarized in table I and
the proposed CMOS impulse radar is verified in silicon.
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Abstract—In this paper, we will present two novel methods for
sampling the backscatter in an impulse radar system. We have
called the two related methods for swept threshold and stochastic
resonance sampling. The samplers are simple, mostly digital
circuits which are not clocked, but instead utilize continuous-
time signal processing. Since ﬁne-pitch CMOS is not very good
for analog processing, but instead has very fast digital logic, the
samplers are well suited for this technology. An implementation
in 90 nm CMOS is described and measurements which conﬁrm
a working 23 GHz sampler are shown.
I. INTRODUCTION
The FCC recently released a large unlicensed low power
spectrum slot from 3.1 to 10.6 GHz, which opens up for many
interesting applications of Ultra-WideBand (UWB) technol-
ogy. One of these is short range UWB radar, which has a wide
but low power spectrum, and thus can be made to ﬁt the FCC
emission mask very well. This can easily be accomplished by
having the radar transmit very short pulses on the order of a
fraction of a nanosecond in length. These short pulses, known
as video pulses in radar terminology, will naturally have very
wide spectra, and by choosing their exact shape the spectra
can also be controlled. Gaussian pulses or their derivatives
are good candidates here [1]. The use of low voltage video
pulses instead of high voltage carrier-based pulses with coding,
can greatly simplify the circuits of a short range UWB radar
system compared to traditional radar systems.
There are many possible uses for short range UWB radar
systems. At the moment, Ground Penetrating Radars (GPRs)
are the most widely used UWB radars [2], but other uses such
as heart rate and respiration monitor, through wall sensing and
range detection are also very interesting.
A radar works by sending out electromagnetic energy and
then observing the backscatter from the targets. In our case, we
want to send out a short pulse and then observe the returned
signal, which, when there are only a few targets, could be a
few discrete, faint echoes of the transmitted pulse. It is possible
to do simple detection of for instance the ﬁrst return pulse to
measure distance to the nearest target, but for more advanced
purposes, a full readout of the returned signal is necessary,
i.e. we need a sampler. Furthermore, since the Signal to
Noise Ratio (SNR) drops quickly with distance, we need a
system which can integrate several consecutive measurements
to create an average, thus increasing the SNR.
Not much work has been done in creating a single chip
UWB radar solution, but one chip that has been made is
Reset counter
Send 1000 pulses while sweeping
VT from min to max
Read counter
1.
2.
3.
Target
+
−
Counter
τ
Transmitter VT
EN
Sweep
1 ms
PRF = 1 MHz
Vin
VT
τ
Sample
Reset
Control logic
Fig. 1. Swept threshold sampler
described in [3]. This is however done in a SiGe process,
whereas the chip in this paper has been made using a standard
CMOS process.
II. THRESHOLDED SAMPLERS
The samplers which we will present in this paper are based
on known basic principles, but the exact conﬁguration and the
use in a UWB radar is probably new.
We will now describe the two samplers, which are very
closely related to each other. They can both be realized using
the same circuit, so they could perhaps just be called two
operating modes of a sampler.
The samplers are mostly based on digital circuitry which is
not clocked, but rather uses continuous-time signal processing.
As such, they are well suited for ﬁne-pitch CMOS, which is
poor at analog signal processing, but in return very fast at
digital processing.
The radar system was ﬁrst presented in [4], and in this paper
we describe in more detail how the two samplers work.
A. Swept threshold sampler
The system we have called a swept threshold sampler is
shown in ﬁgure 1, and details of the sampling process are
shown in ﬁgure 2. The backscatter, Vin(t), which is an ideal
Vin(t) plus noise, is thresholded with a threshold VT , and
the resulting digital unclocked signal is sampled at time τ
after the radar pulse was emitted. To take a single sampling
at a given τ is called strobed sampling. By repeating the
sampling several times while sweeping the threshold, we can
recover the amplitude of the input signal. If, for instance,
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the ideal Vin(τ) = 0.65, and we sweep the threshold from
0.1 to 0.9 V in steps of 0.1 V, we should sample 1’s since
we are above the threshold, for VT = 0.1, . . . , 0.6, and 0’s
for VT = 0.7, . . . , 0.9. This means the counter holds a value
c = 6 after n = 9 repeated samplings. These values can then
be used to calculate a best guess for the ideal Vin(τ), which
we will call Vin recovered(τ). Since there is noise, σN , in the
input signal, however, some samples with VT near 0.65 will be
wrong, and we will thus get noise in Vin recovered(τ), which
we will call σN recovered.
The swept threshold sampler thus has many similarities with
Analog to Digital Converters (ADCs) such as ramp-compare,
ﬂash and delta-sigma, in that many comparisons are made in
order to digitize the signal.
B. Stochastic resonance sampler
Stochastic resonance is a phenomenon where signals which
have a too low amplitude to pass through a non-linear system,
can pass through it anyway if noise is added to the input. The
noise will make the weak signal cross some sort of a threshold
in the non-linear system from time to time.
The system we have called a stochastic resonance sampler
is shown in ﬁgure 3, and details of the sampling process are
shown in ﬁgure 4. The stochastic resonance sampler can be
made using the same circuit as the swept threshold sampler,
but by just setting the threshold VT to always be equal to the
DC level of the input signal, 0.5 V in this example. If there was
no noise, the output of the thresholder would be equal at each
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repeated sampling, so this sampler would then only be a simple
1-bit sampler which only detects whether the signal is above
or below the DC level. If there is noise, however, Vin(τ) will
sometimes be above the threshold and sometimes be below. If
for instance the ideal Vin(τ) = 0.5, Vin(τ), which is noisy,
will be above the threshold 50% of the times. If for instance
the ideal Vin(τ) = 0.65, the percentage will be higher, and
will depend on the amount of noise in the input signal. If the
probability of Vin(τ) being over the threshold is for instance
93%, then 1000 samplings will result in a counter value of
about 930, but this number is again subject to noise. If we
know the Probability Density Function (PDF) of the noise,
we can use the counter value to calculate the best guess for
the ideal Vin(τ), i.e. Vin recovered(τ). Again we call the noise
in this recovered value for σN recovered.
Note that the stochastic resonance sampler has similarities
with the dither method which is sometimes used in traditional
ADCs, and also relates very closely to the Suprathreshold
Stochastic Resonance (SSR) phenomenon, described in [5].
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Fig. 6. Input stage
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Fig. 7. Common source thresholder
C. Simulation results
A system level simulation of the samplers has been per-
formed, and the result can be seen in ﬁgure 5. For comparison
purposes we introduce an ideal sampler which we will call the
analog average sampler. This is simply a mathematical ideal
sampler which calculates the average of all the n samples
without thresholding them ﬁrst. This is probably the best
possible sampler or at least very close.
The graph shows how many samples, n, is required in
order to achieve a given noise, σN recovered, in the recovered
signal. The big surprise is that the simple thresholded samplers
perform very well, i.e. close to the analog average sampler,
when there is much noise in the input signal. This means that
when sampling noisy signals, these simple samplers might be
a good choice.
III. IMPLEMENTATION
Based on the principles above we have implemented a
prototype of the swept threshold radar in STMicroelectronics
90 nm technology. The process was quite new and the design
kit lacked some features for doing high quality layout.
The input stage (ﬁgure 6) of the proposed CMOS radar
consists of a low-noise ampliﬁer (LNA) designed for a
signal bandwidth of 3.1–10.6 GHz. Several LNA topologies
in CMOS with required bandwidth are published [6] [7].
Typically 10 dB gain is achievable with careful design.
The threshold element is AC coupled to the LNA by a
blocking capacitor and by driving the input to the thresholder
through an equivalent resistance, both thresholding and high
pass ﬁltering is achieved. The resistive element is just a
weak transconductance ampliﬁer. Some integration due to
parasitic capacitance is unavoidable on the input node of the
thresholder.
The thresholder consists of eight cascaded common source
ampliﬁers with a total gain of 2.58 = 1526 (ﬁgure 7). We are
2.5
13.6 GHz f
Gain
Common source
Inverter
Fig. 8. Common source thresholder vs. inverter frequency characteristic
τ τ
Sample
Signal
τ
To counter
Fig. 9. Digital sampler
avoiding the high-gain single stage structures like inverters,
since they do not have a constant gain over the desired
frequency band. By using several low-gain common-source
ampliﬁers, we are able to maintain such a constant gain as
indicated in ﬁgure 8.
The drawback of this approach is signiﬁcant power con-
sumption, but with emphasis on novel system aspects, the
cascaded solution was chosen.
Leaving the pure analog domain the next stage is sampling
of the quantized signal. Since the signal may change rapidly,
a specialized latching element has been designed (ﬁgure 9).
The input signal is driven through an open transmission gate
and the input voltage is latched when the transmission gate
is strobed. The latched voltage is then shaped by turning
on positive feedback with another transmission gate over an
ampliﬁer driving the value to ’0’ or ’1’. The result of the
sampler is a 1 ns counting pulse for the counter (integrator)
when a ’1’ is detected.
Figure 10 shows the 64× sampler implemented on the chip.
The latching elements are all reading the same input, but the
strobing signal is generated by a delayline with two inverter
delays between samples.
In order to program the sensing range, the system also has
a digitally controllable initial delay element (τ ).
The CMOS impulse radar has been implemented in STMi-
croelectronics 90 nm CMOS technology sharing silicon with
other projects (ﬁgure 11). Included on the chip was a pulse
transmitter designed for UWB signal generation emitting a
ﬁrst-derivative Gaussian pulse of approximately 300 mV peak-
to-peak voltage swing.
A. Measurements
Figure 12 shows a measurement of a moving hand made
with the CMOS implementation of the UWB impulse radar,
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Fig. 10. Delayline sampler and integrators
Fig. 11. Layout in 90 nm CMOS. The chip is about 1.2× 1.2 mm.
TABLE I
MEASURED CHARACTERISTICS OF CMOS IMPULSE RADAR
PRF 39 kHz (slow meas. equipment)
Transmitted pulse shape First-derivative Gaussian
Transmitted pulse amplitude 300 mV peak-to-peak
Transmitted pulse center freq. ≈2.5 GHz
Measured sampling frequency 23GHz (ΔR = 6.5 mm)
Estimated initial delay range 0–90ns (0–13.5m)
Parallel sampler 64 samples (41cm)
Sampling method Swept threshold / stochastic resonance
Signal processing Continuous time quantized amplitude
Power consumption Between 15 and 60 mA
Sample0
3
5
0
Moving hand away from antenna
Hand 30 cm away from antenna
Moving hand towards antenna
Removing hand
Hand inserted in front of antenna
63
0
T
im
e
(s
)
White: High amplitude
Black: Low amplitude
Black to white range: 0.8 mV
Input noise (σN ): 1.4 mV (LNA problem)
Repeated samplings per line (n): 120’000
Fig. 12. Measurement of hand movement using the implemented CMOS
impulse radar in swept threshold mode
utilizing swept threshold sampling. There were several prob-
lems with the implementation, so it does not make much sense
with any further, more precise, characterizations of the system.
A few more measurements are shown in [8], though. Some of
the problems were oscillating LNA, which therefore had to
be bypassed, ﬂicker noise in the thresholder and interference
within the chip.
The sampling rate could be calculated from the ﬁgure, but
we have done it by using different length loop cables. It was
found to be 23 GHz. A summary of the radar characteristics
is shown in table I.
IV. CONCLUSION
The swept threshold and stochastic resonance samplers have
been presented, and they have been shown through simulation
to be able to perform very good for noisy input signals.
The samplers are well suited for CMOS implementation, and
an implementation in 90 nm CMOS has been described and
measurements have been shown, indicating that the samplers
also work in actual circuits. The sampling rate has been
measured to be 23 GHz. For further details, see [8], which
is also the source of most of the ﬁgures in this paper.
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Abstract—Improving quality of service in wireless communica-
tion links is of vital importance in biomedical applications. Cur-
rent wireless technology is far from satisfactory conveying vital
signs in personalized healthcare. Nevertheless current technology
like Bluetooth and ZigBee is explored even for critical monitoring
of patients, both in hospital environments and homecare. In this
paper we are exploring impulse radio as a feasible technology
for health monitoring. By exploring advanced technology and
novel architectures, improved quality of service may be granted.
Additional interesting biomedical functionality of impulse radio
is detached body sensors (short-range medical radar).
I. INTRODUCTION
As wireless functionality is applied in an increased number
of daily life functions, most of us are accepting the fact
that connectivity is not always present. We just move around
a little or try again later. We are even relying on wireless
connectivity of cellular phones in critical situations. Although
many wireless services have extensive coverage, the quality
of service (QoS) is currently not at the level of guaranteed
connectivity. In addition to coverage, trafﬁc load due to limited
number of channels and noise interference is also affecting
service quality. Apparently the beneﬁt of getting wireless is
greater than the risk of loosing information.
In a professional health environment like a hospital, are we
ready to accept the quality of service provided of available
wireless technology? Can life support equipment be wireless?
In a fairly static situation (patient in bed) quite good con-
nectivity may be offered by current technology like Bluetooth
or ZigBee, but the beneﬁts of wireless is mostly appreciated
in a dynamic environment were patients are moving around.
Even with extensive in-house coverage, can connectivity be
guaranteed? Would current technology provide connectivity
through the body of a fainted patient? These questions are
getting even more pressing when hospital services are provided
remotely at home. As the number of elderly people is grow-
ing, wireless personalized healthcare in home environment is
beneﬁcial both for the patient and for the healthcare provider
with reduced costs. However, current wireless technology is
not by far good enough for critical monitoring of vital signs
in a dynamic situation.
II. TECHNOLOGY
Are there any technological solutions providing the ro-
bustness of operation required for health monitoring? In the
following we will try to identify bottlenecks and possible
solutions.
1) Sensitivity. An obvious improvement would be in-
creased sensitivity of wireless technology. Carrier based,
narrow-band receiver solutions available already have
impressive performance with sensitivity approaching
-100 dBm. Although improvements may appear, the
increased sensitivity will only be marginal.
2) Capacity. Capacity in wireless networking is often
measured in available transmission bandwidth. Contrary
to computer networking, health monitoring does not
require large transmission bandwidth. Most health read-
ings are low bandwidth. Typically glucose measurements
only require a handful of readings each hour! One of the
most demanding monitoring is ECG. Typically 12 bit
resolution at 250 Hz sample rate is used giving a data
rate of only 3 kbit/s.
3) Penetration. A major issue in health networks is signal
penetration. RF signals are heavily attenuated by the
body (mostly ﬂuids) and penetration is inverse propor-
tional to the carrier frequency. Studies [1] [2] indicate
very little energy is penetrating body tissue at microwave
narrowband frequencies.
4) Channels. In health networks used in hospitals crowded
with patients, the number of available channels and
channel interference is a limiting factor. Although time-
multiplexing using TDMA/CDMA solutions in combi-
nation with cellular structure enable larger number of
simultaneous transmitters, quite complex infrastructure
and overhead is necessary to maintain good response.
5) Transmission power. In order to maintain connectivity
carrier based radio transmission is burning quite some
power during data transmission. In combination with
complex networking protocols, battery life of portable
devices is limited.
There are no ﬁnal and absolute solutions to the limitations
of wireless technology, but we will explore impulse radio
technology to improve on some of these issues.
III. IMPULSE RADIO
The concept of impulse radio is the oldest communication
technology explored by Marconi in 1901 using wide band
sparks for wireless communication. The wideband “sparky”
transmission was soon replaced with narrowband, carrier based
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solutions still dominating wireless technology. However, US
regulating authority (FCC) recently released the frequencies
3.1–10.6 GHz for unlicensed use provided emission levels are
kept low (< -41.3 dBm/MHz). This new unlicensed band,
often called Ultra-WideBand (UWB), is the largest unlicensed
frequency band ever released. Although the prime motivation
for releasing this frequency band was high speed wireless
communication, the UWB frequencies may be explored in
different ways gaining other advantages in health applications.
The released frequency band is wide enough for proper im-
pulse radio applications. In the following we will use the term
Ultra-WideBand Impulse Radio (UWB-IR) to denote impulse
radio transmission for the 3.1–10.6 GHz band.
A noticeable exploration of impulse radio technology is
the work by Tom McEwan on Micropower Impulse Radar
(MIR) [3] [4]. Small energy bursts are emitted as impulses
(noise) and the very weak reﬂected energy is recovered using
range gating in combination with signiﬁcant integration (ana-
log). Staderini [5] was able to recover heart beats remotely
exploring MIR architecture. Two important observations of
these works are 1) the penetration of heavy materials with
pulses and 2) the ability to recover very small amounts of
reﬂected energies using integration. Both these features are
desirable also from a communication perspective.
A major issue of the MIR technique is the fundamental
analog nature in combination with the high speed sampling
required. Implementation of MIR in low voltage CMOS tech-
nology is simply not possible and to our best knowledge we
have the only CMOS implementation of impulse radar [6].
Fundamental new signal processing techniques is required
to facilitate the wideband processing and high speed sampling
required for UWB-IR. In our work “Thresholded samplers for
UWB impulse radar” [6] we are presenting different coding
strategies and technology friendly signal processing techniques
suitable for energy efﬁcient impulse radio implementations in
CMOS.The main features are:
• Thresholding of incoming signal giving binary, single
bit signal. The threshold level may be varied through
repetition resembling different quantization levels. In [6]
the concept of “swept threshold sampling” is elaborated.
• Continuous time coding of signals. No clocks are used
enabling a tenfold increase in sampling frequency.
Modern technology is designed for digital signal encoding and
by avoiding clocks, speed is improved and power efﬁciency is
increased signiﬁcantly.
In order to show the beneﬁt of this new approach, our
impulse radar architecture is shown.
IV. SWEPT THRESHOLD RADAR
The swept threshold radar [6] works by transmitting UWB
impulses, then thresholding and sampling the received echo
signal. The digital but unclocked output from the thresholder
is sampled in sequence by a number of parallel D-ﬂip-ﬂops, all
having the thresholder output as their inputs. The D-ﬂip-ﬂops
are set up to trigger one after another in rapid succession, with
two inverters used as a delay element between them. When the
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Fig. 1. Swept threshold sampler for radar
signal has been sampled, a counter connected to each of the
D-ﬂip-ﬂops is incremented if a “1” was sampled.
Another, more high-level, way of looking at this architec-
ture, is to note the integration action of the latch-and-count
structure. As shown in ﬁgure 1 these integrators are clocked at
high speed ensuring simultaneous sampling at different depths.
By repeating this procedure while sweeping the threshold
level from below to above the range of the input signal, a full
readout of the received signal is done. The integrating action
is achieved through repetition since the sampling is precisely
timed. A counter which is clocked for instance at a high peak
of the input signal, will sample many “1”s since the signal
is above the threshold most of the time. A counter clocked
at a low peak of the input signal, will sample few “1”s since
the threshold quickly crosses the level of the low peak and
the thresholder output thus will be “0” for that low peak for
most of the sweep. All in all, this architecture samples the
received signal completely, which is assumed not to change
too much during the sampling, at a high sampling rate given by
the delay between the clocking of two adjacent counters. By
removing the clutter of static objects, for instance by high-pass
ﬁltering the entire readout-curve in post-processing, we get a
radar readout showing movements in front of the antennas.
An important detail is the integration of the white noise
which always gets added to any received RF signal. This
does mean that the counter values will be a little off from
their expected values, and when repeating the sampling, the
counter values will jump slightly up and down. By increasing
the number of pulses sent during the sweep, the noise can be
averaged away, or at least reduced to an acceptable level. An
ideal analog averaging sampler would have the noise reduced
according to
σN recovered =
σN√
n
, (1)
where σN is the standard deviation of the noise in the input
signal, n is the number of repeated samplings and σN recovered
is the standard deviation of the noise in the recovered signal,
i.e. after averaging. We can see that by for instance increasing
the number of repeated samplings by a factor of 100, the
amplitude of the noise in the readout will be reduced by a
factor of 10. Although this is the behavior of an ideal analog
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average sampler, the swept threshold sampler actually behaves
quite similar, and for noisy signals its performance is even
quite close to the performance of the ideal analog average
sampler.
This way of sampling signals, by early thresholding and
subsequent signal processing on digital, 1-bit, unclocked sig-
nals, is particularly well suited for standard ﬁne-pitch CMOS,
which is very fast and also relatively cheap. The fact that
ﬁne-pitch CMOS with its low supply voltage is not very
well suited for analog signal processing is not a problem
because we do most of the signal processing in the digital
domain. The “digital” integrators (counters) are area efﬁcient.
Simultaneous sampling at a large number of different depths
is easy to achieve by simply duplicating the integrator and
sample with delayed clock. The McEwan MIR only samples
a single depth, which of course can be shifted back and forth
to get a full readout, but this procedure is time consuming.
Since the sampling rate is only determined by the delay
between the triggering of the different counters, it can be
very high, resulting in improved depth resolution. By using
two inverters as a delay element in 90 nm CMOS, we have
achieved approximately 30 GHz sampling rate, equivalent to
a depth resolution of approximately 5 mm. Another important
property of the digital integrator is the integration time. Unlike
a lossy analog integrator, the “digital” integrator i lossless and
when appropriate, the integration time may be arbitrarily long.
In summary, the swept threshold radar is well suited for
ﬁne-pitch CMOS and allows high-speed, multi-point sampling
of faint radar echo signals, with noise amplitude proportional
to 1/
√
n, allowing for arbitrarily high SNR by choosing
sufﬁciently long integration time.
V. IMPULSE RADIO COMMUNICATION
How can energy efﬁcient impulse radio communication
solutions be made in CMOS exploring the swept threshold
radar technique and what are the beneﬁts? Several companies
like Time Domain Solutions have been using impulse radio
transmission for communication. Another interesting effort is
the low-power deﬁnition of the ZigBee physical layer known
as IEEE 802.15.4a. One of the proposed radio solutions is
impulse based.
An impulse based radio channel is made by transmitting
symbols coded as Pseudo Noise (PN) sequences of pulses. The
noise-like property is important for smoothing out the spectral
content. In general it is hard to avoid spectral peaks and
several coding schemes are feasible including biphasic coding.
From an implementation perspective transmission of symbols
as PN sequences is simple requiring no oscillators for carrier
generation. These carrier free transmitters can also be very
power efﬁcient. The load is shifted to the receiver demanding
running cross correlation looking for expected PN sequences.
These receivers are often called correlating receivers and are
know to be power hungry and difﬁcult to make.
One major issue is synchronization. Incorporating the clock
in the PN sequence will most certainly give undesirable
spectral peaks. Aiming for UWB-IR solutions, sampling rates
Fig. 2. The thresholding, continuous time full RAKE receiver
at several GHz is hard to make and for sure power consum-
ing. Again, by exploring the concepts of thresholding and
continuous time signals we are able to ﬁnd a power efﬁcient
architecture avoiding precise clock synchronization.
The concept of RAKE architecture was proposed a long
time ago [7] and is sifting through the incoming signal for
PN codes looking for both Line-Of-Sight (LOS) and Non-
Line-Of-Sight (NLOS) PN patterns. This pure time-domain
processing structure is equivalent to running cross-correlation
with some expected template. With short pulses, patterns due
to multi-path transmission may also be recovered and used
constructively for symbol detection. The LOS PN and the
NLOS PNs are usually detected in RAKE ﬁngers. The RAKE
function is often implemented as software on DSPs with
typically 2–3 RAKE ﬁngers known as partial RAKE receivers.
The continuous time, thresholding RAKE receiver archi-
tecture [8] is shown in ﬁgure 2. The incoming RF signal is
immediately thresholded using a comparator. By feeding the
value after thresholding (digital bit) through a delayline using
cascaded digital inverters, the pattern of LOS components and
NLOS components spanning one chip of the PN sequence may
be stored with suitable resolution. Sampling the delayline with
the chip clock (typically in the MHz range) we are able to latch
the signal value as a bit in a clocked shift register. Since we
do not require any clock synchronization, the LOS PN pattern
may occur in any of the RAKE ﬁngers constituted by the shift
registers. In the end we really do not care which one, since we
are doing them all. Correlating bit-patterns is also simple. The
multiplications of cross-correlation are reduced to simple AND
gates. The clock accuracy is only required for the duration of
one PN coded symbol.
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So by using thresholding and continuous time signals, we
are able to design a power efﬁcient impulse radio, correlating
receiver exploring a full RAKE architecture.
The impulse radio transmission scheme has a number of
interesting features.
A. Penetration
Several studies [9] indicate the improved penetration of
impulses in heterogeneous matter. This is demonstrated in
military applications for Ground Penetrating Radar (GPR).
Studies using impulse radio on breast cancer detection are
also promising [10]. The Staderini medical radar experiments
conﬁrm penetration through measurement of heart beat using
impulses.
Impulse radio transmission is obeying the same physical
laws as standard radio. The higher penetration is due to the
wide spectral content of impulses in combination with hetero-
geneous, often layered, structures found in nature. For a given
dimension (thickness of a layer) it is possible to ﬁnd some
frequency with higher penetration due to resonance (matching
wavelength). Impulses are characterized by a wide frequency
content possibly spanning the available 3.1–10.6 GHz fre-
quency band. With UWB-IR it is quite easy to hit one or
more resonating frequencies penetrating quite heavy material.
With narrow band, carrier-based transmissions one primary
carrier frequency is transmitted with little probability of hitting
resonance frequencies.
B. Constructive Interference
As mentioned above unlike fading in carrier based sys-
tems multi-path interference may be constructive in UWB-
IR systems. If proper orthogonal sequences are chosen, very
little interference is occurring, even with a large number of
channels.
C. Improved sensitivity
One of the major improvements for robust communication
is increased sensitivity. The “integration” action of repeated
pulse transmission of the swept threshold radar is equivalent
to increasing number of pulses of the PN codes. By using
longer PN sequences we may relax the detection level of
the RAKE receiver effectively accepting more pulse loss.
Evidently longer PN sequences will reduce the transmission
bandwidth, but we are gaining sensitivity. To what extent
this technique will outperform the sensitivity of carrier based
receivers remains to be seen, but the potential is certainly there.
D. Channelization
It is possible to tune an UWB-IR transmission for a large
number of channels (simultaneous transmissions). If sparsely
populated PN sequences are used, a large number of orthog-
onal PN sequences are available enabling a large number of
channels (only two symbols are required for each channel). In
excess of 100 channels are easy to get with minor interference.
Compared to typically 16 channels in narrowband systems,
UWB-IR is adapting to densely populated environments (like
hospitals).
VI. CONCLUSION
The potential of UWB-IR in biomedical communication is
certainly promising. In this paper we have shown the funda-
mental opportunities of UWB-IR and how technology friendly
solutions exist. We are convinced that future implementations
will meet the demands of biomedical applications.
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CTBV Integrated Impulse Radio Design
for Biomedical Applications
Håkon A. Hjortland and Tor Sverre “Bassen” Lande, Senior Member, IEEE
Abstract—Improving quality of service in wireless communica-
tion links is of vital importance in biomedical applications. Lim-
itations of current technology are evident with a limited number
of channels and prone to fading. In this paper, we are exploring
impulse radio as a feasible technology for health monitoring and
even as novel detached sensors. By exploring advanced deep submi-
cron technology and novel architectures, improved quality of ser-
vice may be granted. Additional interesting biomedical function-
ality of the impulse radio is detached body sensors (short-range
medical radar).
Index Terms—Biomedical, communication, complementary
metal–oxide semiconductor (CMOS), radar, RAKE, sensor,
ultra-wideband–impulse radio (UWB–IR), wireless.
I. INTRODUCTION
T HErapid assimilationofmobile communication is strikingand full coverage is assumed.Hiking in thewildernesswith
the mobile phone as the only security device is quite common.
Both limited coverage and battery-life impose strong limitations
on reliability. Although many wireless services have extensive
coverage, the quality of service (QoS) is currently not at the level
of guaranteed connectivity. In addition to coverage, trafﬁc load
due to a limited number of channels and noise interference are
also affecting service quality. Apparently, the beneﬁt of getting
wireless is greater than the risk of losing information.
As the number of elderly people grows, wireless personalized
health care in the home environment is beneﬁcial for the patient
and for the healthcare provider with reduced costs. However,
current wireless technology is not, by far, good enough for
critical monitoring of vital signs in a dynamic situation. In the
following sections, we will explore wideband impulse radio
using the recently released 7.5-GHz wide frequency band from
3.1 GHz to 10.6 GHz. Although strongly limited in power,
we believe several interesting features may arise, provided
implementations are available in standard complementary
metal–oxide semiconductor (CMOS) technology.
II. FEASIBLE TECHNOLOGY
Several narrowband wireless solutions exist. We will nail
down some of the important issues and point at some feasible
solutions that are adapted for nanometer technology.
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1) Sensitivity. An obvious improvement would be increased
sensitivity of wireless technology. Carrier based, narrow-
band receiver solutions available already have impressive
performance with sensitivity approaching 100 dBm. Al-
though improvementsmay appear, the increased sensitivity
will only be marginal.
2) Capacity. Unlike consumer electronics demands, health
applications do not require a very high data rate. For ex-
ample, monitoring of glucose for diabetes treatment re-
quires less than ten readings per hour.
3) Channels. In health networks used in hospitals crowded
with patients, the number of available channels and
channel interference is a limiting factor. Although
time-multiplexing using time-division multiple access
(TDMA)/code-division multiple access (CDMA) solu-
tions in combination with cellular structures enables a
larger number of simultaneous transmitters, a rather com-
plex infrastructure and overhead are necessary to maintain
good response.
4) Transmission power. In order to maintain connectivity,
carrier-based radio transmission is burning some power
during data transmission. In combination with complex
networking protocols, battery life of portable devices is
limited. This issue is of very high importance for body
implants where very little heating is tolerated.
5) Interference andmultipath fading. Destructive interference
or fading is a major issue with carrier-based wireless sys-
tems. The center frequency of each channel must be care-
fully selected and channel separation must be signiﬁcant
to avoid channel interference. In highly reﬂective environ-
ments (indoor), multipath reﬂection may mix with the di-
rect path signal and attenuate the transmitted signal signif-
icantly (fading).
6) Localization. As inroom or inhouse wireless technology is
adopted for professional and home use, additional func-
tionality is required. The concept of wireless sensor net-
works (WSN) explores a large number of small wireless
nodes for environmental sensing and control [1]. When
network nodes are moving around, accurate localization is
often of vital importance. Current wireless technology pro-
vides low-precision ranging measurements using received
signal strength indication (RSSI) with a couple of meters
precision.
In the following text, we will explore impulse radio solutions
and indicate how these limitations may be circumvented. We
are committed to solutions that are implementable in nanometer
CMOS technology.
1932-4545/$25.00 © 2009 IEEE
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III. IMPULSE RADIO
The concept of impulse radio is the oldest communication
technology explored by Marconi in 1901 using wideband
sparks for wireless communication. The wideband “sparky”
transmission was soon replaced with narrowband, carrier-based
solutions still dominating wireless technology. However, the
U.S. regulating authority (FCC) recently released the frequen-
cies 3.1–10.6 GHz for unlicensed use provided that emission
levels are kept low ( 41.3 dBm/MHz). This new unlicensed
band, often called ultrawideband (UWB), is the largest unli-
censed frequency band ever released. The released frequency
band is wide enough for proper impulse radio applications.
In the following text, we will use the term UWB–impulse
radio (UWB–IR) to denote impulse radio transmission for
the 3.1–10.6 GHz band. Some reported results of using the
impulse-based systems may be found in [2]–[4].
A noticeable exploration of impulse radio technology is the
work by TomMcEwan on micropower impulse radar (MIR) [5],
[6]. Small energy bursts are emitted as impulses (noise) and the
very weak reﬂected energy is recovered using range gating in
combination with signiﬁcant integration (analog). Staderini [4],
[7] was able to recover heart beats remotely by exploring the
MIR architecture. Two important observations of these works
are: 1) the penetration of heavy materials with pulses and 2)
the ability to recover very small amounts of reﬂected energies
using integration. Both of these features are desirable also from
a communication perspective.
Amajor issue of theMIR technique is the fundamental analog
nature in combination with the high-speed sampling required.
The implementation of MIR in low-voltage CMOS technology
is simply not possible and to our best knowledge, we have the
only CMOS implementation of impulse radar [8].
IV. CTBV SIGNAL PROCESSING
To implement systems exploiting the beneﬁcial properties
of UWB-IR, we need circuits which can provide the multi-gi-
gahertz signal processing capabilities required to do so. Not
only do we need to perform analog signal processing at these
high frequencies, but also nonlinear operations, such as pattern
recognition to detect pulses and high-speed sampling to make
radar readouts [9]. In this paper, we will use the term contin-
uous-time binary value (CTBV) signal processing, which ex-
plores clockless, continuous time use of binary logic in standard
CMOS.
Signal-processing domains may be classiﬁed into four cate-
gories according to whether time and value are quantized or not
(Table I). The upper right one, where the value is binary but time
is kept continuous, is what we have called CTBV and which we
will now explore. We will show that this is a signal-processing
domain of its own with a unique set of properties which com-
bines the speed of analog signal processing and some of the ad-
vanced processing capabilities available with digital signal pro-
cessing (DSP). It may not be a replacement for either of the other
signal-processing domains, but it will be able to perform some
tasks at high speeds which the other domains are not capable
of. Another important property is the avoidance of high-speed,
power-consuming clocks.
TABLE I
SIGNAL-PROCESSING DOMAINS
Fig. 1. Clocked digital versus CTBV signal representation.
A. Signal Representation
The signals in the CTBV domain are represented somewhat
different than in any of the other signal-processing domains.
Each signal is a single-bit binary value which is unclocked (i.e.,
a signal which can be either “0” or “1”), with transitions at
any point in time. The data in the signal are thus represented
primarily by the transitions rather than the actual binary value
(Fig. 1). Such signal representation is already widely in use in
coding strategies, such as pulsewidth modulation (PWM) and
pulse-position modulation (PPM). In contrast to regular clocked
digital logic, we see that the CTBV signal representation holds
data of a somewhat analog quality since the transitions do not
have any discrete steps. This means that the data conveyed by
CTBV signals are analog values at discrete points in time.
As a simple example of CTBV signal representation, consider
a pulse with a width of 1 to 2 ns. It could hold an analog value
represented by the width of the pulse.Without phase noise in the
system, this analog value would have inﬁnite precision. When
sending such a signal through an inverter, the inverter will only
add a constant, tiny delay to the time of the transition events
and, thus, the information represented by the timing of these
events is preserved, only a bit skewed in time. Some noise will
be added by passing the signal through the inverter and in this
signal coding, our source of noise is therefore the phase noise
of the logic gates.
B. Processing Operations
CTBV signals can be processed with some specialized op-
erations by using simple circuits made of mostly digital-logic
gates. We will now present a few of the basic signal-processing
operations which we are using for CTBV-coded signals.
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Fig. 2. Examples of CTBV pulse shapers.
1) Delay: Two cascaded inverters provide a simple circuit for
delaying a CTBV signal. The width of pulses will be preserved
through this circuit, so that the signal will not be distorted, only
delayed by a given amount.
In 90-nmCMOS technology, two inverters will provide about
30–40-ps delay, and if even shorter delays are desired, it is pos-
sible to delay signal “A” with, for example, 35 ps and signal “B”
with 40 ps, which gives a relative delay of only 5 ps. In such a
way, fairly high relative temporal resolution is feasible.
By cascading several delay elements, we obtain a “delay
line,” which provides a memory or, perhaps more precisely, a
history of the input signal. For signal processing, this kind of
signal history is often very useful. By sampling intermediate
states of the delay line, or by using the delay line to trig a
sequence of samplers, we may design a system which performs
downconversion of signals from a tens of gigahertz sampling
rate to rates which are much more manageable by conventional
digital logic. This simple, yet very useful architecture has been
exploited in the radar and the RAKE receiver described in this
paper.
2) Logic: Simple combinational logic operations can be ap-
plied to CTBV signals. This will detect coincidental states of
two or more input signals, for example, when both “A” and “B”
are high, whose meaning depends on the exact coding of the
input signals. A more interesting example is to combine logic
with delay elements, which enables detection of patterns in time,
for example, to detect the occurrence of events, such as “A”
going high 100 ps before “B.”
3) Pulse Shaping: By using asymmetric sizing of theNMOS/
PMOS devices in inverters (Fig. 2), it is possible to create cir-
cuits which delay either just the rising or the falling edges of
signals going through them. In this way, we can easily increase
or decrease the width of pulses by a predetermined amount. It
is also very simple to create edge detectors which detect, for
instance, rising edges and create a ﬁxed-width pulse for each
rising edge it encounters (Fig. 2).
4) Sampler: A simple D-ﬂipﬂop or more advanced designs
utilizing instance transmission gates can be used to sample
CTBV signals at high speeds. This can be done to downconvert
signals to lower rates, as mentioned before, or it may even ﬁnd
other uses purely in the CTBV domain. By downconverting the
signal with samplers and doing the rest of the signal processing
in the system with regular digital logic, it is possible to create
hybrid systems which take the best properties from both worlds.
C. Advantages
CTBV signal processing has several advantages over the
other signal-processing domains, and we will now try to list
and elaborate on them.
1) Advanced Processing: CTBV signal processing enables
nonlinear processing operations which analog signal processing
does not provide and which traditional digital signal processing
only provides at much lower frequencies. We can perform
simple pattern recognition in time and across several input
signals; we have the delay line, which is a simple form of
short-term memory, and we can easily conduct high-speed
sampling to continue the signal processing using regular digital
logic, which allows for interesting hybrid system designs.
2) Simple: The most basic CTBV circuits are simply logic
gates or inverters, possibly with asymmetric NMOS/PMOS de-
vices. This gives area-efﬁcient implementations and low-power
solutions, since such digital CMOS circuits only draw power
when switching, unlike analog circuits which often have large
bias currents ﬂowing.
3) High Speed: Many CTBV operations will only be limited
by the gate delays of the technology being used, and in modern
CMOS technologies, thismay only be a few tens of picoseconds.
By using the difference of delays instead of absolute delays, we
can even create operations which have relative time resolutions
way below the gate delays.
4) No Clock: Since CTBV signal processing does not use
clocking, except perhaps at the low frequency for hybrid sys-
tems, we save power and area for clock distribution. The opera-
tions will also be much faster since they do not need to wait for
the next clock period to complete.
5) Low Power: CTBV signal processing is low power since,
as previously mentioned, it uses no clock, is based on simple
digital logicwithout bias currents, and has very simple and small
circuits.
6) Perfect for CMOS: Since ﬁne-pitch CMOS is cheap and
well suited for high-speed digital circuits but not so good for
analog designs, it is a suitable technology in which to imple-
ment CTBV systems. In the following text, we will show a mea-
sured CTBV sampler operating in excess of 30 GHz, which is
a ten-fold increase compared to state-of-the-art clocked micro-
processors.
D. Challenges
There are also a few challenges to keep inmindwhenworking
with CTBV technology.
1) Limited Functionality: CTBV signal processing will
probably not be a general replacement for other signal-pro-
cessing domains since its range of operations is limited and the
signal coding is somewhat unusual.
2) Minimum Pulse Width: Pulses sent through a CTBV
system must have a minimum width in order to avoid signal
loss. For instance, two opposite transitions following each
other closely may become even closer after going through a
circuit since the ﬁrst transition will leave the output a bit off
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Fig. 3. UWB–IR signal-processing domains.
the rail, thus giving the second transition a head start on pulling
the output to the other direction. This will cause the second
transition to propagate faster through the gate than it should
have. A second possible effect is the difference between rising
and falling edge propagation times due to device mismatch.
Due to these effects, we must make sure that the pulses in the
input signals are sufﬁciently wide.
3) Phase Noise: The phase noise introduced by the gates
will be the limiting factor for the SNR of a CTBV system. If
the width of a pulse is considered to be the signal, the phase
noise will be the noise when calculating the signal-to-noise ratio
(SNR).
4) Mismatch: Device mismatch will cause incorrect delays
in delay elements and can cause a difference in propagation de-
lays for rising and falling edge transitions. CTBV systems may
therefore be a demanding design effort.
E. CTBV for UWB–IR Applications
As we have indicated, CTBV is an interesting high-speed
signal-processing domain with processing operations suitable
for UWB–IR applications, such as simple pattern recognition
for detecting UWB pulses. It allows for easy implementation
of UWB–IR systems with multigigahertz signal processing in
standard, cheap CMOS technology, enabling the production of
affordable UWB–IR sensor and communication systems for
biomedical and other applications.
In addition to being used for high-speed front-end processing
in UWB–IR systems, CTBV is also probably suitable as a na-
tive representation for baseband UWB–IR signals. That is, after
pulse detection in a UWB–IR receiver system, we are in a “pulse
event domain” (Fig. 3), where the signal conveys “pulse events
in time,” which matches the CTBV signal representation very
closely.
It is interesting to note that CTBV coding is actually also
found in biology as coding in the nervous system (i.e., a nerve
impulse is continuous in time, but has no information stored
in its amplitude), and can thus be said to be a CTBV signal.
Neuromorphic design [10] is performed in this type of domain.
In summary, CTBV is a rarely used, but is a very interesting
signal-processing domain of its own, with a unique set of pos-
sibilities and limitations. It will probably not replace the more
traditional signal-processing domains, in general, but it can be
used to create simple and efﬁcient hybrid systems together with
these. In the following text, we will show how CTBV coding
may be used for impulse radio technology.
Fig. 4. Swept threshold sampler for radar.
V. SWEPT THRESHOLD RADAR
The swept threshold radar [8] works by transmitting UWB
impulses, then thresholding and sampling the received echo
signal. The digital but unclocked output from the thresholder
is sampled in sequence by a number of parallel D-ﬂip-ﬂops, all
having the thresholder output as their inputs. The D-ﬂip-ﬂops
are set up to trigger one after another in rapid succession, with
two inverters used as a delay element between them. When
the signal has been sampled, a counter connected to each
D-ﬂip-ﬂop is incremented if a “1” was sampled.
Another, more high-level way of looking at this architecture
is to note the integration action of the latch-and-count structure.
As shown in Fig. 4, these integrators are clocked at high speed,
ensuring sampling at different depths with high resolution.
By repeating this procedure while sweeping the threshold
level from below to above the range of the input signal, a full
readout of the received signal is performed. The integrating
action is achieved through repetition since the sampling is
precisely timed. A counter which is clocked, for instance, at
a high peak of the input signal, will sample many “1”s since
the signal is above the threshold most of the time. A counter
clocked at a low peak of the input signal, will sample few “1”s
since the threshold quickly crosses the level of the low peak
and the thresholder output thus will be “0” for that low peak
for most of the sweep. All in all, this architecture samples the
received signal completely, which is assumed not to change
too much during the sampling, at a high sampling rate given by
the delay between the clocking of two adjacent counters. By
removing the clutter of static objects, for instance, by high-pass
ﬁltering the entire readout-curve in postprocessing, we obtain a
radar readout showing movements in front of the antennas.
An important detail is the integration of the white noise which
is added to the received RF signal. This does mean that the
counter values will be a little off from their expected values,
and when repeating the sampling, the counter values will jump
slightly up and down. By increasing the number of pulses sent
during the sweep, the noise can be averaged down to an accept-
able level. An ideal analog averaging sampler would have the
noise reduced according to
(1)
where is the standard deviation of the noise in the input
signal, is the number of repeated samples, and is
the standard deviation of the noise in the recovered signal (i.e.,
after averaging). We can see that by, for instance, increasing the
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number of repeated samples by a factor of 100, the amplitude
of the noise in the readout will be reduced by a factor of 10. Al-
though this is the behavior of an ideal analog average sampler,
the swept threshold sampler actually behaves quite similar, and
for noisy signals, its performance is even quite close to the per-
formance of the ideal analog average sampler [8].
The “digital” integrators (counters) are area efﬁcient. Simul-
taneous sampling at a large number of different depths is easy to
achieve by simply duplicating the integrator and sample with a
delayed clock. The McEwan MIR only samples a single depth,
which, of course, can be shifted back and forth (ranging) to ob-
tain a full readout, but this procedure is time consuming. Since
the sample rate is only determined by the delay between the trig-
gering of the different counters, it can be very high, resulting in
improved depth resolution. By using two inverters as a delay
element in 90-nm CMOS, we have achieved an approximate
35-GHz sample rate, equivalent to a depth resolution of approx-
imately 4.3 mm. Another important property of the digital inte-
grator is the integration time. Unlike a lossy analog integrator,
the “digital” integrator is lossless and when appropriate, the in-
tegration time may be arbitrarily long provided the counter is
designed with a sufﬁcient number of bits.
A. Zoom Thresholder
To convert the analog input RF signal to the CTBV domain,
we use a thresholder (comparator) (i.e., a circuit which yields a
“1” on its binary output when the analog input is above a given
threshold ) and “0” otherwise. The threshold level should be
tunable and the circuit should be able to react to small changes
in the input signal at high frequencies.
We have already presented a CTBV thresholder in [8], and we
will now introduce an improved design called the zoom thresh-
older. The circuit takes its name from the fact that the mech-
anism which sets the threshold level has a few distinct “zoom
levels,” enabling a selectable tradeoff between the tuning range
and precision of the threshold level.
The basic principle on which the zoom thresholder is based
is shown in Fig. 5. A preampliﬁer ampliﬁes the input signal by
a small amount before it is coupled through a capacitor with a
dc-setting resistor on the other side. The dc value of this node
will be , and the ampliﬁed input signal will then swing around
this voltage. Whenever the voltage of this node is above the op-
erating point of the thresholding ampliﬁer, its output will be “1,”
and otherwise, it will be “0.” If, for example, the operating point
of the thresholding ampliﬁer is 0.5 V and is set to 0.4 V,
the ampliﬁed input must reach a peak of at lest 0.1 V in order
to obtain a “1” on the output. And the higher the preampliﬁer
gain is, the lower the peak in the actual input signal will have
to be. A second effect of the coupling capacitor and the dc-set-
ting resistor is that they will act as a high-pass ﬁlter for the input
signal, thus rejecting low-frequency signals which could other-
wise causemasking problems. By using an equivalent resistance
circuit with a tunable value instead of a resistor, for example, a
transconductance ampliﬁer, it is possible to make the cutoff fre-
quency of the high-pass ﬁlter tunable.
For the thresholding ampliﬁer, we want a gain which is as
constant as possible within our signal band. To implement this
constant gain thresholding ampliﬁer, we use a cascade of low
Fig. 5. Thresholder with an adjustable threshold level.
Fig. 6. Zoom thresholder.
gain common source elements designed in 90-nm CMOS, each
with a gain of approximately 2.5. Ten such elements in cascade
will provide an accumulated gain of approximately 10 000.
The primary reason for redesigning the thresholder presented
in [8], was to reduce the ﬂicker noise experienced with the pre-
vious design. The solution to this problem is quite simple—the
signal must be ampliﬁed and conﬁgured with auto-zero circuits
before the thresholding ampliﬁer, as shown in Fig. 5.We see that
the higher the preampliﬁer gain is, the lower the ﬂicker noise in-
troduced by the thresholding ampliﬁer will be compared to the
input signal. So by amplifying the input signal as much as pos-
sible without causing any other problems, the ﬂicker noise will
be reduced by a factor corresponding to the gain of the preampli-
ﬁer. Simple auto-zero feedback keeps the signal within the op-
eration range of the circuits. Errors in , such as noise and dig-
ital-to-analog converter (DAC) quantization errors, will also be
reduced by the same factor. The ac coupling before the thresh-
olding ampliﬁer will ﬁlter out any ﬂicker noise created by the
preampliﬁer. Note that if the input signal is ampliﬁed too much,
though, the tuning range of will not be able to cover the full
extent of the input signal, and the circuit will thus not perform
as expected.
To allow for selectable preampliﬁer gain, we have designed
the zoom-thresholder circuit as shown in Fig. 6. The gain
through the circuit is always ten cascaded common-source am-
pliﬁer elements, but we can now select the number of ampliﬁer
elements to be used for preampliﬁcation, and then use the rest
as a thresholding ampliﬁer. The gain of this comparator may
be too low if few ampliﬁer elements are left for this stage.
However, since the input to the thresholding ampliﬁer then will
be signiﬁcantly ampliﬁed, the combined circuit should still
have the gain expected from a thresholder. If in such a case
should be set near the operating point of the ampliﬁer elements,
the output of the circuit should be somewhere between “1” and
“0,” which would not be as expected. Due to thermal noise on
the input though, the output would probably switch rapidly
back and forth between the two, giving the binary output we
want from the thresholder. The preampliﬁer will be self-biased
with a feedback resistor which must be chosen with care to
ensure stability of this stage. This feedback will make the
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Fig. 7. Sample rate measurement.
preampliﬁer high pass and ﬂicker noise strongly attenuated.
The threshold setting resistor from Fig. 5 has been replaced by
an equivalent transconductance ampliﬁer, but with the input
signal now isolated from the thresholder circuit. To select
the number of ampliﬁer elements in the preampliﬁer stage,
simple transmission gates are used to conﬁgure the circuit
accordingly.
In summary, the zoom thresholder is a thresholder circuit
with a tunable threshold level and a selectable “zoom factor”
and combines low-noise ampliﬁer (LNA) functions with com-
parator functions. The higher the zoom factor is, the smaller the
threshold level tuning range will be, which means that a DAC
with limited resolution controlling the threshold level will es-
sentially get smaller steps, thus giving ﬁner-grained control over
the threshold level. In addition, a higher zoom factor will also
reduce the ﬂicker noise of the circuit more than a lower zoom
factor will.
B. Measurements
The presented swept threshold radar principle has been
successfully implemented in 90-nm CMOS, resulting in an
approximate 1 mm single-chip radar. The design uses the
zoom thresholder which we have just described, and has 128
parallel samplers (i.e., counters, each with 24-b resolution). The
samplers are triggered in sequence, each of them two inverter
delays apart. We will now present some measurements of this
implementation.
1) Sample Rate Measurement: Fig. 7 shows a simple readout
from the radar with a loop cable and a 20-dB attenuator con-
necting the transmitter and the receiver. The lowest zoom level
of the zoom thresholder has been used for these measurements.
On the ﬁrst axis of the plot, we have the sample numbers, 0
to 127, and on the second axis, we have the signal voltage.
The actual voltage levels are only estimated values, so they
might be a little off. An initial delay of 100 unit delays,
each being two inverter delays long, has been used since the
loop cable, about 1 m long, introduces a considerable delay to
the signal. By performing the readout with two different loop
cable lengths, we are able to determine the sample rate of the
radar, since we will then know the difference in propagation
Fig. 8. Threshold sweep measurement.
time for the signal and how many samples that difference cor-
responds to. The two different cables used were about 1 m long
and had a length difference of 10.3 cm. The cable type was
“Suhner Switzerland RG 400/U,” with a signal propagation ve-
locity of 69% of . As shown in the ﬁgure, the two readouts
are almost identical when the curve of the long loop cable is
moved 17.2 samples to the left. The difference in propagation
delay through the two different cable lengths will be
cm km/s 498 ps, which gives a sample
rate of samples ps 35GHz. This cor-
responds to a depth resolution of km/s
GHz 4.3 mm.
2) Threshold Sweep Measurement: Usually, the threshold is
swept from a min to max value, and then the counter values are
only read out after this sweep has been completed. By selecting
one threshold level at a time, sending only one pulse and then
reading out the counters, we are, however, able to see the details
of the swept threshold sampling. Fig. 8 shows such a measure-
ment. An antennawas connected to the radar, the radar was hung
in free air, and the highest zoom level was used for these read-
outs. Several 128-sample windows have been stitched together
to provide the 8-ns view shown in the plot. This is simply accom-
plished by repeating the readout with different initial delays .
The threshold level was swept in discrete steps over a range cov-
ering the upper parts of the input signal. Each step corresponds
to a horizontal line in the plot, each of which are essentially the
CTBV output from the thresholder, sampled at 35 GHz.
Blackmeans “1,” (i.e., the input signal is above the threshold and
white means “0”), that is, the input signal is below the threshold.
We see how the threshold sweeping scans out the shape of the
received signal, and it is easy to see how a vertical integration
of this plot, which is the normal mode of operation, will give a
complete readout of the received signal. Note how the edges of
the shapes are not completely smooth. This is due to noise, and
can, as described earlier, be compensated for by sending several
pulses per threshold level, thus averaging away the noise. Note
also, again, that the voltage levels on the second axis are esti-
mates, and may therefore be a little off from the real values.
3) Noise Averaging Measurement: Fig. 9 shows the effect of
increased noise averaging (i.e., increased number of pulses sent
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Fig. 9. Noise averaging measurement.
per sweep step). In Fig. 9(a), we see 16 repeated readouts, with
only ten pulses per sweep step, plotted on top of each other. This
gives a blurry curve, illustrating the noise in the readout. The
more pulses per sweep step, the less blurry the curve will be. In
Fig. 9(b), the standard deviation for each of the 128 samples has
been calculated from 256 separate readouts. Simply put, this is
a measure of how blurry the ﬁrst curve is, calculated for each
point along the curve. Results from four different pulses-per-
step settings are shown.
We see that the more pulses we send per sweep step, the less
the standard deviation becomes, thus conﬁrming that this actu-
ally reduces the noise. Some horizontal lines are plotted in Fig.
9(b) which indicate the expected standard deviation levels of the
four different pulses-per-step settings. These lines are simply
-lines relative to the upper curve. Although an increased
number of pulses per step reduces the noise, the reduction is not
quite as large as expected for the highest averaging settings. This
is perhaps due to remaining ﬂicker noise in the zoom thresh-
older, which would create some low-frequency noise compo-
nents which cannot be averaged away by the rapidly successive
samplings we are using. To compensate this to some extent, we
have, previous to the standard deviation calculation, removed
the dc component of the curve. A limitation of this approach
though is that the threshold sweeping takes a given amount of
time, during which the value of the low-frequency noise may
have changed slightly. This can cause the lower and upper parts
of an input signal to obtain different “dc-noise” values, thus ren-
dering the dc-removal technique less effective.
We can also see that steep slopes in the input signal cause
an increase in the standard deviation. This is probably because
of jitter noise, since even a slight time shift of the signal would
cause a large amplitude shift at the slopes.
4) Distance Measurement: We are working to establish
accurate distance measurements using the impulse radar. Crude
manual testing indicated distance measurements with mil-
limeter resolution are feasible with RF. The main reason is the
high-speed samplers tracing out the received signal in time.
C. Biomedical Sensor Applications
The short-range impulse radar is basically a novel close range
EM sensor with high depth resolution. Vital signs, such as heart-
beats and breathing, have already been shown to work. Unlike
alternative vital sign sensors (ultrasonic or electric), the impulse
radar does not have to be directly attached to the body usually
appreciated by the users. A number of interesting applications
are appearing, such as the sleep warning in cars or an “intelli-
gent mattress” for hospital beds. Penetration properties of im-
pulses may facilitate accurate distance measurements to heavy
matters and even landmine detectors. The miniature size of 1
mm silicon operating at a 1-V power supply enables a number
of compact, battery-operated gadgets.
VI. IMPULSE RADIO COMMUNICATION
It is also possible to explore impulse radio for commu-
nication. Signiﬁcant efforts have been invested in the IEEE
802.15.4a standard for low-rate wireless personal-area net-
works (WPANs) [11]. One of the proposed physical layers is
impulse radio based, using continuous pulse ultrawideband
(C-UWB). In the literature, a number of coding schemes are
proposed [12] and evaluated. In this paper, we will not treat
or evaluate different coding techniques although they are of
uttermost importance, but concentrate on how the CTBV para-
digm may be explored for power efﬁcient symbol recovery in a
correlating RAKE receiver.
For the purpose of understanding the CTBV processing in the
receiver, we assume a simpliﬁed coding scheme where we have
a small number of symbols such as “0” and “1”. Each symbol
( and ) is coded as a sequence of subnanosecond pulses
[12], [13]. The desired noise-like property is achieved by dis-
tributing the pulses in a pseudorandom pattern in time. The ac-
tual pulse patterns for each symbol are often constructed as a
clocked sequence of “chips” (time hopping) with actual emis-
sions in those chips where PN bits are set. By using pulses, such
as higher order Gaussians, proper ﬁlling of the Federal Com-
munications Commission (FCC)-approved frequency mask is
possible. The coding scheme and simpliﬁed computational ele-
ments are shown in Fig. 10.
From an implementation perspective, the transmission of
symbols as PN sequence is simple, requiring no oscillators
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Fig. 10. Simpliﬁed view of the communication scheme, using an 8-b-long PN
code as an example. The shaded parts utilize CTBV coding.
for carrier generation. These carrier-free transmitters can be
made to be very power efﬁcient and were provided by the
company Novelda AS [14]. Their indicated power consumption
is W at a PRF of 20 MHz. Unfortunately, it is hard to
make a power-efﬁcient receiver due to the statistical symbol
recovery required (i.e., the RAKE), and due to the power
consumption of the input stage.
One major issue is synchronization. Incorporating the clock
in the pseudonoise (PN) sequence will most certainly give unde-
sirable spectral peaks. Aiming for UWB-IR solutions, sampling
rates at several gigahertz are hard to make and are very power
demanding. Again, by exploring the concepts of CTBV-coded
signals, we are able to ﬁnd a power-efﬁcient architecture to
avoid precise clock synchronization.
The concept of RAKE architecture was proposed a long time
ago [15] and sifts through the incoming signal for PN codes
looking for line-of-sight (LOS) and nonline-of-sight (NLOS)
PN patterns. This pure time-domain processing structure is
equivalent to running cross-correlation with some expected
template. With short pulses, patterns due to multipath transmis-
sion may also be recovered and used constructively for symbol
detection. The LOS PN and the NLOS PNs are usually detected
in RAKE ﬁngers. The RAKE function is often implemented as
software on DSPs with typically 2–3 RAKE ﬁngers, known as
partial RAKE receivers.
To facilitate understanding of how CTBV signal processing
can be utilized for power-efﬁcient RAKE receiver implementa-
tions, the receiver signal ﬂow is shown as follows.
1) The incoming RF signal is ﬁltered and immediately thresh-
olded (comparator) by using a tunable threshold level. This
conversion (1-b ADC) is continuous in time and encodes
the incoming signal into the CTBV domain.
2) Since the actual RF pulses are higher order Gaussian
pulses consisting of a few cycles, we “merge” the suc-
Fig. 11. Thresholding, continuous-time full RAKE receiver.
cessive peaks together to a 1-ns CTBV pulse. Each
transmitted higher order Gaussian pulse will now appear
as a 1-ns CTBV pulse and the CTBV sequence should
match the transmitted PN sequence.
3) The CTBV sequence of pulses is then “stored” in a delay
line matching the chip length.
4) With taps of the delay line for every nanosecond (Fig. 11),
we may sample the taps with a chip-rate clock, thus recov-
ering the expected PN sequence.
The CTBV thresholding RAKE receiver architecture [16]
is shown in Fig. 11. The efﬁciency of CTBV circuits enables
implementation of a “full” RAKE receiver, alleviating rigorous
synchronization. Sampling the delay line with the chip-rate
clock (typically in the megahertz range), we are able to latch
the signal value as a bit in a clocked shift register. The LOS
PN pattern may occur in any of the RAKE ﬁngers constituted
by the shift registers. In the end, we really do not care which
one, since we are sampling them all. We may even look for
our desired PN pattern of the NLOS signals by considering
matching in all RAKE ﬁngers. Correlating bit patterns is also
simple. The multiplications of cross correlation are reduced to
simple AND gates. The clock accuracy is only required for the
duration of one PN-coded symbol, acceptable for most simple
crystal oscillators.
So by using thresholding and continuous time signals, we are
able to design a power-efﬁcient impulse radio, correlating the
receiver to exploring a full RAKE architecture.
The impulse radio transmission scheme has a number of in-
teresting features as follows.
1) Improved sensitivity. One of the major improvements for
robust communication is increased sensitivity. The “inte-
gration” action of repeated pulse transmission of the swept
threshold radar is equivalent to increasing the number of
pulses of the PN codes by increasing the length of the PN
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sequence. Intuitively, by having more pulses to look for,
we achieve a higher level of signal integration. Evidently,
longer PN sequences will reduce the transmission band-
width, but we are gaining sensitivity. To what extent this
technique will outperform the sensitivity of carrier-based
receivers remains to be seen, but the potential is certainly
there.
2) Channelization. It is possible to tune UWB–IR transmis-
sion for a large number of channels (simultaneous trans-
missions). If sparsely populated PN sequences are used,
a large number of orthogonal PN sequences are available,
enabling a large number of channels (only two symbols are
required for each channel). Gettingmore than 100 channels
is easy and with minor interference. Compared to typically
16 channels in a narrowband systems, UWB–IR is adapting
to densely populated environments (such as hospitals).
3) Multipath exploitation. In contrast to carrier-based sys-
tems, UWB–IR systems generally beneﬁt from multipath
transmissions due to the short pulse duration (subnanosec-
onds) [13]. This allows us to reduce fade margins [17].
The full RAKE structure enables the combination of most
multipath components. In fact, reﬂections are improving
channel quality.
4) Power efﬁciency. Exploring the CTBV domain for
UWB–IR-based transceivers facilitates an extremely
low-power transmitter and also a correlating receiver for
power-efﬁcient implementation in CMOS. The CTBV
delay line solves the synchronization problem as well as
high-speed clocks for gigahertz sampling.
A single-chip, fully functional UWB–IR transceiver in
CMOS is, to our best knowledge, still not available, although
several companies have worked toward these solutions for a
long time. We believe novel processing paradigms, such as
CTBV signal processing, are required for nanometer tech-
nology. The startup company Novelda AS [14] is pursuing
functional CMOS transceivers based on the CTBV paradigm.
VII. UWB–IR RANGING TRANSCEIVER
The functionality of the presented impulse radar may be
combined with transceiver technology. As indicated, millimeter
distance measurements are achievable by using the high-speed
sampler. The concept of “active echo” was developed by An-
dersen [18] based on the “passive echo” of the impulse radar.
In a master-slave conﬁguration, the slave is actively echoing
a transmitted pulse from the master node. The master node is
using the high-speed sampler for accurate time-of-ﬂight mea-
surement. Knowing the constant delay added by the slave, the
master node can compute the actual time of ﬂight and thereby
the distance between the nodes with high accuracy. Conﬁg-
uring these ranging transceivers in a wireless sensor network
facilitates localization, provided that a sufﬁcient number of
nodes are within range [19]. We expect these ranging UWB–IR
transceivers to outperform current RSSI-based distance mea-
surement with two to three orders of magnitude.
VIII. CONCLUSION
The potential for UWB–IR in biomedical communication
and sensing is certainly promising. In this paper, we have
shown the fundamental opportunities of UWB–IR and how
technology-friendly solutions exist. The novel CTBV design
paradigm has been proven to work for impulse radar implemen-
tations. Power-efﬁcient correlating receiver solutions are also
proposed. The accurate distance measurements of the impulse
radar may be combined with a UWB–IR transceiver by adding
accurate ranging capabilities to wireless technology. There
are strong indications that UWB–IR technology has superior
wireless functionality for biomedical applications.
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Abstract—This paper presents a complete impulse based radar
transceiver integrated on a single chip. The high bandwidth of
the transmitted pulses offers unique penetration abilities and
very high accuracy. By taking advantage of the Continuous Time
Binary Valued (CTBV) design paradigm, some of the main show
stoppers of systems based on traditional digital design techniques
have been removed. This paper explores the advantages and
possibilities of the fully integrated CTBV radar, and introduces
basic background on the Inverse Synthetic Aperture Radar
(ISAR) along with experimental results. Measurments have been
performed that conﬁrm the theory and show that the proposed
nanoscale impulse radar system may be utilized for 2D-imaging
combining low cost implementation with high quality. The
CMOS radar consumes 113mW from a 1.2V/2.5V power supply.
Keywords - impulse radar, UWB, CMOS, ISAR, CTBV.
I. INTRODUCTION
The concept of impulse based radio transmission is the
oldest communication technology explored by Marconi in
1901 using wideband sparks for wireless communication. The
pulse based communication was however soon replaced with
narrowband, carrier-based solutions still dominating present
day communication and radar systems. However, the U.S.
regulating authority (FCC) has released the 3.1-10.6 GHz
frequencies for unlicensed use, provided that emission levels
are kept low (-41.3 dBm/MHz). This new unlicensed band,
often called ultrawideband (UWB), is the widest unlicensed
frequency band ever released, and is wide enough for proper
impulse radio applications. Some reported results of using
the impulse-based systems may be found in [1]–[3]. One
noticeable exploration of impulse radio technology is the work
by Tom McEwan on Micropower Impulse Radar (MIR) [4],
[5], where small energy bursts are emitted as impulses (noise)
and the very weak reﬂected energy is recovered using range
gating in combination with signiﬁcant analog integration.
Staderini [3] and [6], was also able to remotely recover
heart beats by exploring the MIR architecture. Two important
observations of these works are: 1) the penetration of heavy
materials with pulses and 2) the ability to recover very small
amounts of reﬂected energies using integration. Both of these
features are also desirable from a communication perspective.
A major issue of the MIR technique is its fundamental
analog nature in combination with the required high-speed
sampling. The implementation of MIR in low-voltage CMOS
technology is therefore not straightforward and alternative
methods must be explored.
Generally, the main challenge of implementing an impulse
radar system in CMOS is related to the extremely high speed
requirements of the front-end components, and in particular
the sampler. The main task of the sampler is to capture an
analog input signal and store it as digitally readable values,
and its design depends on requirements such as speed, power
and resolution. In our case, the sampler had to capture a
signal with a bandwidth of several gigahertz, which is a very
demanding requirement to meet. By conventional methods,
meeting this requirement would imply the running of high
speed clocks, and consuming large amounts of power and
silicon.
Rather than continuously sampling the received signal,
the proposed topology employs a concept known as strobed
sampling. In Fig. 1 the principle of an Impulse Radar using
strobed sampling is shown. For each pulse transmitted, the
backscattered EM energy is sampled after a given time offset.
This offset represents the time-of-ﬂight of the signal relative
to the time of transmission, which in turn can be used to
represent the distance to the remote object. In strobed sampling
radar systems, highly accurate time offsets, as well as high-
speed sampling, is required. These functions can be hard to
realize with conventional synchronous digital methodologies.
The core circuitry of the strobed sampler used in the pro-
posed impulse radar therefore operates in the continuous-time
domain, without the use of a clock. As shown in Fig. 1,
this technique moves the point where the signal is converted
from continuous to discrete time compared to conventional
systems, where the sampling and time offset relies on a clock
signal. This methodology is the key to achieving time-of-ﬂight
measurement accuracy in the picoseconds range without high
frequency clock signals. Section II presents the CTBV imple-
mentation approach and Section III the theoretical background
of the 2-D ISAR case study. Measured results are provided in
Section IV, while the paper is concluded in Section V.
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Fig. 1. Conceptual block diagram of impulse radar illustrating the principle
of continuous-time strobed sampling compared to conventional sampling.
II. THE CTBV RADAR IMPLEMENTATION
APPROACH
The strobed sampling technique brieﬂy presented in the
introduction does however only provide a single point in
time. A trace of the received signal over time is required in
order to correlate the received signal to a template when,
for instance, searching for reﬂecting objects in the signal
path. The proposed radar topology extends the basic strobed
sampler by exploring the domain of CTBV coding. Unlike
the regular binary valued signals that relate to a clock edge,
the CTBV signal has near inﬁnite resolution in the time
domain. The analog to CTBV conversion is realized by a
high speed 1-bit continuous-time quantizer.
In Fig. 2 the block diagram of the proposed radar system is
illustrated. The transmitter is triggered by the digital control
logic and transmits a 1st order Gaussian pulse. After a given
time offset the high speed sampler is triggered. A 1-bit
quantizer converts the incoming signal to a binary sequence.
This CTBV coded signal is then distributed to a number
of parallel samplers. As in the strobed sampler, the trigger
signal is delayed with a time offset. This trigger signal is
then connected to the parallel samplers, each with a slightly
different time offset. This way, the samplers sample the
incoming CTBV signal in rapid sequence. The output of these
CTBV samplers can then be read as normal digital values.
A. The Average Sampling Technique
With this method the incoming signal will be sampled
at a number of different depths (typically 512) for each
transmitted pulse. Consequently, the proposed impulse radar
is operating like a number of traditional radars in parallel.
However, the previously described CTBV sampler only
samples single bits due to the crude single-bit quantizer. In
order to increase the resolution of the sampled signal, the
signal is converted using a technique called swept threshold
sampling [7]. This technique shares similarities with what is
Frame offset
Sampler
Sampler
Sampler
Sampler
t
t
t
CTBV Quantizer
Threshold
High Speed Sampler
Transmitter
Dig
ita
l I/
O
Reference 
Clock
Baseband
processor
Fig. 2. Block diagram of the proposed nanoscale impulse radar illustrating
the CTBV signal ﬂow in green.
known as a ﬂash or direct conversion ADC.
However, in contrast to the ﬂash converter, only a single
quantizer is used in the swept threshold converter. Instead,
the sampling procedure is repeated while the threshold is
swept over the area of interest. For each threshold step
the conversion result is accumulated in a digital counter.
In a noiseless environment, the resolution of this system
is given by the step size of the threshold sweep. After the
sweep is complete, the converted value can be read from
the counter. Say, for instance, that the threshold was swept
from 0 to 1V in steps of 10mV. For an input of 1V, the
result of this conversion is 100. For an input of 0.6V, the
result will be 60 and for an input of 0V the result is 0. For
noisy or weak signals this procedure can be repeated several
times, which adds processing gain in the form of averaging.
Substantial averaging may be required to recover the received
signal. Fortunately, the digital averagers are simply digital
counters. In comparable systems, lossy analog integrators are
used, limiting integration time. The digital counter-averager
may be extended to count for a long time, only limited
by the number of bits in the counters. In this way the
proposed Nanoscale Impulse Radar opens up the possibility
of adding a large processing gain early in the processing chain.
In addition to the above presented critical front-end compo-
nents, the system comprises a baseband processor controlling
range-gating and the threshold sweeping operation. The circuit
also includes an SPI-controller to interface with a microcon-
troller or a PC via a USB interface. The chip is 2 x 2 mm in
size and has been implemented in a standard 90 nm CMOS
technology from TSMC.
III. 2-D ISAR IMAGING APPLICATION CASE
STUDY
To evaluate the proposed impulse radar system, an evalua-
tion board combining the CMOS radar IC with antennas and
necessary support components was developed. The evaluation
board as illustrated in Fig. 3 is connected to a computer
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Fig. 3. Novelda NVA-R640 Evaluation Board used for case studies and sys-
tem characterization. Antennas were replaced by SAS-571 for measurements.
through a USB interface and controlled using Matlab running
the ISAR signal processing routines. The basic principle of
ISAR imaging is that the impulse radar emits a very short pulse
in time, which is reﬂected from different objects and received
at the receiver antenna. Knowing the velocity of the wave and
the time it takes for the reﬂection to reach the receiver, the
distance the wave has traveled can be calculated using the
well-known formula
D = v ∗ t , (1)
where v is the velocity of the wave, and t is the time
the wave uses to hit the receiver. The total distance the
wave travels is from the transmitter to the object, then
from the object and to the receiver. The distance to the
object is D/2 if the distance between the two antennas
is small compared to the distance to the object, i.e.
D_(TX → RX) << D_OBJECT .
ISAR or Inverse Synthetic Aperture Radar is a technique
used to generate a high resolution two dimensional image
of an object using impulse radar. The image represents a
cross section of the object under test. The ISAR technique
utilizes the rotating movement of an object, and the resultant
reﬂections, to calculate the two dimensional image of the
object rather than moving the radar around the object as with
SAR (Synthetic Aperture Radar). The name inverse comes
from the fact that ISAR is the inverse of the SAR technique,
and the name synthetic comes from the fact that the images
are assembled from subsidiary elements [8]. To create the two
dimensional image of the object under test, the reﬂection from
each point for all angles needs to be evaluated and compared.
This means that the distances to a certain point must be known
for all angles. A reference point also has to be established
to get exact information. An accurate measurement of the
components in the set-up is important to ensure best possible
image processing results.
A. Distance Calculations
Figure 4 shows that the object under test is represented
here as a point P on a rotating platform, with the coordinates
(xp, yp). This point P will change coordinates as the platform
rotates, and therefore the distance the wave travels will also
Fig. 4. Coordinate system setup for ISAR measurement.
change for different angles. The total distance the wave travels
is simply the sum of the distance between the transmitting
antenna and the object (Dtp), and the distance between the
object and the receiving antenna (Dpr) [9]:
D = Dtp +Dpr (2)
For a motionless situation the distances Dtp and Dpr can
be calculated using the Pythagorean Theorem, resulting in the
following expressions:
Dtp =
�
(xp − xt)2 + (yp − yt)2 (3)
Dpr =
�
(xp − xr)2 + (yp − yr)2 (4)
Knowing the initial coordinates of the point P it is possible
to calculate the position for this point for all angles in the
rotation. When the platform rotates, the coordinates to the
point P is transformed into a function of the angle theta:
xp(θ) = xp ∗ cos(θ)− yp ∗ sin(θ) (5)
yp(θ) = xp ∗ sin(θ) + yp ∗ cos(θ) (6)
By substituting equation (5) and (6) into equation (3)
and (4), these equations can, in combination with (2), fully
describe the distance the impulse emitted from the antenna has
to travel before hitting the receiving antenna for all angles of
rotation. An important thing to remember, as shown in Fig. 4,
is that the origin of the coordinate system is the center of
rotation (rc), and the positive x-axis and positive y-axis is in
the east and north direction respectively. If these coordinates
are not measured correctly related to the frame, the produced
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image from the DSP software will not correspond with the
cross section of the object under test.
In order to calculate relative movement, we deﬁne the
distance to the center of rotation, D0, as a reference point.
Using (2)-(6), relative movement can be approximated by
ΔD = D −D0 = (
�
(xp(θ)− xt)2 + (yp(θ)− yt)2 (7)
+
�
(xp(θ)− xr)2 + (yp(θ) − yr)2
−(
�
x2t + y
2
t +
�
x2r + y
2
r)
Since the time delay and the distance are known, the corre-
sponding phase shifts, φ, for frequencies, f , in the spectrum
of the reﬂected pulses can be expressed as
Δφ = 2πfτ = 2πf
ΔD
c
(8)
In the time domain the signals carry information about the
intensity of the reﬂected wave within the time window and the
distance to these points. The time window is the window of
time where the radar records reﬂected waves. The proposed
Nanoscale Impulse Radar takes 512 samples within the time
window with approximately 27 ps time difference, which is
approximately 4 mm spacing between each sample, resulting
in a time window of 2.048 meters. The resulting matrix after
one revolution is then a 512 × M matrix, where M is the
number of steps. To get a quadratic matrix for the signal
processing, and remove samples that are not covering the
object under test, the excess data of the dataset is removed
and results in the M ×M frame shown in Fig. 4. To ensure
that this frame covers the rotating platform, the length of the
time window must be equal to or exceed the diameter of the
rotating platform. This length can be veriﬁed when knowing
the number of steps, which were 288 in this set-up:
M ∗ 0.004m = 288 ∗ 0.004m = 1.152m
The diameter (d) of the rotating platform used in this set-
up was 600 mm, so the frame covered almost two times
the diameter of the platform. The minimum number of steps
needed to cover the 600 mm platform was 150 steps. The
DSP software also includes two ﬁlters to remove noise from
the frame in order to enhance image quality. The ﬁrst ﬁlter
is a DC, or low frequency, noise ﬁlter that ﬁlters out the low
frequency noise of the frame by setting a zero mean in each
frame. The second ﬁlter is a clutter removal ﬁlter that subtracts
the static clutter map from the image to remove reﬂections
from static objects in the surroundings, meaning that the static
clutter map is a dataset of the environment without the object
under test present. There are two ways of doing static clutter
map removal:
• Single clutter map substraction
• Multiple clutter map substraction
Single clutter map subtraction uses only one initial static
clutter map that is subtracted from all frames. This is not
an ideal method since the intesity of static reﬂections change
slightly as the platform rotates. Therefore, a multiple clutter
map subtraction can be used to further enhance the image
quality. To utilize this method, a static clutter map must be
captured for all angles, meaning a full revolution providing an
M ×M matrix with M static clutter maps that are subtracted
from the respective frames. As a result, two complete revo-
lutions will occur for each recording. One for creating static
clutter maps for all angles, without the object present, and the
other for measurement data of the object under test.
B. Pixel Intensity
To calculate the pixel intensity for every pixel (xpix, ypix)
in the M ×M matrix, an FFT is performed along the time
variable dimension of the recorded data:
Sθkfn = FFT {s
θk
tn} (9)
where S denotes the Fourier transformed matrix, s the
measurement matrix and θk, fn and tk are indexes of an-
gle, frequency and time of ﬂight respectively. Each sample
of the transformed matrix Sθf is then multiplied with the
corresponding phase shift derived from (8). This is to shift
the reﬂected pulses from pixel coordinates (xpix, ypix) on the
rotating platform for all angles back to the reference point:
Sˆθkfn(xpix, ypix) = S
θk
fn
e−jΔφ (10)
Finally the intensity of each pixel can be calculated from the
inverse Fourier transform of Sˆ, sˆ, by summing up the samples
that correspond to the reference point M/2:
I(xpix, ypix) =
�
k
sˆθkM/2 (11)
IV. EXPERIMENTAL RESULTS
Several objects were tested grading from low complexity
to higher complexity. Different initial coordinates were also
used to conﬁrm the usability of the DSP software. The
dataset can be down-sampled with a factor X to reduce the
runtime equally, but the trade-off is lower image quality. The
images presented in these results are not down-sampled. It is
to be noted that the reference line has been shifted around
M/2 to get better results. This is due to inaccuracies in the
measurement set-up. The reference line number is displayed
at the top of the processed image.
The ﬁrst object under test was a metal can with dimensions
115x60x200 mm placed at the center (0,0) of the rotating
platform, see Fig. 5. The processed image shown in Fig. 6
clearly veriﬁes these dimensions and coordinates. It is to be
noted that there are some visible reﬂections from the rotating
platform and the environments in the image, which could be
reduced by addressing some of the sources of error discussed
later in this paper.
The second object under test was a wooden box with
dimensions 350x350x290 mm with an aluminum foil covered
cardboard box inside. The box inside was rotated 45o relative
to the wooden box, and the wooden box was placed at the
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Fig. 5. Test setup 1 - Metal can on rotating platform.
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Fig. 6. Processed image of object illustrated in Figure 5 where the edges
are clearly visible.
center of the rotating platform at coordinates (0,0). This was
to see if an object within another object could be detected.
Figure 8 shows the processed image of the object under test,
and it is easy to spot the wooden box with the aluminum foil
covered box inside. The center coordinates of the object and
the size are correctly displayed. The squares inside of the box
are due to constructive interference from waves reﬂected in
corners [10].
The third object under test was a plastic egg tray from an
egg boiler with three uncooked eggs in it shown in Fig. 9. In
addition to placing the eggs 200 mm closer to the antenna, the
eggs were placed 50 mm off the center line at x=0 to see if the
image would capture the small displacement. Figure 10 shows
the processed image of the object under test. The processed
image clearly shows the three eggs located at (0.05,0.2), which
corresponds with the initial state since the eggs were placed a
bit off the center line.
Inspecting the results from these measurements, it is clear
Fig. 7. Test setup 2 - Wooden box on rotating platform with an aluminum
foil covered cardboard box inside.
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Fig. 8. Processed image of object illustrated in Figure 7 where both the
outer and inner objects are clearly visible. The regular patterns are due to
constructive interference.
that a two dimensional image of the cross section of an object
under test can be acquired using the ISAR technique, even with
quite complex objects. The results show that the initial position
of the object is correctly displayed in the coordinate system,
and the size of the objects matches the physical dimensions
of the objects. The results also show that it is possible to both
detect objects of different materials, not only metal or good
conductors (reﬂectors), and to see through matter. The end
results are calculated using measurement data that has room
for improvement, which could enhance the image quality if
addressed:
- A more accurate measurement of the components’ coor-
dinates in the set-up.
- Antenna position. What is the exact location of the
antennas (xt, yt) and (xr , yr)? The centers of the coax
input/output from antennas were chosen as antenna posi-
tion.
978-1-4673-0658-4/12/$31.00 ©2012 IEEE 0718
APPENDIX A. PAPERS PAPER 5. CMOS NANOSCALE IMPULSE RADAR UTILIZED IN
2-DIMENSIONAL ISAR IMAGING SYSTEM
195
Fig. 9. Test setup 3 - Plastic egg dispenser with three raw eggs on rotating
platform.
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Fig. 10. Processed image of object illustrated in Figure 9 where the three
eggs are clearly visible.
- Uneven steps of the step motor meaning that the angle
used in DSP calculations may differ from the actual angle
which is:
360o
288steps
= 1.25o ∗ step−1
- Only single clutter map subtraction was used.
- More static environment (a person was present during
measurements)
- Streaming frames from radar instead of one shot to keep
same temperature and therefore delay for each frame [11].
The Nanoscale Impulse Radar has been characterized
through tests and measurements and the main parameters of
the system are listed in Tab. I.
V. CONCLUSION
In this paper a complete impulse based radar transceiver
integrated on a single chip has been presented and utilized
Parameter Value Unit
TX Pulse Generator 1st order Gaussian NA
TX bandwidth unﬁltered (-10dB cutoff) 0.85 - 9.6 GHz
TX nominal output power -19 dBm
TX maximum PRF 100 MHz
RX sensitivity -95 dBm
RX input threshold resolution 13 bits
RX equivalent sampling rate 39 GS/s
RX frame offset step 4 mm
Supply voltage core/IO 1.2/2.5 V
Power consumption (Max utilization) 113 mW
TABLE I
MEASURED KEY SYSTEM CHARACTERISTICS
for 2-D ISAR imaging. A resolution in the millimeter-range
is achieved due to a combination of high bandwidth of the
transmitted pulses and a very high speed Continuous Time
Binary Valued (CTBV) strobed sampler. The ISAR technique
was used to generate 2-D images of different objects using one
single stationary radar system. The measured results support
the related theory and conﬁrm that the single chip Nanoscale
Impulse Radar is a viable and low-cost alternative to more
complex imaging in application areas such as airport luggage
and full-body scanning, due to its penetration, positioning and
precision properties.
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Abstract—In this paper, we present a novel symbol detector ar-
chitecture using time-domain running cross-correlation intended
for impulse radio UWB communication. A bold new perspective
on system design processing (CTBV) completely in continuous
time is proposed and an implementation is carried out in
90 nm TSMC low power process technology. By exploring CTBV
coding and unique combinational circuits for signal processing
operations, a fast and power efﬁcient solution is found to be
feasible for clockless CMOS implementation.
I. INTRODUCTION
Almost a decade after the FCC release of the unlicensed
ultra wideband (3.1 GHz–10.6 GHz), widespread use of this
UWB band is still pending. Even with several commercial
efforts [1][2][3] for single chip CMOS UWB solution, no
real breakthrough has been made. Although several efforts for
communication standards have been made [4], no efﬁcient so-
lution in standard CMOS is available. In spite of potential high
performance with additional functionality like high-precision
localization, power efﬁcient, competitive CMOS solutions are
hard to make. The combination of microwave frequencies with
ultra wideband signal processing is a major challenge even
with nanometer technology.
The major obstacle towards a power efﬁcient UWB ra-
dio solutions are complicated channel estimation, accurate
synchronization and high resolution clocks [5]. Due to the
large bandwidth of UWB, the channel is extremely frequency
sensitive and the received signal contains a large number of
resolvable multipath components. Hence require RAKE or
correlation receivers to take full advantage of the available
signal energy. Because of complexity constraints, a RAKE
receiver processes only a subset of the total number of
received multipath components [6]. To mitigate the issues of
the correlator receivers, different conﬁgurations have been pro-
posed [6][7][8]. Most implementations sacriﬁce performance
for low complexity operation and lacks a power efﬁcient
CMOS implementation aiming towards a single chip solution.
At the Nanoelectronics group, Dept. of Informatics, we
have brought forward a different way of designing impulse
radio (IR-UWB) based systems using pure time-domain sig-
nal processing. The Continuous-Time Binary-Value (CTBV)
approach is simply based on inherent, process-dependent gate
delays. By avoiding clocks, power efﬁcient solutions are
feasible in standard CMOS. Although process variations pose
signiﬁcant challenges, high-speed and power-efﬁcient CMOS
implementations have been demonstrated [9][10]. A similar
approach is proposed in [11] called as Continuous-Time
Discrete Amplitude (CTDA). The continuous time sampling
systems compared to the discrete time avoids quantization
noise and clocks [12]. Also continuous time systems has
fewer distortion components at frequencies within the band,
input activity dependent power dissipation and fast response
to sudden input variations [12].
In our current work, we explore CTBV coding for power
efﬁcient impulse radio (IR-UWB) receivers. Impulse radio
based communication systems are characterized by simple and
power efﬁcient transmitters, while receivers are complicated
and hard to make. These receivers are often called correlating
receivers because template matching is required [13]. Running
cross-correlation is often power demanding. However, simple
and power-efﬁcient solutions are feasible using CTBV coding.
To compensate for the process mismatch a simple initial
calibration is required.
A novel symbol detector in time-domain implementation is
proposed in this paper, which overcomes the shortcomings of
the conventional correlator receivers without any increase in
the complexity of the receiver structure using CTBV approach
and signal processing operations using unique combinational
circuits. The symbol detector is based on cross-correlation
symbol-detection, storing the incoming signal using the delay
elements (equivalent to the chip rate) and performing cross-
correlation with the reference template. The advantages of
the proposed symbol detector is the following: (1) Power
efﬁcient CMOS implementation: We can implement efﬁcient
cross-correlator using simple combinatorial logic instead of
the complex multi-gigahertz DSPs, giving low cost and power
efﬁcient solution. (2) CTBV domain: The proposed symbol
detector uses CTBV signal coding completely without power-
demanding clocks. CTBV coding combined with suitable bi-
nary signal processing solutions give the speed of analog signal
processing and some of the advanced processing capabilities
available with digital signal processing [14]. The computa-
tional efﬁciency is shown with the high speed sampler of an
impulse radar in CTBV implementation with sampling rate
exceeding 30 GHz[9]. (3) Delay calibration: Suitable timing
is accomplished by cascading several unit-delay elements
(inverters) combined with calibration. The performance of the
CTBV solutions is only limited by the gate delays and scales
well with process technology.
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II. UWB SYMBOL DETECTOR ARCHITECTURE
The UWB symbol detector architecture as shown in Fig. 1
consists of a pulse extender, tunable delay elements, template
register, correlator, continuous time counter, thresholder and
the data readout.
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N-bit template 
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coded digital 
output
LNA Quantizer
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Fig. 1. Block diagram of the receiver.
The proposed symbol detector is based on Code Divi-
sion Multiple Access (CDMA) coding, which uses unique
spreading codes. The principle of the symbol detector is as
illustrated in Fig. 2. The incoming pulses are ampliﬁed through
a LNA and passed to a single-bit quantizer. According to
the deﬁned threshold voltage, the 1-bit quantizer converts the
incoming pulse into CTBV signals. For increased detectability
the quantizer output is pulse extended using an adapted digital
circuit. The incoming bit-sequence is stored in a delayline
and correlates with the template in continuous time. In CTBV
coding, correlation refers to the matching of incoming ’1’s
with the input template. The correlated output are counted and
coded as a thermometer coded digital output. The matching
result may then be thresholded with an appropriate detection
level using the thresholder. The different processing blocks are
explained, as follows.
A. Pulse Extender
The output of the quantizer may be very short pulses
(<100 ps duration). For proper signal processing time, a
simple pulse extender is inserted in the signal path. The
schematic of the pulse extender as shown in Fig. 3b, expand
the pulse width of the incoming symbol by prolonging the
rise time of the inverter using a weak PMOS. The RC time
constant is tuned according to the desired pulse width and is
recovered by a schmitt trigger. The slow rise time is prone
to jitter and process variations, but can be compensated by
tuning, to some extent. The pulse extender can be stretched to
a maximum value of ≈3 ns.
B. Delay Line
The delay line consists of N-1 delay elements of delay time
T as shown in Fig. 3a. The cascaded delay elements provides
a history of the incoming signal. By tapping the delay line
in suitable intervals matching the chip-rate of the transmitted
symbol, the symbol code should appear simultaneously as a
Delay 
elements 
output in 
continuous 
time
Correlator 
output
Counter 
output
Thresholder
output
Threshold level
Fig. 2. The symbol detection (Example-110101).
bit-pattern. As the decision time for the pulse is limited by the
pulse extender, the mismatch between the taps must be tuned.
We have developed a tunable delay element matching the
chip-length. The tuning or calibration procedure is achieved
by programming each delay element through coarse-tune and
ﬁne-tune register settings using a SPI controller. The coarse
delay can be tuned to a maximum value of 16 ns with a
resolution of 0.5 ns and the ﬁne delay can be tuned to a
maximum value of 1.6 ns with a ﬁne resolution of 0.05 ns.
The delay time T of a single element is ≈21.6 ns (ﬁxed
(4 ns) + ﬁne tune (1.6 ns) + coarse tune (16 ns)). The coarse
delay element uses the delay structure as shown in Fig. 3c,
which consists of cascaded NMOS and PMOS structures,
giving increased gate delay with minimal area overhead. This
delay structure is one ﬁfth of a coarse delay element which is
≈0.1 ns. An average inverter gate delay is ≈15 ps, which is
limited by the process technology. For unit delays with chip
length of ≈20 ns we expect 0.05 ns resolution to be sufﬁcient.
N-1 delay elements
Tunable bits Tunable bits
TN-1T1
(a)
(b) (c)
Weak PMOS
Fig. 3. (a) Overview of the delay line. (b) Schematic of a pulse extender.
(c) Schematic of a 0.1 ns delay structure.
C. Correlator
The taps from the delay line are correlated with the input
template using the N-bit correlator in continuous time. Since
the symbol detector is designed for detecting occurrences of
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pulses (bit ’1’) in the received symbol, the correlated output
consists of a sequence of bits where matches are indicated by
’1’. The remaining computation is to compute number of ’1’s
at the correlator output.
D. Continuous Time Counter
The novel continuous time N-bit counter is implemented
using 2-input multiplexers, arranged in columns as shown in
Fig. 4. As more matches occur, ’1’-bits are routed to the
outputs. The number of matches between the incoming bit-
sequence and the template register will continuously appear at
the counter output as a thermometer-coded value. The inputs
into the counter has been skewed in time to compensate for the
difference in propagation between the different counter inputs.
The pulse stretching just gives us some safety margins.
0
’1’
N-bit continuous time 
counter
’0’
1
N-bit T emplate Corr elator
0
1
0
1
0
1
Thermometer 
coded digital 
output
Template registerOutputs from the delay elements 
N-bit
Fig. 4. Block diagram of an N-bit continuous time counter.
E. N-bit Thresholder and Data Readout
The output from the continuous time counter is analyzed
through the block shown in Fig. 5. The matching thresholder
block consists of the N-bit threshold register, N-bit thresholder,
glitch remover circuit and the output readout.
1) N-bit Thresholder: The N-bit threshold register can
be programmed through the SPI controller according to the
required matching for symbol detection as shown in Fig. 5.
Depending on symbol code, the appropriate threshold may be
set. The N-bit thresholder logic compares the thermometer-
coded output from the cross-correlation with the thresholder
register setting for continuous symbol detection. The symbol
may be sent multiple times for improved symbol recovery
(adds the processing gain). For a given matching threshold
set by the threshold register, we may continuously check for
match by simply AND-ing with the counter output and then
OR-ing to get the symbol detection.
0
0
0
0
1
1
0
0
0
0
1
0
Glitch 
remover
SR latchReset
1 0
Counter output
(digital thermometer 
coded value)
Matching
threshold 
register
N-input 
OR gate
Data out
Fig. 5. Block diagram of the thresholder.
2) Glitch Remover: To prevent any undesired glitches at the
output of thresholder circuit, the correlated output is passed to
a glitch remover circuit as shown in Fig. 6. The circuit is based
on the pulse extender circuit and is simply a combination of
two pulse extenders.
Pulse 
extender
Pulse 
extender
Fig. 6. Glitch remover.
3) Output Readout: The occurrence of symbol detection in
continuous time is analyzed using the SR latch.
III. SIMULATION RESULTS
A 32-bit symbol detector was designed and implemented
using the TSMC 90 nm low power process technology. The
top level layout of the symbol detector is as shown in Fig. 7.
All the complex signal processing operations are performed
using basic combinational logic. In order to achieve high data
rates, we can increase the chip-rate but in practical systems we
are limited by the inter-symbol interference. We designed for
a chip duration of 10 ns with pulse extended to 2 ns. A symbol
size of 32 bits were used since the choice of delay taps play
a signiﬁcant role in the system performance [6]. Post-layout
simulations on different blocks using Cadence is performed
for validation of the proposed design.
The short signal from the quantizer output are stretched by
the pulse extender circuit as shown in Fig. 8a. The received
bit-sequence is stored in the 32-bit delay line. The transient
simulation results of a single delay element with all the
enable bits tied high (maximum length) is shown in Fig. 8b.
Each delay element is designed such that they are tunable
up to 35 ns. This is important to have enough decision time
to sample the incoming pulse in the continuous time. For
improved readability, the transient simulations of the counter
for a 5-bit symbol representing the thermometer coded digital
value is as shown in Fig. 8d for the corresponding input
sequence as shown in Fig. 8c. The maximum delay of this
counter are approx. 2.5 ns. The occurrence of the bit ’1’ in
the thermometer coded counter outputs are detected with the
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Fig. 7. Layout of the receiver.
appropriate setting in the threshold register as shown in Fig. 5.
The detected signal is validated through the glitch remover
circuit to get rid off any pulses shorter than 100 ps as shown
in Fig. 8e. The glitch free detected signal will set the SR latch
and read out for further analysis.
IV. CONCLUSION
In this paper we are proposing a novel continuous-time
symbol detector for impulse radio receivers suitable for power
efﬁcient implementation in standard CMOS. A running cross-
correlation is used for symbol recovery. Post-layout simulation
validates the proposed architecture. The performance will be
veriﬁed by measurements of a test chip fabricated in 90 nm
CMOS using TSMC technology.
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My Contributions to This Paper
This paper presents a continuous-time RAKE receiver or symbol detector. I came up with the
design for much of the system and many of the circuits. One of the important points in the paper
is to improve the control of the pulse widths through the system by designing the delaylines more
robust against process variations and by using active pulse width controller blocks. I helped
design both of these solutions and the algorithm used for tuning delays and pulse widths. I
also made the symbol code used here, I designed the continuous-time counter together with
my supervisor, and made the SPI and microcontroller system which is used to control the chip.
Furthermore, I created the symbol detection principle plot, and I also helped review the paper.
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Abstract—RAKE based receivers are the most challenging
receiver due to its hardware implementation complexity. To
build a cross-correlating RAKE receiver with on-off keying pose
signiﬁcant design challenges due to multipath components. Also
process variations in 90 nm CMOS technology impose signiﬁcant
challenges in the clockless system. In this paper, a simple coherent
RAKE receiver using single-bit correlation in continuous time is
reported. A working chip with fully integrated digital symbol
detection without any clocks, ADC and ﬁlters for simple and
power efﬁcient CMOS implementation. Optimal design of the
delay elements in the tapped delayline and the use of pulse width
controller blocks (PWC) along the delayline allows narrow pulses
through the system. The optimized delayline combined with the
continuous-time high speed counter and the match thresholder
constitute a complete continuous-time RAKE receiver in CMOS.
Initial chip measurement shows that a data rate of 1.5 Mbit/s
with a power consumption of 0.78 mW was possible.
I. INTRODUCTION
Even though viable UWB systems are not in widespread
use, there are many published papers which show great poten-
tial towards short range communications requiring low power
and low data-rate [1]. Ultra-wideband impulse radio (IR-
UWB) is a promising technology due to its good resolution.
According to [2], channel estimation, accurate synchronization
and high resolution clocks forms the bottleneck to realize a
power efﬁcient UWB radio solutions. UWB signals require
RAKE or correlation receivers to take full advantage of the
available signal energy over a large bandwidth. Because of
complexity constraints, a RAKE receiver processes only a
subset of the total number of received multipath components.
To mitigate the issues of correlator receivers, different con-
ﬁgurations have been proposed [3]. Most implementations
sacriﬁce performance for low complexity operation and lacks a
power efﬁcient CMOS implementation aiming towards a cost
efﬁcient single chip solution. Even if the receiver complexity
is overcome by digital techniques, current solutions require an
ADC with high sampling frequency to sample and quantize the
received signal [3].
Continuous-Time Binary-Value (CTBV) signal processing
for IR-UWB systems has been developed [4] which is sim-
ply based on inherent CMOS process-dependent gate delays
combined with a coarse quantizer or a single-bit ADC. By
avoiding clocks, power efﬁcient solutions are feasible in
standard CMOS. The performance of the CTBV solution is
limited by the gate delay and improves with technology scal-
ing. Although process variations pose signiﬁcant challenges,
high-speed and power-efﬁcient CMOS implementations have
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Fig. 1. Pulse disappearing across the delayline.
been demonstrated using unique combinational circuits [5]. A
similar approach is proposed in [6] named Continuous-Time
Discrete Amplitude (CTDA). The continuous time sampling
systems compared to the discrete time avoids quantization
noise and clocks [7]. Also continuous time systems has fewer
distortion components at frequencies within the band, input
activity dependent power dissipation and fast response to
sudden input variations [7].
A symbol detector using CTBV coding in time-domain
implementation may provide power-efﬁcient solution in con-
ventional correlator receivers with minor increase in receiver
complexity. The symbol detector in [8] is based on CTBV
coding symbol-detection, storing the incoming signal in a
suitable delayline (matching to the chip interval) continuously
performing cross-correlation with the reference template. The
major challenge of continuous-time symbol detector is the
process variation and mismatch, due to which short pulses
disappear in the long delayline. In [8], measurement results
showed around 1 ns of pulse shortening per delay element
(DE) throughout the delayline. Given the fact that the IR-
UWB pulses can have components less than 1 ns, the incoming
pulses in the symbol may disappear in the delayline as shown
in Fig. 1. Disappearance of pulses in the delayline posed a
signiﬁcant challenges to realize a CTBV symbol detector on
chip. Also since CTBV system does not use any clocks for
198978-1-4673-1295-0/12/$31.00 ©2012 IEEE
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Fig. 2. Block diagram of the continuous-time rake receiver.
symbol detection, process variation and mismatch are very
problematic leading to synchronization issues.
In this paper, we explore CTBV coding for power efﬁcient
impulse radio receivers and the focus is on continuous-time
symbol detector. We have shown that with careful design of the
delay elements (DE) combined with proper initial calibration
have reduced the process variation impact on the delayline.
Also we have designed pulse width controllers (PWC) in the
delayline maintaining pulse width throughout the delayline.
The rest of the paper is organized as follows. II gives an
overview of the continuous-time rake receiver. III gives an
detailed description of the symbol detector architecture and the
design methodology to mitigate the issue of pulse shrinking.
Measured results of the chip are explained in IV.
II. CONTINUOUS-TIME RAKE RECEIVER
The block diagram of a continuous-time CTBV receiver is
as shown in Fig. 2. A single ended 1-bit quantizer with tunable
threshold setting is at the receiver front-end. The quantizer is
essentially a thresholder continuously comparing the incoming
signal to a threshold voltage, giving a digital output which is
a CTBV coded signal [9]. The optimal threshold value for the
quantizer is a trade-off between noise and the shorter pulse
width signals, which is an iterative process to ﬁx. Also the
dependency of temperature and process variation complicates
this process. Hence the threshold is set high enough to get
rid most of the noise and other ringing effects, and with
the help of pulse extender the signal is reconstructed with
sufﬁcient pulse width to pass through the deep digital logic
of the symbol detector. The pulse extended CTBV signal is
then cross-correlated with a symbol template to detect the in-
coming symbol in the symbol detector block. Thus performing
both threshold detection and the correlation detection on the
incoming signal, we are able to detect the symbol.
III. CONTINUOUS-TIME SYMBOL DETECTOR
ARCHITECTURE
The continuous-time symbol detector architecture (Fig. 3) is
designed for a symbol length of 32, which consists of delay-
line, correlator, counter and match thresholder. The quantized
output may be very short pulses and hence pulse extended
using an adapted digital circuit. The basic working principle of
the continuous-time symbol detector is as shown in Fig. 4. The
CTBV pulse sequence is stored in a delayline and correlated
with the template in continuous-time. The symbol detector is
based on on-off keying (OOK) and hence correlation refers to
the matching of incoming ’1’s with the input template. The
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Fig. 3. Schematic of the symbol detector.
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correlated output are counted and coded as a thermometer
coded digital value using the high speed counter. The counter
output may then be thresholded with an appropriate detection
level using the match thresholder. By setting a threshold value
in the match thresholder, we can efﬁciently detect the number
of pulses in the incoming symbol.
A. Delayline
By tapping the delayline in suitable intervals matching the
chip-interval of the transmitted symbol, the symbol will appear
simultaneously as a pulse pattern. The delayline consists of 31
delay elements (DE) to process the incoming 32-chip symbol.
Each delay element consists of coarse and ﬁne tune, wherein
coarse delay element is designed using cascaded NMOS and
PMOS structures and ﬁne tune delay elements are designed
using the minimum sized inverters (limited by the process
technology). The process dependent variation, mismatch, and
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jitter impacts the delayline and thus the most critical block in
the RAKE based systems. The above mentioned impact in the
delay element causes variation both in the pulse position and
also the pulse width of the incoming symbol.
Any mismatch in the delay element is calibrated to match
the chip-interval of the incoming symbol. The tuning or
calibration procedure is achieved by programming each delay
element through the coarse-tune and ﬁne-tune register settings
using a SPI microcontroller. With respect to the ﬁrst delay
element, the second delay element is tuned such that they
have maximum overlap in pulse width between them. With the
ﬁrst and second correlators enabled, we only have 2 symbols
aligned in time. By setting the match thresholder to 2, pulse is
detected at the output if the ﬁrst and the second delay elements
are tuned properly in time. In the similar way, other delay
elements are also tuned with respect to the ﬁrst delay element.
In-depth details of the calibration is beyond the scope of this
paper and will be published in future.
The delayline consists of long chain of multiplexers and
inverters, which forms asymmetrical capacitive loading to the
signal path. The inverters in the delay element are hence
carefully designed such that their pulse width variation are
the same irrespective of the different capacitive loading as
shown in Fig. 5. Thus any shrinking in the pulse width is
balanced out by the inverting and non-inverting logic present
in the delayline. Further variation in the pulse width of the
incoming symbol can be tuned by the pulse width controller
blocks (PWC) present in the delay element. As variation and
mismatch causes an uncorrelated effect on the delayline, the
pulse width of the incoming pulse after each delay element is
either extended or shrinked using the PWC.
B. High Speed Correlation
There are different analog and digital correlators avail-
able that are suitable for a wideband correlation. Straight
forward implementations of the digital correlators are very
power hungry demanding fast DSPs to perform several giga
multiplications and adds per second [10]. On the other hand,
analog implementations are very sensitive to noise and process
variations [11]. In this paper, the symbol detector uses a digital
correlator based on a simple AND gate, which continuously
Fig. 6. Layout of the CTBV system.
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correlates the delayline output and detects the number of
pulses (number of correlation matches) in the received symbol.
By avoiding fast clocking registers and parallelism, the corre-
lators are very power-efﬁcient and at the same time performs
high speed correlation without any overhead. The detected
number of pulses at the correlator output are continuously
routed to the counter output as a thermometer-coded digital
value, which simpliﬁes the readout circuitry.
The match thresholder consists of a multiplexer, which
is programmed through the SPI controller. Depending on
the detected number of pulses in the incoming symbol, the
appropriate threshold may be set. The output circuitry consists
of a continuous-time threshold sampler [5] and an integrated
symbol generator which uses the Gaussian pulse generator [12]
to generate the required symbol for transmission.
IV. MEASURED RESULTS
A continuous-time symbol detector was designed and fabri-
cated using the TSMC 90 nm low power process technology.
The top level layout of the CTBV system showing the symbol
detector is as shown in Fig. 6. A symbol size of 32 chips were
used since the choice of delay taps play a signiﬁcant role in the
system performance. Increasing the number of chips is a trade-
off between the hardware implementation and the processing
gain. In order to achieve high data rates, we can increase the
chip-time but inter-symbol interference has a limit on this.
Hence a chip-time of 20 ns with pulse width around 5 ns was
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used. With optimal design of delay elements along with the
use of PWC blocks, we are able to see the pulses across each
delay element without getting shrinked. This is obvious in
Fig 7, which also indicates that most of the static variations in
the chip time are ﬁxed to some extent in the delayline through
the calibration technique.
For the purpose of measurement, a symbol pattern based on
gold code (auto-correlation = 16 and cross-correlation = 8) was
transmitted as shown in Fig. 9(a). Each pulse in the symbol is
a Gaussian pulse as shown in Fig. 8. More detailed description
of this transmitter is beyond the scope of this paper and will be
published in future. The correlator detects the presence of 16
pulses in the symbol and the counter counts this 16 pulses as a
thermometer coded value. If the incoming symbol matches the
symbol template and by setting the match thresholder to 16
(maximum pulses), the symbol is detected and a pulse is seen
at the output of the symbol detector as shown in Fig. 9(b).
The data rate (1/((Tchip ∗ Ns + Tquiet) ∗ nrepetition)) is
calculated as 1.5 Mbit/s. Tchip is the chip interval and Tquiet
(≈ 30 ns) is the assumed quiet period after every symbol
transmission. nrepetition gives the number of times symbol
is transmitted. Ns corresponds to number of chips. The power
consumption of the symbol detector is 0.78 mW and the
energy consumed is around 15.6 pJ/pulse. Initial measured
results shows that the processing gain increases the chance
of symbol detection although it reduces the data rate. The
coherency of the symbol detection is obtained since cross-
correlation is running in continuous-time and the detection
pulse will be issued immediately when matching occurs. This
feature may be further explored for precision ranging in
localization architectures.
V. CONCLUSION
A coherent CTBV symbol detection using running cross-
correlation without any clocks at a data rate of 1.5 Mbit/s was
designed in 90 nm CMOS technology and initial measured
results are provided. With the careful design of delay elements
and pulse width controller blocks, the pulse shrinking effect
throughout the delay line has been reduced. The novel receiver
architecture is a promising solution for IR-UWB receivers
solving some of the fundamental implementation limitations
of conventional RAKE architectures.
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Abstract—Precision ranging is a key factor for localization in
wireless sensor networks. Most reported ranging solutions are
limited by clock frequency or clock synchronization. With the
combination of continuous-time binary value (CTBV) technique
and the impulse-radio ultra-wideband (IR-UWB) technology, we
have a promising approach towards high precision positioning
combined with communication. In this paper, we have presented
a UWB communication solution with embedded ranging by mea-
suring the symbol round trip time without a common reference
clock. A ﬁrst working clockless UWB ranging transceiver realized
in 90 nm CMOS technology with fully integrated digital symbol
detection including a running cross-correlator is implemented.
Preliminary measured results shows that two transceivers in a
master-slave conﬁguration can estimate distance with centimeter
precision (≈ 1.4 cm).
I. INTRODUCTION
Recently, ultra-wideband (UWB) technology has been stud-
ied for ranging and localization in wireless sensor networks
(WSN). Accurate distance measurement between sensor nodes
are used for localization in WSN and are very attractive
for advanced wireless health-care applications. Several tech-
niques such as received signal strength (RSS), angle of arrival
(AoA) and time based approaches such as time-of-arrival
(ToA) and time-difference-of-arrival (TDoA) exist for distance
measurement between sensor nodes. ToA ranging approach
is simple but require synchronization to give good precision.
Clock synchronization between the transceivers is limiting the
accuracy of the ToA estimation and hence increases the design
challenges of the UWB ranging system [1]. For example,
1 GHz clock can give rise to 30 cm precision with high design
complexity, which is not sufﬁcient. For ranging accuracy better
than 1 cm, we need a clock exceeding 30 GHz, which is quite
challenging with the current CMOS process technology. In
addition, multipath components and NLOS propagation adds
to the complexity of the UWB ranging system.
Several reported systems for moderate data rates, low power
and low complexity short-range communications and ranging
may be found in the literature. In [2] a single-bit quantizer and
auto-correlation followed by integration for pulse recovery is
proposed. The actual time-of-arrival information is lost with
the integration and limits the ranging accuracy to approxi-
mately 30 cm. The accuracy is <15 cm in [3] demanding high
speed ADCs. Our goal is to take the beneﬁt of the wideband
characteristics of impulse radio systems and seek a system
solution which dramatically cuts down the implementation
cost while exploring the inherent capability of ﬁne-timing
resolution. Using a two-way ranging between the sensor nodes,
the distance can be estimated by measuring the symbol round-
trip time without a common reference clock [4].
In this paper, we present a silicon implementation of a
clockless ranging system using a continuous-time symbol
detector based on CTBV technique. This system is also coher-
ent preserving the time-of-arrival information throughout the
processing and by improving the sampler, more accurate time-
of-arrival measurements are feasible. It is possible to realize
such an IR-UWB system using CTBV signal coding, which
was proposed in [5]. The CTBV technique is fundamentally a
new approach to signal processing simply based on inherent,
CMOS process-dependent gate delays combined with a coarse
quantizer or single-bit ADC. In CTBV domain, the signal
value is binary but time is kept continuous, which combines
the speed of analog signal processing with some of the
advanced processing capabilities of digital signal processing.
An important property of the simple CTBV bit-stream is the
accurate sampling time in principle eliminating quantization
errors.
Symbol detectors using running cross-correlation is nor-
mally power consuming, but CTBV coding enables power-
efﬁcient CMOS solutions doing template matching [6]. Cal-
ibration procedures must be adapted for adequate timing
precision. In addition information coding as short-duration
pulses must be maintained throughout the processing chain.
Hence continuous-time storage elements like delayline must be
carefully designed such that process variation affecting pulse
width and chip interval of the incoming symbol are reduced.
The CTBV symbol detector with careful design of the delay
elements combined with proper initial calibration enables high
precision ranging. The ﬁnite time resolution of the clock is
overcome by CTBV coding and the ranging accuracy is not
limited by the clock resolution.
In a master-slave conﬁguration, the symbol time-of-ﬂight is
a combination of transceiver processing time and actual time-
of-ﬂight of the transmitted symbol. The fundamental idea is to
keep all processing times constant leaving variations to only
distance changes between the transceivers. The CTBV ranging
system is very attractive for the emerging medical ﬁeld such
as wireless capsule endoscope, which requires high accuracy
localization and in-body communication.
The rest of the paper is organized as follows. II gives an
overview and principle of the presented ranging system. The
symbol detector block is explained in III. Measured results are
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detailed in IV. V concludes this work.
II. CTBV RANGING SYSTEM
Ranging in CTBV system is implemented using a
continuous-time full RAKE symbol detector in a single-chip
CMOS transceiver as shown in Fig. 1. The key blocks of the
ranging transceiver are a quantizer, a continuous-time symbol
detector, a symbol generator, sequencer and a ranging and
thresholding sampler doing the actual ToF measurement. A
single ended 1-bit quantizer with tunable threshold setting
is quantizing the incoming RF signal to binary values. The
quantizer is essentially a comparator continuously comparing
the incoming signal to a threshold voltage, giving a digital
output which is a CTBV coded signal [7]. The sampler is based
on digital building blocks which are not clocked, but rather
uses continuous-time signal processing and are suitable for
modern CMOS technology with only two quantization levels.
The key element of the sampler is a delayline based clock-
signal for sampling the input bitstream with high sampling
rate. An implementation in 90 nm CMOS technology has
measured a sampling rate equivalent to 23 GHz [8] and can
increase further with better technology. The sequencer is used
for symbol transmission. Accurate chip interval of the PN-
coded symbols are ensured by calibration. The sequencer
can be programmed to generate the required pseudo-noise
(PN) symbol pattern. During master mode, sequencer can
be triggered to start the communication and in slave mode
immediate transmission upon symbol reception is guaranteed.
The sequencer and the symbol generator together forms the
transmitter. More detailed description of this transmitter is
beyond the scope of this paper and will be published in future.
The basic principle to measure symbol round trip time
using the CTBV ranging system is explained in Fig. 2. In
a master-slave conﬁguration, master is triggered to initiate a
communication and the sequencer transmits symbol S1 and
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Fig. 3. Continuous-time symbol detector.
Fig. 4. Chip photograph of the CTBV ranging system.
starts the sampler. Initial delay (τ1) corresponds to the start-
up time of the symbol generator, which is almost negligible.
The slave receives the symbol S1 after some propagation delay
τP1. The propagation delay (τP1) consists of the complete
symbol transmission time in addition to the actual time-of-
ﬂight. The slave is continuously looking for the expected
symbol (S1) using cross-correlation. After receiving S1, slave
will immediately transmit symbol (S2). A constant processing
delay (τ2) is added. Now master receives symbol S2 after (τP2)
delay and the detection time of incoming symbol is sampled in
continuous time by the sampler. Based on the symbol round-
trip time, the ToF can be estimated precisely. There will be
some jitter and small variations in the system, which may
impact the resolution accuracy of the ranging system, but these
errors may be reduced both by calibration and proper circuit
design.
III. CONTINUOUS-TIME SYMBOL DETECTOR
Fig. 3 shows the block diagram of the continuous-time sym-
bol detector, which performs running cross-correlation with a
reference template operating in the CTBV domain. To limit
the hardware complexity, the symbol length was set to 32-bits,
but is scalable to longer symbols for improved sensitivity. The
delayline stores the incoming bitstream. For continuous-time
system, we will sample the pulse only during the pulse width
and hence sufﬁcient pulse width need to be maintained across
the delayline. For proper operation, bit delays are calibrated
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with approximately 50 ps resolution. The tuning or calibration
procedure is done by programming each delay element to the
required chip interval by coarse-tune and ﬁne-tune register
settings using a SPI interface to the microcontroller. The
symbol detector uses a digital correlator based on AND gate,
which continuously correlates the incoming symbol and de-
tects the number of pulses (bit ’1’) in the received symbol. By
avoiding fast clocking registers and parallelism, the correlator
is very power-efﬁcient and at the same time performs high
speed correlation without any hardware overhead. The detected
number of pulses at the correlator output are continuously
measured as a thermometer-coded digital value. The expected
number of correlation matches is given by the number of bits
set in the symbol. Using the match thresholder, a statistical
estimation of received pulses in the incoming symbol bitstream
can be performed.
IV. MEASURED RESULTS
The proposed CTBV ranging system was designed and fab-
ricated using the TSMC 90 nm low power process technology.
The chip photograph of the CTBV ranging system is shown
in Fig. 4. The measurement was conducted in an unshielded
laboratory environment. The actual procedure with signal ﬂow
path for ToF measurement and its corresponding measured
results are veriﬁed in 3 steps as shown in Fig. 5. (1) Master
transmits a 32-bit symbol (S1) with a chip interval of 20 ns
and starts the ranging circuit. (2) A digital pulse is seen at
the slave output when it receives S1. Slave transmits symbol
(S2) after a short processing delay. (3) Once master detects
S2, the sampler starts sampling the symbol detected pulse.
The ranging circuit is a delay block, which is continuously
running to capture the symbol detected pulse in the sampler.
The rise time of the symbol detected pulse in the sampler gives
the measure of total symbol round-trip time. Sampler consists
of a delayline, with 64 taps and 64 samplers (D ﬂip-ﬂops),
each connected to a 16-bit counter. When the signal arrives,
each of the taps on the delayline triggers the corresponding
sampler and the counter is incremented. The unit delay in the
sampler is around 100 ps, which limits the ranging accuracy
in the current implementation but improves with technology
scaling.
The distance between the transceivers can be estimated
using ToF measurement, (d = c · TToF
2
), where c is the speed
of light. TToF (≈ Trise · 100 ps) is directly measured from the
sampler output because all other logic delays (τ1, τP1, τ2, τP2)
in both master and slave are almost constant during each com-
munication. For the ranging experiment, the relative distance
between master and the slave PCB board are varied in step of
1 cm each and the corresponding distance is measured using
the ToF method as shown in Fig. 6. The standard deviation of
the residuals after linear ﬁtting, i.e. the ranging accuracy of
the proposed system, is around 1.4 cm.
For each distance separation between the transceivers, the
master is triggered 5000 times and the corresponding sampler
output is plotted as shown in Fig. 7(b). The rise time of the
sampler output in the x-axis, i.e. the ToF is varying with
the distance. The sampler count in the y-axis tells us the
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probability of a successful symbol detection. As the distance is
increased, the probability of a successful symbol detection is
reduced, which is visible in the plot. The data in the plots are
based on 1000 repeated ToF measurements. By repeating the
measurements, the processing gain is improved. The histogram
plot for the corresponding distance between the transceivers
is shown in Fig. 7(a). The jump in the plot at 3 cm is due to
the varying threshold on the incoming signal as a function of
distance. The quantizer threshold setting is a trade-off between
false and missed symbol detections. The threshold setting can
be challenging due to noise which impacts the performance of
the system. We are working on extended measurements with
TABLE I
SUMMARY AND COMPARISON OF CTBV RANGING SYSTEM
Performance This work [2] [3]
Process 90 nm 130 nm 180 nm
Area 3.6 mm2 8 mm2 17.2 mm2
Supply Voltage 1.2 V 1.2 V (1.8-1.2) V
Clockless detection Yes No No
Bit-rate (Mbit/s) 1 31 0.25 to 20
Power 0.96 mW (digital) 34 mW 5.3 nJ/bit
4.6 mW (analog) (analog only) (excluding ADC)
Ranging accuracy ≈ 1.4 cm < 30 cm < 15 cm
different threshold settings as a function of distance.
Summary of the current work and comparison with respect
to reported works are shown in table I. The proposed ranging
solution is adding ToF measurements to IR-UWB communica-
tion with better ranging accuracy. The current work is also low
power with minimum area and hence suitable for a wireless
capsule endoscope application.
V. CONCLUSION
The reported IR-UWB system with embedded ranging has
been implemented in 90 nm CMOS technology and presented
with measured results. Proper initial calibration compensate
for process variations in symbol detector and provide precision
for a continuous-time system. Preliminary chip results shows
that the IR-UWB ranging system is possible for accurate ToF
measurements with ranging accuracy (≈ 1.4 cm). Ranging
resolution is not limited by the receiver complexity but limited
by the available CMOS process technology. The IR-UWB
ranging system is power and area efﬁcient, giving superior
ToF distance measurements, which can be used for wireless
medical applications such as wireless capsule endoscope.
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Abstract—In this work, a unique continuous-time binary-
value (CTBV) IR-UWB transceiver based on time-of-ﬂight (ToF)
technique is demonstrated. The demonstration includes real-
time communication between master and slave nodes and its
corresponding ToF estimation through live plotting which aids
in localization. The CTBV ranging system is adding both local-
ization and communication in a single chip (3.6 mm2) to provide
precision ranging (ranging accuracy ≈ 0.9 cm) with minimal area
suitable for wireless capsule endoscope localization [1][2].
I. INTRODUCTION
Wireless capsule endoscopy (WCE) for gastrointestinal tract
is an emerging medical ﬁeld which can beneﬁt from IR-UWB
technology due to low power, small size, and cost efﬁcient
simple structures. However accurate capsule localization is
still challenging due to signiﬁcant signal attenuation as well
as varying propagation speed. Along with the above, capsule
must be small and power budgets are strongly limited. By
incorporating the capsule in a wireless sensor network (WSN),
trilateration may be used for accurate localization. Accurate
capsule localization can be achieved provided distance mea-
surements of EM-wave propagation between external WSN
node and the capsule is accurate. For accurate EM-wave
distance measurements, popular solutions based on received
signal strength (RSSI) does not provide sufﬁcient precision.
Although several alternatives have been proposed, time-of-
ﬂight (ToF) measurements are usually assumed to give su-
perior precision. But the clock synchronization between the
transceivers and the clock frequency limits the ToF accuracy.
In this paper, a single chip solution including both commu-
nication and localization suitable for WCE is demonstrated.
The transceiver is implemented using continuous-time binary-
value (CTBV) coding [3] and localization based on time-
of-ﬂight (ToF) technique without a common synchronizing
clock. Exploring the CTBV coding scheme, we are able to
circumvent synchronization issues as well as maintain ranging
precision without clock limitation on the ToF accuracy.
II. DEMONSTRATION SETUP
The demonstration setup consists of a CTBV ranging chip
(both master (M) and slave nodes (S)) mounted on a wooden
rig as shown in Fig. 1(a). The equipment will include a lap-
top, CTBV ranging chip (transceiver), Olimex microcontroller
board (SAM7-H256) and a wooden rig. The Olimex microcon-
troller board is used to set the required control and data settings
M Tx Sym1
S Rx Sym1
S Tx Sym2
M Rx Sym2
 (M) (S) 
τ1
τ2
τp
τp ToF (M) 
(a) (b)
Fig. 1. (a) Demo setup. (b) Two-way ranging scheme to measure ToF.
through the SPI interface related to the transceiver operation.
The SPI interface is connected to the laptop through the USB
and programmed using Python language. The master and slave
node is ﬁxed on the wooden rig and the distance separation
between them can be varied in precise centimeter increments.
The principle of ToF estimation is depicted in Fig. 1(b). The
demo is initiated by triggering master through SPI to start
the symbol (Sym1) transmission and slave after receiving
Sym1 issues immediate transmission (Sym2). Master receives
Sym2 and the real-time ToF is measured using sampler. The
measured ToF value is displayed on screen using Python live
plotting.
III. VISITOR EXPERIENCE
The visitor can view the communication and localization of
the CTBV ranging system on the laptop screen. The distance
(in precise centimeter) between M and S nodes can be slowly
varied by the visitor to view the live ToF and its distance
estimation on screen. The visitor can also vary the input
quantizer threshold and symbol detector match thresholder
to improve the sensitivity (symbol detections) of the ranging
system. One need to stand in front of the wooden rig to avoid
any interference which might impact the ToF measurement.
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Abstract—In this paper, a coherent continuous-time symbol
detector suitable for a simple RAKE receiver using single-bit
correlation is reported. A working chip with fully integrated
digital symbol detection without any clocks, ADC and ﬁlters
for simple and power efﬁcient CMOS implementation has been
presented. Cross-correlating RAKE receiver with on-off keying is
the most challenging receiver due to its hardware implementation
complexity. Also process variations in 90 nm CMOS technology
impose signiﬁcant design challenges to the delayline. Optimal
design of the delay elements and the use of pulse width controller
blocks (PWC) along the delayline allows narrow pulses through
the system signiﬁcantly reducing the process variation impact.
The optimized delayline combined with the high-speed counter
and the match thresholder constitute a complete continuous-
time IR-UWB RAKE receiver. With a data rate of 1.5 Mbit/s
and a power consumption of 2.36 mW, operation of the symbol
detector in continuous-time is veriﬁed with measured results. The
symbol detector along with the ranging system in a master-slave
conﬁguration can estimate time-of-ﬂight (ToF) value which aids
localization.
I. INTRODUCTION
Many published works shows the great potential of ultra-
wideband impulse radio (IR-UWB) towards short-range com-
munications requiring low power and low data-rate [1]. Chan-
nel estimation, accurate synchronization and high resolution
clocks forms the bottleneck to realize a power efﬁcient UWB
solutions [2]. UWB signals require RAKE or correlating
receivers to take full advantage of the available signal energy
over a large bandwidth. Because of complexity constraints, a
RAKE receiver processes only a subset of the total received
multipath components. To mitigate the issues of RAKE re-
ceivers, different conﬁgurations have been proposed [3]. Most
implementations sacriﬁce performance for low complexity
operation and lacks a power efﬁcient CMOS implementation
aiming towards a cost efﬁcient single chip solution. Even if
the receiver complexity is overcome by digital techniques,
current solution requires ADC with high sampling frequency
to sample and quantize the received signal [3].
A different approach for IR-UWB radio named Continuous-
Time Binary-Value (CTBV) signal processing have been pro-
posed by [4]. The CTBV approach is simply based on inherent
CMOS process-dependent gate delays combined with a coarse
quantizer. By avoiding clocks, power efﬁcient solutions are
feasible in standard CMOS while the performance of the
CTBV solutions are only limited by the gate delays and
scales well with process technology. A similar approach is
proposed in [5] named Continuous-Time Discrete Amplitude
Quantizer Pulse extender
Symbol 
detector
Threshold
symbol
detected
Fig. 1. Block diagram of the IR-UWB rake receiver.
(CTDA). The continuous time sampling systems compared to
the discrete time avoids quantization noise and clocks. Also
continuous time systems has fewer distortion components at
frequencies within the band, input activity dependent power
dissipation and fast response to sudden input variations [6].
A CTBV symbol detector using time-domain implemen-
tation can provide power-efﬁcient solutions in conventional
correlator receivers with minor increase in receiver complexity.
The symbol detector in [7] is based on cross-correlation,
storing the incoming signal in a suitable delayline (matching
to the chip interval) and continuously performing the cross-
correlation of the received symbol with the reference template.
The measurement results showed around 1 ns of pulse shrink-
ing per delay element (DE) throughout the delayline. Given
the fact that the IR-UWB pulses can have components less
than 1 ns, the incoming pulses of the symbol may disappear
in the delayline. Pulse shrinking in the delayline posed a
signiﬁcant challenge to realize a CTBV symbol detector on
chip. Also since CTBV system does not use any clocks for
symbol detection, process variation and mismatch are very
problematic leading to synchronization issues.
In this paper, we present a CTBV based symbol detector
suitable for continuous-time IR-UWB RAKE receiver. We
have shown that with careful design of the delay elements
(DE) combined with proper initial calibration have reduced
the process variation impact on the delayline. Also we have
implemented pulse width controllers (PWC) in the delayline
maintaining sufﬁcient pulse widths throughout the delayline.
The rest of the paper is organized as follows. II gives an
overview of the IR-UWB RAKE receiver. III gives the detailed
description of the symbol detector and the design methodology
to mitigate the issue of pulse shrinking. Measured results of
the chip are explained in IV. V concludes this work.
II. IR-UWB RAKE RECEIVER
Fig. 1 shows the block diagram of a IR-UWB rake receiver
in continuous-time. A single ended quantizer with tunable
487978-1-4577-1729-1/12/$26.00 ©2012 IEEE.
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Fig. 2. Schematic of the symbol detector.
threshold setting is at the receiver front-end. The quantizer
(1-bit) is essentially a thresholder continuously comparing
the incoming signal to a threshold voltage, giving a single-
bit digital output which is a CTBV coded signal [8]. The
optimal threshold value of the quantizer is a trade-off between
noise and the narrow pulse width signals. Best solution is to
set the threshold high enough to get rid most of the noise
and other ringing effects. Using pulse extender, the signal is
reconstructed with sufﬁcient pulse width to pass through the
deep digital logic in the symbol detector. The pulse extended
CTBV signal is then cross-correlated with the symbol template
in the symbol detector block. Thus performing both threshold
detection and the correlation detection on the incoming sym-
bol, we are able to detect the symbol.
III. SYMBOL DETECTOR ARCHITECTURE
In this paper, the focus is on the continuous-time symbol
detector architecture and Fig. 2 shows the schematic of the
symbol detector. The quantized output may be very short
pulses and hence pulse extended using the tunable pulse
extender. The basic working principle of the continuous-time
symbol detector is as shown in Fig. 3. The incoming pulse
sequence is stored in a delayline and cross correlated with
the input template in continuous-time. The symbol detector is
based on on-off keying (OOK) and hence correlation refers
to the matching of incoming ’1’s with respect to the stored
reference template. The correlated output are counted and
coded as a thermometer coded digital value using the high
speed counter. The counter output may then be thresholded
with an appropriate detection level using the match thresh-
older. By setting different values in the match thresholder, we
can statistically detect the number of pulses present in the
incoming symbol.
A. Delayline
The delayline consists of 31 delay elements (DE) to pro-
cess the incoming 32-chip symbol. Each delay element is
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Fig. 3. Principle of symbol detection (symbol pattern-1111001001001001).
implemented using a coarse and ﬁne tune in cascade, wherein
coarse delay element is designed using cascaded NMOS and
PMOS structures and ﬁne delay element is designed using the
minimum sized inverters (limited by the process technology).
By tapping the delayline in suitable intervals matching the
chip interval of the transmitted symbol, the symbol will
appear simultaneously as a bit-pattern. The process dependent
variation, mismatch, and jitter can signiﬁcantly impact the
delayline, which causes variation both in chip interval and
pulse width of the incoming symbol.
To overcome the chip interval variation, each delay element
is calibrated to match the chip interval of the incoming symbol.
The calibration is an initial setup which can be done without
the need for any additional hardware. The tuning or calibration
procedure is achieved by programming each delay element
through coarse-tune and ﬁne-tune register settings using a SPI
microcontroller. With respect to the ﬁrst delay element, the
second delay element is tuned such that they have maximum
pulse overlap between them. This can be veriﬁed at the symbol
detector output by setting the match thresholder settings to 2.
A pulse will be detected at the output if the above two delay
elements are calibrated properly in time. Similarly all other
delay elements are also tuned in time with respect to the ﬁrst
delay element.
The pulse width variations in the delayline are signiﬁcantly
reduced by optimal design technique and also the use of pulse
width controller blocks (PWC) in the delayline. The delayline
consists of long chain of multiplexers and inverters, which
forms asymmetrical capacitive loading to the signal path.
Hence the inverters in the delay element are carefully designed
such that their pulse width variation is constant irrespective
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Fig. 4. Monte Carlo simulation results showing pulse width variation in the
ﬁne delay element.
1τ0τ Weak PMOS
pulse extender 
PW shrink/extend select
PWC block
Fig. 5. Schematic of the PWC block along the delayline.
of different capacitive loading. Thus any shrinking/extending
the pulse width is balanced out by the inverting and non-
inverting logic present in the delayline. Fig. 4 shows the post-
layout Monte Carlo simulation of ﬁne delay element (8 buffers
with mux8) with optimal designed inverters and the standard
deviation is around 7 ps. Around 124 of these ﬁne delay
elements are in cascade in the delayline and the inverter with
optimal sizing has improved pulse width variation compared
to the normal inverter design.
Further variation in the pulse width can also be tuned by
the pulse width controller blocks (PWC), which is used in
the delayline as shown in Fig. 5. The pulse width can be
shrinked or extended by a pulse extender, which uses a weak
PMOS to vary the rising edge of the pulse. As variation and
mismatch causes an uncorrelated effect on the delayline, the
pulse width of the incoming signal after each delay element
is either extended or shrinked using the PWC block.
B. High Speed Correlation
There are different analog and digital correlators avail-
able that are suitable for a wideband correlation. Straight
forward implementations of the digital correlators are very
power hungry demanding fast DSPs to perform several giga
multiplications and adds per second [9]. On the other hand,
analog implementations are very sensitive to noise and process
variations [10]. In the current work, the symbol detector uses
a digital correlator based on AND gate, which continuously
correlates the incoming symbol and detects the number of
pulses (number of correct matches) in the received symbol. By
avoiding fast clocking registers and parallelism, the correlators
are very power-efﬁcient and at the same time performs high
Fig. 6. Chip microphotograph.
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Fig. 7. Measured correlator output and its delayed versions across the delay
elements (DE) corresponding to the symbol pattern-1111001001001001.
speed correlation without any overhead. The detected number
of pulses at the correlator output are continuously routed to
the counter output as a thermometer-coded digital value, which
simpliﬁes the readout circuitry.
C. Match Thresholder (MT)
The continuous-time counter output is analyzed by the
match thresholder block as shown in Fig. 2. The match thresh-
older consists of a multiplexer, which can be programmed
through the SPI microcontroller. Depending on the number
of pulses detected in the incoming symbol, the appropriate
threshold can be set in the match thresholder for a statistical
symbol detection estimate.
IV. MEASURED RESULTS
A continuous-time symbol detector with 32-chips was de-
signed and fabricated using TSMC 90 nm low power process
technology and Fig. 6 shows the chip microphotograph of the
CTBV ranging system along with the symbol detector.
To verify the symbol detector chip, a symbol pattern was
transmitted using the symbol generator in the ranging system
and received by the symbol detector in continuous-time. The
correlator output across the delay elements (DE) are shown
in Fig. 7. Each of the delay elements are tuned to match
the chip interval (20 ns) and hence the output at DE = 12
is around 240 ns delayed, with an initial delay corresponding
to the symbol transmission. With optimal design of delay
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Fig. 8. Measured symbol detection for different match thresholder (MT)
settings corresponding to the symbol pattern-1111001001001001.
elements and the initial calibration technique along with the
use of PWC blocks, we are able to see the pulses across
each delay element without getting shrinked. With different
threshold settings enabled in the match thresholder, a statistical
estimation of the received symbol can be accomplished by the
symbol detector as shown in Fig. 8. Since the incoming symbol
has 8 pulses, the counter output (thermometer coded digital
value) can be selected up to 8 through the match thresholder
for the symbol detection. The impact of jitter can also be
reduced to some extent by tuning the delay element such that
the output depends on the less jittery delay element (nearest
delay element) than the farthest delay element.
The clockless and continuous-time symbol detection feature
presented in this paper is highly appreciated for precision
ranging in localization. The IR-UWB CTBV ranging system
using the symbol detector in a master-slave conﬁguration can
be used to estimate the time-of-ﬂight (ToF) without any clock
synchronization. If the incoming symbol matches the symbol
template and with appropriate match threshold settings, the
symbol pattern is detected. Immediately, the slave transmits
another symbol pattern to master and when master receives
this symbol, the symbol detector preserves the symbol round-
trip (ToF) timing information which aids localization. The
coherency of the symbol detection is obtained since cross-
correlation is running in continuous-time and the detection
pulse will be issued immediately when matching occurs.
The performance summary including ToF measure with
different chip intervals are as shown in table I. The data rate
TABLE I
PERFORMANCE SUMMARY OF SYMBOL DETECTOR
Chip interval (ns) ToF (µs) Data rate (Mbit/s) Power (mW)
18 1.322 1.65 2.37 (digital), 4.29 (analog)
20 1.326 1.5 2.36 (digital), 4.56 (analog)
22 1.343 1.37 2.36 (digital), 4.58 (analog)
is calculated as, (1/((Tchip ∗Ns+Tquiet)∗nrepetition)) where
Tchip is the chip interval and Tquiet (≈ 30 ns) is the assumed
quiet period after every symbol transmission. nrepetition gives
the number of times symbol is transmitted and improves the
processing gain of the system while reducing the data rate.
Ns corresponds to number of chips, which can be increased
further with increase in receiver complexity.
V. CONCLUSION
A coherent continuous-time symbol detector using running
cross-correlation without any clocks at a data rate of 1.5 Mbit/s
was designed in 90 nm CMOS technology and measured chip
results are provided. The proposed novel symbol detector
being power-efﬁcient is a key block for IR-UWB receiver
architecture, working towards a promising solution solving
some of the fundamental implementation limitations for high
precision ranging architectures.
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Abstract The ultra-wide bandwidth released for unli-
censed use by FCC a decade ago has initiated signiﬁcant
research efforts. The large ultra-wide bandwidth is attrac-
tive not only for increased data transfer speed but may also
be exploited for added functionality like high-precision
ranging in wireless sensor networks. RAKE based receivers
are preferred for ultra-wideband (UWB) technology due to
wide bandwidth. However, designing RAKE based corre-
lating receivers remains quite challenging. Correlating
receivers are also power consuming due to high-speed
DSPs, ADC and matched ﬁlter. Timing synchronization is
another issue associated with correlating receivers. In this
paper a impulse radio ultra-wideband (IR-UWB) RAKE
receiver is presented utilizing a continuous-time binary
value coding scheme for power-efﬁciency and coherent
symbol detection without the need for synchronization to
achieve precise ranging using time-of-ﬂight technique. A
working prototype of the IR ranging transceiver which uses
the IR-UWB RAKE receiver is presented with measured
high-precision ranging towards 1.4 cm.
Keywords IR-UWB RAKE receiver � Continuous-
time binary value (CTBV) coding � Correlating
RAKE receiver � High-precision ranging
1 Introduction
With its promise of high data rate over short distances at
very low power consumption, ultra-wideband (UWB)
technology has been emerging as an attractive research
ﬁeld ever since the release of 3.1–10.6 GHz unlicensed
frequency band by Federal Communication Commission
(FCC). UWB has been characterized with some unique
properties such as broad spectrum, and multipath immunity
which makes them interesting research areas such as
wireless sensor networks, RFID tags, wireless health care,
short distance communication and localization [1].
Among different UWB technologies, impulse-radio
ultra-wideband (IR-UWB) technology has the best poten-
tial in terms of low complexity, low power, low cost and
good performance compared to others such as direct
sequence code division multiple access and multiband
orthogonal frequency division multiplexing. Impulse radio
(IR) is a form of spectrum spreading several pulses are
transmitted per information symbol without carrier. These
short pulses are typically on the order of nanosecond or
sub-nanosecond leading to ﬁne time resolution [2, 3]. The
use of symbols with extremely narrow pulses with giga-
hertz bandwidths ensures that the multipath reﬂections can
be resolved with different delays or ignored which greatly
reduces the multipath fading effects. IR technique does not
require carriers and hence does not require the baseband
components such as modulators, demodulators and other
intermediate frequency stages. This reduces the transceiver
complexity, size, cost and overall power consumption.
Because of the above characteristics, several reports indi-
cate that the IR-UWB technology is a promising solution
for low power short-distance communications and high
precision localization in wireless sensor networks [4].
The transmission of IR-UWB symbols results in many
resolvable multipath components and hence correlating
RAKE receivers are the most viable options to exploit the
time-diversity inherent in multipath components. The
challenge is to come up with architectures able to detect
the very short low-energy pulses with minimum power
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consumption. Correlating RAKE receiver collects these
multipath components, decodes them independently, and
sums them ﬁnally to reconstruct the original signal from
the power-limited transmitted energy [5]. Coherent
receivers such as correlating RAKE receivers consists of
correlator banks to match the incoming symbol with the
symbol template. The complexity of these receivers
increases with the number of ﬁngers while detecting the
maximum number of resolvable paths. Since coherent
receivers are complex and computational intensive, dif-
ferent receiver architectures such as non-coherent receiv-
ers, transmitted reference, analog correlation receivers and
all-digital architecture are proposed to trade-off perfor-
mance for complexity in many ways [6–8].
Non-coherent receivers may be simple to implement but
has performance degradation and also suffers from noise
interference. All-digital architecture are power consuming
due to the running cross-correlation, ADC and matched
ﬁltering. The receiver needs an ADC with high-sampling
frequency to sample and quantize the received analog
signal which is difﬁcult with the available CMOS tech-
nology. Even with simpliﬁed types of ADC architectures
[9], the power consumption seem to be signiﬁcant. Most
reported receivers does not solve the associated problems
with high speed ADC and matched ﬁlter block completely.
Another solution is the analog correlation receivers doing
the correlation operation in the analog domain which
reduces the high-sampling rate of the ADC and hence
reduces the power consumption [10].
Precise timing synchronization is still another problem to
overcome with high sensitivity coherent receiver. The
alignment between the received symbol and the symbol
template for correlation should be within picoseconds range
which is quite challenging to implement with the current
CMOS process technology. Even though high-sampling
rate of the ADCs can be reduced, coherent receivers still
need complex timing synchronization to improve receiver
sensitivity which in-turn cannot avoid clock generators both
in transmitter and receiver blocks [11].
In this paper, a correlating RAKE receiver utilizing
continuous-time binary value (CTBV) coding is presented.
The RAKE receiver does coherent symbol detection suit-
able for short-range communication and localization. The
IR-UWB CTBV ranging system was ﬁrst presented in [12]
and the current work is more detailed study of CTBV
RAKE receiver block. The receiver explores single-bit
quantization and clockless symbol detection using cross-
correlation on the received symbol with the reference
template in continuous-time. The thresholding operation is
simply a comparator doing single-bit quantization often
sufﬁcient when signal-to-noise ratio is low (\1). The
thresholded output as a bit-stream is then cross-correlated
with the symbol template using digital gates to estimate the
symbol detection in the incoming symbol. The advantages
of the CTBV RAKE receiver compared to the conventional
RAKE receivers are in many ways,
– The symbol detector does running cross-correlation in
continuous-time without the need for precise timing
synchronization. Even in the absence of timing syn-
chronization, the RAKE receiver does coherent symbol
detection by preserving the timing information of the
received symbol.
– The complex power hungry synchronization circuits are
completely avoided because continuous-time signal
processing does not need clocks and also avoids
aliasing and quantization noise [13, 14].
– Very high sampling rate is possible without the need
for precise timing synchronization using coarse sampler
based on CTBV coding [15].
– The capability to tolerate errors in the incoming symbol
and also to detect the exact position of the pulse in the
symbol is unique. A statistical estimation of the symbol
match in the receiver is feasible.
– Thresholding the quantizer using swept threshold
technique enables variable sensitivity combined with
processing gain.
– RAKE receiver adopting continuous-time signal pro-
cessing may cover most of the multipath components.
Thus the implementation complexity with respect to the
number of ﬁngers compared to the conventional RAKE
receivers have been simpliﬁed without sacriﬁcing
performance.
– RAKE receiver based on on-off keying (OOK) scheme
is well suited for low power and low complexity
applications as documented in [16].
2 Continuous-time rake receiver
The key blocks in the continuous-time RAKE receiver
include a quantizer, a pulse extender and a symbol detector.
Figure 1 shows the block diagram of a CTBV RAKE
receiver. A single ended quantizer with tunable threshold
setting is at the receiver front-end. The quantized output is
pulse extended using pulse extender circuit and then cross-
correlated with a symbol template in CTBV domain using
the symbol detector block.
Threshold detection requires that the received signal
exceeds some threshold well above the noise level. On the
other hand correlation detection compares the received
signal with a reference template and provides an output
proportional to the cross-correlation with the reference
signal.
Advantages of analog thresholding through quantizer
with tunable threshold settings in continuous-time: (1) Best
18 Analog Integr Circ Sig Process (2013) 77:17–27
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suited for receivers with low signal-to-noise ratio. (2)
Optimal threshold value can be adopted according to signal
strength. Advantages of cross-correlation in continuous-
time using digital gates as multipliers: (1) No need for
precise timing synchronization. (2) Without clocks, the
system is very power-efﬁcient. Thus performing threshold
detection and correlation detection on the incoming sym-
bol, we are able to successfully detect the symbol which is
almost buried in the noise.
3 Quantizer
The quantizer is essentially a thresholder continuously
comparing the incoming signal to a threshold voltage,
giving a single-bit digital output which is a CTBV coded
signal and detailed description is in [17]. The 1-bit quan-
tizer (ADC) is quite advantageous in terms of simplicity,
high gain and variable threshold which are suitable for
continuous-time RAKE receiver. The received signal at the
quantizer input is compared with the threshold voltage
(Vth) providing a controllable quantization voltage level for
input signal thresholding. For improved noise performance,
the threshold voltage is set by a current (Ith) and converted
to a suitable threshold voltage level matching the built-in
inverter threshold. The front-end of the quantizer consists
of a DAC and a potentiometer to tune the threshold of the
input stage. The quantizer threshold can be varied by
varying the DAC values through the SPI microcontroller.
In the continuous-time RAKE receiver, threshold volt-
age setting is critical and must be adopted according to
incoming signal strength and noise levels. Figure 2
Fig. 1 Block diagram of the continuous-time RAKE receiver
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illustrates an example of a single pulse representation (for
strong and weak signal) with respect to distance change
between transmitter and receiver. Since quantizer threshold
is a trade-off between noise and missed symbol detections,
to ﬁnd out the optimal threshold value is an interesting
problem to be solved. In the continuous-time RAKE
receiver, an optimal threshold value can be adapted using
swept threshold technique or setting the quantizer threshold
to the signal average value. The swept threshold technique
for an impulse radar was already published in [18] and this
work discuss the use of swept threshold technique for
continuous-time RAKE receiver.
3.1 Swept threshold technique
In this paper, swept threshold technique is implemented
where the optimal threshold value is adopted depending on
distance change as illustrated in Fig. 2(a). The amplitude of
the received signal is reducing with distance change
between transmitter and receiver. Hence the quantizer
threshold being a function of distance should also be swept
with respect to distance change for optimal symbol detec-
tion. For example, as in Fig. 2(a), different threshold val-
ues such as threshold1, threshold2 and threshold3 are swept
with respect to different distances x1, x2 and x3. By
sweeping the DAC value which changes the quantizer
threshold, its corresponding symbol detections as a func-
tion of DAC value is plotted as shown in Fig. 3. If the
threshold is too low, the output is always at low level. If the
threshold hits the incoming signal, the quantizer output is a
pulse with different pulse width depending on where the
threshold hits the incoming signal. Conversely, if the
threshold is too high (outside the signal), no symbols are
detected and the output is at high level. This is an unin-
terested case based on weak signals due to strong regula-
tions. As a consequence we have to handle weak signals
even buried in noise. Of course the better signal-to-noise
ratio (SNR), the better detection quality. The clue here is
that single-bit quantization is really good for low SNR
detection when combined with processing gain. It still
works for higher SNR (suprathreshold). However, once in
the suprathreshold operation, increased threshold will not
improve symbol detection and may even lead to lost
symbols for too high threshold voltages. The important
observation is that stronger signals are detectable by
increasing the threshold and weak signals are also detect-
able due to stochastic resonance. Depending on the
required symbol detections and range, the DAC value is
used which adapts the corresponding quantizer threshold.
The threshold can be set high such that less noise can
pass through the system. With a high threshold, the
received signal pulse width (PW) can vary depending on
where the threshold will hit the incoming signal and hence
can have shorter pulses into the system. With the help of
pulse extenders, we can reconstruct the signal with sufﬁ-
cient PW to pass through the huge logic circuits. In case if
multiple small pulses exist, pulse extenders in the incoming
stages will absorb these small multiple pulses.
With respect to Fig. 2(b), if the signal is below the noise
ﬂoor, the quantizer threshold can be set to the average
signal level. We are aware that white noise is a random
signal with a constant power spectral density. Now with the
incoming signal, the white noise is modulated with respect
to the incoming symbol pattern. With threshold set at the
average signal value, and with white noise added, the
pulses will sometimes exceed the threshold and the weak
signal may be sensed. This behavior is called stochastic
resonance. Stochastic resonance is a technique to enhance
the SNR of the output with added noise [19]. For the
continuous-time RAKE receiver, the input threshold may
be set to signal average value of the quantizer so that weak
signals are ampliﬁed above the noise ﬂoor and are detected.
By ﬁxing the input threshold to signal average, the input
threshold is no more a function of distance change. How-
ever to ﬁgure out the average signal value is quite chal-
lenging given the complexity of the system and also noise
makes it worse. The DAC value may be sweeped to vary
the input threshold to ﬁgure out the average signal value of
the quantizer. The average signal value can be determined
if we get 50 % 1-bit and 50 % 0-bit because of the inherent
property of white Gaussian noise. Although initial results
indicate adequate threshold voltage settings may be found,
additional research efforts are required for adaptive
threshold voltage tuning.
4 Pulse extender
The quantizer output is very short digital pulses in the order
of picoseconds. These short pulses are extended immedi-
ately with sufﬁcient PW using the pulse extender so that
they may be detected by digital logic in the symbol
detector. In traditional clocked systems, a pulse is sampled
within the clock period. On the other hand, in continuous-
time system, a pulse is sampled only during the PW of that
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pulse. Hence the pulse need to be sufﬁciently wide during
the sampling time. The pulse extender circuit is a fully
digital schematic as shown in Fig. 4. The ﬁrst inverter has
asymmetric sizing of the gates to accurately control the
pulse shape. The dimension of the PMOS and NMOS
transistors are designed such that PMOS transistor is made
weaker to prolong the rise time (Tplh) depending on the
required extension. This mechanism is used to accurately
control the PW extension. The pulse extender can be varied
using the SPI interface such that (Tplh) is tuned according to
the desired PW (Opw) and is recovered by a schmitt trigger.
The slow rise time is prone to jitter and process variations,
but can be compensated by tuning, to some extent. The
pulse extender can stretch the incoming signal to a maxi-
mum value of &12.8 ns with a resolution of 0.4 ns.
5 Symbol detector
The symbol detector is the key block in the continuous-
time RAKE receiver which does the clockless coherent
symbol detection in continuous-time. The symbol detector
consists of delay line, correlator, a high-speed counter and
a match thresholder [20]. The details of the symbol
detector schematic is as shown in Fig. 1. The delay line in
the symbol detector was designed with 31 delay taps to
process the 32-chips symbol so that the implementation
complexity is minimized.
5.1 Delay line
Delay line is one of the critical blocks in the continuous-
time RAKE receiver. The delay line consists of N - 1
delay elements (DE) to process symbols of length N (pulse
extended quantized CTBV signal). The cascaded DE stores
the received signal matching the chip-length to store the
history of the received signal. By tapping the delay line in
suitable intervals matching the chip-rate of the transmitted
symbol, the symbol code should appear simultaneously as a
bit-pattern. As shown in Fig. 5(a), each delay element
consists of both ﬁne tune delay block and coarse tune delay
block which can be programmed through SPI to match the
required chip-length. Along with the tunable delay blocks,
a ﬁxed delay value is also present to set the minimum chip-
length. In comparison to the published works [21, 22], the
presented DE are very simple CMOS implementation
without any complex calibration circuits.
The implementation of ﬁne tune or coarse tune delay
with schematic is as shown in Fig. 5(b). The basic delay
elements (BDE)s are cascaded and connected to a multi-
plexer to form the delay block. The number of DE deter-
mines the programmed delay setting. For the ﬁne tune
block, BDE consists of an inverter to provide the ﬁne-grain
delay tuning with a resolution of around 0.05 ns and can be
tuned to a maximum value of 1.6 ns. For unit delays with
chip length of &20 ns, we expect 0.05 ns resolution to be
sufﬁcient. The BDE in the coarse tune block is an inverter
with cascaded NMOS and PMOS transistors to provide the
required coarse delay with minimal area penalty. The res-
olution of the coarse tune block is around 0.5 ns and can be
tuned to a maximum value of 16 ns. Hence the maximum
tunable delay value per delay element is &21.6 ns. The
process dependent variation, mismatch and jitter impacts
the delay line with respect to PW and chip-interval of the
incoming symbol. As the decision time for the pulse is
limited by the pulse extender, the mismatch between the
taps must be tuned through calibration.
5.2 Correlator
The continuous-time RAKE receiver is based on OOK and
hence correlation refers to matching of bit ‘1’s in the
incoming signal. The correlator is based on digital AND
Fig. 4 Schematic of pulse extender
(a)
(b)
Fig. 5 (a) Schematic of delay element. (b) Implementation of the
BDE (for both coarse delay and ﬁne delay)
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gate which continuously correlates the delay line output
and detects the number of pulses (bit ‘1’) present in the
received symbol. By avoiding fast clocking registers and
parallelism, the correlator is very power-efﬁcient and at the
same time performs high speed correlation without any
additional overhead.
5.3 Counter
The counter consists of a 2-input multiplexers arranged in a
matrix form (N-bit 9 N-bit) as shown in Fig. 1. The cor-
relator output are continuously routed to the counter output
as a thermometer-coded digital value, which simpliﬁes the
readout circuitry.
5.4 Match thresholder
The counter output appears at the match thresholder input
as thermometer-coded digital value and by setting the
appropriate value in the match thresholder, a statistical
symbol estimation is feasible.
6 Measured results
The CTBV ranging system which uses the continuous-time
RAKE receiver was designed and fabricated using TSMC
90 nm low power process technology. The chip micro-
photograph of the CTBV ranging system which includes
the continuous-time RAKE receiver and other necessary
blocks for ranging are as shown in Fig. 6. The PCB board
including a suitable microcontroller along with all other
necessary components for the measurement is as shown in
Fig. 7. For the measurement purpose, the output circuitry
consists of a continuous-time threshold sampler which is
already published in [23].
The CTBV ranging system consists of an integrated
symbol generator which uses the Gaussian pulse generator
[24] to transmit the required symbol pattern. Gold code
such as (1100001100100011100110110110101) is used for
transmission which has auto-correlation of 16, maximum
non-zero-offset auto-correlation value of 8 and maximum
cross-correlation value of 8. The measurement setup con-
sists of two PCBs with antennas, one as a transmitter and
another in a receiver mode.
6.1 Delay line calibration
The delay line in the symbol detector needs an initial
calibration to compensate for static and dynamic variations
effecting the chip-interval or pulse position of the incoming
signal. The calibration procedure with respect to pulse
position variation and PW variation are automated using
python programming.
The pulse width measuring (PWM) block as shown in
Fig. 8 aids in tuning the pulse position or chip-interval
variation of the incoming signal without any hardware
complexity. The tuning or calibration procedure is
Fig. 6 Chip microphotograph
Fig. 7 PCB of the CTBV ranging system
D
DE
Coarse=(0..31) x 0.5ns 
Fine=(0..31) x 0.05ns
10
IN OUTD
Clk Clk
Fig. 8 Schematic of PWM block
(a) (b)
Fig. 9 (a) Without calibration. (b) After calibration
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achieved by programming each delay element to the
appropriate chip-length by coarse-tune and ﬁne-tune reg-
ister settings using a SPI interface to the microcontroller.
The variation effect on the delay line has an uncorrelated
effect on the incoming symbols and its delayed compo-
nents as shown in Fig. 9(a).
With respect to the ﬁrst delay element, second delay
element is tuned such that they have maximum overlap in
PW between their pulses. By enabling just the two corre-
lators, we have two pulses aligned in time in counter output
and by setting the match thresholder to two, a pulse is
detected at the output as shown in Fig. 9(b). The PW
overlap between the two correlators is measured using the
PWM block. Thus the delay is incremented until the
maximum PW overlap is achieved. The calibration tech-
nique is measured and plotted as shown in Fig. 10, where it
shows that the delays in the x-axis are incremented until the
maximum PW overlap (y-axis) is achieved. The plot also
shows the variation between the DE to achieve a chip-
interval of 20 ns. For simplicity, DE from 0 to 3 are shown
in the plots. In the similar way, all other DE (from 0 to 30)
are also tuned with respect to the ﬁrst delay element so that
they have maximum overlap in PW between the DE. Fig-
ure 11(a) shows the achieved delays corresponding to
maximum PW overlap on the y-axis to set the required chip
interval of 20 ns with respect to all the DE after calibration.
Figure 11(b) shows the corresponding output PW of the
DE after calibration. The PW variation across the DE is
between 7 and 10 ns which shows that the DE are cali-
brated with proper chip-interval and also the correlator
output has sufﬁcient PW. The plot also shows that the
delays are varying slightly with different symbol patterns
(Sym) which could be due to the internal dynamic voltage
switching because of the different loading on the power rail
caused by the symbol pattern switching through the dif-
ferent signal paths in the long chain of inverters present in
the delay line.
The PW variations in the delay line can be signiﬁcantly
reduced by optimal design technique and also the use of
pulse width controller blocks (PWC) [20]. The delay line
consists of a long chain of multiplexers and inverters,
which forms asymmetrical capacitive loading to the signal
path. Hence the inverters in the delay element are carefully
designed such that their PW variation is constant irre-
spective of different capacitive loading as shown in
Fig. 12. By sweeping the PMOS to NMOS transistor ratio
Fig. 10 Sweep of delay values with respect to maximum PW overlap
across the DE (DE0, DE1, DE2, and DE3)
(a)
(b)
Fig. 11 (a) Calibrated delay values across the DE. (b) Actual PW
corresponding to the calibrated delay settings across the DE
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Fig. 13 Image plot of the symbol detected pulse versus DAC range
Fig. 12 Optimal design of delay element
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(b), its corresponding output PW is plotted with different
capacitive loading. At a particular value of b, the output
PW variation is the same irrespective of the capacitive
loading. This particular beta value is used while sizing the
BDE. Thus any shrinking or extending in the PW is bal-
anced out by the inverting and non-inverting logic present
in the delay line. Further variation in the PW can also be
tuned by the PWC in the delay line as illustrated in [20].
6.2 Quantizer threshold settings
After the initial delay line calibration, the quantizer
threshold needs to be found. The threshold is swept across
the input signal and its corresponding measured image plot
using the sampler is as shown in Fig. 13. The plot helps us
to estimate a suitable threshold value using the swept
threshold technique. It is visible from the plot that the
threshold range is between 5,000 and 15,000 DAC values.
For further measurements, the DAC value is set to 13,600
which is a good trade-off between range and noise. The
plot also shows the range of the switching threshold where
stochastic resonance can happen.
6.3 Symbol detector
With delay line calibration and setting quantizer threshold,
the continuous-time symbol detection can be measured. By
varying the input signal amplitude, the corresponding
symbol detection image plot using the sampler versus
threshold range (DAC) is plotted as shown in Fig. 14. The
sampler output indicated by white color corresponds to
higher counter values whereas the black color corresponds
to lower counter values. The plot suggests that symbol
detected output is almost buried in the noise when the input
amplitude is 20 mV.
The data rate of the continuous-time RAKE receiver is
calculated as 1/((Tchip 9 Ns ? Tquiet) 9 nrepetition). Where
Tchip is the chip interval and Tquiet (&30 ns) is the
assumed quiet period after every symbol transmission.
nrepetition is the processing gain. Ns corresponds to number
of chips. The receiver performance with respect to different
chip intervals are as shown in Table 1. The chip interval
can be varied to increase data rate but processing gain
which is very much needed for the continuous-time system
will reduce the data rate. The power dissipation is esti-
mated with respect to 31-chip incoming symbol. With
respect to different chip intervals, the power dissipation in
symbol detector is minimal whereas the quantizer block is
increasing with increased chip interval. The symbol
detector is quite power-efﬁcient compared to the quantizer.
Symbol detector was custom designed for power-efﬁcient
but the quantizer should be optimized in future for low-
power.
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Fig. 14 Symbol detected under different input amplitude
Table 1 Performance summary
Chip interval (ns) Data rate
(Mbit/s)
Power (mW)
SD Quantizer
18 1.65 0.96 4.29
20 1.5 0.97 4.56
22 1.37 0.97 4.58
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Fig. 15 Measured BER versus average input power
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The bit error rate (BER) of the continuous-time RAKE
receiver can vary with many factors such as distance
between the transmitter and receiver, symbol pattern (code
density), processing gain, quantizer thresholder and match
thresholder. The measured BER is plotted against the
average input power as shown in Fig. 15. A BER (&10-5)
is achieved for very short range (\10 cm) which is quite
good compared to the long range where noise dominates
the signal. The BER rate can be improved further through
many ways such as increasing the symbol length, symbol
repetition coding and including an LNA in the receiver
front-end. The continuous-time RAKE receiver is an initial
prototype designed for short-distance ranging system and
its coherent symbol detection allows high-precision local-
ization along with communication.
6.4 CTBV ranging system
The continuous-time RAKE receiver along with sampler,
ranging block and symbol generator forms the complete CTBV
ranging transceiver. The CTBV ranging system in a master-
slave conﬁguration is employed for high-precision localization
with a reported ranging accuracy of&1.4 cm [12].
Themeasurement setup consists of twoPCBsone asmaster
transceiver and the other as slave transceiver. The measured
continuous-time symbol detection in a master–slave conﬁg-
uration can be depicted as shown in Fig. 16. To initiate the
communication and ranging, master is triggered to transmit
the symbol and also initializes the ranging and sampler block.
Slave will output the detection pulse after the symbol recep-
tion as shown in Fig. 16(a). Immediately slave will transmit
another symbol and master will output the detection pulse
after reception as shown in Fig. 16(b). Now the sampler in the
master will have the symbol round trip time (master–slave–
master) which is the desired time-of-ﬂight value.
The coherency of the symbol detection is obtained since
cross-correlation is running in continuous-time and the
detection pulse will be issued immediately when matching
occurs. The measured symbol detections for different chip
intervals at the master are also plotted in Fig. 16(c, d) which
shows its corresponding time-of-arrival.This continuous-time
symbol detection feature is used to estimate the precise time-
of-ﬂight valuewithout any clock synchronization between the
master and the slave. The CTBV ranging system is highly
appreciated in short distance ranging such as wireless health-
caremonitoring systems, which require power-efﬁcient, area-
efﬁcient, high-precision ranging and cost-efﬁcient systems.
The receiver performance is summarized and compared
to other short-range IR-UWB receivers operating in the
3.1–10.6 GHz UWB spectrum in Table 2. Compared to
other works, the presented continuous-time RAKE receiver
is very power-efﬁcient and also does coherent clockless
symbol detection suitable for high precision ranging.
7 Conclusion
AIR-UWBRAKE receiver utilizingCTBV is presentedwith
measured results. Quantizer threshold which is very critical
for the systemperformance can be accomplished using swept
threshold technique. The continuous-time RAKE receiver is
clockless and still performs coherent symbol detection
without the need for precise timing synchronization. This
coherency of the continuous-time RAKE receiver is appre-
ciated in high precision ranging localization. The continu-
ous-time RAKE receiver along with the high-speed sampler,
symbol generator and ranging block can be used as a ranging
system for high-precision localization ranging without any
clock synchronization (&1.4 cm).
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Fig. 16 Continuous-time symbol detection in a master and slave
conﬁguration
Table 2 Comparison of continuous-time RAKE receiver
Performance This work [11] [25]
Process (nm) 90 130 130
Area (mm2) 3.6 6.4 216
Supply voltage (V) 1.2 1.2 1.8–1.2
Architecture Coherent Coherent TDC
Clockless detection Yes No No
Power (mW) 5.29 145.8 46.8
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An IR-UWB Transmitter for Ranging Systems
Malihe Zarre Dooghabadi, Håkon A. Hjortland, Øivind Næss, Kin Keung Lee, and Tor Sverre Lande, Fellow, IEEE
Abstract—This brief presents a continuous-time impulse ra-
dio ultrawideband transmitter. The transmitter is a part of a
high-precision ranging single-chip transceiver that measures the
time-of-ﬂight symbol propagation. The clock burst generator in
the transmitter will initiate symbol transmission in continuous
time unbounded by any clock signal while maintaining an accurate
chip rate during symbol transmission. Using a calibration circuit,
the clock period can be programmed precisely to compensate
for device mismatch. The transmitter is fabricated in Taiwan
Semiconductor Manufacturing Company 90-nm CMOS technol-
ogy and occupies an area of 0.123 mm2. The programmable clock
range is from 12.65 to 111 MHz, and the measured rms jitter is
3.26 ps at 50 MHz. The entire transmitter has a power consump-
tion of 1.41 mW at the data rate of 2 Mbit/s.
Index Terms—Calibrated clock, clock burst generator,
continuous-time binary value (CTBV), impulse radio ultrawide-
band (IR-UWB) transmitter, ranging system.
I. INTRODUCTION
U LTRAWIDEBAND (UWB) wireless communicationsystems may be categorized into two main groups: im-
pulse radio UWB (IR-UWB) systems and multiband orthogo-
nal frequency-division multiplexing systems [1]. The IR-UWB
uses the transmission of very short pulses with large bandwidth
and low duty cycles, enabling the implementation of a low-
power IR-UWB transmitter. Therefore, IR-UWB is well suited
for short-range and low-power applications such as radio-
frequency identiﬁcation tags, sensor networks, biomedical elec-
tronics, and localization applications.
This brief presents an all-digital IR-UWB transmitter based
on the continuous-time binary-value (CTBV) signal processing
technique. In the CTBV technique, there is no running clock
signal, and timing is based on the inherent process-dependent
gate delays [2]. In the CTBV signal processing domain, the
signal amplitude is a binary value of either 1 or 0, and it is con-
tinuous in time. In the presented transmitter, the on-off keying
(OOK) modulation scheme is used because it is less complex
and can be realized using simple digital circuits.
The transmitter is intended in a ranging IR-UWB transceiver
for measuring the symbol round-trip time [3]. In clocked sys-
tems, the time-of-ﬂight (ToF) measurement and the ranging
resolution are limited by the clock frequency [4]. In this ef-
fort, we achieve improved ranging resolution by doing symbol
ToF measurements in continuous time [3]. In the presented
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Fig. 1. Ranging transceiver system and the proposed IR-UWB transmitter.
CTBV-based ranging system shown in Fig. 1, we are able
to reach a ranging precision of 1.4 cm with moderate design
complexity [3].
In the ranging system, the master transceiver sends symbol
S1 and initiates the ToF measurement. The slave transceiver
detects symbol S1 after some propagation delay. When the
symbol detector in the slave transceiver detects S1, then another
symbol S2 is returned to the master transceiver. A constant
processing time is added since no clock is involved. After some
propagation delay, the master transceiver detects S2, and ToF
is measured using the high-speed sampler. In the measured
symbol round-trip time, all the processing must be constant in
time, and the only variable delay is the actual ToF measuring
the distance between the transceivers.
In such continuous-time ToF measurements, symbol trans-
mission must be unbounded by any clock signal for proper
operation. However, a high-quality periodic signal is required
for a chip clock during symbol transmission. In the proposed
transmitter, there is a clock burst generator circuit operating in
continuous time, generating a preset sequence of clock pulses.
The clock burst generator has an immediate start-up triggered
by the rising edge of an incoming trigger signal, and it can
also be stopped quickly. Therefore, the proposed clock burst
generator will always give constant and stable pulse sequences.
One of the important design parameters in ranging systems
is a periodic and stable chip rate in order to avoid misalignment
and ensure reliable symbol detection. To ensure the correct
chip rate and thus reduce the chip rate variability, a calibration
circuit and a calibration procedure using an external accurate
clock reference (crystal oscillator) are used [5]. The external
clock reference is only brieﬂy used in the calibration phase and
disabled during the system operation mode. In the calibration
mode, the clock burst generator circuit is initially programmed
and calibrated precisely.
1549-7747 © 2013 IEEE
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Fig. 2. Clock burst generator calibration circuit.
The rest of this brief is organized as follows. Section II
describes the transmitter system operation and architecture.
Measurement results are presented in Section III and IV con-
cludes this brief.
II. PROPOSED TRANSMITTER
As shown in Fig. 1, the presented transmitter has four main
circuit blocks: a clock burst generator, a programmable trigger
delay, a symbol generator, and a pulse generator. The transmit-
ter is triggered by the symbol detector, recovering the incoming
UWB signals. On the rising edge of the incoming trigger signal,
the clock burst generator starts immediately. Before symbol
transmission, a setup time is inserted for stabilization of the
oscillation. Since this setup time is dependent on the chip rate,
a Serial Peripheral Interface (SPI) programmable register is
provided for the number of setup cycles. After the setup time,
a pulse sequence is generated according to the programmed
symbol pattern. The rising edge of the symbol pattern will then
initiate a higher order Gaussian pulse for the antenna [6]. When
the symbol transmission is completed, a short pulse is generated
on Symbol_Finished(F) to stop the clock burst generator.
Due to the immediate start-up and stop time of the clock
burst generator, the transmitter always has a constant processing
time, which is a key function of the continuous-time ToF
measurement system. There is simply no clock to wait for in
continuous-time systems, so the start-up time will always be
constant. However, other noise sources like jitter noise are still
present.
A. Transmitter Circuit Description
1) Clock Burst Generator: The clock burst generator gen-
erates a ﬁnite sequence of clock cycles. The module consists
of two main circuits: a calibration circuit and a clock generator
loop. The calibration circuit and the clock burst generator are
shown in Figs. 2 and 3, respectively.
The clock burst generator has two operation modes: manual
and trigger. In the trigger mode, the clock generator loop is
enabled for clock signal generation and in the manual mode,
the clock period can be calibrated and programmed precisely
using the calibration circuit. First, the manual mode should
Fig. 3. Clock burst generator loop.
be enabled for calibration of the clock period to the desired
value, and after that, the trigger mode is enabled and the clock
burst generator is ready to operate. In the following, the manual
and trigger modes of the clock burst generator are explained in
detail.
a) Manual mode: In the manual mode, by setting
Enable_Osc to high, the ring oscillator is enabled, and oscil-
lation starts by sending a pulse on Start_Osc. The oscillation
should be kept running for a short time until the loop signal
(Clk_Out) is stabilized. Then, calibration can be started by
sending a pulse on Start_Calibration, and after that, the tunable
reference pulse is generated. As long as the reference pulse is
high, the loop counter counts the oscillation cycles of the clock
generator loop signal Clk_Out. The period of the loop signal
is the reference pulsewidth divided by the loop counter value,
e.g., for a tunable reference pulse of 1 ms and a loop count of
100 000, the period of the loop signal is 10 ns. Thus, by tuning
the programmable delay element inside the loop, a clock signal
with a given period can be generated. The timing diagram in
Fig. 2 shows the measurement procedure.
b) Trigger mode: The timing diagram in Fig. 3 demon-
strates the circuit operation in trigger mode. In the trigger mode,
Enable must be set high for two purposes: ﬁrst for enabling
the ring oscillator and second for enabling the triggering of
the oscillation. The inverted and delayed Enable makes the
reset signal (RST) for the SR latch (R prioritized before S).
The SR latch can also be reset using the manual reset signal
(Reset_Trigger).
When Enable is set high, the ﬁrst incoming input pulse on
Trigger will change the output of the SR latch from low to high,
and then, the generated rising edge on Start_Osc_M goes to the
pulse shaper and starts the oscillation. Any additional pulses on
Trigger will not have any effect since the SR latch is already
set high. Oscillation is going on as long as Enable is high.
After Enable is set low, oscillation will stop after one clock
cycle. When Enable is set low, 5 ns later, RST and R will be
set high and reset the SR latch. After Enable is set high again,
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Fig. 4. Pulse shaper circuit.
the ring oscillator is ready to oscillate with the ﬁrst incoming
pulse on Trigger. As shown in Fig. 3, the proposed clock burst
generator starts immediately with the rising edge of the trigger
signal, so this circuit can also be used as an immediate clock
synchronizer.
c) Clock burst generator design consideration: The clock
generator loop is a noninverting ring oscillator and has four
parts: a pulse shaper, a clock gating circuit, a trigger circuit,
and a programmable delay element.
In a ring oscillator, tuning the delay value of the loop delay
element changes both the rising and falling edge propagation
delays. In a conventional ring oscillator, both the rising and
the falling edge propagation delays determine the loop signal
period, so if the delay value of the loop delay elements is
increased or decreased with 50 ps, the loop signal period will
change about 100 ps. However, in a noninverting ring oscillator,
only the rising edge propagation delay will affect the loop signal
period, thus giving us a ﬁner tuning step size than an inverting
ring oscillator. This is simply achieved by inserting a one-shot
circuit in the loop.
Fig. 4 shows the pulse shaper circuit. The pulse shaper
maintains oscillation inside the loop, and it is a one-shot circuit
accepting any input signal with pulsewidth exceeding 2 ns and
giving an output signal with a ﬁxed pulsewidth of 6 ns. Since
the clock period of the loop signal is determined by the rising
edge propagation delay, the pulsewidth variation is not a critical
issue. In the presented design, the pulsewidth is set to 6 ns,
which is about half of the minimum of the loop signal period.
The clock gating circuit is used for enabling and disabling
the ring oscillator, facilitating a programmable sequence of
pulses. The trigger circuit injects a 6-ns pulse into the ring
oscillator at the ﬁrst rising edge of the input trigger signal,
thus starting the ring oscillator. In the trigger circuit, when the
Enable signal is set low, 5 ns later, the RST signal is generated
to make sure that there is at least 5-ns low time between the last
clock pulse of one clock burst and the ﬁrst clock pulse of the
next clock burst. Without a pause time of 5 ns, which is about
half of the minimum of the loop signal period, there can be a
risk of getting two clock pulses right after, which may create
unexpected behavior in the rest of the system.
The programmable delay element is a cascade of three dif-
ferent programmable subelements, called ﬁne, medium, and
coarse delay lines. The ﬁne delay element has 65 delay settings
with tuning steps of 10 ps. The medium and coarse delay
lines have 64 delay settings with step sizes of 50 ps and 1 ns,
receptively. By tuning the programmable delay element, the
clock period can be set to the desired value.
2) Programmable Trigger Delay: The programmable trig-
ger delay is shown in Fig. 5. This circuit is a coarse delay
element with delay steps of one clock period. The required
delay value is set by programming the Delay register. The
circuit is triggered by the incoming trigger signal, which sets
Fig. 5. Programmable trigger delay.
Fig. 6. Symbol generator.
the Running(F) signal high, and starts the counter. When the
counter increments up to the preset delay value stored in
the Delay register, the Running(F) signal goes low, and the
trigger output signals will be generated on Trig_Out(F) and
Trig_Out(R). The timing diagram in Fig. 5 illustrates the circuit
functionality; as shown, if the Delay register is set to n, then the
Running(F) signal stays high for n+ 1 and the counter counts
to n+ 1, so the actual delay value is n+ 1.
3) Symbol Generator: Fig. 6 shows the symbol generator
circuit. This circuit generates a sequence of trigger signals
according to the desired symbol pattern. The OOK modulation
scheme is used in the presented transmitter, so for each of the
bits set in the symbol pattern, a trigger pulse will be generated
for the pulse generator.
The symbol pattern can be programmed using the Symbol
Template register, and the symbol length can be set using the
Delay register inside the programmable trigger delay circuit.
When the symbol generator is triggered, the symbol is sent
serially on the Template_Serial and PG_Trig signals according
to the programmed symbol pattern. When the last bit of the
symbol is sent on Template_Serial, a one-clock-cycle pulse will
be generated on Symbol_Finished(F). The timing diagram is
shown in Fig. 6.
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Fig. 7. Chip die photograph.
4) Pulse Generator: The pulse generator that is presented
in [6] is used in the transmitter. The pulse generator generates
high-order Gaussian pulses. Several loose triangular pulses are
used to construct a ﬁrst-order Gaussian envelope. The band-
width is determined by the envelope. The generated Gaussian
pulse has a center frequency of about 4 GHz and a bandwidth
of about 2.3 GHz, which ﬁts the Federal Communications
Commission (FCC) mask [6].
III. MEASUREMENT RESULTS
The proposed transmitter was implemented in the Taiwan
Semiconductor Manufacturing Company 90-nm CMOS tech-
nology. The die photograph of the ranging transceiver is shown
in Fig. 7. The prototype chip has an SPI that is used for
setting the registers and generating the controlling signals. In
the measurement setup, a microcontroller programmed through
the Universal Serial Bus interface is used for signal generation,
SPI programming, data collection, and readout.
A. Measured Performance of the Clock Burst Generator
An external reference clock signal with a frequency of 3MHz
is used for calibration and period measurement, and the tunable
reference pulse is set to 1 ms. As mentioned in Section II-A1,
the pulse shaper may be triggered by any signal with a
pulsewidth of more than 2 ns. The pulse shaper also needs a
signal with a minimum low time of 2 ns. Thus, the loop delay
should always be about 10 ns or more for the circuit to work
properly. By tuning the ﬁne, medium, and coarse delay lines in
the programmable delay element, the chip rate can be calibrated
from 12.65 to 111 MHz.
Not only the clock period of the clock signal is determined by
the programmable delay element but also the other digital gates
inside the oscillation loop contribute to the total delay of the
loop signal. The accuracy of the calibration is determined by the
amount of averaging, i.e., the width of the reference pulse [5].
By calibrating the loop delay elements, the process variations
and device mismatch can be compensated, but there may still
be some clock frequency drifting due to the dynamic noise,
e.g., jitter and substrate coupling. The measured ﬁne tuning
step is about 10 ps, so we have a limited tuning resolution.
For example, with a clock frequency of 100 MHz, we may
have an error up to 500 ppm. The clock jitter is measured
using the histogram analysis on the Agilent 54855A Inﬁniium
Fig. 8. First graph shows the external trigger signal. The second, third, and
fourth graphs show the measured waveforms at the outputs of the clock burst
generator and pulse generator. The symbol patterns in the third and fourth
graphs are 1111111111111111 and 1100011011100101, respectively.
Fig. 9. Measured clock signal and its phase noise at 50 MHz.
oscilloscope. The measured peak-to-peak and rms jitters are
26 and 3.26 ps at a clock frequency of 50 MHz and also 20
and 3 ps at a clock frequency of 100 MHz, respectively.
B. Measured Performance of the Transmitter
The clock period is calibrated and set to 50 MHz to measure
the transmitter performance. For measurement purposes, an
external square-wave signal is used to trigger the transmitter.
The frequency of the square-wave signal is set to 2 MHz in
order to have a data rate of 2 Mbit/s. The Delay register in
the programmable trigger delay is set to three; therefore, the
setup time lasts four clock cycles, and then one clock cycle
later, the symbol generator starts triggering the pulse generator.
As shown in Fig. 8, after ﬁve clock cycles, the pulse generator
generates pulses according to the programmed symbol pattern.
The symbol length is set to 16. Fig. 8 shows the input trigger
signal and the measured waveforms at the outputs of the clock
burst generator as well as the pulse generator. The third and
fourth graphs in Fig. 8 present two different programmed
symbol patterns.
The operation range of a ranging system depends on the
transceiver sensitivity, which can be improved by increasing
the transmit power, unfortunately severely limited by FCC
regulation. Alternative sensitivity improvements of pulsed ra-
dio systems would involve some sort of processing gain like
symbol repetition coding or extended symbol length trading in
transfer rate.
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TABLE I
PERFORMANCE SUMMARY AND COMPARISON
As can be seen in Figs. 8 and 9(a), on the rising edge of
the trigger signal, the clock burst generator starts to generate
the periodic signal without any varying setup time. Fig. 8
shows that, after the symbol is transmitted completely, the
clock burst generator turns off, draining minimal power. In a
real transmission, the intersymbol spacing would be increased,
reducing intersymbol interference (ISI).
An on-chip inverter-based buffer is connected to the output
of the clock burst generator for measurement purposes. Due to
the gate delay of this output buffer and digital gates, there is
a delay difference of about 3 ns between the measured trigger
and the clock signal at the output of the buffer, as presented in
Fig. 9(a). The clock signal amplitude is less than VDD because
of the 50-Ω loading of the oscilloscope on the output buffer.
Fig. 9(b) shows the measured phase noise at the clock frequency
of 50 MHz. The phase noise is only relevant for the duration
of one symbol (relative phase noise). For moderate symbol
lengths, a continuous-time correlator combined with pulse ex-
tenders in the receiver is compensating for the added phase
noise as proved by the measured performance of the ranging
transceiver in [3].
In order to measure the power consumption of the clock
burst generator, the signal transmission is turned off, and the
clock burst generator is programmed to generate a clock signal
continuously. At clock frequencies of 50 and 100 MHz, the
clock burst generator has average power consumptions of 1.68
and 3.24 mW, respectively. The presented clock burst generator
has less power consumption compared to phase locked loop
(PLL)- or delay locked loop (DLL)-based clock generator
circuits. As explained in Section II-A1, the programmable
delay element inside the clock burst generator is a cascade
of three different kinds of delay elements. In the prototype
clock burst generator, the unused delay modules inside the
programmable delay element are not disabled and signiﬁcantly
contribute to the power consumption. In future design, this
can be changed for improved power performance. To measure
the power consumption of the transmitter, the symbol pattern
is set to 1010101010101010, and the data rate and chip rate
are set to 2 Mbit/s and 50 MHz, respectively. The measured
average current of the entire transmitter including the clock
burst generator is about 1.18 mA, so the transmitter has a power
consumption of 1.41 mW.
A comparison with similar efforts found in the literature is
shown in Table I, indicating improved power performance and
reduced chip area.
IV. CONCLUSION
A novel calibrated transmitter for continuous-time symbol
generation in IR-UWB communication systems has been pre-
sented. The proposed transmitter is a simple delay-based cir-
cuit. There is no continuous running clock, and a new calibrated
clock burst generator is used to generate a preset periodic pulse
sequence for symbol generation. The clock burst generator
is initiated in continuous time for proper operation of the
high-precision ranging transceiver. By elaborating calibration,
a periodic clock sequence is generated for symbol generation.
The transmitter has been successfully demonstrated in ranging
communication systems [3], giving close to 1-cm accuracy.
With good power efﬁciency and minimal standby power, the
reported transmitter is suitable for battery-operated wireless
localization systems.
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My Contributions to This Paper
As co-supervisor I worked with the MS student to bring forward a programmable delay element
suitable for beamforming of impulse radio solutions. The delay element with back-gate tuning
was my idea, and my SPI solution and measurement setup was used.
251
APPENDIX A. PAPERS PAPER 13. CLOSE RANGE IMPULSE RADIO BEAMFORMERS
252
Close Range Impulse Radio Beamformers
Øyvind Dahl, Ha˚kon A. Hjortland, Tor Sverre “Bassen” Lande and Dag T. Wisland
Dept. of Informatics, University of Oslo, Norway
Email: oyvind.dahl@fys.uio.no, haakoh@iﬁ.uio.no, bassen@iﬁ.uio.no, dagwis@iﬁ.uio.no
Abstract—Beamforming electromagnetic waves, especially at
close range, is challenging. Extremely accurate control of
phase/timing is required. In this work we present a digital
programmable delay-line suited for transmission beamforming
using multiple senders. Back-gate tuning of inverter delays are
measured to give relative temporal tuning in the range of 1.1 ps.
I. INTRODUCTION
The emergence of Ultra Wideband (UWB) technology in the
marketplace is slower than anticipated when the UWB band
was released by FCC several years ago. A major obstacle has
been to implement solutions in standard CMOS technology.
Only a few single-chip CMOS transceiver solutions are cur-
rently available either for multi-band or impulse radio [1],
[2] and lately several journalists have announced UWB to be
dead [3]. In the end it all boils down to cost so single-chip,
low-cost CMOS solutions may have signiﬁcant impact on the
UWB market.
At the Nanoelectronics group at Dept. of Informatics,
University of Oslo we are pursuing unconventional design
paradigms enabling impulse radio solutions in standard digital
CMOS operating at microwave frequencies. The Continuous-
Time Binary-Value (CTBV) design paradigm has been ex-
plored to make a fully functional, single chip impulse radar [4].
A more elaborate treatment of CTBV circuit design for CMOS
impulse radio may be found in [5]. An important feature of
CTBV circuits is the exploration of inherent gate delay instead
of rigorous and power-demanding clocked schemes. One good
CTBV example is the high-speed sampler of the impulse radar
measuring backscattered energy for every 5th millimeters in
depth. This is equivalent to a sampling rate of more than
30 GHz. The short-range CTBV radar is giving remarkably
good results using coherent integration. However, unless fo-
cused antennas are used, the radiated pulses are spread widely
giving backscattered energy from all over the place. In some
applications like level measurements the lack of directionality
is desirable, but for more detailed information, a controllable
electromagnetic (EM) beam would facilitate something like an
electromagnetic camera [6]. A focused horn antenna used for
scanning would require some mechanical rig but techniques
known as beamforming in two dimensions would enable a
scannable EM beam. Most EM beamformers are found in
radar applications and are named phased arrays. By adjusting
the relative phase differences of signals transmitted by several
antennas, constructive and destructive interference will set up
a radiation pattern a process known as beamforming. A simple
time-domain solution is to introduce suitable delays in the sig-
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Fig. 1. The transmitter beamforming is achieved by delayed trigger of pulse
transmitters.
nal paths before transmission. Although most beamformers are
adjusting phases of some sinusoidal signal, we are exploring
accurate adjustment of the “ﬁring” sequence of Gaussian pulse
transmitters.
Another major challenge doing impulse radio solutions in
standard CMOS is the low power supply, approaching 1 V in
nanometer technology. Even with rail-to-rail operation, it is
hard to radiate the permitted energy level set by the US FCC
part 15 limit of -41.3 dBm/MHz. Again adding antenna gain
would improve directional power, but beamforming would
allow for simple and small antennas. With very power-efﬁcient
and low-device-count Gaussian transmitters feasible in CMOS
technology [2], adding several on-chip transmitters is simple.
By beamforming, signiﬁcant increase of directional, radiated
power is feasible without increasing on-chip power sup-
ply. Multiple-antenna arrangements are often named MIMO
(multiple-input multiple-output) in communication systems.
A. Organization of the paper
In the start of section II, an overview of the beamforming
system is given. In section II-A, the essential part of the
system, the picosecond-range programmable delay element, is
described. In section II-B, the design of our test-chip, with a
fully functional beamformer utilizing the programmable delay,
is presented. In section II-C, Monte Carlo simulations and
measurements of the statistical behavior of the delay elements
is presented. The measurement setup is also described in some
detail, and on-chip interference is investigated. In section III,
we draw an optimistic conclusion about the presented work.
II. IMPULSE RADIO BEAMFORMER
As shown in Fig. 1 the idea of impulse radio beamforming
is simple. A number of identical Gaussian transmitters are
ICUWB 2009 (September 9-11, 2009)
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Fig. 2. The radiation from several transmitters will interfere and build up
energy when coordinated.
individually controllable with a trigger pulse. The power
efﬁcient transmitters employing only a handful of transistors
are provided by Novelda AS [2] as part of a technology
exchange agreement with Dept. of Informatics, University of
Oslo. On the rising edge of the trigger, a Gaussian dual-slope
pulse is transmitted on the antenna.
In order to generate a suitable sequence of transmitted
pulses, a delay element is inserted between a global trigger
pulse and each of the transmitters. In order to focus an EM
beam the antennas must be arranged with a suitable spacing.
For a given focal distance F and an antenna spacing of δd the
required temporal correction is given by
δτ =
√
F 2 + δd2 − F
c
,
when we assume signal propagation close to the speed of light
c = 3 · 108 m/s and aligned antennas. For an energy focus
at 1 m with antennas spaced 0.1 m apart, the δt ≈ 16.6 ps,
while an EM focus at 0.9 m would require δt ≈ 18.5 ps. In
this antenna conﬁguration an adjustment of 0.1 m requires a
timing adjustment of approximately 1.9 ps. These ﬁne time
adjustments are hard to make, especially with the inherent
transistor mismatch found in advanced technology. The spatial
size of the focused energy is determined by frequency content
of the transmitted pulses. In general, higher center frequency
will improve focus.
A. Programmable Delay Element
Based on the proposed time-domain impulse radio beam-
forming, an accurate and programmable delay element tunable
in the picoseconds range is required. Even for nanometer tech-
nology this is really challenging. The nominal inverter delay is
estimated to be approximately 12 ps. An important observation
is by using a global edge-trigged topology, we are left with
tuning the relative time-differences. Adding an overall delay
after trigging is acceptable, but the relative delays between
the delay-lines must be adjusted accurately in the picoseconds
D Q
τ
Fig. 3. Binary back-gate inverter tuning using a weak pulldown over a PMOS
diode-connected transistor.
τ
τ ττ ττ
Fig. 4. A programmable delay is constructed by cascading inverters and
tunable inverters.
range. So slightly manipulating the individual inverter delays
of a longer delay-line is sufﬁcient. Now, cascading several
inverters adding latency is acceptable as long as all delays
are balanced to approximately the same accumulated time.
Minor changes of inverter delays may be done by design with
transistor sizing, but a programmable delay is harder to come
about. In this approach we are exploring back-gate tuning or
body-biasing. Back-gate efﬁciency is reduced in nanometer
technology [7], which in this application is traded in as an
advantage enabling ﬁne-tuning of inverter delays.
The circuit topology explored in this work is a simple
binary tuning of a PMOS back-gate as shown in Fig. 3. An
inverter with weak pull-down is used to switch the body-bias
between two voltages. When the inverter output is high, the
diode-connected PMOS transistor will drive the well potential
to Vdd for normal inverter operation. When the inverter is
pulling down through the series PMOS load, the well-potential
or back-gate is pulled downwards approximately one diode
offset, imposing a slight decrease of the front-gate threshold
voltage. The effect is a slightly faster PMOS. With a triple-
well process, a similar procedure might be used for the NMOS
as well, but we are working with edge-trigged transmitters and
only need to adjust the positive-going transition. The inverter
state is set digitally by storing a bit in a register.
As shown in Fig. 4 the tunable inverter is followed by a
normal inverter for signal reconstruction and state inversion.
Then a suitable number of delay stages are cascaded to
establish required tuning range.
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Fig. 5. The evaluation chip consists of eight dual-slope Gaussian pulse
transmitters preceded by programmable delay-lines.
Fig. 6. A chip was designed in STMicroelectronics 90 nm technology with
eight transmitters each equipped with programmable delay-lines.
B. Impulse Radio Beamformer Chip
In order to evaluate the quality of delay-line programming
a test-chip was made in ST 90 nm CMOS process. Eight
identical, edge-trigged impulse radio transmitters for dual-
slope Gaussian-shaped pulse transmission were used.
As shown in Fig. 5, the ﬁring of each transmitter is
controlled by a programmable delay-line consisting of one pro-
grammable coarse-tune delay element and 64 programmable
ﬁne-tune delay elements. The coarse delay element is made of
a chain of 64 dual inverter delays. Each of the delay-outputs
are tapped to a multiplexer for control of the delay-value. The
multiplexer enables us to choose the number of dual inverter
delays to cascade. The unit delay of the dual inverters are
approximately 35 ps, which gives us a programming range of
0 to 63× 35 ps ≈ 2.2 ns. The ﬁring sequence is trigged by an
external trigger for all transmitters and a simple SPI scheme is
used for programming the different delay-elements integrated
on the chip. Fig. 6 shows the chip topology, where the eight
transmitters are clearly visible along the pad-frame.
C. Simulated and Measured Performance
As transistor mismatch in ﬁne-pitch processes is signiﬁcant,
a statistical treatment of chip performance is required. As a
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Fig. 7. Simulated probability distribution of the value of one delay-element.
ﬁrst approximation a delay-element was simulated in Cadence
using foundry parameters for Monte Carlo modeling.
The probability distribution in Fig. 7 gives an expected
tunable delay of approximately 1 ps. More accurately, we have
a mean value of µ = 1.1 ps with a standard deviation of
σ = 0.3 ps. In 74% of the tests, the value is within one σ.
In 94% of the tests the value is within 2σ. This simulation
indicates that tuning is remarkably accurate, facilitating close
range beamforming.
In order to evaluate the chip performance, high quality
instruments are required. Our equipment is somewhat lim-
ited with a 20 Gsample/s scope (Agilent 54855A Inﬁniium
Oscilloscope). However, by using averaging the speciﬁcation
sheet [8] indicates a delta-time accuracy between two edges on
a single channel down to 70 fs, provided at least 256 samples
are averaged. Based on a number of experiments, we ﬁnd the
practical resolution of the oscilloscope to be approximately
3 ps. Because of these measurement limitations, we have to
design our experiments accordingly.
The prototype chip is mounted on a printed circuit board
(PCB). The PCB is also equipped with a connector for a
microcontroller module hooked up to a PC via USB. The
microcontroller is programmed to control the value of the
delay-line registers using SPI. The transmitter outputs are
routed to eight different SMA connectors. The piggy-back
microcontroller is mounted on the right side of the PCB in
Fig. 8, while the SMAs are mounted along the edges.
For debugging purposes we have tapped four transmitter
trigger signals to separate SMAs (not mounted in Fig. 8). The
antenna outputs are connected to the oscilloscope with equal-
length cables (1 m) and 50 Ω impedance matching.
The measurements are controlled by MATLAB scripts on
a computer interfacing the chip registers through the USB-
connected microcontroller and reading results from the oscil-
loscope using GPIB.
The simplest measurement is to enable each delay element
individually and measure the incremental change. The mea-
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Fig. 8. Photo of PCB made for chip measurements (photo: T. Sæther).
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Fig. 9. Measured values for each of the delay-elements in a delay-line.
sured values ﬂip between 0 ps and 3 ps, so each delay-element
is measured ﬁve times and the average value is recorded
(Fig. 9). The average value over all delays is approaching 1 ps.
A better estimation is possible by randomly selecting 40
delay-elements and measure the total delay. By averaging we
may estimate the unit delay. Again we do repeated measure-
ments, this time each experiment was repeated 99 times.
The results listed in TABLE I indicate good match with
simulations. Largest peak deviation is 3.3 ps which is within
the known precision of our oscilloscope. By averaging we es-
timate the unit delay to be τ ≈ 1.3 ps. All these measurements
TABLE I
MEASUREMENTS OF 8 DELAY-LINES ON A PROTOTYPE CHIP, SELECTING
40 RANDOM DELAY ELEMENTS.
Delay-line # Runs Mean Peak deviation Mean/40
1 99 53.8 ps 2.4 ps 1.3 ps
2 99 44.0 ps 2.8 ps 1.1 ps
3 99 59.6 ps 2.9 ps 1.5 ps
4 99 53.1 ps 3.1 ps 1.3 ps
5 99 56.5 ps 2.9 ps 1.4 ps
6 99 45.3 ps 1.7 ps 1.1 ps
7 99 58.5 ps 2.1 ps 1.5 ps
8 99 47.0 ps 3.3 ps 1.2 ps
Avg 792 52.2 ps 2.7 ps 1.3 ps
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Fig. 10. Measured delay distribution of the eight coarse delay-elements on
a single chip.
are from one chip, but results from other chips are similar.
The accuracy of the coarse-tune delay-line is also affecting
the overall performance, but can be mended by calibration.
These coarse delays are only required for large offsets and are
expected to have signiﬁcant variations in actual delay value.
By measuring each tap of the delay-line and presenting the
results as a probability distribution, we are able to analyze the
impact of mismatch. These variations are signiﬁcant, but may
to some extend be calibrated by offsetting the ﬁne-tune delay.
By inspecting the probability distribution in Fig. 10, we
can see that the delay-values have a somewhat Poisson-like
distribution shape. The results show that the steps of the delay-
line has a mean value of µ = 35.2 ps, and a standard deviation
of σ = 8.9 ps. Approximately 75% of the steps are within one
σ and approximately 96% are within 2σ.
During testing, signiﬁcant interference between delay-lines
were observed. Initially a constant delay value was established
in one delay-line (A). Then another delay-line (B) was sys-
tematically changed by incrementing the programmed delay.
Fig. 11 shows how the presumably constant delay-line A is
affected by interference from setup of another delay-line. As
delay is increased in delay-line B, we see the presumably
constant delay of delay-line A is ﬁrst increased, then decreased
and then increased again. When the ﬁring of transmitter B is
done after the ﬁring of transmitter A, no further interference is
detected. We observe this effect regardless of physical on-chip
distance.
We explain this behavior by rail induced noise. Gates like in-
verters are rail referred with quite poor power-supply rejection
ratio (PSRR). When the pulse transmitters are trigged, rails
are strongly loaded, feeding back correlated interference. This
systematic interference is showing up as signiﬁcant change to
the delays.
To verify this theory, the pulse generators were turned off
by disconnecting the separate rail pads. By measuring the
buffered transmitter trigger we ﬁnd no interference. Based on
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Fig. 11. Interference to the timing of one transmitter caused by another
transmitter.
these observations, we see that great care must be taken to
prevent cross-talk between pulse generators and delay-lines.
III. CONCLUSION
In this paper, we have presented a novel programmable
delay element exploring back-gate tuning. A programmable
delay with a relative tuning of 1.1 ps may be used for
accurate, close-range beamforming by controlling the trigging
of impulse radio transmitters. Although some inaccuracies and
interference is observed, the back-gate tuning is usable for
close range beamforming, provided layout is done carefully
with appropriate shielding.
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My Contributions to This Paper
The beamforming idea using programmable delay elements was elaborated further by a fellow
PhD student. Extensive measurements were undertaken to confirm the beamforming idea. I
contributed to the design of the delay elements used in the chip which was measured on in this
paper. My SPI solution was also used in the chip.
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Abstract—An UWB impulse radio programmable transmitter
array is presented, usable for electromagnetic beamforming. The
linear antenna array may be programmed for focal beamforming
using seven impulse radio transmitters. Two different spatial
conﬁgurations are evaluated for use as beam scanning elec-
tronics of an electromagnetic camera. A novel high-precision,
programmable delay element is explored for accurate beam
control. Measured results shows that the scan line of the
beamformer can be steered with sufﬁcient resolution facilitating
an electromagnetic CMOS camera.
I. INTRODUCTION
Using electromagnetic waves (EM) for imaging has been
around for a long time. The ﬁrst radar was patented in 1908
and has been reﬁned and developed to a sophisticated device
in all sorts of transportation. Another important development
is ground penetrating radar (GPR or georadar) also exploring
EM. The successful use of EM for longer distance radar and
georadar has initiated use for close range imaging like medical
diagnosis tools. Some interesting reports on breast cancer
diagnosis (Darmstadt) are published [1]. Electromagnetic to-
mography (EMT) is also under development for short range
application. A major challenge in short-range EM imaging is
the travelling speed close to light (3 · 108m/s), demanding high
speed signal processing.
In general the electromagnetic properties of different mate-
rials are interesting since EM to some extend shine through
materials opaque to light. We may imagine that high-quality
EM images of the inside of our body will provide valuable
information in medical diagnosis. In addition to existing
techniques (X-rays, ultrasound, MR), EM images are indicat-
ing electrical properties of the exposed object (permittivity,
permeability). Finding cancer tumors in breasts has already
been successfully explored with EM [1]. However, great care
must be taken to minimize the amount of EM exposure, since
some studies are indicating EM may cause cancer [2].
Still, a high-quality electromagnetic imaging device with
minimal radiation may be a versatile instrument not only in
medical diagnosis. In this paper we will present a potential
CMOS implementation of EM camera for short-range appli-
cation exploring accurate impulse radio beamforming.
A. EMCAM technology
At the Nanoelectronics group at Dept. of Informatics,
University of Oslo we are pursuing unconventional design
paradigms enabling impulse radio solutions in standard digital
τ τ τ τ τ τ τ
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Fig. 1. The transmitter beamforming is achieved by delayed trigger of pulse
transmitters.
CMOS operating at microwave frequencies. The Continuous-
Time Binary-Value (CTBV) design paradigm has been ex-
plored to make a fully functional, single chip impulse radar [3],
[4]. A short-range radar has been made with remarkably
good results using CTBV design and has since been com-
mercialized [5]. Short-range measurement of backscattered
EM energy with millimeter resolution is feasible. However,
backscattering from any objects of the exposed ﬁeld is sensed
regardless for location.
Another effort at the Nanoelectronics group is the de-
velopment of impulse radio beamforming technology using
high resolution programmable delay elements for coordinated
ﬁring of impulse radio transmitters [6]. Measured performance
indicate relative delay programmability in the order of 1−2ps.
When these delay elements are cascaded and inserted in front
of impulse radio transmitters, accurate EM beamforming is
feasible. As shown in Fig. 1 the impulse radio beamformer
is used for relative ﬁring delay of a number of impulse radio
transmitters.
Most EM beamformers are found in radar applications and
is called phased array antennas. By adjusting the relative
phase differences of signals transmitted by several antennas,
constructive and destructive interference will set up a radiation
pattern a process known as beamforming. Signiﬁcant literature
in this ﬁeld [7] is available. An interesting difference between
impulse based systems and frequency based systems is the
lack of grating lobes in impulse radio beamforming.
Reported impulse radio EM beamformers are exploring
beamforming in the revceivers [8] using phase shifted mixing
of backscattered signals.
In this effort we are aiming at a full 3D, short-range
978-1-4244-4311-6/09/$25.00 ©2009 IEEE
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Fig. 3. The fabricated chip consists of eight dual-slope Gaussian pulse
transmitters preceded by programmable delay-lines.
EM-camera exploring a two-dimensional transmitting antenna
beamformer for directing the beam, while the third dimension
(depth) is achieved in the receiver using the high-speed CTBV
sampler of the impulse radar. However, several challenges
still remains, when implementing such solutions in nanometer
CMOS technology.
In the following we will evaluate the implementation re-
ported [6] for extension to a two-dimensional antenna array
and explain how impulse radio beamforming and impulse
radar technology may be combined to implement a single-chip
CMOS EM camera for short-range applications.
II. BEAMFORMER SETUP
A major challenge doing impulse radio solutions in standard
CMOS is the low power supply, approaching 1 V in nanometer
technology. Even with rail-to-rail operation, it is hard to radiate
the permitted energy level set by the US FCC part 15 limit
of -41.3 dBm/MHz. Our Gaussian pulse has a peak-to-peak of
0.45V as shown in Fig. 2.
Initial experiments using low-gain and simple antennas ex-
hibit way too little energy and more antenna gain was required
for reliable measurements. The transmitting signal bandwidth
is ≈ 4GHz with a center frequency just above 3GHz. For
increased energy emission, a suitable Vivaldi antenna was
developed by another project member (reported in another
paper submitted to this conference) with ≈ 10dB gain.
Measurements reported in [6] indicated signﬁcant variations
in the delay elements due to transistor mismatch and on-chip
interference. Although these variations are expected in CMOS,
elaborate calibration was required to compensate.
A. Impulse Radio Beamformer chip
In order to evaluate the quality of delay-line programming
a test-chip was made in ST 90 nm CMOS process. Eight
identical, edge-trigged impulse radio transmitters for dual-
slope Gaussian-shaped pulse transmission were used [6].
As shown in Fig. 3, the ﬁring of each transmitter is
controlled by a programmable delay-line consisting of one pro-
grammable coarse-tune delay element and 64 programmable
ﬁne-tune delay elements. The coarse delay element is made of
a chain of 64 dual inverter delays. Each of the delay-outputs
are tapped to a multiplexer for control of the delay-value. The
multiplexer enables us to choose the number of dual inverter
delays to cascade. The unit delay of the dual inverters are
approximately 35 ps, which gives us a programming range of
0 to 63× 35 ps ≈ 2.2 ns. The ﬁring sequence is trigged by an
external trigger for all transmitters and a simple SPI scheme is
used for programming the different delay-elements integrated
on the chip.
For measurement purposes, one of the transmitters was
used as time-reference, so a total of seven transmitters were
available for beamforming.
III. EXPECTED PERFORMANCE OF IMPULSE RADIO
BEAMFORMING
The expected radiation pattern depends on the array geom-
etry, the elements weights and also the number of elements.
The beamwidth depends on the element spacing. The larger
element spacing the narrower beamwidth and the better res-
olution. The number of elements determines the number of
sidelobes and the peak of the main lobe. UWB beamforming
is time and space signal processing [9], the array pattern for
a linear receiving array of N elements with equal element
spacing of d is:
y(Φ,Φ0, t) =
1�
hn
N−1�
n=0
hns(t+ n(τΦ − τΦ0)) (1)
where s(t) and hn are the impulse signal and element weight-
ing coefﬁcient, respectively. If the signal propagation speed is
c and angle of incident signal is φ, then the signal with respect
to the ﬁrst sensor reaches the nth element after nτφ, where
τφ =
d
c
sin(φ). For the steering angle of φ0, the steering delay
is τφ0 =
d
c
sin(φ0). In Fig. 4 the expected lobe pattern of 7
elements receiving array is shown. Unlike frequency based
beamforming no grating lobes are present.
A. Measured Performance
For these measurements, a uniform linear transmitting array
with 7 elements is used. In Fig. 2 the transmitted waveform
from one transmitter and received waveform at the distance of
40 cm from the transmitting antenna are presented. According
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Fig. 4. Modelled beamforming with seven receivers.
to Friis equation if we have two transmitting and receiving
antennas, the received power to transmitted power ratio is:
pr
pt
= GrGt(
λ
4πR
)2 (2)
where Gt and Gr are transmitting and receiving antenna gain,
respectively. λ is wavelength and R is distance. So, as we
goes far away from transmitting antenna, the received signal
attenuated. This effect is shown in Fig. 2 in which the received
signal at the distance of 0.4m is weaker than the transmitted
signal.
B. Beamformer
In a linear transmitting array, for focusing on different
points, transmitters should be delayed in a way that on the
focal point the transmitted waves reach simultaneously. In the
following, the element delay value of a uniform linear array is
calculated. In an array of N elements as shown in Fig. 5 the
propagation time of transmitted waves to reach on focal point
X , are:
tn =
Dn
c
, tn−1 = tn+1 =
�
Dn
2 + d2
c
,
tn−2 = tn+2 =
�
Dn
2 + (2d)
2
c
, ... (3)
where c is the propagation speed and equals to 3 · 108m/s.
If tmax = max(. . . , tn−2, tn−1, tn, tn+1, tn+2, . . . ), then the
delay value of elements are:
τn = tmax − tn, τn−1 = τn+1 = tmax − tn−1, ... (4)
Transmitters are delayed based on the equation (4).
1) Calibration and measurement setup: All transmitters
must be calibrated to account for transistor mismatch. As
reported in [6], CMOS production mismatch introduces major
deviations in gate delay. To some extend we were able to align
seven transmitters by using one transmitter as a reference.
However, this simple scheme is only adjusted for all transmit-
ters in phase. When varying the delays for focusing, signiﬁcant
nn-1n-2 n+1 n+2
n n+1 n+2n-1n-2
Fig. 5. Uniform transmitting linear array
errors were introduced. In order to ensure correct delays, each
actual delay setting was measured using an oscilloscope before
beamforming experiments. For future development, calibration
procedures must be incorporated as a chip function.
Another limitation is our small lab facilities without any ab-
sorbers. Signiﬁcant reﬂections and external noise is degrading
our measurements, but even so, our results are quite promising.
The experiments are done in time domain using a receiving
antenna connected to an oscilloscope and directly measuring
signal strengths with build-in scope functions.
2) Experimental results: To see the effect of antenna spac-
ing on the EM pattern, a 7 elements uniform linear array
with antenna spacing of 10 cm which is about one wavelength
and 5 cm which is half a wavelength, is used. Fig. 6 shows
the measured EM ﬁeld of the array with antenna spacing of
5 cm, focused at (20 cm,50 cm). The EM ﬁeld of array with
antenna spacing of 10 cm is shown in Fig. 7 with a focal
point at (30 cm,50 cm). In these ﬁgures the EM ﬁeld in light
areas is stronger than the dark areas. The X axis indicate the
transmitter line-up and the Y axis gives the depth. The EM
ﬁeld is measured form 25 cm in the Y direction.
Figures 8 and 9 shows the array pattern of the array with
5 cm element spacing and 10 cm element spacing at the
depth of 50 cm, respectively. As shown in ﬁgures 6 and 8,
because of interferences the measured focal point is offset to
(22.5cm, 50cm).
There are different deﬁnitions for calculating the resolution
[10]. In the paper we adopt the -3 dB attenuation point as
the beam limit or resolution. The -3 dB resolution in Fig. 8
is about 11.5 cm, and in Fig. 9 is about 9.5 cm which is
about one wavelength (the center frequency is 3.2GHz and
the wavelength is 9.4 cm). So, the larger antenna spacing, the
narrower mainlobe and the better resolution.
The 7 elements transmitting array with element spacing
of 10 cm is programmed to focus on (60cm, 50cm). The
measured EM ﬁeld is shown in Fig. 10. The focal point is on
(55cm, 50cm) with a steering angle about 26.5o. The radiation
pattern at depth of 50cm is shown in Fig. 11, resolution is
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Fig. 6. EM Field of 7 TXs with antenna spacing of 5 cm, Focal point at
(22.5cm,50cm)
Fig. 7. EM Field of 7 TXs with antenna spacing of 10 cm, Focal point at
(30cm,50cm)
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Fig. 8. Radiation pattern of 7 elements array with 5cm spacing at the depth
of 50 cm
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Fig. 9. Radiation pattern of 7 elements array with 10cm spacing at the depth
of 50 cm
about 11cm.
There are some sidelobes in radiation pattern of ﬁgure 9
and 11. the sidelobes in Fig. 9 are approximately at 6cm,
47cm and 57cm which correspond to −25.6o, 17o and 28.7o
and in Fig. 11 are approximately at 6cm, 20 cm and 37.5
cm that correspond to −25.6o, 11.3o and 8.5o, respectively.
We blame these sidelobes mainly to inaccurate calibration and
interference.
In narrow band arrays with element spacing larger than
half a wavelength, grating lobes appear. These grating lobes
may approach the signal strength of the main lobe and limits
antenna spacing. But, in impulse radio arrays the antenna
spacing may be larger without any aliasing or grating lobes.
So, there is not any grating lobes in ﬁgures 9 and 11, while
the element spacing is about one wavelength.
In general we ﬁnd the experimental results very promising,
but will require further investigation for a two-dimensional
structure. The challenge of tuning delays within a few ps is
feasible, but require calibration.
IV. CONCLUSION
We have experimentally shown that short-range electro-
magnetic beamforming requiring picosecond delay tuning is
feasible in standard CMOS technology. The measurement
results shows that the beam can be controlled and focused with
a spatial resolution of about one wavelength. Also the effect
of element spacing is investigated, for reduced focal size, the
antenna element spacing should be increased, which is feasible
with impulse radio transmitters. Based on these promising
experimental results, we are pursuing solutions for making
a CMOS EM camera using transmitting beamforming in two
dimensions, while exploring CTBV impulse radar technology
in the depth dimension.
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Fig. 10. EM Field of 7 TXs with antenna spacing of 10 cm, Focal point at
(55cm,50cm)
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Fig. 11. Steered radiation pattern of 7 elements array with 10cm spacing at
the depth of 50 cm
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This paper presents a calibration circuit for tunable delay elements which reaches a measuring
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High precision calibrated digital delay
element
M. Zarre Dooghabadi, H.A. Hjortland and T.S. Lande
A novel high precision digital delay element for use in impulse radar
beamforming is presented. By using digitally tunable delay elements,
a simple digital calibration procedure is possible using a novel, non-
inverting ring oscillator in combination with an accurate clock reference.
All process dependent errors, such as mismatch and process variations,
are corrected and may be stored as a digital calibration pattern.
Introduction: In modern narrowband radar technology, phased-array
solutions are used for directional, electronic steering of radar beams,
avoiding mechanical steering. Recently, the original impulse radar has
been revived [1, 2], exploring high processing gain and low-power
impulse emission. With the unlicensed ultra-wideband (UWB) spectrum
released by FCC (3.1–10.6 GHz), impulse radio solutions are becoming
even more attractive. An advantage of impulse radar systems is improved
depth resolution due to the emission of short and thus wideband pulses.
This has made short-range radars with millimetre depth resolution
possible. For sufﬁcient processing speed, a novel processing paradigm
is utilised, known as continuous-time, binary value (CTBV) [2].
A similar approach was also proposed in [3, 4], named CTDA. The
CTBV processing technique facilitated the design of a single-chip
CMOS radar, now even commercialised [5].
As with narrowband systems, impulse radar systems may also be used
for beamforming. By utilising the co-ordinated transmission of pulses,
constructive interference appears and directional electromagnetic beams
may be radiated. An interesting advantage of impulse radar transmission
beamforming is the absence of grating lobes regardless of antenna
spacing, thus avoiding directional ambiguity.
To have an accurate co-ordination of pulse ﬁring, high-resolution delay
adjustments of the order of a few picoseconds are required. For example,
in a linear UWB transmitting array with seven elements and antenna
spacing of 10 cm at a centre frequency of 6.85 GHz with 23 dB beam
resolution of one wavelength at the depth of 50 cm (which is a beam
resolution of about 58), a minimum temporal resolution of 5–10 ps is
required. By programming the delay line with such a temporal resolution,
an angular beam control of approximately 58 is feasible.
In a typical nanometre technology, the gate delay of an inverter is
approximately 10 ps. Adding production spread of up to 20% due to
mismatch, digital gate delays do not provide sufﬁcient resolution nor
precision. We have previously published a simple, digital tuning
technique using back-gate biasing [6, 7] enabling digital tuning of
single inverters by a few picoseconds. In this Letter, we characterise
delay elements by using a ring oscillator-based calibration circuit with
a precision of a few picoseconds to compensate for process variations
and device mismatch. It is, however, still vulnerable to dynamic noise,
e.g. jitter, and rapid temperature variations.
Calibration circuit: The proposed calibration circuit consists of three
parts, the calibration loop, the reference pulse generator, and the loop
counter, as indicated by dashed rectangles in Fig. 1. A digitally program-
mable ﬁne-tuning delay line with 65 settings facilitates adjustment up to
approximately 500 ps in steps of 7–8 ps [6, 7]. It has an absolute delay of
about 2 ns, but this is not a problem since the same delay is added to all the
Tx-antennas in the array. The adjustable delay line is combined with a
static delay of 8 ns, giving a total delay of approximately 10 ns, which
matches our expected pulse repetition frequency (PRF). The two delay
lines may be conﬁgured in a loop, which we here call the calibration
loop, in order to measure their actual delay. The calibration loop is
basically a non-inverting ring oscillator where we send a pulse around
the loop rather than an edge, like in a normal ring oscillator. The period
of the non-inverting ring oscillator will only be dependent on the rising
edge propagation delay through the loop, rather than the sum of the
rising and falling edge propagation delays. This is exactly what we are
after, since we want to calibrate the propagation delay of a rising edge
through the delay element. The period of the rising edge can be measured
by counting the number of oscillations for an accurately controlled
period of time. The actual period of the ring oscillator is then simply
the reference time interval divided by the loop count. A timing diagram
is shown in Fig. 1.
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Fig. 1 Block diagram of proposed calibration circuit
For controlled operation of the oscillator, the loop is closed by
the ‘calibration_mode’ signal, as shown in Fig. 1. First, the
‘enable_oscillation’ signal is set to ‘0’ to stop any oscillation in the
loop, then it is set to ‘1’ to enable the loop. After that, a trigger signal
on the ‘start_oscillation’ input starts the actual oscillation. Maintaining
the loop oscillation is done by adding a pulse shaper. The pulse
shaper is a one shot circuit, which can accept any input signal with
pulse width shorter or longer than 5 ns, and it generates an output
pulse with constant width of 5 ns. The tunable reference pulse circuit
generates a reference pulse with a known length based on an input refer-
ence clock only required for calibration. As described, it is used to
enable counting of the ring oscillator output in the loop counter for a
precise time interval. The width of the reference pulse is set by a pro-
grammable ‘pulse_length’ register.
When a measurement is initiated, the actual delay including static and
dynamic errors will be averaged by the counter. If we want a loop delay
of say 10 ns, a 1 ms reference pulse should give a counter value of
approximately 100000 if the delay is correctly programmed. By
repeatedly measuring and tuning the delays, an accurate calibration is
found. The accuracy is in part determined by the amount of averaging,
i.e. the width of the reference pulse. If we want to increase the delay by
100 ps then we repeat this procedure with a target loop delay of 10.1 ns.
This will increase the delay value by 100 ps.
Measurement results: To evaluate the performance of the proposed cali-
bration circuit, an implementation in TSMC 90 nm CMOS technology
was made. The programmable delay line is a cascade of 64 dual-inverter
buffers. In each of these dual inverters, the bulk voltage of the PMOS
transistor in one of the inverters is switched between two values in
order to gain the ﬁne delay tuning [6, 7].
All control signals are generated by an on-chip SPI controller. Amicro-
controller is used for SPI programming and clock signal generation. The
microcontroller itself is programmed through a USB interface.
A necessary condition for correct calibration is an accurate clock refer-
ence. If we have a crystal clock with 100 ppm precision, a 1 ms reference
pulsewill give amaximumvariation of about 0.1 us. This variation, when
divided by the loop counter value, will be very small, e.g. for the loop
count of 100000, the maximum error is 1 ps, which is sufﬁcient. It
should be noted that also dynamic errors like jitter noise, rail-noise and
other noise sources are all averaged in this calibration procedure.
Therefore dynamic errors are reduced inversely proportional to the refer-
ence pulse width.
For the followingmeasurement results, the reference pulsewidth is set to
1 ms. In the programmable delay line there are 64 delay steps. We sweep
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this setting and measure the total delay. We use 100 runs per delay step to
average out and to quantify the noise in the measurement results.
Fig. 2a shows the increase in the absolute loop delay as the delay is
swept. The irregularities apparent for settings of 0, 16, 32, 48, and 64
are due to imperfect layout with folding and different loading. The
measured delay step for each programmable delay element is shown in
Fig. 2b. All the delay steps are 7 to 8 ps except for ﬁne delay settings
of 0, 16, 32, 48, and 64, which are due to the layout issue.
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Fig. 3 Variation in measured loop delay from run to run for one delay
setting
To show the reliability of the calibration circuit, repeated measure-
ments were done with a ﬁxed programmed delay value, displayed in
Fig. 3. The results are quite convincing, giving an RMS value of 1 ps.
To reduce RMS error a reference pulse with longer width can be used,
but here we are using the calibration circuit to characterise the delay
lines for beamforming and this accuracy is sufﬁcient for our purpose.
Conclusion: A novel digitally programmable delay element with tuning
steps of 7–8 ps can be calibrated with a measuring precision of 1 ps
RMS error using a reference clock. Measured results in 90 nm technol-
ogy are provided, indicating excellent performance. Although dynamic
deviations are not corrected, we anticipate that the calibrated delay
element may be usable for other applications as well, such as simple
on-chip clock generation.
# The Institution of Engineering and Technology 2011
12 February 2011
doi: 10.1049/el.2011.0395
One or more of the Figures in this Letter are available in colour online.
M. Zarre Dooghabadi, H.A. Hjortland and T.S. Lande (Department of
Informatics, University of Oslo, Oslo, Norway)
E-mail: malihezd@iﬁ.uio.no
References
1 McEwan, T.E.: ‘Ultra-wideband radar motion sensor’. U.S. Patent 5 361
070, 1 Nov. 1994
2 Hjortland, H.A., and Lande, T.S.: ‘CTBV integrated impulse radio design
for biomedical application’, IEEE Trans. Biomed. Circuits Syst., April
2009, Vol. 3, pp. 79–88
3 Tsividis, Y.P.: ‘Continuous-time digital signal processing’, Electron.
Lett., 2003, 39, pp. 1551–1552
4 Li, Y.W., Shepard, K.L., and Tsividis, Y.P.: ‘Continuous-time digital
signal processors’. 11th IEEE Int. Symp. on Asynchronous Circuits
and Systems, New York, NY, USA, 2005, pp. 138–143
5 www.novelda.no
6 Dahl, O., Hjortland, H.A., Lande, T.S., and Wisland, D.T.: ‘Close range
impulse radio beamformers’. IEEE Int. Conf. on Ultra-Wideband,
Vancouver, Canada, 2009, pp. 205–209
7 Zarre Dooghabadi, M., Vu, A.T., Sudalaiyandi, S., Hjortland, H.A.,
Lande, T.S., Næss, Ø., and Hamran, S.E.: ‘Electromagnetic impulse
radio camera’. IEEE Conf. Proc. of 27th NORCHIP, Trondheim,
Norway, November 2009
ELECTRONICS LETTERS 28th April 2011 Vol. 47 No. 9
APPENDIX A. PAPERS PAPER 15. HIGH PRECISION CALIBRATED DIGITAL DELAY
ELEMENT
270
APPENDIX A. PAPERS PAPER 16. AN ULTRA-WIDEBAND RECEIVING ANTENNA
ARRAY
Paper 16 An ultra-wideband receiving antenna array
M. Z. Dooghabadi, H. A. Hjortland, and T. S. B. Lande. “An ultra-wideband receiving antenna
array”. In: Circuits and Systems (ISCAS), 2013 IEEE International Symposium on, pp. 2373–
2376, Beijing, China, May 2013. doi:10.1109/ISCAS.2013.6572355. © 2013 IEEE. Reprinted
with permission.
My Contributions to This Paper
This paper presents a radar with receive-beamforming. The system is based on the radar design
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An Ultra-Wideband Receiving Antenna Array
Malihe Zarre Dooghabadi, Ha˚kon A. Hjortland, and Tor Sverre “Bassen” Lande
Department of Informatics, University of Oslo, Norway, Email: malihezd@iﬁ.uio.no
Abstract—An UWB impulse radio receiving antenna array
based on delay and sum beamforming is presented. The array
is implemented using a simple impulse radio radar transceiver.
The presented radar transceiver is fabricated in 90 nm TSMC
technology, and it has a high speed sampler with sampling rate
of 10 GHz which recovers the received signal with sufﬁcient
resolution. Using a programmable delay element with medium
and coarse settings, an electronic beam steering step of about
10-15◦ is feasible. A high precision calibration circuit is explored
for delay adjustment with high resolution. The measurement
results show that the array with antenna spacing of about one
wavelength has a cross-rang resolution of 17 cm, which is about
one and half of the wavelength.
I. INTRODUCTION
The ultra-wideband (UWB) imaging array can be used in
several applications such as medical imaging and diagnosis,
health-care and security scanning. The UWB antenna arrays
may be categorized in two main groups, delay and sum beam-
forming arrays and spatial diversity arrays [1]. The spatial
diversity receiving array is used to improve the signal and
image quality in a multipath fading environment. The antenna
elements should be widely spaced so that the received signals
at each of the antenna elements are uncorrelated. In delay and
sum beamforming arrays the transmitted or received signals
are delayed to have constructive interference at the focal point
or the desired direction. So, the antenna arrays improves the
directivity of the main beam, and also provides electronics
steering without mechanical rotation.
In conventional narrowband beamforming arrays, the time
delay is approximated with a constant phase shift, but the
impulse radio UWB arrays are True-Time-Delay (TTD)-based.
In [2], an on-chip coplanar strip line and tapped delay trom-
bone line are used for delay adjustment, but this architecture
requires a large number of on-chip inductors, transmission
lines, and complex trombone tap circuit structures. In [3] the
beamformer architecture is based on the double quadrature re-
ceiver in which the received impulse signal is down converted
to the baseband for signal detection, and a baseband digital
phase shifter is used as a TTD element.
In this paper a linear receiving array is presented which is
implemented with several IR-UWB radar transceivers based
on the Continuous-Time Binary-Value (CTBV) technique. The
CTBV technique is based on the inherent, process-dependent
gate delays, which avoids power-demanding clocked schemes.
In CTBV signal processing domain the signal amplitude is
binary value of either 1 or 0, while it is continuous in time
domain [4].
Using CTBV technique, the presented IR-UWB transceiver
has a simple circuit structure, which is mostly realized with
digital circuits. The IR-UWB transceiver has a high speed
sampler with sampling rate of about 10 GHz that facilitates
recovering the back scattered signal with sufﬁcient resolution.
By using a programmable delay element with medium tuning
steps of 45 ps and coarse tuning steps of 900 ps, an electronic
beam steering step of about 10− 15◦ is feasible.
To have an accurate co-ordination of received signals high-
resolution delay adjustments of the order of a few tens picosec-
onds are required. Using an on-chip calibration circuit and
exploiting a calibration procedure all the process variations and
mismatches in the transceiver circuits, and also the mismatches
between PCB boards and cables can be compensated.
The paper is organized as follows. II gives an overview of
delay and sum beamforming and antenna array design, and
III explains the presented antenna array system and IR-UWB
radar transceiver. The measurement results are presented in IV
and V concludes the paper.
II. UWB BEAMFORMING AND DESIGN CONSIDERATIONS
In a receiving array, signals from one back-scattering object
will reach the antennas at different times proportional to
the time-of-ﬂight distance. By compensating these time delay
differences and signal alignment, constructive interference and
beam-steering at the desired direction, and destructive interfer-
ences at other directions can be obtained. The output of the de-
lay and sum beamforming array is: y(t) =
�n−1
0 wisi(t−Δi)
[5]. where si(t) and wi are impulse signal and element
weighting coefﬁcient, respectively. n is number of antenna
elements, and Δi is the steering delay.
In an antenna array the beamwidth is inversely proportional
to the aperture size. So, with the same number of antenna ele-
ments but larger antenna spacing the beamwidth gets narrower
and hence the cross-range resolution improves. However in
narrowband antenna array with antenna spacing larger than
a one-half of the wavelength grating lobes appear which
results to spatial aliasing and ambiguity in direction. In UWB
beamforming due to the short duration of the emitted impulse
signals, there is less interference outside the focusing location,
therefore the level of the grating lobes is decreased. Although
larger inter-element spacing provides better resolution, but
antenna arrays with smaller antenna spacing have better SNR.
The ideal sidelobes level (ISL) is ratio of the maximum
level of the sidelobe to the mainlobe level, and it measures
the array ability to reject the noise and unwanted signal. ISL
is deﬁned as: ISL = 20 log10
1
n [6]. where n is the number of
antenna elements. So, within the same aperture size increasing
the number antenna elements results in lower sidelobes level,
and higher dynamic range.
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Fig. 1. Antenna array and beamformer system.
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Fig. 2. Transceiver architecture.
III. LINEAR UWB RECEIVING ARRAY
A. Overview of the Array System
The presented linear receiving array consists of several
single chip IR-UWB radar transceivers which are used as the
receiving antenna elements. A radar transceiver is also used
as a point source radiator and transmitter. For energy emission
and receiving, suitable Vivaldi antennas with≈ 10dBi gain are
used. Fig. 1 shows the array setup. As shown in Fig. 1 several
radar transceiver modules are mounted on the main beam-
forming PCB board. A micro-controller is used on the main
PCB board for the signal controlling and SPI programming of
all the radar transceivers. The micro-controller is programed
through USB interface.
B. Transceiver Architecture
The block diagram of the IR-UWB radar transceiver is
shown in Fig. 2. The transceiver consists of several sub circuit
blocks of transmitter, receiver, calibration circuit, and SPI
module for generating all the controlling signals.
1) Transmitter: The transmitter is simple and all-digital,
and it has two sub circuits of a programmable delay element
and a pulse generator. The programmable delay element is
Pulse Shaper 5ns
Programmable
Delay Element
Enable_OscPulse Shaper 5ns
Start_OscCalibration_Mode
0
1
ENIN
CLK
Start_Calibration OUT Tunable_RefPulse
E.g. 1 ms CLK Loop_Count
RefPulse_Length
Ref_CLK
Ref. Pulse Generator Loop Counter
Calibration Loop
Fig. 3. Calibration circuit (In transceiver the Trigger is used as Ref CLK).
implemented with two sub delay elements of ﬁne and medium
delay lines. The ﬁne delay line is a cascade of 64 dual-inverter
buffers in which the back-gate well voltage of the PMOS
transistor in one of the inverters can be changed, giving a
programmable delay element with 10 ps step size. The medium
delay line is a tapped chain of 63 dual-inverter buffers with
delay values of 45 ps.
The presented pulse generator in [7] is used to generate the
high order Gaussian pulses. Several simple pulses construct
a ﬁrst order Gaussian envelope. The bandwidth is determined
by the envelope, and the center frequency is determined by
the frequency of the generated pulses. By setting Enable PG
to 0, the pulse generator will be disabled, so that it does not
introduce any interference or induced rail noise during receive
mode.
2) Receiver: The receiver circuit operates in CTBV do-
main, and it is implemented with a programmable delay
element, a 1-bit quantizer, a continuous time sampler, a
digital integrator, and a readout circuit. The programmable
delay element inside receiver is used for ranging and consists
of medium and coarse delay lines. The medium delay line
has step size of 45 ps, and the coarse delay line consists
of a tapped chain of 63 delay elements, each of which is
20 dual-inverter buffers, making a step size of 900 ps. The
programmable delay element with mentioned speciﬁcations
provides sufﬁcient delay value for close range imaging and
compensating all the delays which are due to the cables length.
The single ended 1-bit quantizer at the receiver front end
compares the incoming signal with the threshold voltage and
gives a single bit digital output of either 1 or 0. The threshold
voltage level can be set from 0 to VDD [8]. The D ﬂip-ﬂops
are used as sampling elements of the continuous time sampler.
The sampler is implemented with a delay line which is tapped
by the D ﬂip-ﬂops in the steps of 100 ps, and hence facilitates
a sampling rate of 10 GHz.
After the quantized output is sampled, the counters in the
integrator which are connected to the D ﬂip-ﬂops increment
if the 1 is sampled. This integration procedure is repeated
while the threshold voltage is swept, as a result those counters
which are clocked at the high peaks of the received signal will
count more, and those counters which are clocked at the low
peaks of the received signal will count less. By integration
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and sweeping the threshold voltage the received signal can be
recovered with high resolution.
3) Calibration Circuit: One of the important parameter in
delay and sum beamforming is adjusting the delay value with
high resolution in order to have accurate signals alignment
at the desired direction. Due to the process variation and pro-
duction mismatch, there are some deviation in the gate delays.
Therefore a calibration scheme which has been presented in [9]
is used to compensate for the process variations and mismatch.
The conceptual block diagram of the calibration circuit is
shown in Fig. 3. In calibration mode, by setting Enable Osc
to high and sending a pulse on the Start Osc the calibration
loop which basically is a ring oscillator, will be enabled and
starts oscillating. The oscillation should be kept for a little
while to be stabilized. Calibration can be started by sending
a pulse on the Start Calibration, then a tunable reference
pulse will be generated. As long as the reference pulse is high
the loop counter counts the oscillation cycles. The length of
the reference pulse can be set using the RefPulse Length.
The period of the loop signal is the reference pulse divided
by the loop count value, e.g. for the reference pulse of 1 ms,
and loop count of 100 000, the period of the loop signal is
10 ns. Thus, if we want to decrease or increase the delay by
100 ps, we repeat this procedure to have a loop signal with
period of 9.9 ns or 10.1 ns.
IV. MEASUREMENT RESULTS
The uniform receiving array is implemented with IR-UWB
radar transceivers for near-ﬁeld beamforming. The presented
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Fig. 6. The top graph is the EM radiation which measured by the array when
the radiator is on the array center line. The 2nd graph is the measured EM
radiation by the array when the radiator is 30 cm off the array center line.
transceiver is fabricated in TSMC 90 nm CMOS low power
process.
In the measurement system setup, the array consists of 5
receiving antenna elements with antenna spacing of 10 cm
which is about one wavelength. For measurement purpose,
one more radar transceiver is used as a transmitter and a point
source for energy emission, which is placed in front of the
receiving array.
The emitted signal is a high order Gaussian pulse with
center frequency of 2.5 GHz as shown in Fig. 4(a). As shown
in Fig. 2 the sampler has 64 sampling elements which tap the
delay line in steps of 100 ps, so the sampling frame is about
6.4 ns. In the presented measurement results, the data from
the ﬁrst 60 sampling elements are used.
A. Antenna Array Calibration
In delay and sum beamforming before varying the delay of
the antenna elements for beamsteering and focusing, all the
receiving elements must be calibrated to account for transistor
mismatches between the chips, and also compensate all the
mismatches of the PCB boards and cables.
For array calibration, the transmitter is placed in front and
on the center line of the receiving array. Then, the pro-
grammable delay element of each of the receivers is tuned to
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have the received signal in the middle of the sampling frame.
Using this procedures all the receiving antenna elements can
be aligned and calibrated precisely.
The readout data from calibrated receivers are summed
together and presented in Fig. 4(b). As can be seen in Fig. 4(b),
after array calibration the received signal is in the middle of
the sampling frame.
B. Delay Line Calibration
After the antenna array is calibrated to compensate all the
above mentioned mismatches, the receivers can be delayed
according to the required delay value for beamsteering at the
desired direction. Using the presented calibration circuit in III,
an accurate delay adjustment which is important in electronic
beamsteering can be achieved.
In order to calibrate the programmable delay elements and
set them to the desired value, a reference signal (Trigger signal
in transceiver) with clock frequency of 3 MHz is used and the
tunable reference pulse signal is set to 1 ms. Then, the delay
setting of the medium and/or coarse delay lines are swept to
get the required delay increase or decrease with high precision
of few pico second RMS error [9].
For illustration of the calibration circuit functionality, the
calibration measurement result from of one of the receiver is
shown in Fig. 5. As can been seen in Fig. 5, if the medium
delay setting is swept from 0 to 63, then the changes of delay
value is about 0 to 2.98 ns (≈ 63× 45 ps).
C. Near Field Beamforming
After array calibration, the point source radiator is located at
different points at depth of 50 cm in front of the array. Due to
the limited azimuth angle of Vivaldi antennas and free-space
path loss, the receiving array scans from -70 cm to 70 cm at
depth of 50 cm.
To scan each point on the corss-range line, the receiving
elements are delayed accordingly to have constructive inter-
ference in that point. To illustrate the array performance, the
point source is located on the array center line and 30 cm off
the center line, and the normalized measured electromagnetic
(EM) radiations are shown in Fig. 6. As shown in Fig. 6 the
measured EM radiation is strong in the area with the darkest
and lightest colors. As can be seen in the top and the bottom
images of Fig. 6, the measured EM radiation is stronger around
center line and 30 cm off the array center line, respectively.
As presented in Fig. 6, the measured electromagnetic radiation
in near-ﬁeld is spherical, but it is plane-wave in the far-ﬁeld.
The measured energy patterns of the array when the point
source is located on and 30 cm off the array center line are
shown in Fig. 7. As shown in Fig. 7(a) the beamwidth at half
of the mainlobe is about 17 cm. The measured ISL which is
the ratio of the largest sidlobe level to mainlobe level ratio is
about: 10 log10
0.3
1 = -5.3 dB.
V. CONCLUSION
An IR-UWB beamforming antenna array is presented. The
array is implemented with 5 impulse radio radar transceiver
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and 10 cm antenna spacing. The received signal can be recov-
ered with high resolution using a high speed sampler with
sampling rate of 10 GHz. The electronic steering is based
on the delay and sum beamforming technique. For accurate
delay tuning and signal alignment a novel calibration circuit
and procedure is used. The measured energy pattern has a
beamwidth of 17 cm. The proposed antenna array may be
suitable for medical imaging and biomedical application.
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Abstract—A linear impulse radio ultra wideband MIMO radar
array is presented. The IR-UWB imaging array is true time delay
based. The imaging system is implemented using an impulse
radio radar transceiver which is realized in 90 nm CMOS
technology. The transceiver has programmable coarse, medium
and ﬁne delay lines which facilitate an electronic beamsteering
with high resolution. A calibration circuit and scheme for precise
delay adjustment of antenna elements are presented. Tapered slot
Vivaldi antennas are used in both of the transmit and receive
arrays. The MIMO radar array is modeled in MATLAB. Using
the accurate calibration procedure, measurement results agree
very well with the simulation results. A clutter map removal
method is used for reducing the antenna elements cross-talk effect
and the static variations to improve the image quality. The effects
of different array parameters such as inter element spacing and
number of transmit and receive antenna elements on the array
pattern in terms of resolution and signal to noise ratio are studied
to optimize and enhance the MIMO radar array performance.
I. INTRODUCTION
The low cost and low power impulse-radio ultra wideband
(IR-UWB) radar transceiver array with multiple transmit and
receive antenna elements has potential applications in medical
imaging and surveillance systems. The short duration and
wideband Gaussian waveforms provide high cross-range res-
olution. In UWB imaging arrays, due to the short duration of
impulses there will be less interferences outside the focusing
area, so the spacial sampling can be larger than the half of the
wavelength without high level grating lobes [1], [2]. Therefore,
the UWB imaging arrays are less dense and low cost compared
to the conventional narrowband phased arrays.
The IR-UWB imaging arrays are true time delay (TTD)-
based [3]. Several TTD-based beamforming systems have
been presented in [4]–[7]. The presented UWB beamforming
systems in [4]–[7] are either transmitting or receiving arrays.
In [4], [5] on-chip coplanar strip line and tapped delay trom-
bone line are used for delay adjustment, but this architecture
requires a large number of on-chip inductors, transmission
lines, and complex trombone tap circuit structures, and the
reported true time delay and phase resolution are limited to
17.5 ps and 10◦, respectively. In [6] a 4-channel beamforming
transmitter is presented with ﬁne delay resolution of 10 ps
and phase resolution of 1◦. The presented UWB four-element
transmitting array in [7] is implemented with linear delay lines,
micro-strip UWB power dividers and broadband transistors,
and a wideband digital sampling oscilloscope is used as a
receiver.
In this paper a Multiple-Input Multiple-Output (MIMO)
array using several IR-UWB radar transceivers is presented.
The transceiver circuit is based on the Continuous-Time
Binary-Value (CTBV) signal processing technique [8], [9]
which facilitates a simple and low cost design using digital
circuits. In the CTBV technique there is no running clock
signal and timing is based on the inherent, process-dependent
gate delays [8]. In the CTBV signal processing domain, the
signal amplitude is a binary value of either 1 or 0, and it is
continuous in time. The radar transceiver has a high speed
sampler which is not clocked and uses continuous-time signal
processing that provides a sampling rate of 10 GHz which
recovers the backscattered signal with high resolution [10].
The digital programmable delay elements are used as the
true time delay elements with coarse, medium and ﬁne reso-
lutions of 900 ps, 45 ps, 10 ps, respectively.
An important design parameter in TTD-based imaging ar-
rays is accurate delay adjustment to have electronic beam-
steering with high resolution. In order to compensate all
the deviations and device mismatches in the system, the
delay elements must be calibrated. The radar transceiver has
a calibration circuit with high precision for accurate delay
adjustment [11]. Also, a calibration procedure is used to
compensate the mismatches between chips, PCBs, cable, and
antennas for aligning all the transmit and receive antenna
elements.
The linear MIMO radar array is implemented with different
numbers of transmit/receive antenna element and various inter
element spacing to study the effects of these design parameters
on the beampattern and array imaging performance.
The rest of the paper is organized as follows. In section II
the delay and sum beamforming technique and design con-
siderations in imaging arrays are investigated. The IR-UWB
MIMO radar array implementation and imaging are explained
in sections III and IV. Simulation and experimental results are
presented in section V, and section VI concludes the paper.
II. DELAY AND SUM BEAMFORMING AND ANTENNA
ARRAY CHARACTERIZATION
The presented IR-UWB MIMO array is based on the delay
and sum beamforming technique. In delay and sum beamform-
ing the transmitting/receiving elements are delayed to have
constructive interference at the desired point or direction. The
output of a linear array with n antenna elements is [12]:
y(t) =
n−1�
i=0
wisi(t−Δi) (1)
where si(t) and wi are impulse signal and element weighting
coefﬁcient, respectively. The Δi is the steering delay. The
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Fig. 1. IR-UWB MIMO radar array setup and beamforming system.
energy pattern of an array is deﬁned as [13], [14]:
Penergy(φ) =
�
∞
0
|y(t, φ)|
2
dt (2)
To measure the array ability to reject the unwanted signal
the sidelobe level is deﬁned as [14]:
SLL =
maximum value of largest sidelobe
maximum level of mainlobe
(3)
The cross-range resolution depends on the array size and
the center frequency [1]:
δ =
λcR
L
(4)
where R is the distance between array and target, λc is wave-
length at the center frequency, and L is the array size. So, an
array with the larger aperture size and higher center frequency
results in a beampattern with narrower beamwidth and better
resolution. The cross-range direction is perpendicular to the
array center line.
In conventional narrowband beamforming to avoid the spa-
tial aliasing and the grating lobes the antenna element spacing
must not be more than the half of the wavelength. But, in
UWB beamforming due to the short pulses there will be less
interferences outside the focusing location [1], [2]. To reduce
the cost and power consumption, the UWB arrays can have
few antenna elements with inter element spacing larger than
the half of the wavelength without the grating lobe. However,
as the array gets sparser the sidelobes raise more.
III. IR-UWB MIMO RADAR ARRAY IMPLEMENTATION
A. MIMO Radar Array Architecture
The implemented linear MIMO antenna array consists of
linear transmitting and receiving arrays. Tapered slot Vivaldi
antenna are used by both of the transmitters and receivers.
Vivaldi antenna are wideband and have directive patterns
which facilitates to focus energy along one direction instead
of all directions [15], [16]. The Vivaldi antennas which are
used in the MIMO radar array have a gain of ≈ 10dBi
at the center frequency of about 2.5 GHz, and dimension of
10 cm× 15 cm [15]. The Vivaldi antennas which are used in
the measurement setup have wide azimuth angle and narrow
elevation angle. Due to their wide azimuth angle, if the
transmit and receive antennas are placed beside each other
on the azimuth direction, there will be a strong cross-coupling
between them. In order to reduce the cross-talk between the
transmit and receive antenna elements, the transmit and receive
arrays are placed above each other as shown in Fig. 1.
The IR-UWB beamforming system as presented in Fig. 1 is
implemented with several IR-UWB radar transceiver modules.
In radar transceiver chip there is an SPI interface which is used
for register settings and to generate the controlling signals. The
micro-controller which is programmed through USB interface
is used for signal generation, SPI programming, data collection
and readout.
B. IR-UWB Radar System
Fig. 2 shows the block diagram of the IR-UWB radar
transceiver which has been presented in [10]. The presented
IR-UWB radar is used for UWB beamforming. The radar
transceiver is fabricated in 90 nm TSMC technology and
it is based on the Continuous-Time Binary-Value (CTBV)
signal processing [8], [9]. Using the CTBV signal processing
technique, the IR-UWB transceiver system except the pulse
generator and the quantizer is implemented with simple digital
circuits.
The transmitter has two main circuits of programmable de-
lay element and a pulse generator which generates high order
Gaussian pulses [17]. In radar transceiver the programmable
delay elements are used for ranging in both of the transmitter
and receiver circuits. The programmable delay element of the
transmitter circuit consists of ﬁne and medium delay lines.
The ﬁne and medium delay lines have 65 delay settings
with tuning steps of 10 ps and 64 delay settings with tuning
steps of 45 ps, receptively. By tuning the programmable delay
element the pulse transmission of the different transmitters
may be coordinated for beamforming. The programmable
delay element of the receiver has medium and coarse delay
lines. The medium and coarse delay lines have 64 delay
settings with step size of 45 ps and 900 ps, receptively. By
programming the delay lines the receiver can listen to different
ranges.
The receiver circuit consists of a 1-bit quantizer, a pro-
grammable delay element, a digital sampler, a digital inte-
grator, and a readout circuit. The 1-bit quantizer with tunable
threshold setting quantizes the backscattered signal to binary
value of either 1 or 0. The digital output of the quantizer
which is a CTBV coded signal is sampled by a continuous-
time sampler. The sampler has 64 D ﬂip-ﬂops as sampling
elements which tap a chain of delay elements in steps of 100 ps
that provides a sampling rate of 10 GHz. Using the presented
sampler with sampling frame of about 6 ns the backscattered
signal can be recovered in the depth dimension.
The digital integrator is implemented using counters which
count the number of ones. By sweeping the threshold voltage
combined with integration the received signal can be recovered
with high resolution. The amount of integrations or processing
gain is controlled by the Trigger signal.
In transmit beamforming by adjusting the delay values, the
pulse transmission may be set up for constructive interferences
at some focal point, or in receive beamforming the receivers
can be aligned accordingly to listen to the desired direction.
2013 IEEE International Conference on Ultra-Wideband (ICUWB)
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Fig. 2. IR-UWB radar transceiver.
So, the delay adjustment with high precision is an important
design parameter in delay and sum beamforming, and hence
the delay elements must be calibrated. A calibration circuit
and procedure which was presented in [11] is used for precise
delay adjustment and to compensate all the mismatches and
deviations.
The calibration circuit block diagram is shown in Fig. 3.
In calibration mode after enabling the calibration loop which
basically is a gated ring oscillator, it starts to oscillate. Then, as
long as the reference pulse is high, the loop counter counts the
oscillation cycles. The loop signal period is the reference pulse
width divided by the loop count values. The loop signal period
counts for all the delay elements inside the calibration loop.
The time diagram in Fig. 3. presents the circuit functionality.
For electronic beamsteering, if the transmit or receive
antenna elements need to be delayed +100 ps or -100 ps,
and the loop signal period is for example 10 ns, then the
programmable delay element is swept and the calibration
procedure is repeated until the loop signal period is 10.1 ns or
9.9 ns. So, this way the delay elements can be adjusted with
precision of few pico seconds RMS error [11].
IV. IR-UWB MIMO RADAR ARRAY IMAGING
In delay and sum beamforming all the transmitting and
receiving elements must be aligned and calibrated. By calibra-
tion, the transistor mismatches and process variations inside
the transceiver circuits and also all the the mismatches on
PCBs, cables, and antennas can be compensated.
Calibration procedure is done in two steps, ﬁrst all the
transmitting and receiving elements are aligned according
to a reference point. Then, for electronic beamsteering and
scanning the cross-range line at the desired depth, the required
delay values for each of the antenna elements are calculated.
Using the calibration circuit and calibration scheme which are
explained in section III, the correct delay settings for the ﬁne,
medium, coarse delay lines can be found.
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Fig. 3. Calibration circuit and calibration timing diagram.
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Fig. 4. Measured readout of one of the receiver after calibration.
A. Array Calibration
To calibrate and align the antenna elements a metal reﬂector
is placed in front of and on the center line of the MIMO
radar array, as a reference or calibration point. This setup is
shown in Fig. 1. First of all, the receiving elements must be
tuned to listen to the depth in which the target is located.
To align the receivers, a transmitter which is in the center of
the transmitting array emits, and then the programmable delay
element of each of the receivers is swept until the received
signal is ﬁtted in the middle of the sampling frame.
With this procedure all the receiving elements are aligned.
Fig. 4 shows one of the receiver readout after calibration, as
can be seen in this ﬁgure the backscattered signal is ﬁtted in
the middle of the sampling frame. The signal which appears
at the start of the sampling frame is due to the cross-coupling
between transmit and receive antenna elements.
After all the receivers are calibrated and aligned, the
transmitting elements must be calibrated too. In transmitting
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Fig. 5. The time difference is: ΔT = (t1 + t2)− (t3 + t4).
calibration procedure, just one calibrated receiving element
is enabled. Then each of the transmitters emits and its pro-
grammable delay element is swept, until the backscattered sig-
nal appears in the middle of the sampling frame of the enabled
receiver. In this way the transmitting array and the enabled
receiving element are calibrated accordingly. If the calibrated
transmitters ﬁre, the transmitted signals will interfere construc-
tively at the calibration point, and the backscattered signal will
appear in the middle of that receiver sampling frame.
The transmitting calibration scheme is repeated with other
calibrated receivers to make a calibration table for the trans-
mitting array. The calibration table is used to make a scan
table for scanning the cross-rang line at the desired depth from
array.
B. Electronic Beamsteering
Using transmitting/receiving array calibration procedures,
all the chips, PCBs, cables, and antennas mismatches will be
corrected and the antenna elements are aligned and ready for
electronic beamsteering.
For imaging and electronic beamsteering the target is placed
at the desired depth and in front of the MIMO radar array, then
the transmitters sweep the cross-range line and the receivers
receive the backscattered signal, so where the target is located
there will be a strong reﬂection and in other points we expect
no reﬂections.
For scanning all the points on the cross-range line and
transmit sweeping, a scan table is made using the calibration
table. The time of ﬂight from transmitter to a point on the
cross-range line and then from that point to the receiver is
calculated. Also, the time of ﬂight from that transmitter to
the reference or calibration point, and then from calibration
point to that receiver is calculated. As illustrated in Fig. 5, by
subtracting these time of ﬂights the required delay for beam-
steering is found. According to the calculated delay difference
the delay value of the transmitter is decreased or increased, and
its programmable delay element is adjusted precisely using the
calibration circuit. A scan table with required delay settings for
electronic beamsteering all transmitters can be created using
this procedure.
V. SIMULATION AND MEASUREMENT RESULTS
The linear MIMO radar array is implemented and calibrated
as explained in previous sections. To investigate the effects
of different design parameters such as antenna spacing, and
number of antenna elements on the array pattern, the MIMO
radar array is conﬁgured with different settings. Also, the
beamforming system is modeled in MATLAB. Simulation and
measurement results are compared.
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Fig. 6. MIMO radar array measurement/simulation setup. Different number
of transmitters and receivers are used for different test setups.
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Fig. 7. Simulated and measured Gaussian pulse.
A. Measurement Setup
The measurement setup of the IR-UWB MIMO radar array
is shown in Fig. 6. As explained in previous sections, the
transmit and receive antenna elements are placed above each
other to reduce the cross-coupling effect. In the receive array
the inter element spacing is set to 10 cm which is about one
wavelength. To investigate the effect of antenna spacing on
array pattern the inter element spacing of the transmit array is
set 10 cm and 20 cm.
B. Simulation Setup
In simulation the Gaussian pulse is modeled as:
G(t) = e
−t
2
2uB × sin(2πfct+ φ) (5)
where uB =
1
πfB
, fB =
BandWidth
2
, fc is the center
frequency, and φ is the phase shift. The variables in equation 5
are set according to the measured center frequency, measured
pulse duration, and measured amplitude. Both of the simulated
and measured Gaussian pulses are shown in Fig. 7. The
LeCroy oscilloscope with sampling rate of 80 Gsamples/s
is used to measure the Gaussian pulse. The array output is
modeled based on equation 1. The arrays geometry, number
of antenna elements, and the antenna spacing in the modeled
MIMO array is the same as the measurement MIMO radar
array setup.
C. MIMO Radar Array Imaging
The MIMO radar array is conﬁgured as illustrated in Fig. 6.
The transmit array has 3 antenna elements with inter element
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Fig. 8. Simulated output of the MIMO radar array based on equation 1. The
metal reﬂector is at the center.
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Fig. 9. Measured output of the MIMO radar array based on equation 1. The
metal reﬂector is at the center.
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Fig. 10. Measured/simulated energy pattern. The metal reﬂector is located
on the center line of the array.
spacing of 10 cm, and the receive array has 4 antenna elements
with antenna spacing of 10 cm. All the transmitters and
receivers are calibrated and aligned as explained in IV.
In order to evaluate the imaging system functionality a metal
reﬂector is placed in front of the MIMO radar array at the
depth of 50 cm from transmit/receive arrays. Since the Vivaldi
antennas which are used in the measurement setup are not ideal
and have limited azimuth angles, the cross-range line at the
depth of 50 cm is swept from -40 cm to 40 cm.
Fig. 8 and Fig. 9 show the simulated and measured outputs
of the MIMO radar array with above settings and when the
metal reﬂector is placed on the center of the MIMO radar
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Fig. 11. Measured/simulated energy patterns when the metal reﬂector is at
different positions (±10 cm and ±20 cm of the array center line).
array. The backscattered signal is strong in the the area with
darkest and lightest colors which indicates that the target is
located there.
As mentioned in previous sections, there are cross-talks
among transmit and receive antennas. This cross-coupling
effect is shown in the left image of Fig. 9. In order to get
rid of the cross-coupling effect, a clutter map removal method
is used. First the target is removed and the MIMO radar array
sweeps the cross-range line to make an empty-room image.
After that the target is placed in front of the array and the
MIMO radar array scans the cross-range line, then the empty-
room image is subtracted from the obtained image to remove
the cross-coupling effect. The right image in Fig. 9 is after
empty-room image subtraction, and as can be seen the cross-
coupling effect is reduced and the image quality is improved.
The energy pattern is presented in Fig 10. As can be seen
in the energy pattern the measured beamwidth at half of the
mainlobe height or half-power beamwidth (HPBW) [14] is
about 17 cm.
As presented in ﬁgures 8, 9 and 10, simulation and mea-
surement results are similar, and it is because of the calibration
procedure and high precision calibrated delay elements, which
are necessary in delay and sum beamforming.
Fig. 11 presents the energy patterns of the array, when the
metal reﬂector is placed at different positions. As can be seen
in these graphs when the target is off the array center line,
the beamwidth of the main lobe and the level of side lobes
increase. When the target is off center the time of ﬂight is
increased giving an attenuated signal, and hence the sidelobe
level (SLL) degrades.
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D. Array Pattern Characterization
The array parameters such as inter element spacing, number
of transmitting and receiving antenna elements can affect the
array pattern. So, the array performance in terms of resolution,
sidelobe level, and signal to noise ratio can be optimized based
on these design parameters.
1) Antenna Spacing: As stated in equation 4 by increasing
the aperture size the mainlobe in the array pattern gets
narrower, and hence the cross-range resolution is improved.
The energy patterns of two MIMO radar arrays with the same
number of transmitting and receiving elements but different
antenna spacings of 10 cm and 20 cm are shown in Fig. 12(a).
As can be seen in these graphs the array with inter element
spacing of 20 cm has narrower mainlobe and better resolution
than the array with antenna spacing of 10 cm. However, as the
arrays becomes sparser, the level of sidelobes increases.
2) Number of Transmitting Antenna Elements: The energy
patterns of the MIMO arrays with the same size but different
number of transmitting elements of 5 and 3 are shown in
Fig. 12(b). As can be seen by thinning and removing the
transmitting elements within the same aperture size, the array
becomes sparser. Due to thinning the level of sidelobes in-
creases, but the mainlobe does not change and the beamwidth
is marginally improved.
3) Number of Receiving Antenna Elements: As mentioned
in section IV, the transmit array scans and sweeps the cross-
range line and the receive array receives the backscattered
signal. Therefore, more receiving elements improves the signal
strength and the signal to noise ratio. The array patterns of two
MIMO radar arrays with 4 and 2 receiving elements are shown
in Fig. 12(c). As presented in Fig. 12(c) the MIMO radar array
with more receiving elements has a stronger mainlobe, and
signal to noise ratio is improved.
E. Multiple Objects Imaging
According to the presented measurement results in sec-
tion V-D, the MIMO radar array with 5 transmitting and 4
receiving antenna elements and 10 cm inter element spacing
has the best performance in terms of resolution and sidelobe
level. As shown in Fig. 12(b), the array has a beamwidth of
10 cm, so it can distinguish multiple objects when the spacing
between them is more than 10 cm.
Two metal objects with 20 cm spacing are placed in front of
the MIMO radar array. The array output and the energy pattern
are shown in Fig. 13 and Fig. 14, respectively. As illustrated
in Fig. 14, the two mainlobe peaks are above the HPBW line
and the null between the two mainlobe is under the HPBW
line, so this indicates that the array distinguishes two separate
objects.
As can be seen in Fig. 14 the sidelobe level raises compared
to the Fig. 11 where only one object is located 10 cm off the
array center line. This is due to the fact that with more objects
the interference level increases which results to the high level
sidelobes.
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VI. CONCLUSION
An impulse radio ultra wideband MIMO radar array for
close range imaging is presented. The MIMO radar array is
based on the delay and sum beamforming. The Imaging system
is implemented using several single chip radar transceivers
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Fig. 14. Measured energy pattern when two metal objects are located in
front of the array.
based on Continuous-Time Binary-Value signal (CTBV) pro-
cessing.
Combining the CTBV signal processing technique which
facilitates a sampling rate of 10 GHz with calibration circuit
and calibration scheme which provides delay adjustment with
precision of few pico seconds, accurate electronic beamsteer-
ing is feasible. By calibration most of the static deviations in
the beamforming system can be compensated.
Due to the short impulses, even in close range a clutter
map removal method can be used to reduce the cross-coupling
between the transmit and receive antennas and to improve the
image quality.
The MIMO radar array is conﬁgured with different number
of transmit and receive antenna elements and various inter el-
ement spacings to investigate the array focusing performance.
In UWB array the antenna spacing can be larger than the
half of the wavelength, however the reduced spacial sampling
results in higher sidelobe levels. The presented MIMO radar
array may have sufﬁcient scanning capability for close range
imaging.
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Abstract—In this paper we present a novel cross-correlator
chip suitable for “smart” ECG electrodes. Sophisticated QRS-
detection is feasible exploring multi-component based cross-
correlation and by exploiting the simplicity offered by bitstream
processing. The chip is evaluated using real ECG signals as an
example application. Power-efﬁcient running cross-correlation is
obtained with novel asynchronous circuit solutions consuming
only approx. 5 mW. The implemented generic cross-correlator
may be explored for other pattern-matching applications in
wireless sensor networks or other low-power applications.
I. INTRODUCTION
The notion of small, portable, battery-operated systems
often organized in a wireless sensor network (WSN) has
initiated signiﬁcant research activity. Usage of WSNs in body
sensor networks (BSN) [1] is interesting and may facilitate
elegant and compact solutions for vital sign monitoring. In
BSN applications, size is limited and low-power operation
is mandatory for battery operation. The beneﬁt of adopting
specialized silicon systems for minimal size and power con-
sumption in BSN applications is evident [2].
An interesting application of BSNs is personalized health
monitoring. Small sensor nodes may be attached to the body
and even located inside the body as implants. Organized
as WSNs, health information is processed, conditioned and
wirelessly interacting with surrounding networks.
An important vital sign indicator is the heartbeat or the more
accurate analysis of the electrical heart activity known as ECG
analysis. Measuring of heartbeats of the simplest form may be
done by sensing an artery’s pulsation at the body surface and
is merely usable for heart rate measurements. The elaborate
ECG-analysis requires signiﬁcant bedside equipment and typi-
cally 12 electrodes attached to the body. These procedures are
often carried out in hospitals.
However, there is an intermediate ECG analysis often used
for long-term observations known as Holter monitors. These
systems tend to have fewer electrodes, normally 2–3 attached
to the torso. The Holter monitor is worn during normal
activity and should not interfere with normal lifestyle. These
ECG-light monitors do catch serious cardiac arrhythmia like
Bradycardia, Tachycardia, Sinus arrest, Ventricular tachycar-
dia, Supraventricular tachycardia and similar. Older systems
left hours of ECG signals to be analyzed by cardiologists, but
over the year a number of methods have been proposed for
computerized ECG analysis [3].
In this paper we are proposing a novel single-chip cross-
correlator which can be used to perform ECG analyses. A pro-
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Fig. 1. Schematic representation of a normal ECG waveform including P
wave, QRS complex and T wave beat markers.
grammable “smart” ECG electrode with embedded heartbeat
detection or even more elaborate ECG analyses is feasible.
Combined with body area network technology, a wireless ECG
system for long-term usage may be constructed.
II. HEARTBEAT DETECTION
Beat detection involves identifying all cardiac cycles in ECG
recordings and locating each identiﬁable waveform component
within a cycle, the P wave peak, the QRS peak and the T
wave peak, including the associated on- and offset timing.
The electrical activity from one cycle of cardiac contraction
and relaxation is schematically drawn in Fig. 1. The accuracy
of the beat detection has signiﬁcant impact on the overall
classiﬁcation performance and various computerized methods
have been developed over the years trading off computational
efﬁciency with detection quality.
A. Multi-component Based Heartbeat Detection
Although cross-correlation of the ECG-signal has been
explored for template-matching ECG-signals with anomaly
templates, this method was abandoned due to both poor
performance and high computational demands. Recently an
improvement of the traditional cross-correlation method was
proposed in [4], where each of the identiﬁable waveform
components within a cycle are searched for in isolation. Three
templates were used, one for the P wave, one for the QRS
complex and one for the T wave. The ﬁrst step is to locate
the QRS complex by cross-correlating the QRS template with
978-1-4244-4918-7/09/$25.00 ©2009 IEEE 237
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the ECG signal. This method is repeated with the P and the
T wave templates. In each case, the highest value of the
cross-correlation result within the given correlation interval
is compared to a predeﬁned threshold. The threshold value
is established during a pre-learning phase and can be ad-
justed during operation. Although the component-based heart-
beat detection is functionally promising, the computational
complexity of cross-correlation is still demanding. In WSN
applications, power-efﬁcient implementations are required.
III. BITSTREAM CROSS-CORRELATOR
A discrete estimate of the cross-correlation between two
sequences is found by the equation:
r(t) =
n−1�
k=0
y(k)x(t+ k)
The sequence x(t) is cross-correlated with a template se-
quence, y(t), by multiplying each element of the two se-
quences over a window of length n and summing the result.
The result, r(t), is a good estimate of the cross-correlation
between the two sequences. For every new sample of the
incoming signal, another r(t) value may be computed, creating
another element of a cross-correlation sequence between the
incoming signal and the template.
From a computational perspective we need to do n multipli-
cations and sum the results for each sample of the incoming
signal. We either need n multipliers running in parallel or
to speed up the clock with a factor of n. Then we need to
ﬁgure out an efﬁcient summing operation, in the simplest form
requiring another n iterations following the multiplications. No
wonder alternative pattern-matching methods are sought when
power is precious.
The internal signal representation called bitstream is found
in delta-sigma, or sigma-delta, converters, but is usually
decimated to Nyquist rate binary coded numbers. However,
some signal processing like ﬁltering using bitstreams are
reported [5], [6], [7], [8]. Another application of bitstreams is
found in the audio coding format named Direct-Stream-Digital
used in SACD, developed by Sony and Philips [9]. In this
paper we explore the idea proposed in [10] of implementing
cross-correlation by processing bitstreams. By doing so, quite
power efﬁcient single chip heartbeat detectors embedded in
the ECG electrode are feasible.
A. Bitstream Operations
Many bitstream operations can be carried out using ba-
sic logic gates and therefore have a signiﬁcant advantage
compared to their multibit counterparts. Multiplication usu-
ally requiring complex digital circuitry can be done with a
single XNOR gate, given a delta-sigma modulator with an
input range of [−1, 1]. The probability that the output of the
modulator,X , is 1 or 0 is then given by P (X = 1) = (1+x)/2
or P (X = 0) = 1− P (X = 1) = (1− x)/2. The modulation
of two input signals x and y is regarded as uncorrelated and
results in two bitstreams, X and Y . The XNOR of the two
bitstreams, Z = X⊕Y , has this property:
P (Z = 1) =P (X⊕Y = 1)
=P (X = 0) ·P (Y = 0) + P (X = 1) ·P (Y = 1)
=(1 + xy)/2
This means that the output of the XNOR has the same
probability of being ’1’ as a delta-sigma modulation of the
signal x · y, which suggests that the simple XNOR operation
is in fact a good approximation of the otherwise more complex
operation of multiplying two multibit signals. The results
from bitstream multiplications are just a single bit from each
multiplier. A summing operation still remains before the cross-
correlation result is complete.
Single gate operation allows the multiplication of the two
bitstreams to be done in parallel, leaving a long sequence for
summing. For power efﬁciency we avoid clocks exceeding the
oversampled clock frequency. Knowing the multiplier results
are all single bits, the summing is reduced to counting the
number of ’1’s after multiplications. The straight forward shift-
out-and-count would require increased clock speed by the
length of the shift register. This register is typically more
than 1k bits long, giving at least three orders of magnitude
increase of clock speed. A novel asynchronous counter design
is proposed completing the counting operation in just one,
single clock cycle, maintaining the clock frequency at the
oversampling rate. The counting operation is split in two
pipelined sub-operations:
1) Sorting bit sequence from multipliers. The sorting
method used is inspired by the software bubble sort al-
gorithm, but is implemented completely asynchronously.
In contrast to software bubble sort, this implementation
sorts at several places at the same time. The specially
designed register with sorting capabilities is named
“bubble”-register.
2) Encoding sorted result as binary number. The sorted
bit sequence is a thermometer coded representation of
the result and is encoded to a binary value for further
processing.
B. Bitstream Cross-Correlation
The cross-correlation is computed directly on bitstream
coded signals. During setup phase, the template is shifted in
directly as a bitstream coded sequence of up to 1024 bits
in a template register. Then the incoming bitstream signal is
shifted through the correlation register. All bits in the two
registers are “multiplied” by XNOR gates at the start of every
clock cycle. The bubble register is loaded with the results
from the XNOR operation after an adequate delay. Then the
“bubbling” is started and the rest of the clock cycle is reserved
for the asynchronous sorting operation followed by latching of
results. During the next clock cycle, the thermometer coded
result of the bubbling is converted to a binary representation in
parallel with computation of the following correlation result.
It should be noted that cross-correlator results are produced at
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Fig. 2. Asynchronous bubble-register.
the oversampling clock rate and low-pass ﬁltering is required
for removal of the noise-shaped quantization noise inherent in
the signal.
IV. IMPLEMENTATION
In these dedicated microelectronics, register lengths are
hard-coded by design. Depending on application, correlation
window lengths must be adapted for minimal power consump-
tion. For easy generation of different cross-correlators we have
used SKILL, a LISP-like CAD system extension language.
The produced SKILL scripts facilitate fast and easy generation
of both schematics and layout of cross-correlators of different
sizes.
A. Bitstream Cross-Correlator
The bubble register design is shown in Fig. 2, where each
bit is composed of one ordinary RS-latch, one AND gate and
inverters used as delay-elements. The latches are loaded with
the result from the bitstream multiplication in the beginning
of the clock cycle. The bubble sorting is initiated after a
predeﬁned delay for proper settling of the latches. The ﬁnal
and stable condition of the bubble register has all ’1’s stacked
to the right and all ’0’s to the left. This result is known as a
thermometer code, and it will contain one and only one (0, 1)
sequence, which may be used for unique binary encoding.
The thermometer code is converted to binary coding in the
following clock cycle, while the next cross-correlation result is
computed (i.e. pipelining). The thermometer coded result is fed
to the binary encoder assuming a single (0, 1) transition. This
transition is identiﬁed by comparing two consecutive values
from the thermometer coded array using an XOR-gate. The
correct precharged output lines are pulled down which encodes
the desired binary result. The output lines are sampled after
a predeﬁned delay and clocked out through an SPI-inspired
interface.
The calculation of one output value of the cross-correlation
between two bitstream-coded signals, i.e. multiply and sum, is
carried out in two clock cycles with a pipeline depth of two.
The throughput is one output value per clock cycle. So, as
we can see, coding signals as bitstreams facilitates simple and
very power-efﬁcient solutions.
B. Data Conditioning
Hiding of bitstream coding is an integral part of the cross-
correlator chip. An interpolation ﬁlter, a delta-sigma modulator
Fig. 3. Chip layout, 1× 1mm. Includes delta-sigma converter and 1024-bits
cross-correlator. Designed in STMicroelectronics 90 nm technology.
and a decimation ﬁlter gives a seamless interface to the
bitstream cross-correlator. The layout of the complete system
is shown in Fig. 3.
V. MEASUREMENT RESULTS
The chip is measured using a simple microcontroller, en-
abling measurements of the different chip modules.
A. Beat Detection
A number of automated methods for measuring intervals
and segments in the cardiac cycle have been developed over
the years. The lack of standardized databases containing a
sufﬁcient large number of manually annotated heartbeats, have
prevented good evaluation of the performance of such algo-
rithms. Tremendous effort from clinicians is required to man-
ually annotate a statistically signiﬁcant set of ECG records.
The QT Database (qtdb) [11] includes ECG to challenge beat
detection algorithms with real-world variability. Cardiologists
have manually annotated sections from each record in the
database.
The multi-component based cross-correlation method for
beat detection was benchmarked in [4], showing an im-
provement compared to other beat detection approaches. The
detection of waveforms, performed by the low-power bitstream
cross-correlator, is presented throughout this section.
1) Template Creation: Each template was created by aver-
aging the ten ﬁrst identiﬁable components of each type. Fig. 4
shows the QRS complex and T wave templates, accompanied
with the data which they were generated from. The vertical
lines show the boundaries of the template, in this measurement
setup conﬁned to a width of 64 samples or 256 ms. The
templates are scaled to span the input range of the delta-
sigma modulator. The templates have to be the correct length
to optimally identify the target pattern. The ﬁxed template
length of 256 ms is not optimal, but close to the suggested
correlation interval of 300 ms in [4].
2) Beat Detection: The ﬁrst objective is to localize the
QRS complex. The decimated chip result is plotted in Fig. 5
together with the “ideal” cross-correlation, where “ideal” is
the mathematical correct cross-correlation between the ECG
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(a) QRS wave template. (b) T wave template.
Fig. 4. Two of the used templates.
signal and the template. The “QRS” labels and the associated
lines show the markers inserted by clinical experts. Solely
by inspection the bitstream cross-correlation results seem
promising and very close to the “ideal” result.
The chip is evaluated for detection of the QRS complex in
the 30 annotated heartbeats in the record sel100 from the qtdb.
The QRS peaks were localized within a standard deviation of
3.6 ms from the expert annotations. The reduction of accuracy
compared to the standard deviation of 1.8 ms reported in [4]
is mostly a result of the coarse delta-sigma modulator used
for producing the bitstream, and not the bitstream operation
itself. The result is noisier than ideal cross-correlation, but
can be improved to some extent by using a modulator giving
a higher signal-to-noise ratio. Sensor data is often sampled by
a delta-sigma modulator, so bitstream operations can be used
to reduce processing demands without any signiﬁcant loss of
signal quality. This ﬁrst attempt at bitstream multi-component
based beat detection seems promising. A proper evaluation
of the bitstream cross-correlation method for detection of
components in an ECG signal demands extensive analysis, and
has not yet been performed.
B. System Performance
The power consumption of the bitstream cross-correlator is
proportional to the data processed. With an average load, the
chip power consumption is measured to 5.1 mW performing
120 k cross-correlations each second at Nyquist rate. This is
with nNyquist = 128, oversampling ratio = 8 and consequently
nbitstream = 1024. A rough comparison to a low power
microcontroller shows a power consumption improvement of
84 times. In addition, this ﬁrst chip was a proof-of-concept
with far from optimal layout. The analysis was performed
under the assumption that a bitstream representation of the
ECG signal was already available and without decimation of
the cross-correlation result.
VI. CONCLUSION
In this paper, we have presented a novel bitstream-based
single-chip running cross-correlator which has been imple-
Fig. 5. Cross-correlation results for the QRS complex.
mented in 90 nm CMOS technology and which has been
experimentally veriﬁed to work for ECG analysis. The low-
power operation facilitates “smart” electrodes with embedded
electronics for QRS-detection. The solution is generic and
may well be used in other low-power applications requiring
advanced pattern-matching.
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Abstract—The fundamental operation of cross-correlating sig-
nals is viable in a number of signal processing applications. In
typical pattern-matching applications, cross-correlation is desir-
able. In this paper we present a power efﬁcient implementation
of a time-domain cross-correlator suitable for integration in
CMOS. Bitstream coding of both data and template simplify
multiplication operations. Measured performance of a CMOS
implementation in 90 nm technology is reported.
I. INTRODUCTION
A major trend in microelectronics is integration of spe-
cialized solutions in an increasing number of applications.
The idea of ubiquitous computing is certainly exciting, but at
the same time demanding. Both sensing and controlling real
world processes demand mixed-mode solutions combined with
challenging signal conditioning and processing. The notion
of small, portable, battery-operated systems often organized
in a wireless sensor network (WSN) has initiated signiﬁcant
research activity. In these applications size is limited and
low-power operation is mandatory for battery operation. The
beneﬁt of adopting specialized silicon systems is evident in
applications like WSN motes [1].
An overall characteristic of these ubiquitous computational
devices is mixed-mode operation. Sensing of external states
is accomplished with analog-to-digital converters (ADCs) and
controlling of external processes requires DACs. A popular
and power-efﬁcient converter architecture is sigma-delta, or
delta-sigma, converters well suited for integration in digital
technology.
A recurring signal processing task in real-world signal
analysis is pattern-matching recovering special features of
some sensed signal. As an example in this work we will use
signal processing for Electrocardiogram (ECG) classiﬁcation.
Although ﬁlter-based solutions have been developed with great
sophistication over the last decades [2], recent publications [3]
indicate that cross-correlation based methods are preferable.
Furthermore, the miniaturization of ECG-monitoring devices
are pursued both in research and in industry [4]. The notion
of heartbeat detectors embedded in the ECG electrode and
conﬁgured in a wireless sensor network is tempting and would
enable long-term ECG analysis. Substitution of the quite
clumsy Holter monitors used today would make life easier.
In this work we will show how power-efﬁcient cross-
correlators are implementable in standard CMOS technology,
exploring bitstream-coded signals. The internal signal repre-
sentation called bitstream is found in sigma-delta converters,
but is usually decimated to Nyquist rate binary coded numbers.
However, some signal processing like ﬁltering using bitstreams
are reported [5], [6], [7], [8]. Another application of bitstreams
is found in the audio coding format named Direct-Stream-
Digital used in SACD, developed by Sony and Philips [9].
The idea of cross-correlation using bitstreams was proposed
in [10] and evaluated for heart rate variability study in [11]. In
this paper we present an implementation of a complete cross-
correlation chip with a binary coded interface.
II. BITSTREAM CROSS-CORRELATOR
A discrete estimate of the cross-correlation between two
sequences is found by the equation:
r(t) =
n−1�
k=0
y(k)x(t+ k)
The sequence x(t) is cross-correlated with a template se-
quence, y(t), by multiplying each element of the two se-
quences over a window of length n and summing the result.
The result, r(t), is a good estimate of the cross-correlation
between the two sequences. For every new sample of the
incoming signal, another r(t) value may be computed, creating
another element of a cross-correlation sequence between the
incoming signal and the template.
From a computational perspective we need to do n multipli-
cations and sum the results for each sample of the incoming
signal. We either need n multipliers running in parallel or
to speed up the clock with a factor of n. Then we need to
ﬁgure out an efﬁcient summing operation, in the simplest form
requiring another n iterations following the multiplications. No
wonder alternative pattern-matching methods are sought when
power is precious.
In this paper we explore the idea proposed in [10] of
implementing cross-correlation by processing bitstreams. By
doing so, quite power efﬁcient single chip heartbeat detectors
embedded in the ECG electrode are feasible.
III. SINGLE-CHIP CROSS-CORRELATOR
To allow for a simple interface to the chip, both input and
output signals are assumed to be Nyquist rate binary encoded.
Conversion to and from oversampled bitstream representation
is done on-chip. Fig. 1 shows how the bitstream is only
necessary internal to the system. However, a Serial Periph-
eral Interface (SPI) bus is used for interfacing, and on-chip
multiplexers facilitate testing of individual blocks.
978-1-4244-4311-6/09/$25.00 ©2009 IEEE
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A. Bitstream Conversion
The binary-to-bitstream signal conversion is done using a
two step interpolation ﬁlter and a sigma-delta modulator. The
interpolation ﬁlter upsamples an input signal at the Nyquist
rate by the oversampling ratio required by the modulator. In-
terpolation in several steps is commonly used. This allows for
a combination of an anti-alias ﬁlter, with a narrow transition
band, and a more hardware efﬁcient Cascaded Integrator Comb
(CIC) ﬁlter [12]. This is a compromise between ﬁlter quality
and silicon area, which in turn affects power consumption.
Similarly, a decimation function is required for removing the
high-frequency quantization noise present in bitstream coded
signals, shown as the CIC decimator in Fig. 1.
Using a low oversampling ratio (OSR) when modulating the
bitstream obtains the largest power savings [10]. As a conse-
quence, the possible signal quality of the bitstream is limited.
Compromising between these two considerations, the system
OSR is set to 8. Still the bit sequence may be of signiﬁcant
length depending on the time-span of the correlation window.
In our test-chip we use a correlation length of 1024 bits.
B. Bitstream Operations
Many bitstream operations can be carried out using ba-
sic logic gates and therefore have a signiﬁcant advantage
compared to their multibit counterparts. Multiplication usu-
ally requiring complex digital circuitry can be done with a
single XNOR gate, given a delta-sigma modulator with an
input range of [−1, 1]. The probability that the output of the
modulator,X , is 1 or 0 is then given by P (X = 1) = (1+x)/2
or P (X = 0) = 1− P (X = 1) = (1− x)/2. The modulation
of two input signals x and y is regarded as uncorrelated and
results in two bitstreams, X and Y . The XNOR of the two
bitstreams results in:
P (X⊕Y = 1) =P (X = 0) ·P (Y = 0)
+ P (X = 1) ·P (Y = 1)
=(1 + xy)/2
which indicates that operations usually requiring complex
digital circuitry can be done with a simple logic gate when pro-
cessing bitstreams. The results from bitstream multiplications
are just a single bit from each multiplier. A summing operation
still remains in order to calculate the cross-correlation value.
For power efﬁciency we try to avoid clocks exceeding the
oversampled clock frequency. Knowing the multiplier results
are all single bits, the summing is reduced to counting the
number of ’1’s after multiplications. A novel asynchronous
counter design is proposed, completing the counting operation
in just one single clock cycle, maintaining the clock frequency
at the oversampling rate. The counting operation is split in two
pipelined sub-operations:
1) Sorting bit sequence from multipliers. The sorting
method used is inspired by the software bubble sort al-
gorithm, but is implemented completely asynchronously.
In contrast to software bubble sort, this implementation
sorts at several places at the same time. The specially
External
bitstream
Cross-
Correlator
FIR
CIC
Decimator
CIC
Interpolator
DSM
SPI in
SPI in
SPI out
DSM
out
10 bits
10 bits
1 bit
1 bit
Fig. 1. Block schematic showing main signal paths. The multiplexers allow
each block to be tested individually. During normal operation, the only IO
pins required are three pins for the SPI-inspired interface.
designed register with sorting capabilities is named
“bubble” register.
2) Encoding sorted result as binary number. The sorted
bit sequence is a thermometer coded representation of
the result and is encoded to a binary value for further
processing.
The asynchronous operation is achieved using inherent gate
delays explained below.
C. Bitstream Cross-Correlation
During setup phase, the binary-to-bitstream converter may
be used or the template may be shifted in directly as a
bitstream coded sequence of up to 1024 bits. Then the in-
coming signal is shifted into the correlation register coded as
a bitstream or converted by the binary-to-bitstream converter.
All bits in the two registers are “multiplied” by XNOR gates
at the start of every clock cycle. The bubble register is loaded
with the results from the XNOR operation after an adequate
delay. Then the “bubbling” is started and the rest of the
clock cycle is reserved for the asynchronous sorting operation
followed by latching of results. During the next clock cycle
the thermometer coded result of the bubbling is converted to
a binary representation in parallel with computation of the
following correlation result.
IV. IMPLEMENTATION
In these dedicated systems, register lengths are hard-coded
by design. Depending on application, correlation window
lengths must be adapted for minimal power consumption. For
easy generation of different cross-correlators we have used
SKILL, a LISP-like CAD system extension language. The
produced SKILL scripts facilitate fast and easy generation of
both schematics and layout of cross-correlators of different
sizes.
A. Bitstream Cross-Correlator
The bubble register used for sorting is shown in Fig. 2,
where each element consists of one ordinary RS-latch, one
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Fig. 2. Asynchronous bubble register.
AND gate and inverters used as delay-elements. The latches
are loaded with the result from the bitstream multiplication in
the beginning of the clock cycle. The bubble sorting is initiated
after a predeﬁned delay for proper settling of the latches.
It is important to notice that the exchange of bits in the
bubble register is local, enabling parallel operation. Basically,
the bubble operation (1, 0)→ (0, 1) will be carried out a short
delay after the input reaches this state. To ensure safe operation
the actual exchange operation is delayed using some inverters.
In this way all the ’1’s are “bubbled” to the right while the
’0’s are “bubbled” to the left.
The ﬁnal and stable condition of the bubble register has all
’1’s stacked to the right and all ’0’s to the left. This result
is known as a thermometer code, and it will contain one and
only one (0, 1) sequence, which may be used for unique binary
encoding.
The thermometer code is converted to binary coding in
the following clock cycle, while the next cross-correlation
result is computed. The thermometer coded result is fed to
the binary encoder assuming a single (0, 1) transition. This
transition is identiﬁed by comparing two consecutive values
from the thermometer coded array using an XOR-gate. The
correct precharged output lines are pulled down which encodes
the desired binary result. The output lines are sampled after
a predeﬁned delay and clocked out through an SPI-inspired
interface.
B. Data Conditioning
Hiding of bitstream coding is an integral part of the cross-
correlator chip. The following modules are included:
1) Interpolation Filter: The anti-aliasing step of the in-
terpolation ﬁlter is a 20-tap halfband FIR ﬁlter following an
upsampling by two. This ﬁlter type has every other coefﬁcient
set to zero and is an efﬁcient way to achieve a narrow transition
band around 0.5π. Each tap in the ﬁlter is in turn simpliﬁed.
Gain steps are quantized such that each are realizable as a sum
of maximum two hardwired bit-shift operations. This removes
the requirements for full multiplications in the ﬁlter.
The CIC ﬁlter step is of third order and performs an
upsampling by four, resulting in the desired oversampling rate.
2) Sigma-Delta Modulator: The modulator has a second
order error feedback structure. This structure uses multibit
feedback and is well suited for digital input. The most impor-
tant design constraint for the modulator is the requirement that
the output is a bitstream. This rules out good modulator types
Fig. 3. Chip layout, 1× 1mm. Includes delta-sigma converter and 1024-bits
cross-correlator. Designed in STMicroelectronics 90 nm technology.
such as cascaded or MASH architectures which yield word
streams. Quality of the modulator is also limited by the low
OSR in the system. For an OSR of 8, modulator orders of two
and more give a maximum expected Signal to Quantization
Noise Ratio (SQNR) of 35–40 dB.
3) Decimation Filter: The ﬁlter used for decimation is an
ordinary CIC decimation ﬁlter of third order with a downsam-
pling ratio of 8. This converts the oversampled output from
the cross-correlation block back to a Nyquist rate signal, while
reducing high frequency noise inherited from the bitstream
representation.
V. MEASUREMENT RESULTS
The chip is measured using a simple microcontroller, en-
abling measurements of the different chip modules.
1) Interpolation Filter: The frequency response of the
cascaded interpolation ﬁlter is shown in Fig. 4. The response of
the FIR ﬁlter step was conﬁrmed by chip measurements, using
both white noise input signals and sinusoidal inputs. Total stop
band attenuation is 35–40 dB, close to expected performance.
2) Sigma-Delta Modulator: The chip modulator was tested
using a full-scale sinusoidal input. Output spectrum is shown
in Fig. 5 and shows the expected SQNR level.
A. System Performance
Here we brieﬂy demonstrate the capabilities of the system
by performing component-based ECG-analysis [3]. We also
estimate the performance ﬁgures of the implementation.
In Fig. 6 the cross-correlation from the test-chip is shown
together with cross-correlation using the xcorr()-function in
MATLAB. The data used is taken from the QT database [13].
The ﬁrst QRS-wave from the annotated database is selected as
template and loaded into the template-register as a bitstream.
Then a sequence of three heartbeats is fed to the chip and
the cross-correlation result is decimated and plotted. Just by
inspection the cross-correlation results are promising and very
close to results obtained using “ideal” cross-correlation with
MATLAB. A proper evaluation of the cross-correlation chip
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Fig. 4. Frequency response of cascaded interpolation ﬁlter. Normalized to
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Fig. 5. Power spectral density of the sigma-delta modulator. Nyquist
frequency indicated by dotted line.
for QRS-detection demands extensive analysis, far beyond the
scope of this paper.
The main computational block doing cross-correlation is
measured to 2.1 mW power consumption when active. With a
clock frequency of 480 kHz and an OSR of 8 this is equivalent
to approx. 7.7 M multiplications each second at Nyquist rate.
In addition, this ﬁrst chip was a proof-of-concept with far from
optimal layout. We consider these results to be very promising
for low-power, single-chip pattern-recognition.
As indicated in the introduction, cross-correlation is a
generic pattern-matching computational element suited for
several signal processing tasks. The bitstream processing so-
lution presented in this paper aims at low-power operation
at low or moderate signal frequencies. There is a growing
demand for low frequency sensor interfacing where ﬁltering
is required. The proposed cross-correlator chip may also be
used as a programmable ﬁlter by time-warping the template for
convolution. The low-frequency operation and programmable
ﬁlter function can be useful in many emerging biomedical
applications.
VI. CONCLUSION
In this paper we have presented a novel single-chip cross-
correlator suitable for power-efﬁcient pattern matching. Bit-
stream encoded signals found in sigma-delta converters are
used for efﬁcient multiply-and-sum operations basically sub-
stituting multipliers with simple gates. A novel asynchronous
bubble register is utilized avoiding increased clock frequency.
Fig. 6. Bitstream cross-correlation results.
The running cross-correlator is implemented in 90 nm CMOS
and measured results are provided. We expect these kind of
cross-correlators to be viable in power-limited, low signal
frequency applications like QRS-detection in ECG-signals.
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Power-Efﬁcient Cross-Correlation Beat Detection in
Electrocardiogram Analysis Using Bitstreams
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Abstract—In this paper, we present a novel cross-correlator chip
suitable for “smart” ECG electrodes. Sophisticated QRS-detection
is feasible exploring multicomponent-based cross-correlation and
by exploiting the simplicity offered by bitstream processing. The
chip is evaluated using real ECG signals as an example application.
Power-efﬁcient running cross correlation is obtained with novel
asynchronous circuit solutions consuming approximately 730 W
while processing ECG data sampled at a rate of 250 Hz. The im-
plemented generic cross-correlator may be explored for other pat-
tern-matching applications in wireless sensor networks or other
low-power applications.
Index Terms—Biomedical computing, bitstream operations,
complementary metal–oxide semiconductor (CMOS), cross-cor-
relation, sigma-delta modulation.
I. INTRODUCTION
T HENOTION of small, portable, battery-operated systemsoften organized in a wireless sensor network (WSN) has
initiated signiﬁcant research activity. Usage of WSNs in body
sensor networks (BSN) [1] is interesting and may facilitate el-
egant and compact solutions for vital sign monitoring. In BSN
applications, size is limited and low-power operation is manda-
tory for battery operation. The beneﬁt of adopting specialized
silicon systems forminimal size and power consumption in BSN
applications is evident [2].
An interesting application of BSNs is personalized health
monitoring. Small sensor nodes may be attached to the body and
even located inside the body as implants. Organized as WSNs,
health information is processed, conditioned and wirelessly in-
teracting with surrounding networks.
An important vital sign indicator is the heartbeat or the more
accurate analysis of the electrical heart activity known as ECG
analysis. Measuring of heartbeats of the simplest form may be
done by sensing an artery’s pulsation at the body surface and
is merely usable for heart rate measurements. The elaborate
ECG-analysis requires signiﬁcant bedside equipment and typ-
ically 12 electrodes attached to the body. These procedures are
often carried out in hospitals.
However, there is an intermediate ECG analysis often used
for long-term observations known as Holter monitors. These
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systems tend to have fewer electrodes, normally 2–3 attached
to the torso. The Holter monitor is worn during normal activity
and should not interfere with normal lifestyle. These monitors
do catch serious cardiac arrhythmia like Bradycardia, Tachy-
cardia, Sinus arrest, Ventricular tachycardia, Supraventricular
tachycardia and similar. Older systems left hours of ECG sig-
nals to be analyzed by cardiologists, but over the years a number
of methods have been proposed for computerized ECG analysis
[3].
In this paper we are proposing a novel single-chip cross-cor-
relator which can be used to perform ECG analyses. A
programmable “smart” ECG electrode with embedded heart-
beat detection or even more elaborate ECG analyses is feasible.
Combined with body area network technology, a wireless ECG
system for long-term usage may be constructed.
II. HEARTBEAT DETECTION
Beat detection involves identifying all cardiac cycles in ECG
recordings and locating each identiﬁable waveform component
within a cycle, the P wave peak, the QRS peak and the T wave
peak, including the associated on- and offset timing. The elec-
trical activity from one cycle of cardiac contraction and relax-
ation is schematically drawn in Fig. 1. The accuracy of the beat
detection has signiﬁcant impact on the overall classiﬁcation per-
formance and various computerized methods have been devel-
oped over the years trading off computational efﬁciency with
detection quality.
A. Multicomponent-Based Heartbeat Detection
Although cross-correlation has been explored for tem-
plate-matching ECG-signals with anomaly templates, this
method was abandoned due to both poor performance and
high computational demands. Recently an improvement of the
traditional cross-correlation method was proposed in [4], where
each of the identiﬁable waveform components within a cycle
are searched for in isolation. Three templates were used, one for
the P wave, one for the QRS complex and one for the T wave.
The ﬁrst step is to locate the QRS complex by cross-correlating
the QRS template with the ECG signal. This method is repeated
with the P and the T wave templates. In each case, the highest
value of the cross-correlation result within the given correlation
interval is compared to a predeﬁned threshold. The threshold
value is established during a pre-learning phase and can
be adjusted during operation. Although the component-based
heartbeat detection is functionally promising, the computational
complexity of cross-correlation is still demanding. In WSN
applications, power-efﬁcient implementations are required.
1932-4545/$26.00 © 2010 IEEE
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Fig. 1. Schematic representation of a normal ECGwaveform including Pwave,
QRS complex, and T wave beat markers.
III. SINGLE-CHIP CROSS-CORRELATOR
The discrete cross-correlation between two sequences is
found by the equation:
The template sequence, , is cross-correlated with the input
signal, , by multiplying corresponding elements from the
two sequences over a window of length , given by the tem-
plate length, and summing the result. For every new sample of
the incoming signal, another value may be computed, creating
another element of a cross-correlation sequence between the in-
coming template and the signal.
From a computational perspective, we need to do multi-
plications and sum the results for each sample of the incoming
signal. We either need multipliers running in parallel or to
speed up the clock with a factor of . Then we need to ﬁgure out
an efﬁcient summing operation, in the simplest form requiring
another iterations following the multiplications. This makes
cross-correlation a heavy calculation, which makes it under-
standable that alternative pattern-matching methods are sought
when power is precious.
A. Bitstream Representation
The internal signal representation called bitstream is found in
delta-sigma, or sigma-delta, converters, but is usually decimated
to Nyquist rate binary coded numbers. However, some signal
processing using bitstreams are reported [5]–[8]. Another appli-
cation of bitstreams is found in the audio coding format named
Direct-Stream-Digital used in Super Audio CD (SACD), devel-
oped by Sony and Philips [9]. In this paper, we explore the idea
proposed in [10] of performing cross-correlation by processing
bitstreams. By doing so, quite power-efﬁcient single chip heart-
beat detectors embedded in the ECG electrode are feasible.
B. Bitstream Conversion
The binary-to-bitstream signal conversion is done using a two
step interpolation ﬁlter and a sigma-delta modulator. The inter-
polation ﬁlter upsamples an input signal at the Nyquist rate by
the oversampling ratio required by the modulator. Interpolation
in several steps is commonly used. This allows for a combina-
tion of an anti-alias ﬁlter, with a narrow transition band, and a
more hardware-efﬁcient cascaded integrator comb (CIC) ﬁlter
[11]. This is a compromise between ﬁlter quality and silicon
area which, in turn, affects power consumption.
Similarly, a decimation function is required for removing the
high-frequency quantization noise present in bitstream coded
signals and to downsample the signal to Nyquist rate.
Using a low oversampling ratio (OSR) when modulating the
bitstream obtains the largest power savings [10]. As a conse-
quence, the possible signal quality of the bitstream is limited.
Compromising between these two considerations, the system
OSR is set to 8. Still the bit sequence may be of signiﬁcant
length depending on the time span of the correlation window.
In our test chip we use a template length of 1024 bits, limited to
512 bits due to a hardware bug. In this prototype implementation
we have not taken any measures to prevent pattern noise in the
bitstream encoding. In a more advanced implementation tech-
niques like dithering might be added to the bitstream encoder.
C. Bitstream Operations
Many bitstream operations can be carried out using basic
logic gates and, therefore, have a signiﬁcant advantage com-
pared to their multibit counterparts. Multiplication usually
requiring complex digital circuitry can be done with a single
XNOR gate, given a delta-sigma modulator with an input range
of . The probability that the output of the modulator,
, is 1 or 0 is then given by or
. The modulation of
two input signals and is regarded as uncorrelated and results
in two bitstreams, and . The XNOR of the two bitstreams
has this property
This means that the output of the XNOR has the same proba-
bility of being “1” as a delta-sigma modulation of the signal
, which suggests that the simple XNOR operation is, in fact,
a good approximation of the otherwise more complex operation
of multiplying two multibit signals.
Single gate operation allows the multiplication of the two bit-
streams to be done in parallel, leaving a long sequence for sum-
ming. For power efﬁciency we avoid clocks exceeding the over-
sampled clock frequency. Knowing the multiplier results are all
single bits, the summing is reduced to counting the number of
“1”s after multiplications. The straight forward shift-out-and-
count would require the clock speed to be increased by a factor
corresponding to the length of the shift register. This register
is typically more than 1 kbits long, giving at least three orders
of magnitude increase of clock speed. A novel asynchronous
counter design is proposed, completing the counting operation
in just one single clock cycle, maintaining the clock frequency
at the oversampling rate. The counting operation is split in two
pipelined suboperations as follows.
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Fig. 2. Chip layout, 1� 1 mm. Includes delta-sigma converter and 1024-bits
cross-correlator. Designed in STMicroelectronics 90-nm technology.
1) Sorting bit sequence from multipliers. The sorting method
used is inspired by the software bubble sort algorithm, but
is implemented completely asynchronously. In contrast to
software bubble sort, this implementation sorts at several
places at the same time. The specially designed register
with sorting capabilities is named “bubble” register.
2) Encoding sorted result as a binary number. The sorted bit
sequence is a thermometer coded representation of the re-
sult and is encoded to a binary value for further processing.
D. Bitstream Cross-Correlation
The cross-correlation is computed directly on bitstream
coded signals. During setup phase, the template is shifted
in directly as a bitstream coded sequence of up to 1024 bits
in a template register. Then the incoming bitstream signal is
shifted through the correlation register. All bits in the two
registers are “multiplied” by XNOR gates at the start of every
clock cycle. The bubble register is loaded with the results
from the XNOR operation after an adequate delay. Then the
“bubbling” is started and the rest of the clock cycle is reserved
for the asynchronous sorting operation followed by latching
of results. During the next clock cycle, the thermometer coded
result of the bubbling is converted to a binary representation in
parallel with computation of the following correlation result.
It should be noted that cross-correlator results are produced at
the oversampling clock rate and low-pass ﬁltering is required
for removal of the noise-shaped quantization noise inherent in
the signal.
IV. IMPLEMENTATION
In these dedicated microelectronics, register lengths are
hard-coded by design. Depending on application, correlation
window lengths must be adapted for minimal power consump-
tion. For easy generation of different cross-correlators we have
used SKILL, a LISP-like CAD system extension language.
The produced SKILL scripts facilitate fast and easy generation
of both schematics and layout of cross-correlators of different
sizes. The layout of the complete system is shown in Fig. 2.
Fig. 3. Block diagram of the implemented chip showing main signal paths.
Fig. 4. Asynchronous bubble register.
To allow for a simple interface to the chip, both input and
output signals are assumed to be Nyquist rate binary encoded.
Conversion to and from oversampled bitstream representation is
done on-chip. Fig. 3 shows how the bitstream is only necessary
internally in the system. A serial peripheral interface (SPI)-in-
spired bus is used for interfacing, and on-chip multiplexers fa-
cilitate testing of individual blocks. This also allows for a choice
between operation of the full signal chain or only the cross-cor-
relator block. During normal operation, the only IO pins re-
quired are four pins for the SPI-inspired interface. When the
cross-correlator is operating alone, the input is a bitstream and
output is words over SPI. This mode also requires more off-chip
processing.
A. Bitstream Cross-Correlator
The bubble register design is shown in Fig. 4, where each bit
is composed of one ordinary RS-latch, one AND gate and in-
verters used as delay-elements. The latches are loaded with the
result from the bitstream multiplication in the beginning of the
clock cycle. The bubble sorting is initiated after a predeﬁned
delay for proper settling of the latches. The ﬁnal and stable con-
dition of the bubble register has all “1’s stacked to the right and
all “0”s to the left. This result is known as a thermometer code,
and it will contain a single sequence, which may be used
for unique binary encoding.
The thermometer code is converted to binary coding in the
following clock cycle, while the next cross-correlation result is
computed (i.e., pipelining). The thermometer coded result is fed
to the binary encoder assuming a single transition. This
transition is identiﬁed by comparing two consecutive values
from the thermometer coded array using an XOR-gate. The cor-
rect precharged output lines are pulled down which encodes the
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desired binary result and the output lines are sampled after a pre-
deﬁned delay. The result can optionally be decimated on-chip
before being read out through the SPI-inspired interface.
The calculation of one output value of the cross-correlation
between two bitstream-coded signals (i.e., multiply and sum)
is carried out in two clock cycles with a pipeline depth of two.
The throughput is one output value per clock cycle. So as we
can see, coding signals as bitstreams facilitates simple and very
power-efﬁcient solutions.
1) Transistor Count: This ﬁrst chip was a proof-of-concept
with far from optimal design. Buffer sizes and time delays were
exaggerated, debug logic and extra latch stages were added to
ensure expected behavior and all logic was built up solely from
NAND and inverter cells. Based on vendor provided cell library
speciﬁcations, both power and size could be reduced signiﬁ-
cantly by using those cells instead.
The bitstream cross-correlator consists of two signal shift
registers, XNOR gates for the bitstream multiplication and the
bubble register. This is implemented using 190 transistors per
bit. A redesign with vendor library cells and without debugging
logic would reduce the transistor count to 78 transistors per bit.
A comparison of the transistor count in a standard digital ap-
proach to cross-correlation and this bitstream solution is done
in [10].
The number of bubble operations required to perform one
sorting in the bubble register is , where denotes the
number of bits in the register. This activity involves the ele-
ments shown in Fig. 4. A feasible implementation consisting of
a NOR-based RS-latch, a NAND gate and an inverter adds up to
14 transistors per bit. The thermometer to binary encoder uses
on average transistors per bit.
The bubble register is a novel solution which may be beneﬁ-
cial in some contexts. The fact that the bubble sort is done asyn-
chronously is spreading the instantaneous clock load. Although
there may be alternative power-efﬁcient implementations of the
counting operation, the bubble-sort register is easy to scale and
represents a novel “clockless” design approach which may be
explored further.
B. Data Conditioning
Hiding of bitstream coding is an integral part of the cross-
correlator chip. The followingmodules give a seamless interface
to the bitstream cross-correlator, shown in Fig. 3:
1) Interpolation Filter: The anti-aliasing step of the inter-
polation ﬁlter is a 20-tap halfband FIR ﬁlter following an up-
sampling by two. This ﬁlter type has every other coefﬁcient set
to zero and is an efﬁcient way to achieve a narrow transition
band around . Each tap in the ﬁlter is, in turn, simpliﬁed.
Gain steps are quantized so that each are realizable as a sum of
maximum two hardwired bit-shift operations. This removes the
requirements for full multiplications in the ﬁlter.
The CIC ﬁlter step is of third order and performs an upsam-
pling by four, resulting in the desired oversampling rate.
2) Sigma-Delta Modulator: The modulator has a second
order error feedback structure. This structure uses multibit
feedback and is well suited for digital input. The most im-
portant design constraint for the modulator is the requirement
Fig. 5. Frequency response of the cascaded interpolation ﬁlter. Normalized to
half the oversampling frequency.
Fig. 6. Power spectral density of the sigma-delta modulator. Nyquist frequency
indicated by dotted line.
that the output is a true bitstream. This rules out good mod-
ulator types such as cascaded or MASH architectures. These
modulators combine several steps using ﬁltering techniques
following modulation. This requires at least one addition of
several bitstreams, yielding word streams of more than one
bit in width. Some experimentation was done using special
bitstream adders with single-bit output. Common to these are
that they either require an increased output rate (interleaving),
or that they cause a slight deterioration of the signal quality,
hence offsetting the beneﬁt of a multistep modulator.
Quality of the modulator is also limited by the low OSR in
the system. For an OSR of 8, modulator orders of two and more
give a maximum expected Signal to Quantization Noise Ratio
(SQNR) of 35–40 dB.
3) Decimation Filter: The ﬁlter used for decimation is an
ordinary CIC decimation ﬁlter of third order with a downsam-
pling ratio of 8. This converts the oversampled output from the
cross-correlation block back to a Nyquist rate signal, while re-
ducing high frequency noise inherited from the bitstream repre-
sentation.
V. MEASUREMENT RESULTS
The chip is measured using a simple microcontroller, en-
abling measurements of the different chip modules.
1) Interpolation Filter: The frequency response of the cas-
caded interpolation ﬁlter is shown in Fig. 5. The response of
the FIR ﬁlter step was conﬁrmed by chip measurements, using
white noise input signals and sinusoidal inputs. Total stop band
attenuation is 35–40 dB, close to expected performance.
2) Sigma-Delta Modulator: The chip modulator was tested
using a full-scale sinusoidal input. The output spectrum is
shown in Fig. 6 and shows the expected SQNR level.
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Fig. 7. Chip results showing the frequency spectrum of the bitstream cross-
correlation between two sinusoids, decimated to the Nyquist rate.
3) Bitstream Cross-Correlator: To test the cross-correlator in
isolation, a software sigma-delta modulator was used instead of
the on-chip modulator. A full-scale sinusoidal input was mod-
ulated to a bitstream with dB. The template reg-
ister was loaded and the sinusoid was cross-correlated with a
repeating version of itself. The result is downsampled, using a
ﬁrst order decimation ﬁlter. The frequency spectrum of the ﬁnal
Nyquist rate result is plotted in Fig. 7, showing a
dB.
A. Beat Detection
A number of automated methods for measuring intervals and
segments in the cardiac cycle have been developed over the
years. The lack of standardized databases containing a sufﬁ-
ciently large number of manually annotated heartbeats has pre-
vented good evaluation of the performance of these algorithms.
Tremendous effort from clinicians is required to manually anno-
tate a statistically signiﬁcant set of ECG records. The QT Data-
base (qtdb) [12] includes ECG to challenge beat detection algo-
rithms with real-world variability. Cardiologists have manually
annotated sections from each record in the database.
Themulticomponent-based cross-correlation method for beat
detection was benchmarked in [4], showing an improvement
compared to other beat detection approaches. The detection of
waveforms, performed by the low-power bitstream cross-corre-
lator, is presented throughout this section.
1) Template Creation: Each template was created by aver-
aging the ten ﬁrst identiﬁable components of each type. Fig. 8
shows the QRS complex and T wave templates, accompanied
with the data which they were generated from. The vertical lines
show the boundaries of the template, in this measurement setup
conﬁned to a width of 64 samples or 256ms. The templates have
to be the correct length to optimally identify the target pattern.
The ﬁxed template length of 256 ms is not optimal, but close to
the suggested correlation interval of 300 ms in [4].
2) Beat Detection: The ﬁrst objective is to localize the QRS
complex. The decimated chip result is plotted in Fig. 9 together
with the “ideal” cross-correlation, where “ideal” is the mathe-
matically correct cross-correlation between the ECG signal and
the template. The “QRS” labels and the associated lines show
the markers inserted by clinical experts. Solely by inspection,
the bitstream cross-correlation results seem promising and very
Fig. 8. Two of the used templates. (a) QRSwave template. (b) Twave template.
Fig. 9. Cross-correlation results for the QRS complex.
Fig. 10. Cross-correlation results for the T wave.
close to the “ideal” result. The T wave result, plotted in Fig. 10,
shows that the template chosen for this quick test of the system
did not enable proper detection of the T wave. The cross-corre-
lation operation by itself, though, seems ﬁne and with a proper
algorithm, as that in [4], the T wave should be detectable well
within the accepted detection tolerance.
The chip is evaluated for detection of the QRS complex in
the 30 annotated heartbeats in the record sel100 from the qtdb.
The QRS peaks were localized within a standard deviation of
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3.6 ms from the expert annotations. The reduction of accuracy
compared to the standard deviation of 1.8 ms reported in [4]
is mostly a result of the coarse delta-sigma modulator used for
producing the bitstream, and not the bitstream operation itself.
The result is noisier than ideal cross-correlation, but can be im-
proved to some extent by using a modulator giving a higher
signal-to-noise ratio (e.g., using a higher order modulator and
a higher OSR) at the cost of higher power consumption. Sensor
data are often sampled by a delta-sigma modulator, so bitstream
operations can be used to reduce processing demands without
any signiﬁcant loss of signal quality. This ﬁrst attempt at bit-
stream multicomponent-based beat detection seems promising.
A proper evaluation of the bitstream cross-correlation method
for detection of components in an ECG signal demands exten-
sive analysis, and has not yet been performed.
B. System Performance
1) Power Consumption: The power consumption of
the bitstream cross-correlator is proportional to the data
processed. With an average load, the chip power consump-
tion is measured to 5.1 mW, producing 120 k cross-cor-
relation results each second at Nyquist rate. This is with
, and, consequently,
.
The bitstream cross-correlator can be compared to the high
performance, low power, 8-bit microcontroller (MCU) Atmel
ATmega48PA with respect to power efﬁciency. The MCU was
set to compute cross-correlation on binary coded data, with all
possible power saving modes turned on. The MCU instruction
set documentation shows that template loading, counter incre-
ment, multiply and accumulate and branching takes 10 clock cy-
cles. With , this adds up to 1280 clock cycles per
cross correlation result. The highest MCU clock frequency is 20
MHz, dissipating 57 mW, resulting in close to 16 k cross-corre-
lations per second. The ﬁgure of merit used is FOM (number
of operations per second)/(power dissipated). The improvement
in power efﬁciency by using bitstream cross-correlation is then
given by
This rough comparison to a low power microcontroller shows a
power consumption improvement of 84 times. However, more
power-efﬁcient MCUs have been introduced since this compar-
ison was done. Also, digital signal processors might be more
power-efﬁcient than this prototype bitstream cross-correlator,
which after all is just an exploration of new signal processing
concepts and not an attempt at immediate power efﬁciency
improvement. Bitstream operations, instead of processing of
binary coded data, is a concept not fully explored and is a
promising way of utilizing the internal data representation of
a sigma-delta modulator. The analysis was performed under
the assumption that a bitstream representation of the ECG
signal was already available and without decimation of the
cross-correlation result.
Simulated power dissipation results for the signal conversion
blocks are summed up in Table I, along with measured results
for the cross-correlator block. The results indicate that static
TABLE I
SIMULATED POWER DISSIPATION PER BLOCK � � 18.8 kHz
TABLE II
SUMMARY OF MAIN CHARACTERISTICS
power dissipation is dominating when operating at low frequen-
cies.
2) Speed Performance: Remember that the bitstream mul-
tiplication operation is done in parallel and that the multipli-
cation result is sorted asynchronously. The sorting of one bit,
including margins, is simulated to 144 ps and the worst case
number of parallel sorting operations is given by the bubble reg-
ister length . This gives a theoretical maximum clock fre-
quency of MHz.
A Nyquist rate cross-correlation result is ready every OSR
clock periods, giving Nyquist rate cross-correlations per second
= . Substituting the system parameters,
MHz and , gives 850 k cross-correlation values each
second. The achievable clock frequency is most likely not a
limitation when processing real-time data, the register length
conﬁnes the template length. The theoretical maximum speed
restricts the template length to 0.15 ms. A more appropriate
Nyquist rate could be 250 Hz, giving room for a template of
more than 0.5 s. This sample rate is suitable when sampling
heartbeats, which enables the implemented cross-correlator to
be used for heartbeat detection.
VI. CONCLUSION
In this paper, we have presented a novel bitstream-based
single-chip running cross-correlator implemented in 90 nm
CMOS technology. The key system characteristics are summa-
rized in Table II. The compact and power-efﬁcient principles are
intended for body sensor network applications or similar bat-
tery-operated, template-matching applications. The proposed
cross-correlator is experimentally veriﬁed for component-based
ECG analysis and a power improvement is observed compared
to a generic MCU implementation. Dedicated ECG analysis
hardware embedded in the ECG-electrode itself will reduce
communication demands and power consumption in BSNs
signiﬁcantly.
Although we have used ECG-analysis as an example in this
paper, the bitstream-based template-matching is an attractive
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function usable in other sensor data processing applications. The
cross-correlator may be used for convolution by reversing the
template before loading the template register. Our solutionsmay
also be well suited for low-frequency ﬁltering operation, since
sigma-delta noise-shaping facilitates low in-band quantization
noise. Heart-rate variability analysis is one example of ﬁltering
studied in [13].
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A Novel 6.5 pJ/Pulse Impulse Radio
Pulse Generator for RFID Tags
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Abstract—A novel impulse radio (IR) ultra wideband (UWB)
pulse generator (PG) intended for RFID tags is presented. A
new pulse-shaping approach suited for CMOS implementation
is proposed. The power consumption and chip area are reduced
compared to the conventional higher order Gaussian PGs. The
proposed PG uses digital gates for timing achieving good power
efﬁciency and, meanwhile, acceptable spectral ﬁlling. The circuit
is scalable both in bandwidth and center frequency. The PG
is designed in a TSMC 90 nm CMOS technology. Post-layout
simulations show a worst-case power consumption from a 1.2 V
supply to be 6.5 pJ/pulse for a 100 MHz pulse repetition fre-
quency (PRF). The chip area is 0.00079 mm2 (38.2 µm×20.8 µm)
for the PG core.
Index Terms—IR, UWB, RFID, CMOS, Pulse generator
I. INTRODUCTION
Viable communication solutions have been pursued ac-
tively after FCC released a large UWB spectral mask (i.e.
3.1–10.6 GHz) for unlicensed use. Most available UWB tech-
nology is based on multi-band (OFDM) solutions for proper
UWB spectral ﬁlling. Today we still do not ﬁnd widespread
use of UWB solutions.
Another immature technology is RFID tags. Most RFID
tags nowadays are using narrowband technology and powered
by a battery (or inductive coupling for short-range commu-
nication). The battery increases the production cost and the
tag size signiﬁcantly. One noticeable exception is a single-
chip RFID tag solution from Tagent [1] with on-chip energy-
harvesting circuits and a 6.7 GHz UWB transmitter. The
power-harvesting technology is using a 5.8 GHz carrier and
limited to one meter distance indicating power-limitations in
the tag.
As a ﬁrst step towards green (no battery) RFID tags, we
are exploring a simple and very power-efﬁcient IR-UWB
PG, which is often the most power-comsuming component
of the transmitter, suitable for implementation in standard
digital technology (CMOS). Unlike narrowband counterparts,
IR-UWB PGs do not require precise carrier generators and the
wideband transmission does not require accurate inter-pulse
timing.
In this paper, a new pulse-shaping approach which re-
quires only digital gates is proposed. The proposed pulse
generator uses only digital gates for timing achieving good
power efﬁciency and acceptable spectral ﬁlling. The circuit is
scalable both in bandwidth (BW−10dB) and center frequency
(fcenter) and is well suited for nanometer CMOS technology.
The PG performs very well, especially in term of power
consumption and chip area, and is competitive to other recently
published UWB PGs [2]–[5]. Post-layout simulations show
a worst-case power consumption to be 6.5 pJ/pulse for a
100 MHz PRF. In these extremely power-limited applications,
leakage current must also be accounted for, hence the gate
area should be kept small.
II. PULSE-SHAPE GENERATION
Higher order Gaussian pulse-shapes are widely used in IR-
UWB PGs to minimize the sideband interference, however, it
is hard to generate higher order Gaussian pulses in standard
CMOS processes with simple circuit solutions. A piecewise
Gaussian approximation (PGA) approach was proposed in [6]
and a promising low-power (5.6 pJ/pulse) IR-UWB PG using
a similar approach was reported in [2]. The weakness is the
circuit complexity, the number of generator stages and output
drivers are proportional to the order of the Gaussian function.
Only one output driver is used during each phase, the un-used
output drivers add output capacitance and, hence, increase the
power consumption. Also, in order to adopt to international
spectral regulations (band group 6, i.e. 7.7–8.7 GHz, is the
only band available worldwide [7]), a high-order Gaussian
derivative (15-th) is required, but not feasible due to increased
parasitic capacitance.
Instead of generating higher order Gaussian waveforms, we
are proposing to use several simple pulses to construct a ﬁrst
order Gaussian envelope. BW−10dB is then determined by
the envelope width and fcenter is determined by the fre-
quency of the generated pulses. The somehow crude generated
pulses will not add signiﬁcant sideband interference as long as
the pulse frequency is signiﬁcantly higher than the envelope
frequency. The idea is depicted in Fig. 1. The amplitudes of
5 GHz triangular and sine waveforms are shaped to make a
Gaussian envelope with α = 0.6 ns. The frequency spectra
are shown in Fig. 1c.
Loose-triangular pulses are selected because they can be
generated easily in CMOS processes by charging and dis-
charging a parasitic capacitor. It is difﬁcult to model loose-
triangular waveforms in mathematical simulators, however, its
frequency spectrum should be somehow in between the spectra
shown in Fig. 1c. fcenter may be limited to be 5 GHz in this
paper because of the technology limitations. We are expecting
it can be pushed to higher frequencies, hence better spectral
utilization can be achieved with faster CMOS technology.
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Fig. 1. (a and b) Proposed pulse-shape generation approaches (c) Dashed:
Frequency spectrum of (a); Solid: Frequency spectrum of (b); Dotted: FCC
mask.
The main advantage of this approach is its simplicity and
technology scalability combined with power efﬁciency.
III. CIRCUIT IMPLEMENTATION
Because the gate count is proportional to the number of
triangular pulses generated, the weak pulses at the beginning
and at the end of the pulse-sequence are omitted in order
to simplify the circuit and minimize the power consumption.
The resulting waveform and spectrum is shown in Fig. 2. The
fcenter is 4.8 GHz with a BW−10dB of 3 GHz. Some low-
frequency sidebands are observed. However, simulations show
that the mismatch between the charging and discharging time
is the main reason for low-frequency sidebands and omission
of the weak pulses will not have a signiﬁcant impact on the
sidebands. The low-frequency sidebands may be reduced by
adding high-pass ﬁlters, or even just exploring the antenna
band-pass property.
The schematic of the proposed PG is depicted in Fig. 3.
The structure is similar to the PGA-PG in [2], but the idea is
different. The proposed PG contains only simple digital gates
and does not have any Gaussian pulse generators. The one-shot
circuit is triggered by a falling edge and creates a ﬁxed-width
pulse, τ , for each input edge. Pulse stretchers [8] are added
to adjust the width of the pulses in order to minimize the
sideband energy. High threshold transistors are used for the
delay line to minimize the leakage current.
As mentioned, in PGA-PGs, only one output driver is on
in a single phase, the un-used output drivers add undesired
output capacitance and degrade the circuit performance. In the
proposed PG, only loose-triangular waveforms are generated,
this makes it possible to share the output drivers like the
timing diagram shown in Fig. 3. One or more output drivers
with different strength are combined for desired charging and
discharging strength, which is a very important feature for
generating multi-cycles IR-UWB pulses. The ﬁring control
logic is required for correct ﬁring sequence. We can see
that the PG contains only digital gates for timing exploring
inherent gate-delays, which is very beneﬁcial for modern
CMOS technology.
IV. LAYOUT
The layout is shown in Fig. 4. Since the PG contains only
digital gates, we use only 0.00079 mm2 silicon area. The delay
line is one of the critical components in the PG and must
be designed carefully for minimal mismatch. Using multiple
ﬁngers devices and sharing the drain connections may reduce
the parasitic drain-capacitance. However, this may give a very
long diffusion and the “Length of Diffusion” effect [9] may
degrade the delay line speed. Power distribution must also be
balanced and decoupled locally since gates are rail referred.
Just minor drops in power supply can affect inverter delays
signiﬁcantly.
V. POST-LAYOUT SIMULATION RESULTS
The PG testbench is shown in Fig. 5. The 100 fF and
10 µF capacitors are the pad parasitic capacitor and coupling
capacitor respectively. The 1 nH inductor accounts for the
bond-wire parasitic inductance. The antenna is modeled as a
50 Ω resistive load. CL is the loading capacitance due to the
off-chip components (package, PCB and so on).
Fig. 6 shows the frequency spectra of the PG output
(observed at VANT ) with different CL at the typical design
corner. With 1 pF CL, the peak is –41.9 dBm/MHz at around
4.3 GHz. The fcenter is lower than the predicted because
of the unexpected large parasitic capacitance of the delay
line. The BW−10dB is 2.9 GHz, which is very close to
the predicted value. When CL increases, the amplitude of
triangular pulses decreases, which also decreases the peak of
the spectra, the PG can meet the FCC requirements when
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CL is larger than 1.5 pF assuming a high-pass ﬁlter added.
With faster CMOS technology, we can push fcenter to higher
frequencies and achieve better spectral utilization
Fig. 7 shows a transient simulation with 2 pF CL at the
typical design corner. The pulse width (τOUT ) is about 688 ps,
and 820 ps for the worst case (i.e. the slow design corner).
The ringing is caused by the bond-wire inductance. The
One-Shot Circuits
&
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38.
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m
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Resistors
Fig. 4. PG layout.
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Fig. 5. PG testbench.
power consumption from a 1.2 V supply is 6.3 pJ/pulse for
a 100 MHz PRF, and 6.5 pJ/pulse for the worst case. It can
be seen in Fig. 7 that the maximum PRF can be larger than
200 MHz. The frequency spectra of the PG output (observed at
VANT ) with 2 pF CL at different design corners are depicted
in Fig. 8.
A summary of the simulation results and a comparison to
recently published IR-UWB PGs [2]–[5] are shown in Table
I. The simulations show that the designed PG performs very
well, especially in terms of power dissipation and area, and is
competitive to the state-of-the-art IR-UWB PGs.
VI. CONCLUSION
A new pulse-shaping approach and a novel IR-UWB PG for
a TSMC 90 nm CMOS process suitable for RFID tags have
been presented. A power-efﬁcient pulse generation is achieved
by output driver re-use and simple combinatorial gates. Post-
layout simulations show the worst-case power consumption
from a 1.2 V supply is 6.5 pJ/pulse for a 100 MHz PRF, which
is suitable for ultra low-power applications. The PG contains
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Fig. 6. Frequency spectra of the PG output with different CL .
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TABLE I
SUMMARY OF SIMULATION RESULTS, AND COMPARSIONS TO OTHER PUBLISHED
UWB-IR PGS.
Design Tech.
(CMOS)
fcenter
(GHz)
BW-10dB
(GHz)
τOUT
(ns)
Power Diss.
(pJ/Pulse) 
Area
(mm2)
This 
work 90 nm 4.3 2.94 0.69 6.5 0.00079
[2] 130 nm ~3.1 N/A 0.75 5.6 0.02
[3] 90 nm 4.05* 0.55 3 47 0.08
[4] 180 nm 4.05 1.4 1.75 825 0.4
[5] 90 nm 3.5–10 0.5 17 40 0.066
* Two other fcenter (i.e. 3.45 GHz and 4.65 GHz) can be selected.
Fig. 7. Transient simulation result
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Fig. 8. Frequency spectra of the PG output at different design corners.
mainly digital gates, which is very beneiﬁcal from nano-meter
CMOS technology. We are expecting this IR-UWB PG to be
suitable for RFID tags with on-chip power-harvesting.
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Abstract—A low-power impulse radio (IR) ultra wideband
(UWB) pulse generator (PG) is presented. It uses digital gate-
delay for timing achieving good power efﬁciency and acceptable
spectral ﬁlling. The circuit is scalable in both bandwidth and
center frequency. Both energy consumption and chip area are
reduced compared to most conventional higher order Gaussian
PGs. The PG is realized in a TSMC 90 nm CMOS process.
Measurements show the energy consumption from a 1.2 V to
be 5.2 pJ/pulse for a 200 MHz pulse repetition frequency (PRF).
The core area is 0.0015 mm2 (38 µm×40 µm). Lastly, a dynamic
pre-charge (DPC) scheme is proposed to eliminate the stand-
by current and make the PG favourable for low-data-rate
applications.
Index Terms—IR, UWB, RFID, CMOS, pulse generator
I. INTRODUCTION
Since Federal Communication Commission (FCC) released
a large spectral mask (i.e. 3.1–10.6 GHz) for unlicensed use
[1], UWB technology has been an attractive ﬁeld of research.
The huge spectral mask not only gives the beneﬁt of higher
date rate, but also reduced power consumption of transmitting
circuits by using IR technology. One potential application is
RFID tags. Conventional passive RFID tags utilitize load or
backscatter modulations which limits the number of channels.
By using power-efﬁcient IR-UWB technology, it is possible to
apply different multiple access schemes (for example CDMA)
on no-battery, energy-harvesting RFID tags. One of the most
challenging tasks is to design low-power IR-UWB PG which
is usually the most power-consuming component in the UWB
transmitters.
A novel pulse-shape generation approach was proposed
in [2], but no real prototype and measurement results were
presented. In this paper, a low-power IR-UWB PG based on
[2] was realized in a TSMC 90 nm CMOS process. It uses
digital gate-delay for timing, achieving good power efﬁciency
and acceptable spectral ﬁlling. The circuit is scalable in both
bandwidth and center frequency. Both energy consumption
and chip area are reduced compared to most conventional
higher order Gaussian PGs. Measurements show the energy
consumption from a 1.2 V supply to be 5.2 pJ/pulse for a
200 MHz PRF. The core area is 0.0015 mm2 (38 µm×40 µm).
The PG performs very well, especially in terms of energy
consumption and chip area, and is competitive to other recently
published UWB PGs [3]–[6]. One drawback is that the output
DC voltage is biased by a resistive divider. A DPC scheme
is proposed to eliminate the stand-by current due to the
resistive divider and make the PG favorable for low-data-rate
applications.
II. PULSE-SHAPE GENERATION
Higher order Gaussian pulse-shapes are widely used in IR-
UWB PGs to minimize the sideband interference, however, it
is hard to generate higher order Gaussian pulses in standard
CMOS processes with simple circuit solutions. A piecewise
Gaussian approximation (PGA) approach was proposed in [7]
and a very low-power (5.6 pJ/pulse) IR-UWB PG using a
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Fig. 3. (a) Designed PG. (b) Pulse stretcher. (c) Timing diagram.
similar approach was reported in [3]. The weakness is the
circuit complexity, the number of generator stages and output
drivers are proportional to the order of the Gaussian function.
Only one output driver is used during each phase, the unused
output drivers add output capacitance and, hence, increase
the power consumption. Also, in order to adopt international
spectral regulations (band group 6, i.e. 7.7–8.7 GHz, is the
only band available worldwide [8]), a high-order Gaussian
derivative (15-th) is required, but not feasible due to the
increased parasitic capacitance.
Instead of generating higher order Gaussian waveforms, we
use several simple pulses to construct a ﬁrst order Gaussian
envelope. The bandwidth (BW−10dB) is then determined
by the envelope width and the center frequency (fcenter)
is determined by the frequency of the generated pulses. The
somehow crude generated pulses do not add signiﬁcant side-
band interference as long as the pulse frequency is signiﬁcantly
higher than the envelope frequency. The idea is depicted
in Fig. 1. The amplitudes of 4.3 GHz triangular and sine
waveforms are shaped to make a Gaussian envelope with α
= 0.8 ns. The power spectrum densities (PSD) are shown in
Fig. 1c.
Loose-triangular pulses are selected in this paper because
they can be generated easily in CMOS processes by charging
and discharging a parasitic capacitor. It is difﬁcult to model
loose triangular waveforms in mathematical simulators, how-
ever, its PSD should be somehow in between those shown
in Fig. 1c. fcenter may be limited to be 4–5 GHz in this
paper because of the technology limitations. We are expecting
it can be pushed to higher frequencies, hence better spectral
utilization can be achieved with faster CMOS technology.
The main advantage of this approach is its simplicity and
technology scalability combined with power efﬁciency.
III. CIRCUIT IMPLEMENTATION
Because the gate count is proportional to the number of
triangular pulses generated, the weak pulses at the beginning
and at the end of the pulse-sequence are omitted in order
to simplify the circuit and minimize the power consumption.
The resulting waveform and PSD is shown in Fig. 2. The
fcenter is 4.2 GHz with aBW−10dB of 2.3 GHz. Some low-
frequency sidebands are observed. However, simulations show
that the mismatch between the charging and discharging time
is the main reason for low-frequency sidebands and omission
of the weak pulses does not have a signiﬁcant impact on the
sidebands. The low-frequency sidebands may be reduced by
adding high-pass ﬁlters, or even just exploring the antenna
band-pass property.
The schematic of the PG is depicted in Fig. 3a. The structure
is similar to the PGA-PG in [3], but the idea is different. The
designed PG contains only simple digital gates and does not
have any Gaussian pulse generators. The one-shot circuit is
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Fig. 4. (Left) Circuit Layout. (Right) Die photo.
triggered by a falling edge and creates a ﬁxed-width pulse τ .
Pulse stretchers [9] (schematic shown in Fig. 3b) are added
to adjust the width of the pulses in order to minimize the
sideband energy. High threshold transistors are used for the
delay line to minimize the leakage current.
As mentioned, in PGA-PGs, only one output driver is on
in a single phase, the unused output drivers add undesired
output capacitance and degrade the circuit performance. In the
designed PG, only loose-triangular waveforms are generated,
this makes it possible to share the output drivers like the
timing diagram shown in Fig. 3c. One or more output drivers
(a) 
955 ps
414 mV
(b)
Fig. 5. (a) Output waveform for a 200 MHz PRF and (b) its zoom-in.
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Fig. 6. Measured PSD.
with different strength are combined for desired charging and
discharging strength, which is a very important feature for
generating multi-cycles IR-UWB pulses. The ﬁring control
logic is required for correct ﬁring sequence. The last pull-
up is due to the output resistive divider. We can see that the
PG contains only digital gates for timing, exploring inherent
gate-delays.
IV. EXPERIMENTAL RESULTS
The PG is realized in a TSMC 90 nm CMOS process. A
die photo is shown in Fig. 4. Since the PG contains mainly
digital logics, we achieve a small silicon area of 0.0015 mm2.
The die is packaged in a 48-leads QFN package.
Fig. 5 shows the output waveforms for a 200 MHz PRF. The
TABLE I 
MEASURED ENERGY CONSUMPTION AT DIFFERENT PRF.
PRF (MHz) Energy Cons. (pJ/Pulse)
1 67.5 
5 17.3 
10 11.2 
20 8.1 
40 6.5 
100 5.6 
150 5.4 
200 5.2 
TABLE II
SIMULATED ENERGY CONSUMPTION WITH/WITHOUT DPC SCHEME
AT DIFFERENT PRF.
PRF
(MHz)
Energy Cons. (pJ/Pulse) 
w/ DPC w/o DPC 
0.5 5.4 129.1
1 5.3 66.9 
5 5.2 17.2 
10 5.2 11.0 
20 5.2 7.9 
50 5.1 6.0 
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Fig. 7. DPC scheme.
pulse width (τout) is 955 ps and the peak-to-peak voltage is
414 mV, the ringing is due to the bondwire inductance.
Its PSD is depicted in Fig. 6. fcenter is 4 GHz
approximately and BW−10dB is around 1.9 GHz (i.e.
2.89–4.81 GHz), which are very close to our expected values.
With faster CMOS processes, we can push fcenter to higher
frequencies and achieve better spectral utilization.
Table I shows the measured energy consumption at different
PRF. When the PRF is 200 MHz, the PG shows the lowest en-
ergy consumption of 5.2 pJ/pulse for a 1.2 V supply. However,
the energy consumption increases when the PRF decreases. It
is because the resistive divider is used to bias the output DC
voltage and drives static current. This makes it difﬁcult to
apply the designed PG on low-data-rate applications.
V. DYNAMIC PRE-CHARGE
To eliminate the stand-by current consumption, a DPC
scheme is proposed. The proposed circuit is shown in Fig. 7,
the biasing resistors are connected to the output a short time
before the pulse is transmitted and disconnected immediately
after the radiation. The resistors and, hence, the time constant
of pre-charging should be set reasonably large, otherwise the
antenna may radiate unwanted EM energy during pre-charging.
Table II shows the pre-layout simulation results on the
PG energy consumption with/without DPC. We can see that
the stand-by energy consumption is greatly reduced with the
DPC scheme and this makes the PG suitable for low-data-rate
applications. The only stand-by component is now the leakage
current. Thanks to the new efﬁcient pulse-shape generation
approach, we use only a very small silicon area and the
leakage current is insigniﬁcant1 compared to the total energy
consumption.
VI. CONCLUSION
A low-power IR-UWB PG was presented. It was realized in
a TSMC 90 nm CMOS process. It made use of a new pulse-
shape generation algorithm which was suitable for CMOS im-
1The leakage current is usually proportional to the transistor width. For
digital circuits, minimum length is commonly used, which means the total
leakage current is proportional to the silicon area.
TABLE III
SUMMARY OF MEASUREMENT RESULTS, AND COMPARSION TO OTHER PUBLISHED 
IR-UWB PGS. 
Design
Tech.
(CMOS)
fcenter
(GHz)
BW-10dB
(GHz) 
out
(ns)
Energy Cons.
(pJ /Pulse)
Area
(mm2) 
This 
work
90 nm  4   1.92 0.96 5.2 0.0015
[3] 130 nm ~3.1 N/A 0.75 5.6 0.02 
[4] 90 nm 4.05* 0.55 3 47 0.08 
[5] 130 nm N/A 6.8 0.46 38.4 0.54 
[6] 180 nm ~8 3.9 0.6 14 0.11
* Two other fcenter (i.e. 3.45 GHz and 4.65 GHz) can be selected. 
plementation. Measurements conﬁrmed the energy consump-
tion from a 1.2 V supply to be 5.2 pJ/pulse for a 200 MHz
PRF. The core area was 0.0015 mm2 (38 µm×40 µm). Also, a
DPC scheme was proposed to eliminate the stand-by current
and make the PG suitable for low-data-rate applications. A
summary of the measurement results and comparison to some
recently published IR-UWB PGs [3]–[6] are given in Table
III. We can see that the PG performs very well, especially in
term of energy consumption and chip area, and is competitive
to other state-of-the-art IR-UWB PGs.
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This paper presents an N-path filter for microwave frequencies, suitable for UWB applications.
The filter uses a 6-phase clock generator which utilizes both rising and falling edges in a three-
inverter ring oscillator for increased operating frequency. I came up with the design for this clock
generator. I also helped review the paper.
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An Inductorless 6-Path Band-Pass Filter with
Tunable Center Frequency for UWB Applications
Tuan Anh Vu, Shanthi Sudalaiyandi, Ha˚kon A. Hjortland,
Øivind Næss, Tor Sverre Lande, and Svein Erik Hamran
Dept. of Informatics, University of Oslo, Norway
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Abstract—This paper presents an inductorless switched-
capacitor 6-path band-pass ﬁlter suitable for impulse radio ultra-
wideband (IR-UWB) application designed in nanometer CMOS
technology. The proposed wideband band-pass ﬁlter is working
in discrete-time intended for power-efﬁcient IR-UWB systems.
In 90 nm CMOS we were able to design a ﬁlter with -3 dB
bandwidth of 2.5 GHz and a center frequency tunable from
4.1 GHz to 4.5 GHz. Estimated power consumption is 35 mW
from 1.2 V supply voltage according to post-layout simulation. A
novel ring oscillator based multiphase clock is proposed, enabling
center-frequency tuning at microwave frequencies.
Index Terms—Band-Pass Filter, Center-Frequency Tuning,
Multiphase Clock, N-Path Filter, Switched-Capacitor, UWB Fil-
ter.
I. INTRODUCTION
As wireless communication is moving up to higher fre-
quencies, suitable integrated band-pass ﬁlters are required.
Typically passive ﬁlters like Surface Acoustic Wave (SAW)
ﬁlters are used. Aiming at integrated ﬁlter solutions, SAW-
ﬁlters are not viable [1].
An additional challenge is wideband, microwave ﬁlters for
impulse radio applications. Wideband resonator based ﬁlters
are hard to make and area consuming. Recently, there has
been a renewed interest in switched-capacitor (SC) N-path
ﬁlters due to the development of CMOS technology allowing
this type of ﬁlter to work at RF frequencies [2][3]. SC ﬁlters
provide a practical method for fully integrated realization of
high quality RF ﬁlters. N-path ﬁlters were originally designed
for continuous-time band-pass ﬁltering [3][4]. A combination
of SC ﬁlter and N-path may be used as tunable, integrated
ﬁlters in standard CMOS technology.
II. SWITCHED-CAPACITOR N-PATH FILTERS
A. Principles of SC N-Path Filters
A typical N-path ﬁlter is composed of N parallel identical
ﬁlter cells which are cyclically sampled with the frequency
Fs. Each path usually in turn consists of a passive low-pass
ﬁlter (LPF) with transfer function H(f) between an input and
output mixer as shown in Fig. 1. The switches are driven
by time/phase shifted versions of clock p(t) and q(t). When
the switching signals are assumed to be ideal Dirac impulses
delayed by Ts/N , the output signal S(f) may be written as a
function of the input signal E(f) as shown in equation (1).
LPF
LPF
LPF
p(t)
p(t-T /N)
p(t-(N-1).T /N)
q(t)
q(t-T /N)
q(t-(N-1).T /N)
v
in
v
out
s
Fig. 1. The structure of an N-path ﬁlter.
S(f) =
+∞�
m=−∞
h(m ·Ts) · exp(−2 ·π · j · f ·m ·Ts) (1)
·
+∞�
n=−∞
e(
n ·Ts
N
) · exp(−2 ·π · j · f · n ·Ts
N
)
Equation (1) shows that the output signal is the result
of two multiplied sums. The ﬁrst term corresponds to the
Fourier transform of the impulse response of the low-pass
ﬁlter sampled at Ts period. The second one corresponds to the
Fourier transform of the input signal sampled at Ts/N period.
Due to the periodicity of the frequency response, the band-pass
center frequency is equal to a multiple of the clock frequency.
This ﬁlter can be used for clock recovery by ﬁltering the
harmonic components [5]. It can also be used as band-pass
ﬁlter centered around Fs [1]. Thus, the N-path ﬁlter transfers a
low-pass characteristic to a band-pass whose center frequency
is controlled by the clock frequency while the low-pass ﬁlter
and duty cycle of the clock deﬁne the bandwidth. In fact the
input signal is downconverted to baseband, ﬁltered and then
upconverted again to the same band as the input signal. Due
to the Nyquist theorem, sampled-data ﬁlters can only process
input signals up to half of the clock frequency. Since the
transfer characteristic is the same for every switch position,
the overall frequency response is equal to the response of an
individual path. However, the output signal is now composed
of N samples per period Ts, so that the Nyquist range NY for
the N-path ﬁlter is expanded N times as follow:
NY = N · 1
2
·Fs (2)
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Fig. 2. A second-order passive low-pass ﬁlter and its frequency response.
The decomposition of ﬁlter center frequency and the ﬁlter
properties is promising. A multi-phase clock generator with
wide tuning-range is required for center frequency tuning. The
ﬁlter sharpness is determined by the sharpness of the low-pass
ﬁlter. For most wideband ﬁlters a second-order passive low-
pass ﬁlter is sufﬁcient.
A dominating error-source is clock feedthrough due to
the parasitic capacitors. This clock feedthrough distortion
produces not only an undesirable offset voltage but also
additional spectral components at harmonics of the clock
frequency Fs. These spectral components reduce the maximum
dynamic range in the ﬁlter passband at Fs. Even harmonics
may be eliminated by using differential signalling [3]. The
clock feedthrough is therefore a major challenge designing
SC N-path band-pass ﬁlters. In addition, due to tolerances in
the ﬁlter paths, unwanted mirror frequencies can appear at the
output [6].
B. Low-Pass Filter and Multiphase Clock Generator
As mentioned before, the order and the corner frequency of
the low-pass ﬁlter deﬁnes the roll-off and bandwidth of the
N-path band-pass ﬁlter. A second-order RC low-pass ﬁlter is
designed for improved frequency roll-off as shown in Fig. 2.
Thus, the gain decreases by 40 dB per decade above cut-off
frequency. The frequency response of the second-order passive
low-pass ﬁlter is given in equation (3).
vout
vin
=
1
R1R2C1C2
s2 + s
�
1
R1C1
+ 1R2C1 +
1
R2C2
�
+ 1R1R2C1C2
(3)
Since the center frequency of the SC N-path band-pass ﬁlter
can be tuned with the clock frequency, a tunable oscillator
is desirable. The tunability is particularly useful for RF inte-
grated circuits, for which the tuning of the center frequency
1x 1x 2x 4x 8x 16x 32x 64x
Mega bu�er
Fig. 3. The buffer with suitable fan-out.
by a clock signal permits either to compensate for process
variations and device mismatch or to ﬁlter various channels
with the same ﬁlter. Several clock generator topologies for
RF frequencies have been proposed in literature [7][8]. Most
of them use inductors and capacitors to provide oscillation.
These inductors occupy a very large area in the layout and are
hard to adapt to ﬁner pitch technology.
In this paper, a novel ring oscillator based, multiphase clock
generator is proposed. Avoiding an external crystal-driven
clock, higher frequencies are feasible and full integration
is possible. The multiphase clock generator is built with
digital logic gates and can be scaled with CMOS technology.
A minimum three-stage ring oscillator provides oscillation
resulting in a very high-frequency clock suitable for UWB
applications. Since the frequency of oscillation depends on
the inherent inverter delay plus whatever additional loading is
applied, taps from the delay line must have minimal load for
maximum operation frequency. Consequently, a buffer with
very low input capacitance is required to minimize the load
capacitance while having the capability of driving large loads
at the output. Fig. 3 shows a buffer with incremental loading
for optimal performance.
Fundamentally, the number of inverters in the ring oscillator
equals to the number of clock phases needed. However, both
rising and falling edges present in the ring oscillator can be
exploited for twice as many clock phases. The multiphase
clock generator is shown in Fig. 4. In order to tune the
oscillation frequency, a programmable delay is provided by
tuning the back-gate (bulk) voltage of the pMOS devices of
the inverters in the ring. In this way no additional loading
is applied, thus maintaining the highest possible oscillator
frequency.
III. DESIGN OF A UWB SC N-PATH BAND-PASS FILTER
In order to ensure proper operation, post-layout simulation
of the tunable SC N-path band-pass ﬁlter depicted in Fig. 5
is provided. Simulated results of the ﬁlter for TSMC 90 nm
CMOS are achieved using the Cadence design environment.
The multiphase clock generator generates a 6-phase clock used
for driving SC circuits. The bandwidth of the band-pass ﬁlter
is shaped by the duty cycle of the clock and the low-pass
ﬁlter cut-off frequency. Fig. 6 shows an example of a 6-phase
clock generated by the proposed multiphase clock generator
including extracted parasitic components. In this technology,
operation center frequency up to 4.5 GHz can be expected.
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Fig. 5. The proposed UWB SC N-path band-pass ﬁlter.
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Fig. 6. An example of a 6-phase clock generated by the proposed multiphase
clock generator.
Tuning the back-gate bias voltage of the pMOS devices
in the ring oscillator results in a frequency tuning range of
9.3% around 4.3 GHz. The ﬁlter responses at different center
frequencies are shown in Fig. 7. Post-layout simulation shows
a noise ﬁgure from 7 dB to 8 dB as presented in Fig. 8.
The wideband ﬁlter consumes a power of 35 mW from a
1.2 V supply voltage. The layout is shown in Fig. 9. It occupies
an area of 0.085 × 0.085 mm2 including on-chip decoupling
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Vctrl=1V
Vctrl=0.8V
Fig. 7. The ﬁlter response at different center frequencies.
capacitors. Table I summarizes the performance of the ﬁlter
and compares it to other published designs in silicon. This
ﬁlter offers the smallest area and highest center frequency of
all the ﬁlters reported in table I.
IV. CONCLUSION
In this paper, we have presented an inductorless SC 6-path
band-pass ﬁlter targeted for low band of UWB spectrum from
3.1 GHz to 5.6 GHz. As a part of the ﬁlter a novel multiphase
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TABLE I
COMPARISON WITH THE STATE OF THE ART
Parameter [1] [3] [9] [10] [11] [12] This work
CMOS technology 0.35 µm 65 nm 0.18 µm 0.35 µm 0.5 µm 0.5 µm 90 nm
Die area 1.9 mm2 0.07 mm2 0.81 mm2 0.1 mm2 0.15 mm2 2.5 mm2 0.007 mm2
Power consumption 63 mW 2 – 16 mW 17 mW 5 mW 43.2 mW 15 mW 35 mW
Voltage Gain -2 dB -2 dB 0 dB -5 dB -15 dB 23 dB -4 dB
-3 dB bandwidth 1.75 – 4.6 MHz 35 MHz 130 MHz 53.8 MHz 80 MHz 70 MHz 2.5 GHz
Freq. tuning range 240 – 530 MHz 0.1 – 1 GHz 2 – 2.06 GHz 1.93 – 2.19 GHz 1.77 – 1.86 GHz 2.45 – 2.85 GHz 4.1 – 4.5 GHz
Noise ﬁgure 9 dB 3 – 5 dB 15 dB 26.8 dB 28 dB 6 dB 7 – 8 dB
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Fig. 8. The noise ﬁgure of the band-pass ﬁlter.
Fig. 9. The ﬁlter layout: 0.085× 0.085 mm2.
clock generator is proposed suitable for RF frequencies. The
band-pass ﬁlter achieves a -3 dB bandwidth of 2.5 GHz with
center frequency tuning range between 4.1 GHz and 4.5 GHz.
The ﬁlter is compact, suitable for standard digital technology,
and can be fully integrated without any external clock refer-
ence.
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My Contributions to This Paper
The challenging element in a CTBV processing system is the single-bit quantizer. For swept-
threshold functionality we need a comparator with high gain. However, most high-speed
comparators are clocked and cannot be used. This paper is an effort to find a wideband and
continuous-time comparator suitable for CTBV applications. I contributed to the development.
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Abstract—In this paper, a novel continuous-time CMOS quan-
tizer suitable for ultra-wideband (UWB) single-bit quantization
is presented. The proposed quantizer achieves a -3 dB bandwidth
covering the entire FCC UWB spectrum from 3.1 GHz to
10.6 GHz with a very high gain of approximately 70 dB. The
quantizer is an area-efﬁcient, single-inductor solution designed
for TSMC 90 nm CMOS technology with the supply voltage of
1.2 V.
I. INTRODUCTION
As ultra wideband, wireless applications are emerging [1],
implementations in standard CMOS technology is an impor-
tant factor for cost-efﬁcient production. Although nanometer
technology provide fast devices, it is hard to ﬁnd solutions in
pure CMOS for the FCC released UWB band of 3.1 GHz to
10.6 GHz. Apparently clock frequencies in PCs are saturating
around 3 GHz.
At the Nanoelectronics group, Dept. of Informatics, Univ. of
Oslo we have proposed a design paradigm called Continuous-
Time, Binary-Value (CTBV) facilitating gigahertz operation in
standard CMOS technology [2] [3]. The high speed operation
is obtained by eliminating clocks. A similar approach is
explored for low power operation in [4] and [5]. The CTBV
design paradigm has even been explored commercially for
single chip impulse radar solutions [1].
A vital operation of CTBV systems is a coarse binary
quantizer or thresholder continuously comparing the incoming
signal to a threshold voltage, giving a binary output of the
sign of the comparison. Such a function may be obtained
with a high-gain comparator. Most high-speed comparators
are using a clocked reset [6], but such an approach cannot be
used for CTBV solutions. An important consideration is the
DC gain requirement after the thresholding operation, limiting
viable circuit solutions. Another observation is the high gain
requirement for correct quantization of small signal amplitudes
from weak transmissions.
In this paper we are proposing a solution for continuous-
time, high-gain quantizer suitable for ultra wideband appli-
cations. A bandwidth exceeding 10 GHz is feasible while
maintaining sufﬁcient DC gain for the thresholding operation.
The proposed solution is designed in 90nm TSMC technol-
ogy exploring resistive-feedback inverters and a single LC
resonator at the input.
II. QUANTIZER CIRCUIT
The proposed quantizer circuit is shown in Fig. 1. It consists
of cascaded ampliﬁer stages with an input LC resonator for
extended bandwidth. The threshold voltage Vth is mixed with
the input signal at the ampliﬁer input providing a controllable
quantization voltage level for input signal thresholding. For
improved noise performance the threshold voltage is set by a
current Ith and converted to a suitable threshold voltage level
matching the build-in inverter threshold.
Fig. 1. The structure of the proposed quantizer.
A. Ampliﬁer Stages
A simple digital inverter with resistive feedback is used for
each ampliﬁer stage. For increased bandwidth, strong feedback
is applied sacriﬁcing stage gain. In order to recover gain, a
cascade of inverting ampliﬁers are used as shown in Fig. 2.
Wider bandwidth is achieved at the expense of lower gain
per stage by using low values of Rf. Ampliﬁer bandwidth is
mainly determined by RC time constants of every node. In
CMOS technology, severe parasitic capacitance deteriorates
bandwidth signiﬁcantly. Considering the inter-stage small-
signal model, the transfer function can be expressed as [7]:
Vout
Vin
=
−gmRT
1 + sCTRT
Where RT denotes Rf1||Rf2 and CT represent C1 + C2.
Rf1/Rf2 and C1/C2 denote equivalent resistors and capac-
itors contributed by previous and next stages, respectively.
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Fig. 2. (a) Resistive-feedback inverter stages. (b) Equivalent inter-stage small-
signal model.
However, using resistive feedback is the simplest type of
broadbanding. It is also the most inefﬁcient: Lower gain,
lower output power, and degraded noise ﬁgure [8]. In order to
obtain high bandwidth, conventional multiple inductive-series
peaking technique is used in [7] which is demonstrated in
Fig. 3a. In this architecture inductors are deployed between
each ampliﬁer. Together with parasitic capacitances a third-
order LC-ladder ﬁlter is giving an impedance transformation
network [9] [10]. Another structure with some improvement
is introduced in [11] and depicted in Fig. 3b. By locating
a peaking inductor at the gate of nMOS of each inverter
stage, the -3 dB roll-off frequency can be boosted to higher
frequencies. However, using peaking inductor for bandwidth
extension in each gain stage is area demanding.
In this paper, a novel structure for the wideband ampliﬁer
is proposed. Instead of using multiple peaking inductors, a
resonant peak at the ampliﬁer corner frequency can ’pull up’
the gain, thus extending the bandwidth signiﬁcantly as shown
in Fig. 5. In this design, only a single, small inductor (0.82 nH)
is used for the LC resonator regardless of the number of
ampliﬁer stages. The LC resonator also acts as a high-pass
ﬁlter at the input, shifting the bandwidth to higher frequencies
suitable for the FCC approved UWB spectrum. Table I gives a
comparison of some reported designs. The proposed ampliﬁer
architecture is shown in Fig. 4.
B. Threshold Circuit
Signal and threshold level are added together at the input
of the quantizer. In order to reduce noise, a threshold current,
Ith, is used as input. Ith is then converted into a suitable
threshold voltage, Vth by a simple I-V converter followed by a
transconductance ampliﬁer in a voltage follower conﬁguration
as shown in Fig. 6. The I-V converter acts as a linear circuit
(a)
(b)
VDD VDD VDD
VDD VDD VDD
V
in
V
in
V
out
V
outR f
R
f
R
f
R
f
R
f
R
f
L
p
L
p
L
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L
p
L
p
Fig. 3. (a) Conventional multiple inductive-series peaking technique. (b)
Splitting-load inductive peaking technique.
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C
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V
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V
in
LC resonator
8 inverter stages
Fig. 4. The proposed high-gain UWB ampliﬁer.
Fig. 5. Bandwidth comparison among the designs.
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TABLE I
COMPARISON WITH THE STATE OF THE ART
Design TIA [7] MMIC [11] This Work
CMOS technology 0.18 µm 0.13 µm 90 nm
Supply voltage 1.8 V 1.3 V 1.2 V
Gain (dB) 61 13.2 70
-3 dB bandwidth DC–7.2 GHz DC–1.5 GHz 3.1 GHz–10.6 GHz
No. of stages 5 3 8
No. of inductors 8 (1.1 nH) 3 (2.4 nH, 2.4 nH, 1 (0.82 nH)
and 1.4 nH)
with transfer ratio k = Vth/Ith. By changing Vb the tail
current of the transconductance ampliﬁer, offset strength may
be changed in the mixing node as well as changing the corner
frequency of the high-pass ﬁlter action following the input
resonator.
V
th
 I
th
V
b
R
VDD
VDD VDD VDD
Transconductance ampli�er
I-V converter
Fig. 6. The threshold circuit.
III. SIMULATED RESULTS
Simulated results of the quantizer for TSMC 90 nm CMOS
technology is achieved using the CADENCE design environ-
ment. Circuit design at high frequencies involves more detailed
considerations than at lower frequencies when the effect of
parasitic capacitances and inductances can impose serious
constrains on achievable performance. Thus, all components
used for simulation are RF models provided by TSMC. The
complete circuit for the proposed quantizer with all component
values are given in Fig. 9.
In Fig. 7 the expected peformance of the threshold tuning
circuit is shown. The threshold voltage change linearly with
the applied input current when varying from zero to 100 µA.
Then it becomes saturated as the current continues increasing.
The range for threshold voltage, Vth, is between GND and
800 mV. Simulated results also shows that the operating point
of the quantizer is around 520 mV so the threshold level is
from -520 mV to 380 mV.
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Fig. 7. The performance of the threshold circuit.
Fig. 8 shows the frequency response of the quantizer. A
high gain of approximately 70 dB throughout the entire UWB
spectrum, 3.1 GHz–10.6 GHz, is demonstrated.
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Fig. 8. The frequency response of the quantizer.
Fig. 10 gives the performance of the quantizer when a sineu-
sodial signal is applied at the input for some threshold levels.
The input signal has the amplitude of 2.5 mV, frequency of
5 GHz. The threshold voltage is swept with the step size of
100 µV.
As required, even minor signal pertubations are quantized.
IV. CONCLUSION
In this paper we have proposed a continuous-time, ultra
wideband quantizer with tunable threshold level and high
gain suitable for FCC UWB applications. The quantizer is
intended for CTBV architectures with low-power operation.
Area-efﬁciency is good using only one inductor. Compared to
other reported results, we have superior performance.
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Fig. 9. The proposed Continuous-Time CMOS quantizer.
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Fig. 10. The performance of the Continuous-Time CMOS quantizer.
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CMOS
T. A. Vu, S. Sudalaiyandi, H. A. Hjortland, O. Naess, T. S. Lande, and S. E. Hamran. “A
70-dB, 3.1-10.6-GHz CMOS amplifier in low-power 90 nm CMOS”. In: Circuits and Systems
(MWSCAS), 2011 IEEE 54th International Midwest Symposium on, pp. 1–4, Seoul, Aug. 2011.
doi:10.1109/MWSCAS.2011.6026639. © 2011 IEEE. Reprinted with permission.
My Contributions to This Paper
This paper presents a high-frequency high-gain amplifier. I took part in discussions about the
source-follower buffer and I came up with the design for the test circuits which can be used to
characterize the amplifier and which are shown in the layout figure.
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A 70-dB, 3.1-10.6-GHz CMOS Amplifier 
Low-Power 90 nm CMOS 
• 
In 
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0ivind Nress, Tor Sverre Lande and Svein Erik Hamran 
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Abstract-This paper presents a novel high-gain CMOS am­
plifier suitable for uItra-wideband (UWB) applications. The 
proposed amplifier achieves a -3 dB bandwidth covering the 
entire FCC UWB spectrum from 3.1 GHz to 10.6 GHz with 
a very high gain of approximately 70 dB. The amplifier is an 
area-efficient, single-inductor solution designed for TSMC 90 nm 
CMOS low-power process while consuming 25.1 mW from 1.2 V 
supply voltage. 
I. INTRODUCTION 
Ultra-wideband transmission has recently received signifi­
cant attention in both academic and industry for applications 
in wireless communications [1][2]. UWB has many benefits, 
including high data rate, availability of low-cost transceiver, 
low transmit power and low interference. The exploration of 
UWB technology has forced innovative circuit design in order 
to achieve sufficient performance in standard digital CMOS 
technology, especially when low-power solutions are desired. 
CMOS amplifiers are the main building blocks in many analog 
signal processing systems as well as other analog interfacing 
circuits. Also in communication equipment, signal acquisition 
amplification is required. With microwave frequencies in com­
bination with wide bandwidth, amplifier design is getting even 
more challenging. The design of UWB amplifiers in CMOS 
technology requires careful design. Major challenges are the 
limited power supply and significant parasitics. 
In this paper, the analysis, design and implementation of a 
novel high-gain UWB amplifier is proposed. The amplifier is 
based on cascaded multistage resistive-feedback inverters with 
LC resonator for bandwidth extension. This is confirmed by 
post-layout simulation in a TSMC 90nm CMOS low-power 
process. Simulated results show that this amplifier exhibits 
a 70 dB gain throughout the bandwidth from 3.1 GHz to 
1O.6GHz. 
II. CIRCUIT DESCRIPTION 
The proposed amplifier is using standard "digital" inverters 
combined with passive devices and cascaded for sufficient 
overall gain. 
A. Amplifying Stages 
A simple digital inverter with resistive feedback is used 
for each amplifying stage. A very high gain can be achieved 
by cascading multiple inverter stages. However, there is a 
trade-off between the gain and the bandwidth of the amplifier. 
VDD 
V. 
In 
VDD 
(a) 
(b) 
VDD 
v 
out 
Fig. 1. (a) Resistive-feedback inverter stages. (b) Equivalent inter-stage small­
signal model. 
For increased bandwidth, stage gain is sacrificed for strong 
feedback. In order to recover gain, a cascade of inverting 
amplifiers is used as shown in Fig. 1. Wider bandwidth is 
obtained at the expense of lower gain per stage by using low 
values of Rf. Amplifier bandwidth is mainly determined by RC 
time constants of each node. In CMOS technology, parasitic 
capacitance reduces bandwidth significantly. Considering the 
inter-stage small-signal model, the transfer function can be 
expressed as [3]: 
Vout 
Vin 
Where RT denotes RflIIRf2 and CT represent C1 + C2. 
Rn / Rf2 and Cd C2 denote equivalent resistors and capacitors 
contributed by previous and next stages, respectively. However, 
resistive feedback is the simplest type of broadbanding. It 
is also the most inefficient: reduced gain, reduced output 
power, and degraded noise figure [4]. In order to obtain 
high bandwidth, conventional multiple inductive-series peak­
ing technique is used as proposed in [3] and is demonstrated 
in Fig. 2a. In this architecture inductors are deployed between 
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each amplifier. Together with parasitic capacitances a third­
order LC-Iadder filter is giving an impedance transformation 
network [5][6]. Another structure with some improvement is 
introduced in [7] and depicted in Fig. 2b. By locating a peaking 
inductor at the gate of nMOS of each inverter stage, the 
-3 dB roll-off frequency can be boosted to higher frequencies. 
However, using peaking inductor for bandwidth extension in 
each gain stage is area demanding. 
A novel structure for the wideband amplifier is proposed. 
Instead of using multiple peaking inductors, a resonant peak 
at the amplifier corner frequency can 'pull up' the gain, 
thus extending the bandwidth significantly. In this design, 
only a single, small inductor (0.7 nH) is used for the LC 
resonator regardless of the number of amplifier stages. The LC 
resonator also acts as a high-pass filter at the input, shifting the 
bandwidth to higher frequencies suitable for the FCC approved 
UWB spectrum. The proposed amplifier architecture is shown 
in Fig. 4. It is the core of the continuous-time CMOS quantizer 
introduced in [8] but the amplifier presented here may find 
usage in other wideband applications. A very high gain is 
required for high input sensitivity quantization thus, a very 
small signal can be detected. 
VDD VDD 
V. 
In 
(a) 
VDD VDD 
V. 
In 
(b) 
VDD 
VDD 
L 
P 
v 
out 
v 
out 
Fig. 2. (a) Conventional multiple inductive-series peaking technique. (b) 
Splitting-load inductive peaking technique. 
B. Impedance Matching Circuit 
Since the LC resonator produces very low impedance at the 
input, a buffer is required to drive the source with negligible 
signal loss. A source follower configuration is proposed for 
this purpose. A current mirror supplies the bias current for the 
source-follower. Although the DC level of the output voltage 
TABLE I 
TRANSISTOR DIMENSIONS, COMPONENT VALUES AND BIAS SETTING 
Parameter 
VDD 
hi.s 
Vbi.s 
M" M2, M3 
M4, M6, ... , M26 
Ms, M7, ... , M27 
Chi 
Ch2 
Lh 
R 
Rc 
Value 
1.2 V 
lOrnA 
500 mV 
SO ,.unlllO nm 
5 J.Un/IOO nm 
4.0S J.Un/IOO nm 
0.5 pF 
0.7 pF 
0.7 nH 
son 
7.Skn 
is somewhat below the DC level of the input voltage, ideally 
the small-signal voltage gain is close to unity. In reality, it 
is somewhat less than unity [9]. By changing Vbias and Ibias 
the high input impedance and moderate output impedance of 
the buffer can be tunable. The output impedance is mainly 
decided by the cascaded inverter stages requiring no additional 
buffering. 
III. SIMUL ATED RESULTS 
Simulated results of the amplifier for TSMC 90 nm CMOS 
low-power process is achieved using the CADENCE design 
environment. Circuit design at high frequencies involves more 
detailed considerations than at lower frequencies when the 
effect of parasitic capacitances and inductances can impose 
serious constrains on achievable performance. Thus, all com­
ponents used for simulation are RF models provided by 
TSMC. Transistor dimensions, component values and bias 
setting are shown in Table I. 
The performance of the source-follower buffer is demon­
strated in Fig. 3. As shown in the figure, the attenuation 
is negligible while maintaining a flat frequency response 
throughout the desired frequency range between 3.1 GHz and 
10.6 GHz. This ensures the efficient use of the source-follower 
buffer at the input. 
·1.6 
-1.7 
·1.8 
iii � -1.9 o 
.� � -2 
§ 
"'" 
·2.' 
·2.2 
Freq. [GHz[ 
Fig. 3. The frequency response of the source-follower buffer. 
The input impedance of the amplifier is designed for match­
ing to 50 n. Fig. 5 and Fig. 6 shows the simulated SI I in 
dB versus frequency and a corresponding amplifier's input 
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Buffer 
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12 inverter stages 
VDD 
LC resonator 
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Fig. 4. The proposed high-gain UWB amplifier. 
impedance seen in the Smith chart. As depicted in Fig. 5 and 
Fig. 7 the amplifier presents good input matching better than 
-18 dB over the entire UWB spectrum. In most of frequency 
band, the voltage standing wave ratio (VSWR) is less than 1.6 
indicating that the reflection coefficient is less than 0.2 across 
the desired frequency range. Fig. 6 shows the input impedance 
of the amplifier from 3.1 GHz to 10.6 GHz. As can be seen 
in the Smith chart, the input impedance is close to the center 
where it is perfectly matched to 50 n. 
-30 3 6 7 8  
Freq. [GHzJ 
9 
Fig. 5. The input return loss of the amplifier. 
10 11 
The Rollett's stability factor is calculated over the frequency 
band 3.1 GHz-IO.6 GHz by using the below equation [10]: 
K = 1 + 1811822 -8128211
2 
-18111
2 
-18221
2 
218128211 
Since its value is always greater than unity, the circuit claims 
unconditional stability. Besides, the noise performance can be 
improved significantly by feeding the high-gain amplifier with 
a signal from a low noise amplifier (LNA) as often found in 
wireless front-ends. 
Fig. 8 gives the value of the gain obtained for the en­
tire band of interest. The gain is maintained approximately 
Fig. 6. The input impedance from 3.1 GHz to 10.6 GHz seen in the Smith 
chart. 
1.8 
1.6 a: �1.4 
> 
1.2 
0.8 
6 7 10 
Freq. [GHzJ 
Fig. 7. The input VSWR of the amplifier. 
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TABLE II 
COMPARISON WITH THE STATE OF THE ART 
Design TIA [3] MMIC [7] This Work 
CMOS tech. 0.18 11m 0.13 I1ffi 90 nm 
Power cons. 70 mW 9.1 mW 25.1 mW 
Gain (dB) 61 13.2 70 
-3 dB BW DC-7.2 GHz DC-U.5 GHz 3.1 GHz-IO.6 GHz 
No. of stages 5 3 12 
No. of inductors 8 (1.1 nH) 3 (2.4 nH.2.4 nH I (0.7 nH) 
and 1.4 nH) 
70 dB, including approximately -2 dB attenuation from the 
source-follower stage, throughout the entire UWB spectrum, 
3.1 GHz-1O.6 GHz. The peak gain of 70.7 dB is achieved at 
4 GHz. Fig. 9 shows the linearity of the amplifier in terms 
of 1 dB compression point when a 4 GHz-sinusoidal signal is 
applied at the input. The layout of the amplifier is shown in 
Fig. 10. The proposed amplifier occupies a die area of 0.32 
x 0.38 mm2. Table II gives a comparison of some reported 
designs. 
80 
10 
o 
·10 
o 
'0 
10 
·10 
·'0 
3 5 6 
Freq. [GHz] 
7 8 9 10 11 
Fig. 8. The frequency response of the amplifier. 
.... 
... 
Input [dBml 
Fig. 9. The linearity of the amplifier in terms of I dB compression point. 
IV. CONCLUSION 
This paper proposes a cascaded high-gain amplifier explor­
ing inverters with resistive feedback. The proposed amplifier 
is suitable for ultra-wideband microwave signals and is area­
efficient with only one inductor. An implementation in TSMC 
90 nm CMOS technology indicates approximately 70 dB gain. 
Compared to similar published topologies, our proposed am­
plifier is expected to be superior. 
Fig. 10. The layout of the proposed amplifier. 
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Power Harvesting Circuits in 90 nm CMOS
Trygve K. Halvorsen, Ha˚kon A. Hjortland and Tor Sverre “Bassen” Lande
Dept. of Informatics, University of Oslo, Norway
E-mail: {trygvekh, haakoh, bassen}@iﬁ.uio.no
Abstract—The purpose of this paper is to explore power
harvesting capabilities in nanometer technology. Novel charge
pump improvements using the back-gate or well of MOS devices
improve efﬁciency as well as sensitivity. The proposed circuits
are implemented in 90 nm CMOS. Measured performance will
be provided.
I. INTRODUCTION
Power harvesting integrated as part of a standard CMOS
technology would be useful in several applications. Typically
in RFID tags, inductive power harvesting is used [1] requiring
fairly large, external inductors and working primarily in near
ﬁeld. Exploring electromagnetic waves over longer distances
is tempting and might even recover radio waves from devices
like mobile phone or wireless LAN. To some extend the
downsizing of technology is reducing power requirements, but
reduced supply voltage is limiting the controllable on-chip
voltages to less than 1 V. As circuits, both digital and analog,
are exploring subthreshold transistor operation [2], power
harvesting circuit elements for ﬁne-pitch CMOS technology is
worthwhile exploring. In this paper we will present the funda-
mental charge pump circuit and explore design improvements
for better efﬁciency.
II. CHARGE PUMP CIRCUITS
The original Dickson charge pump [3] circuit is shown in
Fig. 1.
The major building blocks required are capacitors and recti-
fying elements, i.e. diodes. As capacitors are readily available
in CMOS, the challenging element is the rectiﬁer element.
The ﬁrst order operation of the original Dickson charge pump
is the two-phase clock that is capacitively lifting the node
charge on the rising edges through the diode, while the diodes
are preventing the charge to leak back on the negative clock
Fig. 1. The original Dickson charge pump
Fig. 2. Four-step cascode charge pump
transition. For power harvesting a single phase architecture is
necessary like the one in Fig. 2.
A single AC source is rectiﬁed and charge is built up using
capacitors and diodes [4]. Our implementation in silicon is
based on the circuit topology of Fig. 2. By exploring the design
space of modern technology, some reasonably efﬁcient circuits
are feasible, and in the following we will explore modern
CMOS technology for improved charge pump performance.
III. CMOS TECHNOLOGY OPTIONS
The optimal rectifying element would be a device with low
or no resistance when forward biased and with no conduc-
tance or inﬁnite resistance when reverse biased. The normal
diode forward biasing voltage of 0.7 V makes junction diodes
unsuitable for power harvesting. Incoming antenna signals are
normally <100 mV and the forward biasing voltage must be
within the range of the received signal. The substitute of a
junction diode in CMOS is a diode-connect MOS transistor.
In addition, a number of different threshold voltages are
available as different devices; low, standard and high threshold.
Low gate leakage devices are also available, but often the
transconductance is reduced.
As shown in Fig. 3, the differences between the threshold
voltages are signiﬁcant when comparing the 3 different devices
of 90 nm MOS transistors. In order to make the charge pump
most efﬁcient, the threshold voltages of the diodes have to
be low when pumping the voltage in order to get the voltage
drop minimized. On the other hand when pushing the charge
further on, at the negative half-period of the input, a high
threshold is needed in order to reduce the leakage in the
reverse direction of the diode as much as possible. Beneﬁts of
1-4244-2493-1/08/$20.00 ©2008 IEEE 154
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Fig. 3. MOS transistors diode-connected (low, standard and high threshold).
Fig. 4. A classically diode connected PMOS transistor (low threshold device)
compared to one with gate and backgate connected.
increased forward current outweighs the detrimental effects of
the increased reverse current.
Another option of modern CMOS processes is triple well
devices. With low supply voltages, the well potential may be
explored for both dynamic threshold adjustment and improved
efﬁciency. First we can take a look at the following equa-
tion [5],
Vth = Vth0 + γ
��
Vsb + |2φF | −
�
|2φF |
�
(1)
where γ is the body effect parameter, 2φF is the surface
potential, and Vth0 is the zero bias threshold voltage. Vsb
is a parameter that can be altered to achieve a lower Vth.
This is done by connecting the back-gate/bulk contact to a
different potential, hence causing a reversed body effect. The
bulk connection can be thought of as a second gate, and can
alter the threshold.
With this knowledge in mind, a charge pump based on the
one in Fig. 2 was designed.
IV. CMOS HIGH SENSITIVITY CHARGE PUMP
The charge pump can be described as a series of steps, and
one step of the pump is shown in Fig. 5.
Fig. 5. One step of the charge pump
This charge pump works as follows; the positive half
period of the input will charge capacitor Cn and the diode
coupled transistor will prevent the current ﬂowing back. At
the zerocrossings of the input sine wave,
VA = Vn−1 − Vth. (2)
At the peaks, this voltage rises 2 ·Vin, and reaches
VA = Vn−1 − Vth + 2 ·Vin (3)
Cn will be charged to VA − Vt:
Vn = Vn−1 + 2 ·Vin − 2 ·Vth (4)
Each step of the charge pump can not increase the pumped
voltage more than twice the amplitude of the input voltage
minus twice the threshold voltage of the transistors. If the low-
threshold models in the 90 nm technology are used, the diode
threshold voltage will be 0.18 V. This means that, with no
modiﬁcations of the circuit, the input amplitude must exceed
0.18 V to get the charge pump to pump voltage through the
steps towards the last capacitor. With the backgate connection
proposed in section III, the charge pump can work at even
lower inputs.
To maximize the output voltage in this circuit, there are
two main factors; minimize the threshold voltage or increase
the number of steps. Since increasing the number of steps
will cause degradation of power and conversion efﬁciency and
also increased circuit size, lowering the voltage drop of the
transistors is the most efﬁcient way to improve the charge
pump.
If we take a look at the transistor current in the sub-
thresshold region [5], we can see the relationship between the
transistor current and W/L.
Ids = ID0 ·
W
L
· e(qVGS/nkT ) (5)
n =
Cox + Cdepl
Cox
= 1.5 (6)
To ensure pumping at low input voltages we will need
to ensure that we are able to deliver as much current as
possible. W/L and capacitors must be as large as possible
without the capacitive load at the input of the circuit becoming
too large. This can potentially be a problem in a practical
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Step 2
Step 3
Step 4
Step 1
Step 2
Step 3
Step 4
Step 1 COut 
COut −
VOut −
VOut 
Fig. 6. Charge pump with both a positive and a negative output voltage
implementation, because the input source will then not be able
to drive the charge pump.
Until now only a positive output voltage has been extracted
from the charge pump, but by further developing the pump
like in Fig. 6, it can give a negative voltage of the same
magnitude [6]. By deﬁning VOut− as reference, the available
output voltage will be doubled. By doing this, the charge
pump circuit will see a substrate potential which is equal to
VOut− and not its gnd node. This can cause some changed
behaviour, and will have to be taken into consideration in a
pratical scenario.
V. CMOS CHARGE PUMP SIMULATIONS
The charge pump is simulated with 900 MHz and 2.45 GHz
input, and the results are shown in Fig. 7(a) and Fig. 7(b).
These two frequencies are used by GSM and WLAN, and in
this range several unlicensed bands can be found [7], [8]. The
amplitude of the input signal is 100 mV. At higher frequencies
the load will affect the circuit more and more, and will have
to be kept in mind in a practical scenario. The results are
promising for use in low-power wireless systems that require
low voltage DC supplies.
VI. IMPLEMENTATION IN 90 NM CMOS
In Fig. 8 the layout of the chargepump is shown. It is
arranged with the CC capacitors on the left and the Cn
capacitors on the right. The diodes are placed in the middle
to avoid long wires. Two test outputs are placed in the middle
of the pump for measuring purposes.
(a) 900 MHz
(b) 2.45 GHz
Fig. 7. Time development of charge pump output
Output −VOut− Ground
Capacitors
Diodes
Input −Vin
Output −VOut
Fig. 8. Layout of the charge pump
VII. CHARGE PUMP MEASUREMENT SETUP AND
PERFORMANCE
In Fig. 9 the PCB is shown. The long production time for
the process used (>6 months) has delayed our measurements.
The results so far are good, and matches the simulations. In
Fig. 10(a) and 10(b) the output as a function of input signal
is shown. In Fig. 10(c) the output power at different input
amplitudes and output voltages are shown. As we can see
in Fig. 10(a), the symmetry in broken when V
−
is below
approximately 0.5 V. This is because the pad frame of the
chip has diodes between the pads and ground to prevent
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Fig. 9. The PCB with the chip mounted.
overloading of the chip. This problem can be solved by using
a modiﬁed pad. As Fig. 10(c) shows, the charge pump is
very power efﬁcient. I.e. the pump require approximately
300 mV input signal to deliver 60 µW at 1 V DC output. This
can be sufﬁcient to power a pulse transmitter, as a wireless
identiﬁcation tag.
VIII. CONCLUSION
In this paper we have presented a high sensitivity charge
pump suitable for power harvesting of reasonably small RF
signals commonly emitted by wireless equipment. The novel
exploration of the back-gate for improved performance indi-
cates the feasibility of power harvesting in devices like RFID.
In spite of presumed leakage in ﬁne-pitch MOS devices, we are
able to explore back-gate functions for power efﬁcient charge
pumps in 90nm technology.
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Fig. 10. Results of the measurements.
157
APPENDIX A. PAPERS PAPER 26. POWER HARVESTING CIRCUITS IN 90 NM CMOS
348
Acronyms
AA Analog Average
A/D Analog-to-Digital
ADC Analog-to-Digital Converter
ATA AT Attachment
AT Advanced Technology
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BPSK Binary Phase-Shift Keying
BW BandWidth
CD Compact Disc
CDF Cumulative Distribution Function
CDMA Code Division Multiple Access
CMOS Complementary Metal-Oxide Semiconductor
CPU Central Processing Unit
CTBV Continuous-Time Binary-Value
DAC Digital-to-Analog Converter
D/A Digital-to-Analog
DC Direct Current
DFF D Flip-Flop
DFT Discrete Fourier Transform
DOA Direction Of Arrival
DOI Digital Object Identifier
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ACRONYMS ACRONYMS
DSD Direct Stream Digital
DSSS Direct-Sequence Spread Spectrum
EM ElectroMagnetic
FCC Federal Communications Commission
FFT Fast Fourier Transform
GPS Global Positioning System
HDR High-Dynamic-Range
HDTV High-Definition TeleVision
IF Intermediate Frequency
IoT Internet of Things
IR-UWB Impulse-Radio Ultra-WideBand
ISAR Inverse Synthetic Aperture Radar
LED Light-Emitting Diode
LNA Low Noise Amplifier
LSB Least Significant Bit
M2M Machine to Machine
MLE Maximum-Likelihood Estimation
MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor
MSB Most Significant Bit
MSE Mean Squared Error
NMOS N-channel MOSFET
PCA Polarity Coincidence Array
PCIe Peripheral Component Interconnect Express
PCM Pulse-Code Modulation
PDF Probability Density Function
PDM Pulse-Density Modulation
PFM Pulse-Frequency Modulation
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ACRONYMS ACRONYMS
PMF Probability Mass Function
PMOS P-channel MOSFET
PPM Pulse-Position Modulation
PSD Power Spectral Density
PVT Process, Voltage, and Temperature
PWM Pulse-Width Modulation
QAM Quadrature Amplitude Modulation
RALA RAce Logic Architecture
RC Radio-Controlled
RC Resistor-Capacitor
RF Radio Frequency
RMSE Root-Mean-Square Error
RMS Root Mean Square
SACD Super Audio CD
SATA Serial ATA
SDM Sigma-Delta Modulation
SDTV Standard-Definition TeleVision
SINAD SIgnal-to-Noise-And-Distortion ratio
SNR Signal-to-Noise Ratio
SPAD Single-Photon Avalanche Diode
SPI Serial Peripheral Interface
SQNR Signal-to-Quantization-Noise Ratio
SQUID Superconducting QUantum Interference Device
SR Stochastic Resonance
SSR Suprathreshold Stochastic Resonance
ST Swept Threshold
USB Universal Serial Bus
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ACRONYMS ACRONYMS
UWB Ultra-WideBand
WHO World Health Organization
WSN Wireless Sensor Network
XNOR eXclusive Negated OR
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