In biomedical studies, the analysis of longitudinal data based on Gaussian assumptions is common practice. Nevertheless, more often than not, the observed responses are naturally skewed, rendering the use of symmetric mixed effects models inadequate. In addition, it is also common in clinical assays that the patient's responses are subject to some upper and/or lower quantification limit, depending on the diagnostic assays used for their detection. Furthermore, responses may also often present a nonlinear relation with some covariates, such as time. To address the aforementioned three issues, we consider a Bayesian semiparametric longitudinal censored model based on a combination of splines, wavelets, and the skew-normal distribution. Specifically, we focus on the use of splines to approximate the general mean, wavelets for modeling the individual subject trajectories, and on the skew-normal distribution for modeling the random effects. The newly developed method is illustrated through simulated data and real data concerning AIDS/HIV viral loads.
Introduction
In clinical trials of antiretroviral therapy (ARV therapy), HIV-1 RNA measures are collected longitudinally over a period of treatment with the main objective of determining the rates of change in the amount of actively replicating virus. For HIV studies, the analysts often consider longitudinal models for investigating the HIV-1 RNA level (viral load), aiming to understand the HIV pathogenesis and to assess the effectiveness of the therapy. As was mentioned by Ndembi et al., 1 considering the HIV-1 RNA as a key primary endpoint in AIDS studies is due to several inherent reasons: (i) the viral load monitoring during the therapy is mostly available, (ii) a failure in the treatment can be defined virologically, and (iii) a new regimen of therapy is recommended as soon as virological rebound occurs. In fact, changes in the HIV-1 RNA responses to ARV therapies are associated with clinical benefits and consequently, the frequent monitoring of this laboratory marker is rapidly becoming the standard of care in routine clinical practice. 2 From a practical viewpoint, the analysis of viral loads can be challenging due to the detection limit considered in some diagnostics assays utilized for the quantification of the HIV-1 RNA levels. The viral load responses are either left or right censored depending upon the diagnostic assays used, where the range of the limit of detection varies from 400 copies/ml for the earlier assays to 40 copies/ml for the more sophisticated assays. To deal with such limits of detection, censored mixed-effects models are frequently used in the analysis of longitudinal AIDS data. In fact, such models are used to estimate viral load trajectories, as well as to quantify within-and between-subject variations in viral load measurements. 3 For instance, in the seminal works of Hughes 4 and Jacqmin-Gadda et al., 5 both proposed likelihood-based approaches to estimate the parameters of linear mixed-effects models for left and/or right censored Gaussian data. Some extensions of the two works mentioned above, considering more efficient algorithms for parameter estimation in Gaussian linear mixed-effects models with censored response (LMEC), have been proposed (see, for example, Vaida et al., 6 and Vaida and Liu 7 ). Recently, several proposals focusing their attention on the study of censored mixed-effects models under non-Gaussian data have appeared in the literature. For example, Matos et al. 8 proposed an EM algorithm for linear and nonlinear mixed-effects models with censored response (LMEC/NLMEC) using the multivariate Student's-t distribution while, in turn, Lachos et al. 9 adopted a Bayesian approach to carry out posterior inference for censored linear and nonlinear mixed-effects models considering a class of thick-tail distributions (the so called normal/independent proposed by Lange and Sinsheimer 10 ) as the joint distribution of the error term and random effects. On the other hand, and under a Bayesian framework, Bandyopadhyay et al. 11 studied censored linear mixed-effects models considering both skewness and heavy tails, while Bandyopadhyay et al. 12 proposed a skewed censored nonlinear mixed-effect model under the presence of measurement error.
Another important feature of the HIV-1 RNA measures is that, in general, the relationship between the viral load and certain covariates, such as time, is nonlinear and thus, considering a parametric model (with a known linear or nonlinear function) can be too restrictive, possibly resulting in misleading conclusions. Moreover, even in circumstances where transformations and/or quadratic terms can be used to handle nonlinearities, their use may require a considerable expertise. 13 To address this issue, semiparametric extensions have been proposed in the context of non-censored models (see for example literature 14, 15 and references therein). In the case of censored models, Castro et al. 16 proposed a Bayesian semiparametric approach considering heavy-tailed distributions (in the univariate case). However, to the best of our knowledge, there are no works considering the study of censored mixed-effects models using, simultaneously, semiparametric techniques such as splines and wavelets, and the effect of skewness. This paper therefore proposes flexible Bayesian inference for a censored mixed-effects model, based on splines to approximate the nonlinear general mean, wavelets for modeling the individual subject trajectories, and on the skew-normal (SN) distribution for modeling the random effects. This paper can be regarded as an extension of Ibacache et al. 14 and Castro et al. 15, 16 where partially linear mixed-effects models were considered. The rest of the paper is organized as follows. Section 2 describes the multivariate SN distribution and some of its properties, as well as, the HIV dynamics and the motivating AIDS/HIV data sets. In Section 3 we briefly discuss the penalized wavelet-based approach. Section 4 presents our semiparametric censored mixed-effects model, while in Section 5 its Bayesian formulation is developed. The application of the proposed method to two motivating data sets of HIV viral loads is presented in Section 6 and in Section 7 we present an in-depth simulation study. We conclude in Section 8 with some future research directions.
Preliminaries 2.1 Multivariate SN distribution
In this section we present a review of the multivariate skew-normal (SN) distribution, including some of its properties. A further discussion about this distribution can be found in Azzalini. 17 A random vector Y has a multivariate SN distribution with p Â 1 location vector l, p Â p positive definite scale matrix D, and p Â 1 skewness parameter vector k, if its probability density function (pdf) is given by
where p ðÁjl, AEÞ denotes the pdf of the p-variate normal distribution with mean vector l and covariate matrix AE, N p ðl, AEÞ, and ÈðÁÞ is the cumulative distribution function (cdf) of the standard normal distribution. For referring to the distribution of Y, we use SN p ðl, AE, kÞ. When k ¼ 0, the distribution of Y reduces to a multivariate normal (N) distribution N p ðl, AEÞ. An interesting property of the multivariate SN random vector Y is its stochastic representation in terms of normal random quantities. It follows from Lachos et al. 18 that
where T ¼ jT 0 j, T 0 $ N 1 ð0, 1Þ, and T 1 $ N p ð0, I p Þ are independent, j Á j denotes the absolute value, and
Note that k and AE can be obtained as follows 
be the corresponding partitions of AE, l, k, and t. If Y $ SN p ðl, AE, kÞ, then the conditional cdf of Y 2 jY 1 ¼ y 1 is given by 
The HIV dynamic
The main purpose of this section is to detail how HIV viral loads have been traditionally modeled in the statistical literature. In AIDS research, it is believed that the relationship between the virologic response and some immunologic covariates (e.g. CD4 þ cells) and time, is nonlinear. As was noted by Wu and Ding, 19 Wu, 20 and recently by Bandyopadhyay et al., 12 a bi-phasic nonlinear model, associated with the CD4 þ cell counts and time, for modeling the viral load is given by
where y ij is the log 10 -transformed viral load Vðt ij Þ for the ith subject at time t ij ði ¼ 1, 2, . . . , n, j ¼ 1, 2, . . . , n i Þ, P 1i and P 2i are the baseline viral loads, 1ij and 2ij are the first-and second-phases of viral decay rates representing the minimum turnover rate of productively infected cells and latently long-lived infected cells, respectively, and ij is the within-subject random error. þ cell counts at time t ij , and b i ¼ ðb 1i , . . . , b 4i Þ > are the subject-level random effects. As it was already mentioned, equation (4) is derived from the bi-phasic exponential decay model VðtÞ ¼ P 1 e À 1 t þ P 2 e À 2 t proposed by Wu and Ding. 19 The HIV dynamic is typically fitted a model framework considering the structure given in equations (4) to (6) and under the assumption that To overcome the sometimes unrealistic assumption of normality of the random effects distribution, a more robust model, named as the skew-normal nonlinear mixed-effects model with censored response (SN-NLMEC), has been proposed (see Bandyopadhyay et al. 12 ). Under this model, it is assumed that
where SN p ðl, AE, kÞ denotes the multivariate SN distribution, c ¼ À In order to include the censoring effect in the statistical modeling of the HIV viral load profiles, let the observed data for the ith subject to be given by ðQ i , C i Þ, where Q i ¼ ðQ i1 , . . . , Q in i Þ > represents the vector of uncensored readings or censoring levels and C i ¼ ðC i1 , . . . , C in i Þ > is the vector of censoring indicators, where one has
i.e. C ij ¼ 1 if y ij is left censored, case one only knows that the true observation y ij is less than or equal to the observed quantity Q ij , for all i 2 f1, . . . , ng and j 2 f1, . . . , n i g.
The ACTG 315 clinical trial
We consider a dataset from the AIDS clinical trial group 315 (ACTG 315) protocol including 46 HIV-1-infected patients treated with a potent antiretroviral drug cocktail based on protease inhibitor ritonavir and reverse transcriptase inhibitor drugs (zidovudine and lamivudine). The aim of this antiretroviral regimen is to show that immunity can be partially restored in people with moderately advanced HIV disease. This dataset was previously analyzed by Wu 20 in the context of a LMEC from a classic point of view and recently by Lachos et al. 21 in the context of a nonlinear mixed effects-model from a Bayesian perspective. From a maximum likelihood viewpoint, Lin and Wang 22 analyzed the viral load and CD4 þ cells simultaneously by using a multivariate SN linear mixed model, whereas Wang 23 applied a multivariate nonlinear mixed model to analyze this same dataset. Further, and still using this dataset, Matos et al. 24 proposed a censored nonlinear mixed-effects model using a damped exponential correlation structure for the error term. For a more detailed description of the HIV/AIDS study, we refer the interested reader to Lederman et al. 25 and Connick et al. 26 The viral loads were quantified at days 0, 2, 7, 10, 14, 21, 28, 56, 84, 168 and 196 after start of treatment, generating 361 observations. CD4
þ and CD8 þ cell counts were also measured along with viral loads. Measurements below the detectable threshold of 100 copies/mL (40 out of 361, 11%) were considered leftcensored, and the censoring mechanism assumed independent of the complete data. Figure 1 (a) displays the individual profiles of the viral loads. As it can be appreciated, the HIV-1 RNA levels change over time in a nonlinear manner. Moreover, a variation in the intercept among individuals is also observed. In Figure 1 (b) a raw histogram of the viral load is shown, evidencing the presence of skewness in the data, while in Figure 1 (c) we display a scatter plot of the viral load and CD4 þ cell counts, showing that the virologic and immunologic markers are negatively correlated.
In Figure 2 we present the estimated trajectories for nine randomly chosen patients after fitting the SN-NLMEC model. 12 From this figure, it is clear that such model provides biased estimated trajectories. Moreover, the assumed bi-exponential model does not seem appropriate for the ACTG 315 data set since it assumes that the therapy works uniformly over time. However, some subjects present ''U-shaped'' trajectories, showing evidence about resistance to the treatment through the follow-up (see Figure 1(a) ). This fact motivates the use of a flexible semiparametric approach based on wavelets for modeling the individual trajectories. As it was noted by Christensen et al. 27 (chapter 15), wavelets are useful for modeling functions whose behavior changes abruptly at different locations. 
The A5055 clinical trial
The second dataset considered is obtained from the A5055 clinical trial. The study considers 44 HIV infected patients treated with one of the two potent ARV therapies, namely, indinavir 800 mg plus ritonavir 200 mg administered twice daily (arm 1) and indinavir 400 mg plus ritonavir 400 mg administered twice daily (arm 2). This dataset was previously analyzed by Wang et al. 28 and Lin and Wang 29 using multivariate t linear and nonlinear mixed-effects models with censoring, respectively, and recently by Lachos et al. 30 using scale mixtures of normal distributions in censored nonlinear mixed effects models. More details about this dataset can be found in Acosta et al. 31 The dataset includes information about viral load measurements (in copies per milliliter), CD4
þ and CD8 þ cell counts measured roughly at days 0, 7, 14, 28, 56, 84, 112, 140, and 168 of follow-up for each patient. In this case the lower detection limit for the viral load is 50 copies/ml, and therefore 33.5% (106 out of 316) of measurements lie below the limits of assay quantification (left-censored). For the data analysis, we consider only the information corresponding to the patients treated under arm 1 (22 subjects, 154 observations and 67 of them lying below the detection limit). Figure 3 þ cell counts, where it can be noted that the viral load and CD4 þ cell counts tend to exhibit negative correlation.
In Figure 4 is presented the estimated trajectories through fitting the SN-NLMEC model proposed in equations (4) to (7) for nine randomly chosen patients. As in the previous trial (ACTG 315), the SN-NLMEC model provides biased estimated trajectories, reinforcing thus the need to consider a flexible semiparametric approach for modeling the individual viral load levels.
Semiparametric modeling via penalized wavelets
Wavelets are families of orthonormal basis commonly used to represent functions in a parsimonious way. According to Morris and Carroll, 32 a function g can be represented through a wavelet series as follows where t 2 ½0, 1, jk ðtÞ ¼ 2 j=2 ð2 j t À kÞ is an orthogonal wavelet basis and d jk ¼ R gðtÞ jk ðtÞdt is the associated wavelet coefficient. This coefficient allows to describe particular features of the function g at locations indexed by k and frequencies indexed by j. An important characteristic of the wavelet representation of the function g is that all of the oscillating features of this function can be captured in a simply manner, making it a powerful tool for the analysis of jagged functions.
Wavelets have been successfully applied in the semiparametric regression literature (see, for instance, Silverman, 33 Abramovich et al., 34 Morris and Carroll, 32 Ko et al., 35 Wand and Ormerod, 36 and Hu and Yuan, 37 among many others). In particular, Wand and Ormerod 36 proposed the use of penalized wavelets as an alternative to spline-based strategies, particularly in the case of jagged trajectories. To make ideas clear, let us consider the univariate regression model given by
where we do not assume any particular parametric structure for g. Following Wand and Ormerod, 36 we consider
where fz w ðÁÞ : 1 w Wg is an appropriate set of wavelets basis functions constructed over equally spaced grids on ½0, 1Þ of length R, with R being a power of 2. These functions take the form À Á . For the choice of the wavelets basis functions, the Daubechies family 38 is considered mainly because they allow for an efficient approximation of jagged trajectories, 36 but also because they are freely available through the R package 39 wavethresh. 40 Although this family of functions does not admit explicit algebraic expressions, they can be obtained recursively. In general, R is a very large number such as R ¼ 2 14 
where L is the level of the wavelet and commonly set to 5.
A semiparametric wavelet-based censored model
In this section we introduce our flexible semiparametric censored model based on wavelets for modeling the subject-specific trajectories and on splines for modeling the general mean. In what follows, the random effects follow a multivariate SN distribution while the error term remains multivariate normally distributed. It is worth noting that the use of wavelets in longitudinal models has been quite scarce (available references include Aykroyd and Mardia, 41 Morris et al., 42 Morris and Carroll, 32 Zhao and Wu, 43 Wand and Ormerod 36 ).
The model
In order to capture the irregular trajectories from the two AIDS studies, we consider a semiparametric strategy based on the combination of penalized splines and wavelets; our main aim is to flexibly model the viral load as a function of time. Following Du´rban et al., 44 we consider that the jth response for the ith subject is modeled by
In the spirit of Wand and Ormerod, 45 we consider a linear penalized spline for modeling the general mean of the subjects across time, given by On the other hand, a penalized wavelet is considered for approximating the g i ðtÞ functions given by
where b i is a subject-specific random intercept, and u sbj iw and z sbj w are the wavelet coefficients for each subject and the basis of the wavelet, respectively. In this case, W is the number of levels of the wavelet and
where iw is a random variable over ½0, 1 and 0 is the dirac's delta. being the distinct and ordered values of t ij , and N i an ðn i Â r i Þ incidence matrix whose (j, s)-th element is equal to the indicator function Iðt ij ¼ t 0 s Þ for j ¼ 1, . . . , n i and s ¼ 1, . . . , r i . Then, considering the mixed model representation of the penalized wavelet, 36 we have that our proposed model (9) can be written in matrix form as
where y i ¼ ð y i1 , . . . , y in i Þ > is a n i Â 1 vector of observed continuous responses for the ith subject, b i ¼ 1 n i b i is a n i Â 1 vector of random effects, Z ¼ ðz 
Distribution of random error and random effects
Our distributional assumptions for the random error and random effect of model (11) 
where
. It is important to remark that E½b i ¼ E½ i ¼ 0. Consequently, the within-subject errors i are symmetrically distributed, while the distribution of random effects is asymmetric (skewed) with zero-mean.
Using results from Bandyopadhyay et al., 11 and in the case of the complete data, the marginal distribution of Y i (after integrating out the random effect b i ), is given by
Censored observations
In order to include the effect of censoring in the proposed model, we denote the observed data for the i-th subject as D obs,i ¼ fQ i , C i g, where Q i and C i satisfies equation (8) .
In our examples the data are left-censored; however, extensions to arbitrary censoring are immediate under a Bayesian framework. Further, for example, the right-censored problem can be represented by a left-censored problem by simultaneously transforming the response y ij and censoring level Q ij to Ày ij and ÀQ ij , respectively.
Under the censoring scheme (8), we have that Y i follows a truncated multivariate SN distribution. More specifically Denoting by l i ¼ e X i e b and after reordering the elements in Q i , l i , and AE i , these vectors and matrices can be partitioned as: 
Likelihood function
Q i ¼ vecðQ o i , Q c i Þ, l i ¼ ðl o > i , l c > i Þ > ,
Bayesian approach
In this section we provide the hierarchical representation of our proposed model, including the specification of prior distributions and some details about model comparison tools used for comparing the parametric and semiparametric approaches.
Hierarchical representation
The proposed model specified in equation (11) can be written hierarchically; using the stochastic representation of the multivariate SN distribution provided in equation (2) and the parameterization equation (3), we have that
where TN n i ð:; A i Þ denotes the truncated multivariate normal distribution on the interval A i ¼ A i1 Â . . . , Â A ini , with A ij as the interval ðÀ1, 1Þ if C ij ¼ 0 and ðÀ1, Q ij if C ij ¼ 1.
Prior distributions
To complete the Bayesian specification of the model proposed in equations (14) to (16), we need to assign prior distributions for 2 , , and Á. For the scale parameters 2 and , we consider a half-Cauchy prior, denoted by half À Cauchyð!Þ, where ! is the scale hyperparameter. This type of prior is recommended when a weakly informative prior is desired for the variance parameters in hierarchical models. 46 For the skewness parameter Á, we consider a Student's-t prior, tð0, 0:5, 2Þ, as in Bandyopadhyay et al. 12 In addition, we must specify prior distributions for the spline and wavelets components. These components are part of the vectors f i and u i , respectively. We set k $ Nð0, 
Model comparison tools
For model comparison, we use the conditional predictive ordinate 47 in order to obtain the log pseudo-marginal likelihood (LPML) statistic. 48 Larger values of LPML indicate a better fit. In addition, we also compute the expected Akaike information criterion (EAIC), the expected Bayesian (or Schwarz) information criterion (EBIC), 48 and the deviance information criterion (DIC) 49 measures. For all these criteria, the model producing the lowest value is to be preferred.
Application
We have applied our proposed methodology to data from the two trials, ACTG 315 and A5055, previously described in Section 2.3.
Censored longitudinal models
We compare three different censored longitudinal models: (a) the parametric SN-NLMEC model (described in Section 2.2), (b) our proposed model, i.e. the skew-normal semiparametric censored model (denoted for simplicity as SN-SPC model), and (c) a symmetric version of our proposed model in which the random effects are assumed to be normal distributed (denoted as N-SPC model). We consider a semiparametric model of the form
where y ij denotes the log 10 transformation of the viral load for the i-th patient at time t ij transformed to the unit interval (i ¼ 1, 2, . . . , 46; j ¼ 1, 2, . . . , n i ), f ðt ij Þ is a smooth function considered as a general mean, g i ðt ij Þ is a patientspecific function of time, and ij are random errors. This model relies on the fact that some investigations on HIV viral load suggested that the immunological response (CD4 þ ) is negatively correlated (in a linear way) with the virologic marker (viral load) during antiretroviral treatment. 50 For practical reasons, we have chosen S ¼ 15 knots for the spline specification.
Prior distributions
In what regards prior distributions, we have considered $ Nð0, 10 6 Þ,
2
$ half À Cauchyð25Þ, $ half À Cauchyð25Þ and Á $ tð0, 0:5, 2Þ
In addition, for the splines and wavelets components, and following Wand and Ormerod, 36 we consider
It is important to emphasize that we have not assumed noninformative prior distributions for any of the parameters of interest. We have instead assumed weakly informative and proper prior distributions (such that the resulting posterior distributions are always proper). Moreover, and as suggested by a reviewer, we have conducted a sensitivity analysis for the wavelets and spline components, trying different choices of prior parameters and by changing only one parameter at a time, keeping all the other parameters constant to their default values. We have also conducted a sensitivity analysis for the variance components' prior distributions. The results, which are presented in the Supplementary Material (Section 1), suggest that the estimation of the regression coefficients, as well the skewness parameter, is robust under different hyperparameters specifications.
Convergence of the Markov chain Monte Carlo algorithm
Regarding the Markov chain Monte Carlo (MCMC) convergence, we have considered three Markov chains with 60,000 iterations (25,000 as burn-in and 1000 for the adaptive phase) and a lag of six observations for each chain to reach the convergence in the case of the parametric SN-NLMEC model. On the other hand, only 10,000 iterations (5000 as burn-in and 1000 for the adaptive phase) and a lag of five observations were needed to reach convergence in the case of the semiparametric model. As can be seen, the MCMC computation of our proposed model requires a smaller number of samples than the parametric SN-NLMEC model.
Results

ACTG 315 clinical trial
In Figure 5 we present the estimated trajectories for nine randomly chosen patients, produced by fitting our SN-SPC model. It is clear that, the semiparametric framework provides better subject-specific estimated trajectories than the parametric SN-NLMEC model, whose same estimated trajectories are displayed in Figure 2 . The fitted global mean curves obtained using penalized splines and the SN-NLMEC model are displayed in Figure 7 (a). Table 1 shows the obtained values for the model comparison criteria described in Section 5.3. All these four criteria favor the SN-SPC model over the SN-NLMEC and N-SPC ones. Further, Table 2 shows the posterior mean, standard deviation (SD), and 95% highest posterior density (HPD) intervals for the parameter estimates of the semiparametric and SN-NLMEC models. In both cases the skewness parameter is positive. As expected, the associated coefficient to the CD4 þ cell count has a negative posterior mean in the case of the semiparametric model. Note that, although the estimation of this coefficient is positive for the nonlinear model, its effect is negative since the bi-phasic exponential decay model is given by VðtÞ ¼ P 1 e À 1 t þ P 2 e À 2 t .
A5055 clinical trial
As in the previous trial, Figure 6 presents the estimated trajectories for nine randomly chosen patients under the fitted SN-SPC model. Note that the semiparametric framework again provides better subject-specific estimated trajectories than the parametric SN-NLMEC model (see Figure 4) . In Figure 7 (b) we display the fitted global mean curves using penalized splines and the SN-NLMEC model. Using the model comparison tools described previously (LPML, EAIC, EBIC and DIC) and reported in Table 1 , we conclude that the SN-SPC model outperforms the SN-NLMEC and N-SPC ones (as in the ACTG 315 clinical trial case). In addition, Table 2 shows the posterior mean, SD and 95% HPD intervals for the model parameters under the fitted semiparametric and SN-NLMEC models. Again, the skewness parameter is positive for all models considered, and the associated coefficient to the CD4 þ cell count has a negative posterior mean under the semiparametric model.
Simulation study
In this section we perform two simulation experiments in order to show, on one hand, the ability of our proposed method for modeling skew data and, on the other hand, its capacity for recovering individual jagged trajectories.
Experiment 1: consequences of the misspecification of the skew-normal assumption for the random effects
In this first study, we consider the following nonlinear censored mixed model We consider 30 subjects with a number of observations per subject, n i , generated from a truncated (below at 3) Poisson distribution with mean parameter equal to 5. This assures that the minimum number of observations per subject is 3, with an average of five observations per subject. The covariate x 1ij is sampled from a uniform distribution on the interval (0, 1) and the values of t ij are considered equally spaced over the interval (0, 1). Figure 8 shows the simulated individual profiles for nine randomly chosen datasets.
To study the effect of the level of censoring on the posterior estimates, we have considered different censoring proportions, namely, 0%, 10%, 20%, and 30%. For each censoring proportion, 100 simulated datasets are generated and two models are fitted: i) N-SPC considering a normal distribution for the random effect, i.e.,
b Þ, and ii) our proposed SN-SPC that considers a skew-normal distribution for b i , i ¼ 1, . . . , 30. As in Bandyopadhyay et al., 12 we consider the normal model as a natural benchmark for comparing the behavior of the skew-normal model, with the former being a particular case of the latter.
With the aim of studying the consequences of misspecification of the skew-normal assumption for the random effects in parameter's estimation, we compute the Monte Carlo mean (MC-M), Monte Carlo standard deviation (MC-SD), and the root mean square error ( ffiffiffiffiffiffiffiffiffiffiffi MSE p ) for each parameter, over the 100 generated datasets, under each setting. Further, for each model we have considered (N-SPC and SN-SPC), we compute the LPML, EBIC, EAIC, and DIC over the 100 simulated datasets. In addition, we also compute the predicted mean square error, defined as PMSE ¼ Tables 3 and 4 .
From Table 3 , we observe that the SN model has the smallest MSE for the scale parameter 2 b , for all levels of censoring but, as expected, it increases with increasing censoring proportion. Focusing on the MC-M, we can see that the normal model tends to underestimate uniformly this scale parameter for all levels of censoring. It is important to remark that this situation could produce misleading conclusions about the sources of variability presented in the data, particularly the between-subject variance component. On the other hand, the regression parameter posterior estimates are very similar under both models for all levels of censoring, indicating that the estimation of this parameter is very robust under a misspecification of the random effect distribution. Finally, we can conclude that, in general, the SN model provides parameter's estimates closer to the true values than the normal one, even when the censoring proportion is high. Table 4 presents the arithmetic averages across the 100 simulated datasets of the various model comparison measures mentioned earlier. As it can be noticed, all these criteria favored the SN model, for all censoring proportions considered in the study. Therefore, it can be concluded that, as it is to be expected, the SN model provides a better fit compared to the N model when the dataset presents an obvious departure from normality.
Experiment 2: flexibility of the semiparametric approach
The aim of this second simulation study is to assess the ability of the wavelet approach for handling different individual trajectories. In order to do that, we consider the following scenarios, all of them using the SN distribution, namely: (i) penalized wavelets and splines (SN-SPC model), (ii) only penalized splines for the global mean function (SN-Spline model), and (iii) a nonlinear model with conditional mean function given by Eð y ij jb i Þ ¼ b i þ 1 x 1ij þ sinðt ij Þ (SN-Parametric model). Note that, the election of the sin function for the parametric model is because this function is involved in the function f(t), used for simulating the data. In this experiment, we consider the same non linear model used in the previous experiment. We also compute the same model comparison criteria described in Section 5.3 and the PMSE described in Section 7.1. Regarding parameter's estimation, Table 5 reports the posterior estimates of the model parameters under the scenarios considered in this setting. It is worth mentioning that our proposed semiparametric model, which considers both wavelets and splines at the same time (SN-SPC model), generates, in general, smaller values of ffiffiffiffiffiffiffiffiffiffiffi MSE p . We also note that the model considering only penalized splines for the global mean function (SN-Spline model) provides, as expected, also better results when compared to the parametric one (SN-Parametric). Clearly, our proposed semiparametric approach, when compared to these other two alternatives, provides posterior estimates closer to the true values, particularly for the skewness parameter () and variance components ( Table 6 highlight the superiority of the SN-SPC model over the other two models considered in this experiment. It is important to remark that the SN-SPC model attains the lowest PMSE values, thus demonstrating that this model is more accurate in terms of prediction of the observed individual trajectories. 
Conclusions
In this article we have proposed a Bayesian flexible semiparametric approach to model censored longitudinal data. Under this new approach, splines are used to approximate the general mean and wavelets for modeling the individual trajectories per subject. By letting the random error of the model to be normally distributed and assuming that the random effects follow a skew normal distribution, the resulting marginal distribution of the responses follows a skew normal distribution and, therefore, we got rid of the standard assumption of normally distributed data. The newly developed method was applied to an HIV viral load dataset, which illustrated how the proposed model can produce, when compared to some of the existing alternatives, more accurate subject-specific estimated trajectories. Two simulation experiments that validate the performance of our method were conducted. Our method can be fitted using standard available software packages, e.g. R and JAGS and the computation time is viable, making our approach appealing to clinical practitioners. Sample code is provided in Section 2 of the Supplementary Material. It is important to stress that although the proposed approach is able to handle the skewness commonly observed in follow-up studies of viral loads, it cannot deal properly with extremely small and/or large viral load levels, thus making the use of heavy-tailed models possibly more suitable for such cases. Of course, a fully nonparametric alternative based, for instance, on Dirichlet processes seems to be a promising avenue for future research. 
