We consider a network of parallel service stations each modeled as a single-server queue. Each station serves its own dedicated customers as well as generic customers who are routed from a central controller. We suppose that the cost incurred by a customer is an increasing function of her time spent in the system. In a significant advance on most previous work, we do not require waiting costs to be convex, still less linear. With the objective of minimizing the long-run average waiting cost, we develop two heuristic routing policies, one of which is based on dynamic programming policy improvement and the other on Lagrangian relaxation. In developing the 
INTRODUCTION
This article is concerned with the dynamic routing of incoming customers to one of several parallel service stations, each of which has its own queue with an infinite buffer space. Our model develops those found most frequently in the literature in two key respects, both of which are critical for applications. First, in our setups there are two customer types that inhabit the system: dedicated and generic. Dedicated customers must be served at a designated station and routing decisions only concern the remaining generic traffic, which we will assume can be served at any station. Plainly, such a dichotomizing of the traffic is important in settings where specialist skills are required on occasion and are expensive to provide. Note that stations are not necessarily separated geographically since customers requiring different skills will naturally form separate queues. Examples include call centers [7] and emergency response systems [31] . Such models are also relevant to dynamic routing within a grid environment [1] and to load balancing in broadcast communication networks [37] .
Both customer types incur costs that depend on the time spent waiting in the system. Our objective is to develop routing policies that will minimize the long-run average total cost or that will come close to doing so. This brings us to the second key feature of our model, namely that we will impose only very minor conditions on the structure for waiting costs. Most previous work that has considered the dynamic service and routing control of queuing systems has imposed requirements that waiting costs be linear in the time spent in system. In some exceptions, this has been generalized to an assumption that costs be convex nondecreasing (see, e.g., [14, 34, 40, 45] ).Van Mieghem [45] discussed the limited appeal of linear waiting costs, but we would argue that an assumption of convexity might also be unrealistic in many settings. Convex waiting costs are unable to take an adequate account of such commonplace features as delivery time/service-level guarantees (see, e.g., [10, 20, 24] ) or in an emergency response setting of the absolute imperative of treating patients with critical trauma injuries quickly (the "golden hour" rule; see, e.g., [35] ).
State-dependent routing problems have received much attention in the literature. The only general settings in which it has proved possible to elucidate simple structure for optimal policies are those involving homogeneous stations. Here, "Shortest Delay Routing" (SDR) has been shown to be optimal under a range of conditions. See, A major research achievement of this article is the demonstration that we do indeed have indexability in our very general setting for both costs and traffic. In particular, we are able to show that the cost convexity assumptions of previous work are not needed for the parallel service system considered in this article. Indexability is proved in Section 4 and the structure of the resulting routing heuristics is established. To provide a strong comparator for these Lagrangian heuristics, routing policies based on DP policy improvement are developed in Section 3. In Section 5, the precise nature of the station calibrations that our routing heuristics utilize is developed for some nonstandard but practically important cost structures and Section 6 contains the results of an extensive investigation into heuristic performance. Finally, Section 7 provides our concluding remarks and directions for future research.
MODEL DESCRIPTION
We consider N ≥ 2 parallel service stations, each modeled as a single-server queue. For each queue n, service times of customers are independent and exponentially distributed with a finite mean 1/μ n . Each queue n has its own "dedicated" customers that arrive according to a Poisson process with rate η n . These dedicated customers cannot be routed to any other station. There are also "generic" customers who arrive as a Poisson stream with rate λ and who can be served at any station. The routing decisions concern these customers only. Our analysis will still go through if the system controller can also choose to reject generic customers by paying a fixed charge per rejected customer. However, to keep the presentation simpler, we assume that each arriving customer should be admitted to the system. The routing decision for a generic customer is made upon her arrival and this decision is irreversible. We assume that each queue operates under a first-come-first served (FCFS) discipline; hence, no distinction is made between the dedicated customers and generic customers once admitted to the system. We introduce the parameters
and we assume that α n < 1 for all n and λ + N n=1 η n < N n=1 μ n so that there exist routing policies under which the system is stable.
Each customer incurs a nonnegative cost that is a function of the time the customer spends in the system. Write ξ nk for n ∈ {1, 2, . . . , N} and k ∈ {1, 2, . . .} for the total system time for the kth customer admitted to queue n. Also, let C n (·) denote the cost function for queue n; that is, C n (t) is the cost incurred by a customer who is given service in station n and whose total system time is t. Our objective is to minimize the expected long-run average total cost for this system, which can be written as where Z n (t) is the total number of customers who have joined station n by time t. Note that since the above expression uses a convention that the total waiting cost for each customer is incurred as soon as the customer joins, the numerator is in fact an upper bound on the total expected costs accumulated by time t. However, for any policy under which the number in system remains finite almost surely, for any given t, the difference between this upper bound and the actual value of the accumulated costs will be finite with probability 1 so that as time t converges to infinity, the difference between the actual cost rate and its upper bound converges to zero. Let c n (i) denote the expected cost that will be incurred by a customer who joins queue n when there are i customers already waiting (including the customer in service) at station n. If we deem that (expected) costs are incurred as the customers join, this problem can be formulated as a semi-Markov decision process. Decision epochs are the times when generic customers arrive and the system state can be described by an N-dimensional vector x = (x 1 , x 2 , . . . , x N ), where x n denotes the number of customers waiting in station n (including the customer in service). The action space is A = {a 1 , a 2 , . . . , a N }, where a n is the action of sending a customer to queue n. Once the problem is formulated, then it can, in principle, be solved to arbitrary accuracy by applying a (finite) truncation of the state space followed by deployment of standard DP methodologies. However, such an approach is computationally intractable for systems of realistic size. It is natural that interest should focus on the development of effective heuristics for routing. This is the subject of the following two sections.
HEURISTIC 1: SINGLE-STEP POLICY IMPROVEMENT METHOD
We develop the single-step policy improvement heuristic by applying a single step of the policy improvement algorithm to an optimal static Bernoulli routing policy. A static Bernoulli routing policy simply routes each incoming customer to queue n with some probability p n independently of other customers and the system state. We will develop the heuristic in two stages. First, we will determine an optimal static Bernoulli routing policy. This will then be followed by a single DP policy improvement step.
An Optimal Static Policy
A static routing policy routes each incoming generic customer to one of the service stations according to some probability distribution p = ( p 1 , p 2 , . . . , p N ) independently of other customers and the system state, where p n ≥ 0 for n = 1, 2, . . . , N and N n=1 p n = 1. Let the set P be defined as
We have P = ∅ since we assume that λ + n η n < n μ n .
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0269964809000138
Under any static policy p ∈ P, each service station n is an independent M/M/1 queue with arrival rate n = η n + λp n and service rate μ n . Then, using standard results, the expected long-run average cost TC(p), can be written as
where ρ n = (η n + λp n )/μ n . In order to proceed, we need the following assumption:
Assumption 3.1 is certainly satisfied if the c n (·)'s are all polynomially bounded.
It is easy to see that as p converges to one of the boundary points of P, TC(p) diverges. Furthermore, under Assumption 3.1, there exists a static routing policy p ∈ P such that TC(p) is finite. These show that a minimizer for TC(p) is contained in P. Hence, we can define an optimal static routing policy as any vector p * ∈ P that minimizes (1); that is,
Policy Improvement Step
We now apply a policy improvement step to an optimal static policy. Using the approach of Section 3.6 of Tijms [43] , it can be easily shown that the policy improvement step yields an index policy. To see that, we first define (x, a n ) to be the difference in total expected costs that would be caused by sending the first incoming customer to queue n and then following an optimal static policy rather than using an optimal static policy throughout when the system is in state x. Since each queue operates independently under a static policy, this difference can be expressed as
where D n (i) denotes the additional long-run cost of admitting an extra customer to queue n operating under the optimal static routing policy when i customers are already present. In (3), the summation term does not depend on the action a n taken. Therefore, the action a n that minimizes (x, a n ) can simply be found by choosing n to minimize D n (x n ). In other words, the policy improvement step gives us an index policy that routes an arriving generic customer to queue n * such that
In order to describe the policy, we require an expression for D n (·). It will simplify matters if we now focus on a single station and drop the identifier n. Let = η + λp * denote the total arrival rate to this station (the total arrival rate of dedicated and generic customers assigned to this queue under the optimal static policy). Define μ to be the service rate, ρ = /μ to be the traffic intensity, where ρ < 1, and c(i) to be the expected cost for a customer who sees i customers upon arrival.
Utilizing standard arguments that exploit the fact that the system regenerates upon every return to the empty state, it can be shown that
where K i is the expected total cost incurred until the first time there is no customer in the system starting with i customers, T i is the expected time until the first time the station is empty starting with i customers, and g is the long-run average cost for the queue under the static policy. Note that K 0 = 0 and T 0 = 0. To make sense of (4), note that K i − gT i is the relative cost (or bias) of starting the queue with i customers rather than none. Hence, the difference between the last two terms in (4) is simply the difference in total expected long-run costs between starting the queue with i + 1 rather than i customers. However, this difference ignores the cost to be incurred by the customer to be admitted. Adding the expected cost for that customer, c(i), to this difference gives us the additional cost of admitting one more customer, which is D(i). Now, we can rewrite (4) as follows:
To find an expression for K i , we first note that
Rearranging terms, we obtain
Using this relationship recursively, we get
Note that
Hence, to give an explicit expression for k i , it remains to determine K 1 .
In order to derive K 1 , consider the M/M/1 queue under study. This queue evolves in cycles [i.e., independent and identically distributed (i.i.d.) renewal intervals], which start when a customer arrives to an empty system. Each cycle consists of a busy period (there are customers in the system and the server is working) followed by an idle period (no customers in the system and therefore the server is idle). Let γ m denote the total cost incurred over cycle m.
Recall that g is the long-run average cost for this system. Then using the renewal reward theorem and the fact that expected length of a busy period is 1/(μ − ) (see, e.g., [18, Sect. 2.11]), we can show the following:
.
since K 1 does not include expected costs for the customer initially in the system. Then, using (6) and the fact that g = ∞ j=0 c( j)(1 − ρ)ρ j , after a few algebraic manipulations, we can establish that
Finally, since T i+1 − T i is equal to the expected length of a "busy period," we have T i+1 − T i = 1/(μ − ). Then, using (7), we deduce that
for i ≥ 0. {An alternative way of obtaining (8) from (4) 
where
and The index function (9) is insightful. To see that, we can use (7) and (8) to rewrite (9) as
The first term on the right-hand side of (10), c k (x k ), is the expected cost for a customer who will be sent to station k and might be interpreted as the internal cost for the customer. However, the customer also incurs costs for the other incoming customers who will be routed to the same station and the second term of (10) takes this cost into account. The term 1/(μ k − k ) is the expected length of a "busy period" caused by the customer under the optimal static policy. In other words, it is the expected time until the first occasion for which the number of customers in the station is x k again. The first term in the parentheses in (10) is the long-run average cost for the station when the average is taken over the times when there are more than x k customers in the station under the optimal static policy, whereas the second term in the parentheses is simply the long-run average cost for station k. Their difference can be interpreted as the per unit time cost of keeping the queue above level x k . Multiplying this difference by the expected length of a busy period, we find the total cost that the admitted customer imposes on the system. Hence, in a sense, the expression that follows c k (x k ) in (10) is the external cost of admitting the customer to station k.
HEURISTIC 2: LAGRANGIAN RELAXATION METHOD
In order to describe the development of an alternative collection of routing heuristics, we first reexpress the optimization problem of interest as
where U is the class of stationary policies for routing generic arrivals and C n (u) is the time-average cost rate incurred at station n under control u ∈ U. We now follow Whittle's [51] approach to the analysis of the intractable class of restless bandit problems by relaxing the problem in such a way that the (hard) constraint that each generic arrival be routed to exactly one station is replaced by the (softer) constraint that generic arrivals be routed to one station on average. Expressed differently, the class of policies is expanded to those that route each incoming generic customer to any number of service stations, subject to an overall admission rate of λ. Think of this unusual construction as follows: Routing of a generic arrival to a station means that the number of generic customers there is increased by one. Under our expanded stationary policy class, denoted by U , a generic arrival may result in an increase by one in the generic customer numbers at any number of stations (from 1 to N) or that the arrival can simply be ignored, leaving the system state unchanged. This construction allows us, for example, to admit multiple copies of generic arrivals when the system is close to empty and to forbid entry to such arrivals when queue lengths are large. Within U we will enforce the constraint that the time-average number of stations to which generic arrivals are routed is one.
We write A n (u) for the time-average generic admission rate at station n under policy u and R n (u) = λ − A n (u) for the corresponding rejection rate and express the relaxation of (11) byC
where the minimization in (12) is over those u ∈ U satisfying
We also follow Whittle [51] in further relaxing the problem by adopting a Lagrangian approach to the incorporation of the constraint (13) into the objective. We thus obtain a Lagrangian relaxation of (11) expressed by
In (14), W is a Lagrange multiplier that has an economic interpretation as a charge for rejecting a single generic customer. Plainly, we have
We now observe that the nature of the policy class U and the objective together imply that (14) admits a stationwise decomposition, expressed by
The optimization problem in (15) relates to station n alone, with U n the class of stationary policies for determining whether to admit (action a) or reject (action r) each generic arrival, the goal of optimization being the minimization of an aggregate customer waiting cost ( C n (u)) and rejection charges (W R n (u)). 
The resulting station index W n : N → R + is given by
The key requirement in Definition 4.1 is part (ii), which requires that as the rejection charge W increases so does the set of queue lengths in which it is optimal to admit a generic arrival. This seems natural. The index W n (i) may then be thought of as a fair charge for rejecting a customer at station n when the queue length is i. Further, if all stations are indexable, it follows that there exists an optimal policy for the Lagrangian relaxation in (14) , which, in system state x = (x 1 , x 2 , . . . , x N ), will admit an incoming generic job to each station n whose index W n (x n ) is no greater than the prevailing charge W . It is natural to follow Whittle [51] in proposing as a heuristic for the original problem the policy that routes all incoming generic customers to any station for which this fair charge is the smallest. Formally, when a generic customer arrives, if the system state is x = (x 1 , x 2 , . . . , x N ), then the customer should be routed to any station n * for which
We will now proceed to show that, under very mild conditions, the stations are indeed indexable in our model. We will also obtain each station's index in closed form. We now focus exclusively on station n and the corresponding optimization problem P n (W ), W ∈ R + . It will ease notation if, until further notice, we drop the station identifier n from the notation and refer to P(W ), W ∈ R + . In order to deploy the ideas and objects described in Definition 4.1 we need to describe solutions to the P(W ), W ∈ R + . To do that, we develop the sequence {W (i), i ∈ N} of reals and the corresponding sequence {u(i), i ∈ N} of monotone admission control policies as terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0269964809000138 follows:
and
It will facilitate the analysis if we make the following technical assumption:
The sequence of expected costs {c(i), i ∈ N} is nondecreasing such that we have the following:
Lemma 4.1 is a straightforward consequence of Assumption 4.1.
LEMMA 4.1: {W (i), i ∈ N} is an increasing sequence of positive reals such that
The following key result describes optimal policies for P(W ) for all W ≥ 0. We extend (18) by adopting the notational convention W (−1) = 0. The proof of Theorem 4.1 will utilize the two following lemmas.
THEOREM 4.1: Policy u(i) is optimal for P(W
for some i ∈ N and choose M ∈ N with M ≥ i + 1. We develop a finite state approximation to P(W ) by requiring that generic customers be rejected at queue lengths M and above. Let P(W , M) be the optimization problem that seeks an optimal control under this constraint. We will establish Theorem 4.1 by 
and is guaranteed to be finite by the ergodicity of the system. 
PROOF: Under action a (accept generic customers) in state j ≥ 1, possible state transitions are to j + 1 and j − 1 with rates θ and μ, respectively. The corresponding rates under action r are η and μ. There are no service completions in state 0. Adopting a uniformization with common transition rate θ + μ, we develop the average cost optimality equations for P(W , M) as
where g * is the optimal long-run average cost, w * ( j) is the bias under an optimal policy for initial state j, and the indicator function I(A) = 1 if A is true and 0 otherwise.
Moreover, any stationary policy that takes actions to minimize the right-hand side of (21) for all 0 ≤ j ≤ M − 1 will be average cost optimal. Hence, policy u(i) will be optimal for P(W , M) if, for j ≤ i − 1,
with the reverse inequality for M − 1 ≥ j ≥ i. The requirements in (20) follow simply. This concludes the proof.
In order to utilize Lemma 4.2, we need the biases w(i, j), 0 ≤ j ≤ M − 1. As in the calculations in the paragraphs containing (4) and (5) in Section 3, we deploy an argument based on the fact that the queue length process under u(i) regenerates whenever the queue empties to assert that
In ( 
(ii) For the case i = 0, we have the following:
PROOF: Choose i and j such that M − 1 ≥ j ≥ i. Under policy u(i), the time taken for the queue length to drop from j to j − 1 (for the first time) is stochastically identical to a busy period of an M/M/1 queue with arrival and service rates η and μ, respectively. It follows that
and Lemma 4.3(i)(b) follows simply. Further, if i − 1 ≥ j ≥ 1, then by conditioning on the time of the first transition after time 0, we infer that
Combining (25) with (24) and the fact that T (i, 0) = 0 yields Lemma 4.3(i)(a) simply. Now, choose i and j such that M − 1 ≥ j ≥ i and consider the system evolving from state j at time 0 under u(i), but where service is abandoned whenever the queue length drops to j − 1. Hence, whenever the system enters j − 1, it remains there for an exponentially distributed time with mean 1/η before returning to state j. An argument based on the fact that the system regenerates upon every entry into j yields the formula
for the overall cost rate for the system. However, computation of the steady state distribution of the system state yields
as an alternative expression. Equating (26) and (27) yields + . We will show that
Other cases (i ∈ Z + , j ≤ i − 1, and i = 0) are dealt with similarly.
First, note that from (23), condition (29) becomes
However, direct calculation based on (18) and Lemma 4.3 yields that, for any W ∈ [W (i − 1), W (i)), we have that
Hence, since T (i, j + 1) − T (i, j) ≥ 0, in order to establish (30) it will be enough to show that 
Now, multiply inequality (33) through by the positive quantity
to obtain the inequality
from (18) . However, inequality (34) is guaranteed by Lemma 4.1 and the fact that W ∈ [W (i − 1), W (i)). Inequality (29) must then follow. We conclude from Lemma 4.2 that u(i) is optimal for P(W , M) for every M ≥ i − 1. By consideration of the limit M → ∞, it is straightforward to deduce that u(i) must be optimal for P(W ). This concludes the proof.
We now restore the station suffix n and require that Assumption 4.1 hold for each station. Hence, for each n there is a corresponding sequence {W n (i), i ∈ N} given by
There is also a sequence {u n (i), i ∈ N} of monotone admission control policies for station n such that u n (i) chooses r ⇐⇒ queue length at station n at arrival epoch ≥ i, i ∈ N.
From Theorem 4.1, the policies {u n,W , W ∈ R + } defined by
are such that u n,W is optimal for P n (W ), W ∈ R + , 1 ≤ n ≤ N. Further, we deduce from Lemma 4.1 that the requirements (i)-(iii) of Definition 4.1 are met, with W n (i) the resulting index for station n when the queue length is i. These conclusions are summarized in Theorem 4.2. We conclude that when all stations satisfy Assumption 4.1, the heuristic described in (17) , with W n replacing W n for all n, is a natural one for our routing problem. It will be referred to as the Lagrangian relaxation heuristic (LRH) in the remainder of the article. 
EXAMPLES
In this section, we assume certain structures for the waiting cost function C n (·) and give expressions for the routing indices developed in Sections 3 and 4. The first example considers an increasing non-continuous and non-convex cost function while the second example assumes an increasing, continuous, and strictly convex cost function. In Section 6, we test the performance of our heuristics along with two other heuristics from the literature under the cost structures assumed by these two examples.
Example 1: A Noncontinuous and Nonconvex Cost Function
In this example, we assume that a customer with a system time of t in station n will incur a cost
where (y) + = max(0, y). Hence, for each time unit spent in the queue, the customer will incur h n . Furthermore, should the customer spend more time in the system than τ n , then she will incur a one-time cost of d n and subsequently an additional cost of h n for each additional time unit above τ n . Such cost functions as in (36) are relevant in many settings, including service systems, where customers are given delivery time guarantees, and in emergency response settings, where there is typically a time window (e.g., "golden hour rule"; see, e.g., [35] ) for an acceptable level of response time for critically injured patients.
For the cost function given in (36) , it can be shown that
Then it is easy to see that this cost function trivially satisfies Assumptions 3.1 and 4.1. Moreover, after some tedious but straightforward algebraic manipulations, the policy improvement index (8) can be shown to be
Similarly, the Lagrangian relaxation index (35) can be shown to have the form
Example 2: A Continuous and Convex Cost Function
For this example, we consider a cost function with structural properties that are quite different from those of the cost function of Example 1.
To be more precise, we assume that a customer with a system time of t in station n will incur a cost
Note that this cost function is continuous, strictly increasing, and convex. Hence, it satisfies the conditions that are needed for asymptotic optimality of Stolyar's MinDrift rule [40] .
For this cost function, it can be easily shown that
and, hence, Assumptions 3.1 and 4.1 are trivially satisfied. After some algebraic manipulations, the policy improvement index (8) can be shown to be
On the other hand, the Lagrangian relaxation index (35) can be shown to have the form
NUMERICAL RESULTS
This section reports our findings from a numerical study that we conducted to assess the performance of the heuristics developed in Sections 3-5 and to observe the effects of some system parameters on the performance of these heuristics. In our numerical study, we consider a system with two service stations (N = 2) and assume cost functions in the form of either (36) or (37) . For such systems, it is possible to determine optimal routing policies numerically by dynamic programming, thus permitting a complete evaluation of the proposed heuristics. Our preliminary numerical results suggested that the performance of the heuristics clearly depended on the system load, (λ + η 1 + η 2 )/(μ 1 + μ 2 ). Therefore, we compared the performance of the heuristics under three different traffic levels:
(i) Light traffic: system load ranges from 0 to 0.6 (ii) Medium traffic: system load ranges from 0.6 to 0.8 (iii) Heavy traffic: system load ranges from 0.8 to 1.0
Under each setting, we generated scenarios by choosing η 1 , η 2 , and λ uniformly over the interval [0, 1] and μ 1 and μ 2 over the interval [0, 1.5] and discarding the cases with system loads that did not fall into the desired range. For each scenario, we computed the performance of the optimal policy, the policy improvement heuristic (PIH), the Lagrangian relaxation heuristic (LRH), the MinDrift heuristic (MDH), the greedy terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0269964809000138 heuristic (GH), and the optimal static routing heuristic (SH). Sections 3-5 provide detailed descriptions of how PIH and LRH work. We next explain the MDH, GH, and SH policies.
The MDH, which is due to Stolyar [40] , is an index heuristic similar to PIH and LRH. It simply routes each incoming customer to station n for which the corresponding index M n (i) is the smallest when there are i customers at station n. For Example 1, the MinDrift index (for station n when there are i customers) is given by
whereas the MinDrift index for Example 2 is
Stolyar [40] proved that the MinDrift heuristic is asymptotically optimal under heavy traffic for strictly convex and continuous waiting cost functions. Therefore, there is no reason to expect that this rule will perform well for Example 1, for which the cost function is neither continuous nor convex. However, both conditions are satisfied in Example 2, and consequently, stronger performance of MDH is expected there, especially so in heavy traffic instances. The GH is the standard proposal for routing problems. It routes each incoming generic customer to the queue for which the expected cost for that particular customer is the smallest. (Note that GH is equivalent to SDR when cost parameters are the same for all stations.) Finally, the optimal static routing heuristic is the optimal policy among all static routing policies (see (2) ) and is the input policy for the second stage of PIH. Note that this heuristic is guaranteed to be inferior to the policy improvement heuristic. However, we still report the performance of SH in order to quantify the improvements gained by state-dependent policies over this static policy.
The remainder of this section is organized as follows. In Section 6.1, we compare the performance of our heuristic policies LRH and PIH with the performances of MDH, SH, and GH. In Section 6.2, we discuss the effects of two system parameters on the performance of the heuristics under consideration.
Comparison of the Heuristic Policies
In this subsection, we compare the performance of the heuristics for Examples 1 and 2, which are described in Sections 5.1 and 5.2, respectively.
Performance of the heuristics: Example 1.
In this part of the study, we assumed a cost function in the form of (36) with the choices h 1 = h 2 = h 1 =ĥ 2 = 1, d 1 = d 2 = 8, and τ 1 = τ 2 = 5. For each traffic setting, we randomly generated 5000 scenarios, and under each scenario, for each heuristic, we computed the percentage deviation of the performance from that of the optimal policy and constructed a 99% confidence interval on the percentage deviation. For each heuristic, we also determined the median, the lower and upper quartiles for the percentage deviation of each policy from the optimal cost, and the number of occasions that heuristic provided the smallest cost among all heuristics considered. We report our findings in Tables 1, 2, and 3 under light, medium, and heavy traffic settings, respectively. Note that the last columns in the tables add up to a value larger than 5000 due to ties among heuristics.
Although LRH, PIH, and GH all perform reasonably well, the numerical results presented in Tables 1-3 demonstrate the superior performance of LRH under each traffic setting. The most important aspect of these tables is the clear evidence it provides that LRH outperforms the standard proposal GH for the problems studied. One can also observe from these tables that the performance of all heuristics except for MDH deteriorates as the system load increases. Note, however, that the mean performance of LRH is around 4.23% above optimal, with median 1.728% even under heavy traffic. Also, comparison of the median and quartiles with the mean performance indicates that the distribution of the performances are skewed to the right for all the heuristics. The performance of MDH is clearly poor; however, this is not surprising since MDH was developed under assumptions that are not satisfied for the cost function considered for this example. One observation is that MDH seems to provide its best performance under heavy traffic and its worst performance under medium traffic. Although LRH clearly seems to be the best heuristic, comparison of PIH and GH is more complicated. PIH seems to be the heuristic that is affected most by the increase in the traffic. Its performance gets significantly worse as we move from medium traffic to heavy traffic. Under heavy traffic, the mean performance of GH is better than that of PIH. However, PIH is the best heuristic in more scenarios than is GH. At other traffic levels, PIH outperforms GH in all aspects.
Finally, Tables 1-3 clearly show that state-dependent policies provide substantial improvements over the "best" static policy, SH. However, these improvements obviously come at the expense of keeping the system state information at all times (or at least observing the queues when routing the generic customers).
Performance of the heuristics: Example 2.
In this subsection, we assume that the waiting cost function is in the form of (37) . Note that this cost function satisfies all of the assumptions needed for the asymptotic optimality of MDH (see Stolyar [40] ) and, therefore, MDH is expected to perform well, at least under heavy traffic.
For each traffic setting, we randomly generated 5000 scenarios and computed the performance of each heuristic under each scenario. Tables 4, 5 , and 6 present our findings under light, medium, and heavy traffic, respectively. Similar to our results for Example 1, LRH has the best performance among all of the heuristics considered under this convex and continuous function. Except for MDH, the performance of all the heuristics worsen as the traffic intensity increases. The effect of the traffic load on MDH is not clear, since one would reach different conclusions depending on whether the mean and the confidence interval or median and the quartiles are chosen to be the deciding performance measure. However, if compared with the performance of all the other heuristics at all traffic levels, one can observe that, as expected, the relative performance of MDH is the best when under heavy traffic. However, LRH still seems to perform slightly better than MDH even under heavy traffic (as defined in this article). PIH performs relatively well under light and medium traffic, but under heavy traffic, its overall performance is poor. On the other hand, GH is not as good as PIH under light and medium traffic, but its performance under heavy traffic is much better than that of PIH on the average. However, even under heavy traffic, PIH is the best heuristic in more scenarios than GH is. Finally, as in Example 1, the performance of SH is clearly poor, demonstrating the superiority of state-dependent policies.
Effects of System Parameters on the Performance of the Heuristics
In this subsection, we focus our attention on Example 1, assuming a cost function in the form of (36) with parameter values set as in Section 6.1.1, and investigate the effects of two system parameters on the performances of LRH, PIH, and GH, the three best heuristics for this example.
• Effects of dedicated load heterogeneity: In the system under consideration, each service station has its own dedicated customers and therefore has its own capacity that can be allocated to the service of generic customers. that the dedicated loads are homogeneous; otherwise we say that they are heterogeneous. To observe the effects of the heterogeneity of the stations on the performance of the heuristics, we first define a heterogeneity index, , as
After computing the heterogeneity index for each of the 5000 scenarios, we ordered all scenarios according to this index from the smallest to the largest. Then we computed the moving average (of order 2000) of the mean performance across the 5000 scenarios (see Fig. 1 for plots of the moving averages). In all cases, under each traffic setting, we observed a worsening performance of the heuristics with an increase in . Hence, the more balanced the system load is across the two stations, the better is the average performance of all the heuristics. However, the deterioration in performance is more significant for GH, less so for LRH, and even less so for PIH. Furthermore, for LRH and PIH, under heavy traffic, the average performance does not seem to change drastically as we go from very low levels of heterogeneity to mid levels, FIGURE 1. Moving average plots of percentage deviations of heuristics from the optimal with respect to the number of scenarios that are ordered according to the increasing heterogeneity index of dedicated load .
whereas the performance starts to deteriorate significantly as we go from mid levels to high levels. On the other hand, the performance of GH worsens at a seemingly constant level as we go from very low levels of heterogeneity to very high levels.
• Effects of dedicated arrival rates: We have also studied the numerical results to identify cases in which the heuristic algorithms performed poorly. We observed that the dedicated arrival rates have an interesting effect on the performance of the heuristics. To observe this effect, we ordered the scenarios with respect to their total dedicated arrival rates, η 1 + η 2 , and carried out an analysis similar to that for the load heterogeneity (see Fig. 2 ). We observed that the smaller the total dedicated arrival rate, the worse is the performance of the LRH on the average. (Note, however, that LRH still has the best performance among all the heuristics even over the region where its performance is poor.) Its performance is significantly worse for very low levels of the dedicated arrival rate. This is surprising since lower dedicated arrival rates indicate low traffic intensity, which overall seems to have a positive impact on the performance of all heuristics.
FIGURE 2.
Moving average plots of percentage deviations of heuristics from the optimal with respect to the number of scenarios that are ordered according to the increasing total dedicated arrival rates η 1 + η 2 .
We observed a similar effect on the performance of PIH although the effect does not seem to be as strong as for LRH. On the other hand, the effect on GH seems to depend on the total traffic load on the system. Under medium traffic, very low and very high levels of dedicated traffic rate have a positive effect on the performance, whereas moderate levels yield worse performance on the average. Under light and heavy traffic, the performance worsens as the total dedicated arrival rate increases.
CONCLUSIONS
For realistically sized routing problems that can be modeled as Markov decision problems, standard solution approaches based on direct application of stochastic DP are not practical. The conventional proposal is to adopt a greedy heuristic (GH), which is sometimes called an individually optimal policy for routing. In the context of a general model for waiting costs that accommodates dedicated traffic at each station, we developed two alternative heuristics, based respectively on DP policy improvement (PIH) and Lagrangian relaxation (LRH). The theoretical challenge with regard to the latter heuristic concerns the demonstration that station indexability is available at this level of generality. A numerical study makes clear that LRH performs very closely to the optimal policy and offers a considerable improvement over GH at all traffic levels. It also performs better than the MinDrift heuristic (MDH), which is known to be asymptotically optimal under certain conditions.
In this article, we considered scenarios in which the waiting cost for a customer possibly depends on the server. Although there are various examples where this generalization is relevant (e.g., in the case of the routing problem that a manufacturer faces in outsourcing warranty repairs to different vendors that charge different costs; see [36] ), an interesting extension would be to also allow waiting cost for a customer to depend on the customer's type: dedicated or generic. In fact, PIH as described in this model can easily be extended accordingly. However, this is not the case for LRH since establishing indexability appears to be a significant challenge when waiting costs depend on the customer type. Another direction for future research would be to consider multiple types of generic customers each differing in their waiting costs. Such a generalization would be of particular interest to call centers that serve a heterogeneous group of users and seek ways of providing a better service for their more "valuable" customers. It would also be of interest in health care operations, for which patients have significantly different waiting cost structures depending on their health conditions.
