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1. Introduction
Chordal graphs, interval graphs, cocomparability graphs, and asteriodal triple-free (AT-free) graphs are well studied.
One reason is that they have a wide range of applications (see Section 8.4 of [16] or Sections 2.4 and 3.4 of [24] for
some examples). Another reason is that their structural properties admit efficient algorithms to many problems that are
NP-hard in general (e.g. finding a maximum cardinality independent set takes polynomial time on chordal [13], interval,
cocomparability [16], and AT-free [5] graphs). In this paper, we characterise these graph classes in terms of their minimal
separators. Our characterisations make the relationships shown in Fig. 1.1 immediate.
These characterisations are phrased in terms of separator orders, which we now explain through a geometric analogy.
The sides of a line are the two connected components (open half-planes) that result from removing that line from the plane.
Analogously, the sides of a set of vertices are the connected components that result from removing that set of vertices from
a connected graph. For example, the sides of {v} in Fig. 1.2 are {t, u}, {w, x}, and {y, z}. Two lines are parallel if one line
intersects at most one side of the other. We define the parallel relation between sets of vertices the same way. Chordal
graphs are characterised by this notion.
Theorem 1 (Parra and Scheffler [27]). A graph is chordal if and only if every two minimal separators are parallel.
The parallel relation between lines is transitive, symmetric, and reflexive. Each equivalence class has a total order ≼ such
that L ≼ J ≼ K implies that L and K do not intersect the same side of J . Given a set of lines, we can obtain a partial order by
ordering each equivalence class independently. The resulting partial order has two important properties: (a) two elements
are comparable if and only if they are parallel and (b) if L ≼ J ≼ K , then J separates L \ J from K \ J . We call any partial order
satisfying these two conditions a separator order.
The parallel relation between sets of vertices is different than the parallel relation between lines. First, the parallel relation
is not transitive in general. Second, even when transitivity holds, we cannot always construct a separator order: in Fig. 1.2,
{{u}, {v}, {w}}has a separator orderwhereas {{u}, {w}, {y}}does not. In this paper,we explorewhenwe can create separator
orders. Specifically, we prove three main results.
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Fig. 1.1. Venn diagram of various graph classes.
Fig. 1.2. The minimal separators of a tree are the internal vertices.
(1) A graph is interval if and only if the family of its minimal separators has a total separator order.
(2) A graph is cocomparability if and only if the family of its minimal separators has a partial separator order.
(3) A graph is AT-free if and only if every pairwise parallel family of minimal separators has a total separator order.
We close this paper by explaining why we suspect that the last characterisation can be strengthened.
2. Related work
An intersectionmodel for a graph is amapping of vertices to sets such that two vertices are adjacent if their corresponding
sets have a non-empty intersection. A graph is chordal if it can be represented as the intersection of subtrees of a
tree [6,14,29]. Similarly, a graph is interval if it can be represented as the intersection of subpaths of a path [11]. In [24],
this intersection perspective is used to prove many of the relationships illustrated in Fig. 1.1.
If one minimises the size of the tree (path) from which the model of a chordal (interval) graph is chosen, each edge
of the tree (path) corresponds to a minimal separator [17,23]. Intuitively, this correspondence explains the separator
characterisations of chordal and interval graphs described earlier: every two separators in a chordal graph are parallel
because one edge lies on one side of another in a tree; minimal separators in an interval graph are totally ordered because
the edges of a path are totally ordered. Although, these intuitions are only approximately correct, our proofs follow along
these lines.
A cocomparability order is a transitive orientation of the complement of a graph (defined in the next section). Sometimes
it is defined as a linear extension of such an orientation. An interval order is a cocomparability order of an interval graph
(this definition differs from others such as [16], but it is equivalent by the results of [15]). In this paper, we show that a
graph has a cocomparability (interval) order if and only if the set of minimal separators has a partial (total) separator order.
One important difference between a cocomparability order and a separator order is in the ‘‘size’’ of what they order. To be
more concrete, let n be the number of vertices in a graph. A star graph hasΘ(n2) non-edges but only oneminimal separator.
Alternatively, we can construct a cocomparability graph with Θ(n2) non-edges and Θ(2n/2)minimal separators (consider
two cliques, where each vertex in one clique is adjacent to exactly one vertex in the other).
As an aside, although a cocomparability graph may have an exponential number of minimal separators in terms of
n, interval graphs have at most O(n) minimal separators (this follows from correspondence mentioned above between
minimal separators in the interval graph and edges in its path intersection model). The proofs of our characterisations are
straightforward constructions. Moreover, the minimal separators of any given graph can be listed in time polynomial in the
number of separators in the graph [19]. For interval graphs, a total separator order can be constructed in time polynomial
in n. For cocomparability graphs, a partial separator order can be constructed in time polynomial in the number of minimal
separators in the graph.
Interval graphs are characterised in terms of consecutive 1’s orders [11]. Separator orders are a special type of consecutive
1’s order. In Section 5, we explore the connection between these two concepts.
Our notion of a separator order generalises the previous notion of a cut-set lattice [10]. Every cut-set lattice is a separator
order, but not vice versa.
3. Preliminaries
We restrict our attention to simple (i.e. no loops or multiple edges), undirected, finite graphs. Let G = (V , E) denote a
graph Gwith vertex set V and edge set E. Let uv ∈ E signify that vertices u and v are adjacent in G. A clique is a set of pairwise
adjacent vertices. An independent set is a set of pairwise non-adjacent vertices.
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Fig. 3.1. An interval graph with minimal separators {b}, {b, d}, and {b, e}.
A u, v-path in G is an ordered sequence of verticesπ = ⟨u = x0, x1, . . . , xk = v⟩where consecutive vertices are adjacent.
The length of a path is one less than the number of vertices in the sequence. Two vertices u and v are connected if there exists
a u, v-path. A set of vertices is connected if its elements are pairwise connected. A component of G is a connected subset of
V that is maximal with respect to inclusion. A graph is connected if all of its vertices are in the same component. Without
loss of generality, we restrict our attention to connected graphs.
A chord is an edge between non-consecutive vertices of a path. A cycle is a path that begins and ends at the same vertex.
A graph is chordal if every chordless cycle has length at most 3.
An orientation of a graph assigns a direction to each edge (either u → v or v → u, for each uv ∈ E). An orientation
is transitive if u → v and v → w implies that u → w. The complement of a graph G, denoted G = (V , E), is defined as
E = {uv ∉ E : u, v ∈ V and u ≠ v}. A graph G is cocomparable if its complement has a transitive orientation.
The set of vertices adjacent to a vertex u, denoted NG(u), is the open neighbourhood of u. Much of the notation that we
use is subscripted with the graph to which it refers. We may omit the subscript if the graph is clear from context.
A set S is close to a vertex u if S ⊆ NG(u). A vertex u misses a path π if [NG(u) ∪ {u}] ∩ π = ∅. An asteriodal triple is an
independent triple where each vertex misses some path between the other two (e.g. {t, x, z} in Fig. 1.2). A graph is AT-free
if it contains no asteriodal triple.
A graph is interval if it has an intersection model of closed intervals of real numbers. That is, if vertices can be mapped to
intervals such that vertices are adjacent if and only if their corresponding intervals have a non-empty intersection. Using the
natural left to right order of non-intersecting intervals in such a geometric model, it is straightforward to show that every
interval graph is chordal, cocomparable, and AT-free.
The subgraph of G induced by S ⊆ V , denoted G(S), is the graph (S, E(S)) where E(S) = {uv ∈ E : u, v ∈ S}. For any
subset S of V , the difference of G and S, denoted G \ S, is G(V \ S).
A set S of vertices is a u, v-separator if u and v are in different components of G \ S. Clearly if uv ∉ E, N(u) is a u,
v-separator close to u. A set is aminimal u, v-separator if it is a u, v-separator and no proper subset of it also separates u and
v. For example, {b, c, e} is a d, f -separator in Fig. 3.1 but not a minimal d, f -separator because {b, e} is also a d, f -separator.
A set is a minimal separator if it is a minimal u, v-separator for some u, v ∈ V . Let ∆G denote the family of all minimal
separators of G.
Let CG(S) denote the family of components of G \ S. A component C ∈ C(S) is a full component if every vertex of S is
adjacent to some vertex of C . Let C•G(S) denote the set of full components of G \ S. To illustrate these concepts, consider
Fig. 3.1: {b, e} is a minimal separator, C({b, e}) = {{a}, {f }, {c, d}}, and C•({b, e}) = {{f }, {c, d}}.
The following characterisation of minimal separators is well known and readily derived from the definitions (e.g. it is
listed as an exercise in Chapter 4 of [16]).
Lemma 2. Let G be a graph, S ∈ ∆G, and C,D ∈ CG(S). The following are equivalent:
(1) C,D ∈ C•G(S).
(2) S is a minimal c, d-separator for every c ∈ C and d ∈ D.
(3) S is a minimal c, d-separator for some c ∈ C and d ∈ D.
Let S and T be minimal separators. Kloks et al. introduced the notion of crossing [20]: S crosses T , denoted S#T , if S and T
are not parallel (i.e. there exist C,D ∈ C(T ) such that C ≠ D, S ∩ C ≠ ∅, and S ∩ D ≠ ∅). This relation is characterised as
follows.
Lemma 3 (Parra [26]). Let G be a graph and S, T ∈ ∆G. The following are equivalent:
(1) S#T ,
(2) T#S,
(3) S intersects every full component of G \ T , and
(4) there exist u, v ∈ S such that T is a minimal u, v-separator.
Let S ‖ T denote that S is parallel to T . The next corollary follows immediately from the preceding lemma. We state it
explicitly because it is often easier to work with.
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Corollary 4 (Parra [26]). Let G be a graph and S, T ∈ ∆G.
(1) If S ‖ T , then T ‖ S.
(2) If S ⊆ T , then S ‖ T .
(3) S ‖ T if and only if there exists C ∈ CG(T ) such that S ⊆ T ∪ C.
A separator order is a partial order ≼ on a family of minimal separators that satisfies two properties: (a) two minimal
separators are comparable if and only if they are parallel and (b) if S ≼ T ≼ U , then T is a s, u-separator for s ∈ S \ T
and u ∈ U \ T .
4. Cocomparability graphs
In this section, we show that a graph G is cocomparable if and only if∆G has a separator order. We start with the forward
direction. By definition, a graph is cocomparable if its complement has a transitive orientation. Let→ be such an orientation.
We say that→ unambiguously orders two sets of vertices C and D, denoted C → D, if c → d for every c ∈ C and d ∈ D.
Either C → D or D → C (but not both) for C,D ∈ C(S) by the transitivity of→. Let L(S) denote the earliest (leftmost)
component of C•(S). We use this function to construct a separator order of∆G from→.
Lemma 5. Let G be a cocomparability graph and→ be a transitive orientation of E(G). Then S ‖ T if and only if L(S) ⊆ L(T ),
L(T ) ⊆ L(S), L(S)→ L(T ), or L(T )→ L(S). Moreover, if L(S)→ L(T ) or L(T )→ L(S), then L(S) ∩ T = ∅ and L(T ) ∩ S = ∅.
Proof. We start with the second statement: if L(S)→ L(T ) or L(T )→ L(S), then L(S) ∩ T = ∅ and L(T ) ∩ S = ∅. We prove
the contrapositive. Suppose that L(S) ∩ T ≠ ∅ and consider t ∈ L(S) ∩ T . Then t is adjacent to some vertex of L(T ) because
L(T ) is a full component of T . Hence, neither L(S)→ L(T ) nor L(T )→ L(S).
We now show if L(S) ⊆ L(T ), L(T ) ⊆ L(S), L(S)→ L(T ), or L(T )→ L(S), then S ‖ T . Suppose the antecedent. Then either
L(S) ∩ T = ∅ or L(T ) ∩ S = ∅. In either case, S ‖ T by Lemma 3.
Finally, we show that if S ‖ T , then L(S) ⊆ L(T ), L(T ) ⊆ L(S), L(S) → L(T ), or L(T ) → L(S). We consider two separate
cases.
Case 1. Suppose that L(S) ∩ T = ∅ or L(T ) ∩ S = ∅.
Specifically, suppose the former is true (the latter is similar). Then there exists a component C of G\T such that L(S) ⊆ C .
If C = L(T ), then L(S) ⊆ L(T ). Otherwise, L(S)→ L(T ) or L(T )→ L(S) because either C → L(T ) or L(T )→ C .
Case 2. Suppose that L(T ) ∩ S ≠ ∅ and L(S) ∩ T ≠ ∅.
Let C ≠ L(S) be a full component of G \ S. Then C ∩ T = ∅ because T intersects at most one component of G \ S by virtue
of S ‖ T . Hence C ⊆ L(T ) because every s ∈ L(T ) ∩ S is adjacent to some vertex of C . Let D ≠ L(T ) be a full component of
G \ T . By similar reasoning, D ⊆ L(S).
Note that C → D because L(T )→ D and C ⊆ L(T ). Similarly, D → C because L(S)→ C and D ⊆ L(S). This contradicts
that C ≠ ∅ and D ≠ ∅. 
To generate an order of∆G from→, set S ≺ T if L(S) ⊂ L(T ) or L(S)→ L(T ). We now prove that this is a separator order.
Theorem 6. If G is a cocomparability graph, then∆G has a separator order.
Proof. Let → be a transitive orientation of E(G). Generate ≺ from → as described above. By Lemma 5, S and T are
comparable if and only if S ‖ T . Suppose that S ≺ T ≺ U . It remains to show that (a) S ≺ U and (b) T separates S \ T
from U \ T .
Case 1. Suppose that L(S)→ L(T ) and L(T )→ L(U).
(a) By transitivity of→, L(S)→ L(U). Hence S ≺ U .
(b) Consider s ∈ S \ T and u ∈ U \ T . Consider components C,D of G \ T such that S ⊆ T ∪ C and U ⊆ T ∪ D. Note that
C ≠ L(T ) because L(T ) ∩ S = ∅ and s ∈ C ∩ S. Moreover, L(S) ⊆ C because L(S) ∩ T = ∅. Thus, C → L(T ). By a similar
argument, L(T )→ D. Therefore C ≠ D and T is a s, u-separator.
Case 2. Suppose that L(S)→ L(T ) and L(T ) ⊂ L(U).
(a)We first show that S ‖ U . Let D ≠ L(U) be a full component of G\U . Then L(T )→ D because L(T ) ⊂ L(U) and L(U)→ D.
Hence, L(S)→ D by transitivity. By Lemma 3, it suffices to show thatD∩S = ∅ to demonstrate that S ‖ U . Consider s ∈ D∩S
for contradiction. Then there exists c ∈ L(S) such that cs ∈ E because L(S) is a full component of G \ S. This contradicts that
L(S)→ D.
By Lemma 5, L(S)→ L(U), L(U)→ L(S), L(S) ⊆ L(U), or L(U) ⊆ L(S). If L(U)→ L(S), then L(U)→ L(T ) by transitivity,
which contradicts that L(T ) ⊂ L(U). Similarly, if L(U) ⊆ L(S), then L(T ) ⊆ L(S) by transitivity, which contradicts that
L(S)→ L(T ). Thus either L(S)→ L(U) or L(S) ⊂ L(U). Therefore S ≺ U .
(b) Consider s ∈ S \ T and u ∈ U \ T .
By Lemma 5, L(S) ∩ T = ∅ because L(S)→ L(T ). Let C be the component of G \ T containing L(S). Then s ∈ C because s
is adjacent to some vertex of L(S), which is a subset of C . Moreover, C → L(T ) because L(S)→ L(T ) and L(S) ⊆ C .
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Let D ≠ L(U) be a full component of G \ U . Then L(T )→ D because L(U)→ D and L(T ) ⊂ L(U). To see that D ∩ T = ∅,
suppose not and consider t ∈ D ∩ T for contradiction. Then there exists c ∈ L(T ) such that ct ∈ E because L(T ) is a full
component of G \ T . That ct ∈ E contradicts that L(T )→ D.
Given that D ∩ T = ∅, let D′ be the component of G \ T such that D ⊆ D′. Then u ∈ D′ because u is adjacent to some
vertex of D, which is a subset of D′. Moreover, L(T )→ D′ because L(T )→ D and D ⊆ D′.
Thus C ≠ D′ because C → L(T ) and L(T )→ D′. Therefore, T is a s, u-separator.
Case 3. Suppose that L(S) ⊂ L(T ) and L(T )→ L(U).
(a) It follows that L(S)→ L(U). Hence S ≺ U .
(b) Consider s ∈ S \ T and u ∈ U \ T . Then s ∈ L(T ) because s ∉ T and s is adjacent to some vertex of L(S), which is a subset
of L(T ). Now L(T )∩U = ∅ by Lemma 5 because L(T )→ L(U). Therefore u is in a component of G \ T other than L(T ). Hence
T is a s, u-separator.
Case 4. Suppose that L(S) ⊂ L(T ) and L(T ) ⊂ L(U).
(a) It follows that L(S) ⊂ L(U) by transitivity. Hence S ≺ U .
(b) Consider s ∈ S \ T and u ∈ U \ T . Then s ∈ L(T ) because s ∉ T and s is adjacent to some vertex of L(S), which is a
subset of L(T ). Now L(T )∩ U = ∅ because L(T ) ⊂ L(U). Therefore u is in a component of G \ T other than L(T ). Hence T is a
s, u-separator. 
Wenow show that if∆G has a separator order≼, thenG is a cocomparability graph. In our construction, we use a special type
of minimal separator: If uv ∉ E, let S(u, v) denote a minimal u, v-separator close to u. We rely on the following properties.
Lemma 7 (Kloks and Kratsch [19]). Let G be a graph. If uv ∉ E, then
• S(u, v) is unique.
• If T is a minimal u, v-separator, then S(u, v) ‖ T .
• If S(u, v) = S(v, u), then S(u, v) is the only minimal u, v-separator.
We extend ≺ to order sets of minimal separators: S ≺ T if S ≺ T for all S ∈ S and T ∈ T . We use this notion to order
the full components of each separator. Let G be a graph, S ∈ ∆G, and C ∈ C•(S). The set of minimal separators restricted to
C , denoted∆G(C), is {T ∈ ∆G : T ⊆ S ∪ C and T ⊈ S}. Our exclusion of S from the notation∆G(C) is unambiguous because
S is a function of C (i.e. S = {v ∈ V \ C : cv ∈ E for some c ∈ C}).
For C ∈ C•(S), either ∆G(C) ≺ {S} or {S} ≺ ∆G(C) because S does not separate X, Y ∈ ∆G(C). Moreover, either
∆G(D) ≺ ∆G(C) or ∆G(C) ≺ ∆G(D) for distinct C,D ∈ C•(S). To see why, consider X, Z ∈ ∆G(C) and Y ∈ ∆G(D). By
definition, there exist x ∈ X ∩ C and z ∈ Z ∩ C . Clearly Y ∩ C = ∅ because Y ⊆ S ∪ D. Hence, Y cannot separate x and z.
The case where ∆G(C) = ∅ is exceptional because ∆G(C) ≺ S and S ≺ ∆G(C) are trivially true for any family S. We
characterise this special case in the following lemma. A set C ⊆ V is a moplex [3] if C is a clique and there exists S ∈ ∆G
such that N(c) \ C = S for c ∈ C .
Lemma 8. Let G be a graph, S ∈ ∆G, and C ∈ C•(S). Then C is a moplex if and only if ∆G(C) = ∅.
Proof. First we prove that if ∆G(C) ≠ ∅, then C is not a moplex. Consider T ∈ ∆G(C). Then C ∩ T ≠ ∅ by definition. We
consider two cases.
Case 1. If S ⊆ T , then consider t ∈ C ∩ T . Let D and D′ be distinct full components of G \ T . Consider d ∈ D and d′ ∈ D′ such
that dt, d′t ∈ E. Then d, d′ ∈ C because d, d′ ∉ S, t ∈ C , and dt, d′t ∈ E. Hence C is not a clique because dd′ ∉ E.
Case 2. If S ⊈ T , then consider s ∈ S \ T and t ∈ C ∩ T . Note that S ‖ T by Corollary 4 because T ⊆ S ∪ C . By Lemma 3 there
exists D ∈ C•(T ) such that D∩ S = ∅. Consider d ∈ D such that dt ∈ E. Then d ∈ C because d ∉ S, dt ∈ E, and t ∈ C . Clearly,
ds ∉ E because d ∈ D and s ∉ T ∪ D. Hence C is not a moplex because N(d) \ C ≠ S.
Now we prove that if C is not a moplex, then∆G(C) ≠ ∅. By the definition of a moplex, we have two cases to consider.
Case 1. If C is not a clique, consider u, v ∈ C such that uv ∉ E. Then S(u, v) ⊆ S ∪ C because N(u) ⊆ S ∪ C . Moreover,
S(u, v) ⊈ S because S does not separate u and v. Hence S(u, v) ∈ ∆G(C).
Case 2. If C is a clique, then N(c) \ C ≠ S for some c ∈ C . In this case, consider s ∈ S such that cs ∉ E. Clearly S(c, s) ⊆ S ∪ C .
There exists d ∈ C such that ds ∈ E because C is a full component of G \ S. Moreover, cd ∈ E because C is a clique. Hence
d ∈ S(c, s). Thus S(c, s) ⊈ S and S(c, s) ∈ ∆G(C). 
To order the full components of a minimal separator S, we partition C•(S) into three sets:
• C1 = {C ∈ C•(S) : ∆G(C) ≠ ∅ and∆G(C) ≺ {S}},
• C2 = {C ∈ C•(S) : ∆G(C) = ∅}, and
• C3 = {C ∈ C•(S) : ∆G(C) ≠ ∅ and {S} ≺ ∆G(C)}.
For C,D ∈ C1 ∪ C3, we orient C → D if ∆G(C) ≺ ∆G(D). To extend→ into a total order of C•(S), we order C2 arbitrarily
and insert it between C1 and C3.
722 J. Backer / Discrete Applied Mathematics 159 (2011) 717–726
Theorem 9. Let G be a graph. If ∆G has a separator order, then G is cocomparable.
Proof. Create an orientation→ of E(G) from a separator order≺ as described above. We now show that→ is well defined
and transitive.
To be well defined, every edge of E(G) must be oriented and it must be oriented in only one direction. So consider
uv ∈ E(G). Clearly S(u, v) orients uv. If S(u, v) = S(v, u), then uv is oriented once. Otherwise, assume without loss of
generality that S(u, v) ≺ S(v, u). Let T be any minimal u, v-separator. Let C be the full component of G \ T containing u and
D be the full component of G \ T containing v. We now show that T orients C → D.
Case 1. Suppose that T ≠ S(u, v) and T ≠ S(v, u).
Then S(u, v) ∈ ∆G(C) and S(v, u) ∈ ∆G(D). Hence∆G(C) ≺ ∆G(D) and C → D.
Case 2. Suppose that T = S(u, v) and T ≠ S(v, u).
Then S(v, u) ∈ ∆G(D) and {T } ≺ ∆G(D). If ∆G(C) = ∅, then C → D. Otherwise, consider U ∈ ∆G(C). We know that
T ⊈ S(v, u) because T and S(v, u) are both minimal u, v-separators. Moreover, U ⊈ S(v, u) because U ∩ C ≠ ∅. Consider
t ∈ T \ S(v, u) and u ∈ U \ S(v, u). Then S(v, u) is not a t, u-separator because t is adjacent to some vertex of C , u ∈ C or u
is adjacent to some vertex of C , and S(v, u) ∩ C = ∅. Hence U ≺ S(v, u) because S(u, v) ≺ S(v, u). Thus ∆G(C) ≺ ∆G(D).
Therefore C → D.
Case 3. Suppose that T ≠ S(v, u) and T = S(v, u).
This case is symmetric to case 2.
It remains to show that→ is transitive. So suppose that u → v → w. Clearly w ∉ S(v, u). Let B be the full component
of G \ S(v, u) containing u, C be the full component of G \ S(v, u) containing v, and D be the component of G \ S(v, u)
containingw.
Suppose D is a full component of G \ S(v, u). Then u → v implies that we oriented B → C and v → w implies that we
oriented C → D. Therefore, we also oriented B → D.
Suppose that D is not a full component of G \ S(v, u). Then clearly D ≠ B and D ≠ C . Consider s ∈ S(v, u) \ N(w). Let
B′ be the component of G \ S(w, v) containing u, C ′ be the full component of G \ S(w, v) containing v, and D′ be the full
component of G \ S(w, v) containingw. Then B ⊆ B′ and C ⊆ C ′ because B∩ S(w, v) = ∅ and C ∩ S(w, v) = ∅. Moreover, s
is contained in B′ because s ∉ S(w, v) and some vertex of B is adjacent to s. Similarly, s is contained in C ′. Therefore B′ = C ′.
Thus B′ → D′ because v → w. Consequently, u → w. 
5. Interval graphs
In this section, we characterise interval graphs in terms of minimal separators. We first show how this characterisation
follows immediately from prior results (Corollary 10). Then we prove the same result in a very different manner to
explore the relationship between separator orders and consecutive 1’s orders. Specifically, we show that the set of maximal
cliques has a total consecutive 1’s order if and only if the set of minimal separators has a total separator order (Theorems 12
and 15).
Corollary 10. A graph G is interval if and only if ∆G has a total separator order.
Proof. Gilmore and Hoffman prove that a graph is interval if and only if it is chordal and cocomparable [15]. A graph is
cocomparable if and only if ∆G has a separator order by Theorems 6 and 9. Moreover, Theorem 1 states that a graph is
chordal if and only if every pair of separators are parallel. 
An order ≼ of a family of sets is a consecutive 1’s order if J ≼ K ≼ L implies that J ∩ L ⊆ K . Every separator order ≼ is a
consecutive 1’s order: suppose J ≼ K ≼ L; then K is a j, l-separator for j ∈ J \ K and l ∈ L \ K ; if v ∈ J ∩ L, then v ∈ K
because K is not a v, v-separator. The converse is not true: in Fig. 1.2 {u} ≺ {v} ≺ {w} ≺ {y} is a consecutive 1’s order of∆
but∆ has no separator order.
A set K of vertices is amaximal clique if K is a clique and no other clique properly contains K . LetKG denote the set of all
maximal cliques of a graph G. Interval graphs are characterised in terms of consecutive 1’s orders and maximal cliques.
Theorem 11 (Fulkerson and Gross [11]). A graph G is interval if and only if KG has a total consecutive 1’s order.
The similarity between Corollary 10 and Theorem 11 is striking. This similarity is stronger once you recognise that a total
consecutive 1’s order ofKG is also total separator order ofKG (this follows from the line of reasoning used in the proof of
Theorem 12).
Let KG(v) = {K ∈ KG : v ∈ K}. Note that ≼ is a consecutive 1’s order of KG if and only if KG(v) is a contiguous
subsequence in≼ for every v. We now show how to construct a separator order of∆G from consecutive 1’s order ofKG.
Theorem 12. Let G be a graph. If KG has a total consecutive 1’s order,∆G has a total separator order.
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Proof. Let≼ be a total consecutive 1’s order ofKG. Kloks et al. show that S is a minimal separator if and only if S = J ∩K for
some consecutive J and K in ≼ [20]. Let S be a minimal separator and L(S) ≼ M(S) denote the leftmost pair of consecutive
cliques such that S = L(S) ∩M(S).
We first argue that S ‖ T for S, T ∈ ∆G. Suppose not for contradiction. Then T is a s, s′-separator for some s, s′ ∈ S by
Lemma 3. Hence ss′ ∉ E, which contradicts that S is the intersection of cliques L(S) andM(S).
To generate a separator order of∆G, set S ≺ T if L(S) ≺ L(T ). To see that≺ is a separator order, suppose that S ≺ T ≺ U .
Let s ∈ S \ T , u ∈ U \ T , and π = ⟨s = v1, v2, . . . , vk = u⟩ be a s, u-path. It remains to show that π ∩ T ≠ ∅. Suppose not.
For every i, either vi ∉ L(T ) or vi ∉ M(T ) because otherwise vi ∈ T . Hence,KG(vi) either lies entirely to the left ofM(T ) or
entirely to the right of L(T ) but not both. ClearlyKG(v1) lies to the left of M(T ) because v1 ∈ L(S) and L(S) ≺ L(T ). Note
thatKG(vi) ∩ KG(vi+1) ≠ ∅ because vivi+1 ∈ E. Thus,KG(vi+1) lies to the left of M(T ) ifKG(vi) lies to the left of M(T ).
ThereforeKG(vk) lies to the left ofM(T ) by induction, but this contradicts that vk ∈ L(U) and L(T ) ≺ L(U). 
In the remainder of this section, we prove the converse of Theorem 12 by constructing a total consecutive 1’s order ofKG
from a total separator order of∆G. In our construction, it suffices to orderKG so thatKG(v) forms a contiguous subsequence
for every v ∈ V . A vertex v is called simplicial ifN(v) is a clique. The following lemma implies that for every simplicial vertex
v,KG(v) is trivially a contiguous subsequence. A variant of this lemma is proven by Blair and Peyton in [4], where they note
two other formal proofs [18,22].
Lemma 13. In an arbitrary graph, the following statements are equivalent:
(1) v is non-simplicial,
(2) v belongs to some minimal separator, and
(3) v belongs to two maximal cliques.
Proof. ‘‘(1)⇒(2)’’ Suppose v is non-simplicial and consider u, w ∈ N(v) such that uw ∉ E. Then v is in every u, w-separator.
‘‘(2)⇒(3)’’ Suppose v belongs to aminimal separator S. There exist twodistinct full components C andD ofG\S. By definition,
there exists a vertex c ∈ C such that cv ∈ E. Somemaximal clique Kc contains the edge cv.We define Kd analogously. Clearly,
Kc ≠ Kd because cd ∉ E. Moreover, v ∈ Kc ∩ Kd.
‘‘(3)⇒(1)’’ Suppose that v belongs to two different maximal cliques K and K ′. By the maximality of K and K ′, there exists
k ∈ K \ K ′ and k′ ∈ K ′ \ K such that kk′ ∉ E. Clearly, k, k′ ∈ N(v). 
Note that if ∆G = ∅, then G is a clique, in which caseKG trivially has a total consecutive 1’s order. So for the remainder of
this section, we assume without loss of generality that ∆G ≠ ∅.
Let NS(X) denote the set of non-simplicial vertices contained in a set X . A maximal clique K is type 1 if there exists a
minimal separator S such that NS(K) ⊆ S. A maximal clique K is type 2 if it is not type 1 and there exist two consecutive
minimal separators S and T such that NS(K) ⊆ S ∪ T .
Lemma 14. Let G be a graph. If ∆G has a total separator order ≼, every maximal clique K of G is either type 1 or type 2.
Furthermore,
(1) if K is type 1, there exists S ∈ ∆G such that NS(K) ⊆ S and S ⊆ K; and
(2) if K is type 2, there exists consecutive S, T ∈ ∆G such that NS(K) ⊆ S ∪ T and S ∩ T ⊆ NS(K); moreover, there is at most
one such K mapping to any consecutive pair of minimal separators S, T .
Proof. LetK be amaximal clique.We first argue thatK is type 1 or type 2. Let∆G(v) = {S ∈ ∆G : v ∈ S}. It is straightforward
to verify that ∆G(v) is a contiguous subsequence in ≼. Let I(K) = v∈NS(K) ∆G(v). If I(K) ≠ ∅, then K is a type 1 clique.
Otherwise, there exist u, v ∈ NS(K) such that ∆G(u) ∩ ∆G(v) = ∅. Assume without loss of generality that ∆G(u) lies
to the left of ∆G(v). Let S be the rightmost separator in ∆G(u) and T be the leftmost separator in ∆G(v). If S and T are
not consecutive, there exists a separator X such that S ≺ X ≺ T and u, v ∉ X . In this case, X is a u, v-separator, which
contradicts that u, v ∈ K . Hence S and T are consecutive. A similar argument shows that for w ∈ NS(K), either w ∈ S or
w ∈ T . Therefore K is a type 2 clique.
A fact that we will rely on several times below is that every minimal separator S is a clique. To see this, suppose not and
consider u, v ∈ S such that uv ∉ E. Let T be any minimal u, v-separator. Then T#S by Lemma 3, which contradicts that≼ is
a total order.
Case 1. Suppose that K is a type 1 clique.
By definition, there exists S ∈ ∆G such that NS(K) ⊆ S. If S ⊆ K , our lemma is satisfied. So suppose otherwise. In this
case, there exists some maximal clique K ′ ≠ K such that NS(K) ⊆ K ′ because S ⊈ K and S is a clique. Of all choices for
K ′, select K ′ so that |K ∩ K ′| is as large as possible. There exists k ∈ K \ K ′ and k′ ∈ K ′ \ K such that kk′ ∉ E because K ′
is a maximal clique and K ≠ K ′. Let S ′ ⊆ N(k) be a minimal k, k′-separator. Then NS(K) ⊆ S ′ because NS(K) ⊆ K ∩ K ′,
K ∩ K ′ ⊆ N(k) ∩ N(k′), and N(k) ∩ N(k′) ⊆ S ′.
It remains to show that S ′ ⊆ K . Suppose not. There exists a maximal clique K ′′ ≠ K that contains {k} ∪ S ′ because
{k} ∪ S ′ ⊈ K and {k} ∪ S ′ is a clique by our choice of S ′. Note that K ∩ K ′ ⊆ K ′′ because K ∩ K ′ ⊆ S ′ (see the previous
paragraph) and S ′ ⊆ K ′′. Hence K ∩ K ′′ ⊇ {k} ∪ (K ∩ K ′), which contradicts our choice of K ′ because k ∉ K ′.
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Case 2. Suppose that K is a type 2 clique.
By definition, there exist two consecutive separators S, T ∈ ∆G such that NS(K) ⊆ S ∪ T . We first show that S ∩ T ⊆ K .
Consider for contradiction v ∈ (S ∩ T ) \ K . There exists k ∈ K such that kv ∉ E by the maximality of K . Let U
be any minimal v, k-separator. Note that NS(K) ⊆ N(k) ∪ {k} because NS(K) ⊆ K and K ⊆ N(k) ∪ {k}. Similarly,
NS(K) ⊆ N(v) ∪ {v} because NS(K) ⊆ S ∪ T and S ∪ T ⊆ N(v) ∪ {v}. Hence NS(K) ⊆ (N(k) ∪ {k}) ∩ (N(v) ∪ {v}).
Note that (N(k) ∪ {k}) ∩ (N(v) ∪ {v}) = N(k) ∩ N(v) because k ≠ v and kv ∉ E. It follows that NS(K) ⊆ U because
N(k) ∩ N(v) ⊆ U . Therefore K is type 1, a contradiction.
We now prove the second part of the second statement: suppose for contradiction that there are two distinct type 2
maximal cliques K1 and K2 such that NS(K1) and NS(K2) are subsets of S ∪ T .
First we show that if such K1 and K2 exist, then NS(K1) ∪ NS(K2) must form a clique. Consider for contradiction
s ∈ NS(K1) \ NS(K2) and t ∈ NS(K2) \ NS(K1) such that st ∉ E. Either s ∈ S or t ∈ S but not both because S is a clique. So
assume without loss of generality that s ∈ S \ T and t ∈ T \ S by interchanging the roles of S and T as necessary. Let U be a
minimal s, t-separator. There exists u ∈ NS(K1)∩ (T \ S) because K1 is not type 1 (i.e. NS(K1) ⊈ S). Note that su ∈ E because
s, u ∈ NS(K1). Plus tu ∈ E because t, u ∈ T . Thus u ∈ U . Hence, S is not between U and T in≼ because u ∉ S and u ∈ U ∩ T .
A similar argument shows that T is not between S and U in≼. Thus, U must come between S and T in≼, which contradicts
that S and T are consecutive.
Now we establish a contradiction to the assertion that NS(K1) and NS(K2) are both subsets of S ∪ T . By the maximality
of K1 and K2, there exist k1 ∈ K1 \ K2 and k2 ∈ K2 \ K1 such that k1k2 ∉ E. Let U be a minimal k1, k2-separator. Note that
NS(K1) ⊈ U because K1 is type 2. Similarly, NS(K2) ⊈ U . Hence, there exist s1 ∈ NS(K1) \ U and s2 ∈ NS(K2) \ U . Note
that π = ⟨k1, s1, s2, k2⟩ is a k1, k2-path because {k1, s1} ⊆ K1, {s1, s2} ⊆ NS(K1)∪ NS(K2) (which is a clique by the previous
paragraph), and {s2, k2} ⊆ K2. This contradicts that U is a k1, k2-separator because π ∩ U = ∅. 
We are now ready to prove the converse of Theorem 12. This proof establishes the equivalence of having a total consecutive
1’s order ofKG with having a total separator order of∆G. Takenwith Theorem11,we get an alternative proof of Corollary 10.
Theorem 15. Let G be a graph. If ∆G has a total separator order, thenKG has a total consecutive 1’s order.
Proof. Let≺ be a total separator order of∆G. We order each maximal clique K according to the order of NS(K) in≺: if K is
type 1, K is placed at the position of S, where S is a separator such that NS(K) ⊆ S and S ⊆ K (many different cliques may
map to one such separator S — break such ties arbitrarily); if K is type 2, then K is placed between S and T , where S and T
are the consecutive separators such that NS(K) ⊆ S ∪ T and S ∩ T ⊆ NS(K).
It remains to show that the resulting order satisfies the consecutive 1’s property. Let K1, K2, K3 be maximal cliques such
that K1 ≺ K2 ≺ K3. For Ki, we easily identify Si, Ti ∈ ∆G (possibly Si = Ti) such that NS(Ki) ⊆ Si∪ Ti, Si∩ Ti ⊆ NS(Ki), Si ≼ Ti,
and Ti ≼ Si+1. By Lemma 13, K1 ∩ K3 ⊆ NS(K1) ∩ NS(K3). It follows that K1 ∩ K3 ⊆ (S1 ∪ T1) ∩ (S3 ∪ T3). As≺ is a separator
order,W ≼ X ≼ Y impliesW ∩ Y ⊆ X forW , X, Y ∈ ∆G. Using this fact, one can verify that (S1 ∪ T1)∩ (S3 ∪ T3) = T1 ∩ S3.
Note that T1 ∩ S3 ⊆ S2 and T1 ∩ S3 ⊆ T2. Hence, K1 ∩ K3 ⊆ T1 ∩ S3 ⊆ S2 ∩ T2 ⊆ K2. 
6. AT-free graphs
In this section, we prove our characterisation of AT-free graphs in terms of minimal separators. Let S be a set of minimal
separators. Let GS denote the result of adding the minimum number of edges to G necessary to make every element of S a
clique. This operation preserves separator structure.
Lemma 16 (Parra and Scheffler [28]). Let G be a graph, S be a pairwise parallel subset of ∆G, and H = GS . Then
(1) S ⊆ ∆H ,
(2) the components of H \ S are exactly the components of G \ S for S ∈ ∆H , and
(3) the full components of H \ S are exactly the full components of G \ S for S ∈ ∆H .
Our characterisation of AT-free graphs relies on the following one-to-one correspondence between sets of minimal
separators and minimal triangulations.
Theorem 17 (Parra and Scheffler [28]). Let G be a graph. If S is a maximal pairwise parallel subset of ∆G, then H = GS is a
minimal triangulation of G and∆H = S. If H is a minimal triangulation of G, then S = ∆H is a maximal pairwise parallel subset
of ∆G and H = GS .
We get the following characterisation of AT-free graphs by combining the above results.
Corollary 18. A graph is AT-free if and only if every set of pairwise parallel minimal separators has a total separator order.
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Proof. This result is a corollary toMöhring’s characterisation of AT-free graphs as exactly those graphswhere everyminimal
triangulation is an interval graph [25].
Suppose that a graph is AT-free. Let S be a pairwise parallel set of minimal separators. Assume without loss of generality
that S is maximal. Then H = GS is a minimal triangulation and S = ∆H by Theorem 17. Moreover, H is an interval graph
because G is AT-free. Hence, S has a total separator order≼ in H by Corollary 10. Although≼was chosen with respect to H ,
≼ is also total separator order of S in G by Lemma 16.
Suppose that every pairwise parallel set of minimal separators has a separator order. Let H be a minimal triangulation of
G. Then S = ∆H is a pairwise parallel subset of∆G by Theorem 17. Let≼ be a total separator order of S in G. Then≼ is also
a total separator order of S in H by Lemma 16. Hence, ∆H has a total separator order. Therefore, H is an interval graph by
Corollary 10. 
7. Directions for further research
The notion of AT-free graphs was introduced to characterise interval graphs [21]. It was later used to characterise
cocomparability graphs [12]. As mentioned earlier, interval graphs, cocomparability graphs, and AT-free graphs manifest
linearity that is exploited in efficient algorithms for problems that are NP-complete in general. Our research was motivated
by the search for linearity in AT-free graphs (see [8,9] for example). The characterisation of AT-free graphs that we presented
in this paper identifies a weak linearity: the AT-free condition orders certain sets of minimal separators but not the set of
all minimal separators.
We now describe a technical result which suggests that a stronger order exists [1]. If a graph G is AT-free, there exists a
weak order ≪G on ∆G. This order≪ is similar to a separator order in that S ≪ T ≪ U implies that T separates S \ T and
U \T . However,≪ is not a separator order because S ‖ T does not imply that S ≪ T or T ≪ S. Under certain circumstances,
≪ can be extended into a separator order: if S ⊆ ∆ has a separator order (e.g. S is pairwise parallel), then S has a separator
order that is an extension of≪.
To see how≪ is constructed, let G = (V , E) be a graph. The square of G, denoted G2, is (V , E2) where E2 = {uv : u ≠ v
and uw,wv ∈ E for somew ∈ V }. If G is AT-free, a transitive orientation⇒ of E(G2) can be computed with two lexico-
graphic breadth-first search (LexBFS) sweeps of G [7]. We can generate≪ from⇒ in the same sort of way that we generate
a separator order≺ from a transitive orientation→ of G in Theorem 6.
A small observation suggests that this result can be strengthened. Let H be the result of adding a vertex v to G that is
adjacent to every vertex of G. The separator structure of H is virtually identical to the separator structure of G (i.e. ∆H =
{S∪{v} : S ∈ ∆G}). This preservation of structure implies that theweak order≪G of∆G is also aweak order of∆H . However,
the weak order≪H constructed on H is empty because H2 is a clique.
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