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ABSTRACT
A novel drifter platform was used to measure the properties of aggregated particles called flocs—a key
component of sediment transport in muddy environments. Also concurrently measured were turbulence,
suspended sediment concentration (SSC), velocity, and salinity in both Lagrangian and Eulerian frames of
reference. In Lagrangian mode the system performed well in a heavily sediment-laden river, providing
measurements over a large spatial scale. The platform navigated itself through a complex geometry en-
compassingmany bends and significant depth changes. Observed velocities relative to the drifter and salinities
indicated that the drifter motion was almost Lagrangian with minimal slippage between the drifter and the
water motion. The small amount of slippage that did occur was sufficient to ensure that the drifter oriented
itself into the oncoming flow.
High-quality in situ images of flocs were collected using a high-magnification floc camera (FlocCam). An
automatic image analysis routine was developed to identify and characterize flocs within each FlocCam
image, employing an artificial neural network (ANN) to ensure that only in-focus particles were included in
the analyses. The results indicated that the FlocCam system had an upper working SSC limit of around 350–
400mgL21.
The SSC estimates show that the drifters encountered considerable variability as they were advected
downstream; however, concentrations predominantly remained under the image processing threshold of 350–
400mgL21. The system captured the evolution of floc characteristics over short spatial scales (hundreds of
meters). The median floc size (d50) was found to be positively correlated with SSC (r
2 5 0.5). A comparison
between Eulerian and Lagrangian floc histories can then be used to evaluate the role of antecedent conditions
within the flocculation process.
1. Introduction
Aggregated particles (or flocs) are a key component of
sediment transport in muddy environments, yet many of
the intricacies of the flocculation process remain poorly
understood. Floc size and characteristics control the floc
settling velocity and need to be accurately elucidated to
predict the movement of fine sediments in the aquatic
environment. Flocs can form after collisions in which
particles stick together (Burd and Jackson 2009). The
likelihood of such collisions is increased in low to
moderately turbulent flow. Hence, these conditions pro-
mote aggregation, with flocs able to reach an equilibrium
size if given sufficient time to evolve (Winterwerp 1998).
Conversely, high levels of turbulence and shear can pro-
mote floc breakage (e.g., Milligan and Hill 1998; Hill et al.
2001; Fugate and Friedrichs 2003). These processes can
also be modulated by the suspended sediment concentra-
tion (SSC; van Leussen 1999; Milligan et al. 2007).
Floc size has been successfully measured in both the
laboratory and the field in anEulerian frame of reference
using floc cameras (Kranck and Milligan 1988; Milligan
1996; Hill et al. 1998; Mikkelsen et al. 2006; Smith and
Friedrichs 2011; MacDonald et al. 2013) and laser dif-
fraction [such as the Laser In Situ Scattering and Trans-
missometry (LISST) system; Bale and Morris 1987;
Agrawal and Pottsmith 1994, 2000; Lynch et al. 1994;
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Bale 1996; Traykovski et al. 1999; Fugate and Friedrichs
2002; Andrews et al. 2010]. However, it has been shown
that floc response to local conditions can be significantly
influenced by the upstream conditions (such as tur-
bulence and SSC). Braithwaite et al. (2012) found
that particle size predictions matched well with the
Winterwerp (1998) dynamical flocculation model if a
phase lag (representing the adjustment time to changes
in turbulence conditions) was included. Therefore,
quantifying fine-sediment particle dynamics requires
following particles in a Lagrangian framework to ac-
count for antecedent processes.
Currents in the ocean have been tracked using both
surface and subsurface drifters for many years. A variety
of designs have been utilized, from the pioneering drifters
suitable for deep ocean deployments (Davis 1985) to
those designed for estuarine, lake, and coastal environ-
ments (Johnson et al. 2003; Austin and Atkinson 2004).
Recent designs include drifters for use in extremely
shallow flows (;0.2m; Mullarney and Henderson 2013)
and in the surf zone (Schmidt et al. 2003;MacMahan et al.
2009). Some of the latest developments also include
drifters fitted with pulse coherent acoustic Doppler cur-
rent profilers (ADCPs) to successfully provide Lagrang-
ian estimates of the dissipation rate of turbulent kinetic
energy (Mullarney andHenderson 2012; Thomson 2012).
Here, we combine a floc camera (FlocCam) and a
drifter to take measurements of floc characteristics in a
Lagrangian frame of reference.Wepresent a novel design
for the subsurfaceFlocDrifter, which is also equippedwith
a pulse coherent ADCP and an acoustic Doppler velo-
cimeter (ADV) for velocity and turbulence measure-
ments, a conductivity–temperature–depth (CTD) probe
for measuring salinity, and an optical backscatter sensor
(OBS) for estimating SSC. The system can be deployed in
both Lagrangian and Eulerian modes to allow for sepa-
ration of local and antecedent influences. We describe the
platform design in section 2. Image processing methods
are presented in section 3. The field deployments and
results follow in section 4. The results capture a substantial
portion of the life cycle of flocs as they are advected
downstream, along with corresponding collocated veloc-
ity, turbulence, salinity, and SSC measurements. Finally,
the discussion and conclusions are given in section 5.
2. Design
The FlocDrifter body (Figs. 1a,e) was constructed
from stainless steel and consisted of an underwater
housing for the FlocCam system connected to a stabi-
lizing tail (925-mm length3 625-mm height) made from
a 6-mm-thick plastic sheet surrounded by a stainless
steel frame. The design included purpose-built mounts
for additional instruments: a Nortek Vector ADV,
measuring the 3D velocity components at a single point;
and a 2-MHz Nortek Aquadopp ADCP, operating in
pulse-to-pulse coherent mode for 3D velocity mea-
surements over a profile. Additionally, a Sea-Bird
Electronics SBE-37 MicroCAT was mounted vertically
at the end of the tail; above the camera housing, optical
backscatter was measured using a Seapoint turbidity
sensor; and an acoustic pinger was attached to the top of
the tail. Measured and derived variables from each in-
strument are shown in Table 1. Additional stainless steel
bars were welded at the front end to provide protection
to the sensors in the event of a collision, and triangular
bars were positioned underneath for ease of deployment
and collection from small vessels. The overall length of
the drifter was approximately 1740mm.
a. FlocCam system
The underwater housing (1010-mm length 3 160-mm
internal diameter) contained a microprocessor (Arduino
Uno) that automatically controlled a Canon EOS 550D
digital single-lens reflex (SLR) camera. To achieve the
required magnification, the camera was coupled to
a Canon MP-E 65mm f/2.8 1-5x macro photo lens
(Fig. 1b). The housing also contained a 12-V battery and
a light opposite the camera (Fig. 1b). The micropro-
cessor triggered the light and SLR to collect images at
a fixed rate of around 1 every 2 s (0.5Hz). The camera
was equipped with a 128-GB secure digital (SD) card
and could record a maximum of ;22 000 images before
downloading, which equates to around 12h of continu-
ous operation at a capture rate of 0.5Hz. To increase the
range of suspended sediment concentration over which
the drifter could operate, a clear Perspex rod (60-mm
diameter 3 80mm long) was inserted into the center of
the flow-through region (Fig. 1b).
b. Deployment modes
When deployed in Lagrangian mode, the drifter was
tethered to a surface float and swivel to keep the drifter
at a fixed depth (top of wing: ;1.5m) below the surface
(Fig. 1c). A light and a Qstarz BT-Q1000eX GPS logger
were placed on a small frame attached to the float with
positions recorded at 10Hz. When deployed in Eulerian
mode, the platform was attached to a weight on the
seafloor and a subsurface float above (Fig. 1d).
3. Image processing
An automatic image analysis routine was developed
to identify each floc within a FlocCam image. The au-
tomatic particle recognition system consisted of two
main steps. The first step involved the segmentation of
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each FlocCam image to distinguish individual particles
from the background using the binary threshold method
of Otsu (1979). In this method, the binary image forms
a mask and various particle parameters (including size,
shape, location, mean intensity, and two-dimensional
projected area, A) are extracted for each identified
particle. In the second step, an artificial neural network
(ANN) was employed to ensure that only ‘‘in focus’’
particles are included in the analyses. The application
of ANNs for image classification is extensive across
many scientific disciplines such as meteorology, in which
networks have been applied to classify cloud types
(Bankert and Aha 1996). ANNs are also widely used in
many aspects of medical imaging (Amartur et al. 1992;
Jiang et al. 2010) and mineral engineering [e.g., for ore
sorting and classification, as in Singh and Rao (2005)].
The ANN used a machine-learning algorithm to de-
cide which of the particles identified during the seg-
mentation step should be accepted or rejected from
further analysis. In this study a single-hidden-layer feed-
forward ANN was used, composed of three layers—the
input, and hidden and output layers (Fig. 2). The input
FIG. 1. Schematic of (a) the FlocDrifter body (approximately to scale), (b) the FlocCam
system in underwater housing, and the complete FlocDrifter platform in (c) Lagrangian and
(d) Eulerian deployment modes; and (e) photograph of drifter (before right-hand end cap of
camera housing was attached). Arrows show the coordinate system relative to the ADV (see
text for details).
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layer contained n input nodes corresponding to the n
independent input variables (predictors). Each of these
nodes was connected to m other nodes (neurons) in the
hidden layer. Within each neuron the information from
each input layer was transformed using (Oehler et al.
2012)
hj5 f

aj1 
n
i51
wj,ixi

, j5 1, 2, . . . ,m , (1)
where hj is the response of the jth neuron, aj is the bias
for the jth neuron, wj,i is the weight connecting the jth
neuron and the ith input node, and xi is the value from
the ith input node. The term f in the above-mentioned
equation represents the activation function, which ef-
fectively controls whether the neuron is ‘‘active’’ or
‘‘inactive.’’ In this study the commonly used sigmoid
activation function was selected. The output layer con-
sisted of a simple node that performed like any of the
neurons in the hidden layer, but rather than being fed
information from the input layer, it took the output from
each neuron (i.e., hj) and applied a new set of weights
and bias and a new activation function to generate the
predictions. The ANN was developed by finding the set
of weights that maximized the predictive capability of
the ANN as assessed by comparison with a training
dataset.
Textural features are one important class of parame-
ters that are used to help identify objects or areas of
interest within images. A typical approach (Haralick
et al. 1973; Welch et al. 1988; Shokr 1991; Singh and Rao
2005) for characterizing texture within images is the use
of the gray-level co-occurrence matrix (GLCM) first
proposed by Haralick et al. (1973). The GLCM ap-
proach assumes that the textural information in any
predefined region of an image is contained in the spatial
relationships between the gray levels. From the GLCM
Haralick et al. (1973) proposed 14 statistical parameters
that characterize texture. In this study we employed the
four most commonly used textural parameters: contrast
(also known as inertia), correlation, energy (also known
as uniformity or the angular second moment), and ho-
mogeneity. These four parameters were calculated for
all particles identified during the segmentation step, and
the values for the four parameters were used to define
the input layer of the ANN. The output is binary, where
a 0 represents an out-of-focus particle (not suitable for
further analysis) and 1 represents an in-focus particle.
To calibrate the ANN, a calibration dataset is re-
quired. This dataset was assembled manually by identi-
fying the in-focus and out-of-focus particles in a subset
of randomly selected images. The output vector of ones
and zeros formed the target dataset to which the ANN
output is optimized. The four textural parameters that
correspond to the manually identified particles were
extracted and used to form the input layer in the cali-
bration dataset. In line with best practice, when cali-
brating the ANN, the calibration dataset was randomly
subsampled into three subsets: training (70% of the
calibration dataset), validation (15%), and testing (15%;
Oehler et al. 2012). The training and validation datasets
were used to calibrate the ANN. The validation dataset
was required to avoid the problem of overtraining the
ANN and the testing dataset is used to provide an in-
dependent estimate of the ANN performance. Once
TABLE 1. Summary of FlocDrifter instrumentation and variables measured. Elevation is relative to the center of the FlocCam field of
view; a negative value represents an elevation below the field of viewwhile a positive value represents an elevation above the field of view.
List of symbols: PSD is the particle size distribution, « is the dissipation rate of turbulent kinetic energy, and SSC is the suspended sediment
concentration.
Instrument Measured variables Derived variables Elevation (m)
FlocCam In situ floc images PSD 0.00
ADV 3D velocity components u, y, w (single point) 0.00
ADCP 3D velocity components u, y, w 20.213 to 20.888 (Dz 5 0.025)
(profiles) « 20.263 to 20.788 (Dz 5 0.025)
Turbidity sensor Optical backscatter SSC 0.30
SBE-37 MicroCAT Conductivity and temperature Salinity 0.10
FIG. 2. Schematic diagram of a feed-forward ANN with n input
nodes (independent variables) and m hidden nodes, and a single
output node (dependent variable).
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calibrated, the ANN was fed the four input texture pa-
rameters for all particles identified during the segmen-
tation step for each captured image. Given that slight
lighting differences exist between FlocCams, an ANN
was constructed for each drifter for each deployment
day. Consequently, 13 calibration datasets and 13 ANNs
were assembled.
Summary statistics about the relative importance of
the variables in the input layer of the 13 assembled
ANNs are shown in Table 2. The relative importance
(expressed as a percentage) for each input variable was
calculated using (Lee et al. 2003; Singh et al. 2009)
Ii5

m
j51
jwj,ij

n
k51

m
j51
jwj,kj
3 100, i5 1, 2, . . . .n . (2)
Table 2 shows that typically all the textural features
contributed significantly to the ANN with correlation
showing the largest relative contribution and energy the
smallest. The table also demonstrates that there was
a reasonable amount of variability in the relative im-
portance of each input variable across the 13 ANNs.
This result is not surprising given the natural variability
in the collected images, in part generated by slight
lighting differences between FlocCams. Finally, a visual
check of a series of images showed that the calibrated
ANNs were reliably differentiating between in-focus
and out-of-focus particles. All image processing was
carried out inMATLAB using the image processing and
neural network toolboxes.
At this stage of the analyses, quantities relating to
particle size were expressed in pixel dimensions. To
convert from pixel units to the International System of
Units (SI units), the FlocCam was calibrated using im-
ages of a glass slide consisting of a grid of circles, each
with an area of 3.063 1029m2. From image analysis, the
average number of pixels forming each circle could be
established and hence the pixel-to-area ratio was de-
termined. This analysis showed that the FlocCam had
a pixel size of approximately 1.5mm 3 1.5mm. From vi-
sual observations of the in-focus particles, particles with
a diameter less than 10mm (;40 pixels) were rejected;
below this limit particles were too small to be accurately
resolved. In terms of an upper limit, the largest particle
that FlocCam can resolve is determined by the field of
view, which is approximately 7700mm 3 5100mm.
Hence, the largest (spherical) particle that could fit into
the field of view would have a diameter of ;5000mm.
Because of the irregular morphologies of flocs (see
Fig. 6), the definition of floc size is somewhat problematic.
Following the works ofManning andBass (2006), Graham
et al. (2012), andMacDonald et al. (2013), the definition of
the equivalent spherical diameter was adopted, in which
d is given by
d5
ﬃﬃﬃﬃﬃﬃ
4A
p
r
. (3)
4. Field measurements
a. Field site
Five drifters were tested over multiple days in the
heavily sediment-laden Kaipara River on the North Is-
land of New Zealand (Fig. 3a). The Kaipara River flows
into the southern end of the mesotidal Kaipara Harbour
(Fig. 3b). The river exhibits large bends, with frequent
1808 changes in direction, and is characterized by aver-
age depths along the thalweg of around 3m but varying
from 2 to 8m. Deployments took place during a period
of low river flows (4.3 decreasing to 2.6m3 s21 from
the flow gauge at Waimauku, ;25km upstream of the
drifter release location) over 3 days in October 2013.
Up to three drifters were released shortly after high
tide from varying locations, chosen to be sufficiently
close together for sections of tracks to overlap, thus
providing multiple measurements during different
stages of the ebbing tide for some regions. Tracks
covered sections of river measuring 4.1 km (with
3.8 km of overlapping sections), 14.9 km (6.4 km over-
lapping), and 15.1 km (9.2 km overlapping) on days 1,
2, and 3, respectively (Fig. 3c shows the tracks from day
3). The GPS logger on the drifter released in the cen-
tral section malfunctioned after 112min on the second
day; after this time, drifter positions have been esti-
mated (when possible) from the GPS on the chase
boat, which remained within about 50m of the drifter
throughout the deployment.
Two Eulerian FlocDrifter platforms (Fig. 1d) consist-
ing of the FlocCam system but no ADCP or ADV were
deployed at fixed locations (red triangles, Fig. 3c). Wind
data were not recorded, but visual observations indicated
that wind speeds were generally low throughout the du-
ration of the experiments.
TABLE 2. Summary statistics of the relative importance of the
variables in the input layer of the 13 assembled ANNs.
Input variable Mean (%) Min (%) Max (%)
Contrast 22 15 37
Correlation 43 29 51
Energy 17 5 29
Homogeneity 18 13 28
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b. Data acquisition and analysis
ADCP velocities were recorded at 8Hz over a 0.73-m
vertical profile in bins of along-beam size 27.6mm (cor-
responding to a 25-mm vertical bin size). Burst duration
was 512 swith a 3-s interval between bursts. Postprocessing
followed similar data analysis methods found inMullarney
and Henderson (2012, 2013), but for completeness, the
methods are summarized here. Bins with low correlations
(,50%) were removed from each beam before rotation
to Earth coordinates [east–north–up (ENU)]. Relative
horizontal drifter motion was accounted for by differ-
encing the GPS positions (smoothed with a 1-s bin av-
erage and then a 20-s moving average filter) and then
removing from ADCP-measured velocities. The loca-
tion of the riverbed was identified from backscatter.
There were some differences in backscatter between
beams (likely owing to a tilted ADCP and/or small-scale
bathymetric features on the riverbed), so the method of
Mullarney and Henderson (2013) of removing drifter
motion by using the apparent bed motion was not ap-
plicable here. An unwrapping routine was applied to
FIG. 3. (a) NewZealand with a small red box indicating the location of theKaipara harbor. (b) Experiment location
shown in the red rectangle. (c) Drifter tracks from day 3 superimposed on Google Earth Images. Colors indicate
different drifters (all released at approximately the same time), and red triangles indicate the locations of the Eu-
lerian platforms.
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remove the velocity ambiguities associated with use of
pulse coherent instruments (see, e.g., Lhermitte and
Serafin 1984; Lohrmann et al. 1990; Zedel et al. 1996). In
a few regions (generally where water depths became
very shallow), it was not possible to resolve the phase
shift between pulses, leading to large potential errors in
the velocity measurements. These periods have been
removed. Times during which the drifter became stuck
on features (e.g., on poles, piers, or the riverbed in very
shallow regions) were identified as times with very low
GPS velocities and/or large depth-averaged water mo-
tion relative to the drifter. These times corresponded
well to observations made from the chase boats and
these measurements were also discarded.
Estimates of the dissipation rate of turbulent kinetic
energy («) were obtained using the structure function
method of Wiles et al. (2006) over 64-s windows (for
windows in which over 50% of data passed the quality
control thresholds mentioned above; Mullarney and
Henderson 2012; Thomson 2012). Estimates were consis-
tent between beams and when using different maximum
separation distances for the structure function fit (between
83 and 166mmor 3–6 range bins). Reported results are the
mean over all beams (which passed the quality control
criteria) and are shown for fits over the maximum sepa-
ration distance of 110mm (four range bins).
The Nortek Vector velocimeters all recorded velocity
continuously at 16Hz in instrument coordinates. Post-
processing removed times when the drifter was stuck
and then discarded times (,2.5% of data) when any
beam had low (,90%) correlations or low (,20) signal-
to-noise ratio. The data were also despiked by removing
times with unrealistically large velocity magnitudes
(.0.25ms21).
The optical backscatter was recorded continuously at
5Hz. The voltage output by the optical backscatter sensor
(V) was related to the SSC by a linear relationship:
SSC5GV1O , (4)
whereG is the sensor gain (mgL21 per volt) andO is the
sensor offset (mgL21). The sensor gain and offset were
determined by calibrating the sensor against a series of
test suspensions of a known concentration in the labo-
ratory. The sediment used in the calibration came from
a ;100-L water sample collected at the field site in
a region of high SSC. The sediment was allowed to settle
to the bottom of the container over a period of 7 days,
during which time the water sample was stored in the
dark at 18C to inhibit any biological activity. After the
sediment had settled, the supernatant was decanted off,
leaving a concentrated slurry that was used for the cal-
ibration process. The calibration dataset was generated
by the incremental addition of the concentrated slurry
into a well-mixed 30-L recirculating tank. The refer-
ence concentration was measured gravimetrically after
each extra addition of sediment. A regression was used
to fit the linear relationship [Eq. (4)] to the calibration
dataset to determineG andO. To verify this approach,
water samples were collected in the field near the OBS
sensors. A comparison between suspended sediment
concentrations obtained from the gravimetric analysis
of 51 water samples and the predicted values [i.e., using
Eq. (4)] showed only small differences (usually less
than 10%).
The Sea-Bird Electronics SBE-37 MicroCATs all
recorded CTD data at a rate of one sample every 6 s
(0.167Hz). Practical salinity (Sp) was determined from
the CTD data using a modified form of the Practical
Salinity Scale 1978 equation (Hill et al. 1986).
c. Velocities and turbulence
The ADV was oriented with the x axis pointing di-
rectly away from the drifter (e.g., to the left in Fig. 1a).
Observed velocities relative to the ADVs were small
along all axes (median values across deployments from
all drifters of20.018,20.0024, and20.0022ms21 in the
x, y, and z directions, respectively), indicating that the
drifter motion was almost Lagrangian with minimal
slippage between the drifter and the water motion
(Fig. 4). However, the small amount of slippage that did
occur was sufficient to ensure that the drifter oriented
itself into the oncoming flow with the tail opposite of the
direction of motion (upstream in the river sense), as
indicated by the negative x-velocity values that were an
order of magnitude larger than the y or z velocities.
Standard deviations of velocities were still relatively
large however, indicating substantial variability within
the flow (Fig. 4).
Measurements from the drifter released in the central
part of the river (green line, Fig. 3) are shown in Fig. 5.
For ease of comparison, the position along track has
been mapped to a path along the center of the river,
starting at the most-upstream release point. Water ve-
locities were generally depth uniform over the short
profile length measured (Fig. 5c) and of order 0.6ms21,
which were also consistent with the GPS measurements
of drifter speed, again indicating near-Lagrangian mo-
tion. However, there are occasionally periods of consid-
erable velocity shear over the profile (predominantly
occurring in upstream- and downstream-released drifters;
tracks not shown). Generally, the quality of the ADCP
data was excellent except in small bands of pulse-to pulse
interference (Fig. 5b). As in Mullarney and Henderson
(2013), small wind waves could be discerned in the data
(not shown here). Dissipation rates of turbulent kinetic
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energy ranged from O(1027) to O(1023.4)Wkg21 with
a slight tendency to increase downstream as the water
depth decreased. These dissipation rates correspond to
Kolmogorov length scales of around 200–1800mm and to
shear rates of around 0.30–20 s21. The observed dissipa-
tion rates are similar to the values observed byMullarney
and Henderson (2012) over a shallow tidal flat. Although
the calculations of « were made from depths of 0.213–
0.888m below the camera, the results generally do not
indicate a strong variation over the measurement profile
(Fig. 5d). Hence, it is likely that dissipation rates at the
location of the floc measurements are similar to those at
the top of the profile. Unsurprisingly, high backscatter
counts were correlated with higher SSC.
d. Salinity
Salinity estimates for the central drifter on day 3 are
shown in Fig. 5e. The measurements typically show that
the drifters encountered very little variation in salinity
as they were advected downstream, again suggesting
that the drifter motion followed the water motion
closely. Large jumps in salinity were found to coincide
with times at which the drifter was repositioned by the
chase boat from the channel margin to the center of the
channel, implying the existence of significant lateral
variations in salinity.
Generally salinities were low: in the upstream and
central sections, the salinity never exceeded 2psu, whereas
in the downstream section the salinities were typically
around 10.5psu, with a tendency for the salinity along each
track to increase with distance downstream.
e. Floc measurements
Figure 6 shows a series of FlocCam images taken over
a range of SSC. The figure shows images taken from two
different drifters: the images shown in the top two rows
were taken from a drifter operating in Lagrangianmode,
while the bottom two rows show images collected while
a drifter was operating in Eulerian mode. The images
were selected to cover a wide range of SSC, to demon-
strate image quality. It is worth noting that the Lagrangian
and Eulerian images shown in Fig. 6 were collected on
different days; that is, these are not concurrent measure-
ments. The images show that the FlocCam is capable of
producing high-quality floc images well suited to image
analysis techniques while operating in both modes. The
images tend to suggest an upper working SSC of around
400mgL21; above this concentration it becomes in-
creasingly difficult to identify individual flocs within the
image, and thus such concentrations may not be suitable
for automated image analysis. The images also show an
apparent increase in floc size with increasing SSC.
Figure 7 shows the particle size distribution (PSD)
obtained at nominal SSCs of 100, 200, 300, 400, and
500mgL21. The figure shows PSDs derived from the
images collected by two different drifters. The left
(right) column corresponds to a Lagrangian (Eulerian)
deployment. The results from the Lagrangian and
Eulerian deployments are from different days. The PSDs
were derived from all in-focus particles that were iden-
tified by the image analysis routine over a 5-min obser-
vation window (150 images). The PSDs in Fig. 7 show
a shift toward larger particles as the SSC increased from
FIG. 4. Histograms of relative frequencies (fraction of all observations) of (a) x, (b) y, and (c) z velocities relative to the ADV from all
drifters over all deployments. The vertical dashed lines indicate median values.
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100 to 400mgL21. This trend is consistent with a visual
comparison of the images collected over these periods
(Fig. 6). At 500mgL21 there would appear to be a small
shift toward smaller particles; however, this apparent
decrease in particle size is not consistent with visual
observations. This decrease in the PSD most likely re-
sults from obscuration of the particles, which in turn
causes an underestimation in the size of the particles
detected by the image analysis routines. From this result
we conclude that the drifters have an upper working SSC
threshold of around 400mgL21, which is the same as the
upper threshold of Smith and Friedrichs (2011). Above
these concentrations, the images may still yield some
useful information about particle sizes but a far greater
level of manual processing would be required. The
manual processing of the images is not considered here.
A comparison of the PSD measured under the
Lagrangian and Eulerian deployment modes for con-
current measurements are presented in Fig. 8. The PSDs
(Figs. 8a,b) were derived from all in-focus particles that
FIG. 5. Data from the ADCP and CTD sensors on the drifter released in the central section of the river on day 3 (green line, Fig. 3c).
(a) Backscatter (counts, mean over three beams) with bottom indicated by black lines, (b) correlations (%, mean over three beams),
(c) horizontal velocity magnitude (m s21), (d) dissipation rate of turbulent kinetic energy (log10W kg
21), (e) salinity (psu), and (f) sus-
pended sediment concentration (mg L21). White sections in (c) and (d) indicate bad data. Values in (e) and (f) were smoothed with a 64-s
running mean. The abscissa shows the distance along river from the most-upstream release point. For this drifter release, the SSC
estimates were determined from the ADV backscatter calibrated against in situ water samples owing to a malfunctioning OBS sensor.
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were identified by the image analysis routine over
a 5-min observation window (150 images). The end of
the observation window corresponded to the moment in
time when the Lagrangian drifter passed by the Eulerian
drifter; thus, the particles advected past the Eulerian
drifter are expected to be similar to those encountered
by the Lagrangian drifter over the observation window.
From the PSDs and the cumulative frequency distribu-
tions shown in Fig. 8, it is apparent that the two dis-
tributions are indeed very similar with only small
differences between the two (themedian particle sizes in
Fig. 8c were d505 84 and 89mm for the Lagrangian and
Eulerian measurements, respectively). This significant
result provides a reasonable level of confidence that the
PSD can be accurately measured while operating under
both deployment modes.
f. Suspended sediment concentrations
SSC estimates for the central section of the river for
day 3 are shown in Fig. 5f; unfortunately, theOBS logger
on the drifter released in the central section malfunc-
tioned on this day, so in this case SSC were estimated
from the ADV backscatter calibrated against in situ
water samples. The SSC estimates show that both
drifters encountered considerable variability in SSC as
they were advected downstream. At both release sites,
FIG. 6. FlocCam images over a range of nominal SCCs: taken while operating in (a)–(f) Lagrangian mode and (g)–(l) Eulerian mode. The
field of view is approximately 5.1mm 3 7.7mm in all images.
556 JOURNAL OF ATMOSPHER IC AND OCEAN IC TECHNOLOGY VOLUME 32
the overall trend shows that SSC increases with distance
downstream. Crucially, the SSC estimates remained be-
low the image processing threshold of 350–400mgL21 for
the majority of the deployments.
5. Discussion and conclusions
A novel drifter platform was used to measure floc and
hydrodynamic properties over a large spatial scale in
FIG. 7. Measured particle size distributions over a range of (nominal) suspended sediment concentrations. The left
(right) column corresponds to a Lagrangian (Eulerian) deployment. (a),(b) 100mgL21, (c),(d) 200mgL21, (e),(f)
300mg L21, (g),(h) 400mgL21, and (i),(j) 500mg L21. A direct comparison between columns is not possible as
measurements are from different times and locations. Note the varying scales on the y axes.
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a heavily sediment-laden tidal river. The system was
demonstrated to perform well in both Lagrangian and
Eulerian frames of reference. The platform navigated
itself through a complex geometry encompassing many
bends and significant depth changes, although constant
observation was required to release the platform in the
case of entanglement. The frame at times proved some-
what cumbersome to deploy from a small boat; however,
this disadvantage was offset by providing significant
flexibility for mounting of additional instrumentation.
The measurements revealed significant along-river
variation over scales of a few hundred meters, which
would unlikely have been resolved without a very large
array of Eulerian measurements. Horizontal water ve-
locities and turbulence were measured using an ADCP
operating in pulse coherent mode and an ADV (vertical
velocities can only be resolved when the riverbed is
within the depth range of the ADCP; Mullarney and
Henderson 2013). The quality of the ADCP data was
generally excellent except in small bands of pulse-to-
pulse interference. Dissipation rates of turbulent kinetic
energy ranged from O(1027) to O(1023.4)Wkg21 with
a slight tendency to increase downstream as the water
level decreased (as drifters were released on flood tide).
The observed velocities relative to theADVswere small
along all axes, indicating minimal slippage between the
drifter and the moving water column. The Lagrangian
nature of the drifter trajectories was further supported
by the near uniformity of salinity measurements along
the drifter tracks. The small amount of slippage that did
occur was sufficient to ensure that the drifter oriented
itself into the oncoming flow.
High-quality in situ images of flocs were collected
using a high-magnification floc camera (FlocCam). An
automated image analysis routine was developed to
identify and characterize each floc within the FlocCam
images. The automatic particle recognition system
consisted of two stages: segmentation of the FlocCam
images to distinguish individual particles from the
background and the employment of an artificial neural
network (ANN) to ensure that only ‘‘in focus’’ particles
were included in the analyses. A comparison of the
particle size distribution measured under the Lagrang-
ian and Eulerian deployment modes over the same ob-
servation window showed only minor differences, thus
providing a significant level of confidence that the PSD
FIG. 8. PSDs measured by two drifters while operating under different deployment modes:
(a) Lagrangian and (b) Eulerian modes, and (c) cumulative frequency distributions.
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can be accurately measured while operating under both
deployment modes. Further analysis revealed that the
drifters have an upper working SSC threshold of around
350–400mgL21. Above this threshold, the manual pro-
cessing of images could perhaps be used to yield some
useful information about particle sizes; however, this
possibility has not been addressed here.
Unlike salinity, SSC estimates show that the drifters
experience considerable variability in SSC as they were
advected downstream. The variability in SSCmost likely
results from the spatial and temporal changes in sedi-
ment sources (e.g., erosion) and sediment sinks (e.g.,
deposition). Crucially, the SSC estimates rarely exceed
the image processing threshold of 350–400mgL21.
Preliminary analysis indicates that median floc size is
positively correlated with SSC (Fig. 9), although there is
some scatter particularly at higher SSCs. This result held
for both Eulerian and Lagrangian drifters. A linear fit
between d50 and SSC for the data in Fig. 9 yielded r
2
values of 0.3 (all data) and 0.5 (data for which SSC ,
350mgL21). Further work will explore the possible
causes of variability around the fitted relationships. No
clear relationship between median floc size and (depth
averaged over the profile) dissipation rate of turbulent
kinetic energy could be discerned (Fig. 9b). However,
for flocs under the concentration threshold (SSC ,
350mgL21), the data are weakly suggestive of an in-
crease in the largest median floc size at a given turbu-
lence level up to «; 1025Wkg21, but higher turbulence
levels corresponded to a decrease in maximum d50,
consistent with the classical conceptual model of floc
formation and breakup. A detailed investigation into
the connection between present and past environmental
conditions (turbulence, SSC, and salinity) and floc size
will be the subject of a future manuscript.
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