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Zusammenfassung
Digitale Menschmodelle ermo¨glichen die Simulation von Arbeitsta¨tigkeiten in prototypischen
Fabrikumgebungen. Eine korrekte Aktionsausfu¨hrung des virtuellen Werkers ist dabei von zen-
traler Bedeutung. Die Entwicklung von Methoden zur Synthese realistischer und kollisionsfreier
Bewegungen stellt einen Schwerpunkt dieser Arbeit dar. Auf Basis von Motion-Capture-Daten
werden Bewegungsra¨ume der Aktionen mittels Tensorprodukt B-Splines und Fourierreihen ap-
proximiert. Der Einsatz von Bewegungsgraphen ermo¨glicht die automatische Synthese komple-
xer Bewegungsabfolgen. Mit Hilfe des menscha¨hnlichen Eingabegera¨ts PuppID sind intuitive
Anpassungen und Individualisierungen der Bewegungen mo¨glich. Das Ergebnis dieser Disserta-





Die Anzahl der Anwendungsgebiete, die auf digitale Menschmodelle zuru¨ckgreifen, steigt kon-
tinuierlich. In der Tat hat sich die Analyse und Simulation menschlicher Bewegungen in vielen
Bereichen als essenziell erwiesen [CMR02]:
• Virtuelle Realita¨t - Animation virtueller Charaktere,
• Gestengesteuerte Nutzerschnittstellen - Entwicklung intuitiver Mensch-Computer-
Schnittstellen,
• Design und Automobilindustrie - Entwicklung ergonomisch sicherer Umgebungen, Pro-
dukte und Gera¨te,
• Ergonomie - Bewertungen von Komfort und Effizienz bei verschiedenen Interaktionen des
menschlichen Ko¨rpers mit der Arbeitsumgebung,
• Gesundheit - Erkennen von Bewegungsabnormalita¨ten und
• Sport - Verbessern der Leistung der Athleten.
Diese Beispiele verdeutlichen sowohl die soziale als auch die wirtschaftliche Bedeutung und Not-
wendigkeit sowie den interdisziplina¨ren Charakter der Forschung im Bereich von menschlichen
Bewegungen. Die Computersimulation verschiedener menschlicher Fa¨higkeiten hat sich in di-
versen Forschungs- und Entwicklungsaktivita¨ten als hilfreich erwiesen. Im Vergleich zu experi-
mentellen Untersuchungen ist diese Methode risikofrei, kostenreduzierend und zeitsparend, da
weniger physische Prototypen erforderlich sind. Eine derartige zeitnahe und genaue Analyse er-
weist sich beispielsweise als unverzichtbar in Designprozessen, einschließlich der Entwicklung
von ergonomischen Umgebungen, Produkten und Gera¨ten.
1.1 Digitale Menschmodelle
Zu den ersten Anwendungsbereichen fu¨r die Modellierung und Animation virtueller mensch-
licher Modelle za¨hlen ergonomische Untersuchungen. Der im Jahr 1959 fu¨r Boeing entwickelte
Landing Signal Officer (LSO) von William Fetter [Fet64] ist hierbei eines der ersten Modelle.
Das auch als ”First Man“bezeichnete Modell besitzt sieben Gelenke und a¨hnelt einer digitali-
sierten Variante zweidimensionaler Anthropometrie-Schablonen. Darauf aufbauend entstand der
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”Second Man“mit zwo¨lf zusa¨tzlichen Gelenken, der in verschiedenen Animationsfilmen Verwen-
dung fand. Die Entwicklung fu¨hrte zum dreidimensionalen Menschmodell BoeMan bzw. ”Boeing
Man“, der fu¨r Erreichbarkeitsanalysen innerhalb des Cockpits einer Boeing 747 verwendet wurde
[Doo82]. Das Modell besteht aus 23 Gelenken und basiert auf dem 50sten ma¨nnlichen Perzen-
til. Wa¨hrend der Bewegungen wird kontinuierlich eine Kollisionsanalyse durchgefu¨hrt und die
entsprechenden Ereignisse dem Nutzer visuell dargestellt. Parallel dazu entwickelte die Chrysler
Corporation das Modell CyberMan (”Cybernetic Man-Model“), um sowohl Montageta¨tigkeiten
als auch Erreichbarkeitsanalysen im Inneren eines Autos zu untersuchen [Bla80]. Das Modell
besitzt 15 Gelenke fu¨r die jedoch keine algorithmische U¨berpru¨fung hinsichtlich anatomisch kor-
rekter Bewegungen oder auftretender Kollisionen durchgefu¨hrt wurde. Diese und andere Mo-
delle stellen Speziallo¨sungen mit konkreten Anforderungen dar. Das erste Modell, welches als
allgemeines ergonomisches Design- und Analysewerkzeug konzipiert wurde, ist das 1972 an der
Universita¨t Nottingham entwickelte Modell Sammie (”System for Aiding Man Machine Interacti-
on Evaluation“) [BCH+74]. Es besteht aus 17 Gelenken und besitzt einen parametrisierten Aufbau
zur Abbildung unterschiedlicher Anthropometrien. Einen zusammenfassenden U¨berblick dieser
und weiterer historischer Modelle findet sich in [Cha05] und [GR98].
Neben den diversen Speziallo¨sungen begann in den 90er Jahren versta¨rkt die Entwicklung all-
gemeiner und vielseitig einsetzbarer virtueller Menschen [SUM10]. Zu diesen Modellen za¨hlt
u.a. Human Builder [Das18] als Teil des Catia-V5-Systems von Dassault Syste`mes. Die Positio-
nierung des virtuellen Modells erfolgt hier u¨ber vordefinierte Haltungen, manuelle Gelenkwin-
keleinstellung oder inverse Kinematik. Der Einsatz von Zusatzmodulen ermo¨glicht Bewegungs-,
Ergonomie- und Handhabungsuntersuchungen. Das Modell RAMSIS (”Rechnergestu¨tztes Anthro-
pometrisch-Mathematisches System zur Insassen Simulation“) wurde mit Fokus auf die Automo-
bilindustrie entwickelt [BEF+06]. Nach der manuellen Positionierung ko¨nnen mit dem Modell
Haltungs-, Sicht- und Erreichbarkeitsanalysen durchgefu¨hrt werden. Das digitale Menschmodell
Jack [Sie18] von Siemens/USG lo¨ste 2007 das AnyMan-Modell im PLM-System Tecnomatrix ab.
Die Software ist auf die Simulation menschlicher Arbeitsvorga¨nge in der digitalen Fabrik ausge-
richtet. Die Animation erfolgt u¨ber Bewegungsmakros, z.B. das Greifen von Gegensta¨nden. An-
schließend besteht die Mo¨glichkeit ergonomische Analysen der Arbeitssequenzen durchzufu¨hren.
Eine a¨hnliche Beschreibung von Bewegungen mittels Aktionsmakros erlaubt das ema-Modell
[FJL+11]. Hierbei liegen den Elementaraktionen Motion-Capture-Aufnahmen zugrunde, welche
die humanmotorische Korrektheit der Bewegung garantieren. Die Bewegungsabla¨ufe ko¨nnen
mittels EAWS analysiert werden. Ein nicht kommerziell erha¨ltliches Modell ist SantosHuman
[AMYK+07], das speziell zur Simulation eines Soldaten entwickelt wurde. Das digitale Men-
schmodell bildet sowohl die Physiologie als auch pra¨zise Modelle der Muskeln ab. Neben der
ergonomischen Bewegungsanalyse ist es auch mo¨glich Dynamiksimulationen von Kra¨ften, Mo-
menten und Lastenhandhabungen durchzufu¨hren.
Allen aktuell am Markt befindlichen Modellen ist gemein, dass aufgrund ihrer Komplexita¨t eine
Bedienung durch geschultes Fachpersonal erforderlich ist. In einem zeitaufwendigen Verfahren
mu¨ssen die zu simulierenden menschlichen Bewegungen von Hand editiert werden. Deshalb
werden gegenwa¨rtig verschiedene Ansa¨tze zur U¨berwindung dieses Problems erprobt. Hierzu
geho¨rt die – besonders durch die Automobilindustrie propagierte – Erfassung der Bewegungen
menschlicher Arbeitskra¨fte durch Motion-Capture-Systeme.
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Abbildung 1.1: Skelettstruktur eines virtuellen Menschmodells.
1.2 Animation virtueller Menschmodelle
Ein digitales Menschmodell besteht allgemein aus zwei Komponenten – einem kinematischen
Skelett und einem Oberfla¨chenmodell. Als Oberfla¨chenmodell dient meist ein Dreiecksnetz, des-
sen Vertices durch Gewichte mit dem kinematischen Skelett verbunden sind. Das Skelett besteht
aus einer hierarchischen Struktur von Gelenken, die durch Knochen miteinander verbunden sind.
In dieser Darstellung wird die finale Pose des virtuellen Charakters durch Positions- und Rota-
tionsangaben der Gelenke bestimmt. Die in der vorliegenden Arbeit verwendete Skelettstruktur
zeigt Abbildung 1.1.
Die Wurzel der Skelettstruktur entha¨lt die Position und Orientierung des menschlichen Ko¨rpers
bzgl. des Weltkoordinatensystems. Alle anderen Gelenke besitzen nur Rotationsinformationen in
Bezug zum Elternknoten in der Hierarchie. Die Knochen und deren La¨nge sind implizit durch
einen dreidimensionalen Abstandsvektor zwischen zwei in der Hierarchie aufeinanderfolgenden
Gelenkknoten gegeben. Die Translation der Wurzel gibt die Bewegung des gesamten Skeletts wie-
der. Die Rotation eines Gelenks ist durch drei reelle Zahlen, die jeweils den Rotationswinkel um
eine der Hauptachsen des lokalen Koordinatensystems darstellen, gegeben. Diese Darstellungs-
form wird ha¨ufig als Eulersche Winkel bezeichnet. Daneben gibt es noch eine Reihe weiterer
Darstellungsformen, wie Quaternionen und Rotationsmatrizen. Falls nicht anders angegeben er-
folgt im Weiteren die Betrachtung der Orientierungen in der Euler-Winkeldarstellung, da diese
ein Standard fu¨r Motion-Capture-Daten ist.
Eine Pose wird als Vektor definiert, der alle Positions- und Orientierungsinformationen aller
Gelenke entha¨lt. Die Anzahl der Elemente dieses Vektors entspricht den Freiheitsgraden des vir-
tuellen Menschmodells. Eine Bewegungssequenz m(t) = [p(t), q1(t), q2(t), . . . , qn(t)] besteht aus
einer Menge von Frames bzw. Posen. Ein Frame entha¨lt fu¨r einen diskreten Zeitpunkt 1 ≤ t ≤ T
Daten fu¨r alle Freiheitsgrade des Skeletts. Dabei gibt p(t) ∈ R3 die Translation der Wurzel und
qi(t)(i = 1, . . . , n) die Rotation des i-ten Gelenks an. Die in dieser Arbeit verwendeten Bewe-
gungsdaten enthalten 60 Frames pro Sekunde, wobei die zeitlichen Absta¨nde zweier aufeinander
folgender Posen gleich sind. Es gilt tj+1 − tj = konst ∀j.
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1.3 Bewegungserzeugung
Neben anderen Aspekten der Steuerung von 3D-Figuren zielt die Bewegungserzeugung darauf
ab, durch die Koordination des Charakterko¨rpers ein Gefu¨hl von Realismus zu vermitteln. Dabei
ist es wichtig zuna¨chst den Begriff Realismus zu kla¨ren, da er fu¨r die meisten der vorgeschlagenen
Ansa¨tze oft zur Validierung verwendet wird. Die Bewegungserzeugung bildet die Schnittstelle
zwischen vielen verschiedenen Forschungsfeldern, was ha¨ufig Mehrdeutigkeiten der Begrifflich-
keiten nach sich zieht. Im Bereich traditioneller Animation gilt der Grundsatz ”Bewegung vermit-
telt Emotion“, daher wird der Realismus anhand der Glaubwu¨rdigkeit der resultierenden Bewe-
gung beurteilt. Hierbei ist die subjektive Bewertung durch eine menschliche Zielgruppe, bspw.
einen Animator oder ein breites Publikum, das Mittel zur Beurteilung der Bewegungsqualita¨t
und somit der Qualita¨t der zugrunde liegenden Bewegungserzeugung. Der Forschungsbereich
Simulation auf der anderen Seite zielt im Wesentlichen auf ein tieferes Versta¨ndnis der Bewe-
gungserzeugung durch die feinere Modellierung der Elemente des Bewegungsapparates und ih-
rer physisch basierten Interaktion ab. Der Begriff Realismus ist dabei an die objektive Messung
der Bewegungsqualita¨t durch experimentelle Validierung gekoppelt. Eine Simulation liefert dann
realistische Ergebnisse, wenn sie in der Lage ist Vorhersagen mit angemessener Genauigkeit im
Rahmen der Arbeitshypothese zu treffen.
Die vorliegende Arbeit befasst sich mit der Bewegungserzeugung fu¨r virtuelle Werker in einem
digitalen Fabriklayout. Im Kontext einer Arbeitsplatzgestaltung ist dabei sicherzustellen, dass die
generierten Bewegungen ergonomisch korrekt sind. Neben der Einhaltung physikalischer Ge-
setzma¨ßigkeiten, wie Gleichgewicht, Gelenkwinkelgrenzen und Kollisionsfreiheit, mu¨ssen auch
ergonomische Bestimmungen, wie maximale Lasten und Kra¨fte sowie Bewegungszeiten, einge-
halten werden. Vor allem fu¨r die Analyse wirkender Kra¨fte sind stetige Bewegungsbahnen der
Gelenke ohne abrupte Spru¨nge notwendig. Darauf ist sowohl wa¨hrend der Berechnung einzel-
ner Aktionen als auch bei deren Verkettung zu achten. Fu¨r die Erzeugung von Bewegungen fu¨r
digitale Menschmodelle wurden in den letzten Jahren eine Reihe von Methoden vorgeschlagen.
Trotz des signifikanten Fortschritts auf diesem Gebiet gibt es immer noch viele Schwierigkeiten
und Herausforderungen. Die entwickelten Verfahren lassen sich grob in vier Gruppen einteilen -
manuelle, physik-basierte, video-basierte und motion-capture-basierte Methoden.
Unter manueller oder prozeduraler Bewegungsgenerierung versteht man nicht nur das direkte
Positionieren der einzelnen Gelenke des Skeletts, sondern auch spezialisierte Algorithmen fu¨r
die Synthese elementarer Bewegungen [PG96, CCZB00]. Die Methoden sind einfach und sehr
effizient. Allerdings muss fu¨r jede neue Bewegung auch ein neuer Algorithmus programmiert
werden. Dennoch findet man sie in parametrisierter Form in den diversen virtuellen Menschen,
bspw. zur Erzeugung der Bewegung ”Einsteigen in ein Auto“.
Methoden der zweiten Kategorie basieren hauptsa¨chlich auf der Tatsache, dass menschliche Be-
wegungen den pkysikalischen Gesetzen unterliegen [HWBO95, FvT01, FP03]. Ausgehend von
der Massenverteilung des menschlichen Ko¨rpers lassen sich Beschleunigungen und Bahnkurven
der Gelenke mit Hilfe von gewo¨hnlichen Differentialgleichungen berechnen. Die Schwierigkeit
besteht darin Beschra¨nkungen und Gleichungssysteme fu¨r zielgerichtete Bewegungen zu definie-
ren. Aus diesem Grund werden physik-basierte Methoden ha¨ufig zur Berechnung von Reaktions-
und Ausgleichsbewegungen auf einwirkende Kra¨fte verwendet [JYL09].
Video-basierte Verfahren verwenden Bildverarbeitungsmethoden, wie Konturverfolgung und Merk-
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malsextraktion, um menschliche Bewegungsmerkmale aus Videossequenzen verschiedener Blick-
winkel zu extrahieren [CTMS03]. Aus den erkannten Merkmalen lassen sich dreidimensiona-
le Bewegungsinformationen der Gelenke ableiten, die dann zur Synthese von Bewegungen des
gesamten Skeletts verwendet werden ko¨nnen [LZLP02]. Die Aufnahme von Bewegungen erfor-
dert jedoch einen einfarbigen Hintergrund sowie eine verschattungsfreie Sicht auf den gesamten
Ko¨rper. Zudem ist die Genauigkeit der aufgezeichneten Bewegungen teilweise gering, was sich
beispielsweise in variierenden Knochenla¨ngen widerspiegelt.
Bessere Ergebnisse liefern motion-capture-basierte Methoden. Diese Gruppe fasst eine ganze Rei-
he von Verfahren, bei denen optische, inertiale oder mechanische Sensoren zum Einsatz kommen,
zusammen. Aus den aufgezeichneten Sensordaten lassen sich in mehreren Verarbeitungsstufen
strukturierte Bewegungsinformationen berechnen, die dann zur Bewegung einer vordefinierten
Skelettstruktur dienen [BRRP97, OBBH00, ZV03]. Die Arbeit mit erfassten Bewegungsdaten ist
eine Herausforderung, da die Daten selbst nur statisch wiedergegeben werden ko¨nnen und jede
Anpassung, unabha¨ngig von der verwendeten Methode, zu einer Verringerung der Datenqualita¨t
fu¨hrt. Der Bewegungserfassungsprozess ist somit zeitaufwa¨ndig, da viele U¨berlegungen hinsicht-
lich beno¨tigter Aktionen und geplanter Anwendungsszenarien beru¨cksichtigt werden mu¨ssen.
Zudem liefern die meisten Bewegungserfassungssysteme die Daten in einer vordefinierten Ske-
letthierarchie, die sich hinsichtlich Konfiguration und Namenskonvention von System zu System
unterscheiden. Eine Erweiterung dieses Verfahrens ist das Action Capturing [JAHV11]. Dabei
werden zusa¨tzlich zur Bewegung auch die Interaktionen mit der Umgebung aufgezeichnet.
Im Rahmen dieser Dissertation verwende ich Motion-Capture-Daten als Datengrundlage. Die
A¨hnlichkeit zwischen aufgezeichneten und synthetisierten Daten dient als Maß fu¨r die Qua-
lita¨t der entwickelten Algorithmen. Um einen Qualita¨tsverlust bei der Konvertierung der Daten
zwischen verschiedenen Skeletthierarchien zu vermeiden, verwende ich ausschließlich das Bewe-
gungserfassungssystem von ART1 fu¨r diese Arbeit. Das Ganzko¨rpertracking erfolgt mit Hilfe von
17 Targets, deren Position mit Hilfe von Infrarotkameras mit 60Hz ausgezeichnet werden. Die
Targets bestehen aus geometrisch eindeutigen Gruppen von passiven Markern und liefern sechs
Freiheitsgrade (globale Position und Orientierung).
1.4 Problemstellung und Aufbau der Arbeit
Wie bereits erla¨utert, erfordert der Einsatz bestehender virtueller Menschmodelle in der digita-
len Fabrik geschultes Fachpersonal, weshalb sie meist nur in großen Unternehmen mit eigener
Ergonomieabteilung zum Einsatz kommen. Vor dem Hintergrund des derzeitig vorherrschenden
Fachkra¨ftemangels und dem demographischen Wandel besteht jedoch auch in kleinen und mit-
telsta¨ndischen Unternehmen ein Bedarf an derartigen Analysewerkzeugen zur ergonomischen
Bewertung und Umgestaltung von Arbeitspla¨tzen. Es ist jedoch offensichtlich, dass der u¨ber-
wiegend mittelsta¨ndisch gepra¨gten verarbeitenden Industrie die Forschungskapazita¨ten und das
beno¨tigte Fachpersonal fehlen, um die existierenden technologischen Ansa¨tze im laufenden Be-
trieb tatsa¨chlich einzusetzen.
Um dieser unbefriedigenden Situation entgegenzuwirken wurde die ESF-Nachwuchsforscher-
gruppe ”The Smart Virtual Worker“eingerichtet. Ziel war es deutliche methodische Fortschritte
1https://ar-tracking.com/
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hinsichtlich der Einsetzbarkeit digitaler Menschmodelle fu¨r die umfassende ergonomische Be-
wertung und altersgerechte Umgestaltung von Arbeitspla¨tzen in der Produktion zu entwickeln.
Das im Rahmen des Projektes entwickelte Simulationsframework wird in Kapitel 3 ausfu¨hrlich
betrachtet. Schwerpunktma¨ßig wurde an einer Automatisierung der Bewegungs- und Aktions-
planung geforscht.
Im Rahmen des Projektes arbeiteten sieben Wissenschaftler an unterschiedlichen Teilaufgaben.
Die Zielstellung der in dieser Arbeit zusammengefassten Ta¨tigkeiten war es Verfahren zu ent-
wickeln, welche aus einer gegebenen Aktionsfolge plausible und kollisionsfreie Bewegungsse-
quenzen fu¨r das virtuelle Menschmodell innerhalb einer gegebenen digitalen Fabrik berechnet.
Die Diversita¨t der mo¨glichen Bewegungen sowie die Komplexita¨t der Umgebungsgeometrien
stellen dabei die gro¨ßten Herausforderungen dar. Das vorgestellte semi-automatische Framework
adressiert solche komplexen Szenarien. Der vorgeschlagene Ansatz setzt sich zusammen aus
• einer daten-basierten Bewegungsgenerierung,
• einem speziell entwickelten Eingabegera¨t zur Anpassung von Bewegungen und
• einer Datenbank, die vorgenommene Anpassungen speichert, um diese in a¨hnlichen Situa-
tionen wiederzuverwenden.
Diese drei Hauptkomponenten stellen ebenfalls die thematischen Schwerpunkte dieser Arbeit
dar. Im Folgenden soll der Aufbau des Dokuments beschrieben sowie eine einleitende Betrach-
tung der Umsetzung gegeben werden.
1.4.1 Bewegungsgenerierung
Den Ausgangspunkt fu¨r das entwickelte Framework stellt die in Kapitel 4 erla¨uterte daten-
basierte Bewegungsgenerierung dar. Die Grundlage bilden aufgezeichnete Bewegungsdaten von
verschiedenen Ausfu¨hrungen manueller Verrichtungen. Auf Basis einer Segmentierung und An-
notation der Bewegungen wird ein stetiger Bewegungsraum durch Approximation mit multi-
variaten Tensorprodukt B-Splines und Fourierreihen generiert. Die Dimension und Ausdehnung
des Raumes sind durch die Anzahl der Parameter und deren Definitionsbereiche gegeben. Die
einzelnen Ausfu¨hrungen einer Aktion liegen damit als Parameter einer mathematischen Beschrei-
bung vor. Damit ist es mo¨glich, durch Variation der Parameter wa¨hrend der Bewegungsgenerie-
rung, Kollisionen zu vermeiden und U¨berga¨nge zwischen verschiedenen Ausfu¨hrungen einer
Verrichtung zu erzeugen. Die berechneten Bewegungsra¨ume bilden die Knoten in einem Motion-
Graph, dessen Traversierung die Synthese komplexer Bewegungssequenzen ermo¨glicht. Derartige
Bewegungsanpassungen werden bei einem Großteil der publizierten daten-basierten Synthese-
verfahren mit Hilfe von inverser Kinematik (IK) realisiert. Meines Wissens gibt es noch keinen
Ansatz, bei dem derartige Artefakte direkt durch Parameteranpassung entfernt werden ko¨nnen.
1.4.2 Eingabegera¨t PuppID
Das in Kapitel 4 entwickelte Verfahren deckt mit einem entsprechend großen Motion-Graph be-
reits eine Reihe von Aktionsmo¨glichkeiten ab. Dennoch gibt es Situationen in denen keine Bewe-
gung generiert oder eine vorhandene Kollision nicht aufgelo¨st werden kann. In Gespra¨chen mit
Anwendern zeigte sich, dass ein Interesse an einem Eingabegera¨t zur Beschleunigung von Be-
wegungsanpassungen und -individualisierungen besteht. Dies liegt vor allem daran, dass jeder
1.4 Problemstellung und Aufbau der Arbeit 7
Anwender eigene Vorstellungen davon hat, wie die Bewegung fu¨r eine bestimmte Aktion ausse-
hen soll. Daher ist eine Modifikation der Bewegungsabla¨ufe auch dann gewu¨nscht, wenn diese
die zuvor genannten Anforderungen bereits erfu¨llen. Diese Anpassungen werden aktionsbasiert
in einer Datenbank gespeichert und in a¨hnlichen Umgebungskonfigurationen wiederverwendet.
Die Entwicklung und Umsetzung des Eingabegera¨tes beschreibt Kapitel 5.
1.4.3 Gesamtframework
Das Framework (Kapitel 6) generiert eine Bewegungssequenz auf Basis einer gegebenen Ak-
tionsfolge. Dabei erfolgt die Berechnung der Bewegung auf Basis des in Kapitel 4 erla¨uterten
Bewegungsgraphen. Sollte die erzeugte Sequenz nicht kollisionsfrei sein, wird die angebunde-
ne Datenbank nach Lo¨sungsvorschla¨gen durchsucht. In dieser sind bereits gelo¨ste Kollisionser-
eignisse gespeichert, um eine Wiederverwendung bei a¨hnlichen Umgebungskonfigurationen zu
ermo¨glichen. Im Falle einer erfolglosen Suche werden dem Nutzer die Kollisionsereignisse in der
GUI pra¨sentiert und er kann diese mit Hilfe des Eingabegera¨tes PuppID manuell lo¨sen. Daneben
wird fu¨r jede geplante Aktion in der Datenbank nach vom Nutzer individualisierten Bewegungen
gesucht und diese gegebenenfalls substituiert.
Die Kernkomponenten weisen diverse Redundanzen auf. Dies ist dem Ziel ein nutzerfreundli-
ches, deterministisches und adaptives System zu entwickeln geschuldet. Der Planer mo¨chte ein
Werkzeug, welches ihm Lo¨sungen anbietet, aus denen er auswa¨hlen und die er ggf. entsprechend
seiner Vorstellungen anpassen kann. Dabei soll ihm das System in a¨hnlichen Kollisionssituatio-
nen a¨hnliche Lo¨sungen anbieten. Dies gilt vor allem, wenn in vorangegangenen Situationen die




Eines der Ziele bei der Synthese von Charakteranimationen besteht darin eine mo¨glichst natu¨rli-
che Bewegung zu generieren. Dazu kann, wie bereits erla¨utert, auf eine Reihe von Erzeugungs-
methoden zuru¨ckgegriffen werden. In der vorliegenden Arbeit bilden mittels Motion-Capturing
aufgezeichnete Bewegung die Grundlage fu¨r den Syntheseprozess. Die Daten selbst eignen sich
jedoch nicht direkt zur Erzeugung dynamischer, kontrollierbarer Bewegungssequenzen. Um die-
ses Problem zu u¨berwinden entstanden in den letzten zwei Jahrzehnten eine Fu¨lle verschiedener
Verfahren. Diese lassen sich grundlegend in zwei Bereiche einordnen – die Parametrisierung
oder Interpolation einzelner a¨hnlicher Bewegungssegmente (Abschnitt 2.1) und die Verkettung
von Einzelbewegungen (Abschnitt 2.3). Neben rein daten-basierten Verfahren existieren auch Me-
thoden, die zur Adaption von Bewegungen physik-basierte Ansa¨tze verwenden (Abschnitt 2.2).
Diese Methoden bilden wiederum die Grundlage fu¨r Algorithmen zur Bewegungsplanung (Ab-
schnitt 2.4). Diese ha¨ufig als Controller bezeichneten Module bilden die Schnittstelle zwischen
der Zielvorgabe des Benutzers und der Umsetzung, also der Synthese der Bewegung.
2.1 Adaption von Einzelbewegungen
Die Idee der daten-basierten Bewegungssynthese ist es mittels aufgezeichneter Bewegungsda-
ten und einer Menge von Beschra¨nkungen die erforderlichen Haltungen zu erzeugen, sodass
eine natu¨rliche menschena¨hnliche Bewegung erzeugt werden kann. Menschliche Bewegungsda-
ten werden entweder in einer Form abgebildet, welche die originalen Daten erha¨lt oder in einer
allgemeineren Form durch parametrische oder statistische Modelle. Beide Darstellungen haben
ihre individuellen Vorteile. Die erste Form erha¨lt subtile Details der aufgezeichneten Bewegun-
gen, wa¨hrend die zweite Form Strukturen erzeugt die Suchanfragen und Darstellungsmethoden
vereinfachen.
2.1.1 Editierung von Bewegungsdaten
Der klassische Ansatz im Bereich der daten-basierten Bewegungsgenerierung besteht darin ein-
zelne aufgezeichnete Bewegungssequenzen zu editieren. Das von Witkin und Popovic [WP95]
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entwickelte Motion-Warping-Verfahren basiert auf dem Ein- und Ausblenden von Gelenkwin-
keloffsets bei gleichzeitigem Erhalt der Kontinuita¨t der Bewegung. Bei einer Gehbewegung bei-
spielsweise kann durch Hinzufu¨gen eines Winkeloffsets an den Wirbelsa¨ulengelenken ein auf-
rechter Gang in einen gebu¨ckten Gang umgewandelt werden. Das Hinzufu¨gen eines Offsets kann
aber auch einige Probleme mit sich bringen. Wendet man diese Methode auf die Beine an, ist es
wahrscheinlich, dass der Fuß wa¨hrend der Bodenkontaktphase nicht fest steht, sondern u¨ber den
Boden rutscht. Diese Problem wird als ”Foot-Skating“bezeichnet. Kulpa et al. [KMA05] lo¨sen das
Problem unter Verwendung von inverser Kinematik mit zusa¨tzlichen Beschra¨nkungen fu¨r die
Fußposition wa¨hrend der Kontaktphase.
Das Verfahren von Gleicher [Gle97] verwendet inverse Kinematik, um eine interaktive Positionie-
rung eines virtuellen Charakters durch direkte Manipulation zu ermo¨glichen. Die vorgeschlage-
nen Beschra¨nkungen kodieren sowohl Charakteristiken der Bewegung, die bei der Bearbeitung
erhalten bleiben sollen, als auch vom Nutzer vorgegebene Positionsbeschra¨nkungen. Zudem er-
weitert Gleicher das klassische IK-Verfahren, bei dem nur einzelne Posen betrachtet werden und
somit Unstetigkeiten zwischen aufeinanderfolgenden Posen entstehen ko¨nnen, um zeitliche und
ra¨umliche Beschra¨nkungen. Dadurch wird bei der Optimierung die gesamte Bewegung ange-
passt. Eine erweiterte Version dieser Methode verwendet Gleicher [Gle98] auch fu¨r das Motion
Retargeting um aufgezeichnete Bewegungen eines Charakters auf einen anderen mit abweichen-
der Skelettstruktur und Ko¨rperproportionen zu u¨bertragen. Gleicher setzt dieses Optimierungs-
verfahren auch zur Modellierung von Laufbewegungen entlang nutzerdefinierter Laufpfade ein
und zeigt, dass dadurch wesentliche Eigenschaften der urspru¨nglichen Bewegung erhalten blei-
ben [Gle01].
Eine andere Gruppe von Methoden beruht auf der Tatsache, dass viele menschliche Bewegungen,
wie beispielsweise Gehbewegungen, einen zyklischen Verlauf aufweisen. Sie betrachten die Ge-
lenkwinkelverla¨ufe als periodisches Signal und wenden Verfahren aus dem Bereich der Signalver-
arbeitung auf diese an. Bruderlin und Williams [BW95] beispielsweise verwenden Multiresolution
Filtering. Jeder Gelenkwinkel wird als eindimensionales Signal behandelt und dessen Tiefenpass-
und Bandpass-Pegel berechnet. Die Motivation besteht darin, dass niedrige Frequenzen allge-
meine, grobe Bewegungsmuster und hohe Frequenzen Details und Feinheiten einer Bewegung
enthalten. Die gesamte Bewegungssequenz wird dann durch Versta¨rkung oder Abschwa¨chung
der berechneten Frequenzbereiche editiert. Unuma et al. [UAT95] stellen ein Verfahren zur Mo-
dellierung von Bewegungsstilen vor. Die Grundlage bildet die diskrete Fourier-Transformation
der aufgezeichneten Bewegungsdaten, die anschließend zur Interpolation und Extrapolation von
Laufbewegungen verwendet wird. Die Autoren zeigen weiterhin, dass die Differenz der Fourier-
Koeffizienten, die sogenannte Fourier-Charakteristik, von zwei Bewegungen den individuellen
Charakter bzw. die Emotion der Bewegung beschreibt. Durch U¨berlagerung einer Bewegung mit
den berechneten Fourier-Charakteristiken lassen sich verschiedene Variationen erzeugen.
Die betrachteten Verfahren liefern jedoch nur dann plausible Ergebnisse, wenn sich die grund-
legende Natur der Bewegung nicht a¨ndert. Eine Gehbewegung in eine Rennbewegung umzu-
wandeln ist nicht oder nur schwer mo¨glich. Fu¨r derartige U¨berga¨nge wurden Motion-Blending
Verfahren entwickelt.
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2.1.2 Blending von Bewegungsdaten
Eine Mo¨glichkeit, um natu¨rlichere und somit realistische Bewegungen zu synthetisieren, besteht
darin eine Reihe von aufgezeichneten Bewegungen zu mischen. Dieser Ansatz wird als Motion
Blending bezeichnet [BW95]. Aus einer beliebigen Anzahl von k Bewegungssequenzen ergibt sich
durch gewichtete Interpolation eine neue Bewegung
m′(t) = ω1(t)m1(t) + . . . +ωk(t)mk(t)
wobei ∑ki=1 ωi(t) = 1, ∀t
(2.1)
wobei ωi(t) das Interpolationsgewicht fu¨r die i-te Bewegung zum Zeitpunkt t entha¨lt. Die Ge-
wichte bestimmen somit den Einfluss der zugeho¨rigen Bewegungssequenz auf die synthetisierte
Bewegung m′(t). Ist beispielsweise ωi(t0) = 1 und ωj(t0) = 0 fu¨r alle j 6= i, dann entspricht die
Pose m′(t0) = mi(t0) der Pose der i-ten Bewegungssequenz zum Zeitpunkt t0. Das Blending von
k Bewegungen mit ωi(t) = const bezeichnet man auch als Bewegungsinterpolation. Das Motion
Blending kann auch zur Verkettung von zwei Bewegungssequenzen verwendet werden. Dabei
verla¨uft das Gewicht ω1(t) schrittweise von 1 nach 0 und das Gewicht ω2(t) schrittweise von 0
nach 1, sodass ω1(t) +ω2(t) = 1 gilt.
Bei dieser direkten Interpolation ergibt sich jedoch ein potentielles Problem, das Bruderlin und
Williams als parametrische Korrespondenz bezeichnen [BW95]. Im Falle von Bewegungen be-
zieht sich das auf eine zeitliche Synchronisation. Bei der Interpolation von Laufbewegungen bei-
spielsweise mu¨ssen die Schritte u¨bereinstimmen, sodass die Fu¨ße jeweils gleichzeitig den Boden
beru¨hren. Wenn man zwei Laufbewegungen mit unterschiedlichen Geschwindigkeiten interpo-
liert, ohne zuvor eine U¨bereinstimmung zwischen den Schritten herzustellen, entsteht als Ergeb-
nis eine unkoordinierte Bewegung bei der die Fu¨ße nicht mehr in regelma¨ßigen Intervallen den
Boden beru¨hren. In der Tat ist es sogar wahrscheinlich, dass die Fu¨ße den Boden u¨berhaupt nicht
erreichen. Fu¨r die zeitliche Synchronisation verwenden Bruderlin und Williams das Dynamic Ti-
me Warping Verfahren [SC78], das in der Signalverarbeitung zur Mustererkennung verwendet
wird.
Die notwendigen Vorbedingungen fu¨r das Blending von Bewegungen wurden bereits von Per-
lin [Per95] fu¨r die prozedurale Bewegungssynthese untersucht. Bevor zwei Bewegungssequenzen
interpoliert werden ko¨nnen, mu¨ssen sie zeitlich synchronisiert werden, um sicherzustellen, dass
entsprechende Ereignisse in den Bewegungen wa¨hrend des Blendings synchron auftreten. In a¨hn-
licher Weise mu¨ssen sie auf der zweidimensionalen Grundebene ra¨umlich ausgerichtet sein, an-
dernfalls werden die Wurzelposition und -orientierung nicht korrekt interpoliert. Hinzu kommt
außerdem die Beachtung physikalischer Beschra¨nkungen der beteiligten Bewegungssequenzen.
Die umfassendste Lo¨sung fu¨r diese Probleme bei der Verarbeitung aufgezeichneter Bewegungsda-
ten geht auf Kovar und Gleicher [KG03] zuru¨ck. Die Autoren fu¨hren eine neuartige Datenstruktur
ein, die sie als ”Registration Curves“ bezeichnen. Bestandteile des Verfahrens dienen auch in der
vorliegenden Arbeit zur Aufbereitung der Bewegungssequenzen (siehe Kapitel 4.2) und werden
daher im Folgenden na¨her erla¨utert.
2.1.3 Registration Curves
Das von Kovar und Gleicher [KG03] entwickelte Verfahren berechnet automatisch die Beziehun-




Das Ziel der zeitlichen Synchronisation ist es eine Funktion S(u) zu finden, welche die betrach-
teten Bewegungssequenzen zeitlich derart angleicht, dass korrespondierende Ereignisse zu den
selben Zeitpunkten auftreten. Fu¨r zwei Laufbewegungen wu¨rde S(u) beispielsweise so aufgebaut
sein, dass S1(u) und S2(u) den selben Punkt im Laufzyklus abbilden. Der Parameter u definiert
die Referenzzeit der Bewegung. Die Ausgangsbewegung wird dabei als Realisation einer kanoni-
schen Bewegung betrachtet. Der Frame u der kanonischen Bewegung entspricht dem Frame Si(u)
der i-ten Ausgangsbewegung mi und umgekehrt. Dazu konstruieren Kovar und Gleicher [KG03]
die Timewarp-Funktion als bijektive, streng monoton ansteigende Abbildung.
Das Verfahren beginnt mit der Berechnung von Frame-Korrespondenzen anhand der Distanz-
metrik von Kovar et al. [KGP02]. Die Berechnung der Distanz D(m(ti), m′(tj)) zwischen den
zwei Frames m(ti) und m′(tj) erfolgt in drei Schritten. Aus jeder Bewegung wird zuna¨chst ein
Segment von k Frames [m(ti−k/2), . . . , m(ti+k/2)] und [m′(tj−k/2), . . . , m′(tj+k/2)] extrahiert. Die
Verwendung eines Bewegungssegments geht auf die Verfahren von Scho¨dl et al. [SSSE00] zuru¨ck
und hat den Effekt, dass die Metrik neben der Posendistanz auch Unterschiede in der Dynamik
der Bewegungen, also Geschwindigkeits- und Beschleunigungsinformationen, abbildet. Darauf
aufbauend erfolgt die Berechnung von zwei Punktwolken P und P′, die die globalen Gelenk-
positionen der jeweiligen Bewegungssegmente enthalten. Die minimierte gewichtete Summe der







i) ∈ P′, u¨ber alle rigiden zweidimensionalen Transformationen der Punktwolke P′,
dient als Maß fu¨r die Distanz der betrachteten Frames:





ωi‖pi − Tα,x0,z0 p′i‖2 (2.2)
wobei ωi eine Gewichtung der Gelenke ermo¨glicht. Die Transformationsmatrix Tα,x0,z0 entha¨lt
die Rotation α um die vertikale y-Achse und der anschließenden Translation (x0, z0) auf der




ωi = 1 ergibt sich die gesuchte Transformation aus:
α = tan−1
(
∑i ωi(xiz′i − x′izi)− (x¯z¯′ − x¯′ z¯)
∑i ωi(xix′i + ziz
′
i)− (x¯x¯′ − z¯′ z¯)
)
(2.3)
x0 = x¯− x¯′ cos α− z¯′ sin α (2.4)
z0 = z¯ + x¯′ sin α− z¯′ cos α (2.5)
wobei hier x¯ = ∑i ωixi fu¨r die verku¨rzte Schreibweise steht.
Mittels der Abstandmetrik aus Gleichung 2.2 wird eine Matrix berechnet in der jeder Eintrag den
Abstand der entsprechenden Frames beider Bewegungen angibt. Fasst man die Abstandmatrix als
Gitter auf, kann der Dynamic Timewarping Algorithmus verwendet werden, um den kostenmi-
nimalen Pfad zwischen zwei Gitterzellen zu finden. Die Pfadkosten ergeben sich als Summe der
Zelleneintra¨ge auf dem Pfad. Der gefundene Pfad entspricht der optimalen zeitlichen Synchro-
nisation zwischen den gegebenen Gitterzellen. Die Autoren [KG03] fordern weiterhin, dass der
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berechnete Pfad kontinuierlich und zeitlich gerichtet ist sowie die aufeinanderfolgenden horizon-
talen oder vertikalen Schritte einen maximalen Schwellwert nicht u¨bersteigen. Fu¨r die Auswahl
der Start- und Endzellen gibt es mehrere Heuristiken, die sich je nach Einsatzzweck unterschei-
den. Will man die kompletten Bewegungssequenzen zeitlich synchronisieren, so beginnt der Pfad
in der unteren, linken Zelle und endet in der oberen rechten Zelle. Kovar und Gleicher [KG03]
schlagen zudem vor den gefundenen Pfad mit Hilfe eines quadratischen B-Splines zu approxi-
mieren, um Unterschiede im lokalen Anstieg des gefundenen Pfades zu gla¨tten. Der berechnete
quadratische B-Spline ist die gesuchte Funktion S(u). Fu¨r den Fall von mehr als zwei Ausgangs-
bewegungen schlagen die Autoren vor eine Bewegung als Referenz zur Ausrichtung der anderen
zu verwenden.
Ra¨umliche Synchronisation
Ausgehend von der zeitlichen Synchronisationsfunktion S(u) erfolgt die Berechnung der ra¨um-
lichen Synchronisationsfunktion A(u) fu¨r zwei Bewegungssequenzen. Hierfu¨r verwenden die
Autoren die mit Gleichung 2.2 bestimmten Transformationen, welche die zweite Bewegungs-
sequenz an der ersten ausrichtet. Fu¨r jeden Frame in der Referenzzeit u wird die entsprechen-
de Gitterzelle durch S(u) bestimmt. Um die Transformationen zu gla¨tten, approximieren Ko-
var und Gleicher [KG03] diese mit Hilfe eines zweidimensionalen quadratischen Splines. Dar-
aus ergibt sich die Kurve A(u) = (A1(u), A2(u)), bei der jedes A1(u) die Einheitsmatrix und
A2(u) = {α(u), x0(u), z0(u)} das Ergebnis der Splineapproximation entha¨lt.
Behandlung von Beschra¨nkungen
Der letzte Schritt des Algorithmus’ besteht darin ein Matching zwischen den Beschra¨nkungen der
Ausgangsbewegungen zu berechnen. Die Autoren [KG03] gehen davon aus, dass die Intervalle
der Beschra¨nkungen einer Bewegung disjunkt sind. Das Verfahren beginnt mit der Abbildung der
Beschra¨nkungsintervalle in die Referenzzeit u und arbeitet diese anschließend sequentiell ab. Die
Gruppierung erfolgt anhand von zwei Richtlinien: jedes Matching muss genau eine Beschra¨nkung
von jeder Ausgangsbewegung enthalten und die Vereinigung der Beschra¨nkungsintervalle muss
ein zusammenha¨ngendes Intervall ergeben. Die getroffenen Annahmen basieren auf der Heu-
ristik, dass korrespondierende Ereignisse an a¨hnlichen Zeitpunkten in der Ausgangsbewegung
auftreten. Beschra¨nkungen fu¨r die kein Matching gefunden wurde, werden gelo¨scht. Falls das
Beschra¨nkungsintervall einer Bewegung mehrere Intervalle einer anderen Bewegung u¨berlappt,
wird die Beschra¨nkung in mehrere Intervalle zerlegt. Die Matchingfunktion C(u) gibt fu¨r jeden
Frame in der Referenzzeit u die aktive Beschra¨nkung an.
Berechnung von interpolierten Bewegungen
Die berechneten Registration Curves ko¨nnen nun zur interaktiven Interpolation von Bewegungen
verwendet werden. Die Pose zum Zeitpunkt ti der resultierenden Bewegungssequenz mR(ti) kann
in vier Schritten bestimmt werden:
1. Bestimmen des aktuellen Frames mit Hilfe der Timewarp Funktion S−1(ti) = ui,
2. Ausrichten der Frames mit Hilfe der Transformationsfunktion A(ui),
3. Motion Blending der ausgerichteten Posen mittels Gleichung 2.1 und
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4. Bestimmen der aktiven Beschra¨nkungen C(ui) und Anpassen der Bewegung mit Hilfe des
Online Retargeting Algorithmus’ von Kovar et al. [KSG02].
2.1.4 Parametrische Bewegungssynthese
Ein grundlegendes Problem bei der Interpolation von Bewegungsdaten ist die Bestimmung der
Gewichtsfunktionen anhand der mit Parametern annotierten aufgezeichneten Bewegungsdaten.
Anhand der Zielvorgabe berechnet diese Funktion entsprechende Interpolationsgewichte wa¨hrend
der Animation.
k-Nearest Neighbors
Die k-Nearest Neighbors Methode (KNN) berechnet anhand der gesuchten Parameter k aufge-
zeichnete Bewegungsequenzen mit minimalem Abstand. Die Interpolationsgewichte entsprechen
dann dem inversen Abstand zur Bewegungen. Der KNN-Ansatz wird von Kovar und Gleicher
[KG04] zur Bewegungssynthese fu¨r dicht besetzte Parameterra¨ume verwendet. Als Parameter
nutzen sie die Zielposition der Endeffektoren des Skeletts.
Chai und Hodgins [CH05] verwenden die KNN-Methode zur Echtzeit-Rekonstruktion von Ganz-
ko¨rperbewegungen im Bereich der Performance-Animation. Ausgangspunkt ist ein Nutzer, der
mit wenigen retro-reflektierenden Markern ausgestattet ist, die von entsprechenden Kameras er-
fasst werden. Eine vorab aufgezeichnete Bewegungsdatenbank dient zur Erga¨nzung dieser nie-
derdimensionalen Bewegungssignale. Mittels KNN-Suche bestimmt das Verfahren zur Laufzeit
Bewegungen die den Markerspuren nahe kommen und rekonstruiert daraus die Ganzko¨rperbe-
wegung des Nutzers.
Darauf aufbauend entwickelten Tautges et al. [TZK+11] ein Framework zur Rekonstruktion von
Ganzko¨rperbewegungen basierend auf Motion-Capture-Daten, die in einem KD-Baum gespei-
chert sind. Als Eingangssignal dienen die Beschleunigungswerte von vier Accelerometern fu¨r die
die k na¨chsten Bewegungssequenzen im KD-Baum bestimmt und zur Rekonstruktion verwendet
werden.
Der Vorteil dieses Verfahrens ist, dass es aufgrund der einfachen Gewichtsberechnung, bei einer
Vorverarbeitung mit Raumunterteilungsverfahren, fu¨r Echtzeitanwendungen geeignet ist. Un-
abha¨ngig von der Anzahl vorhandener Bewegungssequenzen nutzen die Verfahren immer nur
eine feste Anzahl zur Synthese der Bewegung. Der Nachteil ist, dass diese Verfahren aufgrund der
linearen Gewichtungsheuristik einen dicht gesampelten Parameterraum beno¨tigen, um gute Er-
gebnisse zu erzielen. Ein weiterer Nachteil ist, dass kleine Parametera¨nderungen zu unnatu¨rlich
starken A¨nderungen der synthetisierten Bewegung fu¨hren, wenn sich die na¨chsten Nachbarn
a¨ndern.
Radiale Basisfunktionen
Um die Bestimmung der Interpolationsgewichte zu vereinfachen fu¨hren Rose et al. [RCB98] das
Verbs-Adverbs-Konzept ein. Ein Verb bezeichnet eine parametrisierte Bewegung, die aus einer
Menge a¨hnlicher Bewegungen mit entsprechenden Parameterwerten, den Adverbs, erzeugt wird.
Fu¨r das Verb ”Greifen“stellen die Zielpositionen die Parameter des Adverbs dar. Die einzelnen
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Bewegungssequenzen des Verbs werden zuna¨chst manuell zeitlich synchronisiert und anschlie-
ßend mit Hilfe von kubischen B-Splines interpoliert. Eine neue Bewegung kann durch Angabe
der Adverbien generiert werden. Das Motion Blending wird durch Berechnen der Interpolations-
gewichte im entsprechenden Verb mittels radialen Basisfunktionen (RBF) durchgefu¨hrt. Weiter-
entwicklungen dieser Methode verwenden Rose et al. [RSC01], um die Lo¨sung von IK-Methoden
zu verbessern sowie Park et al. [PSKS04] zur interaktiven Synthese von Laufbewegungen.
Die Methode liefert im Vergleich zum KNN-Ansatz bessere Ergebnisse und natu¨rlichere Bewe-
gungsa¨nderungen bei der Variation der Parameterwerte. Dies ist insbesondere bei der Variation
zwischen schnellem und langsamem oder gebu¨cktem und aufrechtem Gehen vorteilhaft. Proble-
matisch ist jedoch, dass selbst bei einer exakten Parametrisierung der Adverbs eines Verbs eine
lineare kontinuierliche A¨nderung der Zielparameter im Allgemeinen nicht zu einer a¨hnlichen
linearen A¨nderung der resultierenden Bewegung fu¨hrt. Dies liegt daran, dass sowohl das Inter-
polationsverfahren als auch die zugrunde liegende Vorwa¨rts-Kinematik nichtlinear sind, was sich
vor allem bei Greifbewegungen zeigt. Im Allgemeinen stimmen der gewu¨nschte Erreichungsort
und der tatsa¨chliche Ort nur an den Parameterwerten der Adverbien u¨berein. Dieses Problem
versuchen Rose et al. [RSC01] durch Verwendung eines heuristischen Algorithmus, der adaptiv
interpolierte Bewegungen hinzufu¨gt, zu beheben.
Gaußprozess Modelle
Die Gaußprozess-Regression ist ein statistischer Ansatz bei dem eine multivariate Verteilungs-
funktion zur Interpolation der unbekannten Parameter verwendet wird. Er dient zur Abbildung
von Funktionen, deren Funktionswerte aufgrund unvollsta¨ndiger Informationen nur mit Wahr-
scheinlichkeiten modelliert werden ko¨nnen.
Praktisch gesehen, ist die in Gaußschen Prozessen verwendete Darstellung im Wesentlichen
dieselbe wie in radialen Basisfunktionen: Die Zielfunktion wird durch eine gewichtete Sum-
me von Basisfunktionen dargestellt, deren optimierte Koeffizienten die gegebenen Datenpunk-
te mo¨glichst gut approximieren. Die Erwartungswert- und Kovarianzfunktion ko¨nnen jedoch
zusa¨tzliche freie Parameter enthalten, mit denen sich die Eigenschaften der zu lernenden Funk-
tion steuern lassen. Durch verschiedene Werte fu¨r diese Parameter ko¨nnen unterschiedliche Ein-
flu¨sse oder Gegebenheiten des zu beschreibenden Vorgangs repra¨sentiert werden. Daher muss
fu¨r jedes Problem individuell entschieden werden, wie die Parameter innerhalb der Funktionen
zu wa¨hlen sind.
Gaußprozesse wurden erstmals von Mukai und Kuriyama [MK05] zum Blending von Greifbewe-
gungen verwendet. Da die Gaußprozess-Regression grundsa¨tzlich einen Skalarwert vorhersagt,
muss jeder Gelenkwinkel separat gescha¨tzt werden, wobei die Unabha¨ngigkeit des Kontrollrau-
mes angenommen wird. Daru¨ber hinaus gehen die Autoren davon aus, dass sich die Kernelwerte
im Laufe der Zeit a¨ndern sollten. Aus diesen Gru¨nden berechnet ihr grundlegender Ansatz den
Kern fu¨r jedes Element des Posenvektors in jedem Frame separat. Mukai und Kuriyama konnten
zeigen, dass sich dadurch der mittlere quadratische Abstand von der Zielposition im Vergleich
zu radialen Basisfunktionen halbiert.
Mukai [Muk11] entwickelte eine parametrische Schleifenstruktur, genannt Motion Ring, um Lauf-
bewegungen auf unebenem Terrain basierend auf Gaußprozess-Modellen zu synthetisieren. Ei-
ne kontinuierliche Gangbewegung wird durch das Zirkulieren im Motion Ring synthetisiert,
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wa¨hrend die Kontollparameter entsprechend der Gela¨ndebedingungen adaptiv gesteuert wer-
den. Die entwickelte Methode verwendet eine auf Motion-Capture-Daten basierende Vorberech-
nungsmethode, die effizient den natu¨rlichen Fußkontaktpunkt auf einem Gela¨nde mit beliebiger
Oberfla¨chenform berechnet.
Eines der Hauptprobleme bei der Verwendung von radialen Basisfunktionen und Gaußprozessen
ist der relativ hohe Speicherverbrauch und Rechenaufwand. Bei der Verwendung von N Bewe-
gungsequenzen ist der Speicheraufwand zum Berechnen der Kernmatrix O(N2). Die Laufzeit fu¨r
die Lo¨sung des dichten linearen Problems ist O(N3). Darum sind die Methoden meist nur zur
Verarbeitung einer geringen Anzahl von Bewegungssequenzen einer Aktivita¨t geeignet.
Statistische und lern-basierte Methoden
Die Modelle dieser Klasse basieren auf der Annahme, dass es einen niederdimensionalen Un-
terraum gibt, der ausreicht, um menschliche Bewegungen abzubilden. Durch Berechnung dieses
Unterraums lassen sich somit natu¨rliche menschliche Bewegungen synthetisieren. Einer der er-
sten verwendeten Ansa¨tze war die Hauptkomponentenanalyse (Principal Component Analysis –
PCA), die die Ausgangsdaten auf eine geringe Menge orthogonaler linearer Komponenten abbil-
det. Die Hauptkomponentenanalyse berechnet den Mittelwert der Datenmenge sowie orthogona-
le Vektoren, die in Richtung der gro¨ßten Varianzen zeigen. Das Ziel der PCA besteht darin, eine
Folge unkorrelierter Komponenten zu finden, wobei jede Komponente so viel wie mo¨glich der
Varianz der Ausgangsdaten erfasst.
Glardon et al. [GBT04] verwenden PCA zur Kompression von aufgezeichneten Laufbewegungen
mit unterschiedlichen Geschwindigkeiten einer Person. Die Autoren zeigen, dass sich 80% der
Variationen in den aufgezeichneten Bewegungen durch gewichtete Kombination der ersten vier
Eigenvektoren auszudru¨cken lassen. Urtasun et al. [UGB+04] verwenden den PCA-Ansatz zur
Extrapolation von Bewegungsstilen aus einer einzelnen aufgezeichneten Lauf- oder Sprungbewe-
gung. Das Verfahren berechnet eine Gewichtung der Hauptkomponenten aus der Bewegungs-
sequenz. Diesen Satz von Gewichten verwenden Urtasun et al., um in Echtzeit realistische Ani-
mationen der gleichen Person mit verschiedenen Laufgeschwindigkeiten oder unterschiedlichen
Sprungweiten zu extrapolieren. Problematisch bei der Verwendung der Standard-PCA-Methode
ist jedoch, dass diese die verschiedenen Frequenzbereiche einer Bewegung nicht gleichwertig ab-
bildet. Du et al. [DHM+16] schlagen daher eine Scaled Functional Principal Component Analysis
genannte Erweiterung vor, welche eine Skalierung der Bewegungsmerkmale ermo¨glicht. Daru¨ber
hinaus zeigen die Autoren, dass sich diese Methode automatisch an verschiedene Bewegungspa-
rametrierungen anpassen kann.
Shapiro et al. [SCF06] verwenden Independent Component Analysis (ICA), um Bewegungsdaten
in visuell bedeutsame Komponenten, sogenannte Stilkomponenten, zu trennen. Die ICA ist eine
nicht u¨berwachte Lernmethode, die einen gegebenen Datensatz in eine lineare Mischung aus sta-
tistisch unabha¨ngigen, verborgenen Zufallsvariablen unterteilt. In der Methode von Shapiro et al.
identifiziert der Nutzer interaktiv geeignete Stilkomponenten in aufgezeichneten Bewegungsse-
quenzen und manipuliert diese, basierend auf einem entwickelten Satz von Operationen. Insbe-
sondere kann der Benutzer Stilkomponenten von einer Bewegung auf eine andere u¨bertragen, um
neue Bewegungen zu erzeugen, die wu¨nschenswerte Aspekte des Stils enthalten und gleichzeitig
die Ausdruckskraft der urspru¨nglichen Bewegung erhalten. Die Zerlegung einer ”unbeholfenen“
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Gehbewegung trennt den ”unbeholfenen“ Stil der Bewegung vom darunter liegenden Gehmu-
ster. Die Stilkomponente kann dann auf eine Rennbewegung angewendet werden, wodurch sich
ein ”unbeholfen“ wirkendes Rennen ergibt.
Sparse-Codierung ist eine weitere Klasse von nicht u¨berwachten Methoden. Wa¨hrend Techni-
ken wie die Hauptkomponentenanalyse einen vollsta¨ndigen Satz von Basisvektoren berechnen,
erzeugt Sparse-Coding einen u¨ber-vollsta¨ndigen Satz von Basisvektoren zur Darstellung der Ein-
gangsdaten. Der Vorteil einer u¨ber-vollsta¨ndigen Basis besteht darin, dass Strukturen und Muster
der Eingangsdaten besser erfasst werden ko¨nnen. Das Problem dabei ist, dass die Koeffizien-
ten nicht mehr eindeutig durch den Eingangsvektor bestimmt sind. Das Konzept der Sparse-
Codierung wurde von Kim et al. [KSU10] auf menschliche Bewegungsdaten angewendet. Die
Autoren zeigen, dass durch Hinzufu¨gen von Bedingungen, die beispielsweise die Stetigkeit von
Bewegungen bewerten, interpretierbare Basisfunktionen berechnet werden ko¨nnen. Dadurch ist
es mo¨glich Gehbewegungen mit wenigen Basisfunktionen exakt zu rekonstruieren. Xiao et al.
[XFJ+15] wenden dieses Konzept zur Rauschunterdru¨ckung in den Bewegungsdaten an.
Alle genannten Verfahren basieren jedoch auf linearen Modellen, bei denen davon ausgegangen
wird, dass sich Bewegungssequenzen durch eine Linearkombination von Basisfunktionen synthe-
tisieren lassen. Bei der Verwendung von linearen Basisfunktionen handelt es sich bei den rekon-
struierten Bewegungen immer um eine konvexe Hu¨lle der Basisfunktionen, die mo¨glicherweise
Bewegungen mit Artefakten erzeugen kann, beispielsweise wenn die Ko¨rperteile miteinander
kollidieren. Wenn man jedoch komplexe Bewegungen mit einer kleinen Anzahl von Parametern
beschreiben mo¨chte, eignen sich nichtlineare Transformationen besser, um realistische feine De-
tails der Ko¨rperbewegung zu rekonstruieren.
Ein Ansatz mit dem man diesen Nachteil u¨berwinden kann, ist das Gauß-Prozess Latent Variable
Modell (GPLVM) [Law05]. Dabei wird davon ausgegangen, dass es eine nichtlineare Transforma-
tion von einem latenten Unterraum zum Ganzko¨rper-Bewegungsraum gibt. Diese Transformation
wird durch einen Gauß-Prozess abgebildet. Levine et al. [LWH+12] verwenden GPLVM zur Syn-
these von Bewegungen eines interaktiv steuerbaren Charakters.
Grochow et al. [GMHP04] entwickelten ein Verfahren zur Dimensionsreduzierung, bei dem ein
Scaled Gaussian Process Latent Variable Model (SGPLVM) zur Modellierung der Wahrscheinlich-
keit von Posen in Motion-Capture-Daten verwendet wird. Wa¨hrend der Trainingsphase ordnet
SGPLVM jeder Pose einen Vektor in einem niedrigdimensionalen (normalerweise dreidimensio-
nalen) Merkmalsraum zu. Grochow et al. verwenden das gelernte Modell zur Rekonstruktion von
Posen in unvollsta¨ndigen Motion-Capture-Daten sowie zur Synthese von Posen mit vorgegebe-
nen Greifpositionen der Hand.
Ein weiterer Ansatz nicht linearer Bewegungssynthese wurde von Wang et al. [WLZ05] ent-
wickelt. In einem Vorverarbeitungsschritt wird ein hierarchisches, nichtparametrisches Hidden
Markov Model unter Verwendung von aufgezeichneten Bewegungsdaten trainiert. Anschließend
dient es zur Synthese von Bewegungssequenzen unter Beachtung nutzerdefinierter Beschra¨nkun-
gen.
Mit Hilfe dieser statistischen Modelle ist es auch mo¨glich Variationen in Bewegungen abzubil-
den. Dies ist vor allem bei der Simulation von Menschenmassen wichtig, da die Bewegungen
natu¨rlicher wirken, wenn einzelne Agenten a¨hnliche aber leicht unterschiedliche Bewegungen
ausfu¨hren. Fu¨r die Modellierung solcher zeitlichen und ra¨umlichen Variationen in aufgezeichne-
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ten Bewegungsdaten verwenden Lau et al. [LBJK09] ein dynamisches Bayes’sches Netz. Anstatt
jeden Freiheitsgrad separat zu verarbeiten, modellieren Zhou et al. [ZSSL14] die Korrelationen
zwischen den Gelenkwinkeln mit Hilfe eines multivariaten Gaußprozesses.
Diese Arbeiten erfordern nicht nur komplexe Implementierungen, sondern beruhen auch auf
einer großen Menge annotierter Bewegungsdaten und einer betra¨chtlichen Vorverarbeitungszeit
zum Lernen der Trainingsdaten, was ihre Verwendung in kommerziellen Systemen stark ein-
schra¨nkt.
2.2 Physik-basierte Bewegungssynthese
Eine andere Technik, die fu¨r die Bewegungssynthese und -adaption verwendet wird, beruht auf
der Tatsache, dass die Natur der Bewegung durch physikalische Gleichungen beschrieben werden
kann. Die perfekte Maschine wu¨rde eine optimierte Bewegung erzeugen, bei der der Aufwand der
Aktuatoren minimal ist. Menschen fu¨hren eine a¨hnliche Optimierung ihrer Bewegungen durch.
D.h. die Minimierung einer Zielfunktion, die menschliche Bewegung beschreibt, ko¨nnte realisti-
sche Bewegungen erzeugen.
Tatsa¨chlich entstanden derartige Methoden, die zuna¨chst nur ein vereinfachtes Modell der Beine
im zweidimensionalen Raum betrachten [RH91, vKF94]. Durch die Berechnung der notwendi-
gen Kra¨fte konnte eine realistische Bewegung simuliert werden. Aufgrund der relativ geringen
Rechenleistung war es jedoch nicht mo¨glich komplexere Systeme in Echtzeit zu simulieren.
Eines der ersten Frameworks, das physikalische Simulationen zur Charakteranimation verwen-
det, wurde von Faloutsos et al. [FvT01] entwickelt. Yin et al. [YLv07] entwickelten ein System, in
das neben der Laufbewegung auch ein Proportional-derivative Controller (PD-Regler) integriert
ist, was eine interaktive Reaktion auf a¨ußere Krafteinwirkungen ermo¨glicht.
Ein allgemeineres System, das diese Fa¨higkeiten auf Oberko¨rperaktionen und unterschiedliche
Charakterproportionen ausdehnt, wurde von Coros et al. [CBv10] entwickelt. Bai et al. [BSL12]
entwickelten einen dynamischen Oberko¨rper-Manipulator, der eine vereinfachte Physiksimula-
tion mit einem Multitask-Planer kombiniert, um eine Liste von Interaktionsaufgaben in einem
Bewegungsplan zu erzeugen. Zimmermann et al. [ZCY+15] pra¨sentierten ein hierarchisch struk-
turiertes Bewegungssystem, wodurch eine Anpassung an mehrere gleichzeitig auftretende Be-
schra¨nkungen mo¨glich ist.
Allen physik-basierten Simulationssystemen ist jedoch gemein, dass sie stark vereinfachte Model-
le verwenden, um eine interaktive Steuerung zu ermo¨glichen. Im Bereich der Charakteranima-
tion dienen sie meist nur als Erweiterung daten-basierter Verfahren, um Reaktionen auf a¨ußere
Krafteinwirkungen zu ermo¨glichen, die nicht aufgezeichnet wurden.
2.3 Verkettung daten-basierter Bewegungen
Neben der Anpassung aufgezeichneter Bewegungen stellt die Synthese komplexer Bewegungsse-
quenzen durch Verkettung aufgezeichneter Bewegungssequenzen ein weiteres zentrales Problem
dar. Traditionell war es die Aufgabe von Designern Bewegungssequenzen und U¨berga¨nge zwi-
schen diesen zu spezifizieren und mit entsprechenden Annotationen die Zusta¨nde des virtuellen
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Charakters zu definieren. Anhand der Spezifikation wurden die Bewegungen von Animatoren
erstellt oder aufgezeichnet. Durch die definierten U¨berga¨nge entstand eine Graphstruktur, die
sogenannten ”move trees“[MBC01]. Die auf Zustandsautomaten basierenden Ansa¨tze zur Ver-
haltensmodellierung von Lau und Kuffner [LK05] sowie Kwon und Shin [KS05] a¨hneln dieser
Methode. Jeder Zustand entha¨lt eine Reihe von Bewegungssequenzen fu¨r ein bestimmtes Verhal-
ten zwischen denen manuell U¨berga¨nge angegeben werden.
Durch die Fu¨lle an mo¨glichen Bewegungen ist dieser manuelle Prozess jedoch sehr zeitaufwen-
dig. Daru¨ber hinaus existieren heutzutage große Datenbanken mit Motion-Capture-Daten, die
im Laufe der Jahre fu¨r verschiedene Projekte und Anwendungen aufgezeichnet und gesammelt
wurden. In den meisten Fa¨llen ko¨nnen diese Bewegungsdaten nicht direkt in einem neuen Pro-
jekt wiederverwendet werden, da es unwahrscheinlich ist, dass sie den gestellten Anforderungen
entsprechen.
2.3.1 Bewegungsgraphen
Die Leistung Graph-basierter Ansa¨tze ha¨ngt stark von der Auswahl eines geeigneten Satzes von
Bewegungen ab, mit denen der Graph erstellt wird. Dieser Bewegungssatz muss genu¨gend Be-
wegungen enthalten, um eine gute Konnektivita¨t und weiche U¨berga¨nge zu ermo¨glichen. Gleich-
zeitig muss der Bewegungssatz fu¨r die schnelle Bewegungssynthese relativ klein sein. Das ma-
nuelles Auswa¨hlen eines Bewegungssatzes, der diese Anforderungen erfu¨llt, ist schwierig, da
Bewegungsdatenbanken immer gro¨ßer werden, um die Abbildung vielfa¨ltiger menschlicher Be-
wegungen zu ermo¨glichen.
Die ersten Verfahren, die eine automatische Verarbeitung und Aufbereitung von Motion-Capture-
Daten in Form von Graphen ermo¨glichen, wurden von Arikan et al. [AF02], Kovar et al. [KGP02],
Lee et al. [LCR+02] und Li et al. [LWS02] nahezu zeitgleich vorgestellt. Die generelle Vorgehens-
weise fu¨r das Erstellen von Bewegungsgraphen ist wie folgt:
1. Jedes Paar von Bewegungssequenzen wird mit Hilfe einer geeigneten Abstandsmetrik po-
senweise verglichen. Daraus ergibt sich eine zweidimensionale Matrix in der jedes Element
die Distanz zwischen zwei Posen entha¨lt.
2. Die Matrix wird anschließend nach lokalen Minima durchsucht. Falls der Wert eines gefun-
denen Minimums kleiner als ein nutzerdefinierter Schwellwert ist, bildet das zugeho¨rige
Posenpaar einen mo¨glichen U¨bergangspunkt zwischen den zwei Bewegungen.
3. Die gefundenen U¨berga¨nge inklusive der dazwischenliegenden Bewegungssequenzen bil-
den die Grundlage fu¨r die Berechnung eines gerichteten Graphen.
4. Der Zusammenhang des erstellten Graphen wird mit Hilfe des Algorithmus von Tarjan
[Tar71] untersucht. Der gro¨ßte stark zusammenha¨ngende Teilgraph ist der finale Bewe-
gungsgraph. Das Ziel ist es schwach zusammenha¨ngende Teilgraphen zu eliminieren, da
andernfalls die Pfadsuche wa¨hrend der Bewegungssynthese durch Senken oder schwach
zusammenha¨ngende Teilgraphen fehlschlagen kann.
Die existierenden Verfahren weisen deutliche Unterschiede bezu¨glich der Knoten- und Kanten-
struktur sowie der Repra¨sentation der Bewegungsdaten auf.
Die von Kovar et al. [KGP02] entwickelte Methode berechnet zuna¨chst die Distanz zwischen den
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Posen zweier Bewegungen mittels der Abstandsmetrik aus Gleichung 2.2. Die U¨berga¨nge zwi-
schen den Bewegungen bilden Posen, deren Distanzwert kleiner als ein nutzerdefinierter Schwell-
wert ist. In der daraus abgeleiteten Graphstruktur bilden die Knoten mo¨gliche U¨berga¨nge zwi-
schen den in den Kanten gespeicherten Bewegungssegmenten ab. Arikan et al. [AF02] verwenden
eine etwas andere Graph-Struktur, bei der die Knoten Bewegungssequenzen enthalten und die
Kanten U¨berga¨nge zwischen diesen darstellen. Das von Arikan et al. verwendete Distanzmaß bil-
det Positions- und Geschwindigkeitsunterschiede durch die Betrachtung von jeweils zwei aufein-
anderfolgenden Posen beider Bewegungen ab. Die Kanten des Graphen enthalten die zugeho¨ri-
ge Distanzmatrix. Um die Pfadsuche wa¨hrend der Bewegungssynthese effizient durchzufu¨hren,
berechnen die Autoren U¨bergangskluster basierend auf der k-means Methode. Diese Vorgehens-
weise beruht auf der Annahme, dass bei zwei a¨hnlichen Posen sich ho¨chstwahrscheinlich auch
die vorhergehenden und nachfolgenden Frames a¨hneln. Die mittels Hauptkomponentenanalyse
berechneten Zentren der Kluster bilden eine u¨bergeordnete Hierarchiestufe der Kanten des Gra-
phen. Arikan et al. fu¨gen durch iterierte Unterteilung der gefundenen Cluster der Kantenmatrix
weitere Hierarchiestufen hinzu. Die Verfahren von Lee et al. [LCR+02] und Li et al. [LWS02]
verwenden zweistufige statistische Modelle, bei denen der untere Layer die Posen der Bewegun-
gen abbildet, wa¨hrend das daru¨ber liegende statistische Modell zur intuitiveren Kontrolle der
Bewegungssynthese dient. Lee et al. [LCR+02] nutzt einen Markov-Prozess erster Ordnung, des-
sen Zusta¨nde einzelne Posen enthalten, zusammen mit U¨bergangswahrscheinlichkeiten zwischen
den Zusta¨nden als unteren Layer. Die Berechnung der U¨bergangswahrscheinlichkeiten entspricht
dem Unterschied der Gelenkwinkel und deren A¨nderungsgeschwindigkeit zwischen zwei Po-
sen. Die Kanten zwischen den Zusta¨nden werden verworfen, falls die U¨bergangswahrscheinlich-
keit kleiner als ein nutzergewa¨hlter Schwellwert ist, die zugeho¨rigen Posen verschiedene Kon-
taktzusta¨nde aufweisen oder sich innerhalb einer Kontaktphase befinden. Das daru¨ber liegende
Modell gruppiert a¨hnliche Posen und verwaltet die U¨berga¨nge zwischen den berechneten Klu-
stern. Das Motion Texture Modell von Li et al. [LWS02] besteht aus einer Menge von Motion
Textons und deren Verteilung, basierend auf stochastischen und dynamischen Eigenschaften der
aufgezeichneten Bewegung. Ein Motion Texton ist ein lineares dynamsisches System, das mit
einem Maximum Likelihood Algorithmus die Segmente a¨hnlicher Bewegungen gruppiert. Der
u¨bergeordnete Layer besteht aus einer Matrix, deren Eintra¨ge die U¨bergangswahrscheinlichkeit
zwischen zwei Textons abbildet.
Diese Verfahren ermo¨glichen die recht schnelle Erstellung von Graphen auf Kosten einer stark
eingeschra¨nkten Kontrolle u¨ber die Graphenstruktur. Ein grundlegendes Problem ist die Auswahl
der Menge an aufgezeichneten Bewegungen, die der Graph enthalten soll. Das Erstellen eines
Motion Graph aus einer kompletten Bewegungsdatenbank ist selten ein praktikabler Ansatz, da
dies zu einem massiven, ineffizienten Graphen fu¨hrt, der viele u¨berflu¨ssige Bewegungen entha¨lt.
Andererseits ist das manuelle Auswa¨hlen der einzubeziehenden Bewegungen langwierig und
kann zu einem Graphen fu¨hren, der zu klein oder zu schlecht verbunden und daher fu¨r die
Bewegungssynthese ungeeignet ist.
Verbesserung des Zusammenhangs
Safonova und Hodgins [SH07] begegnen diesem Problem durch Interpolation der vorhandenen
Motion-Capture-Daten. Die Grundlage bildet ein mit der Methode von Lee et al. [LCR+02] ge-
nerierter Motion Graph, aus dem ein interpolierter Motion Graph (IMG) berechnet wird. Die
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Zusta¨nde S = (I1, I2,ω) des IMG enthalten jeweils zwei Zusta¨nde I1, I2 aus MG sowie ein In-
terpolationsgewicht ω. Zwischen zwei Zusta¨nden A und B des IMG wird nur dann eine Kante




2 Nachfolger von I
A
2 im Motion Graph sind. Die
Autoren zeigen, dass die Interpolation in Verbindung mit einem Motion Graph deutlich geringere
Fehlertoleranzen bei der Erfu¨llung von benutzerdefinierten Beschra¨nkungen ermo¨glicht.
Eine weitere Mo¨glichkeit die Konnektivita¨t von Motion Graphs zu erho¨hen ist die zusa¨tzliche
Verwendung von interpolierten Bewegungen bei dessen Erstellung [ZS09]. Betrachtet man zwei
Laufbewegungen mit unterschiedlichen Schrittla¨ngen, dann gibt es in beiden Bewegungen a¨hn-
liche Posen, deren vorangehenden und nachfolgenden Posen jedoch nicht a¨hnlich genug sind
um nahtlose U¨berga¨nge zu generieren. Die Idee von Zhao und Safonova ist es, eine Menge von
Bewegungen durch die Interpolation beider Bewegungen mit unterschiedlichen Gewichten zu be-
rechnen. Dadurch entstehen zusa¨tzliche a¨hnliche Posen, die dann zur Berechnung eines nahtlosen
U¨bergangs zwischen beiden Bewegungen verwendet werden ko¨nnen. Verglichen mit einem nor-
malen Bewegungsgraphen fu¨hrt dies zu einer wesentlich besseren Konnektivita¨t und sanfteren
U¨berga¨ngen. Um die Komplexita¨t des berechneten ”well-connected Motion Graph“ zu reduzie-
ren entfernen die Autoren alle interpolierten Posen, die nicht auf dem ku¨rzesten Pfad zwischen
zwei Motion-Capture-Bewegungen liegen.
Strukturierte Erstellung
Das Erzeugen eines auf das Anwendungsszenario abgestimmten Motion Graphs ist aufgrund des
inha¨renten Strukturmangels und der fehlenden Eingriffs- bzw. Steuermechanismen schwierig.
Der ”Snap-together Motion Ansatz“ von Gleicher et al. [GSKJ03] versucht dies durch Einfu¨hrung
eines semi-automatischen Konstruktionsprozesses, bei dem der Nutzer die Knotenanzahl und de-
ren Konnektivita¨t bestimmt, zu beheben. Der Algorithmus beginnt mit der Gruppierung ha¨ufig
auftretender oder vom Nutzer selektierter Posen anhand der von Kovar et al. [KGP02] definier-
ten Distanzmetrik. Die berechneten Gruppen bilden die als ”Hub-Nodes“ bezeichneten Knoten
des Graphen, dessen gerichtete Kanten die Bewegungssequenzen enthalten. Um mo¨glichst steti-
ge U¨berga¨nge zwischen den Bewegungssegmenten eines Hub Nodes zu erhalten, wird fu¨r jede
eingehende und ausgehende Kante eine Transformation zur mittleren Pose des Knoten berechnet
und wa¨hrend der Bewegungssynthese zur Interpolation verwendet.
Zhao et al. [ZNKS09] schlagen eine halbautomatische Methode zur Berechnung eines minimalen
Motion Graphs vor, der den Erwartungen der Benutzer entspricht. Der Algorithmus beginnt mit
der Berechnung eines großen Graphen der alle Bewegungen einer gegebenen Datenbank entha¨lt.
In diesem selektiert der Nutzer manuell die fu¨r den Anwendungsfall notwendigen Bewegungs-
sequenzen. Anhand dieser Vorgaben berechnet ein iterativer Sub-Graph Algorithmus zusa¨tzlich
beno¨tigte Bewegungssequenzen und erzeugt einen mo¨glichst minimalen Sub-Graphen, der die
vom Benutzer ausgewa¨hlten Bewegungen mit guter Konnektivita¨t entha¨lt.
Ein weiteres Problem ist die Kontrollierbarkeit der Bewegungssynthese, was starken Einfluss
darauf hat, wie schnell der Avatar auf Eingaben reagieren kann. Um das Problem zu adressieren
erweitern Lee und Lee [LL04] den Ansatz von Lee et al. [LCR+02], indem sie Sub-Graphen mit
nur einer ausgehenden Kante zusammenfassen. Die daraus resultierenden Knoten u¨berfu¨hren
sie in ein State-Aktion-Modell. Fu¨r die Bestimmung der optimalen Aktion in einem Zustand
verwenden die Autoren Reinforcement Learning mit einer kombinierten Strategie bestehend aus
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Value Iteration und Greedy-Heuristik.
Der hauptsa¨chliche Nachteil von Motion-Capture basierten Methoden ist, dass sie zeitaufwa¨ndige
Pfadsuchen erfordern und nur eingeschra¨nkt fu¨r Echtzeitanwendungen anwendbar sind. Eine
weitere Schwierigkeit, mit der einige dieser Verfahren konfrontiert sind, besteht darin, dass eine
betra¨chtliche Menge an aufgezeichneten Bewegungsdaten erforderlich sein kann, um komplexe
Umgebungen oder andere Arten von Einschra¨nkungen adressieren zu ko¨nnen.
2.3.2 Parametrisierte Bewegungsgraphen
Klassische Motion Graph Ansa¨tze sind auf die in der Datenbank vorhandenen Bewegungen
und deren Posen beschra¨nkt. Durch die Verbindung von parametrischer Bewegungssynthese
und dem Graphen-Konzept kann dieser Nachteil u¨berwunden werden. Es gibt jedoch keine
triviale Lo¨sung, um parametrische Bewegungen zu kontinuierlichen Sequenzen zu verketten.
Dazu beno¨tigt man eine neue Art von Graphenstruktur, die Informationen zu parametrischen
U¨berga¨ngen kodieren kann.
Park et al. [PSS02, PSKS04] verwenden einen einfachen Ansatz, bei dem a¨hnliche Bewegungen
manuell parametrisiert und gruppiert sowie U¨berga¨nge zwischen ihnen erstellt werden. Diese
Methode la¨sst sich jedoch nicht auf automatisch erstellte, parametrische Bewegungsra¨ume an-
wenden.
Der Movement Transition Graph stellt ein erstes automatisches Berechnungsverfahren [KPS03],
allerdings mit diskreten Bewegungsra¨umen, dar. Kim et al. segmentieren Motion-Capture-Daten
anhand des dominanten periodischen Musters der Bewegungen und gruppieren a¨hnliche Seg-
mente. Die Gruppen a¨hnlicher Bewegungen bilden die Knoten des Graphen. Die U¨berga¨nge ent-
halten die bedingte Wahrscheinlichkeit, berechnet aus der kinematischen und verhaltensbezoge-
nen Stetigkeit. Die kinematische Stetigkeit basiert auf dem Distanzmaß von Lee et al. [LCR+02],
wohingegen die verhaltensbezogene Stetigkeit ein Maß fu¨r die Ha¨ufigkeit, dass die Bewegungen
der Knoten in den Ausgangsdaten aufeinanderfolgen, darstellt. Einen a¨hnlichen Ansatz verfol-
gen Beaudoin et al. [BCvP08] mit der Entwicklung des Motion-Motif Graphen. Der Algorithmus
beginnt mit der Segmentierung und dem k-Means Klustering aufgezeichneter Bewegungen unter
Verwendung des Verfahrens von Kovar und Gleicher [KG04]. Die Bewegungssegmente eines Klu-
sters werden zeitlich und ra¨umlich synchronisiert und bilden jeweils ein Motif. Die Motifs stellen
die Knoten der Graphenstruktur dar. Kanten zwischen zwei Knoten entsprechen den U¨berga¨ngen
zwischen den diskreten Sequenzen der Kluster. Eine Kante wird nur dann generiert, falls die End-
pose aus Motif A und die Anfangspose aus Motif B u¨bereinstimmen oder die Segmente in den
Ausgangsbewegungen aufeinanderfolgen. Bei letzterem wird das Zwischensegment in der Kante
gespeichert.
Ein erster Schritt zu automatisch generierten parametrischen Bewegungsgraphen stellt das bereits
betrachtete ”Snap-Together Motion Konzept“ von Gleicher et al. [GSKJ03] dar. Deren parametri-
sche Knoten dienen als gemeinsame Start- und Endpunkte verschiedener Bewegungssegmente
und ermo¨glichen einen ho¨heren Grad an Kontrolle u¨ber die erzeugte Bewegung. Diese Idee
wurde sowohl von Kwon und Shin [KS05] als auch von Shin und Oh [SO06] aufgegriffen und
erweitert. Kwon et al. segmentieren die Bewegungssequenzen anhand der Trajektorie des Skelett-
schwerpunktes und gruppieren die Segmente anschließend anhand deren Schrittmuster. Daraus
erstellen sie einen hierarchischen U¨bergangsgraphen, bei dem die obere Ebene Laufbewegungen
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und deren U¨berga¨nge abbildet, wa¨hrend die darunterliegende Ebene die Bewegungssegmente
entha¨lt. Shin et al. hingegen gruppieren die Kanten des Snap-Together-Motion Graphen, die a¨hn-
liche Bewegungssegmente repra¨sentieren, zu parametrischen Bewegungen. Das Ergebnis ist der
Fat Graph. Mit dem Fat Graph ko¨nnen nun kontinuierliche Sequenzen von parametrischen Be-
wegung erzeugt werden, wobei die parametrischen U¨berga¨nge mit Hilfe der Registration Curve
Methode [KG03] interpoliert werden.
Fat Graphs haben jedoch mehrere Nachteile. Sie verringern die Struktur der parametrischen
Bewegung, indem sie Bewegungen, die dieselbe logische Aktion repra¨sentieren, auf verschie-
dene Kanten aufteilen und die U¨berga¨nge auf einen diskreten Satz ha¨ufig auftretender Posen
beschra¨nken. Diese Probleme lo¨sen Heck und Gleicher [HG07] durch parametrische Bewegungs-
graphen, deren Knoten parametrische Bewegungsra¨ume enthalten, welche wiederum durch pa-
rametrische U¨berga¨nge verbunden sind. Zur Erstellung der Bewegungsra¨ume greifen die Au-
toren auf die Methode von Kovar und Gleicher [KG03, KG04] zuru¨ck. Um die parametrischen
U¨berga¨nge zu konstruieren mu¨ssen U¨bergangspunkte zwischen parametrischen Bewegungen lo-
kalisiert werden. Da parametrische Bewegungen stetig sind, mu¨ssen auch die U¨bergangspunkte
stetig sein und Bereiche der parametrischen Ra¨ume aufeinander abbilden. Ein parametrischer
U¨bergang wird erzeugt, indem die parametrisierten Bewegungsra¨ume des Start- und Zielknotens
abgetastet werden. Fu¨r jedes Sample des Startknotens wird ein Bereich im Zielknoten berechnet
zu dem ein stetiger U¨bergang mo¨glich ist. Aufgrund der Tatsache, dass die Bewegungsra¨ume ste-
tig sind und somit kleine Parametera¨nderungen zu a¨hnlichen Bewegungen fu¨hren, kann die An-
zahl der Abtastwerte einigermaßen niedrig gehalten werden. Eine Kante zwischen zwei Knoten
wird nur erzeugt, wenn fu¨r jedes Sample des Startknotens mindestens ein Sample im Zielknoten
existiert. Die Kanten speichern die Zielregion, abstrahiert durch achsparallele Bounding-Boxen
im Parameterraum, fu¨r jedes Sample des Startknotens. Wa¨hrend der Laufzeit wird der U¨ber-
gangspunkt dann fu¨r einen gegebenen Parametersatz bestimmt. Hierzu wird mit Hilfe des k-
Nearest-Neighbor-Algorithmus nach benachbarten Samples im Startknoten gesucht. Die Region
im Zielknoten ist dann der gewichtete Durchschnitt der Regionen der na¨chsten Nachbarn.
Min et al. [MC12] fu¨hren ein generatives statistisches Modell ein, das die Analyse und Syn-
these menschlicher Bewegungen sowohl auf semantischer als auch auf kinematischer Ebene
ermo¨glicht. Die Schlu¨sselidee besteht darin komplexe Variationen menschlicher Bewegungen in
endliche Strukturvariationen und kontinuierliche Stilvariationen zu entkoppeln. Ein Knoten des
Graphen entha¨lt die kontinuierlichen Stilvariationen einer Strukturvariation. Fu¨r die Berechnung
der U¨berga¨nge verwenden Min et al. ein Gaussian Mixture Model, welches die U¨bergangswahr-
scheinlichkeit auf Basis der Parameterwerte und deren Verteilung in den Ausgangsdaten erlernt.
2.3.3 Motion Fields
Motion Fields [LWB+10] sind ein etwas anderer Ansatz fu¨r die Handhabung von Charakterani-
mationen, bei denen die kleinsten Elemente keine Bewegungssequenzen sind, sondern die Posen
in jedem Zeitschritt. Anstelle einer festen Graphenstruktur bestimmt das Verfahren fu¨r jede Pose
die k-na¨chsten Nachbarn anhand einer Abstandsmetrik, die sowohl die Positionen als auch die
Geschwindigkeiten aller Gelenke einbezieht. Die berechnete Pose-Folgepose-Struktur u¨berfu¨hren
Lee et al. in einen Markov Decision Process dessen U¨bergangsfunktion mit Hilfe von Reinfor-
cement Learning unter Verwendung der Lookahead Strategie optimiert wird. Die hohe Anzahl
der Freiheitsgrade sowie die große Anzahl mo¨glicher Aktionen in einem Zustand fu¨hren jedoch
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zu Problemen. Levine et al. [LWH+12] beheben diese Probleme durch Dimensionsreduktion auf
Basis des Gaussian Process Latent Variable Models.
Um die Anzahl der mo¨glichen Aktionen in einem Zustand zu reduzieren kombinieren Xing et al.
[XWZ+14] das Motion Fields Konzept mit einer Graphenstruktur. Die Segmentierung und Grup-
pierung der Bewegungsdaten erfolgt durch Expectation Maximation Learning und Dynamik Ti-
me Warping. Die Knoten enthalten jeweils ein Motion Field, das wiederum aus einem Kluster
von Bewegungssegmenten, analog zum Verfahren von Lee et al. [LWB+10], unter Verwendung
der Q-Learning Strategie berechnet wird. Ein U¨bergangscontroller verbindet jeweils zwei Kno-
ten. Dieser berechnet im Startknoten eine Zustandsfolge vom aktuellen Zustand zum optimalen
U¨bergangszustand und bestimmt daraufhin den optimalen initialen Zustand im Zielknoten.
Clavet [Cla16] schla¨gt eine Erweiterung dieses Ansatzes auf U¨berga¨nge zwischen Sequenzen von
Bewegungen vor. Ausgehend von einer langen, aufgezeichneten Bewegungssequenz wird in je-
dem Frame nach einem U¨bergangspunkt in der gesamten Bewegung gesucht, dessen folgende
Bewegungssequenz den Zielvorgaben am besten entspricht. Dadurch ko¨nnen jedoch nur Bewe-
gungen erzeugt werden, die in der Datenbank vorhanden sind, wodurch alle beno¨tigten Bewe-
gungen sorgfa¨ltig ausgewa¨hlt und in der Datenbank gespeichert werden mu¨ssen.
2.4 Bewegungsplanung
Die Methoden der Bewegungsplanung befassen sich mit der Berechnung von komplexen Be-
wegungsabla¨ufen in einer konkreten gegebenen Umgebung anhand bestimmter Zielvorgaben.
Beispiele fu¨r derartige Vorgaben sind das Laufen in eine gegebene Richtung oder zu einem
bestimmten Zielpunkt unter Vermeidung von Kollisionen aber auch Objektinteraktionen, wie
das Greifen oder Bewegen von Objekten. Je nach Anwendungsgebiet verwendet der Planungs-
algorithmus lokale oder globale Optimierungsansa¨tze. Lokale Optimierungsansa¨tze berechnen
die Bewegungssequenz inkrementell, wohingegen globale Methoden die gesamte Bewegungsse-
quenz auf einmal synthetisieren. Im Allgemeinen eignen sich lokale Methoden besser fu¨r inter-
aktive Echtzeit-Anwendungen, da die Algorithmen effizienter und schneller auf eine A¨nderung
der Zielvorgaben reagieren ko¨nnen. Die lokalen Methoden haben jedoch einen erheblichen Nach-
teil, sie erzeugen keine global optimale Bewegung und verfehlen unter Umsta¨nden sogar das
gewu¨nschte Ziel. Im Gegensatz dazu beru¨cksichtigen globale Verfahren den gesamten relevan-
ten Zustandsraum und generieren Bewegungsabla¨ufe, die nahezu optimal sind, beno¨tigen dazu
jedoch eine deutlich ho¨here Laufzeit.
Im folgenden werden die verschiedenen Controller sowie die verwendeten Optimierungsmetho-
den betrachtet. Eine Sonderstellung nimmt der Controller zur Verhaltensplanung ein. Dieser dient
vornehmlich zur Festlegung der zeitlichen Abfolge von Verhaltensweisen und verwendet zur Rea-
lisierung auch die Lokomotions- und Interaktions-Controller.
2.4.1 Aktionsfolgenplanung
Der Aktionsplanungs- oder auch Verhaltensplanungs-Controller stellt ein u¨bergeordnetes, multi-
modales Framework dar, das verschiedene Aspekte der Modellierung und Simulation virtueller
Charaktere abdeckt und auf das von Perlin und Goldberg [PG96] entwickelte Improv-System
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zuru¨ckgeht. Dazu geho¨ren Fortbewegung, Gesichtsanimation, Sprachsynthese, Erreichen und Er-
greifen sowie verschiedene nonverbale Verhaltensweisen, deren zeitliche Abfolge vorgegeben ist.
Einen verallgemeinerten Ansatz dieser Beschreibungssprache stellt die Behavior Markup Langua-
ge [VCC+07] dar.
Kallmann und Marsella [KM05] hingegen entwickelten einen hierarchischen Bewegungscontroller
zur zeitlichen Anordnung von Gesten. Das Framework besteht aus einer baumartigen Verkettung
von generischen Controllern. Die Blattknoten enthalten Bewegungssegmente fu¨r eine definierte
Teilmenge der Gelenke des virtuellen Menschmodells. Die inneren Knoten sind Verbindungen fu¨r
das Interpolieren, Blending und Scheduling der Kindknoten. Kopp et al. [KKM+06] vereinheit-
lichen diese Art der Beschreibung zeitlicher Abfolgen von Gesten und integrierten Ganzko¨rper-
bewegungen. Shapiro [Sha11] entwickelte ein System, das die hierarchischen Controller mit der
Behavior Markup Language zu einem Charakteranimationssystem verbindet.
Diese explizite Vorgabe von Aktionsfolgen wird ha¨ufig von Planungsalgorithmen im Bereich der
Prozessplanung oder Fertigungsplanung eingesetzt. Der Nutzer platziert dabei verschiedene Ak-
tionen in einer Zeitleiste. Der Synthese-Algorithmus sollte dann eine Bewegung erzeugen, die die-
se Aktionen zu den richtigen Zeitpunkten ausfu¨hrt und dabei natu¨rlich aussehende U¨berga¨nge
zwischen den Aktionen aufweist, sodass die endgu¨ltige Bewegung menschlich wirkt. Beispiele
dafu¨r sind der Editor for Manual Work Activities [FJL+11] sowie das Interact-System [BSH16].
Beiden Systemen ist jedoch gemein, dass der Nutzer fu¨r jede Aktion sehr viele Parameter spezifi-
zieren muss. Einen einfacheren Ansatz verwendet das Planungsframework Smart Virtual Worker,
das dieser Arbeit zugrunde liegt. Dabei wird die Aktionsdefinition aus dem Fertigungsplan des
Produktes und einer Menge von parametrisierten Interaktionsobjekten abgeleitet. Die Reihenfol-
geplanung der Aktionen u¨bernimmt ein auf Reinforcement Learning basierendes Modul. Das
Ergebnis der Aktionsfolgenplanung stellt die Grundlage fu¨r die in dieser Arbeit entwickelte Be-
wegungsgenerierung dar.
2.4.2 Laufpfadplanung
Eine Reihe von planungsbasierten Verfahren wurden entwickelt, um die Charakterbewegung zwi-
schen Hindernissen zu erzeugen. Der popula¨rste Ansatz der Laufpfadplanung besteht darin, das
Planungsproblem auf die zweidimensionale Pfadplanung zu reduzieren und sich auf einen Fort-
bewegungscontroller zu verlassen, der 2D-Pfaden folgen kann. Deren Verwendung erfordert je-
doch immer noch erheblichen technischen Aufwand. Um realistische Ergebnisse automatisch aus
einer Menge von Motion-Capture-Daten zu synthetisieren wurden diverse Planungsmethoden
entwickelt.
Graphen-basierte Pfadsuche
Ausgehend von einem Motion Graph kann ein Pfad durch den Graphen verwendet werden,
um eine Bewegungssequenz zu synthetisieren. Die Bewegung des virtuellen Menschen setzt sich
dann aus einer Verkettung der Bewegungssegemente entlang des gefundenen Pfades im Gra-
phen zusammen. Diese weisen aufgrund der Konstruktionsverfahren des Graphen nahezu steti-
ge U¨berga¨nge zwischen den Bewegungssegementen auf. Der Suchvorgang fu¨hrt also zu einem
”Ausrollen“des Graphen in der Umgebung. Der dabei generierte Suchbaum wird entsprechend
einer vorgegebenen Heuristik solange expandiert bis die definierten Zielvorgaben erreicht sind.
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Kovar et al. [KGP02] verwenden einen Branch and Bound Algorithmus, um Bewegungen zu
generieren, die einem vom Benutzer angegebenen Pfad folgen. Choi et al. [CKHL11] verwenden
den Limited-Horizon best-first Suchalgorithmus zur lokalen Pfadplanung. Zur Generierung einer
Bewegung entlang eines gegebenen Pfades verwenden Safonova und Hodgins [SH07] die ARA∗-
Suche (Anytime Repairing A∗). Ausgehend von einer gegebenen Start- und Zielpose verwenden
Lo und Zwicker [LZ10] eine bidirektionale A∗-Suche zur Berechnung der global optimalen Be-
wegungssequenz. Durch die Einschra¨nkung des Suchraums ko¨nnen deutliche Laufzeitverbesse-
rungen erzielt werden. Mahmudi und Kallmann [MK13] entfernen daher Suchpfade, die weit
entfernt vom gegebenen Pfad liegen.
Lee et al. [LCR+02] fu¨gen dem Motion Graph eine u¨bergeordnete Ebene bestehend aus Klu-
sterba¨umen hinzu, um die lokale Suche effizienter zu gestalten. Die Autoren verwenden die
Greedy-best-first Suche, um die Bewegung entlang eines gegebenen Pfades zu synthetisieren.
Eine a¨hnliche u¨bergeordnete Struktur verwenden Arikan et al. [AF02], die dann mittels einer Mar-
kov Chain Monte Carlo Suche [Gil95] die Zielvorgaben global optimiert. Arikan et al. [AFO03]
generieren aus einer gegebenen Start- und Endpose, durch zufa¨lliges Auswa¨hlen von Segmenten
aus einem Bewegungsgraphen, eine ”grobe“Bewegungssequenz, die anschließend mittels dyna-
mischer Programmierung iterativ verfeinert wird.
Vorberechnete Suchba¨ume
Der vorberechnete Suchbaum ist ein weiterer Optimierungsansatz, bei dem Sequenzen von opti-
malen Aktionen bezu¨glich eines Zielpunktes vorberechnet werden. Vor allem lokale Optimie-
rungsansa¨tze liefern dadurch bessere Ergebnisse, da Vorberechnungen eine ho¨here Suchtiefe
ermo¨glichen. Lau und Kuffner [LK06] wenden diese Technik auf den von ihnen entwickelten
Zustandsautomaten [LK05] an. Srinivasan et al. [SMM05] leiten dazu aus dem Motion Graph
ein State-Aktion-Modell ab, bei dem die Posen den Zusta¨nden und die Kanten den Aktionen
entsprechen. Daraus berechnen die Autoren ku¨rzeste Wege zwischen allen Zusta¨nden mit Hilfe
des Dijkstra-Algorithmus und speichern diese in einer All-Pair-Shortest-Path-Matrix. Mit Hilfe
der Matrix berechnen Srinivasan et al. Mobility Maps, die Zustandslisten enthalten, die inner-
halb einer vorgegebenen Anzahl von Aktionen erreicht werden ko¨nnen. Zur Laufzeit werden
anschließend mit dem Greedy-Verfahren wiederholt Listen anhand der gegebenen Zielfunktion
ausgewa¨hlt.
Mahmudi und Kallmann [MK12] wenden die Vorberechnung auf Motion Maps [MK11] in Ver-
bindung mit einer Raumtriangulierung [Kal10], die kollisionsfreie Korridore mit definiertem Frei-
raum berechnet, an. Dadurch sind sie in der Lage in Echtzeit eine globale Optimierung durch-
zufu¨hren.
Umgebungsannotation
Reitsma und Pollard [RP04, RP07] haben eine Methodenbasis zur Evaluation der Leistungsfa¨hig-
keit des Motion Graphen in einer spezifischen Umgebung entwickelt. Dabei betrachten sie neben
der Umgebungsabdeckung auch die Pfadeffizienz sowie die lokale Wendigkeit. Die Experimente
zeigen unter anderem, dass die Navigationsfa¨higkeit mit der Komplexita¨t der Umgebung schnell
abnimmt. Aus den Ergebnissen leiteten Reitsma und Pollard ab, dass es sinnvoll ist die Umge-
bung in Bereiche zu unterteilen. Dadurch reduziert sich nicht nur der Rechenaufwand, sondern
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es ist auch mo¨glich die Bereiche mit Aktionen zu annotieren, die in diesen ausgefu¨hrt werden
ko¨nnen. Auf dieser Idee basiert der Spatial Situations Ansatz von Sung et al. [SGC04], der be-
stimmten ra¨umlichen Bereichen Verhaltensweisen fu¨r die Simulation virtueller Menschengruppen
zuordnet. Lee et al. [LCL06] erweiterten das Konzept und entwickelten Motion Patches, welche
jeweils ein geometrisches Grundobjekt enthalten. Jedem Motion Patch Typ ordnen Lee et al. einen
separaten Motion Graph zu, der nur die in der Region durchfu¨hrbaren Aktionen entha¨lt. Dies er-
fordert fu¨r die Verwendung einer neuen Umgebung einen Vorverarbeitungsschritt, bei dem ein
Fitting aller erreichbaren Regionen der Zielumgebungen mit Motion Patches durchgefu¨hrt wird.
Kim et al. [KHHL12] erweiterten das Konzept zur Simulation von Interaktionen zwischen zwei
virtuellen Charakteren.
Abtasten der Umgebung
Probablistic Roadmaps (PRMs) [KSLO96] stellen eine der ersten Sample-basierten Methoden in
der Pfadplanung dar. Die Umgebung wird bei diesem Verfahren in einem Vorverarbeitungs-
schritt mit einer definierten Anzahl von zufa¨llig verteilten Samples abgetastet, die anschließend
auf Gu¨ltigkeit bzw. Kollisionsfreiheit gepru¨ft werden. Meist wird die Kollisionspru¨fung auf Basis
von Hu¨llprimitiven, wie beispielsweise Zylindern, durchgefu¨hrt. Jedes gu¨ltige Sample wird dar-
aufhin mit den na¨chsten Nachbarn verbunden, falls eine kollisionsfreie Bewegung zwischen den
beiden Samples berechnet werden kann. Dies fu¨hrt zu einem traversierbaren Graphen, der die
erreichbare Umgebung abdeckt.
Choi et al. [CLS03] erstellen eine probabilistische Roadmap indem sie die Umgebung mit Stand-
fuß-Konfigurationen abtasten. Eine derartige Konfiguration besteht aus der Position und Orien-
tierung des Fußes. Sie verwenden den Dijkstra-Algorithmus, um einen minimalen Pfad zum Ziel
zu bestimmen, wobei Abweichungen der Fußpositionen durch Retargeting korrigiert werden.
Sung et al. [SKG05] verwenden diese Methode zur Simulation von Menschenmassen. Esteves et
al. [EAPL06] verwenden PRM zur Planung von kooperativen virtuellen Menschmodellen. Pettre´
et al. [PLS03] nutzen die Bounding Zylinder der Unteren Extremita¨ten zur Berechnung des PRM,
um die Kollisionsvermeidung zu verbessern. Zudem verwenden sie Motion-Warping zur Steue-
rung des Oberko¨rpers, um Kollisionen mit der Umgebung aufzulo¨sen. Probematisch sind jedoch
enge Passagen oder verwinkelte bzw. beschra¨nkte Bereiche [HKL+98]. Aus diesem Grund sind
globale Pfadplanungsalgorithmen meist mit einem lokalen Planer verbunden, der ku¨rzere Pfade
zwischen zwei Samples sucht. Die Verwendung eines leistungsfa¨higen lokalen Planers verringert
oft Schwierigkeiten bei Engpa¨ssen. Choi et al. [CKHL11] entwickelten daher einen lokalen Planer
basierend auf dem Konzept deformierbarer Bewegungen.
Maschinelles Lernen
Die Verwendung von Methoden aus dem Bereich des maschinellen Lernens werden immer ha¨ufi-
ger zur Synthese von Bewegungen eingesetzt. Vor allem auf Basis von Reinforcement Learning
Strategien gibt es eine Vielzahl von Controllern. Die erlernte Kontrollstrategie wird dabei zur
lokalen Optimierung wa¨hrend der Laufzeit verwendet und eignet sich fu¨r den Einsatz in inter-
aktiven Anwendungen.
Fu¨r die Berechnung von Laufpfaden entwickelten Treuille et al. [TLP07] einen Controller, der
auf Nutzereingaben reagiert und gleichzeitig Kollisionen mit der Umgebung vermeidet. Sie ver-
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wenden eine parametrische Regression zum Trainieren des Controllers. Die Reward-Funktion
approximieren sie durch lineare Kombination von manuell erstellten Basisfunktionen, wofu¨r ent-
weder Polynom- oder Gaußfunktionen zum Einsatz kommen. Lo et al. [LZ08] schlagen eine
weniger kompakte Formulierung vor, die aber ha¨ufig bessere Ergebnisse liefert. Sie nutzen Re-
gressionsba¨ume, deren Bla¨tter Teilmengen von optimalen State-Aktion Paaren enthalten. Um die
Reaktionszeit des virtuellen Charakters zu verku¨rzen, integrierten McCann und Pollard [MP07]
ein Verhaltensmodell des Nutzers in eine bestehende Reinforcement Learning Methode.
Der Nachteil des Reinforcement Learnings besteht darin, dass die Laufzeit fu¨r das Training ex-
ponentiell mit der Anzahl der Zusta¨nde wa¨chst. Damit die State-Aktion Bewertung konvergiert,
muss jeder Zustand mehrfach durchlaufen werden, andernfalls kann nicht garantiert werden,
dass der optimale Pfad ausgewa¨hlt wird.
Mit Hilfe des Deep Reinforcement Learning kann das Problem gelo¨st werden, da hierbei der Zu-
standsraum mittels Faltung abstrahiert wird [MKS+15]. Das Verfahren wird aktuell hauptsa¨chlich
bei der physik-basierten Bewegungssynthese verwendet. Clegg et al. [CYT+18] verwenden das
Verfahren beispielsweise, um Ankleidebewegungen zu synthetisieren.
2.4.3 Interaktionsplanung
Die Fa¨higkeit zur Interaktion mit Objekten stellt eine zentrale Anforderung an virtuelle Charak-
tere dar. Manipulationsaufgaben ko¨nnen dabei eine nahezu unbegrenzte Anzahl von Kombina-
tionen der Objekt- und Hindernisgeometrien umfassen. Um das Problem zu lo¨sen wurden in den
letzten Jahren die verschiedensten Konzepte vorgeschlagen.
Die gebra¨uchlichste Herangehensweise ist die Verwendung von Methoden der inversen Kinema-
tik. Die inverse Kinematik wurde urspru¨nglich in der Robotik entwickelt, um fu¨r eine gegebene
kinematische Kette und eine gegebene Zielposition des Endeffektors, dem letzten Glied der Kette,
die zum Erreichen der Zielposition notwendigen Gelenkwinkel zu bestimmen. Die Schwierigkeit
dabei ist, dass die Lo¨sung nicht eindeutig sein muss. Es kann mehrere Kombinationen von Ge-
lenkwinkeln geben mit der die Zielposition des Endeffektors erreicht wird. Zudem ko¨nnen auch
Lo¨sungen auftreten, die zwar mathematisch korrekt sind aber die Gelenkwinkelgrenzen u¨ber-
schreiten.
Watt und Watt [WW92] verwenden inverse Kinematik zur zielgerichteten Bewegung der oberen
Gliedmaßen des virtuellen Charakters. Aydin und Nakajima [AN99] suchen zuna¨chst in einer
Posendatenbank die geeignetste Pose und wenden auf diese inverse Kinematik an, um das Ob-
jekt exakt zu greifen. Rose et al. [RSC01] kombinieren inverser Kinematik mit der Interpolation
von Bewegungsdaten und Positionen unter Verwendung von radialen Basisfunktionen. Yamane
et al. [YKH04] berechnen erst die Bewegungsbahn des zu manipulierenden Objektes und passen
anschließend die Ko¨rperpositionen mittels inverser Kinematik an die Objektbewegung an. Raun-
hardt and Boulic [RB09] wenden die Hauptkomponentenanalyse auf Motion-Capture-Daten an,
um einen niederdimensionalen Merkmalsraum zu erzeugen und steuern damit das Konvergenz-
verhalten eines Prioritized Inverse Kinematics Solver.
Daneben gibt es eine Reihe von Methoden, die allein auf Basis der aufgezeichneten Daten kolli-
sionsfreie Bewegungen synthetisieren. Kallmann et al. [KAAT03] verwenden Rapidly-Exploring
Random Trees, basierend auf Motion-Capture-Daten, um kollisionsfreie Manipulationsbewegun-
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gen zu erzeugen. Problematisch ist bei dieser Sampling-basierten Methode die hohe Laufzeit.
Aus diesem Grund haben Jing und Kallmann [JK07] die Methode um das Zwischenspeichern
gefundener Lo¨sungen in einer Datenbank erweitert. Huang et al. [HMK11] verwenden einen
bidirektionalen Sampling-basierten Ansatz in Verbindung mit einem durch Blending erzeugten
Posenraum, um die Suche effizienter zu gestalten.
Eine weitere Mo¨glichkeit besteht auch hier in der Verwendung von maschinellen Lernmethoden,
speziell dem Refinforcement Learning. Mit den Verfahren von Treuille et al. [TLP07] sowie Lo und
Zwicker [LZ08] ko¨nnen auch Strategien zur Objektinteraktion und Manipulation erlernt werden.
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Kapitel 3
The Smart Virtual Worker
Der ”Smart Virtual Worker“(SVW) war ein interdisziplina¨res ESF-Nachwuchsforscherprojekt, an-
gesiedelt im Kompetenzzentrum ”Virtual Humans“der TU Chemnitz. Der Fokus lag auf der Er-
forschung intuitiver und zeiteffizienter Methoden zur Programmierung virtueller Menschmodel-
le. Durch algorithmische Automatisierung und neuartige Bedienkonzepte sollte die Akzeptanz
und der Einsatz von Menschmodellen in kleinen und mittelsta¨ndischen Betrieben gefo¨rdert wer-
den [SKM+16]. Die formulierte Forschungsaufgabe untergliedert sich in fu¨nf Arbeitsfelder:




• Arbeitsplatz- und Ta¨tigkeitsanalyse.
Das Arbeitsfeld Modellierung und Visualisierung behandelt die Beschreibung der Umwelt und
des Menschmodells sowie die Visualisierung der interaktiven dreidimensionalen Szene. Die Be-
schreibung der Umwelt verwaltet neben den Objektattributen der Ra¨ume, Maschinen und Werk-
zeuge auch vorherrschende Beleuchtungs-, Lautsta¨rke- und Temperaturverteilungen als volume-
trische Skalarfelder. Die Menge der Objektattribute entha¨lt neben der geometrischen und physi-
schen Beschreibung auch objektbezogene Funktionalita¨ten, aus denen hervorgeht, welche Ope-
rationen auf das ausgewa¨hlte Objekt anwendbar sind. Das Menschmodell besteht aus einem
kinematischen Skelett und einem Hautmodell. Beide Komponenten lassen sich durch Anpassung
definierter anthropometrischer Parameter individualisieren, was eine Abbildung unterschiedli-
cher Werkertypen ermo¨glicht. Dies beinhaltet auch eine Anpassung der Gelenkwinkelgrenzen
zur Simulation von Leistungs- und Bewegungseinschra¨nkungen.
Der Bereich Interaktive Steuerung widmet sich dem Entwurf der Bedienoberfla¨che des Gesamt-
systems. Ein wesentlicher Bestandteil ist dabei die Entwicklung und Umsetzung neuer Konzep-
te zur Bewegungsprogrammierung sowie zur Definition der Arbeitsaufgabe. Eine entscheiden-
de Ursache fu¨r die mangelnde Akzeptanz existierender Programme zur Ergonomiebewertung
ist auf die umsta¨ndliche Bedienung und den hohen Zeitaufwand bei der Simulationserstellung
zuru¨ckzufu¨hren. Da es wenig realistisch erscheint eine Bedienoberfla¨che zu entwerfen, die un-
terschiedliche Nutzergruppen gleicher Maßen zufrieden stellt, wurde bei der Gestaltung der
32 3. The Smart Virtual Worker
Mensch-Computer Schnittstelle auf freie Konfigurierbarkeit und die Verwendung von Nutzerpro-
filen geachtet. Um den hohen Zeitaufwand bei der Erstellung und Anpassung der Szene sowie
der Arbeitsaufgabe zu reduzieren, entstand ein tangibles Layoutsystem. Es ermo¨glicht dem Nut-
zer durch Manipulation physischer Proxyobjekte die dargestellte Szene und die Arbeitsaufgabe
zu vera¨ndern (siehe Abschnitt 3.3.2). Einen weiteren zeitkritischen Faktor stellt die Anpassung
der Bewegung des virtuellen Menschmodells dar. Ein eigens entwickeltes Eingabegera¨t in Form
einer elektromechanischen Gliederpuppe, welche eine direkte Steuerung der Bewegungen des
virtuellen Menschmodells ermo¨glicht, bietet einen Lo¨sungsansatz fu¨r diese Problematik (siehe
Abschnitt 3.3.3 und Kapitel 5).
Der Bereich Autonome Steuerung umfasst die Planung und Simulation der gegebene Arbeitsauf-
gabe. Jede definierte Arbeitsaufgabe wird zuna¨chst in elementare Aktionen zerlegt. Ein Beispiel
fu¨r eine Aufgabe kann das Tragen einer Kiste von Position A nach B sein. Diese Aufgabe wird
intern in die Elementaraktionen ”Laufen zur Kiste an Position A“, ”Greifen der Kiste“, ”Laufen
mit Kiste zur Position B“und ”Absetzen der Kiste“zerlegt. Die Reihenfolgeplanung komplexer
Verrichtungssequenzen erfolgt mit Hilfe eines autonom lernenden Agenten, dessen grundlegen-
de Steuerung verschiedene Varianten des Reinforcement Learning Algorithmus u¨bernehmen. Auf
Basis der ausgefu¨hrten Aktionen, der daraus resultierenden Vera¨nderung der Umwelt und der
noch zu erledigenden Arbeitsaufgabe wird iterativ eine optimierte Folge von Elementaraktionen
berechnet.
Fu¨r die Bewegungsgenerierung wurden Methoden zur Synthese von kollisionsfreien Bewegungs-
sequenzen des kinematischen Skeletts des virtuellen Menschmodells entwickelt. Grundlage dafu¨r
bilden nach semantischen Gesichtspunkten segmentierte und parametrisierte Motion-Capture
Daten. Die Segmentierung der Bewegungsdaten betrachtet sowohl Unstetigkeiten in den phy-
sikalischen Bewegungsgro¨ßen (z.B. Beschleunigung) als auch die normierten Grundbewegungen
des MTM-Verfahrens. Die aufgezeichneten Bewegungen decken jedoch nur diskrete Bewegungs-
parameter ab. Um stetig variierbare Bewegungsparameter zu berechnen, wurde das Konzept
der Motion-Spaces entwickelt (Kapitel 4). Laufbewegungen erfordern außerdem kollisionsfreie,
mo¨glichst kurze Bewegungspfade innerhalb des Fabriklayouts. Diese Bewegungspfade wurden
auf Basis einer ra¨umlichen Triangulierung der Szene bestimmt.
Das Arbeitsfeld Arbeitsplatz- und Ta¨tigkeitsanalyse befasst sich mit der Adaption ergonomi-
scher Verfahren zur Bewertung digitaler Menschmodelle. Ziel war neben einer Ausfu¨hrbarkeits-
analyse auch die zeitliche Normierung der simulierten Arbeitsaufgabe. Am geeignetsten erschien
somit die Umsetzung des RULA-Verfahrens (Rapid Upper Limb Assessment) [MN93] und des
MTM-Verfahrens (Methods-Time Measurement) [Bok06]. RULA bewertet die Bewegungssequenz
jeder Elementaraktion durch Berechnung einer ergonomischen Kenngro¨ße. In Kombination mit
der zeitlichen Normierung auf Grundlage des MTM-Verfahrens ermo¨glicht dies eine realita¨tsnahe
sowie menschengerechte Gestaltung von Arbeitsprozessen im Rahmen der Simulation.
Aus den genannten Arbeitsfeldern entstanden acht implementierte Softwaremodule, die die Basis
der Anwendung bilden sowie zwei Eingabegera¨te zur interaktiven Manipulation der Szene und
der Bewegung des Menschmodells. Abschnitt 3.1 gibt einen generellen U¨berblick der Struktur
und Kommunikation des Simulationsframeworks. Die Definition der Szene sowie der Arbeitsauf-
gabe beschreibt Abschnitt 3.2. Die entwickelten Module lassen sich entsprechend ihrer Funktion
in die drei Gruppen Eingabe/Simulation (Abschnitt 3.3), Berechnung (Abschnitt 3.4) und Bewer-
tung (Abschnitt 3.5) einteilen.
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Abbildung 3.1: Schema der Module sowie der Kommunikation der Systemarchitektur.
3.1 Simulationsframework
Die Kommunikationsstruktur des Frameworks ist in Abbildung 3.1 dargestellt. Um eine klare
Trennung zwischen Modullogik und Datenaustausch der entwickelten Software zu erreichen,
wurde auf das Middleware-Konzept zuru¨ckgegriffen. Die Middleware stellt Schnittstellen zu
Standardfunktionalita¨ten fu¨r jede Komponente bereit. Das Programm organisiert weiterhin die
eingehenden und ausgehenden Nachrichten in Warteschlangen und ermo¨glicht dadurch sowohl
asynchrone als auch synchrone nachrichtenbasierte Kommunikation zwischen den Modulen. Das
dahinter liegende Modul kann anstehende Anfragen zu einem beliebigen Zeitpunkt abfragen.
Fu¨r die Modellierung einer Arbeitsaufgabe fu¨r den virtuellen Werker beno¨tigt das Framework
drei grundlegende Datenbesta¨nde:
• Objektdatenbank fu¨r Objekte mit denen der Werker interagieren kann,
• Beschreibung der Szene (Fabriklayout) und
• die zu lo¨sende Arbeitsaufgabe.
Eine ausfu¨hrliche Definition der Strukturen entha¨lt Abschnitt 3.2.
Fu¨r die Spezifikation der Daten wurden verschiedene Lo¨sungen erarbeitet und umgesetzt. Neben
einem graphischen Nutzerinterface (siehe Abschnitt 3.3.1) entstand ein tangibles Nutzerinter-
face mit dem sowohl die Szene als auch die Arbeitsaufgabe angepasst werden ko¨nnen. Um die
Akzeptanz der Nutzer zu erho¨hen wurde die Anbindung an existierende Softwarelo¨sungen fu¨r
die Fabrikplanung untersucht. Daraus entstand ein Plugin fu¨r die Software Autodesk® Factory
Design Utillities [WKB18, WKBD]. Dies ermo¨glicht den Export des Fabriklayouts sowie des zu
fertigenden Produktes. Das Plugin berechnet die Arbeitsaufgabe anhand der Assemblydatei des
Produktes, die in Autodesk® Inventor® erstellt wurde. Das SVW-Framework kann den expor-
tierten Datenbestand direkt laden und die Arbeitsaufgabe simulieren.
Der gesamte Simulationsprozess unterteilt sich in zwei Phasen, da das Planungsmodul Reinforce-
ment Learning zur Optimierung der Arbeitsaufgabe verwendet. In der ersten Phase exploriert das
Planungsmodul den Aktionsraum in einem episodischen Lernprozess anhand der Bewertung ele-
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mentarer Aktionen. Die zweite Phase dient dann zur Simulation und Bewertung der optimierten
Aktionsfolge der Arbeitsaufgabe. In dieser Phase erzeugt die Bewegungsgenerierung eine zusam-
menha¨ngende Bewegungssequenz inklusive der U¨bergangsbewegungen zwischen den Aktionen.
Zu Beginn der ersten Phase der Berechnung unterteilt das Umweltmodul jeden Arbeitsvorgang
in elementare Aktionen, fu¨r die das Planungsmodul eine optimale Durchfu¨hrungsreihenfolge be-
rechnet. Dazu sendet das Planungsmodul eine geplante Elementaraktion an das Umweltmodul,
das wiederum die aktuelle Anfrage sowie den aktuellen Umweltzustand an die Bewegungsgene-
rierung weiterleitet. Der Umweltzustand entha¨lt den aktuellen Zustand des Werkers, der Interak-
tionsobjekte im Fabrikraum sowie Umweltfaktoren wie La¨rm, Licht und Temperatur. Die Bewe-
gungsgenerierung berechnet eine passende Bewegung fu¨r die geplante Aktion. Fu¨r ortsvera¨nder-
liche Aktionen, wie Lauf- und Tragebewegungen, berechnet das Pfadmodul den geometrisch
ku¨rzesten, kollisionsfreien Pfad zwischen der aktuellen Werkerposition und der spezifizierten
Zielposition.
Anhand der geplanten Teilhandlung sowie der berechneten Bewegung erfolgt die ergonomische
Bewertung durch das RULA Modul sowie die Berechnung der Normzeit durch das MTM Modul.
Aus der ergonomischen Bewertung, den verschiedenen Parametern der beteiligten Objekte (z.B.
Gro¨ße, Gewicht, etc.) sowie dem aktuellen Zustand des Werkers (z.B. Umweltfaktoren, Altersfak-
toren, etc.) leitet das Emotionsmodul eine emotionale Bewertung der betrachteten Elementarakti-
on ab. Auf Basis der berechneten Bewertungen optimiert das Planungsmodul die Handlungsab-
folge der Arbeitsaufgabe.
Nach Ausfu¨hrung einer Elementaraktion aktualisiert das Umweltmodul den Zustand der Szene
und das Planungsmodul beginnt den na¨chsten Teilschritt zu planen, bis die vollsta¨ndige Arbeits-
aufgabe gelo¨st wurde und visualisiert werden kann.
3.2 Datendefinition
Fu¨r die Simulation eines Arbeitsprozesses beno¨tigt das Framework eine dreiteilige Datenbasis.
Die definierte Arbeitsaufgabe (Abschnitt 3.2.3) bezieht sich immer auf eine bestimmte Arbeit-
sumgebung bzw. Szene (Abschnitt 3.2.2). Die Szene wiederum besteht aus Objekten der Objekt-
bibliothek (Abschnitt 3.2.1).
3.2.1 Objektdefinition
Die Objektbibliothek ist eine Datei im XML-Format. Darin wird jedes Objekt u¨ber ein <object>
Element beschrieben dessen vollsta¨ndiges XML-Schema Abbildung 3.2 zeigt.
Das <object> Element hat vier zwingend notwendige Attribute: id, name, group und file. Die
id ist ein eindeutiger Identifikator innerhalb der Objektdatenbank. Die Attribute name und group
dienen zur Benennung und Gruppierung der Objekte fu¨r eine versta¨ndliche, nutzerfreundliche
Visualisierung. Dabei beschreibt name den in der GUI zu sehenden Objektnamen. Das Attribut
group dient zur Gruppierung von Objekten in Objektklassen. Der letzte Parameter file gibt
den relativen oder absoluten Pfad zur Objektgeometrie an. Das SVW-Framework unterstu¨tzt das
Collada-Format (.dae) und das Stereolithography-Format (.stl). Die im Block eingeschlossenen
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Abbildung 3.2: Darstellung des XML-Schemas der Objekte.
Tags enthalten zusa¨tzliche Informationen u¨ber das Objekt. Die mo¨glichen vordefinierten Tags
listet Tabelle 3.1 auf.
3.2.2 Szenedefinition
Die Szene einer Simulation wird in einem textbasierten Format abgespeichert. Dieses entha¨lt alle
wesentlichen Informationen fu¨r die Darstellung der Szene – virtueller Werker sowie Szeneobjekte.
Ein Szeneobjekt ist die Instanziierung eines Objektes aus der Objektbibliothek und wird definiert
durch:
OBJECT [parentID] [sceneID] [objectID] [position] [orientation] (comment).
Die [objectID] entspricht dem in der Objektbibliothek vergebenen eindeutigen Identifikator.
Die [sceneID] ist ein fortlaufender und eindeutiger Identifikator der Objekte in der Szene, be-
ginnend mit eins. Ist das Objekt auf einem anderen Objekt plaziert, wird die [parentID] auf die
entsprechende [sceneID] dieses Vaterobjektes gesetzt. In diesem Falle beschreiben [position]
(Tripel mit x-, y- und z-Koordinate) und [orientation] (als Quaternion) die lokale Transformati-
on bezu¨glich des Vaterobjekts. Ist die [parentID] null enthalten [position] und [orientation]
die globale Position und Orientierung des Objekts. Fu¨r eine na¨here Beschreibung des Szeneob-
jektes kann optional ein Kommentar angegeben werden ((comment)).
Werker werden analog zu den Objekten definiert. Hier gilt jedoch die Festlegung, dass die
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Tag Attribute Beschreibung
description text in der GUI angezeigte Beschreibung des Objektes
bBox min, max Ausdehnung des Objekts in Millimetern, gegeben durch
die kleinste und gro¨ßte Koordinate der achsenparallelen
Bounding Box
weight value Gewicht des Objektes in Kilogramm
contact type, pos Koordinaten und Orientierung der Interaktionspunkte des
quat, desc Objektes abha¨ngig vom Typ (grab oder assemble) mit
Beschreibung
attribute name, value spezielle modulspezifische Objekteigenschaften
Tabelle 3.1: Vordefinierte Sub-Tags innerhalb des <object>-Blocks.
[parentID] immer null ist und somit Position und Orientierung global angegeben werden. Die
[objectID] entspricht der Identifikationsnummer eines vordefinierten Werkertyps:
AGENT 0 [sceneID] [objectID] [position] [orientation] (comment).
Weiterhin ist es mo¨glich in der Szenendefinition ein Basis-Szenenlayout anzugeben. Dies ge-
schieht mit:
LAYOUT [path name]
Dabei gibt [path name] einen Dateinamen inklusive relativen Dateipfad ohne Endung an. An
dieser Stelle sollten sich zwei Dateien befinden – die Szenegeometrie im Collada-Format und eine
Textdatei mit den Kollisionsgeometrien. Die Kollisionsgeometrien verwendet das Pfadmodul zur
Berechnung der Laufpfade.
3.2.3 Aufgabendefinition
Ein komplexer Arbeitsvorgang wird innerhalb einer XML-Datei definiert. Das zugeho¨rige XML-
Schema zeigt Abbildung 3.3. Dabei wird zuna¨chst die zugeho¨rige Szenendatei mittels <Taskset
referencescene=file> angegeben, wobei file eine entsprechend Abschnitt 3.2.2 spezifizierte
Datei referenziert. Zusa¨tzlich ko¨nnen vorhandene Umweltkarten fu¨r Temperatur, La¨rm und Licht
u¨ber entsprechende Attribute spezifiziert werden. Anschließend erfolgt die Definition der Aufga-
beneigenschaften sowie die Spezifizierung des Werkers. Das Element <taskproperties> entha¨lt
sowohl die Wiederholrate (duration) als auch die maximale Ausfu¨hrungszeit (totaltime). Die
Startwerte der Emotionsbewertung entha¨lt das <emotion>-Tag. Dazu geho¨ren sowohl die Erfah-
rung (experience), Sensitivita¨t (sens) und Konstitution (capability) des Werkers sowie jeweils
ein Quadrupel fu¨r die Erregung (arousal), Erscho¨pfung (exhausion) und Emotion (motion).
Die eigentliche Definition des Arbeitsvorgangs erfolgt im <sequence>-Block. Dieser entha¨lt so-
wohl <task> Elemente zur Spezifizierung einzelner Teilaufgaben als auch <complex> Elemente
die eine Gruppierung von Teilaufgaben ermo¨glichen.
Die Komplexaufgabe kann durch die Attribute workbreak, stack, learn und num steps die Op-
timierungsparameter des Planungsmoduls direkt beeinflussen. Die ersten drei Attribute bestim-
men dabei, ob Pausen, Stapeln oder Lernen mo¨glich ist. Die Anzahl der Episoden im Lernprozess
bestimmt das Attribut num steps.
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Abbildung 3.3: Darstellung des XML-Schemas der Aufgaben.
Jedes <task> Element definiert einen der in Tabelle 3.2 aufgelisteten vordefinierten Aufgabentyp.
Neben den Transport- und Fu¨geaufgaben besteht mit den Playback-Aufgaben die Mo¨glichkeit, je-
de beliebige Bewegung mit entsprechender BVH-Datei in der Simulation abspielen und bewerten
zu lassen. Allerdings ist zu beachten, dass diese Bewegung als umweltneutral betrachtet wird,
d.h. eine Manipulation von Objekten nicht mo¨glich ist. Die Parameter Position und Orientierung
geben den Standpunkt des Werkers zu beginn der Playback-Aktion an. Die abzuspielende BVH-
Datei wird mit dem zusa¨tzlichen Attribut action angegeben.
Fu¨r jede Aufgabe lassen sich zusa¨tzliche Bedingungen spezifizieren. U¨ber das <constraint>-Tag
innerhalb eines <task>-Blocks ko¨nnen vorher zu erledigenden Aufgabe angegeben werden. Des
Weiteren besteht die Mo¨glichkeit an dieser Stelle bestimmte Grenzwerte fu¨r Umweltbedingungen
zu definieren.
Weitere Zusatzparameter fu¨r einzelne Module des Frameworks definiert das <param> Element
mit den Attributen name und value.
3.3 Eingabe und Visualisierung
Ausgehend von der beschriebenen Datendefinition betrachtet der folgende Abschnitt die Be-
schreibung der implementierten Module zur Eingabe und Manipulation der Szene und Arbeits-
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type-Attribut Beschreibung
Transport Gegebenes Objekt an einer gegebenen Zielposition platzieren
Assembly Objekt an einem anderen Objekt befestigen
Alignment Orientierung eines Objektes am Ort vera¨ndern
Playback Wiedergabe einer vordefinierten Bewegung im BVH-Format
Tabelle 3.2: vordefinierte Aufgabentypen
Abbildung 3.4: Screenshot des graphischen Nutzinterfaces
aufgabe sowie zur abschließenden Visualisierung der Ergebnisses.
3.3.1 Graphisches Nutzerinterface
Das Graphische Nutzerinterface (GUI) bildet das zentrale Modul zur Dateneingabe, -manipulation
und Visualisierung. Das Modul wurde von Frau Vera Obla¨nder [OE13] entwickelt. Ein Screenshot
der GUI ist in Abbildung 3.4 dargestellt.
Die GUI gliedert sich in drei voneinander abgetrennte Bereiche - ”Szene“, ”Aufgaben“ und ”Ani-
mation“. Im Bereich der ”Szene“ kann der Nutzer neue Objekte in die Objektbibliothek einfu¨gen
sowie bereits vorhandene in der aktuellen Szene platzieren. Eine Anpassung der allgemeinen
Objektparameter sowie deren Interaktionspunkte ist ebenfalls mo¨glich.
Anhand der modellierten Szene erfolgt im Bereich ”Aufgabe“ die Definition der Arbeitsaufgabe
des Werkers. Einzelaufgaben ko¨nnen darin individuell parametrisiert und zu komplexen Aufga-
bensequenzen gruppiert werden. Hier besteht auch die Mo¨glichkeit die allgemeinen Parameter
der Aufgabe, wie maximale Dauer oder Anzahl der Wiederholungen, zu spezifizieren sowie die
Startwerte des virtuellen Menschmodells und der verschiedenen Module zu definieren. Mit dem
Simulationskriterium kann das Optimierungsziel vorgegeben werden. Die Optimierung kann
nach der reinen Prozesszeit, nach ergonomischen Kriterien sowie nach emotionalen Kriterien
erfolgen.
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Abbildung 3.5: Hapitsches Layoutsystem
Neben der Definition der Szene und der Arbeitsaufgabe in der GUI ko¨nnen diese Daten auch
durch ein Plugin aus der Planungssoftware Autodesk® Factory Design Utilities importiert wer-
den [WKB18, WKBD].
Der Bereich Animation zeigt die Ergebnisse der Simulation. Dies beinhaltet das Abspielen der
berechneten Bewegungssequenz des virtuellen Menschmodells sowie die Visualisierung der er-
gonomischen und emotionalen Bewertung der Teilaufgaben.
3.3.2 Tangible Layoutsystem
Die Anpassung der Arbeitsumgebung sowie der dazugeho¨rigen Arbeitsaufgabe ist zeitaufwendig
und unintuitiv, da die dreidimensionale Szene mit zweidimensional arbeitenden Eingabegera¨ten
(Maus und Tastatur) vera¨ndert werden muss. Das Tangible Nutzerinterface (TUI) ermo¨glicht die
Gestaltung der Szene und der Arbeitsaufgabe durch Manipulation physischer Objekte als Re-
pra¨sentation der entsprechenden virtuellen Szeneobjekte. Durch diese Kopplung wird die Inter-
aktion mit der virtuellen Szene intuitiver gestaltet. Diese Art der Dateneingabe wurde urspru¨ng-
lich von Fritzmaurice et al. entwickelt [FIB95]. Von deren Ansatz ausgehend entwickelten sich
Tangible Nutzerinterfaces in drei verschiedene Richtungen: reine TUI, zu denen auch das im
SVW-Projekt entwickelte Modul geho¨rt, TUI gekoppelt mit Augmented Reality, die dem Nutzer
mittels Head-up-Display Informationen zu den physischen Repra¨sentationen einblenden, und
TUI gekoppelt mit Virtual Reality, bei denen sich der Nutzer in einer vollsta¨ndig computergene-
rierten Umgebung bewegt.
Das erste System, welches zur Gruppe der reinen TUI geho¨rt, ist BUILT-IT von Rautenberg et al.
[RFK+97]. Es wurde zur Unterstu¨tzung des Designprozesses bei der Planung von Fertigungsstra-
ßen entwickelt. BUILT-IT besteht aus einem Tisch mit Aufprojektion und einer Wandprojektion
der dreidimensionalen Szene. Der Nutzer interagiert mit einem einzigen wu¨rfelfo¨rmigen Tan-
gible, mit dem sowohl Maschinen auf dem Tisch selektiert und positioniert werden ko¨nnen als
auch die Kamera in der Szene verschoben werden kann. Zwei Jahre spa¨ter entwickelten Under-
koffler und Ishii ein System zur Planung urbaner Ra¨ume namens Urp [UI99]. Es erlaubt das
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Platzieren mehrerer vordefinierter Objekte, deren Position und Orientierung durch ein videoba-
siertes Tracking anhand aufgeklebter Farbpunkte berechnet werden. Mit Hilfe einer Aufprojektion
ko¨nnen bspw. Schattenwurf und Reflektion der platzierten Geba¨ude simuliert und auf den Tisch
projiziert werden. Eine Weiterentwicklung des Urp-Systems ist der Lumious Table [IUC+02]. Dieser
erlaubt die Einbindung verschiedenster digitaler und physischer Modelle, wie z.B. zweidimen-
sionale Zeichnungen oder dreidimensionale Modelle. Ein an der Decke befindlicher Verbund aus
Projektor und Kamera projiziert digitale Simulationen, wie Verkehr und Sonneneinstrahlung, auf
die Arbeitsfla¨che und erkennt die optischen Marker der physischen Modelle. Einen a¨hnlichen
Ansatz verfolgen Zufferey et al. mit der Entwicklung des TinkerTable [ZJDLD09]. Ziel des Pro-
jektes ist es Logistikarbeitspla¨tze zu optimieren. Hierzu kann der Nutzer auf der Arbeitsfla¨che
verschiedene Regalmodelle sowie schwarze Boxen zur Spezifizierung der Parameter platzieren.
Das von Simens entwickelte System namens IntuPlan (Intuitive Layout Planung) ermo¨glicht es
dem Nutzer Modelle von Produktions- und Logistikkomponenten auf einem Tisch zu platzieren
[Roh12]. Anschließend wird der gesamte Tisch mittels Digitalkameras fotografiert. Das Programm
sucht in den Bildern die auf den physischen Repra¨sentationen platzierten Marker und positioniert
die entsprechenden dreidimensionalen Modelle in der Szene.
Ein auf RFID-Tags basierendes TUI zum Entwurf von Ha¨usern stellen Hosokawa et al. vor
[HTS+08]. Zum Entwurf von Ra¨umen kann der Nutzer vorgefertigte Wa¨nde und Bodenplatten
auf dem Raster anordnen. Ein RFID-Reader bestimmt die Position und Orientierung der Elemente
auf dem Gitter und generiert automatisch die entsprechenden 3D-Modelle der Ra¨ume.
Anbindung an das Simulationsframework
Das im Rahmen des Smart Virtual Worker umgesetzte Tangible Nutzerinterface zeigt Abbildung
3.5. Es wurde urspru¨nglich von Herrn Christian Rau [MTF+14] fu¨r den Aufgabentyp Transport
entwickelt. Die darauf aufbauenden Erweiterungen des Systems zur Anpassung des Aufgaben-
typs Assembly sowie zur dynamischen Registrierung von Tangibles und Szeneobjekten wurde
2016 publiziert [KB16]. Es bietet die Mo¨glichkeit sowohl die gesamte Szene als auch nur einen
Ausschnitt einer vordefinierten Szene im Layoutmodus zu modifizieren. Die virtuelle Szene wird
dabei gema¨ß der momentanen Konfiguration der Tangibles aktualisiert. Die Erfassung der Objek-
te geschieht durch Aufnahme optischer Marker mit einer handelsu¨blichen Webcam. Bei aktivem
Layoutmodus erfolgt ein kontinuierlicher Abgleich zwischen realer und virtueller Szene. Ist die
Szene zur Zufriedenstellung konfiguriert, kann die Simulation der Aufgabe in der GUI gestartet
werden.
Um eine genaue, maßstabsgetreue Abbildung zwischen virtueller Szene und realer Arbeitsfla¨che
zu erhalten, muss diese zuna¨chst kalibriert werden. Dazu mu¨ssen vier vordefinierte Marker an
den Ecken der Arbeitsfla¨che angebracht werden. Zusa¨tzlich ist es notwendig die Ausdehnung
der durch die Marker aufgespannten Fla¨che in Millimetern anzugeben. Die Arbeitsfla¨che des
prototypischen Entwurfs umfasst einen Bereich von 50x70 cm.
Die Bedeutung der einzelnen Marker wird u¨ber die GUI oder durch Angabe in einer entspre-
chenden Konfigurationsdatei gesteuert. Hierbei ko¨nnen szenen- und aufgabenspezifische Marker
definiert werden. Die zu verwendenden Marker sind 4x4 cm groß und in Abbildung 3.6 (links)
beispielhaft dargestellt. Intern ist jedem Marker eine eindeutige Identifikationsnummer zugeord-
net. Jedem virtuellen Objekt ko¨nnen ein oder mehrere Marker, durch Angabe der Identifikati-
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Abbildung 3.6: Beispiele fu¨r die verwendeten Marker (links) sowie auf dem Szeneobjekte
”Stuhl“angebrachte Marker (rechts)
Abbildung 3.7: Darstellung der urspru¨nglichen statischen Tangibles (links) sowie der zum Auf-
gabentyp Transport geho¨renden Tangibles (rechts).
onsnummer des Markers sowie dessen relativer Position auf dem Objekt, zugeordnet werden.
Abbildung 3.6 (rechts) zeigt das Tangible des Szeneobjektes ”Stuhl“mit dem angebrachten Mar-
ker.
Die Definition aufgabenspezifischer Marker erfolgt ebenfalls in der GUI. Hierbei wird zwischen
einfachen Lagerta¨tigkeiten und komplexen Montageaufgaben unterschieden. Lagerta¨tigkeiten
beno¨tigen zwei Marker, jeweils einen fu¨r die initiale und die finale Position des Szeneobjektes.
Fu¨r die Definition der Montageposition wird nur ein Marker beno¨tigt. Alle auszufu¨hrenden Mon-
tageaufgaben mu¨ssen diesem Marker zugewiesen werden. In der Simulation fu¨hrt dies dazu, dass
der virtuelle Werker zuna¨chst die beno¨tigten Szeneobjekte zur Montageposition transportiert und
anschließend bearbeitet.
Entwurf der physischen Repra¨sentation
Fu¨r den Entwurf der physischen Tangibles wurde mit einer Reihe mo¨glicher Darstellungen un-
terschiedlicher Abstraktionsgrade experimentiert. Dabei zeigte sich, dass eine Unterscheidung in
drei Klassen sinnvoll ist.
Die erste Klasse entha¨lt statische Tangibles, wie Regale, Tische oder den Werker selbst. Fu¨r derar-
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Abbildung 3.8: Darstellung des Assembly-Targets (links) sowie des Assembly-Rectangles (rechts).
Abbildung 3.9: Anordnung der Tangibles zur Modifizierung der Aufgabe Assemble (links) sowie
die virtuelle Abbildung in der GUI.
tige Objekte eignen sich vereinfachte Formen, wie Holzklo¨tzer oder universelle stapelbare Holzti-
sche. Abbildung 3.7 (links) zeigt die im urspru¨nglichen Entwurf des Layoutsystems verwendeten
statischen Tangibles.
Die zweite Klasse beinhaltet Tangibles fu¨r den Aufgabentyp Transport. Diese soll der virtuelle
Werker aufnehmen und an einer anderen Stelle wieder abstellen. Fu¨r diese teilweise komplexen
Szeneobjekte hat sich der Nachbau mit Hilfe eines 3D-Druckers als sinnvoll erwiesen, da somit
der Nutzer intuitiver zwischen den verschiedenen physikalischen Repra¨sentationen unterschei-
den kann. Fu¨r jedes Objekt ist ein Tangible zur Markierung des Startpunktes sowie ein andersfar-
biges Tangible zur Markierung des Zielpunktes notwendig. Abbildung 3.7 (rechts) zeigt Beispiele
fu¨r diese Paare von Tangibles. Die hellbraunen und blauen Tangibles dienen zur Markierung des
Startpunktes. Die dunkelbraunen und schwarzen Tangibles zur Markierung des Zielpunktes.
Zur letzten Klasse za¨hlen Arbeitsaufgaben, bei denen mehrere Bauteile bearbeitet, d.h. zusam-
mengefu¨gt oder getrennt, werden mu¨ssen. Hierzu wurden Gruppen spezieller Targets erstellt.
Das Assembly-Target (Abbildung 3.8 (links)) legt den Bearbeitungspunkt in der Szene fest. An
diesem Punkt mu¨ssen oft zuerst mehrere Objekte platziert werden, ehe die Arbeitsaufgabe aus-
gefu¨hrt werden kann. Auf die Platzierung kann der Nutzer mit Hilfe der Assembly-Rectangles
zugreifen (Abbildung 3.8 (rechts)). Diese ko¨nnen an einer beliebigen Position der TUI Arbeits-
fla¨che platziert werden und grenzen den Montagebereich ab. In diesem Bereich kann der Nutzer
nun alle Tangibles der am Montageprozess beteiligten Szeneobjekte platzieren und orientieren.
Abbildung 3.9 zeigt ein Beispiel fu¨r die Anpassung der Arbeitsaufgabe Assemble.
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3.3.3 PuppID Modul
Eines der Ziele des SVW-Projektes bestand darin, die Erzeugung und Modifikation von Bewegun-
gen zu vereinfachen. Insbesondere war es vorgesehen ein spezielles Eingabegera¨t zu entwickeln,
mit dem Bewegungen direkt angepasst werden ko¨nnen. Dabei entstanden die ersten beiden Proto-
typen des Puppet Input Device, kurz PuppID. Der Entwicklungsprozess sowie die finale Version
des Eingabegera¨tes wird in Kapitel 5 detailliert dargelegt.
3.4 Berechnung der Simulation
Das SVW-Framework verwendet eine zielbasierte Beschreibung der Arbeitsaufgabe, d.h. fu¨r eine
Transportaufgabe ist das Szeneobjekt und dessen Zielposition gegeben. Die Simulation startet
mit der U¨bertragung der Aufgabenliste vom GUI-Modul zum Umweltmodul. Dabei handelt es
sich um eine Liste von complexTasks, die in ihrer Reihenfolge nicht austauschbar sind. Jeder
complexTasks besteht aus einer Menge von Aufgaben, die flexibel ausfu¨hrbar sind, wenn keine
Reihenfolgekonstraints definiert wurden.
Das Lo¨sen der Arbeitsaufgabe entspricht somit einer U¨berfu¨hrung der Szene von der Initial-
konfiguration in die durch die Arbeitsaufgabe gegebene Zielkonfiguration. Hierzu verwaltet das
Umweltmodul einen linearen Zustandsraum, in dem jedem Zustand ein eindeutiges Tupel (A, T)
zugeordnet ist. Das Tupel entspricht einem zweistufigen Zeitpunkt bestehend aus einer fortlau-
fenden Zustandsnummer A und einer Teilzustandsnummer T.
3.4.1 Umweltmodul
Das Umweltmodul wurde von Herrn Walentin Heft [HSR13] entwickelt. Es bildet die zentrale
Komponente fu¨r die Simulation. Neben der Objektbibliothek verwaltet das Modul die Zusta¨nde
der Szene und stellt die entsprechenden Simulationsdaten fu¨r die anderen Module bereit. Da-
zu verwaltet das Modul dynamische Umweltinformationen u¨ber mehrere Zusta¨nde hinweg, um
basierend auf den Informationen vorheriger Zusta¨nde und der geplanten Aktion mo¨gliche Folge-
zusta¨nde zu berechnen. Die Berechnung erfolgt in zwei Schritten: der Aktionsgenerierung, welche
alle im aktuellen Zustand der Szene mo¨glichen Aufgaben anhand der definierten Komplexauf-
gaben bestimmt, und der anschließenden Auswahl der im aktuellen Zustand gu¨ltigen Aufgaben
durch die Aktionsvalidierung.
Aktionsgenerierung
Jede der vordefinierten Aufgabentypen (siehe Tabelle 3.2) zerlegt die Aktionsgenerierung zuna¨chst
in Elementaraktionen. Ein Beispiel fu¨r eine Aufgabe kann das Tragen einer Kiste von Position A
nach B sein. Diese Aufgabe wird intern in die Elementaraktionen ”Laufen zur Kiste an Position
A“, ”Greifen der Kiste“, ”Tragen der Kiste zur Position B“ und ”Absetzen der Kiste“ zerlegt.
Tabelle 3.3 zeigt alle im Simulationsframework definierten Elementaraktionen.
Auf Basis der Aufgabentypen berechnet die Aktionsgenerierung iterativ fu¨r jede Komplexaufga-
be ein Aktionsset. Dieses entha¨lt im Wesentlichen das Kreuzprodukt aus den fu¨r die Aufgaben
spezifischen Elementaraktionen und den aus der Zielkonfiguration abgeleiteten relevanten Sze-
neobjekten.
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Aktion Beschreibung
walk Laufen zu einer Zielposition
carry Tragen eines Objektes zu einer Zielposition
grabTH Beidha¨ndiges Greifen eines Objektes
grabLH Greifen eines Objektes mit der linken Hand
grabRH Greifen eines Objektes mit der rechten Hand
release Absetzen des getragenen Objektes an einer gegebenen Zielposition
assemble Zusammenfu¨gen zweier Objekte
separate Trennen zweier Objekte
push Dru¨cken eines Objektes
relocate Umlegen oder Drehen eines Objektes
idle Abspielen einer gegebenen BVH-Datei
Tabelle 3.3: Elementare Aktionen, die vom Umweltmodul erzeugt werden ko¨nnen.














Bei weitem nicht alle der Aktionen im Aktionsset sind im aktuellen Zustand gu¨ltig. Ziel der Ak-
tionsvalidierung ist es ungu¨ltige Aktionen aus dem Aktionsset zu entfernen. Hierzu wird fu¨r
jede Aktion gepru¨ft ob die Ausgangsbedingungen erfu¨llt sind. Fu¨r die Aktion ”Trage Objekt
A“beispielsweise muss der Werker die Kiste im aktuellen Zustand in der Hand halten. Anschlie-
ßend wird gepru¨ft, ob innerhalb der Komplexaufgabe definierte Reihenfolgekonstraints durch
Ausfu¨hren der Aktion verletzt werden. Im letzten Schritt entfernt die Aktionsvalidierung alle
Aktionen, die bereits erfu¨llte Zielbedingungen verletzen. Die verbleibenden Aktionen im Akti-
onsset sendet das Umweltmodul an das Planungsmodul.
Datenverwaltung
Als zentrale Komponente fu¨r die Berechnung der Arbeitsaufgabe stellt das Umweltmodul außer-
dem eine Reihe von Befehlen zur Datenabfrage bereit. Die Abfragemethoden unterscheiden dabei
zwischen Elementen der Objektbibliothek und deren Instanziierung in der Szene.
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Abfragen zu allgemeinen Objekteigenschaften ermo¨glicht der Befehl getObject(int objectId),
der die in Auflistung 3.1 abgebildete Datenstruktur zuru¨ckgibt. Die Eigenschaften des Agenten
liefert der Befehl getAgent(int agentId) in Form der in Auflistung 3.2 gezeigten Datenstruktur.
Die beiden Befehle beziehen sich auf die in der Objektbibliothek hinterlegten statischen Eigen-
schaften.
Die dynamischen Eigenschaften, wie Position und Orientierung, ha¨ngen von einem bestimmten
Zustand (A, T) im Zustandsraum und der Instanziierung des Objektes ab. Die Abfrage von Szene-
objekten erfolgt mit dem Befehl getSzeneObjekt(int sceneObjId, StateNumber stateNumber),
welcher die Struktur aus Auflistung 3.3 zuru¨ckgibt. Die dynamischen Eigenschaften des virtuel-
len Werkers liefert der Befehl getSzeneAgent(int sceneAgentId, StateNumber stateNumber)
(siehe Auflistung 3.4).
3.4.2 Planungsmodul
Das Planungsmodul wurde von Herrn Helge U¨lo Dinkelbach [MTF+14] entwickelt. Fu¨r die Reali-
sierung einer autonomen Planung wurde der Ansatz des selbst versta¨rkenden Lernens (Reinforce-
ment Learning) genutzt, der auf der Einfu¨hrung einer Belohnungsfunktion fu¨r die Durchfu¨hrung
einer Aktion beruht [SB10]. Das Planungsmodul implementiert die Varianten Q-Learning, Q(λ)-
Learning und TD-Learning. Als Optimierungskriterium kann zwischen Prozesszeit sowie ergo-
nomischer oder emotionaler Bewertung gewa¨hlt werden.
Als Eingabe erha¨lt das Planungsmodul in jedem Zustand ein gu¨ltiges Aktionsset. Im episodischen
Lernprozess exploriert der Agent verschiedene Aktionsketten und bewertet diese anhand der
gewa¨hlten Optimierungsparameter. Die Anzahl der Episoden, die fu¨r das Finden von optimalen
Lo¨sungen notwendig sind, ha¨ngt vom Anwendungsszenario und der gewa¨hlten Reinforcement
Learning Methode ab.
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8: double coordOrient[3]; // Eulerwinkel in deg (z, y, x)
9: };
3.4.3 Pfadmodul
Das Pfadmodul wurde von Herrn Christian Rau [MTF+14] entwickelt. Es basiert auf der in
[Kal05] vorgeschlagenen Methode zur Berechnung von kollisionsfreien Pfaden in planaren Umge-
bungen. Hierzu berechnet das Modul zuna¨chst die Triangulierung des Raumes unter Beru¨cksich-
tigung der in der Szene definierten Kollisionsgeometrien, erweitert um einfache Kollisionsradien.
Anhand der Triangulierung erfolgt die Berechnung des ku¨rzesten geometrischen Pfads zwischen
gegebenem Start- und Endpunkt. Einen Screenshot des Pfadmoduls zeigt Abbildung 3.10.
Daru¨ber hinaus unterstu¨tzt das Pfadmodul weitere Anfragen bezu¨glich einer mo¨glichen Erreich-
barkeit von Objekten in der Szene. Um zu u¨berpru¨fen, ob der Werker ein spezifisches Objekt
aufnehmen kann, wird dessen Position mit dem Aktionsbereich des Werkerarms verglichen. Das
Objekt ist nicht erreichbar, wenn der Werker die Entfernung nur durch eine Gehbewegung u¨ber-
winden kann. Befindet sich das Objekt in dem, auf den Boden projizierten, Aktionsbereich des
Arms ist es durch eine Aktion, wie Beugen, Hocken oder Knien, indirekt erreichbar. Direkt er-
reichbar ist ein Gegenstand, der sich ohne zusa¨tzliche Bewegung des Werkers aufnehmen la¨sst.
Zusa¨tzlich zu den beschriebenen Methoden kann ein kollisionsfreier Pfad zwischen dem Werker
und einem Objekt generiert werden. Die Startposition ist hierbei durch die aktuelle Werkerposi-
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Abbildung 3.10: Screenshot des Pfad Moduls
tion in der Szene und die Endposition durch die ID des erreichbaren Objekts bestimmt.
Die innerhalb der Pfadplanung mo¨glichen Anfragen sowie deren Ein- und Ausgabewerte sind in
Tabelle 3.4 zusammengestellt.
3.4.4 Bewegungsmodul
Das Bewegungsmodul berechnet passend zu einer parametrisierten Elementaraktion die Bewe-
gungssequenz des digitalen Menschmodells. Die umgesetzte Methode parametrischer Bewegungs-
ra¨ume (siehe Kapitel 4) sowie die entwickelten Erweiterungen sind Gegenstand dieser Arbeit.
Die im Rahmen des Projektes entwickelte Bewegungsgenerierung entha¨lt fu¨r jede elementare Ak-
tion (siehe Tabelle 3.3) einen entsprechenden parametrisierten Bewegungsraum. Das entwickelte
Modul unterscheidet bei der Berechnung zwischen der ersten und der zweiten Phase der Simula-
tion. In der im Folgenden beschriebenen Verarbeitung der ersten Phase mu¨ssen die Bewegungen
fu¨r einzelne Aktionen ohne Kenntnis von vorangegangenen oder nachfolgenden Bewegungen
berechnet werden. Die Synthese beschra¨nkt sich auf die direkte Evaluierung des Bewegungs-
raums anhand der gegebenen Parameter. Dies trifft auch auf die Berechnung von Laufbewegun-
gen zu. In der zweiten Phase ist hingegen eine Bewegungssynthese im Kontext la¨ngerer Akti-
onsfolgen mo¨glich. Dies ermo¨glicht eine Synthese von U¨bergangsbewegungen. Die Generierung
dieser komplexen Bewegungssequenzen wird ausfu¨hrlich in Kapitel 6 erla¨utert.
Die Struktur fu¨r die Anfrage einer einzelnen Aktion zeigt Algorithmus 3.5. Abha¨ngig von der
elementaren Aktion beno¨tigt die Bewegungsgenerierung unterschiedliche Objekt- und Werker-
daten. Die Verarbeitung einer Anfrage in der ersten Phase zeigt Algorithmus 3.6. Im Falle einer
Lauf- oder Tragebewegung wird zuna¨chst ein entsprechender einzelner Schritt des virtuellen
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Funktionsname Parameter Ru¨ckgabewert Beschreibung
path Start Position Liste von 3D-Punkten erzeugt kollisionsfreien
End Position Pfad zwischen Start-
Menschmodell ID und Endpunkt
reachable Instance ID NotReachable untersucht Objekt auf
Menschmodell ID DirectlyReachable Erreichbarkeit
IndirectlyReachable
reachablePath Instanz ID Liste von 3D-Punkten erzeugt kollisionsfreien
Menschmodell ID Pfad zw. Werker und
Objekt
Tabelle 3.4: Unterstu¨tzte Anfragen des Pfadmoduls.
Algorithmus 3.5 Struktur einer Anfrage an das Bewegungsmodul
1: struct MotionRequest
2: {
3: unsigned int actor;









Menschmodells berechnet (siehe Algorithmus 3.7) und anschließend entlang des gegebenen geo-
metrischen Pfades modelliert.
Analog zur Methode GenerateMotionStep() unterscheiden die Methoden GenerateGrab() und
GenerateRelease() intern ob es sich um ein- oder beidha¨ndig getragene Objekte handelt.
Fu¨r die generierte initiale Bewegungsequenz berechnet das MTM-Modul die zugeho¨rige Norm-
zeit der Teilbewegungen und sendet das Ergebnis zuru¨ck an das Bewegungsmodul. Mit Hilfe der
Normzeit skaliert das Bewegungsmodul die Teilbewegungen der initialen Bewegungssequenz.
Die finale Bewegung wird anschließend durch das RULA-Modul und das Emotionsmodul be-
wertet. Die Bewegungssequenz und deren Bewertung bilden zusammen die Antwort des Bewe-
gungsmoduls auf die Anfrage des Umweltmoduls. Die vollsta¨ndige Verarbeitung der Bewegungs-
anfrage zeigt Algorithmus 3.8.
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Algorithmus 3.6 Berechnung einer elementaren Bewegungssequenz anhand einer gegebenen Ak-
tion
Eingabe: MotionRequest moReq
1: SceneAgent scAgent = getSceneAgent(moReq.actor, moReq.stateNumber);
2: SceneObject scObject = null;
3: if moReq.object > 0 then




8: case walk | carry:
9: PoseSequence motion = GenerateMotionStep(moReq,scAgent, scObject);
10: return GenerateLocomotion(moReq, scAgent, motion);
11: case grabTH | grabLH | grabRH:
12: return GenerateGrab(moReq, scAgent, scObject);
13: case release:
14: return GenerateRelease(moReq, scAgent, scObject);
15: case assemble:
16: return GenerateAssemble(moReq, scAgent, scObject);
17: case separate:
18: return GenerateSeparate(moReq, scAgent, scObject);
19: case push:
20: return GeneratePush(moReq, scAgent);
21: case relocate:
22: PoseSequence motionGrab = GenerateGrab(moReq, scAgent, scObject);
23: PoseSequence motionRelease = GenerateRelease(moReq, scAgent, scObject);
24: return motionGrab + motionRelease;
25: case idle:
26: return GeneratePlayback(moReq, scAgent);
27: };
3.5 Bewertung
Im Rahmen der Nachwuchsforschergruppe ”The Smart Virtual Worker“ wurden verschiedene
Methoden und Verfahren integriert, um eine kennzahlenbasierte Bewertung der einzelnen Mo-
dule vornehmen zu ko¨nnen. Diese Kennzahlen dienen der Beurteilung einer Aktionssequenz
hinsichtlich verschiedener Aspekte, wie bspw. Kondition des Werkers, Ausfu¨hrungszeiten der
einzelnen Ta¨tigkeiten und Belastung wa¨hrend der Ausfu¨hrung.
3.5.1 Emotionsmodul
Die emotionale Bewertung wurde von Frau Martina Truschzinski in Zusammenarbeit mit Herrn
Nicholas Mu¨ller entwickelt und evaluiert [TM14]. Das Modul berechnet die emotionale Valenz
(positive / negative Emotion) des simulierten Arbeiters in Abha¨ngigkeit von den Attributen Kon-
stitution, Sensibilita¨t und Erfahrung. Dabei integriert das Modell die Ergebnisse des Bewegungs-
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Algorithmus 3.7 Methode GenerateMotionStep
Eingabe: MotionRequest moReq, SceneAgent scAgent, SceneObject scObject
1: if moReq.motionAction == walk then
2: return GenerateWalkStep();
3: else
4: if scAgent.rightHandSceneObjId > 0 and scAgent.leftHandSceneObjId > 0 then
5: return GenerateCarryTHStep(scObject.weightCombined);






Algorithmus 3.8 Verarbeitung des MotionRequest
Eingabe: MotionRequest moReq
1: PoseSequence motion = GenerateInitialMotion(moReq);
2: MTMResponse mtmTime = GetMTMResponse(moReq, motion);
3: PoseSequence finalMotion = RescaleMotion(motion, mtmTime);
4: RULAResponse rulaScore = GetRULAScore(finalMotion);
5: EmotionResponse emoScore = GetEmotionScore(finalMotion, rulaScore);
6: return {finalMotion, mtmTime, rulaScore, emoScore};
moduls sowie der ergonomischen Bewertung und berechnet auf dieser Grundlage die emotio-
nale Beurteilung der ausgefu¨hrten elementaren Aktion. Diese emotionale Bewertung beinhaltet
die kognitive Interpretation der Ta¨tigkeit in Abha¨ngigkeit von der aktuellen und individuellen
Bewertung sowie den aktuellen emotionalen Zustand des Werkers, der sich aus den Bewertun-
gen vorangegangener Ta¨tigkeiten ergibt. Entsprechend der anstehenden Aktion a¨ndert sich der
emotionale Energielevel (Arousal) sowie die Erscho¨pfung des virtuellen Arbeiters, was entspre-
chend die Generierung einer positiven oder negativen Valenz bewirkt. Die individuellen, in der
Aufgabendefinition (siehe Abschnitt 3.2.3) spezifizierten Startwerte fu¨hren zu unterschiedlichen
emotionalen Belastungen wa¨hrend eines Arbeitsprozesses.
Eine schwache Konstitution eines unerfahrenen Werkers kann dazu fu¨hren, dass dieser mehrere
Pausen braucht, wa¨hrend eine starke Konstitution zu einer positiven Berwertung des Arbeitspro-
zesses fu¨hrt. Die beno¨tigten Pausen meldet das Emotionsmodul direkt an das Umweltmodul,
woraufhin das Planungsmodul vor der na¨chsten elementaren Aktion eine idle Aktion auslo¨st.
3.5.2 MTM-Modul
Die beno¨tigte Ausfu¨hrzeit fu¨r die Durchfu¨hrung einer elementaren Aktion spielt eine wichtige
Rolle bei der Prozessplanung. Im Bereich der Arbeitswissenschaften wird zur Bestimmung der
Ausfu¨hrzeit auf Normzeittabellen zuru¨ckgegriffen. Einer der am weitesten verbreiteten Vertreter
ist das MTM-1 Verfahren [Bok06]. Dieses wurde im Rahmen des Projektes von Frau Julia Schuster
unter Anleitung von Herrn Michael Spitzhirn umgesetzt [DSH15]. Auf Basis der durchzufu¨hren-
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Abbildung 3.11: Arbeitsbogen des RULA-Verfahrens (Quelle: [ANCS16])
den elementaren Aktion, der berechneten Bewegungssequenz sowie optionaler Objektattribute
berechnet das Modul die beno¨tigte Ausfu¨hrzeit. Anhand der Normzeit wird die La¨nge der gene-
rierten Bewegungssequenz angepasst. Dadurch fließt die Normzeit auch in die Bewertungsfunk-
tion des Planungsmoduls ein.
3.5.3 RULA-Modul
Das Rapid Upper Limb Assessment, kurz RULA, ist ein Verfahren zur Belastungsanalyse von
einzelnen Posen. Das Verfahren beschra¨nkt sich auf die Analyse der Gelenkstellungen der oberen
Extremita¨ten unter Einbeziehung der zu handhabenden Lasten. Im Ergebnis liegt eine posenbe-
zogene Risikozahl zwischen eins (kein Risiko) und sieben (sehr hohes Risiko) vor. Fu¨r die Anwen-
dung des Verfahrens druckt der Ergonom die in Abbildung 3.11 gezeigte Darstellung aus und
fu¨llt die Felder wa¨hrend eines realen Arbeitsprozesses aus. Laut [MN93] sollen dabei nur ein-
zelne extreme Posen untersucht werden, die zu langfristigen Scha¨digungen des Arbeiters fu¨hren
ko¨nnten.
Das Modul wurde in Zusammenarbeit mit Herrn Michael Spitzhirn entwickelt. Bei den ersten
Tests zeigte sich schnell, dass diese Einzelposenuntersuchung nicht direkt auf digitale Menschmo-
delle und kontinuierliche Bewegungssequenzen u¨bertragbar ist. Durch die harten Gelenkwinkel-
grenzen des Verfahrens entstehen große Spru¨nge der Risikozahl aufeinanderfolgender Posen. Um
den Einfluss einzelner Spitzen der Risikozahl abzumildern, wurde ein lokales Gla¨ttungsverfahren
implementiert.
Des Weiteren wurde das Verfahren urspru¨nglich fu¨r die Analyse von Arbeitspla¨tzen entwickelt.
Dies fu¨hrte vor allem bei der Analyse von Lauf- und Tragebewegungen zu Problemen, d.h. beide
Aktionen liefern die gleiche Risikozahl. Die herabha¨ngenden, teilweise schwingenden Arme bei
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Laufbewegungen fu¨hren zu einer erho¨hten Risikozahl, wa¨hrend die angewinkelte Armhaltung
bei beidha¨ndigen Tragebewegungen als positiv bewertet wird. Nur durch die Schwere der zu
handhabenden Lasten bei Tragebewegungen ergibt sich eine erho¨hte Risikozahl. Um derartigen
Problemen entgegen zu wirken wurde das RULA-Verfahren durch Herrn Spitzhirn angepasst.
Dabei wurde vornehmlich die Laufbewegung, durch Bewertung mit einer konstanten eins, ange-




Die datengestu¨tzte Bewegungssynthese ist eine ha¨ufig verwendete Methode um realistische
menschliche Bewegungen zu erzeugen. Aufgezeichnete Motion-Capture-Daten eignen sich al-
lerdings nicht ohne weiteres fu¨r den Einsatz in 3D-Umgebungen, da eine A¨nderung der Umge-
bung aufwendige Editierungen oder Neuaufnahmen von Bewegungen nach sich zieht. Sie stellen
jedoch eine wichtige Datenbasis vieler Verfahren zur Synthetisierung und Anpassung menschli-
cher Bewegungen dar. So wird bei Motion Blending eine Anzahl a¨hnlicher Bewegungen zu einer
neuen Bewegungsausfu¨hrung kombiniert [RCB98]. Um Zielvorgaben (z.B. eine Greifho¨he) ein-
zuhalten wird inverses Blending ha¨ufig auch in Verbindung mit inverser Kinematik eingesetzt
[HK10, ZB16].
Das in diesem Kapitel vorgestellte Verfahren unterscheidet sich in zweifacher Hinsicht von den
existierenden einfachen Blending Methoden. Zum einen enthalten die von uns erzeugten Be-
wegungsra¨ume Parameter zur Erfu¨llung geometrischer Zwangsbedingungen in expliziter Weise.
Damit wird es mo¨glich, eine gewu¨nschte Bewegung durch Auswertung des Bewegungsraumes
fu¨r die betroffenen Parameterwerte zu erzeugen. Zum anderen ist es mo¨glich, Posen aus den
Bewegungsra¨umen zu neuen Bewegungen zusammen zu setzen, die sich in ihrem Charakter von
den aufgezeichneten Bewegungen unterscheiden.
Zur Erzeugung eines Bewegungsraumes mu¨ssen im Vorfeld die Bewegungsdaten segmentiert,
vom Nutzer mit Parametern annotiert und synchronisiert werden (Abschnitt 4.2). Anschließend
erfolgt die Approximation der Daten mittels Tensorprodukt B-Splines und Fourierreihen (Ab-
schnitt 4.3). Der Prozess zur Berechnung dieser Bewegungsra¨ume ist in Abbildung 4.1 darge-
stellt und wurde in diesem Umfang bereits erfolgreich publiziert [KFB14]. Das Ergebnis ist ein
innerhalb der Parametergrenzen stetiger Raum. Jeder Punkt dieses Raums entspricht einer va-
liden Pose und jeder Kurvenverlauf einer neuen Bewegung. Abschnitt 4.4 betrachtet die sich
daraus ergebenden Mo¨glichkeiten na¨her. Fu¨r die Berechnung komplexer Bewegungen von virtu-
ellen Menschmodellen sind Methoden zur Verkettung der Aktivita¨ten notwendig. Hierzu wurde
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Abbildung 4.1: Prozess zur Generierung von Bewegungsra¨umen.
4.1 Mathematische Grundlagen
Das entwickelte Verfahren verwendet Tensorprodukt B-Splines sowie Fourierreihen zur Berech-
nung eines stetigen Bewegungsraumes aus gegebenen Bewegungsdaten. Der folgende Abschnitt
fu¨hrt die, in diesem Kapitel verwendete, Terminologie sowie die verwendeten mathematischen
Modelle ein.
4.1.1 Approximation
Die Regressionsanalyse ist eine statistische Methode zur Modellierung und Analyse der Bezie-
hung zwischen mehreren Variablen. Gegeben ist eine Menge von r Realisationen
P = {(xk1, . . . , xkl−1, yk) ∈ Rl |1 ≤ k ≤ r} (4.1)
wobei yk die abha¨ngige Variable und xk1, . . . , x
k
l−1 die unabha¨ngigen Variablen sind.
Die Punkte der Menge P repa¨sentieren Lo¨sungen der unbekannten Funktion f : Rl−1 → R mit
yk = f (xk1, . . . , x
k
l−1) + εk ∀k = 1, . . . , n. (4.2)
Der additive Term εk kennzeichnet den statistischen Fehler, fu¨r den eine unabha¨ngige und gleiche
Verteilung mit Mittelwert null und konstanten Varianz angenommen wird.
Das zu lo¨sende Grundproblem besteht somit im Berechnen der Funktion fˆ , welche die Summe










B-Splines besitzen eine Reihe gu¨nstiger Eigenschaften. Sie sind einfach zu handhaben, weil sie
stu¨ckweise Polynome mit frei wa¨hlbarem Grad d sind. Sie sind an den Knoten allgemein Cd−1
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stetig und haben einen kompakten Tra¨ger. Ein weiterer Vorteil ist, dass sie sich recht einfach zu
multivariaten Funktionen erweitern lassen.
B-Splines werden fu¨r die verschiedensten Zwecke benutzt, zum Beispiel zur Modellierung im Be-
reich Computer-Aided Geometric Design, fu¨r Finite Elemente oder zur Interpolation regelma¨ßig
und Approximation unregelma¨ßig verteilter Daten.
B-Spline-Kurven






wobei d = {di}n−1i=0 die Kontrollpunkte oder de Boor-Punkte sind. Den Basisfunktionen liegen
aufsteigend geordnete Parameterwerte, der Knotenvektor, zugrunde:
λ = (λ0, . . . ,λn, . . . ,λn+d) (4.5)
mit
λ0 ≤ λ1 ≤ . . . ≤ λn+d−1 ≤ λn+d. (4.6)
U¨ber diesen Knotenvektor sind die Basisfunktionen N(d)i,λ rekursiv definiert:
N(0)i,λ (u) =
{









λi+1+k − λi + 1 N
(k−1)
i+1,λ (u) (4.8)
fu¨r k > 0 und eine reelle Zahl u ∈ R. Fu¨r die Basisfunktion vom Grad d gilt also N(d)i,λ (u) > 0 falls
λi ≤ u < λi+1+d. Das Intervall wird als Tra¨ger supp(N(d)i,λ ) = {λi, . . . ,λi+1+d} bezeichnet. Man
kann somit dem Knotenvektor λ = (λi)n+di=0 fu¨r n > 0 entsprechend n Basisfunktionen {N(d)i }n−1i=0
vom Grad d zuordnen.











i,λ |di ∈ Rm fu¨r m > 0
}
. (4.9)
Bei allgemeiner Wahl der Kontrollpunkte und des Tra¨gervektors steht die B-Spline-Kurve mit
dem Kontrollpolygon in keinem offensichtlichen geometrischen Zusammenhang. Mo¨chte man,
dass die Kurve den ersten und den letzten Kontrollpunkt interpoliert, dann wa¨hlt man d + 1-
fache Tra¨gerwerte:
λ = (λ0 = . . . = λd,λd+1, . . . ,λn−2,λn−1 = . . . = λn+d). (4.10)
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Bi-variate Tensoprodukt B-Splines
Die Konstruktion von B-Spline-Fla¨chen basiert auf dem Sweep-Darstellungsschema. Eine B-Spline-
Kurve wird durch den Raum bewegt indem sich ihre Kontrollpunkte entlang anderer Kurven
























fu¨r i = (i1, i2) ∈ Z2 und u = (u1, u2) ∈ R2. Dabei sind N(d)i,Λ Basisfunktionen vom Grad d =
(d1, d2) mit den Knotenvektoren Λ = {λ1,λ2} definiert als Produkt univariater Basisfunktionen







Die Basisfunktionen sind dabei auf einem rechteckigen Knotengitter definiert
supp(N(d)i,Λ ) = {λ1,i1 , . . . ,λ1,i1+1+d1} × {λ2,i2 , . . . ,λ2,i2+1+d2} (4.13)
und bilden den Spline-Raum S(d)Λ .
Multi-variate Tensorprodukt B-Splines
Die im vorangegangenen Abschnitt beschriebene Erweiterung kann auf gleiche Weise fortgesetzt
werden, was zu Tensorprodukt B-Spline-Hyperfla¨chen fu¨hrt. Die m-variaten Basisfunktionen vom







mit dem Tra¨ger {λν,iν , . . . ,λν,iν+1+dν} in der ν-ten Dimension. Ein multivariater B-Spline xΛ vom
Grad d = (d1, . . . , dm) ist dann die lineare Kombination von Basisfunktionen u¨ber einem gegebe-




Methoden zur Approximation mit B-Spline-Kurven
Die bestehenden Verfahren zur Approximation verstreuter Daten mit Splines lassen sich in zwei
Kategorien unterteilen – Fixed-Knot-Spline-Fitting Methoden und Free-Knot-Spline-Fitting Me-
thoden [dB01].
Fixed-Knot-Spline-Fitting Methoden verwenden einen fest vorgegebenen Knotenvektor zur Be-
rechnung der Koeffizienten. Durch diese Einschra¨nkung liefert die Approximation unbekannter
Datenmengen ha¨ufig schlechte Ergebnisse, wodurch ein automatisierter Einsatz dieser Methoden
stark eingeschra¨nkt ist.
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Betrachtet man den Knotenvektor als vera¨nderlich kann das Approximationsergebnis signifikant
verbessert werden. Free-Knot-Spline-Fitting Methoden geho¨ren zur Klasse der nichtlinearen Op-
timierungsverfahren und berechnen sowohl die Kontrollpunkte als auch den Knotenvektor. Es
gibt grundsa¨tzlich zwei verschiedene Ansa¨tze, um das Problem zu lo¨sen. Die erste Klasse von
Algorithmen versucht das gesamte Problem in einem Schritt zu lo¨sen, wa¨hrend die zweite Klasse
das Problem in eine lineare Least-Square-Optimierung mit festen Knoten und eine nicht-lineare
Optimierung zur Bestimmung der Knotenposition aufteilt.
Ein Verfahren, das den ersten Ansatz verfolgt, wurde von Holt und Fletcher [HF79] entwickelt.
Die Autoren verwenden einen Least-Square-Algorithmus mit speziell strukturierten Konstraints
und wenden diesen auf das Problem der Spline-Approximation mit freien Knoten an. Problema-
tisch bei diesem Ansatz ist jedoch, dass der Lo¨sungsraum potentiell eine hohe Anzahl von lokalen
Extrema aufweist. Jupp [Jup78] nennt dieses Problem das Lethargieproblem. Durch Logarithmie-
rung der Variablen transformiert Jupp das beschra¨nkte in ein unbeschra¨nktes Problem. Er zeigt
außerdem, dass sich durch diese Transformation die Probleme mit der urspru¨nglichen Formulie-
rung verringern. Bei der Lo¨sung des resultierenden unbeschra¨nkten nicht-linearen Least-Square-
Problem nutzt er die spezielle Struktur des Problems um lineare und nicht-lineare Teilprobleme
zu trennen.
Dierckx [Die79] entwickelte einen Algorithmus, bei dem Grenzbedingungen fu¨r die Knotenposi-
tionen in die Zielfunktion einfließen. Das auf diese Weise erhaltene unbeschra¨nkte Problem wird
durch die von Fletcher und Reeves vorgeschlagene Konjugat-Gradienten Methode gelo¨st [?].
Die Methode von Suchomski [Suc91] verwendet die diskrete L2-Norm zur Spline-Interpolation
mit freien Knoten. Diese Methode erfordert die Gu¨ltigkeit der Scho¨nberg-Whitney-Bedingung,
was zu zusa¨tzlichen Einschra¨nkungen fu¨r die Knoten fu¨hrt. Mit einer logarithmischen Transfor-
mation der Variablen, a¨hnlich der vorgeschlagen Methode von Jupp, transformiert er das be-
schra¨nkte nicht-lineare Least-Square-Problem in ein unbeschra¨nktes.
De Boor und Rice [dBR68] betrachten ebenfalls die Least-Square-Approximation durch kubische
Splines mit variablen Knoten. Um eine Vervielfachung der Knoten zu vermeiden verwenden sie
eine spezielle Methode zur Koordinatenrelaxtion, bei der jeder Knoten zyklisch variiert und der
L2-Fehler als eine Funktion der Knoten betrachtet und separat minimiert wird. Die im vorliegen-
den Kapitel entwickelte Methode basiert auf dem Verfahren von [dBR68] und wendet dieses auf
die Approximation multi-variater Tensorprodukt B-Splines an. Daru¨ber hinaus vereinfachen wir
das von de Boor und Rice beschriebene Abbruchkriterium [dBR68].
4.1.3 Fourierreihen
Die Grundidee der Fourierreihe geht von der Annahme aus, dass man mit trigonometrischen
Funktionen periodische Vorga¨nge beschreiben kann. Die trigonometrischen Funktionen bilden
sozusagen die Grundbausteine fu¨r periodische Funktionen, in dem Sinn, dass man derartige
Funktionen aus geeigneten skalierten Sinus- und Kosinusbausteinen ”zusammensetzen“ kann.








(αn cos(n · u) + βn sin(n · u), mitαi, βi ∈ R (4.16)
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bilden zu ko¨nnen, mu¨ssen die Fourierkoeffizienten αi und βi bestimmt werden. Hierzu ist die
Benutzung der folgenden Orthogonalita¨tsrelationen, bezu¨glich des L2 Skalarporduktes, fu¨r trigo-
nometrische Funktionen hilfreich:∫ pi
−pi
cos(m · u) cos(n · u)dx = 0 =
∫ pi
−pi
sin(m · u) sin(n · u)dx falls m 6= n∫ pi
−pi
cos(m · u) cos(n · u)dx = pi =
∫ pi
−pi
sin(m · u) sin(n · u)dx falls m = n∫ pi
−pi
cos(m · u) sin(n · u)dx = 0.
Betrachtet man nun speziell gerade (d.h. f (x) = f (−x) ∀x) und ungerade (d.h. f (x) = − f (−x) ∀x)
Funktionen getrennt voneinander. Falls die zu approximierende Funktion eine gerade Funktion
















f (u) · cos(n · u)du.
Da die Koeffizienten βn alle null werden, ergibt sich eine reine Kosinusreihe.










0 f (u) · sin(n · u)du
was zu einer Sinusreihe fu¨hrt.
4.2 Aufbereitung der Bewegungsdaten
Die aufgezeichneten Bewegungssequenzen enthalten meist komplexe Bewegungsabla¨ufe, die in
einem ersten Schritt in elementare Aktionen segmentiert werden mu¨ssen (Abschnitt 4.2.1). Jedes
zu verwendende Segment muss anschließend mit entsprechenden Parametern annotiert werden
(Abschnitt 4.2.2). Dabei unterscheidet das Verfahren mehrere Parametertypen und Beschra¨nkun-
gen. Im letzten Schritt erfolgt die Normalisierung der Segmente. Das beinhaltet sowohl eine
zeitliche als auch eine ra¨umliche Ausrichtung (Abschnitt 4.2.3).
4.2.1 Segmentierung der Bewegungsdaten
Fu¨r das Problem der Segmentierung von Bewegungsdaten wurden bereits eine Reihe von Verfah-
ren vorgeschlagen. Barbicˇ et al. [BSP+04] beschreiben eine Methode zur Segmentierung von Bewe-
gungen in verschiedene Verhaltensweisen basierend auf Hauptkomponentenanalyse. Zhou et al.
[ZLH08] verwenden Aligned Cluster Analysis zur Segmentierung aufgezeichneter Bewegungen,
wodurch Klassen von semantisch unterscheidbaren Bewegungssegmenten entstehen. Beaudoin
et al. [BCvP08] und Bernard et al. [BWK+13] gruppieren Posen auf Basis der Analyse gegebener
Zeitreihen. Beaudoin et al. berechnen einen Repra¨sentanten innerhalb des Bewegungsclusters,
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Abbildung 4.2: Darstellung der normalisierten Distanzmatrix fu¨r die Bewegungssequenz ”Plat-
zieren einer Kiste“ in den Ho¨hen 80cm, 120cm und 160cm. Fu¨r jede Ho¨he wurde der folgenden
Bewegungszyklus aufgezeichnet: (1) Aufnehmen der Kiste vom Boden, (2) Platzieren der Kiste
in der entsprechenden Ho¨he, (3) Aufnehmen der Kiste aus der entsprechenden Ho¨he und (4)
Absetzen der Kiste auf dem Boden.
der vor allem zur Kompression sowie zur Erstellung von U¨berga¨ngen zwischen Clustern dient.
Wohingegen Bernard et al. die Segmentierung als Vorstufe fu¨r die Organisation der Bewegungs-
segmente innerhalb eines explorativen Such- und Analysesystems namens Motion Explorer, bei
dem auch der Zeitstempel einer Pose in das A¨hnlichkeitsmaß mit einfließt, einsetzt. Mu¨ller et al.
[MBS09] haben eine auf geometrischen Merkmalen basierende Lernmethode entwickelt, welche
neben der Segmentierung auch Annotations- und Retrievalprobleme lo¨st. Lan und Sun [LS15]
verwenden ein generatives Modell, basierend auf Latent Dirichlet Allocation, um Bewegungs-
daten zu segmentieren. Dies ermo¨glicht das Segmentieren und Gruppieren von unbekannten
Bewegungssequenzen, die nicht Teil der Trainingsdaten waren. Die meisten vorhandenen auto-
matischen Verfahren segmentieren die Bewegungen anhand geometrischer Merkmale oder auf
der Basis trainierter Datensa¨tze.
Im Gegensatz zu den oben beschriebenen Methoden basiert das hier entwickelte Verfahren auf ei-
nem semi-automatischen Ansatz zur Segmentierung von Bewegungen. Die nachfolgende Appro-
ximation beno¨tigt Bewegungssequenzen verschiedener Ausfu¨hrungen einer apriori unbekannten
Aktion. Ausgangspunkt sind aufgezeichnete Bewegungssequenzen, die mehrere Ausfu¨hrungen
einer Aktion, beispielsweise das Platzieren und Aufnehmen einer Kiste in verschiedenen Ho¨hen,
enthalten. Fu¨r diese wird die Distanzmatrix anhand der in Gleichung 2.2 beschriebenen Metrik
mit Segmentla¨nge k = 2 berechnet und vor der weiteren Verarbeitung auf das Intervall [0, 1] ∈ R
normalisiert. Ein Beispiel zeigt Abbildung 4.2. Problematisch ist hierbei, dass sich die einzelnen
Ausfu¨hrungen deutlich unterscheiden ko¨nnen, so dass eine Segmentierung auf Basis einer einzel-
nen Referenzbewegung nicht alle enthaltenen Ausfu¨hrungen erfassen wu¨rde. Daher arbeitet der
Algorithmus iterativ und verwendet gefundene Segmente als Referenz in einer spa¨teren Iteration.
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Abbildung 4.3: Darstellung der Initialisierung des Segmentierungsalgorithmus. Das Segment
Platzieren einer Kiste in 80cm Ho¨he mit ts = 190 und te = 380 wurde ausgewa¨hlt.
Im ersten Schritt gibt der Nutzer den Startframe ts und den Endframe te einer Ausfu¨hrung der
Bewegung an (siehe Abbildung 4.3), welche als Tupel in einer Warteschlange Q = (ts, te) abgelegt
werden. Der Algorithmus arbeitet solange bis die Warteschlange Q leer ist. Zu Beginn jeder Itera-
tion wird das erste Element der Warteschlange entnommen und gepru¨ft, ob bereits Bereiche des
Intervalls in einer vorhergehenden Iteration abgearbeitet wurden. Ist dies nicht der Fall, beginnt
der Algorithmus mit der Suche nach einem lokalen Minimum in der Zeile ts der Distanzmatrix,
das kein Bestandteil eines bereits segmentierten Bereiches ist. Auf Basis eines gefundenen Mini-
mums mit Index a sucht der Algorithmus ein korrespondierendes lokales Minimum in der Zeile
te mit Index b ≥ a+ (te−ts)2 . Falls ein Indexpaar (a, b) gefunden wurde, das keinen bereits segmen-
tierten Bereich schneidet, wird mittels dynamischer Programmierung ein Pfad zwischen D(a, ts)
und D(b, te) gesucht mit D(·, ·) < ε. Dabei hat sich ein ε = 0, 5 als sinnvoll erwiesen. Falls ein
solcher Pfad existiert, wird die Region als segmentiert gekennzeichnet und dessen Indizes in die
Warteschlange Q eingefu¨gt. Abbildung 4.4 zeigt die einzelnen Schritte einer Iteration.
4.2.2 Annotation der Bewegungssegmente
Die Annotation und Auswahl der Bewegungssegmente bestimmt maßgeblich die Ausdehnung
und Dimension der Bewegungsra¨ume. Dabei wird zwischen drei verschiedenen Parametertypen
unterschieden.
Der erste Typ bezieht sich auf die zu handhabenden Objekte und beschreiben deren physikali-
schen Eigenschaften wie Gewicht und Gro¨ße sowie deren Typ und die Art der Handhabung. Der
zweite Parametertyp bezieht sich auf die Ausfu¨hrung der Bewegung. Dies beinhaltet allgemeine
Eigenschaften, wie die Geschwindigkeit oder den Stil der Bewegung, sowie Eigenschaften, die
sich auf die Art der Interaktion beziehen, wie Zielpunkt oder Ho¨he bestimmter Endeffektoren.
Der dritte Parametertyp bezieht sich auf den zeitlichen Verlauf der Bewegung und entha¨lt de-




Abbildung 4.4: Beispiel eine Iteration des Segmentierungsalgorithmus mit ts = 190 und te = 380.
Ausgehend vom ersten gefunden lokalen Minimum in der Zeile ts wird in te ein korrespondie-
rendes lokales Minimum gesucht. Da in (a) kein U¨bergangspfad gefunden wurde, werden die
zugeho¨rigen Punkte rot markiert. Daraufhin wird das na¨chste lokale Minimum in der Zeile ts
gesucht wobei der Algorithmus auf einen bereits verarbeiteten Bereich (das betrachtet Intervall
selbst) trifft (gru¨ne Linie) und fa¨hrt mit der Suche fort. Das darauffolgend gefundene Segment
(tu¨rkise Linie) ist die zum vorherigen Intervall geho¨rende Aufnahmebewegung (b). In (c) folgt
der Bereich mit Abstellen und Aufnehmen der Kiste vom Boden. Die zugeho¨rigen Posen sind
zu verschieden um erkannt zu werden. In den Schritten (d) und (e) wird das Segment Heben
einer Kiste in 120cm Ho¨he erfolgreich segmentiert. Die folgenden Intervalle sind ebenfalls zu
verschieden um erkannt zu werden (f).
ren Beschra¨nkungen. Die Beschra¨nkungen beziehen sich auf die Objekthandhabung und die
U¨berga¨nge zwischen diesen. Jeder Pose der Bewegung wird dabei eindeutig ein Parameter zuge-
ordnet. Von besonderer Bedeutung sind Posen oder Folgen von Posen, bei denen sich der Kon-
takt zwischen dem virtuellen Menschmodell und seiner Umgebung vera¨ndert also Aktionen wie
”zugreifen“ oder ”loslassen“. Im Folgenden werden diese Segmente als harte Beschra¨nkungen
bezeichnet.
Die Menge der Parameter wird im Folgenden durch den Vektor c identifiziert. Weiterhin gehen
wir davon aus, dass die Elemente des Vektors eindeutig identifizierbar sind und somit eine Abbil-
dung zwischen den Vektoren verschiedener Bewegungen mo¨glich ist. In der Praxis wird dies u¨ber
die Vorgabe eines aus der Datendefinition des SVW-Frameworks abgeleiteten Vokabulars reali-
siert, aus dem der Nutzer auswa¨hlen kann. Dadurch ist auch eine direkte Abbildung zwischen
der Parametermenge und einer Elementaraktion mo¨glich. Ein Beispiel fu¨r den Annotationspro-
zess zeigt Abbildung 4.5.
4.2.3 Zeitliche und ra¨umliche Bewegungssynchronisation
Die zeitliche Synchronisation der Bewegung entspricht in weiten Teilen der Methode von Kovar
et al. [KG03]. Im ersten Schritt wird das, gemessen an der Anzahl der Frames, mittlere Bewe-
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Abbildung 4.5: Darstellung der visuellen Oberfla¨che zur Annotation von Bewegungen.
gungssegment verwendet. Dieses wird im Folgenden als Referenzbewegung verwendet an der
alle anderen Segmente zeitlich ausgerichtet werden. Dafu¨r bildet die nach Gleichung 2.2 berech-
nete Distanzmatrix die Grundlage. Im Gegensatz zu bestehenden Verfahren werden im Folgenden
die bestehenden Beschra¨nkungen der Segmente mit in die zeitliche Synchronisation einbezogen.
Beginn- und Endframe der harten Beschra¨nkungen werden als Zeilen bzw. Spalten in der Di-
stanzmatrix markiert. Die Schnittpunkte stellen Fixpunkte in der zeitlichen Synchronisation dar.
In den u¨berlappenden Bereichen erfolgt die Abbildung entlang einer Geraden zwischen den Fix-
punkten. Abbildung 4.6 (links) zeigt ein Beispiel dafu¨r.
Außerhalb des Bereiches erfolgt die Pfadberechnung mit Hilfe von dynamischer Programmie-
rung. Es wird der kosten-minimale Pfad zwischen dem Fixpunkt und dem na¨chsten Fixpunkt
oder der Anfangs- bzw. Endpose der Referenzbewegung berechnet. Fu¨r den Pfad gilt die Be-
schra¨nkung, dass maximal zwei aufeinanderfolgende Zellen horizontal oder vertikal verlaufen
du¨rfen. Hierbei kann der Nutzer entscheiden, ob das komplette Bewegungssegment an der Re-
ferenzbewegung ausgerichtet werden soll oder nur ein Bereich. Analog zum vorgeschlagenen
Verfahren von Kovar et al. [KG03] erfolgt eine Gla¨ttung des gefundenen Pfades mit Hilfe quadra-
tischer B-Splines (siehe Abbildung 4.6 (rechts)).
Anhand der B-Spline-Kurve wird nun fu¨r jeden Frame der Referenzbewegung ein Frame der
zweiten Bewegung berechnet. Falls der bestimmte Kurvenpunkt zwischen zwei Frames der zwei-
ten Bewegung liegt, wird die Pose durch Interpolation entsprechend Gleichung 2.1 berechnet. Die
Gewichte entsprechen dabei den Nachkommastellen des berechneten Punktes.
Die so gewonnenen registrierten Bewegungssequenzen zusammen mit der Annotation bilden
einen diskreten Bewegungsraum.
4.3 Berechnung der Bewegungsra¨ume
Im Folgenden wird die Berechnung eines stetigen Bewegungsraumes aus den Bewegungsse-
quenzen eines diskreten Bewegungsraumes betrachtet. Dies erfolgt durch das Approximieren
der gruppierten Bewegungssignale mit Methoden der Regressionsanalyse.
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Abbildung 4.6: Links: Initialisierung der zeitlichen Synchronisation. Die gelben und gru¨nen Lini-
en stellen den Beginn und das Ende einer harten Beschra¨nkung dar. Die roten Quadrate markie-
ren die Fixpunkte der zeitlichen Synchronisation. Die Abbildung erfolgt entlang der roten Linie.
Rechts: Berechnung der zeitlichen Synchronisation fu¨r die Intervalle harter Beschra¨nkungen ent-
lang der tu¨rkisen Kurve.
Eine Bewegung m(t) mit m Posen und n Freiheitsgraden kann auch als n×m-Matrix:
M =
 p1,1 · · · p1,m... . . . ...
pn,1 · · · pn,m
 . (4.17)
dargestellt werden.
Jede Spalte pj = (p1,j, . . . , pn,j)T (mit 1 ≤ j ≤ m) von M beschreibt eine Pose des virtuellen
Menschmodells. Im Folgenden wird jedes Bewegungssignal, d.h. jede Zeile von M, unabha¨ngig
von den anderen betrachtet. Eine Zeile ist durch den m-dimensionalen Vektor ϕ i = (pi,1, . . . , pi,m)
gegeben. Eine Bewegung kann somit auch als zeitdiskrete Funktion von Bewegungssignalen be-
trachtet werden: m(t) = (ϕ1(t), . . . , ϕn(t))T.
Zur Erzeugung eines Bewegungsraumes verwendet man eine Sequenz gleichartiger Bewegungen
mi(t) = (ϕi1(t), . . . , ϕ
i
n(t))T. Die Bewegungen unterscheiden sich durch Parameterwerte, die zu
Parametervektoren
ci = (ci,1, . . . , ci,r) ∈ (I1 × I2 × . . .× Ir) = C mit ci,j ∈ Ij (4.18)
zusammengefasst werden.
Im Folgenden werden mehrdimensionale Approximationsverfahren eingesetzt, um aus den dis-
kreten Bewegungssignalen einen sogenannten Bewegungsraum zu erzeugen. Dabei bezeichnet
ein Bewegungsraum eine stetige Abbildung, die jedem Element des Parameterraums C eine Be-
wegung und jedem Tupel (t, c) mit t ∈ I0 und c ∈ C eine Pose zuordnet.
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4.3.1 B-Spline Approximation
Hierfu¨r wird zuna¨chst die Approximation eines Bewegungssignal ϕ durch einen univariaten ku-
bischen B-Spline mit variabler Knotenzahl und Knotenposition betrachtet. Das Ziel des Optimie-
rungsprozesses ist die Berechnung einer Funktion fˆ die
ρi = ∑mj=1 (pj − fˆ (j))2
= ∑mj=1 (pj −∑kl=−d (dl · N(d)l (j)))2
(4.19)
minimiert. Dabei ist d = 3 der Grad der Basisfunktion mit Knotenvektor (λ−d, . . . ,λk+d+1) und
k-fachen Randknoten λ−d = . . . = λ0 = 1 sowie λk+1 = . . . = λk+d+1 = m. Gleichung 4.19 la¨sst
sich wie folgt in Matrixnotation ausgedru¨cken:
ρ = (ϕT −Nd)T(ϕT −Nd) = ‖ϕT −Nd‖2 (4.20)
wobei ‖ · ‖ die euklidische Vektornorm und
N =
















ein (k+ d+ 1) dimensionaler Koeffizientenvektor ist. Ziel ist es die unbekannten Koeffizienten di
fu¨r i ∈ {−d, . . . , k} zu bestimmen. Das u¨berbestimmte lineare Gleichungssystem
N · d = ϕT.
ist nur dann lo¨sbar, wenn die Matrix N vollen Rang (k + d + 1) hat. Nach Cox [Cox82] ist dies
genau dann der Fall, wenn der Knotenvektor die Scho¨nberg-Whitney-Bedingung erfu¨llt, d.h. fu¨r
jedes Intervall [λj,λj+1+d] gibt es ein t ∈ {t1, . . . , tm} mit tj < tj+1, so dass
λj < t < λj+d+1, j = −d, . . . , k. (4.23)
Der hier verwendete Optimierungsalgorithmus ist eine vereinfachte Version des von de Boor und
Rice in [dBR68] beschriebenen Algorithmus’. Der Algorithmus besteht aus zwei verschachtel-
ten Schleifen. Die innere Schleife verschiebt die Knoten mittels Gready-Verfahren, wa¨hrend die
a¨ußere Schleife Knoten in Intervallen mit hohem L2-Fehler einfu¨gt.
Der Algorithmus beginnt mit einem initialen Knotenvektor λ0, der nur einen einzigen inneren
Knoten λ1 = m+12 am Mittelpunkt des Intervalls besitzt. Nach jeder Least-Square-Optimierung
erfolgt fu¨r jeden inneren Knoten die Bestimmung des L2-Fehlers e(λi) (fu¨r 0 ≤ i ≤ k). Fu¨r die
Verschiebung der Knoten werden die Intervalle [λi−1,λi,λi+1] fu¨r 1 ≤ i ≤ k− 1 in der Reihenfol-
ge abnehmender L2-Fehler sortiert und verarbeitet. Dabei bezeichnen e(λi−1), e(λi) und e(λi+1)
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den L2-Fehler der drei Knoten des betrachteten Intervalls. Diese drei Werte dienen dazu das
Minimum der Parabel p(t) mit p(λi−1) = e(λi−1), p(λi) = e(λi) und p(λi+1) = e(λi+1) zu be-
stimmen. Liegt das Minimum nicht wie angenommen innerhalb des Intervalls [p(λi−1), p(λi+1)]
wird das Intervall u¨bersprungen. Aus diesem Grund beru¨cksichtigt das Verfahren nur Intervalle
mit e(λi−1), e(λi+1) ≥ e(λi). Wa¨hrend des Verschiebungsprozesses erfolgt die Bewegung der in-
neren Knoten innerhalb des von de Boor und Rice [dBR68] definierten ”sicheren Intervalls“derart,
dass die Schoenberg-Whitney Bedingung erfu¨llt bleibt:
[λi−1 + 0.0625(λi+1 − λi−1),λi+1 − 0.0625(λi+1 − λi−1)] . (4.24)
Im letzten Schritt kennzeichnet das Verfahren alle beteiligten Knoten als bearbeitet und beru¨ck-
sichtigt diese wa¨hrend der aktuellen Iteration nicht mehr. Intervalle, die einen verarbeiteten
Knoten enthalten, werden u¨bersprungen. Nach dem Verarbeiten des Knotenvektors fa¨hrt das
Verfahren mit der Kleinstquadratoptimierung fort und startet die na¨chste Iteration. Die innere
Schleife stoppt, wenn entweder die Knoten beginnen zu oszillieren oder wenn das Verfahren den
L2-Fehler nicht signifikant reduzieren kann. Dazu werden wa¨hrend des Verschiebungsschritts
die Position der Knoten sowie der aktuelle L2-Fehler aufgezeichnet. De Boor und Rice [dBR68]
schlagen vor, mindestens vier Iterationen der inneren Schleife durchzufu¨hren. Im Anschluss ist
die A¨nderung des L2-Fehlers jeder Schleife zu berechnen. Die Annahme ist, dass das Verfah-
ren linear konvergiert und der Fehler sich bei jedem Zyklus reduziert. Die innere Schleife wird
beendet, wenn die Reduktion unter einen benutzerdefinierten Schwellenwert εreduction fa¨llt , d.h.
| $i,j−1−$i,j$i,j | ≤ εreduction, wobei $i,j der L2-Fehler des i-ten Bewegungssignals nach der j-ten Iteration
ist.
Die a¨ußere Schleife pru¨ft, ob der L2-Fehler des aktuellen Approximations-Splines unter einem
benutzerdefinierten Schwellwert liegt. Wenn dies nicht der Fall ist, wird ein Knoten in das Inter-
vall mit maximalem Fehler eingefu¨gt. Um die Scho¨nberg-Whitney-Bedingung nicht zu verletzen,
muss der eingefu¨gte Knoten innerhalb des in Gleichung (4.24) definierten sicheren Intervalls lie-
gen.
Die anderen Dimensionen sind, verglichen mit der gleichma¨ßig abgetasteten Zeitdimension, rela-
tiv du¨nn besetzt. Daher gibt es Fa¨lle, in denen eine große Region nur wenige Datenpunkte entha¨lt
und die Anzahl der Spline-Koeffizienten etwa der Anzahl der Datenpunkte entspricht. Dies kann
einen Rangabfall in der Beobachtungsmatrix verursachen, so dass die Lo¨sung der kleinsten Qua-
drate nicht la¨nger eindeutig ist. Die Punkte der gegebenen Menge befinden sich jedoch auf einem
rechteckigen Gitter, wodurch der Scho¨nberg-Whitney-Zustand gu¨ltig bleibt.
Im Folgenden erfolgt die Diskussion des zweidimensionalen Falls. Eine Erweiterung auf ho¨here
Dimensionen wird am Ende dieses Abschnitts skizziert. Betrachtet man eine Menge k gleichar-
tiger Bewegungen mit einem Parameter cj ∈ I1 for 1 ≤ j ≤ k erha¨lt man eine dreidimensionale
Punktmenge Pi = {(cj, t, pji,t)|1 ≤ t ≤ m ∧ cj ∈ I1 ∧ 1 ≤ j ≤ k} fu¨r jeden Freiheitsgrad 1 ≤ i ≤ n.
Die Punktmenge spannt somit einen rechteckigen Definitionsbereich [1, m]× I1 auf. Das Problem
dabei ist, dass die Verteilung der Punkte in Pi relativ du¨nn besetzt ist, was dazu fu¨hrt, dass das
lineare Gleichungssystem unterbestimmt ist. Aus diesem Grund werden die Bewegungssignale
linear interpoliert. Die interpolierte Punktmenge ist mit P˜i bezeichnet. Die interpolierten Werte
liefern nur eine grobe Anna¨herung an die realen Werte. Um deren Einfluss zu reduzieren, wird
im Folgenden eine gewichtete Least-Square-Optimierung verwendet.
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Die Gewichte der Ausgangsdatenpunkte aus Pi sind auf α
j
i,t = 1 zu setzen. Fu¨r die interpolierten
Datenpunkte P˜i, ist ein Gewicht von α
j
i,t ≤ 0.3 zu verwenden. Die Optimierung wird dann fu¨r die









i,t − αwi,t ϕi(w, t))2 (4.25)












einem Tensorprodukt Spline vom Grad d. Wie im univariaten Fall sind die unbekannten Spline-

















Dieser Ausdruck kann wieder in Matrix-Motation u¨berfu¨hrt werden:
N vec(d) = vec(z) (4.28)




(t)B(d)l2 (w) ist. vec(A) bezeichnet einen Spaltenvektor, indem die Spalten der Matrix A in
ihrer natu¨rlichen Reihenfolge untereinander angeordnet sind. Die Matrizen sind somit:
d =
 d−d,−d . . . dk1,−d... . . . ...


























mit wi ∈ I1 fu¨r 1 ≤ i ≤ n1. Weiterhin erfolgt die Annahme, dass die Parameter wi aufsteigend
geordnet sind.
Im zweidimensionalen Fall werden die Anzahl der Knoten und deren Positionen a¨hnlich wie im
eindimensionalen Fall optimiert. Um einen mo¨glichen Anfangsknotenvektor zu erzeugen, ko¨nnen
die Knoten der Zeitdimension, berechnet mit der eindimensionalen Fehlerquadratoptimierung,
verwendet werden. Daher kann man die Approximation eines beliebigen Bewegungssignals wa¨h-
len, da diese Knoten im folgenden Optimierungsfortschritt verschoben werden. Fu¨r die andere
Dimension ist es sinnvoll mit n1/2 abstandsgleichen inneren Knoten zu beginnen. Ein Beispiel
fu¨r die Initialisierung ist in Abbildung 4.7 dargestellt.
Die Verschiebung der Knoten wa¨hrend der Optimierung erfolgt unabha¨ngig in jeder Dimension.
Daher kann man die von de Boor und Rice [dBR68] vorgeschlagene Methode erweitern (siehe Ab-
bildung 4.8). Im ersten Schritt werden alle Intervalle, welche die Bedingung
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Abbildung 4.7: Die eindimensionale Spline-Approximation mit freien Knoten ist in der linken
Abbildung dargestellt. Die Initialisierung der zweidimensionalen Spline-Approximation ist in
der rechten Abbildung gezeigt. Hier sind die Knoten als schwarze Punkte markiert.
Abbildung 4.8: Beispiel fu¨r den Knotenverlegungsschritt. Die Knoten der Intervalle, die wa¨hrend
des Verschiebungsschritts beru¨cksichtigt werden, sind rot umrandet und das berechnete Mini-
mum der entsprechenden Parabel ist als roter Punkt dargestellt. Die Knoten werden dann entlang
der roten Linie neu positioniert.
e(λi,j−1), e(λi,j+1) ≥ e(λi,j) (mit 1 ≤ i ≤ k1 und 1 ≤ j ≤ k2) erfu¨llen, markiert. Danach wird fu¨r
jedes i die Anzahl der markierten und nicht markierten Intervalle verglichen. Wenn die Mehrzahl
der Intervalle markiert ist, werden alle Knoten zum gewichteten Durchschnitt der berechneten
Minima verschoben. Dies wird iterativ fu¨r jede Dimension durchgefu¨hrt. Als Abbruchkriterium
werden die fu¨r den eindimensionalen Fall definierten Kriterien verwendet.
Das Einfu¨gen neuer Knoten erfolgt analog zum eindimensionalen Fall. Zuerst ist der Ort des
maximalen L2-Fehlers zu bestimmen. Das Einfu¨gen der neuen Knoten geschieht entlang der Linie,
die durch das berechnete Maximum verla¨uft. Dieser Prozess wird fu¨r jede Dimension separat
durchgefu¨hrt (siehe Abbildung 4.9). Das Einfu¨gen der Knoten in die Parameterdimension ist
nicht trivial, da es Bereiche gibt in denen der Punktsatz Pi du¨nn besetzt ist. Daher ist vor jeder
Least-Square-Optimierung zu u¨berpru¨fen, ob die Scho¨nberg-Whitney-Bedingung erfu¨llt ist. Wenn
es Intervalle gibt, in denen dies nicht der Fall ist, muss man die Punktmenge P˜i erho¨hen.
Im Fall von Bewegungsra¨umen ho¨herer Dimension wenden wir eine r + 1-dimensionale Tensor-
produkt Spline-Regression an. Die Optimierung beginnt mit der Approximation des eindimensio-
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Abbildung 4.9: Beispiel fu¨r das Einfu¨gen des Knotens. Um die Gitterstruktur der Knoten beizu-
behalten, muss eine ganze Reihe / Spalte von Knoten eingefu¨gt werden.
nalen Bewegungssignals. Im Anschluss erfolgt die Erzeugung eines r + 1-dimensionalen Gitters
und die Durchfu¨hrung der Knotenoptimierung analog zum zweidimensionalen Fall.
4.3.2 Fourier Approximation
In einem zweiten Ansatz approximieren wir die Bewegungssequenzen unter Verwendung eines
trigonometrischen Polynoms. Ausgehend von einem einzelnen Freiheitsgrad ϕ = (p1, . . . , pm)
und der zugeho¨rigen Punktmenge P = {(tj, pj)} mit 1 ≤ j ≤ m und tj = j wird der folgende
Approximationsansatz verwendet:




ξ j · exp (ijqt) (4.31)
wobei i die imagina¨re Einheit, q ein konstanter Skalierungsfaktor und l ≤ m ist.











Sind die Stellen tj a¨quidistant, dann lo¨st die diskrete Fouriertransformation genau das Minimie-
rungsproblem (4.32). Das Polynom pˆl−1 kann in diesem Fall auch wie folgt ausgedru¨ckt werden:









αj · cos (jqt) + β j · sin (jqt)
)
















α0 = 2 · β0;
αj = ξ j + ξl−j, 1 ≤ j < l2 ;
αl/2 = ξl/2, l gerade ;
und
i · β j = ξ j − ξl−j, 1 ≤ j < l2 .
(4.33)























































nur die Summanden mit den k ≤ m betragsgro¨ßten Komponenten des
Vektors γ zu verwenden, da diese einen deutlich sta¨rkeren Beitrag zur Gestalt von ϕ(t) leisten.
Fu¨r ein ungerades m heißt das zum Beispiel:
















mit u + v = k
(4.36)
wobei αl1 , ..., αlu , βl1 , ..., βlv die k betragsgro¨ßten Komponenten des Vektors γ ∈ Rl−1 sind.





















ein Orthonormalsystem im Raum L2 (0, 2pi) der quadratisch integrierbaren Funktionen u¨ber dem
Intervall [0, 2pi] bilden. Darum sollte ϕ(t) anna¨hernd proportional zur Summe der Quadrate der
Fourierkoeffizienten der weggelassenen Summanden sein.
Um diese Idee praktisch umzusetzen, kann man die α’s und β’s (ohne α0) sortieren und in einer
”Fouriertabelle“ mit drei Spalten abspeichern. In der ersten Spalte stehen die Werte der α’s und
β’s in absteigender Folge ihrer Betra¨ge, in der zweiten Spalte die zugeho¨rigen Indizes, und die
dritte Spalte gibt an, ob es sich um einen Sinus- oder Kosinusterm handelt. Man kann dann jeweils
die ersten k Zeilen dieser Fouriertabelle verwenden, um ein mo¨glichst gut approximierendes
trigonometrisches Polynom mit k + 1 Summanden zu bekommen.
Leider kann diese Methode nicht so einfach verallgemeinert werden wie die im letzten Absatz
beschriebene B-Spline-Regression. Um die zweidimensionale Fourier-Transformation zu berech-
nen, beno¨tigen wir a¨quidistante Abtastpunkte in beiden Dimensionen. Wenn wir den diskreten
Bewegungsraum mit einem Parameter betrachten, haben wir eine gleichma¨ßige Abtastung jedes
Bewegungssignals selbst. Jedoch ko¨nnen wir nicht davon ausgehen, dass der nutzerdefinierte
Parameter ci ∈ I1 a¨quidistant gewa¨hlt wurde.
Falls die Stu¨tzstellen in der zweiten Koordinate nicht mehr a¨quidistant sind, kann man zuna¨chst
die eindimensionale Fouriertransformation u¨ber die erste Koordinate berechnen. Dies tut man
fu¨r jede Stu¨tzstelle ci je einmal und erha¨lt die Koeffizienten















































 ; l1 = 1, 2, ..., s2.
(4.37)
4.3 Berechnung der Bewegungsra¨ume 71
Abbildung 4.10: Bewegungsraum fu¨r die Aktion Heben einer Kiste (links). Beispiele fu¨r eine















cos ((l − 1) · q2 · (ck−1 − c0)) , 1 ≤ l ≤ sˆ1 + 1
sin ((l − sˆ1 − 1) · q2 · (ck−1 − c0)) , sˆ1 + 1 < l ≤ n1 + 1
k = 1, 2, ..., n1
q1 = 2·pitm−1−t1 · m−1m
q2 = 2·picn1−c0 ·
n1−1
n1




Das Zweischritt-Approximationsverfahren kann direkt auf beliebige Dimensionen verallgemei-
nert werden.
4.3.3 Stetige Bewegungsra¨ume
Die Kombination der approximierten Bewegungssignale zu einem kontinuierlichen Bewegungs-
raum stellt den letzten Verarbeitungsschritt dar. Die Werte der Kontrollpunkte sowie der Kno-
tenvektoren definieren den B-Spline vollsta¨ndig. Die notwendigen Daten zur Rekonstruktion der
Fourierreihe stellen die ausgewa¨hlten Koeffizienten sowie deren Indizes dar.
Die Auswahl des Approximationsverfahrens erfolgt fu¨r jedes Bewegungssignal, d.h. jeden Frei-
heitsgrad des zugrundeliegenden Skelettmodells, separat. Dabei wird vorrangig entsprechend der
Approximationsgu¨te gewa¨hlt, die als minimale Fehlerquadratsumme gemessen wird. Sollte der
Unterschied der Fehlerquadratsumme beider Funktionen kleiner als ein definierter Schwellwert
sein, erfolgt die Auswahl anhand der Gro¨ße der zu speichernden Datenmenge.
Das Ergebnis ist ein stetiger Bewegungsraum Θ : Cˆ → Rn, der jedem Punkt (t, c) des Parameter-
raumes Cˆ ∈ I0 × C eine Pose des Skelettmodells zuordnet. Fu¨r die Generierung einer Bewegung
wird der Bewegungsraum entlang einer Kurve im Parameterraum ausgewertet. Abbildung 4.10
zeigt zwei Bewegungen der Aktion ”Kiste heben“ sowie den dazugeho¨renden Parameterraum.
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Fu¨r die Synthese der dargestellten Bewegungen wurde der Bewegungsraum an Punkten entlang
der blauen und gru¨nen Linien im Parameterraum ausgewertet.
Die Berechnung von Bewegungen basiert somit auf der Berechnung von Punkten entlang einer
Kurve im Parameterraum, an denen dann die Tensorprodukt B-Splines und Fourierreihen aus-
gewertet werden. Der Vorteil ist, dass, wie im Folgenden erla¨utert, diese Kurve nicht parallel
zur kanonischen Zeitachse verlaufen muss. Das hat allerdings auch den Nachteil, dass keine
Aussage u¨ber die Dauer der generierten Bewegung getroffen werden kann. Fu¨r die in der vorlie-
genden Arbeit entwickelten Methoden dient das MTM-Modul des SVW-Framework zur Berech-
nung der zeitlichen Dauer der Bewegung. Das Modul berechnet anhand der Elementaraktion
sowie der wa¨hrend der Bewegung zuru¨ckgelegten Distanz einzelner Gelenke die Normzeit fu¨r
die Ausfu¨hrung. Anhand dieser Normzeit sowie der Bildwiederholrate der Visualisierung ist es
mo¨glich die La¨nge der Bewegung, also die Anzahl der Posen zur bestimmen. Die Kurve im Para-
meterraum kann dann in entsprechenden gleichabsta¨ndigen Punkten berechnet und zur Synthese
verwendet werden.
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Abbildung 4.11: Beispiel fu¨r einen Parameterraum des Bewegungsraumes ”rechtsha¨ndiges Grei-
fen“. Der Bewegungsraum zerfa¨llt in drei Unterra¨ume mit den Bewegungstypen: Hinlangen, Zu-
greifen (grau), Bewegung mit gegriffenem Objekt (bla¨ulich). Linkes Bild: Fu¨r die Synthese zweier
Bewegungen wird der Bewegungsraum entlang der blauen Linie evaluiert. Rechtes Bild: Die ro-
te Kurve entspricht einer Bewegung mit gegriffenem Objekt, realisiert also ein Umsetzen eines
Objektes um 80cm.
4.4 Kurven im Bewegungsraum
Die erzeugten Bewegungsra¨ume beschreiben ein Kontinuum von Bewegungen. Durch Fixierung
der nicht-temporalen Komponente des Parametervektors erha¨lt man eine Bewegung mit einer
Charakteristik der aufgezeichneten Bewegungen. Die zusa¨tzliche Festlegung des Zeitparameters
liefert eine Pose einer derartigen Bewegung. Daru¨ber hinaus besteht jedoch die Mo¨glichkeit Bewe-
gungen zu erzeugen, die in ihrer Charakteristik von den aufgezeichneten Bewegungen abweichen,
indem man sich entlang einer beliebigen Kurve durch den Parameterraum bewegt und dabei die
u¨berstrichenen Posen ”aufsammelt“. So la¨sst sich beispielsweise das Umsetzen eines Objektes
auf einem Tisch aus Bewegungen synthetisieren, die das Objekt an verschiedenen Positionen auf-
nehmen und an den Ko¨rper zuru¨ckfu¨hren (siehe Abbildung 4.11). Als Hauptanwendung dieser
Technik sehen wir jedoch nicht die Vera¨nderung des Bewegungstyps, sondern die Vermeidung
von Kollisionen bei der Bewegungserzeugung.
Bei der Festlegung von Kurven im Parameterraum ist folgendes zu beachten:
1. Gewisse Parameter mu¨ssen entlang der Kurve konstant bleiben. Dies betrifft insbesondere
solche, die physische Eigenschaften des zu handhabenden Objektes (Gro¨ße, Gewicht etc.)
beschreiben.
2. Die Event-Synchronisation der aufgezeichneten Bewegungen zerlegt den Bewegungsraum
in Unterra¨ume verschiedener Bewegungscharakteristik. Die erzeugten Kurven mu¨ssen in-
nerhalb dieser Unterra¨ume verlaufen.
4.4.1 Bewegungssynthese
Die Voraussetzung fu¨r die Berechnung von U¨berfu¨hrungsbewegungen ist ein Start- und Ziel-
punkt c1, c2 ∈ Cˆ im Parameterraum sowie die dazugeho¨rende Elementaraktion a ∈ A.
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Algorithmus 4.1 Auflo¨sen der Kollision einer Pose innerhalb eines Intervalls mit Hilfe des Bewe-
gungsraumes.
Eingabe: Kurve x, Kollisionsintervall [us, ue]
1: um = MidCurveParam(x, [us, ue]);
2:
3: C f = CalculateValidParameterSpace(x(um));
4: C ′f = MakeRangeOrthogonalToCurve(x(um), C f );
5:
6: cm = CalculateNearestCollisionFreePoint(x(um), C ′f );
7: if cm 6= ∅ then





Anhand dieser Vorgaben wird der zula¨ssige Parameterunterraum C f ⊂ Cˆ berechnet. Dabei ist zu
beachten, dass die folgenden Bedingungen erfu¨llt sind:
1. Falls die Aktion a die Handhabung eines Objektes vorsieht, z.B. wenn der virtuelle Charak-
ter wa¨hrend der Aktion ein Objekt in der Hand hat, dann mu¨ssen auch die objektbezogenen
Parameter des Start- und Zielpunktes gleich sein.
2. Der Unterraum darf keine Eventgrenzen schneiden.
3. C f 6= ∅
Daraufhin erfolgt die Berechnung einer Spline-Kurve x(u), die die Punkte c1, c2 ∈ C f interpoliert.
Eine zula¨ssige Kurve x(u) darf nur innerhalb des definierten Unterraumes verlaufen. Falls das
nicht der Fall ist, wird die Kurve iterativ unterteilt und die Stu¨tzpunkte entsprechend in den
Unterraum C f verschoben.
4.4.2 Kollisionsvermeidung
Die Auflo¨sung einer bestehenden Kollision in einer vorliegenden Bewegung durch Auswahl ei-
nes alternativen Pfades im Bewegungsraum ist deshalb nicht-trivial, weil im Allgemeinen kein
Zusammenhang zwischen den Richtungen im Parameterraum und Bewegungsrichtungen im An-
wendungsraum besteht. Unser Verfahren folgt deshalb der Heuristik sich mo¨glichst rasch vom
Kurvenverlauf zu entfernen, in dem man senkrecht zur Kurventangente fortschreitet.
Der Algorithmus zur Kollisionsauflo¨sung besteht aus zwei Schritten - der Suche nach einem
kollisionsfreien Punkt im Parameterraum und der Berechnung einer entsprechenden Kurve, die
den gefundenen Punkt entha¨lt. Algorithmus 4.1 zeigt den Ablauf des Algorithmus. Ausgehend
vom Mittelpunkt des Kollisionsintervalls wird der zula¨ssige Parameterunterraum bestimmt und
anschließend auf die zur Tangente orthogonale Hyperebene beschra¨nkt. Unter Verwendung der
Greedy-Heuristik sucht die Funktion CalculateNearestCollisionFreePoint() eine entsprechen-
de kollisionsfreie Pose. Den Ablauf der Funktion zeigt Algorithmus 4.2. Der gefundene Punkt im
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Algorithmus 4.2 Suchen des na¨chstgelegenen kollisionsfreien Punktes im Parameterraum:
CalculateNearestCollisionFreePoint.
Eingabe: Punkt im Parameterraum c, zula¨ssiger Unterraum C ′f
1: pdmin = PenetrationDepth(c)
2: cr = c
3: C f in = c
4: while pdmin > −ε do
5: CN = Neighborhood(cr, C ′f )\C f in
6: if CN = ∅ then
7: return ∅
8: end if
9: for all c′ ∈ CN do
10: if PenetrationDepth(c′)< pdmin then
11: pdmin = PenetrationDepth(c′)
12: cr = c′
13: end if




Parameterraum sei cm ∈ C ′f . Fu¨r diesen wird nun ein interpolierender Spline berechnet, der durch
die Punkte x(us − ε), cm und x(ue + ε) verla¨uft. Der Parameter ε ist frei wa¨hlbar und dient dazu
eine mo¨glichst weiche Bewegung zu generieren.
Die angepasste Kurve im Parameterraum wird nun wieder auf eine Kollision u¨berpru¨ft und der
Algorithmus beginnt mit den gefundenen Intervallen von neuem.
4.5 Bewegungsgraphen
Fu¨r die effiziente Simulation komplexer Bewegungssequenzen zur Laufzeit wird ein Bewegungs-
graph G = (V , E) verwendet. Hierbei ist V = {V0, . . . , Vn} die Menge der Knoten und E =
{E0, . . . , Em} die Menge der Kanten. Die Knoten des Graphen enthalten die in Abschnitt 4.3
berechneten stetigen Bewegungsra¨ume. Die gerichteten Kanten des Graphen enthalten gu¨ltige
U¨berga¨nge zwischen den Bewegungsra¨umen des Start- und Zielknotens. Durch Angabe eines
Pfades innerhalb des Graphen ko¨nnen komplexe Bewegungssequenzen synthetisiert werden.
Im Gegensatz zu den meisten graph-basierten Verfahren zur Bewegungssynthese, die U¨berga¨nge
zwischen einzelnen aufgezeichneten Bewegungssegmenten berechnen, besteht hier die Proble-
matik in der Berechnung geeigneter U¨berga¨nge zwischen unterschiedlichen Parameterra¨umen.
Dabei ist es im Allgemeinen nicht mo¨glich von einer beliebigen Bewegung in einem Bewegungs-
raum zu einer beliebigen anderen Bewegung in einem anderen zu wechseln. Betrachtet man
beispielsweise einen Knoten, der den Bewegungsraum ”Laufbewegungen“ mit dem Parameter
Geschwindigkeit abbildet und durch eine Schleife im Graph mit sich selbst verbunden ist. Mit
einem Pfad, der wiederholt die Schleife entha¨lt, ist es mo¨glich lange Laufbewegungen zu berech-
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nen. Ein U¨bergang zwischen einer schnellen Laufbewegung und einer langsamen Laufbewegung
wu¨rde jedoch zu einer unrealistischen, stolpernden Bewegung fu¨hren. Da die Bewegungsra¨ume
der Knoten durch semi-automatische Segmentierung entstanden sind, ist zudem nicht sicher-
gestellt, dass die Endpose des Startknoten und die Anfangspose des Zielknoten einen weichen
U¨bergang ermo¨glichen. Hinzu kommt, dass die aktiven Beschra¨nkungen der Bewegungsra¨ume
einzuhalten sind. Ein direkter U¨bergang von einer Tragebewegung zu einer Laufbewegung muss
ausgeschlossen werden. Das bedeutet, dass die Kanten im Graphen den Parameterbereich im
Zielknoten enthalten mu¨ssen zu dem ein gu¨ltiger U¨bergang mo¨glich ist. Die Herausforderung
besteht also darin, eine geeignete Abbildung zwischen den Parameterbereichen verschiedener
Knoten zu berechnen.
Im Folgenden wird das entwickelte Verfahren beschrieben, mit dem die Kanten von einem Start-
knoten Vs und einem Zielknoten Ve bestimmt werden ko¨nnen, falls es solche gibt. Der Bewegungs-
raum eines Knotens Vi ist durch Θi(tc, c) mit tc ∈ I0 und c ∈ Ci gegeben. Wie bereits erla¨utert,
ergibt die Auswertung des Bewegungsraumes entlang einer zusammenha¨ngenden Kurve eine
Bewegung. Im Folgenden werden geeignete U¨bergangspunkte c anhand einer Distanzmetrik be-
rechnet. Dazu ist es notwendig eine Sequenz von k aufeinanderfolgenden Posen zu erzeugen.
Die Folge ergibt sich durch Variation des zeitlichen Parameters tc. Die Posen liegen dann in dem
Intervall [tc− k2 , . . . , tc, . . . , tc+ k2 ], wobei ti − ti+1 = const festgelegt wird. Durch Auswertung des
Bewegungsraumes ergibt sich die Bewegung m(t).
4.5.1 Berechnung der U¨bergangspunkte
Angenommen man hat zwei Knoten Vs und Ve, deren Bewegungsraum einem Parameterbe-
reich mit einer Geraden entlang der kanonischen Zeitachse entspricht und die zugeho¨rigen Be-
schra¨nkungen passen zueinander. Dann reduziert sich die U¨bergangsberechnung auf die klas-
sische Verkettung von zwei Bewegungssequenzen. Die Knoten enthalten somit die Bewegungs-
sequenzen ms und me. Fu¨r den U¨bergang muss ein Frame ts nahe dem Ende von ms und ein
Frame te nahe dem Anfang von me bestimmt werden, die a¨hnlich genug sind, um mittels Glei-
chung 2.1 ein lineares Blending zu ermo¨glichen. Die entsprechenden Frames werden mit Hilfe
der Abstandsmetrik aus Gleichung 2.2 bestimmt. Falls ein entsprechendes Paar von Posen mit
D(ms(ts), me(te)) ≤ ε existiert, dann ist ein U¨bergang zwischen den Knoten mo¨glich und das
Paar (ts, te) wird in der Kante gespeichert. Dabei stellt ε einen einstellbaren Schwellwert dar.
Betrachtet man nun den allgemeinen Fall, bei dem die Knoten Vs und Ve einen Bewegungsraum
mit gro¨ßerem Parameterbereich enthalten. In diesem Fall ist es unwahrscheinlich, dass die ent-
haltenen Bewegungen a¨hnlich genug sind, um ein einzelnes ausgezeichnetes Paar von Posen als
U¨bergang zu verwenden. Es kann auch der Fall eintreten, dass nur fu¨r einen Unterraum des
Parameterraumes U¨berga¨nge mo¨glich sind. Ein Beispiel ist der U¨bergang zwischen einem Bewe-
gungsraum ”Tragen“ mit variablen Objektgro¨ßen und einem Bewegungsgraum ”Platzieren“ mit
fester Objektgro¨ße. Hinzu kommt, dass es nicht nur U¨berga¨nge zwischen End- und Anfangs-
punkten der zeitlichen Dimension des Bewegungsraumes geben kann. Bei der Ausfu¨hrung von
U¨bergangsbewegungen kann es sinnvoll sein, U¨berga¨nge an verschiedenen Intervallen in der
zeitlichen Dimension zu definieren.
Fu¨r die Berechnung mu¨ssen somit zuna¨chst die zeitlichen Intervalle fu¨r die U¨bergangspunkte an-
gegeben werden. Anhand eines gegebenen Intervalls [ts,b, ts,e] im Startknoten und eines gegebenen
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Intervalls [te,b, te,e] im Zielknoten erfolgt die Abbildung beider Parameterra¨ume Cs, Ce, wodurch
sich zwei Unterra¨ume Cms , Cme fu¨r mo¨gliche U¨berga¨nge ergeben. Da der Unterraum jedoch eben-
falls stetig ist, und somit eine unendliche Anzahl von Bewegungen darstellt, ist es unmo¨glich,
alle mo¨glichen Bewegungspaare zu vergleichen. Hinzu kommt, dass die Bewegungsra¨ume im
Allgemeinen unterschiedlich parametrisiert sind, wodurch ein gegebener Punkt im Parameter-
raum des Startknotens auf einen Parameterunterraum im Zielknoten abgebildet wird, in dem
dann die Koordinaten fu¨r optimale U¨berga¨nge gesucht werden mu¨ssen. In einem stetigen Bewe-
gungsraum sehen Posen, die fu¨r eine lokale Nachbarschaft des Parameterraumes erzeugt werden,
jedoch a¨hnlich aus. Daraus folgt, dass sich aus nahe beieinanderliegenden Parametervektoren im
Startknoten auch nahe beieinanderliegende, teilweise u¨berlappende Unterra¨ume im Zielknoten
ergeben. Aus dieser Beobachtung heraus, wurde das Problem der Identifizierung und Darstellung
von U¨berga¨ngen zwischen den Knoten mittels Sampling untersucht.
4.5.2 Konstruktion der Kanten
Eine Kante zwischen einem Startknoten Vs und einem Zielknoten Ve bildet jeden Punkt cs,i ∈ Cms
auf einem Unterraum von Ce ab, zu dem ein U¨bergang von der Bewegung ms,i = Θs({ts,b, ts,e}, cs,i)
aus mo¨glich ist. In der Kante ist außerdem der Zeitpunkt fu¨r den optimalen U¨bergang gespei-
chert. Angenommen, es gibt zu jedem Punkt in Cms einen Unterraum in Ce, dann kann mittels
Sampling eine Kante zwischen den zugeho¨renden Knoten erstellt werden. Hierzu wird eine Men-
ge von Punkten Ss = {cs,1, . . . , cs,ns} ⊂ Cms erstellt. Fu¨r jeden Punkt wird nun die zugeho¨rige
Zielregion Se = {C1e , . . . , Cnse } bestimmt. In den Zielregionen werden ebenfalls eine Menge von
Abtastpunkten Sie = {ce,1, . . . , ce,ne} ⊂ C ie, fu¨r 1 ≤ i ≤ ns erzeugt. Um die Variationen im Ziel-
raum gut zu erfassen, sollte ne mo¨glichst groß sein. Die genaue Anzahl ha¨ngt stark von deren
Gro¨ße und Dimensionalita¨t ab. In verschiedenen Experimenten hat sich gezeigt, dass 50 Abtast-
punkte pro Dimension gute Ergebnisse liefern. Im Gegensatz dazu sollte ns mo¨glichst klein sein,
da diese Zahl die fu¨r eine Kante erforderliche Speicherkapazita¨t sowie die Leistungseffizienz
des Bewegungsgraphen bei der Erzeugung von Bewegungen zur Laufzeit beeinflusst. Es zeigte
sich, dass ein regelma¨ßiges Abtastmuster gute Ergebnisse liefert. Ausgehend vom diskreten Be-
wegungsraum wird ein Gitter mit der doppelten Auflo¨sung bezu¨glich der Eingangsdaten jeder
Parameterdimension erzeugt. Die Knoten des Gitters bilden dann die Abtastpunkte des Startkno-
tens.
Fu¨r jeden Punkt cs,i und dessen U¨bergangskandidaten Sie wird nun die zugeho¨rige Bewegung
innerhalb der definierten Intervalle erzeugt und entsprechende Zeitpunkte fu¨r den U¨bergang be-
stimmt. Anhand der Abstandsmetrik (Gleichung 2.2) werden Samples, deren Distanz gro¨ßer als
ein definierter Schwellwert ist, in eine gesonderten Liste gespeichert. Der Zielbereich wird dar-
aufhin auf die Bereiche mit guten U¨bergangspunkten verkleinert. Die Kante speichert die Liste
von U¨bergangspunkten sowie deren zugeho¨rige Zielregion und ein Intervall fu¨r die U¨bergangs-
zeitpunkte.
4.5.3 Synthese von Bewegungen
Die Synthese von U¨berga¨ngen erfolgt auf Basis der aktuellen Parameter der Bewegung und den
in den ausgehenden Kanten gespeicherten Daten. Ausgehend von einem Knoten Vs und den
gegebenen Parametern cs kann der Parameterunterraum Cse des Zielknotens Ve bestimmt werden.
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Falls die Zielregion Cse nur einen Punkt entha¨lt, kann dieser direkt fu¨r den U¨bergang verwen-
det werden. Andernfalls werden aus den Daten der Kante die k-na¨chsten Nachbarn c1, . . . , ck
von cs berechnet. Mit Hilfe der Zielregionen C ie der k-na¨chsten Nachbarn wird versucht Cse zu
verkleinern.
Dazu wird eine gewichtete Interpolation zwischen den Zentren der C ie berechnet, wobei sicherge-
stellt werden muss, dass dieser Punkt innerhalb der Region Cse liegt. Um den berechneten Punkt
wird eine Region Ct, die in jeder Dimension die mittlere Ausdehnung der C ie aufweist, erzeugt.
Der Unterraum C ′e der sich aus dem Schnitt zwischen Ct und Cse ergibt, bildet dann den verwen-
deten Zielraum.
Die in Kapitel 6 entwickelte Bewegungsplanung berechnet innerhalb der Region C ′e wa¨hrend der
Pfadsuche mehrere U¨bergangspunkte und verwendet den geeignetsten Punkt. Fu¨r eine interakti-
ve Synthese wird der Mittelwert aller Parameterdimensionen von C ′e verwendet.
4.6 Ergebnisse
Die vorgestellten Methoden zur Parametrisierung von Bewegungen sowie deren anschließende
Weiterverwendung wurde an verschiedenen Beispielen getestet. Im folgenden werden zuna¨chst
die Ergebnisse der Approximation erla¨utert. Anschließend werden die darauf aufbauenden Al-
gorithmen zur Anpassung der Kurven innerhalb des Parameterraumes sowie der Kollisionsver-
meidung innerhalb des Bewegungraumes betrachtet. Der abschließende Abschnitt berachtet die
Bewegungsgraphen und gibt Beispiele fu¨r die Bewegungssynthese.
4.6.1 Ergebnisse der Approximation
Um die entwickelte Methode zur Bewegungssynthese zu evaluieren, wurden vier verschiedenar-
tige Aktivita¨ten ausgewa¨hlt, die fu¨r Bewegungen innerhalb einer Fertigungsumgebung repra¨sen-
tativ sind: Einha¨mmern eines Nagels, Anheben einer Kiste, manuelles Schrauben und Abwi-
schen einer Oberfla¨che. Diese Testbewegungen wurden von Probanden ausgefu¨hrt und durch ein
Motion-Capture-System erfasst. Es wurde jeweils eine Bewegungsausfu¨hrung verwendet um die
Eignung der eindimensionalen B-Spline Approximation sowie die Approximation mit Fourierrei-
hen (vgl. Abschnitt 4.3) zu bewerten. Die Ergebnisse am Beispiel des rechten Ellenbogens sind in
Abbildung 4.12 dargestellt.
Abbildung 4.13 zeigt das Approximationsergebnis fu¨r die gesamte Skelettstruktur beispielhaft
an einzelnen Posen der Bewegung ”Anheben einer Kiste“. Fu¨r die Approximation wurde ein
maximaler Fehler von ε = 0, 5◦ verwendet.
Ein Beispiel der Approximationsergebnisse der Bewegungsra¨ume ist in Abbildung 4.14 darge-
stellt. Es wurde der stetige Bewegungsraum ”Anheben einer Kiste“ fu¨r unterschiedliche Aus-
gangsho¨hen der Kistenposition verwendet. Die schwarzen Posen stellen die aufgezeichnete Be-
wegung dar. Die blauen Posen sind die Ergebnisse des implementierten Verfahrens.
Um die Kompression der verwendeten Approximationsmethode zu messen, wurden die Gro¨ßen
der urspru¨nglichen Bewegungsdatei im BVH-Format und der Datei des Bewegungsraums vergli-
chen. Beide Dateien sind im ASCII-Format kodiert. Der Inhalt der BVH besteht aus zwei Berei-
chen. Im ersten ist die Skeletthierarchie spezifiziert, im zweiten sind die Eulerwinkel aller Posen
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(a) Ha¨mmern (b) Anheben
(c) Schrauben (d) Wischen
Abbildung 4.12: Gelenkwinkelverlauf des rechten Ellenbogens im Bogenmaß: reale Ausfu¨hrung
(blaue Punkte) und Approximationsergebnis (rote Linie) der vier Testbewegungen.
Testbewegung Gro¨ße der BVH-Datei Dateigro¨ße des Bewegungsraumes
Einha¨mmern eines Nagels 73.6 KB 39.5 KB
manuelles Schrauben 80.5 KB 45.2 KB
Abwischen einer Oberfla¨che 40.1 KB 25.3 KB
Anheben einer Kiste 37.4 KB 18.8 KB
Tabelle 4.1: Vergleich des Speicherbedarfs zwischen den BVH-Dateien und den berechneten Be-
wegungsra¨umen.
aufgelistet. Die Datei fu¨r den Bewegungsraum ist nach a¨hnlicher Art aufgebaut. Zuna¨chst wird
ebenfalls die Skeletthierarchie definiert, darauffolgend sind die B-Spline- und Fourier-Funktionen
angegeben. Um die B-Spline-Funktion nachzustellen, mu¨ssen die Koeffizienten und die Knoten-
positionen gespeichert werden. Fu¨r die Fourier-Funktion werden die Koeffizienten und deren
Indizes gespeichert. Die Gegenu¨berstellung der Dateigro¨ßen ist in Tabelle 4.1 dargestellt.
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Abbildung 4.13: Vergleich der Bewegungsdaten: reale Bewegung (schwarz) und Na¨herungsergeb-
nis (rot) u¨bereinander gelegt.
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Abbildung 4.14: Interpolationsergebnisse der ”Anheben einer Kiste“-Bewegung getestet u¨ber
einen steigenden Ho¨henparameter (von unten nach oben: 0,8; 0,9; 1,0; 1,1; 1,2m).
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Abbildung 4.15: Darstellung des Parameterraumes fu¨r die Bewegung ”Einha¨ndiges Greifen“.
Als weiterer Bewegungsraum wurde das ”einha¨ndige Greifen“ untersucht. Der Bewegungsraum
besitzt neben der zeitlichen Komponente, den seitlichen Abstand sowie den frontalen Abstand
zur Skelettwurzel als Parameter. Abbildung 4.15 zeigt den Parameterraum sowie die Kurven
der im Folgenden gezeigten Bewegungen. Die Farbe der Kurve entspricht der Farbe des Skeletts
in den folgenden zwei Abbildungen. Abbildung 4.16 zeigt die synthetisierten Bewegungen zu
Zielpunkten die auch in der Datengrundlage fu¨r die Approximation enthalten sind. Dabei ent-
spricht die letzte dargestellte Pose des schwarzen Skelettes dem Punkt (−0.75,−0.75, 1.1) und
die letzte Pose des blauen Skeletts dem Punkt (−0.3,−0.85, 1.1) im Parameterraum. In den Dar-
stellungen entsprechen die gelben Quader den Punkte der zugrundeliegenden aufgezeichneten
Bewegungssequenzen. Abbildung 4.17 zeigt zwei weitere Bewegungen bei denen die letzte dar-
gestellte Pose den Punkten (−0.55,−0.55, 1.1) (gru¨nes Skelett) und (−0.3,−0.55, 1.1) (violettes
Skelett) im Parameterraum entspricht. Die Abweichung von der definierten Zielposition ist bei
den vier dargestellten Bewegungen kleiner als 2cm. Tabelle 4.2 listet die Abweichungen von der
Zielposition bezu¨glich seitlichem und frontalem Abstand auf.
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Abbildung 4.16: Bewegungssynthese des ”einha¨ngigen Greifens“, dessen Zielpunkte in der Da-
tengrundlage fu¨r die Approximation enthalten sind.
Skelettfarbe angegebener Zielpunkt gemessene Position Fehlerwert
im Parameterraum des Endeffektors [m]
(seitlich, frontal)[m] (seitlich, frontal)[m]
Schwarz (−0.75,−0.75) (−0.745,−0.755) 0.0078
Blau (−0.3,−0.75) (−0.305,−0.753) 0.0058
Gru¨n (−0.55,−0.55) (−0.540,−0.555) 0.0111
Violett (−0.3,−0.55) (−0.318,−0.546) 0.0184
Tabelle 4.2: Gemessener Fehlerwert zwischen angegebener Zielposition im Parameterraum und
der tatsa¨chlichen Position des Endeffektors der rechten Hand.
Abbildung 4.17: Bewegungssynthese zu den Zielpunkten (−0.55,−0.55, 1.1) und
(−0.3,−0.55, 1.1) im Parameterraum.
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Abbildung 4.18: Darstellung der Kurven im Parameterraum der Umsetzbewegungen fu¨r die Ak-
tion ”einha¨ndiges Greifen“.
4.6.2 Ergebnisse der Bewegungssynthese
Die Berechnung von u¨berfu¨hrenden Bewegungen zwischen zwei Elementaraktionen soll am Bei-
spiel einha¨ndiger Umsetzbewegungen gezeigt werden. Fu¨r den Versuch wurde ein dreidimensio-
naler Parameterraum aufgespannt, der das Aufnehmen einer Kiste in unterschiedlichen seitlichen
sowie frontalen Entfernungen abbildet. Ein Beispiel des Bewegungsraumes sowie der Kurven der
synthetisierten Bewegungen zeigt Abbildung 4.18. Die Posen der synthetisierten Bewegungen
zeigt Abbildung 4.19. Die Farben der Kurven korrespondieren mit der Farbe des abgebildeten
Skelettes.
Wie beschrieben, kann die Methode auch dazu verwendet werden, um Kollisionen zwischen dem
virtuellen Menschmodell bzw. dem gehandhabten Objekt und Objekten in der Umgebung auf-
zulo¨sen. Ein Beispiel fu¨r die Aktion ”Anheben einer Kiste“ zeigt Abbildung 4.20. Im gezeigten
Fall ist es notwendig die Kiste u¨ber ein davorstehendes Objekt zu heben. Durch die Berechnung
einer entsprechenden Kurve kann die entstandene Kollision aufgelo¨st werden. Ein weiteres Bei-
spiel fu¨r die Kollisionsauflo¨sung wa¨hrend einer Umsetzbewegung zeigt Abbildung 4.21.
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Abbildung 4.19: Synthetisierte Bewegungen entlang einer Kurve zwischen zwei Greifpunkten im
Parameterraum.
Abbildung 4.20: Die aufgetretene Kollision beim Anheben der Kiste (links) kann durch die Be-
rechnung einer angepassten Kurve durch den Parameterraum aufgelo¨st werden (rechts).
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Abbildung 4.21: Die aufgetretene Kollision beim Umsetzen (links) kann durch die Berechnung
einer angepassten Kurve durch den Parameterraum aufgelo¨st werden (rechts).
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Abbildung 4.22: Darstellung des Bewegungsgraphen mit einem Knoten zur Synthese von Laufbe-
wegungen mit unterschiedlichen Geschwindigkeiten. Die einzelne berechnete Kante wurde zur
Verdeutlichung der parametrisierten U¨bergangspunkte aufgeteilt. Ein U¨bergang zwischen ver-
schiedenen Geschwindigkeiten ist nicht mo¨glich.
Abbildung 4.23: Synthese von zwei Laufbewegungen mit unterschiedlichen Geschwindigkeiten
unter Verwendung des Bewegungsgraphen aus Abbildung 4.22
4.6.3 Verschiedene Bewegungsgraphen
Die Ergebnisse der entwickelten Methode zur Berechnung von Bewegungsgraphen soll im Fol-
genden an verschiedenen Beispielen gezeigt werden. Die ersten beiden Beispiele verwenden einen
Graphen mit einem und zwei Knoten. Daneben wurde ein Graph mit zwo¨lf Knoten im Rahmen
des SVW-Projektes verwendet. Auf diesem Graphen basieren die Ergebnisse in Abschnitt 6.5.
Abbildung 4.22 zeigt einen Bewegungsgraphen mit einem Knoten. Dieser entha¨lt einen Bewe-
gungsraum mit Laufbewegungen unterschiedlicher Geschwindigkeiten. Der verwendete Para-
meter bestimmt die Geschwindigkeit. Die Abbildung zeigt, dass ein U¨bergang entlang der Kante
wieder zu einer Bewegung mit der gleichen Geschwindigkeit fu¨hrt. Verschiedene Geschwindig-
keiten lassen sich somit nur durch eine entsprechende Kurve innerhalb des Bewegungsraumes
erzeugen. Abbildung 4.23 zeigt Bewegungen, die mit diesem Bewegungsgraphen erzeugt wur-
den.
Zur Synthese einer Laufbewegung entlang eines Pfades wurde der Graph um einen zweiten
Knoten erweitert. Der zweite Knoten entha¨lt Laufbewegungen mit Richtungsa¨nderungen. Der
verwendete Parameter entspricht dem Winkel der Orientierungsa¨nderung. Abbildung 4.24 zeigt
eine Bewegung, die mit diesem Bewegungsgraphen erzeugt wurde.
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Abbildung 4.24: Laufbewegung entlang eines Pfades.
In Abbildung 4.25 ist ein Ausschnitt des im SVW-Framework verwendeten Bewegungsgraphen
abgebildet. Die dargestellten Knoten werden zur Bewegungsgenerierung von Lagerta¨tigkeiten
verwendet.
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Abbildung 4.25: Darstellung eines Ausschnitts des im Rahmen des SVW-Frameworks verwende-
ten Bewegungsgraphen zur Berechnung von Lagerta¨tigkeiten.
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Kapitel 5
Puppet Input Device - PuppID
Im Rahmen der Fabrikplanung bildet ein virtuelles menschliches Modell die Arbeitsschritte des
realen Werkers zur ergonomischen Bewertung innerhalb eines digitalen Fabriklayouts ab. Um
plausible Ergebnisse zu erhalten, ist die Verwendung von realistischen und kollisionsfreien Be-
wegungsabla¨ufen notwendig. Wie bereits erwa¨hnt, liefern Motion-Capture-Systeme solche Daten.
Der Einsatz dieser Systeme ist jedoch nicht in jedem Fall sinnvoll und mo¨glich. Jede A¨nderung
des digitalen Fabriklayouts zieht die Anpassung der Bewegungen an die neue Umgebung nach
sich, d.h. entweder neue Bewegungsaufnahmen oder eine zeitaufwendige ha¨ndische Bearbeitung.
Aus diesem Grund wurden in den letzten Jahren eine Reihe von Eingabegera¨ten entwickelt, die
dem Nutzer bei der Anpassung von virtuellen Bewegungen helfen sollen (siehe Abschnitt 5.1).
Die existierenden Systeme weisen jedoch individuelle Nachteile auf und eignen sich nur zur
Erzeugung einzelner Posen.
Intuitiver wa¨re ein Ansatz, der es dem Nutzer ermo¨glicht Bewegungssequenzen dynamisch anzu-
passen. Dazu muss das Eingabegera¨t die Bewegungen kontinuierlich abspielen und gleichzeitig
Nutzereingaben auslesen und auf das virtuelle Modell abbilden. Eine derartige Funktionalita¨t
wird von keinem vorhandenen Modell unterstu¨tzt. Die grundlegende Forschungsfrage geht auf
das Arbeitsfeld Interaktive Steuerung des SVW-Projektes, in dem Mo¨glichkeiten fu¨r eine direkte
Steuerung der Bewegungen des virtuellen Menschmodells erforscht wurden, zuru¨ck. Dabei ent-
standen zwei Prototypen um die grundsa¨tzliche Realisierbarkeit zu untersuchen (Abschnitt 5.2).
Aus den erkannten Vor- und Nachteilen der Prototypen leiten sich eine Reihe von Zielkriterien
fu¨r das finale Eingabegera¨t ab. Abschnitt 5.3 betrachtet diese Kriterien und diskutiert mo¨gliche
Lo¨sungsansa¨tze. Den Aufbau des sich daraus ergebenden Modells sowie die Aufbereitung der
Hardwarekomponenten beschreibt Abschnitt 5.4. Die implementierte Software sowie deren An-
bindung an die Hardwarekomponente erla¨utert Abschnitt 5.5.
5.1 Verwandte Arbeiten
Numaguchi et al. [NNSH11] entwickelten eine Art Marionettenpuppe mit 17 Freiheitsgraden,
bestehend aus 14 Drehpotentiometern und einem Lagesensor. Das Haupteinsatzgebiet dieses
Gera¨tes ist das Motion Retrievel, also die Suche existierender Bewegungen in einer Datenbank.
Zur Anpassung existierender Bewegungen ist das Gera¨t aufgrund der wenigen Freiheitsgrade
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und des dadurch sehr beschra¨nkten Bewegungsraums jedoch ungeeignet.
Jacobson et al. [JPG+14] entwickelten ein modulares Gera¨t, bestehend aus Gelenken, Verzwei-
gungen und Knochen, die zu einer beliebigen Skeletthierarchie zusammengefu¨gt werden ko¨nnen.
Durch Abbildung des erstellten physikalischen Skeletts auf ein virtuelles Skelett kann dieses po-
senweise animiert werden. Um die Verwendung des Gera¨tes zu vereinfachen, schlagen Glauser
et al. [GMP+16] eine Methode fu¨r die automatische Berechnung von Montageanweisungen fu¨r
einen modularen Controller vor. Die generierte Bewegungssequenz basiert jedoch auf einzelnen
Eingabeposen kombiniert mit Methoden der inversen Kinematik und Interpolation. Daru¨ber hin-
aus wird die globale Ausrichtung und Position des Charakters nicht verfolgt und muss in einem
zusa¨tzlichen Nachbearbeitungsschritt angepasst werden. Diese Einschra¨nkungen und die initiale
zeitaufwendige Montage von Teilen ko¨nnen laut den Autoren zu einer geringen Benutzerakzep-
tanz fu¨hren.
QUMARION ist ein menschena¨hnliches Eingabegera¨t, der Firma CELSYS Inc. - einem Joint Ven-
ture der Universita¨t Tsukuba und der University of Electro-Communications [CEL12]. Mit seinen
16 beweglichen Gelenken und 32 eingebauten Sensoren eignet sich das Eingabegera¨t zur Posen-
erzeugung fu¨r digitale Charaktere [OYH17]. In [THO14] wird QUMARION zur Telerehabilitati-
on eingesetzt. Der Therapeut verwendet das Gera¨t zur Erstellung von Rehabilitationshaltungen.
Das in [KISO16] entwickelte Lernunterstu¨tzungssystem verwendet QUMARION in Erste-Hilfe-
Trainingseinheiten. Lebensrettende Ko¨rperhaltungen, z.B. die stabile Seitenlage, ko¨nnen dadurch
trainiert werden.
Ein anderer Ansatz, der in [WBR17] vero¨ffentlicht wurde, konzentriert sich auf die Haltungskon-
trolle eines virtuellen Charakters innerhalb einer ergonomischen Simulation. Das entwickelte hu-
manoide Eingabegera¨t besitzt 22 Freiheitsgrade und wurde entwickelt, um das virtuelle mensch-
liche Modell Jack von Siemens PLM zu steuern [Sie18]. Um die Schwerkraft auszugleichen, muss
der Nutzer jedes Gelenk u¨ber zwei Stellschrauben arretieren. Bewegungen des digitalen Modells
lassen sich durch die Erstellung von Keyframeposen generieren.
Yoshizaki et al. [YMS+11] entwickelten eine physische Puppe mit 32 Freiheitsgraden zur Posi-
tionierung von virtuellen Menschmodellen. Jeder Freiheitsgrad ist mit einem Servoantrieb aus-
gestattet, dessen Parameter u¨ber eine serielle Schnittstelle gemessen und gesteuert werden kann.
Dadurch ist eine bidirektionale Abbildung der Gelenkwinkela¨nderungen zwischen physischer
Puppe und virtuellem Menschmodell mo¨glich. So kann das Design von statischen Haltungen
realisiert werden. Aufgrund der Gro¨ße der integrierten Servomotoren stimmen die Struktur der
Puppe und das virtuelle menschliche Modell nicht u¨berein. Als Folge ko¨nnen einige Positionen
nicht erreicht werden.
Zusammenfassend kann gesagt werden, dass neben den individuellen Einschra¨nkungen alle ge-
nannten Lo¨sungen auf die Erzeugung oder Vera¨nderung von Einzelposen beschra¨nkt sind. Um
eine Animation zu erstellen oder zu bearbeiten, muss der Benutzer eine große Anzahl einzel-
ner Posen fu¨r eine kurze Bewegungssequenz erstellen. Dieser Vorgang a¨hnelt der Stop-Motion-
Technik, die nicht nur zu einer ruckartigen Animation des digitalen Menschenmodells fu¨hrt,
sondern auch sehr zeitaufwendig und fu¨r einen ungeu¨bten Bediener schwierig zu handhaben ist.
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Abbildung 5.1: Erster Prototyp des Eingabegera¨tes mit Potentiometern.
5.2 Entwickelte Prototypen
Die im vorangegangenen Abschnitt genannten Modelle betrachten jeweils nur Teilaspekte der for-
mulierten Anforderungen des Eingabegera¨tes. Die fehlenden Forschungsgrundlagen und
-studien fu¨hrten zu diversen Problemen bei der Erarbeitung des Gesamtkonzeptes. Neben Fra-
gestellungen zur Konstruktion und Ausgestaltung war auch die grundsa¨tzliche Realisierbarkeit
ungewiss. Daher wurde das Problem zuna¨chst in weniger komplexe Teilaspekte aufgegliedert,
die nacheinander untersucht wurden um im Anschluss die gewonnen Erkenntnisse in das finale
Eingabegera¨t zu u¨berfu¨hren. Die fu¨r diese schrittweise Herangehensweise entwickelten Prototy-
pen sollen im Folgenden kurz vorgestellt werden.
5.2.1 Potentiometer Puppe
Mit dem ersten Prototyp sollte getestet werden, inwiefern flu¨ssige Bewegungen von Gelenkwin-
kelketten mit Hilfe eines Eingabegera¨tes aufgezeichnet werden ko¨nnen. Der Ko¨rper des Proto-
typen besteht aus Teilen eines handelsu¨blichen Metallbaukastens und entha¨lt vier bewegliche
Extremita¨ten (Abbildung 5.1). Die oberen Extemita¨ten besitzen jeweils vier Freiheitsgrade, die
unteren jeweils zwei Freiheitsgrade. In jedes Gelenk ist ein Potentiometer zur Erkennung der
Gelenkstellung integriert. Ein Arduino® Mega 2560 R3 Board [Ard19] liest alle 33ms die aktuel-
len Potentiometerwerte aus und u¨bertra¨gt diese an einen angeschlossenen Computer via USB-
Verbindung.
Das Gera¨t ermo¨glicht eine einfache und intuitive Manipulation von Gelenkwinkelketten, sprich
den Extremita¨ten des virtuellen Menschmodells. Dies wird durch das menschena¨hnliche Erschei-
nungsbild weiter versta¨rkt. Eine Generierung flu¨ssiger Bewegungen einzelner Extremita¨ten ist
94 5. Puppet Input Device - PuppID
mit 30 Frames pro Sekunde mo¨glich.
Wa¨hrend der ersten Tests zeigte sich jedoch, dass die Puppe diverse Nachteile aufweist. Es ist bei-
spielsweise nur schwer mo¨glich komplette Posen und Bewegungen in einem Schritt zu erzeugen,
da die einzelnen Glieder beim Loslassen in die Ausgangsstellung zuru¨ckfallen. Das hat zur Fol-
ge, dass die vier Gelenkwinkelketten nacheinander bewegt und auf das virtuelle Menschmodell
abgebildet werden mu¨ssen. Hierbei zeigt sich ein entscheidender Nachteil der passiven Poten-
tiometer. Bereits vorhandene Bewegungen einzelner Gelenke kann der Nutzer nur am virtuellen
Modell verfolgen, wodurch er sta¨ndig sowohl das virtuelle Modell als auch das Eingabegera¨t im
Blick behalten muss. Fu¨r die Erzeugung einer Klatschbewegung bewegt der Nutzer bspw. im
ersten Schritt den linken Arm. Bei der anschließenden Bewegung des rechten Arms muss er am
virtuellen Modell erahnen wo und zu welchem Zeitpunkt sich die beiden Ha¨nde treffen.
Ein a¨hnliches Problem tritt bei der Manipulation existierender Bewegungen und Posen auf. Auch
hier muss der Nutzer die einzelnen Gelenkwinkelketten von der Grundstellung des Eingabe-
gera¨tes aus anpassen. Dennoch zeigte sich, dass eine Aufzeichnung dynamischer Bewegungen
realisierbar ist und somit diesen Aspekt der Anforderungen des Eingabegera¨tes erfu¨llt.
5.2.2 Servo Puppe
Der Fokus des zweiten Prototyps liegt auf der zusa¨tzlichen Wiedergabe von Bewegungssequen-
zen. Hierzu ist es notwendig die Freiheitsgrade bzw. Gelenke aktiv anzusteuern und damit posi-
tionieren zu ko¨nnen. Dies geschieht durch die Integration von Servomotoren in jedes Gelenk.
Mit den genannten Erweiterungen gehen eine Reihe offener Fragestellungen einher. Diese be-
treffen zum einen die Wiedergabe, sprich ob ein flu¨ssiges Abspielen von Bewegungssequenzen
mo¨glich ist, und wie sich die angesteuerten Servomotoren entlang einer Gelenkkette verhalten,
also die Frage nach zu beru¨cksichtigenden Abha¨ngigkeiten. Auf der anderen Seite steht die Nut-
zereingabe mit den Fragestellungen inwiefern aktive Gelenke die Manipulation von Bewegungen
erleichtern und welche Hilfsmittel ein mo¨glichst einfaches Umschalten zwischen Eingabe und
Ausgabe ermo¨glichen.
Um eine menschena¨hnliche Gestalt zu erreichen, orientieren sich die La¨ngen und Umfa¨nge der
Glieder und Gelenke an den anthropometrischen Maßen der deutschen Wohnbevo¨lkerung [Ger].
Der Skalierungsfaktor ha¨ngt dabei maßgeblich von der Gro¨ße der verwendeten Servomotoren
ab. Fu¨r den Prototypen wurde auf Nano- und Micro-Servos aus dem Modellbaubereich, unter
Beachtung der beno¨tigten Stellkraft, zuru¨ckgegriffen. Diese einfachen Servomotoren liefern kei-
nerlei Informationen u¨ber die aktuelle Rotorstellung, weshalb sie entsprechend der in Abschnitt
5.4.1 beschriebenen Methode modifiziert wurden.
Damit die Untersuchung aussagekra¨ftige Ergebnisse liefert, ist es notwendig die geplante Funk-
tionsweise an komplexen Bewegungen zu erproben, was aber auch eine gro¨ßere Beweglichkeit
des Prototypen erfordert. Vor allem die starre Wirbelsa¨ule und die wenigen Freiheitsgrade der
unteren Extremita¨ten fu¨hrten beim ersten Prototypen zu Problemen. Durch die Erho¨hung der
Beweglichkeit der genannten Ko¨rperteile entha¨lt der zweite Prototyp nun 17 Freiheitsgrade, un-
terteilt in fu¨nf Gruppen: linker und rechter Arm, linkes und rechtes Bein, Ru¨cken (Abbildung
5.2 (links)). Der Nutzer kann die Gruppen getrennt voneinander modifizieren. Um die gewa¨hl-
te Gruppe zu identifizieren, ist jeweils ein Taster an den Enden der Gelenkketten angebracht.
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Abbildung 5.2: Zweiter Prototyp (links), Interaktionsbutton des rechten Armes (rechts).
Durch Dru¨cken eines Tasters, schalten die zugeho¨rigen Servomotoren zwischen Ein- und Aus-
gabemodus um (Abbildung 5.2 (rechts)). Der Eingabemodus erkennt Vera¨nderungen in der Stel-
lung der Servomotoren und bildet diese auf das digitale Menschmodell in der Software ab. Am
Sockel der Gliederpuppe sind fu¨nf D-Sub9 Buchsen angebracht. Diese dienen zum Anschluss
eines Arduino® Mega 2560 R3 Board, welches analog zum ersten Prototypen die Verbindung
zwischen PC und Eingabegera¨t herstellt. Die Schnittstelle ermo¨glicht eine Ein- und Ausgabe von
Bewegungen mit 30 Posen pro Sekunde.
Durch die Wiedergabe einer Bewegung mit dem entwickelten Prototyp erha¨lt der Nutzer einen
Eindruck von deren Dynamik sowie ein besseres Versta¨ndnis fu¨r die Abha¨ngigkeiten und Be-
eintra¨chtigungen einzelner Gelenke auf den gesamten Bewegungsfluss. Im Vergleich zum ersten
Prototyp (vgl. Abschnitt 5.2.1) ist die Manipulation existierender Bewegungen deutlich einfacher,
wodurch der Nutzer intuitiver flu¨ssige Bewegungen generieren kann.
Aufgrund der manuellen Fertigung einzelner Bauteile aus Aluminiumprofilen treten jedoch sehr
hohe Toleranzen auf. Durch sich mit der Zeit lockernde Verbindungen zwischen den Servomoto-
ren und den Drehachsen entstehen Abweichungen von bis zu 10◦. Ohne stetige Nachjustierung
ist somit keine pra¨zise Wiedergabe und Anpassung von Bewegung mo¨glich. Daru¨ber hinaus ist
der Gesamtaufbau mit einer Ho¨he von 130 Zentimetern und einem Gewicht von fu¨nf Kilogramm
sehr schwer und unhandlich, wodurch die Notwendigkeit fu¨r weitere Stabilisierungsmechanis-
men besteht. Die statische Fixierung der Puppe auf dem Gestell erlaubt daru¨ber hinaus keine
Drehung der gesamten Puppe und erschwert somit die Abbildung von Laufbewegungen entlang
gekru¨mmter Pfade.
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Abbildung 5.3: Darstellung des ART-Human Skeletts sowie des Fullbody-Target-Systems von
ART
5.3 Zielkriterien
Ausgehend von den Erfahrungen mit den entwickelten Prototypen ergeben sich grundlegende
Zielkriterien, die das finale Modell erfu¨llen muss. So zeigte sich, dass das menschena¨hnliche
Erscheinungsbild die Akzeptanz fo¨rdert und die Bedienung des Eingabegera¨tes erleichtert. Die
integrierten Taster beschleunigten zudem die Anpassung von Bewegungen einzelner Gliedma-
ßen. Nachteilig sind die hohen Fertigungstoleranzen, das hohe Gewicht sowie die Gro¨ße der
Prototypen. Diese drei Kriterien mu¨ssen in der finalen Version deutlich verbessert werden.
Ausgangspunkt fu¨r die Konstruktion ist die Festlegung der Anzahl der Freiheitsgrade. Hier-
bei spielt das angestrebte Einsatzgebiet - digitale Menschmodelle in der virtuellen Fabrik - eine
entscheidende Rolle. Wie bereits in Kapitel 2 erla¨utert, ist das derzeit ga¨ngigste Verfahren, um
ein digitales Menschmodell zu animieren, die Verwendung von Motion-Capture-Daten. Dabei
werden aufgenommene menschliche Bewegungen auf das Skelett des digitalen Menschmodells
u¨bertragen. Die kinematischen Skelette der weitverbreiteten Menschmodelle RAMSIS [vdMS07]
und Jack [Sie18] begrenzen die Ha¨nde und Fu¨ße auf den jeweiligen Wurzelknochen und besitzen
eine stark vereinfachte, auf ein bis drei Gelenke beschra¨nkte, Wirbelsa¨ule. Diesem Aufbau gleicht
auch die hierarchische Skelettstruktur einer mittels Motion-Capturing aufgezeichneten Bewegung
(siehe Abbildung 5.3). Die geringe Anzahl an Gelenken in der Wirbelsa¨ule resultiert aus der Ver-
wendung eines einzelnen Targets fu¨r die Erkennung des Ru¨ckens. Die Bewegung dieses Targets
wird anschließend auf weitere Gelenke entlang der Wirbelsa¨ule u¨bertragen. Da das Eingabegera¨t
eine Alternative zur Aufzeichnung von Motion-Capture-Daten bieten soll, ist es am effektivsten
die Anzahl an Knochensegmenten aus den etablierten Systemen zu u¨bernehmen und somit eine
funktionale Schnittstelle zu diesen Anwendungen zu schaffen. Dazu sollte das Eingabegera¨t die in
Abbildung 5.4 dargestellten Freiheitsgrade unterstu¨tzen. Zusa¨tzlich ist ein Drehmechanismus im
Sta¨nder des Eingabegera¨tes sinnvoll. Damit der Nutzer die Ausrichtung des gesamten virtuellen
Menschmodells anpassen kann um durch Drehung der Puppe beispielsweise eine Laufbewegung
entlang einer Kurve zu simulieren.
Die zu verwendenden Servomotoren und die Ausmaße des Eingabegera¨tes bedingen sich ge-
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Abbildung 5.4: Integrierte Gelenke: (a) kinematisches Schema, (b) Anzahl der Freiheitsgrade pro
Gelenk.
genseitig. Komplexe Servomotoren aus dem Bereich der Robotik, die Yoshizaki et al. [YMS+11]
verwenden, wu¨rden im Hinblick auf die Abbildung anthropometrischer Proportionen zu einem
130cm bis 140cm großen Eingabegera¨t fu¨hren. Auf der anderen Seite sind extrem kleine Model-
le, sogenannte Ultra-Micro-Servomotoren mit einem Gewicht von 1,8g, lediglich mit einem sehr
einfachen Kontroller ausgestattet. Dieser liefert keine Informationen u¨ber die aktuelle Rotorposi-
tion und la¨sst aufgrund des sehr kompakten Aufbaus auch keine ha¨ndische Erweiterung zu. Die
kleinstmo¨glichen Servomotoren, die eine Modifikation und damit das Auslesen der Rotorpositi-
on zulassen, stellen Nano-Servos dar. Mit einem Gewicht von nur 3,7g und Abmessungen von
20,1 x 8,5 x 20,7mm (Ho¨he x Breite x Tiefe) sind diese Motoren fu¨r die Steuerung der kleinsten
Gelenke innerhalb des kinematischen Skeletts der Puppe vorgesehen. Die Hand- und Fußge-
lenke weisen die geringsten Umfa¨nge innerhalb des abgebildeten Gelenksystems auf. Da diese
ebenfalls das Ende der entsprechenden Arm- bzw. Beingelenkkette darstellen, mu¨ssen die ver-
bauten Servomotoren kein zusa¨tzliches Gewicht bewegen ko¨nnen. Entlang der Gelenkketten ist
jedoch mit jedem weiteren Gelenk mehr Kraft notwendig, um auch das Gewicht der nachgelager-
ten Ko¨rperteile bewegen zu ko¨nnen. Dementsprechend mu¨ssen entlang der kinematischen Kette
in Richtung Rumpf schrittweise immer sta¨rkere und somit auch gro¨ßere Servomotoren verbaut
werden. Da Nano-Servomotoren die dafu¨r notwendige Kraft nicht aufbringen ko¨nnen, werden
Micro-Servomotoren mit steigenden Stellkra¨ften verbaut. Eine Auflistung geeigneter Servomo-
toren entha¨lt Tabelle 5.1. Ausgehend von deren Dimensionen wurden die anthropometrischen
Maße des 50. ma¨nnlichen Perzentil der deutschen Wohnbevo¨lkerung [Ger] uniform skaliert, wo-
durch sich eine Gesamtgro¨ße des Eingabegera¨tes von ca. 70cm ergab. Die einzelnen Maße sind in
Abbildung 5.5 dargestellt.
Ein weiteres Kriterium, welches maßgeblich die a¨ußere Hu¨lle des Eingabegera¨tes bestimmt, ist
der Bewegungsumfang der vorhandenen Gelenke. Der Bewegungsbereich spielt vor allem bei
ergonomischen Bewertungen wa¨hrend der Produkt- und Prozessplanung eine wichtige Rolle.
Ein Beispiel hierfu¨r ist die Erreichbarkeitsanalyse, bei der untersucht wird ob ein Werker be-
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Servomotor Motor- Gewicht Abmessungen Geschwindigkeit Stellkraft
Controller [g] [mm] [sec/60◦] [Nm]
NR-42 KC8801 3,7 20,1 x 8,5 x 20,7 0,14 0,059
NR-51 KC2462 5,0 21,4 x 11,6 x 20,5 0,12 0,078
NR-62 KC2462 8,0 23,5 x 11,6 x 24,5 0,12 0,147
NR-81 KC2462 16,0 28 x 13,3 x 30,3 0,14 0,265
Tabelle 5.1: U¨berblick der verwendeten Servomotoren und deren Eigenschaften. Alle verwendeten
Motoren wurden von der Firma Torcster gefertigt.
Abbildung 5.5: Auf 40% skalierte Ausmaße des 50. ma¨nnlichen Perzentils. Alle Angaben sind in
Millimetern.
stimmte Steuerelemente erreichen, greifen oder beta¨tigen kann. Leider gibt es dazu nur sehr
wenige o¨ffentlich zuga¨ngliche Untersuchungen. Die neusten Messungen stammen aus dem Buch
“Anthropometrischer Atlas”, das im Jahr 1986 vero¨ffentlicht wurde [FGS86]. Die verwendeten
Bewegungsumfa¨nge bilden die deutsche Bevo¨lkerung ab und sind in Tabelle 5.2 aufgelistet. Da-
neben findet sich eine Zusammenstellung der Bewegungsumfa¨nge von Laubach [Lau78] aus dem
Jahr 1978. Diese geht auf Untersuchungen jugendlicher, ma¨nnlicher Amerikaner von Barter et al.
[BET57] sowie auf die Untersuchung jugendlicher, weiblicher Amerikaner von Harris und Harris
[Har69] zuru¨ck.




Kopfrotation ±60◦ − 80◦
Seitenneigung des Kopfes ±45◦
Beugung/Streckung des Kopfes nach vorn/hinten ±35◦ − 40◦
Bewegungsumfang des Rumpfes
Seitenneigung des Rumpfes ±30◦ − 40◦
Rotation des Rumpfes ±30◦
Bewegungsumfang der Arme
Heben des gestreckten Armes in Sagittalebene nach vorn 150◦ − 170◦
Heben des gestreckten Armes in Sagittalebene nach hinten 40◦
Heben des gestreckten Armes in Frontalebene seitwa¨rts 180◦
Horizontalbewegung des seitlich abgestreckten Armes nach vorn 135◦
Horizontalbewegung des seitlich abgestreckten Armes nach hinten 40◦ − 50◦
Beugung des Unterarmes bei vorwa¨rts gestrecktem Oberarm 150◦
Drehung von Unterarm und Hand um Unterarmla¨ngsachse ±80◦ − 90◦
Bewegungsumfang der Ha¨nde
Beugen der Hand nach unten 50◦ − 60◦
Streckung der Hand nach oben 35◦ − 60◦
Abspreizung der gestreckten Hand nach innen 25◦ − 30◦
Abspreizung der gestreckten Hand nach außen 30◦ − 40◦
Bewegungsumfang der Beine
Heben des Oberschenkels bei gebeugtem Unterschenkel 130◦ − 140◦
Seitliches Abspreizen des gestreckten Beines nach außen 30◦ − 45◦
Seitliches Abspreizen des gestreckten Beines nach innen 20◦ − 30◦
Seitliches Abspreitzen des Oberschenkels im Sitzen nach innen 20◦
Seitliches Abspreitzen des Oberschenkels im Sitzen nach außen 80◦
Innenrotation des Unterschenkels im Sitzen 30◦ − 40◦
Außenrotation des Unterschenkels im Sitzen 40◦ − 50◦
Beugen des Unterschenkels im Kniegelenk 120◦ − 150◦
Bewegungsumfang der Fu¨ße
Beugen des frei ha¨ngenden Fußes 20◦ − 30◦
Strecken des frei ha¨ngenden Fußes 40◦ − 50◦
Beugen des aufgestellten Fußes 30◦
Strecken des aufgestellten Fußes 50◦
Innendrehung des aufgestellten Fußes gegen den Unterschenkel 30◦
Außendrehung des aufgestellten Fußes gegen den Unterschenkel 60◦
Tabelle 5.2: Vermessene Bewegungsumfa¨nge nach [FGS86], deutsche Daten
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Abbildung 5.6: Aufbau eines analogen Servomotors (links): Motorsteuerung (1), Elektromotor (2),
Untersetzungsgetriebe (3), Potentiometer (4). Modifizierter Servomotor mit Kabel zum Auslesen
des Potentiometersignals (rechts)
manuelle Fertigung fu¨hrte zu den gro¨ßten Nachteilen des zweiten Prototypen und scheidet so-
mit aus. Eine Verwendung von Standardbauteilen aus dem Modellbaubereich, a¨hnlich der Bau-
weise des ersten Prototypen, ist ebenfalls nicht mo¨glich. Aufgrund der skizzierten Zielvorga-
ben beno¨tigt die Konstruktion diverse Sonderbauteile, die wieder zu einer manuellen Fertigung
fu¨hren. Einen Ausweg bietet die Verwendung von 3D-Druck-Technik. Hierbei liefern bereits ko-
stengu¨nstige Varianten fu¨r den Heimgebrauch sehr genaue Druckerzeugnisse gema¨ß der erstell-
ten CAD-Modelle. Zudem haben die Druckobjekte ein geringes Eigengewicht, was insbesondere
aufgrund der verwendeten Nano- und Micro-Servomotoren von Vorteil ist. Allerdings mu¨ssen bei
dieser Methode fu¨r alle beno¨tigten Bauteile exakte CAD-Modelle vorliegen. Die geometrischen
Modelle erlauben die exakte Platzierung von Bohrungen, Halterungen und Kabelfu¨hrungen, wo-
durch sich die zu erwartenden Toleranzen deutlich vermindern.
5.4 Hardwarekomponenten
Um den beschriebenen Funktionsumfang der Puppe realisieren zu ko¨nnen, ist es notwendig die
physischen Komponenten sowohl zu generieren als auch zu modifizieren. Einen zentralen Aspekt
stellt hierbei die Erweiterung der ausgewa¨hlten Servomotoren dar (Abschnitt 5.4.1). Im Anschluss
wird in Abschnitt 5.4.2 die Kalibrierung der beiden Signale jedes Servomotors erla¨utert. Die Rea-
lisierung der Schaltung betrachtet Abschnitt 5.4.3. Auf Basis der diskutierten Zielkriterien ist ein
CAD-Modell der finalen Puppe zu entwerfen und mittels 3D-Druck zu produzieren (Abschnitt
5.4.4).
5.4.1 Modifikation der Servomotoren
Die fu¨r gewo¨hnlich in funkferngesteuerten Modellflugzeugen und -autos eingesetzten Servomo-
toren weisen sich durch eine sehr kompakte Bauweise aus. Den Aufbau inklusive der wesent-
lichen Bestandteile zeigt Abbildung 5.6 (links). Der Servomotor wird u¨ber ein dreipoliges Ka-
bel angeschlossen, welches zwei Versorgungsleitungen (+5V und GND) sowie eine Datenleitung
entha¨lt. An die Signalleitung ist ein pulsweitenmoduliertes Signal (PWM-Signal) angeschlossen.
Die Repetitionsperiode entspricht bei den verwendeten Servomotoren einer Dauer von 20ms bzw.












Abbildung 5.7: Idealisierter Zusammenhang zwischen Pulsweiten-Signal und Position des Ser-
voarms.
dings variiert dieser Wert bei jedem Servo. Da diese Werte die jeweiligen Endlagen der Servoarme
bestimmen, bedeutet eine Pulsla¨nge von 1,5ms die Mittelstellung (siehe Abbildung 5.7). Durch die
Pulsla¨nge la¨sst sich also eine direkte Aussage bezu¨glich der Zielposition des Servoarms treffen.
Die Regelung der Ansteuerungs- und Antriebseinheit erfolgt durch die auf der Controllerplatine
befindliche Motorsteuerung. Der eigentliche Motor fa¨hrt den Servoarm u¨ber ein Untersetzungs-
getriebe in die angestrebte Position. Das an der Achse des Servoarms befestigte Potentiometer
liefert einen Spannungswert entsprechend der aktuellen Position des Servoarms. Ein in der Mo-
torsteuerung eingebauter monostabiler Multiresonanz-Oszillator wandelt diesen Spannungswert
in ein lokales Pulssignal um. Die eingebaute Richtungslogik vergleicht anschließend das an der
Datenleitung anliegende PWM-Signal mit dem lokalen Pulssignal. Die Differenz aus den beiden
Signalwerten ergibt eine Fehlzeit anhand derer der Motorcontroller entweder die Ausga¨nge OUT1
und OUT2 oder OUT3 und OUT4 ansteuert und somit die Drehrichtung des Servoarms vorgibt.
Ein detailliertes Schaltbild der Motorsteuerung ist in Abbildung 5.8 dargestellt.
Ein Nachteil solcher RC-Servos ist, dass sie eine Abfrage u¨ber die aktuelle Position des Servoarms
nicht ermo¨glichen. Zwar liefert das lokale Pulssignal eine direkte Aussage u¨ber die Position, al-
lerdings ist dieses nur innerhalb des integrierten Schaltkreises vorhanden und kann dementspre-
chend nicht ausgelesen werden. Daher stellt das Potentiometer die einzige Mo¨glichkeit dar ein
Feedbacksignal abzufragen. Die Modifikation der Servos besteht darin das Potentiometersignal
durch ein zusa¨tzliches Signalkabel auslesen zu ko¨nnen. Dadurch kann der interne Signalwert
ausgegeben und zur Bestimmung der derzeitigen Positionierung des entsprechenden Servoarms
verwendet werden. Einen auf diese Weise angepassten Servomotor mit entsprechender Lo¨tstelle
zeigt Abbildung 5.6 (rechts).
5.4.2 Kalibrierung der Servomotoren
Wie bereits im vorherigen Abschnitt beschrieben, kann der Bereich des PWM-Signals variieren.
Abbildung 5.9 (links) verdeutlicht das Problem. An die acht abgebildeten baugleichen Servomo-
toren wurde jeweils ein Servoarm mit gleicher Ausgangsstellung montiert. Das angelegte puls-
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Abbildung 5.8: Modifizierter Motorcontroller mit einem zusa¨tzlichen Anschluss fu¨r das Potentio-
metersignal. Die eingefu¨gte Signalleitung ist blau eingefa¨rbt dargestellt.
weitenmodulierte Signal von 1,5ms fu¨hrt zu den abgebildeten Endstellungen. Das ausgelesene
analoge Potentiometersignal variiert bei diesem Aufbau im gleichen Maße. Hinzukommt, dass
u¨ber den Verlauf sowie die Grenzen des Potentiometersignals, die zur Abbildung auf die Gelenk-
winkel des virtuellen Menschmodells notwendig sind, keine Aussage getroffen werden kann.
Eine Kalibrierung der Servomotoren ist somit unerla¨sslich.
Um eine mo¨glichst genaue Kalibrierung zu erreichen wurde die in Abbildung 5.9 (rechts) darge-
stellte Vorrichtung konstruiert. Den Servomotor fixiert eine mittels 3D-Druck erstellte, typspezifi-
sche Halterung. Diese richtet die Rotorachse des Servomotors am Zentrum des an der Ru¨ckwand
des Aufbaus angebrachten Winkelmessers aus und ist mit zwei Schrauben am Unterteil fixiert.
Der am Servoarm befestigte Pfeil dient zur besseren Ablesbarkeit des eingestellten Winkels. Die
Ansteuerung u¨bernimmt ein, ebenfalls auf dem Unterteil plazierter, Arduino® Uno. U¨ber zwei
Taster kann die PWM-Signal des Servomotors in 8µs Schritten inkrementiert und dekrementiert
werden.
Wa¨hrend der ersten Tests zeigte sich, dass die Servomotoren in der Ruhestellung ein leichtes
Zittern aufweisen. Das Nachmessen des ausgesendeten Pulsweitensignals ergab, dass dieses um
bis zu 10µs um den eingestellten Wert schwankt, was sich vermutlich auf die verwendete Soft-
warebibliothek Servo von Arduino® zuru¨ckfu¨hren la¨sst. Diese verwendet Softwareinterupts zur
Steuerung des LOW-/HIGH-Verlaufs, deren Latenz zu den gemessenen Schwankungen fu¨hren.
Fu¨r das Eingabegera¨t sind derartige Schwankungen nicht vertretbar, vor allem da sie sich auch
auf das gemessene analoge Potentiometersignal auswirken.
Aus diesem Grund wurde ein spezieller Servo-Driver mit einem PCA9685 Prozessor angeschafft.
Das Modul besitzt einen Pulsweitengenerator mit 16 Kana¨len und einen integrierten Taktgeber.
Angesteuert wird es u¨ber die I2C Schnittstelle. Diese als Master-Slave-Bus konzipierte Schnitt-
stelle spricht die angeschlossenen Module u¨ber eine 6bit Adresse an. Somit ist es mo¨glich bis zu
64 Module u¨ber den I2C-Bus des Arduino®-Boards zu betreiben. Fu¨r das Eingabegera¨t mit 34
aktiven Freiheitsgraden sind drei Module notwendig.
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Abbildung 5.9: Stellung der Servoarme von acht Servomotoren bei der Ansteuerung mit einem
PWM-Signal von 1, 5ms (links). Aufbau zur Kalibrierung der Servomotoren (rechts).
Zur Kalibrierung eines Servomotors muss dieser in der zugeho¨rigen Halterung platziert und
diese auf der Kalibriervorrichtung verschraubt werden. Der Servostecker ist mit dem ersten Ka-
nal des PWM-Moduls zu verbinden. Das analoge Potentiometersignal ist mit Anschluss A0 des
Arduino®-Boards zu verbinden. Anschließend steuert Algorithmus 5.1 die Initialisierung und
Bewegung des Servomotors. Das Programm verwendet die Softwarebibliothek Wire zur Kommu-
nikation u¨ber den I2C-Bus sowie die Softwarebibliothek PCA9685 zur Ansteuerung des PCA9485
Prozessors mit Hilfe der ServoDriver Klasse.
Die Startroutine void setup() initialisiert die verwendeten Softwarebibliotheken und setzt die
Frequenz des Pulsweitensignals auf 50Hz, was einem Arbeitszyklus von 20ms entspricht. Intern
wird jede Periode in 4096 diskrete Intervalle zerlegt (tpwm ∈ [0, 4095]). Dabei bedeutet tpwm =
4095 bzw. tpwm = 0, dass wa¨hrend des kompletten Arbeitszyklus am PWM-Ausgang ein HIGH-
Signal bzw. ein LOW-Signal anliegt. Initialisiert wird das Signal mit einer Pulsweite von 1,5ms,
was dem Wert tpwm = 307 entspricht. Dies geschieht mit Hilfe der Funktion setPwm(pin, tOn,
tOff) wobei pin den anzusteuernden Kanal, tOn den Zeitpunkt der steigenden und tOff den
Zeitpunkt der fallende Flanke des pulsweiten Signals innerhalb des Arbeitszyklus’ angeben. Im
letzten Schritt werden die Anschlu¨sse der beiden Taster als Eingangssignale ausgewiesen.
Die Hauptroutine void loop() pru¨ft im ersten Schritt ob einer der Taster gedru¨ckt wurde.
Durch Dru¨cken des entsprechenden Tasters erho¨ht oder verringert sich die aktuelle Pulsweite
um tpwm = tpwm ± 2. Anschließend wird der aktuelle Pulsweitenwert gesetzt. Um sicherzustel-
len, dass der Servomotor die gewu¨nschte Zielposition erreicht hat, wird die Verarbeitung fu¨r
40ms, d.h. zwei Arbeitszyklen, pausiert bevor der Potentiometerwert eingelesen wird. Da der
Potentiometerwert wa¨hrend eines Arbeitszyklus’ aufgrund der internen Auswertungslogik des
Servomotors schwanken kann, wird das Signal mehrfach eingelesen und das Ergebnis gemittelt.
Im letzten Schritt werden die beiden Werte an den angeschlossenen Computer gesendet und in
einem Textfenster ausgegeben.
Fu¨r die Vermessung der Signalverla¨ufe wurden die beiden Signale jedes Servomotors in 10◦
Schritten aufgezeichnet. Die Ergebnisse der Messungen einiger Servomotoren stellen die Ab-
bildungen 5.10 und 5.11 dar. Es zeigte sich, dass bis auf die NR-42 Modelle alle Servomotoren
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einen Winkelbereich von 180◦ abdecken. Die Varianzen der Winkelbereiche zwischen Servomoto-
ren eines Typs lassen sich vermutlich auf Fertigungstoleranzen zuru¨ckfu¨hren. Dadurch erreichten
die Servomotoren nicht genau 180◦ und das Wertepaar wurde nicht aufgezeichnet. Das hat aber
keine Auswirkungen auf das Eingabegera¨t, da die meinsten Gelenkwinkelbereiche deutlich klei-
ner als 180◦ sind und Gelenke mit einem Bereich gro¨ßer 180◦ mit einem Untersetzungsgetriebe
ausgestattet wurden.
Die Abweichungen der Kennlinien zwischen den verscheidenen Servotypen war zu erwarten.
Aufgrund der verschiedenen Gro¨ßen und Stellkra¨fte wurden unterschiedliche Motoren und Po-
tentiometer verbaut. Dies zieht auch eine Anpassung der Elektronikbauteile nach sich, was zu
den gemessenen Abweichungen fu¨hrt. Der Offset zwischen den Kennlinien von Servomotoren
des gleichen Typs la¨sst sich durch Toleranzen der Elektronikbauteile, bspw. von Widersta¨nden
und Kondensatoren, erkla¨ren.
Als problematisch erweist sich der nicht lineare Verlauf der Kennlinien, da sich dieser direkt auf
die Abbildunggenauigkeit der Gelenkwinkel zwischen Eingabegera¨t und digitalem Menschmo-
dell auswirkt. Bei der Analyse der Kennlinien eines Servomotors fa¨llt auf, dass beide Kurven
einen konstanten Versatz aufweisen. Um eventuelle Messfehler auszuschließen wurde die Kali-
brierung wiederholt durchgefu¨hrt, wodurch sich die erste Messung besta¨tigte. Somit lassen sich
auch mo¨gliche auftretende Spannungsschwankungen oder Sto¨rstro¨me ausschließen. Damit bleibt
als Ursache nur der Widerstandsverlauf des Potentiometers. Bei einem Potentiometer bewegt
sich ein Gleitkontakt u¨ber einen elektrisch festen Gesamtwiderstand und teilt diesen in zwei,
dem Gesamtwiderstand entsprechende, Teilwidersta¨nde. Der gemessene Wert am Gleitkontakt
entspricht dem Verha¨ltnis der beiden Teilwidersta¨nde. Der Widerstandsverlauf weist eine Linea-
rita¨tstoleranz auf innerhalb derer die tatsa¨chlich gemessene Kennlinie verla¨uft. Der tatsa¨chlich
gemessene Wert bildet die Grundlage fu¨r das lokale Pulssignal und u¨bertra¨gt sich somit auf den
Verlauf des Eingangssignals.
Die gemessenen Kalibrierdaten dienen zur Berechnung individueller Abbildungsfunktionen fu¨r
jeden Servomotor. Das Signal des Potentiometers weist jedoch einen steitigen Verlauf auf, der
durch stu¨ckweise lineare Interpolation der diskreten Messdaten nur schlecht wiedergegeben
wird. Bessere Ergebnisse liefert die Approximation der Messdaten mit Hilfe von Splines. Dabei
kommt die eindimensionale Variante der in Kapitel 4.3.1 beschriebenen Spline-Approximation
mit freien Knoten zum Einsatz.
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5: int servoPotentiometerPin = A0;
6: int currentPwmValue = 307;
7: int buttonPinInc = 2;
















24: if(digitalRead(buttonPinInc) == HIGH)
25: currentPwmValue = currentPwmValue + 2;
26: if(digitalRead(buttonPinDec) == HIGH)





32: int avg = 0;
33: for(int i = 0; i < 5; i++)
34: {
35: avg = avg + analogRead(servoPotentiometerPin);
36: delay(4);
37: }
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Abbildung 5.10: Gemessene Kennlinien fu¨r das Pulsweiten- und das Potentiometersignal fu¨r die
Servomotoren vom Typ NR-42 und NR-51.
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Abbildung 5.11: Gemessene Kennlinien fu¨r das Pulsweiten- und das Potentiometersignal fu¨r die
Servomotoren vom Typ NR-62 und NR-81.
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Abbildung 5.12: Schaltbild fu¨r die Ansteuerung eines modifizierten Servomotors.
5.4.3 Steuereinheit
Die Steuereinheit des Eingabegera¨tes umfasst die Verdrahtung und die Ansteuerung der Ser-
vomotoren. Der zentrale Controller ist ein Arduino® Mega 2560 welcher sich im Standfuß des
Eingabegera¨tes befindet. Im Standfuß sind auch alle beno¨tigen Zusatzmodule sowie die Strom-
versorgung untergebracht. Als Stromversorgung dient ein Servernetzteil, das unter variablen La-
sten eine stabile Spannung von +5V liefert. Standardma¨ßige Netzteile ko¨nnen diese Stabilita¨t
nicht gewa¨hrleisten, was zu Schwankungen der Frequenz und Signalleistung innerhalb der Ser-
vomotoren fu¨hrt. Eine sto¨rungsfreie und exakte Funktionsweise der Puppe wa¨re unter diesen
Umsta¨nden nicht gewa¨hrleistet.
Aufgrund der hohen Anzahl von Freiheitsgraden ist die Ansteuerung im Vergleich zu den Pro-
totypen deutlich komplexer. Das Schaltbild fu¨r die Ansteuerung eines einzelnen Servomotors
zeigt Abbildung 5.12. Das Pulsweitensignal und die Stromversorgung des Servomotors u¨ber-
nimmt ein Servo-Driver-Modul, vom dem drei Stu¨ck verbaut wurden. Da diese Module eine
gezielte Abschaltung einzelner Servomotoren nicht unterstu¨tzen, wird das ausgehende Pulswei-
tensignal durch ein AND-Gate mit zwei Einga¨ngen geleitet, dessen zweiter Eingang mit einem
digitalen Ausgang des Controllers verbunden ist. Das analoge Potentiometersignal ist mit einem
Multiplexer-Modul verbunden, von dem ebenfalls drei Stu¨ck in der Puppe verbaut sind. Neben
den dargestellten Verbindungen sind auch die Interaktionsbuttons sowie der Steuereingang des
Netzteils mit dem Controller verbunden.
Nach dem Start des Controller erfolgt die Initialisierung des Eingabegera¨tes, dessen Ablauf Al-
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8: pinMode(POWER PIN, OUTPUT);





gorithmus 5.2 zeigt. Die Verarbeitung u¨bernimmt die Klasse PuppidServoControl. Im ersten
Schritt la¨dt die Methode PuppidServoControl::initData() alle notwendigen Daten aus dem
eingebauten EEPROM-Speicher. Um ein unkontrolliertes Zittern oder Bewegen der Servomotoren
wa¨hrend der Initialisierungsphase zu vermeiden schaltet die Methode PuppidServoControl::
detachServos() diese vor dem Einschalten der Stromversorgung ab. Eine kontrollierte Ansteue-
rung ist erst nach der Initialisierung der Servo-Driver mit der Methode PuppidServoControl::
initPWMShield() mo¨glich. Das kontrollierte Anschalten der Servomotoren sowie die Bewegung
der Gelenke in die Ausgangsstellung bzw. Ruhepose u¨bernimmt die Methode
PuppidServoControl::initDevice().
Die Daten der einzelnen Servomotoren speichert die Struktur sActiveJoint (siehe Algorithmus
5.3). Dazu geho¨ren die Adresse (i2CModuleAdr) und der Kanal (i2CModuleChannel) des Servo-
Driver sowie der Pin des zugeho¨rigen AND-Gate (pinPwm). Zum Auslesen des Potentiometer-
wertes wird die Adresse (potMuxAdr) und der Kanal (potMuxChannel) des Multiplexer beno¨tigt.
Daneben entha¨lt die Datenstruktur auch den aktuellen Zustand (isActive) und die aktuelle Ro-
torposition des Servomotors (currentPwm und currentPot) sowie die Pulsweite fu¨r die Nullpose
des Gelenks (pwmInit). Um sicherzustellen, dass die Gelenkmechanik nicht bescha¨digt wird, be-
grenzt die Ansteuerung das Pulsweitensignal auf den Bereich [pwmMin, pwmMax].
Ein weiteres Steuerungselement stellen die Interaktionsbuttons dar. Deren Zustand und die Ge-
lenkwinkelkette speichert die Datenstruktur sJointGroup (siehe Algorithmus 5.4). Die Anzahl
und die Identifikationsnummern der zugeho¨rigen Servomotoren enthalten die Variable numServos
und die Liste servoIdx. Beim Dru¨cken des Tasters registriert der Controller einen LOW-HIGH-
Signalu¨bergang am Eingangspin buttonPin und a¨ndert den Zustand der booleschen Variable
isActive.
Wa¨hrend des Betriebs ist der Controller per USB-Kabel mit einem Computer verbunden und
empfa¨ngt oder sendet Daten und Parameter u¨ber ein serielles Protokoll mit einer U¨bertragungs-
rate von 76800baud. Tabelle 5.3 listet die unterstu¨tzten Befehle auf. Jeder Befehl setzt sich aus dem
Befehlscode und einer Liste von Parametern zusammen. Wa¨hrend der Wiedergabe von Bewegun-
gen sendet der Controller mit der eingestellten Frequenz Datenpakete, die die Potentiometerwerte
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Algorithmus 5.4 Datenstruktur eines Interaktionsbuttons
1: struct sJointGroup
2: {
3: int buttonPin; // Eingangspin des Interaktionsbuttons
4: int numServos; // Anzahl der zugeordneten Servomotoren
5: int servoIdx[10]; // Indizes der Servomotoren (vordefiniert sind maximal 10)
6: bool isActive;
7: }
aller Gelenke enthalten. Fu¨r die Wiedergabe einer Pose erwartet der Controller die Pulsweiten-
Werte fu¨r jeden Servomotor. Die Umrechnung zwischen den Gelenkwinkeln und den Werten
der Servomotoren u¨bernimmt der angeschlossene Rechner unter Verwendung der kalibrierten
Abbildungsfunktionen.
5.4.4 CAD-Modell
Die Modellierung der Puppe erfolgt zuna¨chst als geometrisches Modell in der Software Autodesk
Inventor. Durch eine rechnerunterstu¨tzte Konstruktion der einzelnen Bauteile ist es mo¨glich die
gewonnenen Erkenntnisse aus den Prototyp-Phasen (vgl. Abschnitt 5.2) in die finale Version zu
u¨berfu¨hren. Durch die Konstruktion und das Zusammenfu¨gen der virtuellen Einzelobjekte lassen
sich Schwachstellen bereits vor der Produktion erkennen und beheben. Da die Maße sa¨mtlicher
Hardwarekomponenten bekannt sind, wurden diese in die Konstruktion der Modelle integriert
um bspw. exakte Halterungen und Kabelverla¨ufe zu generieren. Somit ist die Reproduzierbar-
keit jedes einzelnen Bestandteils der Puppe gewa¨hrleistet. Gleichzeitig vermindern sich auf diese
Weise Toleranzen, wie sie bei der ha¨ndischen Bauweise der Prototypen auftraten.
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Befehlscode Parameter Beschreibung
POSE int pwm[34] Zielposition der na¨chsten Pose fu¨r jeden Servomotor
POSS int idx, Zielposition des Servos idx setzen
int pwm
RATE int fps Anzahl der Posen pro Sekunde fu¨r die Ein- und Ausgabe
(maximal 30fps)
POTS bool val Ru¨ckgabe der Potentiometerwerte starten (default an)
POTE bool val Ru¨ckgabe der Potentiometerwerte stoppen
DETS int num Servomotoren mit den u¨bergebenen Indizes ausschalten
int idx[]
ATTS int num Servomotoren mit den u¨bergebenen Indizes einschalten
int idx[]
GETS int idx Datenstruktur des Servomotors idx abfragen
GETI int idx Datenstruktur des Interaktionsbuttons idx abfragen
SETS int idx Werte der Datenstruktur des Servomotors idx setzen
int val[8]




Tabelle 5.3: Unterstu¨tzte Befehle des PuppID-Controllers.
Die Produktion der Einzelteile wird durch einen 3D-Drucker realisiert. Dieser druckt mit einer
Schichtdicke von 0, 2mm wodurch sich eine maximale Toleranz von 0, 1mm entlang der z-Achse
ergibt. Durch Kalibrierung der x- und y-Achsen liegen deren Toleranzen bei ca. 0, 05mm. Fu¨r
den Druck wird Acrylnitril-Butadien-Styrol (ABS) Filament verwendet. ABS ist einer der verbrei-
tetsten Kunststoffe weltweit und weist eine hohe Za¨higkeit und Stabilita¨t auf. Aufgrund dieser
Eigenschaften eignet sich das Material fu¨r vielerlei Anwendungen im Modellbau, der Feinwerk-
und Elektroindustrie und der Automobilindustrie.
Die Abmessungen des CAD-Modells erfu¨llen eines der zentralen Zielkriterien, na¨mlich die Abbil-
dung anthropometrischer Maße. Abbildung 5.13 zeigt, dass die La¨ngen der einzelnen Gliedmaßen
und somit auch die Gesamtgro¨ße der Puppe den statistischen La¨ngenwerten des 50. Perzentils
der deutschen Wohnbevo¨lkerung im Maßstab 1:3 entsprechen.
Sofern die vorgegebenen Ausmaße es zulassen, besteht das CAD-Modell der einzelnen Ko¨rper-
teile aus zwei inneren und zwei a¨ußeren Bauteilen. Die innere Struktur dient in erster Linie zur
Fixierung der Servomotoren und der Gelenkachsen. Die Position und Orientierung der Servomo-
toren ergibt sich aus den jeweils vor- und nachgelagerten Gelenken. So sind fu¨r jeden Servomotor
passgenaue Aussparungen vorhanden, um ein Verrutschen wa¨hrend des Betriebs zu vermeiden.
Die Rotationsachse des Servoarms bildet die Grundlage fu¨r die Platzierung der Gelenkachse.
Um deren Reibung zu minimieren sind diese jeweils doppelt kugelgelagert. Die Fassungen fu¨r
die Kugellager sind ebenfalls Teil der inneren Struktur. Hinzu kommen Fu¨hrungsstrukturen fu¨r
die Verlegung der Kabel. Dadurch ist sichergestellt, dass diese nicht an den Servoarm gelangen
und diesen bescha¨digen. Die a¨ußere Schicht wird als Abdeckung auf die innere Struktur gesetzt.
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Abbildung 5.13: Ausmaße des Eingabegera¨tes gemessen am CAD-Modell in Millimetern.
Somit ist zum einen die Elektronik vor a¨ußeren Einflu¨ssen geschu¨tzt und zum anderen wird
das Gesamtsystem stabilisiert. Da innere und a¨ußere Schichten lediglich miteinander verschraubt
werden, sind die Komponenten im Inneren leicht zuga¨nglich. Zur Veranschaulichung des Auf-
baus stellt Abbildung 5.14 den Unter- und Oberschenkel in Form einer Explosionszeichung dar.
Diese strikte Trennung in Tragwerk und Verkleidung ließ sich bei der Konstruktion der Ha¨nde
und Fu¨ße nicht aufrechterhalten. Hier waren die Dimensionen schlicht zu gering. Somit wurden
die Halterungen der Servomotoren direkt in die Verkleidung integriert. Die Explosionszeichnung
des Fußes zeigt Abbildung 5.15 (links).
Erhebliche Probleme stellte die Konstruktion der Hand dar. Fu¨r die Abspreizung der gestreckten
Hand nach innen und außen mu¨sste ein Servomotor senkrecht zur Handfla¨che platziert wer-
den. Die Hand ist aber mit einer Dicke von 20mm dafu¨r zu du¨nn. Fu¨r den NR-42 Servomotor,
inklusive Rotor und Halterung, sind 27mm notwendig. Aus diesem Grund wurde hier eine Kon-
struktion mit Seilzug und Umlenkungen entwickelt, was einen liegenden Einbau des Servomotors
ermo¨glicht. Die Explosionszeichung zeigt Abbildung 5.15 (rechts).
5.4 Hardwarekomponenten 113
Abbildung 5.14: Explosionszeichnung des Beinmodells.
Abbildung 5.15: Explosionszeichnungen des Fußes (links) und der Hand (rechts).
114 5. Puppet Input Device - PuppID
Abbildung 5.16: Screenshot der graphischen Bedienoberfla¨che
5.5 Software-Framework
Das Software-Framework stellt die Verbindung zwischen virtuellem Menschmodell und
PuppID her. Zur Konvertierung der Daten werden die kalibrierten Abbildungsfunktionen ver-
wendet. Hierzu kommuniziert die Software mit Hilfe der in Tabelle 5.3 aufgelisteten Befehle mit
dem Controller.
Das Software-Framework stellt zwei Schnittstellen fu¨r den Benutzer bereit - ein graphisches Nut-
zerinterface (GUI) und ein Kommunikationsprotokoll. Die GUI ermo¨glicht es dem Benutzer die
Puppe als eigensta¨ndiges Programm zu betreiben, wa¨hrend das Kommunikationsprotokoll eine
netzwerkbasierte Steuerung erlaubt.
5.5.1 Graphisches Nutzerinterface
Innerhalb der GUI wird die Visualisierung der virtuellen Fabrik, des digitalen Menschmodells
und des aktuellen Bewegungsablaufs realisiert. Außerdem wird die tatsa¨chliche Haltung der
Eingabevorrichtung u¨berwacht und angezeigt. Der Benutzer kann sowohl die Puppe konfigu-
rieren als auch Bewegungen und Umgebungsgeometrien laden, wiedergeben und speichern. Es
ist ebenfalls mo¨glich die Servomotoren jedes einzelnen Freiheitsgrades zu aktivieren oder zu
deaktivieren. Einen Screenshot der Visualisierung zeigt Abbildung (5.16).
Im unteren Teil der GUI befindet sich eine Zeitleiste, welche die aktuellen Frames sowie die Dau-
er der Bewegungssequenz anzeigt. Mithilfe der Zeitleiste kann der Benutzer einen Bereich der
Bewegungssequenz auswa¨hlen, indem er den Start- und End-Frame angibt. Der ausgewa¨hlte Be-
reich kann dann bearbeitet, kopiert oder gelo¨scht werden. Ebenfalls ist es mo¨glich einen einzelnen
Frame zu markieren, um an dieser Stelle die Wiedergabe zu starten oder eine Bewegungssequenz
einzufu¨gen.
Analog zu den physischen Interaktionsbutton bietet auch die GUI die Mo¨glichkeit ganze Ge-
lenkwinkelketten auszuschalten (siehe Abbildung 5.17). Mit den virtuellen Interaktionskno¨pfen
ist es zudem mo¨glich jeden Freiheitsgrad einzeln zu aktivieren oder zu deaktivieren. Durch das
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Abbildung 5.17: Virtuelle Interaktionsbutton zur Steuerung der Freiheitsgrade: (blau) Z-, (rot) Y-,
(gru¨n) X-Rotation; schwarz: physische Button auf der PuppID
Abbildung 5.18: Kollisionsprimitive des virtuellen Menschmodells (links) und Visualisierung ei-
ner aufgetretenen Kollision (rechts).
Abschalten von nur einem Freiheitsgrad kann der Benutzer nur diesen wa¨hrend der Wiedergabe
des Bewegungsablaufs anpassen.
Der Nutzer ist zudem in der Lage jeden Freiheitsgrad neu zu kalibrieren. Aufgrund von Toleran-
zen ko¨nnen sich die Werte der Servomotoren verschieben, d.h. mit dem eingestellten Wertebereich
wird der Servomotor eine oder beide Grenzen nicht mehr erreichen. Wa¨hrend der Neukalibrie-
rung des ausgewa¨hlten Freiheitsgrades fa¨hrt der Servomotor beide Endschalter an und bestimmt
dadurch den digitalen Eingangswert fu¨r den Servomotor sowie den entsprechenden analogen
Potentiometerwert. Daru¨ber hinaus kann die Rekalibrierung verwendet werden um den Gelenk-
winkelbereich des virtuellen Modells zu vera¨ndern, z. B. um ein anderes Perzentil einzustellen.
Wa¨hrend dieses Prozesses muss der Benutzer die neuen Grenzen fu¨r die gewu¨nschten Gelenk-
winkel eingeben. Auf diese Weise entspricht die Pose des digitalen menschlichen Modells nicht
mehr der Puppe, da diese das 50. Perzentil widerspiegelt.
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Kollisionsbehandlung
Wa¨hrend der Bewegungssimulation berechnet ein Algorithmus zur Kollisionserkennung fu¨r jede
Pose die Absta¨nde und damit mo¨gliche Kollisionen zwischen den Hu¨llprimitiven des virtuel-
len Menschenmodells und der Umgebungsgeometrie in der digitalen Fabrik. Als Hu¨llprimitive
dienen Capsulen, die Abbildung 5.18 (links) darstellt. Im Falle einer Kollision werden die ent-
sprechenden Hu¨llprimitive rot eingefa¨rbt dargestellt (siehe Abbildung 5.18 (rechts)). Der Benut-
zer kann zwischen verschiedenen Optionen wa¨hlen, die daru¨ber entscheiden, wie das Software-
Framework auf erkannte Kollisionen reagieren soll:
1. Eine rein visuelle Ru¨ckmeldung innerhalb der 3D-Visualisierung der GUI, d.h. alle Teile des
virtuellen Menschmodells die mit der Umgebung kollidieren sind rot dargestellt. Es werden
keine Aktionen zur Kollisionsauflo¨sung ausgefu¨hrt.
2. Die Wiedergabe wird automatisch angehalten und die betroffenen Ko¨rperteile werden her-
vorgehoben, damit der Nutzer die Kollision manuell durch bewegen von PuppID auflo¨sen
kann.
3. Basierend auf der inversen Kinematik lo¨st ein Algorithmus die Kollision durch Verschieben
des virtuellen Menschmodells. Die resultierende Bewegung wird dann auf das Eingabegera¨t
u¨bertragen.
Bewegungsdatenbank
Bei Versuchen mit dem zweiten Prototypen zeigte sich, dass die Erstellung einer neuen Bewe-
gung schwierig ist. Dazu muss der Nutzer die Bewegung jeder Gelenkwinkelkette nacheinander
einspielen. Er bewegt also eine Gelenkwinkelkette, setzt die Zeitleiste zuru¨ck und beginnt mit der
na¨chsten Gelenkwinkelkette. Dieser Prozess wiederholt sich bis die Bewegung aller Freiheitsgra-
de definiert wurden. Falls der Nutzer wa¨hrend der Aufnahme merkt, das die Bewegung zeitlich
oder ra¨umlich nicht passt, muss er die bereits gesetzten Gelenkwinkel nachjustieren.
Um dem Nutzer diesen Prozess zu erleichtern, wurde eine Datenbank mit vorgefertigten Bewe-
gungen angelegt. Diese Datenbank entha¨lt allgemeine Bewegungsausschnitte wie Gehen, Tragen
oder Greifen. Die integrierten Standardbewegungen sind hinsichtlich ihrer Eigenschaften in wie-
derholbare und einzelne Sequenzen unterteilt.
Wiederholbare Sequenzen sind Bewegungen, die aneinandergereiht werden ko¨nnen, um eine Be-
wegungssequenz mit einer gewu¨nschten La¨nge zu erzeugen. Die Datenbank bietet solche iterier-
baren Bewegungen in Form von:
• Laufen mit verschiedenen Geschwindigkeiten,
• einha¨ndiges Tragen mit der rechten oder linken Hand bei unterschiedlichen Laufgeschwin-
digkeiten und
• beidha¨ndiges Tragen mit verschiedenen Geschwindigkeiten.
Andererseits sind einzelne Bewegungen eigensta¨ndige Aktivita¨ten, um eine bestimmte Aufgabe
auszufu¨hren. Beispielsweise wenn das virtuelle Menschmodell mit einem Objekt interagiert. Die
Bewegungsdatenbank entha¨lt einzelne Bewegungen wie:
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Befehl Beschreibung
LOAD Laden der Umgebungsgeometrie und der Bewegungsdaten
CALI Kalibrieren des angegebenen Freiheitsgrades
PLAY Wiedergabe der Bewegung starten
STOP Wiedergabe der Bewegung stoppen
STEP Setzen des aktuellen Frames, an dem die Wiedergabe beginnt
SETJ Ein- und Ausschalten des angegebenen Freiheitsgrades
SETP Setzen eines Konfigurationsparameters (Kollisionsmethode, Framerate, etc.)
RSET Zuru¨cksetzen oder Lo¨schen der Szene und Bewegung
Tabelle 5.4: Befehle des Kommunikationsprotokolls
Bezeichner Beschreibung
fr Nummer des aktuellen Frames
ts Zeitstempel innerhalb der abgespielten Bewegungssequenz
rp globale Position der Skelettwurzel
jo lokale Orientierung eines Gelenks
Tabelle 5.5: Schlu¨sselwo¨rter innerhalb des UDP-Datagramms
• Drehbewegungen mit verschiedenen Winkeln (45◦, 90◦, 180◦) jeweils nach rechts oder links,
• einha¨ndiges oder beidha¨ndiges Greifen in unterschiedlichen Ho¨hen und
• einha¨ndiges oder beidha¨ndiges Ablegen in unterschiedlichen Ho¨hen.
Der Benutzer ist jedoch nicht nur auf die von uns bereitgestellten Bewegungen beschra¨nkt. Ab-
gesehen davon, dass die Bewegungen angepasst werden ko¨nnen, ist es auch mo¨glich, sie zur
spa¨teren Verwendung in der Datenbank zu speichern.
5.5.2 Kommunikationsprotokoll
Neben der Verwendung von PuppID als eigensta¨ndiges System mit Hilfe der GUI, ist es auch
mo¨glich, diese u¨ber ein Kommunikationsprotokoll zu steuern. Dadurch kann der Benutzer die
Puppe als Plug-in einer Fabrikplanungssoftware verwenden. Die notwendigen Daten werden per
Netzwerkkommunikation u¨bertragen.
U¨ber die Befehlsschnittstelle kann der Benutzer die Puppe konfigurieren, Geometrien und Bewe-
gungen laden sowie die Bewegungswiedergabe starten, anhalten oder stoppen. Die vorhandenen
Befehle werden als ASCII-Strings u¨ber TCP u¨bertragen (siehe Tabelle 5.4).
Die Bewegungssequenz wird als UDP-Datagramm gesendet, das jeden Frame im ASCII-Format
codiert. Das Datagramm ist in Zeilen strukturiert, die Daten eines bestimmten Typs enthalten
und mit einem Bezeichner beginnen, wie in Tabelle 5.5 aufgelistet.
Der Bezeichner fr, gefolgt von einer ganzen Zahl, ist immer die erste Zeile des Datagramms
und entha¨lt die Nummer des Frames. Danach folgt eine optionale Zeile mit dem Zeitstempel
des Frames, der durch ts gefolgt von einem Gleitkommawert angegeben wird. Das Schlu¨ssel-
wort rp ermo¨glicht die Angabe der globalen Position des virtuellen Menschen in der virtuellen
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Algorithmus 5.5 Beispiel eines UDP-Datagramms
1: fr [2]
2: ts [0.05]
3: rp [320.0 -187.0 850.0]
4: jo 1 [326.8 -187.2 459.5 -160.4704 -3.6963 -7.0913][-0.9405 -0.3392 -0.019025 0.333599 -0.932599
0.137735 -0.064467 0.123194 0.990286]
5: jo 2 . . .
6: . . .
Umgebung. Diese ist durch die drei Gleitkommawerte [x y z] definiert. Die Orientierung jedes
Gelenks des Eingabegera¨ts wird durch den Bezeichner jo bestimmt. Hierbei werden die Daten
in drei aufeinanderfolgende Blo¨cke u¨bergeben: id als eindeutige Zuweisung des Gelenks, [α β
γ] zur Angabe der Euler Winkel und [b0 b1 b2 b3 b4 b5 b6 b7 b8] fu¨r die Rotationsmatrix. Die
Schnittstelle la¨dt diese Informationen in das PuppID. Sobald der Nutzer A¨nderungen an dem
Eingabegera¨t vornimmt, um eine Bewegung zu modifizieren, werden die Orientierungs-Daten
aus den Servomotoren u¨ber UDP an die Plannungssoftware gesendet. Dies kann in vordefinier-
ten Zeitschritten erfolgen.
5.6 Anwendungsszenarien zur Bearbeitung von Bewegungen
Im Zuge der Planung eines Fabriklayouts ist es ha¨ufig erforderlich die Umgebung innerhalb der
Szene zu vera¨ndern. Beispielsweise mu¨ssen Arbeitsfla¨chen und Regale umorientiert und um-
positioniert werden, um Laufwege zu minimieren oder weitere Arbeitspla¨tze und -gera¨te zu
integrieren. Die in Kapitel 6 erla¨uterte Anwendung ermo¨glicht die Aba¨nderung einer bereits
existierenden Bewegung durch die Nutzung der Bewegungsdatenbank und des Motion Graphs.
Auch nutzergesteuerte Eingaben zur Beeinflussung der Gelenkwinkel ko¨nnen innerhalb der GUI
vorgenommen werden. Der Aktionsumfang der synthetisierbaren Bewegungen ist allerdings be-
grenzt auf die durch Motion Capturing aufgenommenen Bewegungsausfu¨hrungen und deren
Interpolationen, sowie den Fa¨higkeiten des Nutzers diese nachtra¨glich an die eigenen Bedu¨rfnis-
se anzupassen. Sowohl die Bewegungserfassung durch MoCap-Systeme, als auch die ha¨ndische
Manipulation von 3D-Animationen sind sehr zeitaufwa¨ndige und kostspielige Prozesse.
Um die Nutzbarkeit der entwickelten Anwendung zu steigern, wurde PuppID entwickelt. Der
zweite Prototyp wurde von den Beteiligten der SVW-Nachwuchsforschergruppe an den im Fol-
genden beschriebenen Anwendungsszenarien getestet. Im Zuge dieser Versuche zeigten sich die
bereits angesprochenen Probleme im Praxiseinsatz des Eingabegera¨tes (Abschnitt 5.2.2), die mit
der finalen Version behoben wurden.
Die finale Version von PuppID zeigt Abbildung 5.19. Erste Tests mit dem Gera¨t zeigten, dass die
Probleme der Prototypen behoben werden konnten.
5.6.1 Realisierung spezifischer Aktionsausfu¨hrungen
Die Arbeitsaufgaben eines digitalen Werkers in einer Fabrikumgebung zeichnen sich durch eine
Vielzahl von Einzelaktionen aus. Neben typischen Bewegungen, wie Heben, Transportieren und
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Abbildung 5.19: Finale Version von PuppID ohne Oberko¨rperverkleidung.
Verschrauben von Objekten, sind weitere Ausfu¨hrungen denkbar, die nicht in der Bewegungsda-
tenbank abgebildet sind. Beispielsweise entha¨lt die Datenbank Greifbewegungen fu¨r unterschied-
liche Objektho¨hen und die Bewegungssynthese ist in der Lage die entsprechenden Animationen
fu¨r die Zwischenho¨hen zu generieren. Allerdings ist es nicht mo¨glich ein seitliches Greifen zu
erzeugen. Um derartige Fa¨lle zu lo¨sen, erfolgt die Anpassung einer bereits existenten Bewegung
mit Hilfe von PuppID.
Abbildung 5.20 verdeutlicht die Problemstellung anhand einer Gehbewegung, die um ein seit-
liches Greifen erweitert werden soll. Zuna¨chst wird eine Lauf-Animation in der Anwendung
wiedergegeben, die gleichzeitig von der Puppe ausgefu¨hrt wird. In diesem Anwendungsfall soll
die Anpassung stattfinden, wenn das digitale Modell sich neben dem Tisch befindet. Der Nutzer
legt den genauen Zeitpunkt fest, zu dem die A¨nderung einsetzen soll, indem er die Interakti-
onsbutton auf der Puppe dru¨ckt. Um das Objekt erreichen zu ko¨nnen, sind die Gelenkketten
des rechten Arms und des Rumpfs freizugeben. Der Anwender kann diese Ko¨rperteile der Pup-
pe jetzt nach rechts drehen und in Richtung des Gegenstandes neigen, bis die Zielpose erreicht
ist. Ist die rechte Hand auf das Objekt gerichtet, kann anschließend in der Software u¨ber das
ATTACH-Kommando die Zuweisung zwischen dem Greifpunkt des Gegenstands und dem End-
effektor des Arms erfolgen. Dadurch wird dem System mitgeteilt, wie der virtuelle Werker mit
dem Objekt interagieren soll. Anschließend mu¨ssen die Gliedmaße in die urspru¨ngliche Position
zuru¨ckgefu¨hrt und die Interaktionsbutton nochmals gedru¨ckt werden. Das interne Motion Blen-
ding erstellt einen realistischen U¨bergang zwischen der letzten Poseneingabe des Nutzers und
der anfangs generierten Laufbewegung.
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Abbildung 5.20: Anpassung einer Laufbewegung um einen seitlich liegenden Hammer aufzuneh-
men.
Abbildung 5.21: Auflo¨sung einer Kollision durch die Anpassung der Bewegung.
5.6.2 Bewegungsanpassung bei Hindernissen
Bei der Planung eines Fabriklayouts ist sicherzustellen, dass sich ein Arbeiter mo¨glichst ungehin-
dert bewegen und seine Arbeitsaufgaben gefahrfrei durchfu¨hren kann. Abha¨ngig von dem ab-
zubildenden Arbeitsbereich variieren nicht nur die auszufu¨hrenden Bewegungen, sondern auch
der Aufbau der Arbeitsumgebung und die Gestalt sowie Verteilung der darin enthaltenen Objek-
te. Insbesondere Transportvorga¨nge von sperrigen Objekten ko¨nnen durch schmale Durchga¨nge
oder zentral im Raum platzierte Maschinen erschwert werden. Das in Kapitel 4.4 erla¨uterte Ver-
fahren lo¨st eine Vielzahl mo¨glicher Kollisionen im Zuge der Bewegungssynthese auf. Eine Er-
weiterung des digitalen Fabriklayouts mit neuen Szeneobjekten kann jedoch auch dazu fu¨hren,
dass nicht der Werker selbst, sondern der Gegenstand, der von ihm transportiert wird, mit der
Umgebung kollidiert.
In Abbildung 5.21 ist dies am Beispiel einer Holzlatte verdeutlicht. Ausgehend von der syntheti-
sierten Bewegung wird diese waagerecht getragen, was zu einer Kollision mit den Regalen fu¨hrt.
Auch diese Situation kann intuitiv mit Hilfe von PuppID gelo¨st werden. Der Nutzer kann beide
Arme auf der Puppe zur Manipulation freigeben und deren Position vera¨ndern, sodass die Holz-
latte von dem Werker schra¨g zwischen den Regalen durchgefu¨hrt wird. Anschließend wird die
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Nutzereingabe durch Dru¨cken der Interaktionsbutton beendet und die abgea¨nderte Bewegung
wieder in die bereits synthetisierte Animation u¨berfu¨hrt. Alternativ dazu, ist es auch mo¨glich be-
reits zu Beginn der Transportsequenz die Armpositionen zu vera¨ndern. Soll die Holzlatte u¨ber die
gesamte Sequenz schra¨g oder senkrecht gehalten werden, ko¨nnen die Gelenkgruppen der beiden
Arme anschließend in der Anwendung gesperrt werden. Somit bleiben die Arme in der einge-
gebenen Haltung fixiert, wa¨hrend die verbliebenen Gliedmaßen der von der Software erzeugten
Bewegung folgen.
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Kapitel 6
Gesamtsystem zur Bewegungssynthese
Die Basis der entwickelten Methoden zur Bewegungssynthese bildet das entsprechende Modul
im SVW-Framework. Wie bereits in Kapitel 3 beschrieben, berechnet das System die optimierte
Lo¨sung der Arbeitsaufgabe in zwei Phasen. In der ersten Phase lernt der Planungsalgorithmus
anhand der Bewertung von einzelnen Aktionen, fu¨r die das Bewegungsmodul eine entsprechend
parametrisierte Elementarbewegung erzeugt (siehe Abschnitt 3.4.4). Fu¨r die Synthese kontinu-
ierlicher Bewegungssequenzen ist die zweite Phase vorgesehen. Abbildung 6.1 zeigt eine syn-
thetisierte Bewegung fu¨r vier aufeinanderfolgende Aktionen, die auf Basis eines parametrischen
Bewegungsgraphen berechnet wurde.
Der modulare Aufbau des SVW-Frameworks erlaubt es jedoch nicht die Ergebnisse der anschlie-
ßenden Forschung und Entwicklung auf diesem Gebiet zu integrieren. Insbesondere die in Ab-
schnitt 4.4 beschriebenen Methoden zur Auflo¨sung von Kollisionen ko¨nnen nicht in das Frame-
work integriert werden, da dieses keinen Zugriff auf die Oberfla¨chengeometrie der Szeneobjekte
ermo¨glicht. Daher wurde eine weitere Anwendung zur Bewegungssynthese entwickelt, um die
verschiedenen in Kapitel 4 und Kapitel 5 entwickelten Verfahren zu kombinieren. Wa¨hrend der
Umsetzung der Anwendung wurden einzelne Komponenten des SVW-Frameworks angepasst
und u¨bernommen. Dazu geho¨ren auch die Strukturen zur Definition von Objekten und Elemen-
taraktionen. Einen U¨berblick der entwickelten Software zeigt Abbildung 6.2.
Ausgehend von einer gegebenen Liste von Aktionen beginnt die Bewegungsplanung mit der
Vorverarbeitung und Aufbereitung der enthaltenen Elementaraktionen (siehe Abschnitt 6.1). Fu¨r
diese Aktionsfolge wird anschließend in einem zweistufigen Prozess eine mo¨glichst kollisions-
freie Bewegungssequenz berechnet. Die erste Phase basiert auf den in Kapitel 4 entwickelten
Methoden. Wa¨hrend der Pfadsuche im Bewegungsgraphen wird kontinuierlich eine Kollisions-
erkennung durchgefu¨hrt (Abschnitt 6.2). Fu¨r die Auflo¨sung erkannter Kollisionen kann in dieser
Phase auf zwei Methoden zuru¨ckgegriffen werden. Die erste Methode basiert direkt auf der Pfad-
berechnung und versucht auftretende Kollisionen durch die Verwendung alternativer Pfade im
Bewegungsgraphen aufzulo¨sen. Falls kein derartiger Pfad existiert, wird fu¨r die in Kollision be-
findlichen Posen unter Verwendung von Algorithmus 4.1 innerhalb des Bewegungsraumes nach
einer kollisionsfreien Bewegung gesucht.
Die zweite Stufe der Bewegungssynthese betrachtet zum einen Fa¨lle, bei denen eine Kollisions-
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Abbildung 6.1: Beispiel fu¨r eine komplexe Bewegungssequenz die anhand der Aktionsfolge be-
stehend aus ”Laufen – Greifen – Tragen – Absetzen“ berechnet wurde.
auflo¨sung durch die Methoden des Bewegungsgraphen nicht mo¨glich ist und zum anderen Ak-
tionen fu¨r die der Nutzer individuelle Bewegungssequenzen erzeugt hat. Die zentrale Kompo-
nente bildet die Bewegungsdatenbank, welche derartige Bewegungen abstrahiert speichert und
damit eine Wiederverwendung bei a¨hnlichen Umgebungskonfigurationen ermo¨glicht (Abschnitt
6.4). Die gespeicherten Daten enthalten einen Kontaktgraphen zum Abgleich der Umgebungs-
konfiguration sowie dazugeho¨rige Abstandsvektoren zu den Gelenken des Werkerskeletts, um
die Bewegung anzupassen.
Anschließend wird die finale Bewegungssequenz fu¨r den Nutzer visualisiert. Dabei hat der Nut-
zer die Mo¨glichkeit die Bewegung mit Hilfe von PuppID anzupassen. Das kann zum einen zur
Auflo¨sung von Kollisionen und zum anderen zur Individualisierung der Bewegung des virtuellen
Charakters dienen. In beiden Fa¨llen wird die angepasste Bewegungssequenz in der Bewegungs-
datenbank fu¨r eine spa¨tere Wiederverwendung abgelegt.
6.1 Bewegungsplanung
Die gegebene Aktionsfolge besteht aus einer Menge von Laufbewegungen und ortsfester Aktio-
nen zur Interaktion mit Objekten. Die Bewegungsplanung verarbeitet die gegebene Aktionsfolge
in mehreren Schritten. Den Ablauf zeigt Algorithmus 6.1.
Die Vorverarbeitung beginnt mit der Identifizierung und Referenzierungen von Teilgraphen des
Bewegungsgraphen anhand der gegebenen parametrisierten Aktionen. Anschließend gruppiert
der Algorithmus aufeinanderfolgende Aktionen, fu¨r die die Berechnung einer U¨bergangsbewe-
gung anhand des in Abschnitt 4.4 beschriebenen Verfahrens mo¨glich ist. Fu¨r jede Aktion wurde
bereits eine Start- und Zielposition vorberechnet, die jedoch von der tatsa¨chlichen Start- und













Abbildung 6.2: Schematischer Aufbau des entwickelten Gesamtsystems zur Bewegungssynthese.
Algorithmus 6.1 Ablauf der Bewegungsplanung fu¨r eine gegebene Aktionsfolge.
Eingabe: vector<MotionRequest> ActionList
1: ActionList = PreProcessPositions(ActionList);
2:




7: PoseSequence motion = GenerateGraphWalk(ActionList);
8: DatabaseCollisionResolve(motion, collisionEvents, ActionList);
9: return motion;
mu¨ssen die exakten Positionen bestimmt werden, um eine Bewegung mit weichen U¨berga¨ngen
zwischen aufeinanderfolgenden Aktionen zu ermo¨glichen und um sicherzustellen, dass die defi-
nierten Kontaktpunkte wa¨hrend der Objektinteraktion erreicht werden.
Die Berechnung erfolgt auf Basis der mit Algorithmus 3.6 erzeugten Bewegungssequenz. In dieser
werden alle Posen, bei denen sich der Kontakt zwischen Objekt und virtuellem Werker a¨ndert, be-
stimmt. Die entsprechenden Endeffektoren sowie die globalen Interaktionspunkte des Objektes
ko¨nnen aus der gegebenen Anfragestruktur (siehe Algorithmus 3.5) abgeleitet werden. Ausge-
hend von den globalen Positionen der Endeffektoren und den Interaktionspunkten bestimmt der
Algorithmus die Transformation zwischen diesen. Die Transformationsmatrix entha¨lt die Rotati-
on um die vertikale y-Achse und eine anschließende Translation auf der Grundebene. Diese wird
nun auf die Wurzelposition der ersten und letzten Pose der Bewegungssequenz angewendet, um
die neue Start- und Zielposition sowie deren Orientierung fu¨r die Aktion zu bestimmen. Falls die
vorangegangene oder nachfolgende Aktion eine Laufbewegung entha¨lt, a¨ndert die Vorverarbei-
tung auch deren Start- bzw. Zielpunkte anhand der neu berechneten Positionen.
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Der letzte Schritt der Vorverarbeitung besteht in der Berechnung der Laufpfade. Fu¨r jede Aktion,
die eine Laufbewegung entha¨lt, generiert das Pfadmodul (siehe Abschnitt 3.4.3) einen kollisions-
freien Pfad zwischen den berechneten Start- und Zielpositionen der Aktion.
Anhand der aufbereiteten Daten berechnet die graph-basierte Bewegungssynthese eine Bewe-
gungssequenz, welche anschließend durch die Bewegungsdatenbank analysiert und individuali-
siert wird. Abschließend gibt die Bewegungsplanung die finale Bewegungssequenz an die Visua-
lisierung weiter.
6.2 Graph-basierte Bewegungssynthese
Die Datengrundlage bildet ein anhand der Methoden aus Abschnitt 4.5 erzeugter Bewegungs-
graph G = (V , E) sowie eine Folge von n Elementaraktionen A0, . . . , An. Jede Elementaraktion
Ai = (Gi ⊂ G, ps, θs, pe, θe,P) entha¨lt eine Referenz auf den assoziierten Teilgraphen Gi des
Bewegungsgraphen, eine Startposition ps und -orientierung θs sowie eine Zielposition pe und
-orientierung θe. Zusa¨tzlich definiert Pi eine Menge von Parametern korrespondierend zu den
Parametern der Bewegungsra¨ume des Teilgraphen. Der na¨chste Schritt besteht darin eine Pfad-
suche durchzufu¨hren, um einen mo¨glichst optimalen Pfad durch den Graphen zu berechnen, der
die Bewegungen aller gegebenen Aktionen entha¨lt. Fu¨r die Ru¨ckfu¨hrung der Bewegung aus der
kanonischen Zeit zu einer realistischen zeitlichen Dauer eines Bewegungssegments wurde das
MTM Modul aus dem SVW-Framework u¨bernommen. Die folgenden Abschnitte betrachteten die
Optimierungskriterien fu¨r Laufbewegungen sowie die Berechnung der Pfadsuche.
6.2.1 Vorbetrachtungen
Der Bewegungsgraph ist eine gerichteter Graph in dem fu¨r jeden Weg eine kontinuierliche Bewe-
gung erzeugt werden kann. Hierzu wird in jedem Knoten ein Bewegungssegment anhand vorge-
gebener Parameter erzeugt und die Segmente aufeinanderfolgender Knoten durch eine geeignete
Transformation aneinander ausgerichtet und anschließend verkettet.
Eine beliebige Bewegungssequenz kann somit durch einen zufa¨lligen Weg oder durch ku¨rzeste
Wege zwischen zwei gegebenen Knoten erzeugt werden. Im vorliegenden Fall ko¨nnte beispiels-
weise der ku¨rzeste Weg von einem Startknoten zu einem Knoten im Teilgraph der folgenden Ak-
tion berechnet werden. Bei na¨herer Betrachtung ist das jedoch nicht zielfu¨hrend, da ein ku¨rzester
Weg jeden Knoten auf dem Weg nur einmal entha¨lt. Wodurch es unwahrscheinlich ist, dass die
Startposition der Folgeaktion erreicht wird, wenn dazu in der virtuellen Umgebung gro¨ßere Di-
stanzen zuru¨ck gelegt werden mu¨ssen. Dazu mu¨ssen beispielsweise Knoten, die einen einzelnen
Laufschritt enthalten, wiederholt durchlaufen werden bis die entsprechende Distanz erreicht ist.
Die Suche entspricht also dem ”Ausrollen“ des Bewegungsgraphen in der virtuellen Umgebung.
Dazu wird das Problem als eine Suche in einem der Problemstellung entsprechenden Zustands-
raum formuliert. Fu¨r das vorliegende Problem wird die folgende Formulierung fu¨r einen Zustand
X ∈ S des Zustandsraumes verwendet:
X = (v, p, θ) (6.1)
wobei vx ∈ P ein Punkt im Parameterraum eines Knotens im Graphen, p die globale Position
und θ die globale Orientierung des virtuellen Charakters beschreiben. Das Suchproblem ist dann
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wie folgt definiert:
• Der initiale Zustand ist durch die Komponenten der Elementaraktion A0 gegeben.
• Die Menge der Aktionen, die ausgefu¨hrt werden ko¨nnen, wird durch eine U¨berfu¨hrungs-
funktion F(X, A) berechnet, die fu¨r ein X alle Folgezusta¨nde Xi bestimmt.
• Die Zielfunktion Z(X, A), die fu¨r einen gegebenen Zustand X testet, ob dieser dem Zielzu-
stand der Elementaraktion A entspricht.
• Eine Kostenfunktion K(X) ∈ R, die fu¨r eine Zustandsfolge, die mit X endet, einen reellen
Wert berechnet.
Das fu¨hrt zu einem Suchbaum in dem jeder Knoten B = (X, K(X), B′) durch einen Zustand X,
die Kosten K(X) sowie durch den Vaterknoten B′ gegeben ist. Die Wurzel des Knotens entspricht
dem Startzustand der gegebenen Aktionsfolge. Die Blattknoten des Suchbaums enthalten die
Menge Q aus der in jeder Iteration des Suchalgorithmus ein Knoten entnommen und expandiert
wird. D.h. fu¨r den betrachteten Knoten werden alle Folgezusta¨nde berechnet, bewertet und in Q
eingefu¨gt. Die Auswahl des zu expandierenden Knotens ha¨ngt von der verwendeten Heuristik
ab. In der vorliegenden Arbeit wird die A*-Suche verwendet.
6.2.2 Transferfunktion
Den zentralen Bestandteil bei der Suche bildet die U¨berfu¨hrungsfunktion F(X, A), die Folge-
zusta¨nde im Bewegungsgraphen sucht (Algorithmus 6.2). Ausgehend vom aktuellen Punkt vx ∈
P im Parameterraum eines Knotens V ∈ V werden alle adjazenten Knoten des Graphen, zu denen
ein U¨bergang mo¨glich ist, betrachtet.
Fu¨r jeden bestimmten Knoten berechnet die Funktion GenerateMotionsAndStates() alle aus dem
aktuellen Zustand mo¨glichen Bewegungssegmente und Folgezusta¨nde. Dabei bezieht die Metho-
de auch den zugrundeliegenden geometrischen Pfad in die Synthese ein. Andernfalls ko¨nnten
Fa¨lle auftreten bei denen theoretisch unendlich viele Bewegungen erzeugt werden. Betrachtet
man beispielsweise einen Knoten mit Laufbewegungen entlang einer Kurve und einer Parametri-
sierung entsprechend der Winkelabweichung, kann, ausgehend von einer gradlinigen Laufbewe-
gung, jeder beliebige Winkel gewa¨hlt werden.
Anschließend erfolgt eine Ausrichtung am aktuellen Zustand sowie eine Kollisionsu¨berpru¨fung.
Fu¨r die Auflo¨sung einer Kollision wird das in Abschnitt 4.4 entwickelte Verfahren eingesetzt.
Falls das Verfahren scheitert, wird das Bewegungssegment dennoch weiter verwendet. Dies ist
der Tatsache geschuldet, dass anhand des aktuellen Zustands nicht sicher gestellt werden kann,
dass der Zielzustand von A ohne die Bewegung erreichbar ist.
6.2.3 Kostenfunktion
Die A*-Suche verwendet eine Scha¨tzfunktion, um zielgerichtet zu suchen und dadurch die Lauf-
zeit zu verringern. In jeder Iteration wird der Knoten aus Q ausgewa¨hlt, der wahrscheinlich
schnell zum Ziel fu¨hrt. Die Funktion K(X) gibt fu¨r den Knoten X eine Scha¨tzung an, wie lang
der Pfad vom Startknoten zum Ziel unter Verwendung des Knotens im besten Fall ist. Die Ko-
stenfunktion besteht somit aus zwei Termen K(X) = G(X) + H(X). Dabei bezeichnet G(X) die
tatsa¨chlichen Kosten fu¨r den Weg vom Startknoten zu X und H(X) gibt eine Scha¨tzung fu¨r die
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Algorithmus 6.2 Ablauf der Transferfunktion F(X, A).
Eingabe: Zustand X, Elementaraktion A
1: Vs = GetValidAdjacentNodes(v, A);
2: Bsucc = ∅
3: for all Vi ∈ Vs do
4: (mi,j, Xi,j) = GenerateMotionsAndStates(Vi, X);
5: for all (m′, X′) ∈ (mi,j, Xi,j) do
6: AlignMotion(X, m′, X′);
7: if IsInCollision(m′) then
8: m′ = ResolveCollisions(X, X′, m′);
9: end if




Kosten von X zum Zielknoten an. Die Funktion H(X) entspricht im folgenden der Distanz von
X zur Zielposition entlang des gegebenen geometrischen Pfades.
Bei der Bestimmung der bisherigen Kosten G(X) spielen mehrere Faktoren eine wichtige Rolle:
• Die Bewegung sollte dem vorgegebenen geometrischen Pfad mo¨glichst gut folgen,
• die Bewegung sollte eine mo¨glichst gleichma¨ßige Geschwindigkeit aufweisen und nicht
zwischen verschiedenen Lauf- bzw. Bewegungsstilen wechseln und
• Kollisionen mit der Umgebung vermeiden.
Die Abstandskosten GD(X) enthalten die Summe aus der Distanz des zuru¨ckgelegten Weges
zwischen aktuellem und Vaterzustand und die Abweichung zwischen vorgegebenen Pfad und
der Bewegungssequenz berechnet nach [GC12]. Die Geschwindigkeit der Bewegung ist einfach
die Distanz der Skelettwurzel zwischen dem ersten und dem letzten Frame der Bewegung. Der
Geschwindigkeitsunterschied GU(X) entspricht der Differenz zwischen der Geschwindigkeit des
aktuellen und vorangegangenen Bewegungssegments.
Fu¨r die bisherigen Kosten gilt somit die Funktion G(X) = G(X′)+ α1GD(X)+ α2GU(X)+ α3GS(X)+
α4GColl(X). Dabei ist GS(X) der Unterschied im Bewegungsstil und GColl(X) ein Fehlerterm, falls
das Bewegungssegment Kollisionen aufweist. Den Einfluss dieser Therme zeigt Abbildung 6.3.
Die skalaren Werte αi definieren den Einfluss der verschiedenen Terme.
6.2.4 Graphsuche
Anhand der gegebenen Elementaraktion unterscheidet der Algorithmus zwischen einer Bewe-
gungssynthese auf Basis von Teilgraphen des Bewegungsgraphen und einer Bewegungssynthese
fu¨r einzelne Knoten des Bewegungsgraphen. Das hat den Hintergrund, dass beispielsweise bei
Laufbewegungen meist mehrere Stile, Geschwindigkeiten und Richtungen in verschiedenen Kno-
ten enthalten sind. Fu¨r elementare Aktionen, wie dem Greifen eines Objektes, hingegen entha¨lt
der Bewegungsgraph meist nur einen Knoten, der dieser Aktion zugeordnet ist.
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Fu¨r Elementaraktionen, die nur mit einem einzelnen Knoten des Graphen in Verbindung ste-
hen, berechnet der Algorithmus die Bewegung direkt anhand des gegebenen Knotens im Bewe-
gungsgraphen. Hierzu evaluiert der Algorithmus den zugeho¨rigen Bewegungsraum des Knotens
anhand der durch die Aktion definierten Parameter.
Fu¨r die Bewegungssynthese auf Teilgraphen mit mehreren Knoten verwendet der Algorithmus
einen A*-Such-Algorithmus, unter Verwendung der im vorangegangenen Abschnitt beschriebe-
nen Transferfunktion, bspw. fu¨r die Berechnung einer Bewegung entlang des gegebenen Pfades
zwischen der durch die Aktion definierten Start- und Zielkonfigurationen des virtuellen Charak-
ters. Die Suche beschra¨nkt sich auf den durch die Bewegungsplanung identifizierten Teilgraphen
des Bewegungsgraphen. In jeder Iteration wird der Blattknoten des Suchbaums B mit minima-
len Kosten K(X) des dazugeho¨renden Zustands X ausgewa¨hlt. Fu¨r diese wird im ersten Schritt
gepru¨ft, ob diese das Ziel bereits u¨berschreitet. Falls das der Fall ist, pru¨ft der Algorithmus ob
ausgehend von dieser Bewegung ein direkter U¨bergang zum Teilgraphen der Folgeaktion im Be-
wegungsgraphen mo¨glich ist. Ist das nicht der Fall, dann markiert der Algorithmus den Zustand
X als Fehlerzustand und fa¨hrt mit der na¨chsten Iteration fort.
Ist ein direkter U¨bergang mo¨glich, pru¨ft der Algorithmus welcher Parametervektor der Kante die
geringsten Werte bezu¨glich der Distanzmetrik aufweist und mit den aktuellen Aktionsparametern
erreichbar ist. Anschließend beginnt eine Optimierung der Zustandsfolge, die bei X endet, mit
dem Ziel die Bewegung direkt auf den Zielpunkt zu fu¨hren. Die Idee dabei ist in Knoten mit
Laufbewegungen die Geschwindigkeit der letzten Schritte langsam zu senken. Dies ist zum einen
auch bei realen menschlichen Bewegungen der Fall und zum anderen nimmt die Schrittweite bei
niedrigeren Geschwindigkeiten ab, so dass eine Substitution eines schnellen Laufens durch ein
langsameres die zuru¨ckgelegte Gesamtdistanz am Ende von X verku¨rzt und diese somit na¨her
an die Zielposition der Aktion bringt.
Falls das Ziel noch nicht erreicht wurde, berechnet die Transferfunktion F(X, A) die Menge der
Nachfolgeknoten Bsucc. Vor dem Einfu¨gen der gefundenen Nachfolgeknoten in den Suchbaum
erfolgt eine U¨berpru¨fung der Bewegung jedes Knotens aus Bsucc. Dabei entfernt der Algorithmus
Knoten bei denen der Abstand zum geometrischen Pfad gro¨ßer als ein definierter Schwellwert
ist. Da der geometrische Pfad bereits unter Verwendung einfacher Kollisionsradien berechnet
wurde, kann man davon ausgehen, dass eine zielfu¨hrende kollisionsfreie Bewegung in der Na¨he
des geometrischen Pfades zu finden ist.
6.3 Kollisionserkennung
Die Kollisionserkennung berechnet fu¨r eine gegebene Pose die Kollision zwischen dem Werker
und der Umgebung. Der Algorithmus beginnt mit der Suche von U¨berschneidungen auf Basis
von Hu¨llprimitiven. Jedes Objekt der Umgebung wird dabei durch einen Hierarchie aus orien-
tierten Quadern approximiert. Deren Berechnung basiert auf dem Verfahren von Gottschalk et
al. [GLM96]. Der Werker wird durch eine Menge von vordefinierten Capsulen repra¨sentiert. Ein
Beispiel zeigt Abbildung 6.5. Falls eine Kollision auftritt, erfolgt die genaue Berechnung der an-
hand der Dreiecksnetzgeometrie der Szeneobjekte und dem Oberfla¨chenmodell des virtuellen
Werkers. Die berechneten Daten bilden die Grundlage fu¨r die Methoden zur Kollisionsauflo¨sung
der graph-basierten Bewegungssynthese sowie der Bewegungsdatenbank.
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Abbildung 6.3: Einfluss der Parameter α3 und α4 auf die Pfadsuche. In der linken Abbildung ist
α4 ≈ 0 wodurch die Laufbewegung eine Kollision aufweist. In der rechten Darstellung ist α3 ≈ 0
und α4 ≈ 1 wodurch eine kollisionsfreie Seitwa¨rtsbewegung erzeugt wurde.
Abbildung 6.4: Darstellung der verwendeten Hu¨llgeometrie des virtuellen Menschmodells (links)
sowie der Objekte in der virtuellen Szene (rechts).
Die graph-basierte Bewegungssynthese verwendet wa¨hrend der Pfadsuche im Graphen eine ein-
fache Kollisionsabfrage zwischen virtuellem Werker und Umgebung. Fu¨r die Kollisionsauflo¨sung
durch Kurven innerhalb eines Bewegungsraumes wird die Eindringtiefe der in Kollision stehen-
den Objekte beno¨tigt. Die Eindringtiefe entspricht dem Abstand der minimalen Translation die
notwendig ist, um die in Kollision stehenden Objekte zu trennen. Die Berechnung beruht auf dem
von Zhang et al. [ZKM08] entwickelten Verfahren.
Die Bewegungsdatenbank beno¨tigt zusa¨tzlich Informationen u¨ber die ra¨umliche und zeitliche
Verteilung der Kollisionsereignisse fu¨r eine Bewegungssequenz. Hierzu wird ein Kollisionsgraph
G = (V , E) berechnet. Ein Knoten V ∈ V entha¨lt die Informationen eines Kollisionsereignis. Dazu
za¨hlen:
• die in Kollision stehenden Gelenke und Knochen des virtuellen Menschmodells,
• die Eindringtiefe sowie der dazugeho¨rende Translationsvektor,
• der Normalenvektor der durchdrungenen Oberfla¨che und
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Abbildung 6.5: Beispiel einer Bewegung mit Kollisionsereignis (links) sowie des dazugeho¨rigen
Kollisionsgraphen (rechts).
• das Zeitintervall innerhalb der Bewegungssequenz.
Eine Kante Ei,j ∈ E stellt eine zeitliche und ra¨umliche Beziehung zwischen zwei Knoten Vi, Vj ∈ V
her. Dazu speichert die Kante die euklidische Distanz zwischen den durchdrungenen Oberfla¨chen
sowie das gemeinsame Zeitintervall beider Knoten.
6.4 Bewegungsdatenbank
Das Ziel ist es in der Datenbank die vom Nutzer angepassten Bewegungen zu speichern, um diese
fu¨r spa¨tere Aktionsplanungen wiederzuverwenden. Dies dient zum einen zur Auflo¨sung von Kol-
lisionen mit der virtuellen Umgebung sowie zur Individualisierung von Interaktionsbewegungen
durch den Nutzer. Da eine kollisionsvermeidende Bewegung sich zumeist nur geringfu¨gig von
der angedachten Bewegung unterscheidet, ko¨nnten diese zusa¨tzlichen Bewegungsdaten inner-
halb des Bewegungsgraphen zu schwach zusammenha¨ngenden Teilba¨umen und somit eventuell
zum Fehlschlagen der Bewegungssynthese fu¨hren. Zudem wu¨rde die sukzessive Integration von
angepassten Bewegungen schnell zu sehr großen und schwer zu handhabenden Bewegungsgra-
phen fu¨hren. Außerdem wa¨ren zusa¨tzliche Kontrollstrukturen notwendig, um individualisierte
Bewegungen gezielt auszuwa¨hlen und zu verwenden. Wobei diese Bewegungen dann auch nur
in exakt der selben Umgebung wiedergegeben werden ko¨nnten.
6.4.1 Vorbetrachtungen
Die gespeicherten Bewegungen sollten also mo¨glichst unabha¨ngig von der exakten Oberfla¨chen-
geometrie der Umgebung sein, um eine hohe Wiederverwendbarkeit zu gewa¨hrleisten. Dies im-
pliziert somit, dass eine Abbildung der Bewegungen auf eine leicht vera¨nderte Umgebungsgeo-
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Abbildung 6.6: Berechnung und Speicherung von Umgebungsvektoren fu¨r kollisionsfreie Bewe-
gungen (links). Adaption der Vektoren auf den vorliegenden Kollisionsfall (mitte). Die neue Po-
sition der Gelenke wird mit Hilfe der Umgebungsvektoren berechnet (rechts).
metrie mo¨glich ist. Fu¨r eine derartige Abbildung ist eine Speicherung in Form von Gelenkwinkeln
und Positionen ungeeignet.
Eine geeignetere Methode ist das Einbeziehen der Objektgeometrie wa¨hrend der Bewegungsgene-
rierung. Dadurch ist eine Beschreibung der ra¨umlichen Beziehung zwischen dem Charakter und
der Umgebung, mit der dieser interagiert, mo¨glich. Dieser Ansatz wurde bereits von Al-Asqhar et
al. [AAKC13] untersucht. Al-Asqhar et al. berechnen Beziehungsdeskriptoren zwischen der Ober-
fla¨chengeometrie und den Gelenken des virtuellen Menschmodells. Dadurch sind die Autoren in
der Lage bei einer Vera¨nderung der Umgebung neue Positionen fu¨r die Gelenke des Skeletts zu
berechnen. Den Ablauf des Verfahrens zeigt Abbildung 6.6. Der Nachteil dieses Verfahrens ist,
dass die Deskriptoren in direktem Bezug zur Oberfla¨chengeometrie der Umgebung stehen und
somit nicht auf andere Umgebungen u¨bertragen werden ko¨nnen.
Dies fu¨hrt zu einem weiteren Problem – der Frage nach einer geeigneten Abstrahierung der
Umgebungsgeometrie. Diese sollte eine U¨bertragung der Beziehungsdeskriptoren erlauben und
eine effiziente Abbildung auf eine vera¨nderte Umgebung ermo¨glichen. Einen Ansatz zur U¨ber-
tragung von komplexen kontaktreichen Bewegungen eines virtuellen Charakters auf dynamische
angepasste Umgebungen stellen Kapadia et al. [KXN+16] vor. Das Verfahren beginnt mit der
Analyse der Bewegungen, um eine Bewegungssignatur zu berechnen, die die Kontakte zwischen
der Figur und den Umgebungsoberfla¨chen sowie die ra¨umlichen Beziehungen zwischen den
Kontakten charakterisiert. Daraufhin analysiert das Verfahren die gegebene virtuelle Umgebung
und identifiziert Oberfla¨chen, auf denen ein Kontakt mit dem virtuellen Charakter stattfinden
kann. Anhand der Bewegungssignatur berechnet das Verfahren eine Folge von Kontaktfla¨chen,
die den ra¨umlichen Beziehungen zwischen den Kontaktpunkten der Bewegung entsprechen. Das
Verfahren wenden Kapadia et al. jedoch nur auf einfache Geometrien, die sich leicht klassifizieren
lassen, an. Eine direkte U¨bertagung des Verfahrens auf das vorliegende Problem ist nicht mo¨glich,
da zum einen die Umgebungsgeometrie deutlich komplexer ist und zum anderen ein Kontakt mit
der Umgebung ja gerade vermieden werden soll.
Durch die Kombination und Adaption beider Methoden konnte ein Verfahren entwickelt wer-
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den, mit dem sich die oben diskutierten Probleme lo¨sen lassen. Die Abstraktion der Umgebungs-
geometrie wird durch Approximation mit hierarchischen orientierten Quadern erzielt. Fu¨r eine
angepasste Bewegung werden posenweise die Beziehungsdeskriptoren zwischen den Gelenken
und den Hu¨llprimitiven der Umgebung berechnet. Zusammen mit eventuell vorhandenen Kol-
lisionsereignissen der unangepassten Bewegung bilden diese die Signatur der Bewegung und
werden als Datum in der Datenbank gespeichert.
6.4.2 Berechnung der Beziehungsdeskriptoren
Die grundlegende Idee ist es, die Positionen pi des i-ten Gelenks durch n Oberfla¨chenpunkte dj
und deren Normalen-, Tangenten- und Binormalenvektoren nj, tj, bj auszudru¨cken:
pi =∑
j
ωi,j(dj + αi,jnj + βi,jtj + γi,jbj) (6.2)
wobei ωi,j ein von der Distanz zwischen pi und dj abha¨ngiges normalisiertes Gewicht ist. Die
Punkte dj generieren Al-Asqhar et al. [AAKC13] fu¨r jede Pose der Bewegung durch Projektion
der Gelenkpositionen auf die Oberfla¨chen der Umgebungsgeometrie. Aus der erzeugten Men-
ge von Oberfla¨chenpunkten wird, in Abha¨ngigkeit vom Abstand zwischen Gelenkposition und
Oberfla¨che, jedem Gelenk eine Teilmenge zugeordnet.
Fu¨r die Speicherung in der Bewegungsdatenbank ist jedoch die Verwendung der Objektgeometrie
nicht sinnvoll. Die Berechnung erfolgt auf Basis der hierarchischen Hu¨llgeometrie. Dabei wird im
ersten Schritt fu¨r jeden Frame und jedes Umgebungsobjekt die ho¨chste Hierarchiestufe bestimmt,
in der keine Kollision mit dem virtuellen Menschmodell auftritt. Dieser Fall tritt beispielswei-
se beim Greifen in ein Regal ein. Daraufhin erfolgt die Projektion der Gelenkpositionen auf die
Hu¨llprimitive und deren Zuordnung analog zur Methode von Al-Asqhar et al. [AAKC13]. Fu¨r
jeden Frame ergibt sich so eine Menge von Ebenen auf die die Gelenkpositionen projiziert wur-
den. Anhand der berechneten Ebenen- und Punktmenge kann die Pose des virtuellen Charakters
rekonstruiert werden.
6.4.3 Repra¨sentation der Umgebungsgraphen
Die entwickelte Repra¨sentation a¨hnelt dem Kontaktgraph von Kapadia et al. [KXN+16]. Diese
berechnen fu¨r jede Pose einer Bewegung, die in Kontakt mit einer Oberfla¨che der Umgebung
steht einen Tupel c = (p, n). Dabei entspricht n der Oberfla¨chennormale mit der der Kontakt
auftrat und p dessen relativer Position bezu¨glich der Skelettwurzel zu Beginn der Bewegungs-
sequenz. Zwischen zwei Tupeln ci, cj werden ra¨umliche Beschra¨nkungen ei,j, die deren Abstand
beschreiben, konstruiert.
Ausgehend von dieser Beschreibung wird die Zuordnung auf die berechnete Menge von Ebenen
sowie deren zeitlichen Verlauf adaptiert. Dazu wird die im vorangegangenen Abschnitt bestimm-
te Menge von Ebenen u¨ber die gesamte Bewegung hinweg analysiert. Dabei werden Ebenen, die
u¨ber mehrere Frames hinweg auftreten, zusammengefasst und ein Tripel c = (p, n, [ts, te]) kon-
struiert. Analog zu Kapadia et al. [KXN+16] beschreibt n die Normale der Oberfla¨che und p
den relativen Abstand zwischen Mittelpunkt der Ebene und der Wurzel des Skeletts im ersten
Frame der Bewegung. Das Intervall [ts, te] gibt das Zeitintervall wa¨hrend der Bewegung wieder.
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Zwischen zwei Tripeln ci, cj besteht eine zeitliche und ra¨umliche Beschra¨nkung ei,j, falls sich die
zeitlichen Intervalle u¨berschneiden ([ts,i, te,i] ∩ [ts,j, te,j] 6= ∅).
Anhand dieser Struktur wird wa¨hrend der Laufzeit ein Matching mit der Umgebung berechnet,
um festzustellen, ob die aufgezeichnete Bewegung wiederverwendet werden kann. Zur Verein-
fachung der Berechnung wird eine Normalisierung der Daten durchgefu¨hrt. Dazu wird eine
Transformationsmatrix der ersten Pose der Bewegung berechnet, sodass der virtuelle Charak-
ter im Ursprung auf der xz-Ebene steht und entlang der positiven x-Achse schaut. Mit dieser
Matrix werden sowohl der Umgebungsgraph als auch die berechneten Beziehungsdeskriptoren
transformiert.
6.4.4 Struktur der Datenbank
Wie bereits dargelegt, ist das Ziel ein Verfahren zu entwickeln mit dem Kollisionen aufgelo¨st und
Bewegungen individualisiert werden ko¨nnen. Entsprechend der Struktur der Bewegungssynthese
erfolgt auch hier eine aktionsbasierte Verwaltung der Daten. Jedes Datum ist einer definierten
Elementaraktion zugeordnet. Fu¨r Aktionen die zusa¨tzlich eine Objekthandhabung beinhalten,
wird eine Kategorisierung anhand der definierten Objektfamilie vorgenommen. Ein gespeicherter
Datensatz kann somit nur auf diese Kombination von Aktion und Objekt angewandt werden.
Im Falle einer Kollision enthalten die Daten sowohl den Kollisionsgraphen als auch den Umge-
bungsgraphen. Dabei ist es auch mo¨glich zu einem Kollisionsgraphen mehrere Umgebungsgra-
phen zu speichern. In diesem Fall beginnt die Berechnung mit dem Matching des Kollisionsgra-
phen. Falls dessen Abbildung erfolgreich war, ist der zugeho¨rige Umgebungsgraph abgebildet
und die Bewegung synthetisiert.
6.4.5 Matching der Umgebung
Ziel ist die Ausfu¨hrung der gespeicherten Bewegung in einer beliebigen Umgebung. Anhand der
Aktionsdefinition ist dabei die Startposition sowie die Orientierung fu¨r die Bewegung definiert.
Anhand dieser Daten wird in einem ersten Schritt der gespeicherte Umgebungsgraph ausge-
richtet. Daraufhin kann die Umgebungssuche anhand des Ebene c mit der gro¨ßten Entfernung
eingeschra¨nkt werden.
Das Matching arbeitet iterativ mit jeweils Paaren von Ebenen ci und cj, die durch eine Kante ver-
bunden sind. Anhand der Beschra¨nkung ei,j beginnt die Suche nach Oberfla¨chen sk, sl der Hu¨ll-
primitive mit a¨hnlicher ra¨umlicher Entfernung und Orientierung zueinander. Aufgrund der Kon-
struktion der Beziehungsdeskriptoren ist eine Adaption an eine vera¨nderte Umgebung mo¨glich.
Die Suche findet somit im Bereich ei,j + ε ≤ d(sk, sl) ≤ ei,j− ε statt, wobei ε ein gewa¨hlter Schwell-
wert ist.
Analog zu dieser Methode erfolgt das Matching des Kollisionsgraphen. Wenn zu einer vorliegen-
den Kollisionssituation ein entsprechender Kollisionsgraph gefunden wurde, kann mit Hilfe des
Umgebungsgraphen die Bewegung angepasst werden.
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6.5 Ergebnisse der Bewegungsgenerierung
Die bereits beschriebenen Ergebnisse der Bewegungssynthese konnten zeigen, dass die erzeug-
ten Bewegungen sowohl realistisch als auch deterministisch sind. Dies besta¨tigt die allgemeine
Eignung der entwickelten Bewegungsgenerierung fu¨r den Zweck der Animation von Menschmo-
dellen in einer virtuellen Umgebung. Fu¨r den Einsatz in Fabrik- und Produktionsplanungen erge-
ben sich jedoch zusa¨tzliche Anforderungen. Diese betreffen insbesondere die Einbeziehung von
ergonomischen Aspekten bezu¨glich der Belastungs- und Bewegungsbedingungen innerhalb eines
Arbeitsablaufs. Da die potentiellen Anwender der Software Planer von Produktionsumgebungen
sind und somit u¨ber kein Expertenwissen in Bezug auf die Eigenschaften einer ergonomisch
geeigneten Arbeitsplatzgestaltung verfu¨gen, ist es notwendig, dass die erzeugten Bewegungen
diesen Anspru¨chen zuverla¨ssig genu¨gen.
In diesem Zusammenhang ist jedoch der Vergleich gleicher Bewegungsabla¨ufe verschiedener Per-
sonen auf Grund der humanmotorischen Varianz a¨ußerst schwierig. Selbst bei der Betrachtung
von zwei aufeinanderfolgenden, gleichartigen Verrichtungsausfu¨hrungen einer einzigen Person
sind deutliche Unterschiede zwischen den jeweiligen Bewegungen zu erkennen. Daher ist ein
alleiniger Vergleich der generierten Bewegungen mit einer realen Aktionsausfu¨hrung als Evalua-
tionsmethode nicht aussagekra¨ftig. Um die Eignung der erzeugten Bewegungsabla¨ufe fu¨r den
Einsatz in einem Fabrikumfeld zu u¨berpru¨fen wird daher zusa¨tzlich auf das RULA-Verfahren
als typisches ergonomisches Bewertungstool zuru¨ckgegriffen. Anhand dieser Screening-Methode
sind Bewegungen und Haltungen der oberen Extremita¨ten am Arbeitsplatz hinsichtlich ergono-
mischer Aspekte zu beurteilen.
6.5.1 Aufbau und Ablauf der Probandenstudie
Die qualitative Evaluation der Bewegungsgenerierung basiert auf der Abbildung typischer Ar-
beitsprozesse sowohl in der Realita¨t als auch in der Simulation um mo¨gliche Abweichungen zu
erfassen. Insbesondere die Analyse von Belastungssituationen dient dabei als Bewertungskriteri-
um der im Framework erzeugten Bewegungsabla¨ufe. Zu diesem Zweck wurde eine Studie von
Herrn Nicholas Mu¨ller und Frau Martina Truschzinski im Rahmen des SVW-Projektes durch-
gefu¨hrt. Die acht ma¨nnlichen Probanden im Alter zwischen 18 und 31 Jahren verfu¨gten u¨ber
eine gesunde Konstitution und keine Bewegungs- oder Belastungseinschra¨nkungen durch Vorer-
krankungen. Die Aufgabe der Teilnehmer bestand darin die Arbeitsvorga¨nge ”Kiste tragen“und
”Stuhlmontage“zu durchlaufen. Diese beiden Evaluationsszenarien sind in der Software bereits
integriert und ko¨nnen, angepasst an die realweltlichen Bedingungen des Studienaufbaus, simu-
liert werden.
Die Studienumgebung wurde in einem 400m2 großen Raum aufgebaut. Durch die Platzierung der
zu verwendenden Materialien ergeben sich fu¨r die Probanden Laufwege von 20m pro Wegstrecke.
An zwei Seiten des Raums sind jeweils drei Industrieregale mit drei Regalbo¨den aufgebaut, wobei
die Regale auf der rechten Raumseite zusa¨tzlich mit Kisten unterschiedlichen Gewichts bestu¨ckt
sind: Regal E mit 10kg, Regal F mit 15kg und Regal G mit 20kg schweren Kisten. Pro Regalboden
sind zwei Kisten platziert, wodurch die Probanden diese aus u¨ber Schulterho¨he, aus Hu¨ftho¨he
und aus der Hocke entnehmen mu¨ssen. Auf den anderen zwei Raumseiten sind Arbeitstische
aufgestellt. Auf den Tischen A bis D befinden sich die Einzelteile von insgesamt 40 Stu¨hlen: je-
weils Seitenteil links, Seitenteil rechts, Sitzfla¨che und Ru¨ckenlehne sowie zwei Zwischenbauteile.
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Abbildung 6.7: Versuchsaufbau der Evaluationsszenarien
Tisch H dient als Montageplatz. Zusa¨tzlich sind im Versuchsraum mehrere Kameras aufgebaut,
um die Probandenbewegungen fu¨r die nachfolgende RULA-Auswertung zu dokumentieren. Der
Versuchsaufbau ist in Abbildung 6.7 dargestellt.
Die Aufgabe des ersten Szenarios ”Kiste tragen“besteht darin die Kisten aus der rechten Re-
galwand (E – G) aufzunehmen, auf die linke Raumseite zu transportieren und sie dort wieder
in der entsprechenden Regalho¨he abzustellen. Die Probanden sollen bei den u¨ber Schulterho¨he
platzierten Kisten in Regal E beginnen und die Regale nach unten abarbeiten.
Das zweite Szenario ”Stuhlmontage“beinhaltet das Aufnehmen der Einzelteile eines Stuhls von
den Tischen A bis D und deren Transport zum Montageort H. An diesem sollen die Einzelteile
u¨ber Steckverbindungen zusammengebaut und der fertige Stuhl rechts neben dem Tisch abge-
stellt werden. Dieser Ablauf erfolgt bis sich keine weiteren Einzelteile auf den Tischen befinden.
6.5.2 Vergleich der ergonomischen Auswertungen
Beide Evaluationsszenarien sind ebenfalls im Framework simuliert worden (vgl. Abbildung 6.8).
Die generierten Bewegungen des virtuellen Werkers wurden mit Hilfe eines Werkzeugs zur ergo-
nomischen Bewertung nach RULA evaluiert. Dieses standardisierte Verfahren ist ebenfalls durch
einen Ergonomen auf die Videoaufzeichnungen der Probanden angewendet worden. Um human-
motorische Varianzen zu beseitigen betrachtete dieser jeweils zehn Durchla¨ufe jedes Probanden
und bewertete diese unabha¨ngig von den anderen. In den folgenden Diagrammen (vgl. Abbil-
dung 6.9 und Abbildung 6.10) ist der statistische Mittelwert der RULA-Auswertung jeder Ver-
richtung dargestellt.
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Die Zeiten der Verrichtungen beider Bewegungen weichen voneinander ab, da den generierten
Bewegungen MTM-Zeiten zu Grunde liegen. Demnach basieren diese auf den durchschnittlichen
Verrichtungszeiten geu¨bter Werker, wohingegen die Probanden ungeu¨bt und langsamer sind.
Laut Aussage der MTM-Gesellschaft wu¨rden sich die Zeiten nach entsprechender Einu¨bungszeit
angleichen. Im Rahmen dieser Evaluation ist dementsprechend nur der Vergleich des RULA-
Werts relevant.
Fu¨r beide Szenarien zeigt die Gegenu¨berstellung der Analysewerte der Probanden- und gene-
rierten Bewegung, dass sich die RULA-Werte durchga¨ngig gleichen. Somit sind diese in Bezug
auf diese ergonomische Bewertung als identisch und korrekt anzusehen. Dies bedeutet jedoch
nicht, dass die Bewegungen in jeder ergonomischen Hinsicht oder gar humanmotorisch gleich
sein mu¨ssen. Die gute Passung ergibt sich vielmehr durch die grobe und diskrete Einteilung der
Werte innerhalb des RULA-Verfahrens, welches allerdings auch im industriellen Umfeld in die-
ser Form genutzt wird. Die Evaluation der Szenarien ”Kiste tragen“und ”Stuhlmontage“ergibt
somit ein positives Ergebnis fu¨r die Eignung der entwickelten Bewegungsgenerierung im Bereich
industrieller Fabrik- und Produktionsplanung.
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Abbildung 6.8: Erstellte Evaluationsszenarien im SVW-Framework und Aktionspfade des virtu-
ellen Werkers.
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Abbildung 6.9: RULA-Werte fu¨r das Tragen der Kisten. Dargestellt sind ausschnittsweise sechs
Zyklen (Kiste aufnehmen – Kiste tragen – Kiste abstellen – Laufen zur na¨chsten Kiste).
Abbildung 6.10: RULA-Bewertung fu¨r die Montage eines Stuhls.
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Kapitel 7
Zusammenfassung und Ausblick
Die vorliegende Dissertation befasst sich mit Methoden zur Generierung kollisionsfreier Bewe-
gungen fu¨r digitale Menschmodelle. Sowohl die Analyse als auch die Simulation menschlicher
Bewegungscharakteristiken werden zunehmend auf deratigen Modellen durchgefu¨hrt. Im Fo-
kus dieser Forschungsarbeit steht der digitale Werker in einer virtuellen Fabrikumgebung. Ent-
sprechende Anwendungen werden in der prototypischen Entwicklung sicherer Umgebungen,
Produkte und Gera¨te eingesetzt sowie zur ergonomischen Bewertung von Bewegungen und In-
teraktionen des menschlichen Ko¨rpers in einer simulierten Arbeitsumgebung verwendet. Die
Grundlage dafu¨r bilden Verfahren zur Steuerung des virtuellen Charakters, die kollisionsfreie,
deterministische Bewegungen ermo¨glichen. In dieser Dissertation wurde das entwickelte Verfah-
ren zur Bewegungserzeugung fu¨r digitale Menschmodelle vorgestellt. Die Inhalte meiner For-
schungsta¨tigkeit sind im folgenden nochmals zusammengefasst.
Zusammenfassung
Die Arbeit gliedert sich in drei Teile. Zuerst wird die Problemstellung definiert und eine ver-
gleichende Betrachtung bereits existierender Lo¨sungsansa¨tze durchgefu¨hrt. Darauf aufbauend
werden die Grundlagen der implementierten Verfahren sowie die Umsetzung des Forschungs-
vorhabens und die entwickelten Methodenerweiterungen im Hauptteil der Arbeit ero¨rtert. Ab-
schließend erfolgt eine Auswertung des Gesamtsystems zur Bewegungssynthese, eine Zusam-
menfassung der Forschungsergebnisse sowie ein Ausblick auf denkbare und bereits geplante
Erweiterungen.
Eine grundlegende Einleitung in die Thematik und Problemstellung der Charakteranimation
wird in Kapitel 1 gegeben. Die bestehenden digitalen Menschmodelle finden besonders im in-
dustriellen Sektor Anwendung. Von besonderer Bedeutung ist deren Einsatz fu¨r die Simulation
von Arbeitsvorga¨ngen und die ergonomische Auswertung von Fertigungssta¨tten. Allen Modellen
gemein ist der hohe Aufwand, der zur Steuerung des digitalen Werkers notwendig ist, um reali-
stische Bewegungen zu erreichen. Die etablierten Methoden zur Animation eines digitalen Men-
schmodells lassen sich untergliedern in manuelle, physik-basierte, video-basierte und motion-
capture-basierte Verfahren. Die in dieser Arbeit entwickelten Lo¨sungen nutzen Motion-Capture-
Daten. Diese bilden verschiedene Ausfu¨hrungen typischer Arbeitsvorga¨nge ab und dienen als
Grundlage fu¨r die entwickelte Bewegungsgenerierung.
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In Kapitel 2 erfolgt eine umfassende Betrachtung der bestehenden Ansa¨tze zur daten-basierten
Bewegungssynthese. Diese lassen sich in zwei notwendige Verarbeitungsschritte einteilen: die
Anpassung von Bewegungsdaten an Zielvorgaben bzw. Beschra¨nkungen und die Verkettung
der einzelnen Bewegungen zu komplexen Sequenzen. Zu erstgenannten za¨hlen beispielsweise
inverse Kinematik, das Vera¨ndern von Gelenkwinkeloffsets und die Verwendung von Fourier-
Charakteristiken zur Modellierung von Bewegungsstilen. Diese Verfahren eignen sich, wenn nur
geringefu¨gige Anpassungen einer Bewegung notwendig sind und die grundlegende Bewegungs-
aktion nicht vera¨ndert werden soll. Realistische U¨berga¨nge zwischen verschiedenen Aktionen
werden durch Blending-Verfahren erzeugt. Die dafu¨r notwendige Synchronisation der Ausgangs-
bewegungen wird in dieser Arbeit durch Registration Curves [KG03] erzielt. Eine weitere Metho-
de zur Adaption von Bewegungen stellen Physik-basierte Simulationen dar, die a¨ußere Kraftein-
wirkungen auf ein digitales Menschmodell abbilden. Fu¨r die Verkettung einzelner Bewegungen
werden verschiedene Graphenstrukturen verwendet. U¨ber einen posenweisen Vergleich zweier
Bewegungen wird eine Distanzmetrik erzeugt und nach lokalen Minima durchsucht. Diese stellen
potentielle U¨bergangspunkte zwischen den Bewegungen dar und dienen als Grundlage fu¨r die
Erstellung eines gerichteten Graphen. Der gro¨ßte stark zusammenha¨ngende Teilgraph bildet den
finalen Bewegungsgraphen, wobei die Knoten mo¨gliche U¨berga¨nge zwischen den in den Kan-
ten gespeicherten Bewegungssequenzen abbilden. Die Berechnung von komplexen Sequenzen
erfolgt u¨ber eine Bewegungsplanung. Verschiedene Optimierungsverfahren stellen dabei sicher,
dass spezifische Zielvorgaben eingehalten werden. Mo¨gliche Vorgaben sind bspw. eine Folge von
auszufu¨hrenden Aktionen, das Umgehen von Hindernissen sowie die Interaktion mit Objekten.
Kapitel 3 beschreibt das interdisziplina¨re Nachwuchsforscherprojekt ”Smart Virtual Worker“. Das
Ziel dieses Projekts bestand in der Erforschung neuartiger Bedienkonzepte sowie algorithmischer
Automatisierungen zur intuitiven Verwendung von digitalen Menschmodellen. Das entwickelte
Softwareframework setzt sich aus mehreren Modulen zusammen, die sich anhand ihrer Funk-
tionen in die drei Gruppen Eingabe, Berechnung und Bewertung einteilen lassen. Die zentra-
le Komponente zur Dateneingabe stellt das grafische Nutzerinterface dar. Der Anwender kann
dort Anpassungen der 3D-Umgebung, wie das Platzieren von Gegensta¨nden und Objekten, vor-
nehmen sowie die Arbeitsaufgabe des Werkers definieren. Zusa¨tzlich ko¨nnen diese Daten u¨ber
ein Plugin aus der Planungsanwendung Autodesk® Factory Design Utilities importiert werden.
Die Visualisierung der Simulationsergebnisse erfolgt ebenfalls u¨ber das Nutzerinterface. Dazu
geho¨ren das Abspielen der generierten Bewegung auf dem digitalen Menschmodell und die Dar-
stellung der ergonomischen und emotionalen Bewertung der Arbeitsaufgaben. Eine zusa¨tzliche
Eingabemo¨glichkeit bietet das tangible Nutzerinface. Dieses ermo¨glicht dem Nutzer die Anpas-
sung der 3D-Umgebung und Arbeitsaufgabe durch physische Repra¨sentationen der Szeneobjekte
und markerbasierte Aufgabenzuweisung. Die Simulationsberechnung verwendet Reinforcement
Learning zur Planung der optimalen Aktionsreihenfolge. Darauf folgend wird ein kollisionsfreier
Pfad durch die Szeneumgebung berechnet. Fu¨r die ermittelte Aktionsfolge werden Bewegungen
synthetisiert, die anhand der, durch MTM vorgegebenen, Normzeiten skaliert werden. Die Be-
wertung von Durchfu¨hrung und Ausfu¨hrungszeit der Aktionen erfolgen auf Grundlage einer
emotionalen Beurteilung sowie den integrierten MTM- und RULA-Modulen. Zusa¨tzlich kann
eine physische Puppe zur Manipulation der Bewegungen genutzt werden.
Die Bewegungssynthese basiert auf dem Konzept der Bewegungsra¨ume, das in Kapitel 4 vorge-
stellt wird. Die Grundlage bilden Motion-Capture-Aufnahmen, die zuna¨chst segmentiert, mit Pa-
rametern annotiert und synchronisiert werden. Es erfolgt eine Approximation der strukturierten
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Daten mittels Tensorprodukt B-Splines und Fourierreihen, wodurch ein stetiger Raum innerhalb
der Parametergrenzen entsteht. In diesem Bewegungsraum kann zu einem gegebenen Punkt im
Parameterraum eine entsprechende Pose generiert werden. Die sich daraus ergebenden Mo¨glich-
keiten fu¨r die Bewegungssynthese fu¨hrten zu den entwickelten Verfahren zur Berechnung von
U¨berfu¨hrungsbewegungen sowie zur Kollisionsauflo¨sung. Innerhalb eines Bewegungsgraphen
erfolgt die Berechnung der U¨bergangspunkte zwischen den parametrisierten Bewegungsra¨um-
en durch das Abtasten der gemeinsamen Unterra¨ume. Die anschließende Synthese basiert auf
der Suche der k-na¨chsten Nachbarn und deren Interpolation. Die Ergebnisse zeigen, dass damit
die Synthese von realistischen Bewegungen sowie deren Verkettung zu komplexen Sequenzen
mo¨glich ist.
Das in Kapitel 5 vorgestellte Eingabegera¨t PuppID bildet eine Erga¨nzung zur entwickelten Be-
wegungssynthese. Die Puppe soll Anwender dabei unterstu¨tzen die erzeugten Bewegungen an
ihre individuellen Anforderungen anzupassen. Nach einer Diskussion der bereits existierenden
menschena¨hnlichen Eingabegera¨te, werden die Entwicklungsstadien von PuppID beschrieben.
Mit jedem Prototypen konnten der Funktionsumfang, die Genauigkeit und die Robustheit der
Puppe verbessert werden. Durch eine Modifikation der verbauten Servomotoren ist es mo¨glich
nicht nur Bewegungen auf der Puppe abzuspielen, sondern auch die Nutzereingaben einzulesen
und auf ein digitales Menschmodell zu u¨bertragen. Die Kalibrierung der Motoren stellt zudem
sicher, dass die Gelenkwinkeldaten der Puppe identisch mit denen des digitalen Werkers sind.
Der Aufbau der finalen Version bildet die Skelettstruktur ga¨ngiger Menschmodelle ab und die
integrierten Taster ermo¨glichen ein intuitives Steuern der einzelnen Gliedmaßen. Die Verbin-
dung zwischen PuppID und dem digitalen Menschmodell wird u¨ber ein Framework realisiert,
das eine GUI- und eine Netzwerk-Schnittstelle bereitstellt. Die Puppe kann somit auch in ande-
ren Softwareumgebungen genutzt werden. Erga¨nzend zu den direkten Steuerungsmo¨glichkeiten
auf der Puppe bietet das graphische Nutzerinterface die Mo¨glichkeit einzelne Freiheitsgrad zu
steuern, die Bewegungssequenz anzupassen und eine Rekalibrierung der Servomotoren durch-
zufu¨hren. Mo¨gliche Kollisionen mit der Szeneumgebung werden in der GUI angezeigt, wobei
diese entweder durch die Software oder durch die Puppe aufgelo¨st werden ko¨nnen. Anhand
von Anwendungsszenarien wird der Einsatz von PuppID zur Bewegungsanpassung und dessen
Funktionsumfang verdeutlicht.
Abschließend wird in Kapitel 6 das Gesamtsystem zur Bewegungssynthese betrachtet. Die ent-
sprechende Anwendung umfasst die in den vorangegangenen Kapiteln erla¨uterten Methoden zur
Planung und Generierung von Bewegungen. Basierend auf den Elementaraktionen einer u¨berge-
benen Aktionsfolge wird ein erzeugter Bewegungsgraph nach kollisionsfreien Pfaden durchsucht.
Ist dies nicht mo¨glich wird versucht die entsprechende in Kollision befindliche Pose durch ei-
ne alternative Bewegung zu ersetzen. Sollten beide Ansa¨tze scheitern, wird die angebundene
Bewegungsdatenbank verwendet, um anhand der darin abgespeicherten Kontaktgraphen eine
Auflo¨sung der Kollision zu erzielen. Die resultierende Bewegung wird dem Nutzer im Kon-
text der jeweiligen Szeneumgebung visualisiert. Mit Hilfe von PuppID ko¨nnen im Anschluss
Individualisierungen oder A¨nderungen der Bewegungssequenz vorgenommen werden. Im Rah-
men einer Probandenstudie konnte die ergonomische Korrektheit der generierten Bewegungen
besta¨tigt werden. Die Grundlage fu¨r diese Auswertung bildet das Screening-Verfahren RULA zur
Beurteilung von Ta¨tigkeits- und Belastungsaktivita¨ten. In Verbindung mit den Auswertungen in
den einzelnen Kapiteln konnte gezeigt werden, dass sich die entwickelte Gesamtanwendung zur
aktionsfolgenbasierten Synthese von Bewegungen im Bereich der digitalen Fabrik geeignet.
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Ausblick
Im Rahmen der Forschungsarbeit zu dieser Dissertation ergaben sich Ansatzpunkte fu¨r eine
zuku¨nftige Erweiterung und Verbesserung des entwickelten Systems. Dazu za¨hlen vor allem Op-
timierungen, die sowohl die Genauigkeit als auch die Robustheit des Gesamtsystems steigern
sollen.
Hierzu za¨hlt die Regulierung der Bewegungsgeschwindigkeit. Im SVW-Framework erfolgt die Be-
rechnung der Bewegungsgeschwindigkeit entlang neu generierter Pfade durch das MTM-Modul.
Die Geschwindigkeit wird anhand vordefinierter Normzeiten, in Bezug auf die auszufu¨hrende
Aktion, die Bewegungsdistanz sowie das gegebenenfalls zu handhabende Objekt, bestimmt. Falls
keine Normzeit berechnet werden kann, verwendet das entwickelte Gesamtsystem die gemittelte
Dauer einer Vielzahl von gleichartigen Ausfu¨hrungen, um die La¨nge, und somit die Geschwin-
digkeit, einer Bewegung festzulegen. Das hat zur Folge, dass ku¨rzere Bewegungsaufnahmen ge-
streckt und la¨ngere gestaucht werden. Im Ergebnis kann dies dazu fu¨hren, dass die einzelnen
Aktionsausfu¨hrungen in einer Sequenz als zu schnell bzw. zu langsam wahrgenommen werden.
Alternativ dazu ist es denkbar die Geschwindigkeit der Ausfu¨hrungen als zusa¨tzlichen Wert
in den Bewegungsraum zu integrieren. Beispielsweise ko¨nnte die Geschwindigkeit pro Gelenk
berechnet und anschließend als weiterer Parameter in die Berechnung der Bewegungsra¨ume ein-
fließen. Somit ließe sich die Ausfu¨hrungsgeschwindkeit innerhalb des Bewegungsraums ableiten.
Die erstellten Bewegungsra¨ume umfassen neben Lauf- und Transportbewegungen auch Ausfu¨hrun-
gen des Greifens eines Objekts auf einem Tisch, wodurch auch Umsetzbewegungen synthetisiert
werden ko¨nnen. Derartige Bewegungen sind besonders bei Montagearbeiten an einem zentra-
len Arbeitsplatz wichtig. Fu¨r dieses Szenario ist anzunehmen, dass sich die Charakteristik der
Bewegungsausfu¨hrung mit steigendem Gewicht des umzusetzenden Objekts vera¨ndert. In Zu-
sammenarbeit mit dem Institut fu¨r Mechatronik konnte dies in einer Einzelstudie bereits beob-
achtet werden. Der Einfluss, den das Objektgewicht auf die Bewegungsausfu¨hrung hat, wurde
exemplarisch an einer Umsetzbewegung untersucht. Hierzu wurde eine Kiste mit verschiedenen
Gewichten beladen und mit einem Tracking-Target versehen. Wa¨hrend des Bewegungszyklus’
wurde der Positionenverlauf des Targets mit Hilfe eines ART-Tracking-Systems aufgezeichnet.
Die Aufgabe des Probanden bestand in der Ausfu¨hrung des folgenden Bewegungsablaufs:
1. Einnehmen einer aufrechten Ausgangshaltung,
2. Umsetzen einer Kiste von Punkt A nach Punkt B,
3. Zuru¨ckkehren in die aufrechte Ausgangshaltung und
4. Umsetzen der Kiste von Punkt B nach Punkt A.
Dieser Ablauf wurde fu¨r jede Gewichtsstufe zehnmal durchgefu¨hrt. Die Bewegungsbahn der
Kiste wurde jeweils anhand der aufgezeichneten Target-Bewegung simuliert und ausgewertet.
Abbildung 7.1 (links) zeigt den Versuchsaufbau und die Targetspur wa¨hrend des Umsetzens der
leeren Kiste. In Abbildung 7.1 (rechts) sind die Bewegungsbahnen aller Gewichtsstufen darge-
stellt. Es ist deutlich erkennbar, dass der Proband die Kiste mit zunehmendem Gewicht na¨her an
den eigenen Ko¨rperschwerpunkt heranfu¨hrt und dabei weniger hoch anhebt. Die Annahme, dass
dies ein generelles Bewegungsmuster darstellt, muss zuna¨chst in einer gro¨ßeren Probandenstudie
u¨berpru¨ft werden. Eine Besta¨tigung der Hypothese kann in eine verbesserte Bewegungssynthese
bezu¨glich der Abbildung schwerer Tragelasten einbezogen werden.
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Abbildung 7.1: Darstellung der Spur des Kistentagets wa¨hrend des Versuchs. Durchfu¨hrung mit
der leeren Kiste (links) sowie die Darstellung der Spuren aller durchgefu¨hrten Versuche (rechts).
Das entwickelte Eingabesystem PuppID wurde im Rahmen der Forschungsarbeit stetig hinsicht-
lich seiner Genauigkeit getestet und weiterentwickelt. Um die Eignung der Puppe zur Bewe-
gungsanpassung durch ungeu¨bte Anwender zu verifizieren, ist eine Evaluierung im Rahmen ei-
ner Nutzerstudie notwendig. Neben der Auswertung der Handhabbarkeit ist auch die Robustheit
von PuppID in einem Dauertest zu evaluieren. Hierbei muss u¨berpru¨ft werden, ob die erreich-
baren Gelenkwinkelgrenzen auch nach einem Dauereinsatz eingehalten werden. Im Hinblick auf
die Abbildung der virtuellen Bewegung auf die Puppe ist diese Einhaltung der Posengenauigkeit
wichtig, um dem Nutzer die Bewegungssteuerung des digitalen Menschmodells zu erleichtern.
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