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Abstract
In this work the structure and interface structure of ErSi2−x nanostructures grown on
Si(001) are investigated by aberration corrected high angle annular dark field scanning
transmission electron microscopy. The initial nucleation and growth mechanism are in-
vestigated by direct observation of the structure of ultra-small nanowires and it was found
that the preferred structure does not fit with the currently accepted growth model. The
nanowires nucleate in the hexagonal phase with an orientation relationship with the sili-
con substrate of (001)Si/(011¯0)ErSi2−x , [110]Si/[0001]ErSi2−x which is the exact opposite
of the currently accepted strained growth model. As the nanowires increase in size it was
observed that the nanostructures transform their orientation relationships to reduce their
strain resulting in the structure that is expected from the strained growth model. A new
growth model is suggested in that the observed orientation relationship has been found by
previous calculations to be lower in energy than the strained growth equivalent for ultra-
small nanowires.
The interfaces of the ErSi2−x nanostructures with Si(001) are found to be highly varied
and complex, containing many defects which contribute to a lowering of the intensity of
the Er columns directly at the interface. A new strain reduction mechanism is observed
where the silicide nanostructure drops down a single Si step on the substrate surface. A
structure model of this mechanism is proposed. The nanostructures have shown a prefer-
ence for the triangular projection of Er columns at the interface which is not thought to
be a remnant of the new orientation relationship, but a strain reduction mechanism that
competes with the double stepped interface. Some interfaces have been found to have Er
columns shifted from their expected positions up into the silicide. This was attributed to
an ordering of the vacancies within the ErSi2−x silicon lattice at the interface.
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Chapter 1
Introduction
This work focuses on the rare earth silicides and the low dimensional structures that they
produce when grown on silicon surfaces, more specifically erbium disilicide (ErSi2−x)
nanowires on the silicon (001) face. This introductory chapter aims to give the reader
an understanding of the basic concepts while providing some insight into the wider field
of research. The importance of this work will be discussed in context of the wider field,
highlighting the motivations for the research and the choice of system.
1.1 Basic Concepts
What Are The Rare Earths
The rare earth series includes the lanthanide series, yttrium and scandium [3, 30]. Yttrium
and scandium are included as they have very similar chemical properties to the lanthanides.
The lanthanide series is unique in the fact that their outer electronic shell, the 6s level,
fills before the 4f [5]. This means that all the elements in the lanthanide series have very
similar chemical and physical behaviours as their outer electronic configuration is identical
[31]. The filling of the outer 6s shell before the inner 4f shell also leads to the lanthanide
contraction effect [5, 32], where as the atomic number of the element increases, the atomic
radius contracts. This is attributed to poor shielding of the nuclear charge which pulls the
6s shell closer to the nucleus [32]. The lanthanide contraction effect has been successfully
used to tune desired properties of materials by careful selection of the lanthanide metal
[33].
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Element Symbol Z Atomic Radius (pm)
Scandium Sc 21 162
Yttrium Y 39 180
Lanthanum La 57 187
Cerium Ce 58 182
Praseodymium Pr 59 182
Neodymium Nd 60 181
Promethium Pm 61 183
Samarium Sm 62 180
Europium Eu 63 180
Gadolinium Gd 64 180
Terbium Tb 65 177
Dysprosium Dy 66 178
Holmium Ho 67 176
Erbium Er 68 179
Thulium Tm 69 179
Ytterbium Yb 70 176
Luthetium Lu 71 174
Table 1.1: A table showing various parameters of the rare earth series
1.1.1 What is a Silicide?
A silicide is a crystal that has silicon and ‘something else’ in its structure [34]. In micro-
electronics the properties of metal silicides on silicon surfaces have been very attractive
and they have found uses as, Ohmic contacts [35], Schottky barrier contacts [35], gate
electrodes [36], local interconnects [37], diffusion barriers [38] and transistors [39]. The
attractive properties of the transition metal silicides, including near-noble and refractory
metal silicides for microelectronics when a metallic area is required are, in general; metal-
lic behavior, i.e. low resistivity, a good adhesion to silicon to avoid delamination of the
silicide, thermal stability to avoid altering the properties during use of the device, appro-
priate Schottky barrier height, high resistance to corrosion and oxidation, low interface
stress and compatiblity with other processing steps [38]. These stringent conditions mean
that at present only three silicides are commonly used, TiSi2, CoSi2 and NiSi [38].
Rare Earth Silicides
The rare earth silicides grown on silicon have some extremely attractive physical and elec-
tronic properties. They grow on silicon (001), which is the technologically more important
face of silicon as the current generation of electronic devices are grown on this face [40].
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They are metallic [41], and have low resistivities [1]. They have no reported history of
delamination from the silicon surface, are thermally stable [42] and have an extremely low
Schottky barrier height on n-type silicon [43]. Research has been carried out over the last
30 years in order to harness these very attractive properties for uses in electronic devices
[39]. In recent years the rare earth silicide on silicon systems have exhibited interesting
quantum and fundamental physical phenomena, that has maintained the research interest
[13, 44, 45].
1.1.2 What Are Low Dimensional Structures?
A low dimensional structure is one that is constrained in one or more dimensions. A thin
film is confined in one dimension where a nanowire is confined in two and a quantum dot
is confined in three. There are many different methods that are used to produce these
low dimensional structures that can be roughly grouped into ‘top down’ methods and
‘bottom up’ methods [30, 46]. The differences between the two types will be discussed
later with examples. These low dimensional structures have many properties that make
them extremely attractive for industrial applications [47] as well as making interesting
study cases for novel quantum effects [46, 48]. Which means that a huge amount of
scientific research has been conducted into both the obtaining of desired properties and
the production of nanostructures [49–51].
1.1.3 Why Do We Want Low Dimensional Structures?
As the dimensions of a material are reduced to the scale of nanometres, often its me-
chanical, electrical and chemical properties drastically change. An example of this is the
quantum laser [52, 53]. This device is similar in design to a laser diode, however the active
region of the quantum laser is narrow enough for quantum confinement of the electrons
to occur. In this regime the wavelength of the light emitted from the quantum laser is not
determined by the band gap of the semiconductor as it would be in a conventional device,
but is determined by the width of the active region. This allows much shorter wavelength
lasers to be produced than conventional methods as the wavelength of the laser can be
tuned during production by varying the dimensions of the active region [54]. These de-
vices also have greater efficiencies than conventional laser diodes due to the modified
shape of the density of states due to the device’s small size [55].
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The properties of nano-sized systems are not only altered by the confinement of elec-
trons. In catalytic materials, when the size is reduced to the nanoscale, a considerable
portion of the atoms within a system can be at edges, surfaces or corners. As these atoms
are responsible for the catalytic properties the reactivity of the same volume of material
drastically increases as the individual particle size decreases [56].
1.1.4 Why Do We Want Nanowires
In a system that is confined in two dimensions i.e. a nanowire, the confinement of elec-
trons leads to phenomena such as charge ordering [13], non-classical electron transport
properties such as ballistic transport [57], one dimensional Schottky characteristics [58]
as well as one dimensional plasmons [45] etc. These new electronic behaviors open new
avenues for research and industrial applications.
Nanowires have been highly sought after by the electronics industry, as in recent years
the method to increase the power of electronics has been to decrease the size of the com-
ponents and fit more of them into a given area. This requires ever smaller fundamental
building blocks to produce these components and more compact ways to connect them.
A particular example of the use of nanowires in industry is the incorporation of sili-
con nanowires into lithium battery anodes. This particular application does not make use
of the quantum confinement of electrons, but makes use of the high surface area of this
geometry and the improved mechanical properties of the material at low dimensions [59].
Previous anodes have been made from graphite although this has a 10x lower theoretical
lithium capacity than silicon, because silicon suffers from pulverization during charging
and discharging as the silicon volume changes by 400% [60]. However by using silicon
nanowires the large volume changes can be accomodated by the nanowires without frac-
turing allowing the use of this more attractive material.
1.1.5 How Are Low Dimensional Structures Produced
As previously stated the two classes of methods to produce low dimensional structures
are top down and bottom up. Top down methods involve making larger materials smaller
until they are the size that is required, which is predominantly achieved by lithographic
processes. Bottom up methods involve assembling nanostructures out of smaller units
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[46]. Most methods of nanowire production are bottom up methods as top down methods
become limited and unreliable at the smallest length scales. Of these methods we shall dis-
cuss Photolithography, Vapor-Liquid-Solid (VLS) growth and Epitaxy and self-assembly.
In industry top down methods are the preferred methods to produce nanowires as these
are well understood, fast and easy to control over large areas, allowing precise placement
of the nanostructures required to build devices. However these techniques are nearing
the limit of their capabilities to produce ever smaller structures in the current architecture
designs. Either new architectures taking advantage of these well established technologies
or new methods of production are required.
Photolithography
The most common top down method is photolithography which is used extensively in
microelectronics. The technique allows a structure to be produced on a surface with a
pre-prepared geometric pattern. A substrate is covered with a light sensitive ‘photoresist’
which is then selectively exposed to light, using the pre-patterned mask. The areas of the
photosensitive resist that are exposed to light are removed uncovering the underlying sub-
strate. This is then chemically or plasma etched, patterning the substrate. The remaining
photoresist is then removed leaving the patterned substrate. This procedure can be re-
peated many times with stages of ion implantation to produce the complex structures used
in microelectronics. The features that are produced using the photolithography can be as
small as∼30nm [61]. However advances in lithographic techniques have been continually
improving the smallest feature size of this technique for many years.
Vapor-Liquid-Solid growth
VLS growth was first reported in 1974 by Wagner et. al. [62], however it has received a
lot of attention in recent years as it is able to produce nanowires that stand upright on the
substrate surface [63–65]. It is a specialized case of Chemical Vapor Deposition (CVD)
which is frequently used by the semiconductor industry to produce thin films. Typically the
substrate is exposed to a precursor gas (chemical vapor) containing the material that is to
be deposited, at high temperatures. The precursor gas then reacts with the substrate and the
desired material is deposited onto the surface. Any by-products are then pumped away. In
VLS growth a liquid metallic particle on the substrate surface catalyzes a reaction between
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two precursor gases and absorbs a product. When the particle reaches its saturation point
any further absorption forces some of the dissolved material to precipitate out as a solid.
This occurs at the interface of the liquid metallic droplet and the substrate. As this process
continues a column of deposited material appears underneath the metallic droplet. This
method is characterized by producing long ‘whiskers’ of material with a metallic bead at
the end. It is this method that was used to produce the silicon nanowires for the lithium
battery anode mentioned above.
Epitaxy and Self Assembly
Epitaxy is ‘the natural or artificial growth of crystals on a crystalline substrate that de-
termines their orientation’ [34]. In practice epitaxy involves depositing a small amount
of material onto an exceptionally clean surface, usually at elevated temperature, in Ultra
High Vacuum (UHV). Using this technique it is possible to grow crystals one atomic layer
at a time, and even deposit sub-monolayer amounts of material, i.e. less than the number
of atoms that it would take to cover the surface. With this extreme control over the growth
rate and amount of deposited material it is possible to choose a substrate and over-layer
that will self assemble into desirable structures. When the over-layer crystal has lattice
parameters that are extremely close to that of the underlying substrate, within ∼2%, con-
tinuous defect free film growth is achieved; however by choosing over-layers with lattice
parameters that are outside of the ∼2% defect free growth regime, quantum dots or wires
can be produced.
1.2 Nanowires in Future Electronics
As previously stated new methods of producing smaller features or new architectures are
being explored in order to find new areas for device improvement. One such technique that
has been proposed is self assembled circuits. However this method has proved technolog-
ically challenging, and improving architecture can be done with traditional techniques, so
self-assembled circuitry is unlikely to become the mainstay of future electronics in the
short term, however these self-assembled structures may find more specialized functions.
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1.2.1 Silicon Nanowires in Future Electronics
Silicon nanowires have been suggested for use in the next generation of solar cells. By
coating or doping the nanowires, p-n junctions can be made with novel morphologies. The
intrinsic shape of the structures has been shown theoretically to improve the conversion
efficiency of the devices as much higher surface areas can be achieved. Fig. 1.1 shows
a structure that was published by Cheng et. al. [6], where silicon nanowires were coated
in transparent indium tin oxide (ITO). This solar cell structure was shown to have an
efficiency of 10%, as compared to the nanowires without the ITO with an efficiency of just
2.4%. These efficiency figures are still much lower than more established technologies
which can be up to 40% [66], but the low cost of production of the silicon nanowire
based devices, offers considerable benefit [6], and further research offers the possibility of
improving the efficiency further.
1.2.2 Parallel Wire Arrays in Future Electronics
It is currently impossible to direct the growth of self assembled epitaxial nanowires in a
scalable way; however it is possible to easily and cheaply encourage nanowires to grow
into parallel arrays over large areas. Different architectures are being considered [67] to
exploit these potentially useful structures that can be grown to have dimensions that are
much smaller than current lithographically produced wires.
The ‘crossbar’ architecture, which is based on two orthogonal parallel wire arrays,
is well suited to take advantage of the parallel nanowire arrays, while utilizing active
molecules at the junctions of these nanowires [7, 30, 68]. Fig. 1.2 shows a schematic of
the architecture showing the main features.
Another potential use for massively parallel nanowire structures are polarizers [45].
By exploiting the one dimensional nature of metallic nanowires, their plasmon resonances
can be used to polarize light.
Rare earth silicides on silicon, at low coverages, have been shown to self assemble
into conducting nanowire arrays. These arrays can be encouraged to grow either in two
perpendicular directions or as a massively parallel array [28]. Due to their unique Schottky
barrier characteristics and metallic behavior they are a strong contender for applications
where parallel arrays of nanowires are attractive.
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Figure 1.1: A figure from Cheng et. al.’s paper [6] showing the structure of silicon wire
based solar cell. (a) as imaged in SEM (b)&(c) schematics (d) the increase in capacitance
associated with the nanowire morphology.
Figure 1.2: An image from [7] showing the main features of the crossbar architecture
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1.3 This Work
Here we will investigate ErSi2−x nanowires and their interfaces. Erbium silicide was cho-
sen as it has been shown to have the highest conductivity of all the rare earth silicides, and
is therefore an attractive candidate for any applications [1]. We shall investigate, but not
exclusively, nanowires of less than 5nm in width in order to better understand the structure
of this interesting system in this critical region.
We shall be using aberration corrected Scanning Transmission Electron Microscopy
(STEM) as the high chemical contrast of the imaging technique will allow us to easily
identify the Er and Si columns while the incoherent imaging will give accurate structural
data. We will utilize capping techniques so that the smallest features survive, while show-
ing that this procedure does not affect the structure of the nanowires. The evolution of
the nanowires as a function of width is also discussed along with the implications that the
results have for the accepted growth model.
Chapter 2
Erbium Silicide on Silicon
This chapter describes the erbium silicide system on silicon, focusing on the Si(001) sur-
face. The crystal structure of erbium silicide will be discussed and the structural consider-
ations relevant to this work highlighted.
A short literary review of the work performed to date, highlights the important findings
and current gaps in the knowledge base. The growth mechanism and structure of the rare
earth silicides nanowire system receives particular attention as our results directly impact
this area, and many of the calculations and simulations performed on the rare earth silicide
nanowire system to date use assumptions based on the accepted growth model.
2.1 Erbium Silicide Crystal Structure
2.1.1 Phases of the Erbium Silicide System
The erbium silicide system has been shown by Luzan et. al. [1] to exhibit many different
phases depending on the stoichiometry. The phase diagram for the binary erbium silicon
system and the structure models of the various phases are shown in Fig. 2.1 [3, 8–11].
The most stable phase on silicon (111) and (001) was found to be the ErSi2−x. It is so
highly favoured that the silicide will form silicon islands if there is an excess of silicon in
order to correct the stoichiometry [69]. This stoichiometry has been shown to exhibit two
polymorphs, a hexagonal phase, which is observed in bulk, and a tetragonal phase, which
is thought to be induced by the interaction of the silicide with the Si(001) surface [70].
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Silicide Symmetry Structure Lattice Parameters (A˚)
type a b c
Er5Si3 P63/mcm Mn5Si3 8.309±0.003 - 6.234±0.002
Er5Si4 Pnma Sm5Ge3 7.28±0.05 14.37±0.16 7.595±0.016
Er1Si1−x Cmcm CrB 4.196±0.003 10.382±0.003 3.787±0.004
ErSi Pmna FeB 7.77±0.007 3.784±0.001 5.607±0.003
ErSi2−x P6/mmm AlB2 3.8006±0.0024 - 4.0856±0.0008
ErSi2−x* I41/AMD ThSi 3.96±0.02 - 13.26±0.02
Table 2.1: The symmetry and lattice parameters for the various structures of the binary
erbium silicon system found by Luzan et. al.[1] in the erbium phase diagram shown in
Fig. 2.1.*With the exception of the tetragonal phase where the lattice parameters were
obtained separately [2].
Hexagonal Tetragonal
Space Group P6/mmm I41/AMD
Structure Type AlB2 ThSi2
RE position 000 1
2
1
2
1
2
Si position 2
3
1
3
1
2
11
2
2
3
Table 2.2: The symmetry and atomic positions of the rare earth and silicon for the hexag-
onal and tetragonal unit cell [3]
The symmetry and lattice constants of the various phases found by Luzan et. al., that
were shown in Fig. 2.1 are shown in Table 2.1, together with the tetragonal phase which
was reported elsewhere [2].
2.1.2 ErSi2−x Crystal Structure
ErSi2−x is the only stable stoichiometry on silicon surface therefore we shall only consider
this stoichiometry from this point.
The unit cells of the hexagonal and tetragonal ErSi2−x (in this case x=0) systems are
fully described by the information in Tables 2.1 and 2.2. Table 2.1 gives the unit cell
parameters, where Table 2.2 gives the atomic positions.
The two orthogonal projections of the phases of ErSi2−x produced using this informa-
tion are shown in Fig. 2.2. In reality there is a vacancy structure within the silicon network
that reduces the stoichiometry to ErSi2−x [71, 72], where x ∼ 0.3.
The hexagonal and tetragonal phases are both comprised of a triangular subunit of Er
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Figure 2.1: The phase diagram for the binary erbium silicon system as reported by Luzan
et. al. [1] with two orthogonal projections for each of the possible ErxSiy stoichiometric
phases (not to relative scale)[3, 8–11]
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Figure 2.2: Two orthogonal projections of the two phases of ErSi2−x, the large green cir-
cles represent erbium and the smaller yellow circles represent silicon. The black dashed
lines indicate the triangular subunit that is common between the two phases. In the tetrag-
onal phase the subunit rotates through 90◦, where in the hexagonal phase all the units are in
plane as indicated by the red dashed lines. The orange dashed square indicates the square
projection that is obtained with a 90◦ rotation of the triangular projection. The direction
of rotation is indicated by the central black arrow.
atoms as highlighted in Fig. 2.2 by the dashed red and black triangles. In the hexagonal
phase the triangular subunits are all in plane separated by a graphene-like layer of sp2
bonded Si atoms, which contains the vacancy structure [73]. In the tetragonal phase, the
triangular sub unit rotates through 90◦ as the crystal increases in thickness, by rotating a
silicon sp2 bond through 90◦. This results in a shift of the Er position every two atomic
layers. It is worth highlighting at this point that the structure of the hexagonal and tetrago-
nal phases, with respect to the Er positions, at thicknesses of less than 2 atomic layers, are
identical and can be transformed by a 90◦ rotation of the whole crystal. The dashed black
triangle and dashed orange square indicated in Fig. 2.2 shall be used to classify interface
structures in later chapters.
2.2 Growth of Rare Earth Silicide thin films on Silicon
The growth of rare earth silicides on silicon faces was demonstrated in 1980 by Baglin et.
al. [74] on the Si(111) and Si(001) surfaces. Subsequent research found that on Si(111)
the silicide formed high quality layers as the silicides have a good lattice match with the
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Si(111) [43, 73], where the poor match for Si(001) led to highly defected films [75, 76].
Good quality epitaxial layers on Si(111) were first achieved by Knapp et. al. [73] in
1986 when a contamination layer at the interface between the Si and RE was identified
and removed by rapid e-beam heating to high temperature. This highlighted the sensitivity
of the silicide formation to contamination; however this process has not been necessary
in recent years due to the improvement of vacuum technology and the surface cleaning
process.
Arnaud d’Avitaya et. al. found that co-depositing Si and Er together on the Si sur-
face with a ratio of ∼ 2:1 produced high quality films [77]. Co-deposition is technically
challenging so Sieagal et. al [78] produce high quality rare earth silicide thick films by
borrowing a technique shown to work in other silicide systems by Tung et. al. [79, 80].
It has been found that a thin layer of NiSi2 acts as a template for the further growth of
a thicker NiSi2 film, hence improving the quality of the thicker layer.
In 1992 Paki et. al. [81] succeeded in producing a 2D ErSi2−x layer on Si(111).
The structure was determined through a combination of Low Energy Electron Diffraction
(LEED), angle resolved ultraviolet photoemission spectroscopy and x-ray forward scatter-
ing techniques. They reported that the structure was hexagonal with a reconstructed Si top
layer.
In order to better understand the growth mechanisms of the rare earth silicides Baglin
et. al. [82] performed High Resolution Transmission Electron Microscopy (HRTEM)
marker experiments to determine the mobile species. The diffusing species was deter-
mined by using a bilayer of two rare earth metals, grown on a silicon substrate, that were
shown not to intermix upon heating. It was determined that the Si was mobile and the rare
earth atoms almost immobile.
2.2.1 Structure of Erbium Silicide on Silicon
Orientation Relationship of ErSi2−x on Si(111) or Si(001)
By examining the bulk structures of the hexagonal rare earth silicide and the Si (111) and
(001) faces it is possible to postulate the orientations in which we would expect the hexag-
onal silicide to grow on the silicon substrate. The Si(111) face has a hexagonal symmetry
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and the Si(001) has a square symmetry, so we would expect the silicide to form with its c-
axis perpendicular to the Si(111) face and parallel to the Si(001) face. This was confirmed
experimentally from multiple Transmission Electron Microscopy (TEM) diffraction stud-
ies [70, 83]. The orientation relationships can be expressed as:
On Si(111)
Hex : (111)Si/(0001)RESi2−x , [11¯0]Si/[112¯0]RESi2−x (2.1)
On Si(001)
Hex : (001)Si/(011¯0)RESi2−x , [110]Si/[112¯0]RESi2−x (2.2)
Tet : (001)Si/(001)RESi2−x , [110]Si/[100]RESi2−x (2.3)
Misfit and Strain
It has been found through experiment that in general a misfit of ∼< 2% is required for
high quality epitaxial growth of an overlayer on a substrate [84]. If the misfit is greater
than this, in general the system will form defects to reduce the strain energy [85]. The
rare earth silicides do not match to the silicon (001) or (111) surfaces exactly, so strain is
introduced when a rare earth silicide is grown on these faces. As an example the misfit for
the erbium silicide on silicon (001) and (111) are given below, assuming the orientation
relationships given in the equations Equ:(2.1), (2.2) & (2.3) the lattice constants given in
table 2.1:
ErSi2−x on Si(111):
Hex : [011¯]Si/[21¯10]ErSi2−x = −1.6%
[101¯]Si/[12¯10]ErSi2−x = −1.6%
(2.4)
ErSi2−x on Si(001):
Hex : [110]Si/[112¯0]ErSi2−x = −1.6%
[11¯0]Si/[0001]ErSi2−x = +6.3%
(2.5)
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Figure 2.3: A representation of the 2C and 3C observed vacancy structures for hexagonal
rare earth silicide alongside the undefected structure. The 2C and 3C ordered vacancy
structures have a shift of the silicon positions associated with the vacancy. Black circles
represent the rare earth positions, the white circles the silicon positions and the dashed
gray circles the vacancy positions.
Tet : [100]ErSi2−x/[110]Si = +3.1%
[010]ErSi2−x/[11¯0]Si = +3.1%
(2.6)
Vacancy Structure
Baptist et.al [86] showed through x-ray photoelectron diffraction that the aforementioned
vacancies that were known to exist within the silicon lattice in the RESi were ordered
and form a
√
3 × √3R30◦ superlattice within each Si plane. Lohmeier et. al. [71] using
surface x-ray diffraction showed that the ordering of the Si vacancies was strongest at the
interface. Fig. 2.3 shows the ordering of vacancies within the hexagonal rare earth silicide.
In films the vacancies have been shown to order with a variety of periodicities from 2C to
4C, where C refers to the hexagonal c-axis [69, 72, 87]. The ordered vacancies have been
shown, by calculations published by Stauffer et. al. [88], to alter the electrical structure of
the silicide.
Further calculations on the ErSi2 − x crystal including the vacancy structure have
shown that the diffusion of silicon within the silicon planes is ∼1014 more likely at 500◦
C than across plane [89].
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2.2.2 Discovery of Nanowires
Work on growth of rare earth silicides on the Si(001) crystal face also began in 1980 [74],
however it was not until 1998 that Preinesberger et. al. [31] noticed that sub monolayer
amounts of RE deposited onto a hot Si(001) crystal self assembled into nanowires that
grew flat along the Si(001) surface.
This discovery lead to an increased interest for RE on Si(001) as the nanowires have
been shown to exhibit some extremely interesting one dimensional phenomena [13, 44,
45], as well as being shown to be metallic [90, 91] and robust [92, 93] giving them potential
applications in industry for microelectronics. Erbium silicide nanowires grown on the
Si(001) surface will be the main focus of this thesis.
2.3 Structure of Rare Earth Silicide Nanowires on Si(001)
The accepted structure for the nanowires was proposed by Chen et. al.[12] and is shown
in Fig. 2.4. The figure shows the interface between the bulk silicon and the hexagonal
RESi2 − x overlayer as viewed along the direction of extended growth. This structure is
analogous to the thin film orientation relationship given in Equ (2.2), with the direction of
extended growth of the nanowire perpendicular to the c-axis in the hexagonal silicide, and
in this case, into the page.
The nanowires have been observed to coexist with larger rectangular or square nanos-
tructures [28, 94, 95]. These rare earth silicide nanostructures were categorized according
to their aspect ratio by Ding et. al.[4] into three groups, nanowires, rectangular islands and
square islands. The average parameters for the three categories that were used are shown
in Table 2.3. We shall be using a system where the nanostructures will be characterized by
their width as our cross sectional experimental methods do not reveal information about
the length of the nanostructures.
Our classifications shall be similar to Ding’s in that anything wider than 10nm shall
be referred to as an ‘island’. We shall not split this into rectangular and square as we are
unable to determine if the nanowire was rectangular or square but we are able to directly
observe the polymorph of the ErSi2−x island by examining the atomic structure from our
images. We categorise ‘nanowires’ into ‘ultra-small nanowires’ with widths ≤5nm and
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Figure 2.4: The structure proposed by Chen et. al.[12] to describe the nanowires, viewed
along the direction of extended growth. The large green circles represent rare earth atoms
and the small yellow / gray circles represent silicon.
Length Width Height Aspect Ratio Structure
(nm) (nm) (nm) (length/width)
Nanowires 20 ∼ 1000 0.8 ∼ 10 0.3 ∼ 2.0 5.0 ∼ 100 AlB2
Rectangular
Islands
10 ∼ 100 10 ∼ 25 1.5 ∼ 3.5 2.0 ∼ 5.0 AlB2
Square Islands 10 ∼ 50 10 ∼ 60 3.0 ∼ 8.5 0.5 ∼ 2.0 ThSi2
Table 2.3: Results published by Ding et. al.[4] and their classification of the rare earth
silicide nanostructures according to their aspect ratio.
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‘nanowires’ with widths 5-10nm as these two regimes have been found to behave differ-
ently.
2.3.1 DFT and STM Modeling
The smallest nanowires have been modeled using density functional theory (DFT) to
find structures that match with STM data [13, 15], and find the lowest energy structures
[14, 16]. All structures reported are modeled using yttrium as the rare earth metal, as it
has fewer electrons than any of the lanthanides. This makes the calculations quicker, and
in some cases makes the calculation achievable rather than impossible with the available
computing power. There have been questions about the comparability of results obtained
using simplified models of the lanthanide metals [96], however due to the comparable
physical and chemical properties of yttrium with the lanthanides in general the simplifica-
tion appears valid [13–16].
Eames et. al. [16] calculated the energy of different nanowire structures (Hexago-
nal or Tetragonal) with different local silicon surface reconstructions and found that their
model predicted that for a given orientation with respect to the surface reconstruction the
tetragonal silicide was lower in energy. The lowest energy configuration was found to be
a ‘tetragonal’ nanowire parallel to the dimer rows. Two of the four structures that were
used are shown in Fig. 2.5(D)&(E). The two different silicide phases used in this study
are distinguished by a different surface reconstruction of the uppermost silicon layer in the
nanowire, this is shown in Fig. 2.6.
Due to the fact that the tetragonal and hexagonal phases of erbium silicide can be trans-
formed at this level by a 90◦ rotation, we can model this ‘tetragonal’ nanowire as ‘hexag-
onal’ with its c-axis parallel to the growth direction. As this structure is lower in energy
regardless of the local Si reconstruction we would expect this structure to be favoured -
which is in direct contradiction with the accepted growth model. This contradiction will
be discussed in greater detail later.
2.3.2 Vacancy Ordering in Nanowires
Tasi et. al. [72] studied the rare earth silicide nanostructures through plan view and cross
sectional TEM and diffraction. They showed that extra spots that appeared in the diffrac-
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Figure 2.5: Some of the structures that have been used in DFT modelling. (A) The struc-
ture used by Zeng et al. in their paper[13] where, yellow represents silicon and Red rep-
resents yttrium. (B) The structure used by Iancu et al in their paper[14], where yellow
represents silicon and red represents yttrium. (C) The structures proposed by Shinde et.
al. [15] for 5 different widths of nanowire from 1a0 to 5a0 where grey represents silicon
and the open blue represents yttrium. (D)&(E) show the structures from Eames et. al.’s pa-
per [16] for two different nanowire structures grown on two different local Si(001) surface
reconstructions, where brown represents silicon and green represents yttrium.
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Figure 2.6: The cross sectional views from the tetragonal and hexagonal nanowires that
were used in Eames et. al.’s publication [16]. The difference between the two structures is
the termination of the silicon surface. These two structures can be transformed from one
to the other by a 90◦ rotation of the silicide crystal, allowing the ‘tetragonal’ silicide to be
modeled as a hexagonal with its c-axis parallel to the growth direction.
tion pattern are well described by an ordered vacancy structure within the nanowire sys-
tems [72]. They also conclude from the periodicity of the diffraction spots associated with
the ordered vacancies, that the vacancies within the nanowire exist in the 2C ordered state
rather than in the 3C thin film case, see Fig. 2.3. They argue that the strain relaxation at the
surface affects the vacancy ordering within the nanowire and encourages a more ordered
state. As of yet there have been no direct observations of the vacancy structure within the
nanowires.
In theory, if the vacancies are ordered within the nanowire it should be possible to
image them. If the vacancies are 1C ordered the vacancy will appear as a missing atom in
an image, however if the ordering is 2C or greater the vacancies will only be detectable as
a decrease in contrast for the affected columns. In practice this will require an extremely
stable and high resolution microscope and many detailed simulations will be required for
reference and comparison to the experimentally obtained images.
2.3.3 Strain Relief
Dislocations and Burgers Vectors
Dislocations occur at strained interfaces to relieve the strain energy within the crystal. As
the strain energy increases either due to increasing lattice mismatch or increasing layer
thickness, at some point the strain energy will be equal, or larger than the amount of
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energy required to introduce a defect to relieve that strain. A defect is characterized by an
associated ‘Burgers vector’s’ direction and magnitude.
Fig. 2.7 shows a simplified example of a misfit dislocation, where a crystal with a
large unit cell has grown on top of a bulk crystal with a smaller unit cell. On the left the
overlayer crystal is elastically strained to fit the substrate, where on the right the overlayer
has incorporated a defect into its interface and the overlayer has relaxed slightly. The green
line draws a circuit over the interface and in the right hand crystal, around the dislocation.
In a non defected crystal, i.e. the ‘Elastically strained’ case, this circuit starts and ends at
the same point. Whereas in the case where the circuit encloses a defect there is an extra
vector required to close the loop. This is the Burgers vector that describes the defect and
in this case is equal to 1 unit cell.
Dislocations at the RESi2−x nanostructure on Si(001) Interface
As the nanostructures get thicker and wider the strain in the system gets larger. At some
point it becomes necessary to relieve that strain via defects. These interfacial defects have
been studied in great detail using HRTEM [17, 97–100] and CLS Modeling [18].
Ye et. al. found that they observed a relative rotation of larger islands with respect to
the silicon in the [11¯0] direction [17]. This was found by looking at the Fourier transforms
of the images of the islands, an image showing the tilting from their paper [17] is shown
in Fig. 2.8(A).
This was later explained by Qiu et. al. when they applied a coincidence site lat-
tice (CSL) model to the RESi system and found that the rotation allowed a lower energy
stepped interface to be achieved [18]. Qiu et. al. found that for DySi2−x nanostructures,
the lowest energy interface had steps of 7 atoms in width with a rotation of the whole
nanostructure of ±1.26◦ in the [11¯0] direction. The stepped interface and associated dis-
location cores that they reported is shown in Fig. 2.8(B).
A representation of the interface step defects discussed by Qiu and Ye is shown in Fig.
2.8(C). The incorporation of a step allows the rare earth crystal to relax closer to its ‘bulk’
lattice constant. The green circuit around the dislocation shown in Fig. 2.8(C) highlights
the Burgers vector of this dislocation shown in yellow, the green circuit shown on Fig.
2.8(B) is a similar circuit to the one shown in Fig. 2.8(C). In this example the Burgers
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Figure 2.7: An example of a misfit dislocation. On the left the overlayer in red has been
strained to epitaxially match the substrate. On the right the overlayer has slightly relaxed
and incorporated a dislocation at the interface. The green line describes how to find the
Burgers vector (highlighted in yellow) associated with the defect.
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Figure 2.8: (A) An image from a paper by Ye et. al. [17] showing the rotation of a rare
earth silicide island with respect to the silicon substrate. (B) A representation of the CSL
model from Qiu’s paper [18] showing their proposed lowest energy interface with asso-
ciated dislocations and Burgers vector analysis. The upper black crystal representing the
DySi2 silicide is rotated 1.26◦ anticlockwise with respect to the lower white crystal repre-
senting Si. (C) A representation of the type of defected interface proposed by Ye[17] and
Qiu[18]. The dashed black lines show where the erbium atoms would sit in an unrelaxed
structure. The green lines indicate the circuit used to define the Burgers vector shown in
yellow. In this example the Burgers vector is
√
2
4
aSi in the [11¯0]Si direction.
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vector is
√
2
4
aSi in the [11¯0]Si direction.
2.3.4 Rare Earth Silicide Nanowire Surface Reconstructions
The surface of the rare earth silicide nanostructures have been investigated by STM [19,
95] and there are many different surface reconstructions that are observed, which seem to
have some dependence on the nanowire width. Liu et. al. detailed many of the different
surface reconstructions [19] and an image from their paper is shown in Fig. 2.9. The
smallest nanowires tend to have a 2aSi periodic surface where the larger nanowires tend
to have a c(2 × 2) reconstruction. The surface reconstruction of the nanowire itself can
provide some clues to the underlying bulk structure of the nanowire and help to provide
some boundary conditions on possible nanowire structures and structure calculations.
Eames et. al. in their paper [16] note that the structures that are shown in Fig.
2.5(D)&(E) produce both of the most common observed surface reconstructions for the
rare earth silicide nanowire system. Their ‘tetragonal’ nanowire adopts the c(2×2) recon-
struction and the hexagonal nanowire adopts the much rarer (2×1) surface reconstruction.
Eames et. al. conclude that most nanowires observed in STM are ‘tetragonally terminated
nanowires’. This implies that the vast majority of nanowires observed in STM can be
modeled as hexagonal with the x-axis parallel to the growth direction.
2.4 Growth Mechanisms
After the discovery of the rare earth silicide nanowire system, questions about the growth
mechanics became immediately important. As better knowledge of the growth mechanics
would allow the growth method to be better tuned to produce the nanostructures that are
of particular interest.
There are three main modes of thin film epitaxial growth. These will be discussed
together with ‘Ostwald Ripening’ which describes the behavior of the rare earth silicide
nanostructures during annealing.
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Figure 2.9: A figure from Liu et. al.’s [19] paper showing the surface reconstructions
of various rare earth silicide nanostructures, all images have dimensions 10×10nm. (a)
A p(1 × 1) reconstruction shown by the highlighted box which changes as the nanowire
widens. (b-II) a nanowire with a surface periodicity of 2aSi, (b-III) surface periodicities
of 1aSi are possible but less common. (c) two nanowires with complicated surface re-
constructions with periodicity 2aSi for c-V but larger for c-IV. (d),(e) and (f) show larger
structures with the common c(2×2) reconstructions, however in (e) and (f) the reconstruc-
tion is not square but rectangular.
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Volmer-Weber (VM) growth
Volmer-Weber growth occurs when the deposited material does not form into a complete
covering layer. Instead the material clumps together and forms islands. As more material
is deposited these islands will increase in size and eventually encounter one another. This
growth mode occurs when the adatom-adatom interaction is stronger than the adatom-
substrate interaction. An example of this is gold on molybdenite [101] or germanium on
silicon [102].
Frank-van der Merwe (FvdM) growth
This is the opposite of Volmer-Weber growth and is also known as ‘layer-by-layer growth’.
In Frank-van de Merwe growth the deposited material forms a continuous film that com-
pletely covers the surface. As more material is deposited the film gets thicker without
forming islands. This growth mode occurs when the adatoms preferentially bind to sur-
face sites an example of this growth mode is gold on silver [103] .
Stranski-Krastanov (SK) growth
Stranski-Krastanov growth is neither Volmer-Weber or Frank-van der Merwe growth, it is
a mix of the two. In Stranski-Krastanov growth the overlayer initially forms a complete
covering film as in Frank-van der Merwe growth. However as more material is deposited
this film becomes unstable and island growth occurs at some critical thickness. The critical
thickness is highly dependent on the properties of the substrate and overlayer. An example
of this growth mode is InAs on GaAs [104].
Ostwald Ripening
Ostwald Ripening is observed in many systems [105–107]. During annealing the smallest
particles become unstable and lose surface atoms to the substrate which are then collected
by the more stable larger particles. So during annealing the particle size distribution shifts,
where the larger particles grow at the expense of the smallest.
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2.4.1 Growth of Rare Earth Silicide Nanowires on Si(001)
Adatom Induced Surface Reconstructions on Si(001)
When rare earth metals are deposited onto the reconstructed Si(001) surface it has been
found that the rare earth metal forms a ‘wetting layer’ in the form of new surface recon-
structions prior to the formation of nanowires . Yang et. al. reported a surface reconstruc-
tion due to Er adatoms showing periodicities of c(4× 2) and (2× 3) where erbium atoms
were replacing silicon atoms in dimers on the surface [108]. They argue that the c(4× 2)
is a precursor state to the more densely packed (2 × 3) and that the reconstructions can
be considered precursors to nanowire formation, however the growth temperatures and
times were not reported. Zhu et. al. also report the c(4 × 2) and (2 × 3) reconstructions
along with the growth conditions. Their samples were grown by post deposition annealing
of 0.5ML for 10min at 600◦ C, and their structure model for the (2 × 3) reconstruction
is shown in Fig. 2.10(A)[20]. Other surface reconstructions have been observed for the
RE/Si(001) system, Harrison et. al. reported an in depth study of the (2 × 7) and (2 × 8)
[21] reconstructions observed for Gd on Si(001). An image from their paper [21] is shown
in Fig. 2.10(B) showing a representation of the (2×7) and (2×8) surface reconstructions.
However there is some uncertainty about the Er induced surface reconstructions as Chen
et. al. [27] reported that they did not observe Er forming a wetting layer but found the
Er forming a 1D chain on the surface at very low coverages. However the reconstructions
reported by Yang et. al. [108] and Zhu et. al.[20] seem to dispute this. This implies
that the system is described either by VM growth or SK growth with a very small critical
thickness. However there is more evidence for the SK growth mode.
Strain Induced Growth
Chen et. al.[12] argued that the elongated shape of the DySi2−x nanostructures observed
by Preinesberger et. al. [31] was induced by strain. Chen et. al. proposed that the uniaxial
strain associated with the orientation relationship for hexagonal rare earth silicide given in
Equ (2.5) was promoting growth along the direction of good lattice match and constraining
growth along the direction of poor match, leading to highly anisotropic shapes. He sup-
ported his argument by reporting nanowire growth for four other rare earth silicides[109].
The argument that strain could direct the morphology of nanostructures grown via epitaxy
was not new and we shall discuss an example of this later.
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Figure 2.10: (A(a)) An STM scan showing erbium induced surface reconstructions on
Si(001) (A(b)) The structure model proposed by Zhu et. al. for the Er induced surface
reconstruction on Si(001) [20]. (B) Harrison et. al.’s [21] representation of the (2× 7) and
(2× 8) surface reconstructions for Gd on Si(001).
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The rare earth silicides do have alternate phases as previously mentioned. The alternate
tetragonal phase for the rare earth silicides have a lattice mismatch that is identical in both
directions, as shown in Equ (2.6). According to the strained growth model the tetragonal
phase cannot be producing nanowire structures as we would expect equal growth in both
directions. However this argument can only hold for structures that are 4 or more RE atoms
high as the tetragonal unit cell is 4 RE atoms high, as it is unlikely that an incomplete
unit cell would have ‘bulk’ lattice parameters, and at the 2 RE atom level the tetragonal
structure is identical to hexagonal.
The strain values used for the strained growth model were taken from room tempera-
ture silicides. Yang et. al. argued that as the rare earth silicide is formed at high tempera-
ture the effect of thermal expansion on the lattice parameters must be taken into account,
as the strain mismatch for room temperature silicides was unable to explain the aspect ratio
differences between different rare earth nanostructures observed in STM. They measured
the linear coefficient of thermal expansion for the rare earth silicides [22] and conclude
that thermal expansion of the rare earth unit cell accounts for the difference in observed
nanowire morphologies for different rare earth metals. The various strains associated with
each of the hexagonal rare earth silicides at high and low temperature on Si(001) are dis-
played in Fig. 2.11.
Using the uniaxial strain theory we can postulate that all rare earth silicides that have
a hexagonal phase will produce nanowires on Si(001) as they are chemically and physi-
cally similar. However there have been no nanowires observed for Tb and Lu silicides on
Si(001) surfaces. The lack of nanowires for the Tb and Lu silicides on Si(001)combined
with the published results of Eames et. al. [16], showing that the lowest energy struc-
ture on the reconstructed Si(001) surface does not conform to the stained growth model,
presents a case that the strained growth model is incomplete.
There have been many studies into the growth of the rare earth silicide nanostructures
on Si(001), and it has been found that the morphology of the grown nanostructures de-
pends heavily on the growth conditions [20, 93, 109, 110]. The effect of the changes in
the growth conditions on the nanowires has been investigated via scanning tunneling mi-
croscopy (STM)[20, 93, 109, 110] and high resolution transmission electron microscopy
(HRTEM)[17, 26, 97], and it was found that in general, post deposition annealing or de-
positing more material leads to larger, wider features[20]. This behavior was described in
terms of Ostwald ripening of the nanowires [20]. The final state of the system for long
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Figure 2.11: The lattice mismatches for the hexagonal rare earth silicides. The circular
points show the lattice mismatches as reported my Maex et. al. for bulk silicides at room
temperature (25◦C) [3] (with the exception of Sm which was reported elsewhere [22]),
where the square points indicate the lattice mismatches at high temperature (600◦ C)[22].
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hot annealing was found to be large square islands of tetragonal silicide, implying that the
hexagonal nanowires are metastable [110].
2.4.2 Similar Systems
The rare earth silicides are by no means the only example of strained growth of nanowires
on the Si(001) surface. Bismuth nanolines have been investigated as a nanowire system on
the Si(001) surface [30, 40, 111], and InAs/GaAs quantum dots have been well character-
ized as a strained growth system [112, 113].
Bi nanoline
Bismuth nanolines were first observed by Naitoh et. al. [111] in 1997 when bismuth was
deposited onto silicon (001) at elevated temperature and imaged in STM. They appear to
be similar to the rare earth nanowires in the fact that that they grow along the Si[110]
and Si[11¯0] directions on the Si(001) crystal face. The Bi nanolines have been shown
to originate from a surface reconstruction to form long one dimensional chains on the
surface and are not formed via a uniaxial strain mechanism. These nanolines are resilient
to annealing, maintaining their aspect ratio even for long anneal times, unlike the rare earth
silicide nanowires; however the nanolines are semiconducting and not metallic.
InAs/GaAs
The concept of strain induced growth is not new. It had been known for a long time that
strain could form nanostructures. In the InAs/GaAs system the InAs overlayer matches
poorly to the substrate in both orthogonal directions and therefore forms nanodots due to
the strain. The strain relief mechanisms have been well investigated and have been found
to greatly reduce the performance of the nanostructures in devices. Threading dislocations
within the GaAs substrate and lattice misfit dislocations in the InAs overlayer were thought
to be the main strain relief mechanism however recent studies have found that as threading
dislocations begin to appear for the largest nanodots the dislocations affect the migration
of In atoms [112], allowing the remaining quantum dots to relieve strain by intermixing at
the interface rather than by forming dislocations.
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2.4.3 The Effect of Si(001) Surface Reconstructions
It has long been thought that the (2 × 1) surface reconstruction of the Si(001) plays a
critical role in the formation of the rare earth silicide nanowires [28, 31, 114]. This is
because the growth direction of the nanowires has been shown to rotate by 90◦ depending
on which terrace the nanowire forms on. The surface reconstruction on the Si(001) which
is shown in Fig. 2.12 face rotates by 90◦ on each adjacent terrace, implying that the dimer
row direction has some effect on the nucleation and growth direction of the nanowires.
The exact nature of the effect that the dimer reconstruction has on the nanowire formation
and growth is not known.
Ramirez et. al.[115] showed that on the dimerized Si(001) surface, diffusion of rare
earth metal atoms is much faster through the valleys created by the dimer rows, and Eames
et. al’s work shows that the energy of the nanowire is dependent on its relative orientation
with the dimer rows. However it is not known if the (2× 1) reconstruction survives during
the growth process as RE induced surface reconstructions have been observed [20, 21] and
could play a crucial role in the nucleation of these structures.
If the dimer row reconstruction does not survive during the growth of the nanowires
the growth direction of the nanowires could be being influenced by the covalent bonding
direction of the underlying silicon atoms.
Vicinal Si(001)
Early publications used flat Si(001) surfaces when growing nanowires, however it was
shown by Regan et. al. [116] in 2003 that it was possible to encourage the nanowires
to grow in one direction by using vicinal Si that an intentional misscut towards the [11¯0]
direction. It had been shown by Swartzentruber et. al. [117] in 1993 that this intentional
miscut encourages the silicon surface to form double steps at the terrace edges rather than
single steps. At a miscut angle of ∼ 4◦ towards the [11¯0] direction almost all the steps are
double steps. This removes one of the two equivalent < 110 > directions formed from
the dimer reconstruction on the silicon surface as each step will be between two areas
of similar dimer row orientation, hence encouraging all the nanowires to grow in one
direction. This means that we are able to perform TEM analysis with a known direction of
extended growth allowing the association of the growth direction with an observed atomic
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Figure 2.12: Three orthogonal projections of a generalized Si(001) surface, showing the
dimerisation of the interfacial atoms. The red atoms are at the interface and have formed
the ‘dimer’ reconstruction. In a bulk crystal the red atoms would occupy equivalent sites
to the orange atoms (4th Layer), however due to the dangling bonds the atoms have moved
closer together and formed a bond. The pairs of atoms then tend to form into lines or dimer
rows, as the formation of the dimer distorts the position of the substrate directly beneath it
making dimerisation of the next pair easier. The larger purple highlighted box (solid line)
indicates the periodicity of the surface reconstruction and the smaller orange highlighted
box (dashed line) indicates the periodicity of the underlying substrate.
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structure.
2.4.4 Other Silicon Surfaces
The main focus of the nanowire work has been on the Si(001) surface, however there
have been studies where nanowires have been grown on other Si faces and these shall be
discussed briefly.
Si(110)
It was shown that it was possible to grow DySi2−x nanowires on Si(110) by He et. al.
[118]. These nanowires do not form due to uniaxial strain but due to the twofold symmetry
of the surface. Katayama reported similar nanowires for the ErSi2−x system [119]. This
technique was employed by Hong et. al. to produce highly ordered arrays of similarly
sized Gd nanostructures in a massively parallel structure over mesoscopic areas [120].
Vicinal Si(111) or Si(557)/Si(5 5 12)
Growth of nanowires on the vicinal Si(111) surface was first demonstrated by McChesney
et. al.[121] in 2002. The method of producing nanowires along step edges had been proven
before with Au in 1997 [122]. Wanke et. al.[123] showed that it was possible to produce a
variety of structurally and electronically different types of nanowire using this method by
varying the amount of material deposited onto the surface, and therefore controlling the
size of the nanowires.
2.5 Properties of Rare Earth Silicides on Silicon
2.5.1 Electronic Properties
Studies of the electronic structure of the erbium silicide system by Duboz et. al. [43]
have shown the silicide to be metallic with a room temperature resistivity of 34µΩcm
(3.4×10−5Ωcm). As low resistivities are desirable in electronics, this opened up many
different possible applications of this structure. Ma et. al.[96] calculated the total density
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of states for the erbium silicide system while treating the 4f electrons as valence. They
found that it is necessary to include the 4f electrons in their calculations in order to obtain
a good fit with experiment, implying that substituting yttrium which has no 4f electrons
for lanthanide metals may not be valid.
Tu et. al. [124] showed that the rare earth silicides have extremely low Schottky
barriers of ∼0.4eV on n-type silicon for the as deposited silicide. This value can be made
even lower, Duboz et. al. [43] showed by thermal annealing of the sample the barrier
height is brought down to 0.28eV. More recent measurements put the lower bound on the
Schottky barrier at ∼0.3eV [125]. The fact that annealing can alter the Schottky barrier
so drastically implies that the anneal is having some effect on the interface structure, as
the interface can have a strong effect on the Schottky barrier in similar metal silicide
systems[126].
2.5.2 Low Dimensional Effects
The smallest nanowires have been shown to exhibit some unusual 1D phenomena, mak-
ing the smallest nanowires interesting to study from a fundamental physics point of view.
As an example Zeng et. al.[13] observed a variation in brightness along an ultra-small
nanowire in an STM scan, and were able to show through modeling that this could be
attributed to charge ordering within the nanowire, highlighting the 1D nature of the small-
est structures. Another phenomena was observed by Rugeramigabo et. al.[45]. They took
LEED and EELS measurements of the nanowires and observed that the smallest nanowires
are likely to be semiconducting rather than metallic. This in itself presents an interesting
possibility of altering the metallicity of the nanowires through controlling the width, or
even forming metal/semiconductor interfaces within one nanowire. The main result of
their paper was that the plasmon resonances that they observed in their EELS data for the
small but metallic nanowires were found to be dispersing only along the wires. The energy
of the plasmons is in the IR region, so this result opens the possibility of using this system
in IR polarizers.
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2.5.3 Reactivity
The rare earth silicide nanowires have been a very challenging system for TEM analysis
as the nanowires are extremely reactive with oxygen. So when the nanowires are removed
from UHV for analysis the smallest nanowires are quickly consumed by an oxide layer
making analysis impossible. Attempts have been made to cap the samples with titanium
[26, 35], CaF2 [97], amorphous silicon [127], gold [98] and tungsten [128], with varying
degrees of success, however the majority of TEM data is from larger islands, with the
exception of He’s paper [26]. He et. al. successfully capped nanowires in Ti and were
able to analyse smaller nanowires in TEM. They reported that the nanowires they observed
were growing with ‘faulted surface layers’, so that the nanowires were growing coherently
in the expected hexagonal orientation and formed a tetragonal like defect at the surface to
relieve strain.
2.6 Summary
The growth of rare earth silicide nanowires has been attributed to uniaxial strain within
the rare earth silicide overlayer. The structure of larger nanowires and islands has been
obtained experimentally and found to be consistent with the strained growth model, with
the nanostructures being hexagonal with their c-axis perpendicular to the direction of ex-
tended growth. However no experimental measurements of the smallest nanowires have
been achieved, so all models and DFT calculations begin with the assumed structure from
the strained growth model. The strained growth model uses lattice parameters from bulk
samples and it is not known if this assumption that the lattice parameters are similar is valid
for features that are smaller than, or of the order of, the unit cells of the bulk materials.
The strained growth model is unable to explain why the growth direction of the nanowires
seems to be dependent on the direction of the dimer row surface reconstruction on the
Si(001) surface. Calculations by Eames et. al. suggest that on the clean dimerised silicon
surface the tetragonal structure is lower in energy than the hexagonal regardless of the lo-
cal direction of the dimer rows. The tetragonal model that was used in the calculations, can
be modeled as a hexagonal silicide with its c-axis parallel to the extended growth direc-
tion. This result directly contradicts the accepted strained growth model and is supported
by the observation that the preferred surface reconstruction of the nanostructures observed
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in STM agrees with Eames’ model.
Chapter 3
Experimental Techniques
This chapter introduces the equipment and techniques that will be used in this study, from
the growth of the samples through to characterisation and data analysis. The chapter aims
to give enough information for the reader to understand the choice of techniques used in
this study, the benefits and issues associated with the techniques and to be able to under-
stand and interpret the results presented from each technique.
Aberration Corrected Scanning Transmission Electron Microscopy (AC-STEM) shall
be discussed in great detail as STEM is the main technique used in this work and the vast
majority of the results were obtained using this method. Scanning Tunneling Microscopy
shall also be discussed even though only very limited data shall be presented from this
work using this technique, as a working understanding of the technique will be necessary
to interpret referenced data.
3.1 Sample Growth and TEM Preparation
During this study the samples were grown ‘in-house’ which gave us great control over the
samples that we were able to produce and the procedures used for the growth. Having
control over the growth allows the improvement of the procedure through an iterative
process of growth and examination. Here we shall detail the methods used for growth and
the steps taken to ensure that the growth was as reproducible as possible.
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Figure 3.1: The growth chamber used for these experiments. The left shows the growth
chamber and the STM chamber, where the right picture shows the growth chamber and
fast entry lock.
3.1.1 The Growth Chamber
The UHV growth chamber that was used in this study was built by Omicron, it has two
chambers, a growth chamber, originally designed as an analysis chamber with a Low En-
ergy Electron Diffraction (LEED) system and an attached STM chamber that can be iso-
lated from the growth chamber for ‘in-situ’ analysis. The system is shown from two angles
in Fig. 3.1. The system is also capable of Auger electron spectroscopy but it has not been
used in this study. In the STM chamber there is a storage carousel for 8 sample plates
meaning that samples stored can be isolated via the gate valve from the main chamber
during deposition or outgassing, keeping them clean. The growth chamber has a fast entry
lock attached to one side allowing sample plates to be introduced to the system without
breaking the vacuum in the main chamber. The manipulator is capable of heating samples
via DC heating or e-beam heating, as well as cooling to LN2 temperatures. There are 8
ports for sources however one of the ports is used by a quad pocket source meaning there
is space for 11 different materials on the system at one time.
Vacuum Conditions
The vacuum system is maintained by two ion pumps and a Titanium Sublimation Pump
(TSP) to a base pressure of around 1×10−10mbar, however the base pressure can be as low
as 1×10−11mbar depending on the system cleanliness and leakage rates. After venting the
system to atmosphere for any repairs or alterations the system is baked at ∼130◦C to
outgas the chamber walls for two days. Before any samples are grown after the chamber
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pressure has recovered the sources are outgassed in two stages, first at a lower temperature
without water cooling to outgas the shrouds. Once the source has cooled back down to
room temperature the water cooling is reconnected and the source is slowly heated up to
deposition temperature to outgas the deposition material.
The fast entry lock on the system enables the chamber to operate for ∼6 months with-
out venting.
Sources
During the course of these experiments more than one type of source was used to deposit
material onto the silicon substrate.
Ta Boat: These sources were designed and built within the department and were used
to deposit erbium. A tantalum boat is bolted onto two copper pins through which a current
of up to ∼25A can be passed through the Ta boat. The material to be deposited is held
within the boat and is heated via the current. Due to the design of the holders, this method
can only work for materials that sublime and have a vapour pressure in vacuum at temper-
atures lower than tantalum. The Ta boat is surrounded by a copper shroud which prevents
material being deposited throughout the chamber, and, through the use of an aperture, col-
limates the material beam. The shroud is water cooled to prevent it heating and outgassing
during deposition.
Filament: This method was used to deposit titanium. We were able to deposit Ti
by replacing the Ta boat with a TSP filament and heating with an AC current of ∼45A.
However this method was found to be unreliable as the filament would burn out before any
substantial covering of Ti was achieved.
e-beam: An Omicron EFM3 electron beam source was used to heat the deposition
material. This method was used to deposit silicon which is unsuitable for deposition using
the Ta boat. A bar of silicon was heated at one end via an electron beam. The silicon only
achieves a suitable vapour pressure when a molten droplet is formed, so heating must be
carefully controlled to prevent the silicon droplet getting too large and falling to form a
contact between the silicon rod and the shroud. This shorts the accelerating voltage circuit
breaking the source; hence only slow deposition rates of silicon can be achieved with this
method.
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Temperature measurements
The temperatures within the growth chamber were measured using an IS50 Si-LO plus
infra red pyrometer calibrated to an emissivity of 0.7 for silicon. The pyrometer has a
built in laser allowing easy alignment and focusing onto the sample through a port window
ensuring that only the sample temperature is being measured, leading to more accurate
measurements during outgassing and growth.
Growth Rate Calibration
The deposition rates of the sources were calibrated prior to deposition using a 6MHz quartz
microbalance. The quartz microbalance was measured by a Labview VI which logs the
frequency over time and is capable of correcting for background drift, which is essential
for low growth rates.
3.1.2 In-Situ Capabilities
Low Energy Electron Diffraction
For early samples the Si(001) surface was characterized by LEED, using an Omicron
LEED gun and optics system. The characterisation was performed after cleaning to ensure
that the surface was well ordered. It was found that the preparation technique reliably
produced good quality surfaces. It was found during other preliminary experiments that
the growth of the nanowires can be greatly affected by surface contamination. Outgassing
of the the electron gun and carbon cracking from the electron beam used in LEED can
deposit small amounts of carbon onto the surface, so in order to limit the contamination of
the surface, this step was omitted in later samples.
Scanning Tunneling Microscopy
STM measurements from an Omicron room temperature STM/AFM were taken to ob-
serve the morphologies of the nanowires post growth on some samples. STM was used
to check for the presence of nanowires especially after the chamber had been vented for
maintenance to ensure that the growth of the nanowires was occurring as expected.
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3.1.3 TEM Sample Preparation
The samples were prepared for cross sectional Transmission Electron Microscopy (TEM)
using a variant of the ‘tripod polishing technique’ [129]. The details of the procedure are
described in Appendix A.
A schematic of the main steps of our preparation method are shown in Fig. 3.2, this
results in samples similar to the one shown in Fig. 3.3. Fig. 3.2 shows a sample being
prepared that will result in images viewed parallel the direction of extended growth of the
nanowire. The vast majority of the samples prepared were prepared in this orientation.
There were a limited number of samples prepared that resulted in images that are viewed
perpendicular to the direction of extended growth of the nanowire the difference between
the orientations is shown in Fig. 3.4. It should be noted that Fig. 3.2 does not show the
capping step that would occur after point (b) and before the sample was taken out of the
growth chamber for point (c).
When preparing samples it was the procedure to aim for a failure ratio of 1:3. As the
operator gets more experienced at sample preparation and the number of failures drops it
is possible to aim to produce thinner samples, which results in a higher failure ratio. By
aiming to keep this ratio a constant the number of samples produced remains at a suitable
level while always aiming to produce better quality samples.
In later samples we also experimented with only having the silicon overlayer. The
omission of the under layer allows the sample to be rotated 180◦ when glued onto the
Mo half-ring so that the interface edge is towards the center of the ring. This means that
the critical thin area is protected by the half ring and the backing silicon, with the added
benefit that during ion polishing there is no shadowing of the interface from the half-ring
when milling from the ‘back’, leading to shorter ion milling times. Fig. A.1 shows the
two arrangements of the half ring with the silicon.
3.2 Surface Sensitive Techniques
The techniques described here have not been used in any great capacity in this work,
however the discussion of previous work and the discussion of the results in the context of
previous work will require a working understanding of the principles of these techniques.
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Figure 3.2: A schematic showing the main features of preparation method and how the
sample progresses from one stage to the next. (a) A chip of silicon is cut to act as a
substrate during deposition. (b) Nanowires are grown on the substrate. (c)&(d) The silicon
chip is sandwiched between two others and glued in place. (e) The sandwich is sawn to
produce smaller cuts. (f) The cuts are polished to thin them to electron transparency. (g)
The thinned samples are fixed to half rings. (h) The individual samples are imaged.
3.2.1 Scanning Tunneling Microscopy
Scanning tunneling microscopy (STM) was developed by Binnig et. al. [130] in 1982.
It involves scanning an atomically fine probe across the sample surface, with an applied
bias voltage between the surface and the tip, and measuring the tunneling current between
the surface and the tip. A positive bias is defined as the surface having a positive surface
potential with respect to the tip. As the tip gets closer to the surface the tunneling current
will exponentially increase [131], and vice versa when the tip gets further away the current
will decrease. By measuring the tunneling current a feedback loop can be generated in
order to keep the tunneling current constant. A generalized schematic of the STM system
is shown in Fig. 3.5.
In general the STM is used to build up an image of the surface in one of two ways,
either the tip to sample distance is varied in order to keep the tunneling current constant,
where the tip follows contours of constant charge density, and the Z position of the sample
measured (constant current mode) or the tip to sample separation is held constant and
the tunneling current measured (constant height mode). In general the STM is operated
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Figure 3.3: A schematic of the arrangement of the majority of the TEM samples used in
this study. Some samples were produced that resulted in having the film of interest towards
the center of the half ring.
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Figure 3.4: A schematic showing the different geometries of the two sample orientations
used in this study, parallel to the direction of extended growth and perpendicular to the
direction of extended growth.
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Figure 3.5: A schematic of an STM. In this design the tip is stationary and the sample is
scanned to produce images. A voltage is applied between the tip and the sample and a
tunelling current is generated. This current is measured by the control unit which controls
the scan stage and in constant current mode moves the sample to keep the current constant.
The XYZ data is then used to produce an image. In constant height mode the tip-sample
separation is not included in the feedback, as the tip scans over the sample the tunneling
current varies and is used to produce an image.
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in constant current mode as it is much less risky. In constant height mode there is no
feedback to stop the tip crashing into the surface and potentially ruining the tip.
By scanning the tip over the sample a tip height-position image or a current-position
image can be obtained. The STM has the resolution and sensitivity to be able to resolve
individual atoms on a surface making it an extremely powerful tool in surface characterisa-
tion. However as the mechanism that is used to observe the surfaces is a tunneling current
there are some issues with this technique.
One of the problems with the STM technique is that it does not produce topography
images, but is built up from tunneling current measurements. The tunneling current is
dependent on the tip to surface separation, however it is also dependent on the local density
of states at the surface. If there is a local reduction in the number of available states for
the electrons to tunnel into or out of that will appear as a reduction in the tunneling current
and appear as a depression on the surface. As the local density of states is dependent
on the atomic species and structure this can result in misleading images. This effect can
be mitigated by averaging each atomic position over a number of tunneling voltages to
sample many points in the density of states. The effect of local density of states giving
false topography measurements is highlighted by STM measurements of graphene, where
the graphene appears highly corrugated [131][132].
3.2.2 Low Energy Electron Diffraction
LEED is often performed in the growth chamber as an in-situ technique to characterize the
surface periodicities of the samples to check the quality of the cleaned surfaces or the pe-
riodicity of the grown films. By firing a low energy electron beam (from 10-300eV [133])
at the surface some of these electrons will elastically backscatter from within the first few
atomic layers of the sample and diffract off the first few atomic layers on the way back
out. These electrons can be picked up on a phosphor screen and the diffraction pattern
observed. The pattern of spots that results from LEED result from diffraction from the
surface and immediately sub-surface layers, as electrons that travel a long way into the
sample before being backscattered are likely to have lost energy through inelastic scatter-
ing. These electrons are then blocked from contributing to the final diffraction pattern by
retarding grids in the electron optics. Thus the LEED pattern contains detailed information
about surface reconstructions and surface quality.
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By looking for extra spots between the major spots that result from the bulk structure
the relative periodicity of a surface reconstruction can be found, where the sharpness of
the spots in the pattern indicate the quality of the surface.
3.3 Transmission Electron Microscopy Based Techniques
3.3.1 General Background and Considerations
Electron Optics
In order to produce a focusing action on an electron beam magnetic lenses are needed.
When a moving charge such as an electron encounters a static magnetic field it experiences
a force described by the Lorentz equation (3.1):
F = qe(E+ v ×B) (3.1)
Where F is the force, E is an electric field, v is the velocity of the electron and B is the
magnetic field. In an electron microscope no static electric fields are used in the electron
lenses so E = 0 and equation (3.1) simplifies to a cross product between the velocity and
the applied magnetic field. If there was a perfect uniform field along the direction of travel
of the electrons, the electrons would experience no force from that field as the v×B term
is also zero. However in a magnetic lens the field bows outwards at the top and bottom
of the lens producing a radial magnetic field component Br. This radial magnetic field
induces a velocity in the θ direction for the electrons Vθ. This Vθ velocity and the Bz
magnetic field cause the focusing action of the magnetic lens as the electrons gain a Vr
component and move towards the optical axis. Fig. 3.6 shows the polar coordinates used
and the helical path of the electron within the lens. This process requires that the electron
lens be symmetric in θ about the optic axis.
3.3.2 Aberrations
In optical microscopy the limiting factor for obtaining higher resolution images is the
wavelength of the radiation used to form the image. In an electron microscope the limiting
factor are the aberrations associated with the electron lenses. These aberrations come
in many forms; however the most commonly encountered are are astigmatism, spherical
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Figure 3.6: The helical path of the electrons induced by the magnetic field within the
electron lenses
aberration and chromatic aberration. The basic ray diagrams for these aberrations are
given in Fig. 3.7. Astigmatism occurs when the lens is asymmetric, i.e. the horizontal
and vertical focal points of the lens are different and can be easily corrected. Spherical
aberration occurs when the outside of the lens has a different focal point to the center of
the lens, and is inherent in the design of electron lenses, it is also much harder to correct for.
Scherzer proved in 1936 that it is impossible to create a spherically symmetric electron lens
that has no spherical aberration [134]. To be able to correct for the inherent aberrations the
spherical symmetry must be broken. In non aberration corrected microscopes the spherical
aberration is the limiting factor of the resolution.
Aberration Correction
Due to the resolution of microscopes being limited by spherical aberrations a lot of effort
was made to reduce or correct these aberrations. This can be achieved in a variety of ways,
as an example, Rose’s [23] solution is shown in Fig. 3.8(a) with a graphical representation
of the ray paths in 3.8(b). This is achieved experimentally by measuring the aberrations
in the whole microscope by reverse engineering them from a tilt series of images, then
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Figure 3.7: Spherical aberration: Rays further from the optical axis are focused at a differ-
ent plane to those from the center of the lens. Astigmatism: Different planes have different
foci. Chromatic aberration: Different wavelengths are focused to different planes.
Figure 3.8: (a) Rose’s design for an aberration corrector [23]. (b)An image from an FEI
publication [24] showing the breaking of the spherical symmetry using two hexapoles
separated by a telecentric round lens couple.
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applying the necessary magnetic corrections, and repeating the process. The use of an
aberration corrector within an electron microscope greatly improves the possible resolu-
tion [25], it is possible to achieve sub angstrom resolution, however it can take days to
align correctly.
3.3.3 Abbe Theory
In an electron microscope the sample is illuminated by a coherent beam, thus diffraction
and interference must be considered when modeling image formation. E. Abbe solved this
problem by postulating that the sample acts as a diffraction grating, coupled with the fact
that the coherent illumination will diffract from the condenser aperture. Thus every point
in the object, as well as every point within the aperture, must be considered when deter-
mining the complex disturbance at all points in the image plane. Abbe theory tackles this
problem by modeling the lenses as a double Fourier transform of the object function. The
object function is Fourier transformed to access the phase space, some ‘aperture’, ‘enve-
lope’ and ‘aberration’ functions are then applied,then the resultant is Fourier transformed
again to obtain the image.
The phase space representation of the object is the diffraction pattern, so Abbe theory
tells us that we can access the diffraction pattern after the aperture, envelope and aberration
functions have been applied. These functions act to remove the high frequency information
from the diffraction pattern, so in general we are able to observe the low frequency spots
of the diffraction pattern in the FFT of the image. How much of the diffraction pattern
that we are able to observe in the FFT gives us information about the aperture, envelope
and aberration functions that were applied by the imaging system. By looking at the
high frequency cut-off in the FFT and the shape of the cut-off we can quickly obtain the
resolution and astigmatism of the microscope.
3.3.4 HRTEM
Electron microscopy is a powerful tool that has been extensively used to characterize the
rare earth silicide system [17]. The high resolving power available allows detailed exam-
ination of the structure of thin films, interfaces and nanostructures. Experimental results
however have been hampered by oxidation of the rare earth silicide nanostructures [118]
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thus limiting the smallest size of nanowire that can be observed. Attempts have been made
to cap the nanowires in many different materials such as titanium [26, 35], CaF2 [97],
amorphous silicon [127], amorphous carbon [135] and tungsten [128]. The basic setup of
the TEM is shown in Fig. 3.9. The electron beam is manipulated by the condenser system
to form broad parallel illumination for the sample. The objective lens system and projector
lens system can form either an image or a diffraction pattern depending on the excitation
of the projector lens.
HRTEM requires that the sample be very thin as the electron beam has to pass through
the sample to be imaged, this condition can make preparation of HRTEM viewable sam-
ples quite challenging as a typical HRTEM sample will be ≤50 - 100nm; although in
general thinner is better.
Contrast
At high magnification in a TEM the contrast that we observe is usually not related to mass
or thickness. In order to describe the image we assume that the object has no effect on the
amplitude of the wave illuminating it, but imparts some phase information onto it instead.
This is the weak phase object approximation (WPOA). Thus intensity at the image plane
in the WPOA is the square of the phase of the wave and contains no mass or thickness
information.
Thus the variations in contrast in a HRTEM image are due to interference and cannot
be directly interpreted as atomic structure.
Delocalization
Contrast delocalization means that at any given point within the image the contrast is not
directly related to the corresponding point within the object, the contrast is constructed
from the intensity from neighboring areas as well. In an aberration uncorrected micro-
scope, or a poorly focused microscope, delocalization can have dramatic effects on the
image, further complicating the contrast variations observed in the HRTEM image, espe-
cially at interfaces or boundaries.
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Figure 3.9: The basic set up for a transmission microscope. This general ray diagram can
be extended to either optical or electron microscopy. In imaging mode the projector lens
is focused onto the image plane of the objective lens and in diffraction mode is focused
onto the back focal plane.
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Diffraction and Fourier Transforms
A diffraction pattern from a selected area of the sample can give highly detailed informa-
tion about the crystal structure that may not be obvious from the image itself. As Abbe
theory tells us that a lens acts as a double Fourier transform to form an image, we can ob-
tain similar information from a Fourier transform of an image as would be obtained from
a diffraction pattern. However in general a FFT will give lower quality information as the
image does not contain all the spatial frequencies that are apparent in a diffraction pattern.
However we are able to more precisely place a FFT window so the spatial resolution can
be improved over a diffraction pattern. By looking at the Fourier transform of the image
in some cases we are able to get similar information that we would have obtained from the
diffraction pattern.
Diffraction patterns and Fourier transforms can show relative rotations of crystals in
the sample, changes in the lattice spacing and give information on vacancy structures that
are not visible in the image. Geometric phase analysis uses a Fourier transform of an
image to check for any local changes in the lattice spacing of the crystal in the image. The
technique highlights areas of strain along defined axies.
The diffraction pattern displays spots corresponding to much higher spatial frequencies
than the Fourier transform as the Fourier transform of the image is subject to the envelope
functions that cut off high frequencies being expressed in the image.
3.3.5 STEM
Aberration corrected scanning transmission electron microscopy uses a focused electron
beam, of typically ∼100pm [25], which is rastered across the sample. Usually this illu-
mination mode is coupled with a dark field detector, an annular detector that has a hole to
allow the straight through beam to pass through. This ensures that only electrons that are
scattered at high angle are collected on the annular detector. As the scattering coefficient
of electrons scales with atomic number, heavier atoms will produce more scattering and
will appear brighter in the image. This effect can be used for quantitive analysis as the
scattering intensity scales roughly ∼as Z2 [136]. At each point on the sample the inten-
sity of the electrons scattered at high angle is collected to form an image. This point by
point data acquisition approach has a major drawback compared to HRTEM in that it takes
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Figure 3.10: The basic setup of the STEM
much longer to collect high quality data, and drift often occurs during the scan process.
However there are major benefits to this mode and drift can be reduced by allowing the
microscope time to stabilise before acquiring an image.
The basic set up for the scanning transmission electron microscope is shown in Fig.
3.10. Two detectors are shown, the dark field HAADF detector and the bright field detec-
tor. Only data from the HAADF detector was used for this study.
In some cases beam sensitivity can be an issue as the illuminating electron beam is
focused to such a small area it can be very intense which can damage or alter the structure
of the sample during imaging. In extreme cases, with highly focused beams, its is possible
to mill areas of the sample away.
Incoherent Imaging
Electrons that are scattered at high angle tend to be elastically scattered from the nucleus of
atoms within the sample. In general these scattering events do not result in any coherence
and therefore do not cause any interference effects at the image plane. Thus an image
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collected in this point by point incoherent manner can be directly interpreted as structure
[136], eliminating the need to produce many calculated images to match to experimental
through focal series to find a structure as would be the case in HRTEM.
Electron Channeling
Electron channeling occurs when the focused illumination beam is exactly aligned with an
atomic column. The nuclear charges act as lenses, focusing the beam along the column. As
the electron beam is guided along the column there is an effective increase in the density
of electrons near the atomic nuclei within the sample. This results in more electrons being
scattered at high angle and extra brightness in the image.
Sample Orientation
The electron channeling effect is highly dependent on the relative orientations of the sam-
ple and the electron beam. A small angle between the incident electrons and the atomic
column is enough to break the electron channeling effect. So, when imaging a sample in
STEM, sample orientation is extremely important to get high quality images.
Convergent Beam Electron Diffraction
Convergent beam electron diffraction (CBED) as the name suggests is electron diffraction
using multiple incident angles made available using the convergent electron beam in the
STEM. CBED is able to give much more information about the sample than standard
diffraction due to the increased number of incident angles.
CBED patterns have been used to accurately obtain thickness measurements of sam-
ples within the microscope. This is achieved by simulating the CBED pattern as a function
of thickness to find the pattern that best matches the experimentally obtained pattern.[137–
139]
Kikuchi Lines
By observing the Kikuchi lines in the CBED we are able to accurately align the sample to
the beam [140], as the Kikuchi lines form a ‘road map’ to the major symmetry directions.
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Figure 3.11: The Kikuchi lines present with a CBED pattern from a thick silicon sample
viewed along the Si[110] direction. The conversion point of the lines at the centre of the
image indicates a high symmetry direction, in this case the Si[110] direction, and is used
to orientate samples for imaging.
An image of Kikuchi lines in a thick sample is shown in Fig. 3.11
Ronchigram
The Ronchigram is the shadow cast by the sample onto the image plane produced by
convergent illuminating beam. It is extremely useful in aligning the STEM as it displays
all of the aberrations within the microscope at the same time. A ray diagram showing how
the spherical aberration can be observed in the Ronchigram is shown in Fig. 3.12. In a
STEM that suffers from spherical aberration the rays that travel through the outer of the
lens will be focused before the rays that travel through the center of the lens. By focusing
the rays to a point, a virtual source is produced, and if this virtual source intercepts the
sample this will form an image with infinite magnification. Fig. 3.12(A) shows a scenario
where the central rays are focused below the sample, but the outer rays at some unspecified
angle, are focused onto the sample due to the spherical aberration shortening the focal
length, which will produce a ring image of infinite magnification surrounding an area of
high magnification. Alternatively the scenario where the central rays are focused onto the
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Figure 3.12: (A) A ray diagram showing how the ring of infinite magnification forms in
the Ronchigram. The outer rays that suffer from the increased magnification (red) caused
by the spherical aberration focus before the inner rays (black) producing a ring of infinite
magnification around an area of high magnification. (B) The other extreme where the
central rays are focused onto the sample, and the outer are focused above.
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sample the outer rays will focus before the sample is shown in Fig. 3.12(B), producing an
area of infinite magnification surrounded by areas of high magnification.
The larger the area of similar magnification, before the focal point of the rays deviates,
for a given condenser lens current, the lower the spherical aberration in the microscope
and therefore the higher the resolution. Other aberrations can be observed in a similar
manner, for example any astigmatism will deform the ring of infinite magnification into
an oval. In an aberration corrected microscope the difference in focal length between the
outer rays and the inner rays is reduced, so larger areas of the Ronchigram will appear at
the same magnification.
Fig. 3.13 shows some experimentally obtained Ronchigrams from JEOL JEM-2200FS
aberration corrected microscopes Fig. 3.13(A) from a JEOL publication[25] showing the
improvement from uncorrected imaging and corrected imaging and 3.13(B) from the mi-
croscope used in this study. The Ronchigrams in Fig. 3.13(A(b))&(B) show the breaking
of the spherical symmetry used in aberration correction, as the patterns in the Ronchigram
are not spherically symmetric.
Multislice Simulation
The modeling of HRTEM images involves the calculation of the exit-wave function i.e.
the function of the electron wave after it has passed through the sample. This is achieved
by one of two methods, either the Bloch-wave method or the multislice method. Here we
shall briefly describe the multislice method.
The multislice method models the crystal as many thin slices, so that the WPOA ap-
plies to each slice. The potential of the slice is projected onto a 2D plane, then the projected
potential calculated. The electron wave is then propagated through each slice. The exit
wave from the slice is then used as the incident wave for the next. This process is repeated
until all the slices have been taken into account. This exit wave is then propagated through
a simulated microscope and an image formed. This process allows the comparison of im-
ages from proposed structures and experimental images. In general this process is repeated
as a function of thickness and defocus for any given structure.
Modeling of STEM images is much more computationally expensive than HRTEM as
each pixel must be simulated individually then reconstructed back into an image. This
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Figure 3.13: (A) two Ronchigram images from a JEOL publication[25] detailing effect of
the hexapole aberration corrector on the JOEL JEM2200FS microscope (a) the Ronchi-
gram with the hexapole off and (b) with the hexapole on, showing the improvement. The
yellow dotted line indicates the area of similar magnification, expressed as an angle in
mrad. (B) a Ronchigram from our microscope. Note that the scale bar in (B) has not been
calibrated to mrad.
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process is usually repeated many times with the atoms slightly deviated from their opti-
mum positions and the resultant images averaged. This is the frozen phonon method and
tends to give much more realistic results.
3.3.6 EELS
EELS spectroscopy gives detailed information about the chemical nature and bonding
within the sample by examining the intensity of the transmitted electron beam as a function
of energy-loss. The shape of the loss spectra gives characteristic information about the
sample through the position and shape of peaks within the loss spectra.
3.3.7 Characteristic energy-losses
As a high energy electron from the incident beam passes through the sample there are a
limited number of interactions that the electron can undergo [141]. These specific inter-
actions can impart a specific energy-loss to the electron as it passes through the sample
[142]. If the sample is thin enough we can assume that each electron only undergoes a
single energy-loss incident as it passes through the sample. This assumption is usually
valid as areas in the sample that give good images tend to be very thin, of the order of
≤100nm and the mean free path for plasmon generation is of the order of ∼100nm and
for core loss events are <100nm.
By examining the energy of the electrons after interacting with the sample it is pos-
sible to associate the energy-loss peaks with specific events. The JEOL JEM-2200FS is
equipped with an Omega filter which allows the splitting of the electron beam into its com-
ponent energies to achieve this. The energy-loss processes that are of interest to this study
are core losses, where the electron in the beam excites an atom in the sample by removing
a core shell electron, and the fine structure of the core losses, that impart information about
the local bonding of the excited atom [143]. The energy required to remove the core shell
electron is well defined and leaves a characteristic peak in the energy-loss spectra. The
fine structure appears as a variation in the shape of the core loss peak and can be used to
identify different bonding arrangements, i.e. it is possible to distinguish between Si atoms
in crystalline Si and Si atoms in SiO2 using the fine structure.
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Figure 3.14: Three sample spectra and extracted signals from a Si sample (A) & (B), a
SiO2 sample (C) & (D), showing the SiL2−3 edges and a Er2O3 sample (E) & (F) showing
the ErN4−5 edge.
3.3.8 Sample Spectra
Fig. 3.14 shows three sample spectra from the GATAN EELS atlas from the Digital Mi-
crograph program [144], alongside the extracted peak. Images (A) & (B) show the energy-
loss spectra for the silicon SiL2−3 edge, images (C) & (D) show the energy-loss spectra for
SiO2. Images (E) & (F) show the energy-loss spectra for erbium oxide ErN4−5 edge. The
different samples have different EELS spectra that vary in the onset energy of the edge
and the shape (fine structure) of the edge. These variables are used to identify different
elements and chemical bonding arrangements within a sample.
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3.3.9 Image Manipulation and Display
Contrast and Brightness
Due to the Z-contrast imaging in STEM and the large difference between Er(Z=68) and
Si(Z=14) the STEM images that we obtain have a huge difference in intensity between the
Er and Si columns. This presents challenges to get both Er and Si to display within one
image. There are various methods to combat this with non-linear look up tables (LUTs),
colour images or colour ramped LUTs etc. However it was found that as we are interested
in the interface of the rare earth silicide and the silicon, having a colour transition in this
critical region was not workable. Colour ramped LUTs place colour transitions at the
interface which make interpreting the structure confusing, and non-linear LUTs smooth
out the intensity variations in order to better display the areas of extreme low and high
intensity.
Throughout this work there have been images obtained with very different levels of
resolution and sample thickness, thus we shall treat each image individually in order to
best display the information that is relevant at the time. We shall not display any colour
images as often an image that displays well in colour also displays well in gray scale
which is easier to interpret as intensity. Where necessary we shall include insets where the
contrast and brightness have been stretched to better show the silicon positions.
Bandpass Filtering
The images obtained often have noise associated with scan coil instabilities, superimpos-
ing high frequency noise onto the image, and leading to spurious structure within the
images. Bandpass filtering selectively removes the high frequency and low frequency
noise from an image, by filtering in reciprocal space. This is an extremely powerful tech-
nique that is capable of dramatically improving the interpretability of images, however
care must be taken when filtering in order not to introduce artificial features. Fig. 3.15
shows the effect of changing the filter frequencies on an image. On the left hand side
Fig. 3.15(A,C,E) show how decreasing the high frequency cut-off can remove scan noise
from an experimental image (C), but decreasing too far can begin to smooth out the signal
(E). Increasing the low frequency cut-off can be used to limit intensity variations within
an image, however if done incorrectly this can introduce artificial intensity variations. An
Original in colour 90
example of this is shown in Fig. 3.15(B,D,F) where a dark region appears underneath the
bright feature in the image. In our case we want to filter out any scan noise while not al-
tering the low frequency variations. In order to achieve this we filter high frequencies that
are shorter than half the Si atomic size and low frequencies that are ∼5 times the size of
the image. For example a 1024px×1024px image with a separation of the silicons within
the dumbbell of 10px the standard settings would be a 5px-5000px filter.
Image Tilting
During STEM scanning, the sample can sometimes drift during the image taking proce-
dure. This drift can lead to a distortion of the image that effectively transforms a square
object into a parallelogram. If we assume that the drift is constant throughout the image
acquisition and that the time to acquire a single line is small compared to the drift rate we
can correct the image by shifting each row of pixels relative to the next and imposing an
artificial drift.
We can measure the amount of shifting required by making measurements on the sil-
icon substrate from STEM images. The angle between the (001) and (11¯1) directions
should be 90◦ when viewed along the [110] direction, as is the case in the cross sectional
samples used in this study. Any deviation from this shows a distortion within the im-
age which can be corrected. This was achieved using Matlab codes which are shown in
Appendix C.
3.4 Density Functional Theory
Although not used in great depth in this thesis there are a lot of publications referenced in
the discussion and analysis that rely on Density Functional Theory (DFT) results. As no
results from this technique are presented in this thesis however a working knowledge of
the technique will be useful to understand background material and future work.
DFT allows the calculation of the electronic configuration of a many body system.
This information on the electronic structure is used to determine many properties of the
system, but most commonly the ground state energy of that system.
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Figure 3.15: Images detailing the effect of bandpass filtering on an experimental image.
The images of silicon on the left are cut from larger images similar to the ones on the
right. (A)&(B) are unfiltered images, with (A) showing scan noise in the image. (C)
shows appropriate high frequency filtering, removing the scan noise, without significant
degradation of the atomic structure. (D) shows low frequency filtering introducing a dark
band above and below the bright feature in the image. (E) shows high frequency filtering
that has removed the signal from the silicon columns. (F) shows very aggressive low
frequency filtering that has removed the intensity variation in the image.
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3.4.1 Structure Optimisation
Using DFT to compute a ground state energy for a given structure in itself is not particu-
larly useful, however by allowing the program to calculate the forces on all the atoms in
the given structure and allowing the program to shift the positions of the atoms between
ground state energy calculations, DFT can be used to find lowest energy structures. This
method will only ever find the local minimum, so configurations of atoms that are lower
in energy than the local minimum but have some energy barrier for formation will not be
found.
3.4.2 Strained Energy Estimation
Once the lowest energy atomic configuration is known and its associated electronic and
bonding energy this structure can be deformed and the ground state energy of the deformed
structure calculated. By comparing the ground state energy of the original and deformed
structures the energy required to deform the structure can be estimated. This can be ex-
tended by performing a series of calculations for increasing deformation the equivalent of
the spring constant of the structure can be found.
3.4.3 Electronic Properties
Once the optimal structure has been obtained, and therefore the corresponding electronic
structure for that system the electronic properties of that system can be estimated by look-
ing at the band structure.
3.4.4 Combined Calculation and Image Simulation
Combining DFT structure optimisation and energy calculations with electron microscopy
techniques produces a powerful tool for determining structure. Approximate structures
can be produced by examining images of a crystal structure, these initial guesses can then
be optimised and compared using DFT and the most likely (lowest energy) structure can
be put forward. This greatly reduces the number of calculations that need to be performed
to find a likely structure.
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DFT and STM
By combining DFT and STM initial nucleation and preferential binding sites can be in-
vestigated in great detail. Structures observed in STM can be directly compared to re-
sults of DFT calculations [145] which provide greater detail on the bonding mechanisms.
This combination of techniques allows the investigation of the earliest stages of epitaxial
growth. By investigating the stable structures during this early stage of growth the growth
mechanisms can be investigated and the driving forces behind the growth found.
DFT and STEM
By performing a structural optimisation on an initial guess structure and feeding the result
into a STEM simulation, DFT structure results can be compared to experimental STEM
results. This gives a rigorous check for the DFT results, as well as allowing various can-
didate structures to be compared against each other.
By comparing the relative intensities of columns in the experimental and simulated
STEM images small variations in the structure such as vacancies along an atomic column
can be observed.
3.4.5 Issues
DFT calculations, depending on the size and atomic species present in the system can
be extremely computationally expensive. In general the more electrons an atoms has the
more computationally expensive it is to model, thus large systems of rare earth silicides
are currently extremely challenging. Meaning that as of yet no calculations have been
published of nanowires that contain more than 5 rare earth atoms in cross section. In order
to compare calculated structures with experimental results either experimental results of
smaller nanowires are required, or calculations of larger structures which using available
computers and methods are not forthcoming.
Chapter 4
The Growth and Effect of Capping on
ErSi2−x Nanostructures on Si(001)
4.1 Introduction
This chapter focuses on the proving of the chosen growth method and the subsequent steps
taken to improve the method in order to reduce oxidation of the nanostructures during
TEM sample preparation. In order to protect the ErSi2−x nanostructures the nanostructures
were capped, post growth in titanium or silicon. To ensure the capping procedure was not
affecting the nanostructures some checks were performed and the effect of the capping
procedure on both the structure and the beam sensitivity will be detailed here.
4.2 Experimental
4.2.1 Sample Preparation
Growth Method
The methods used in the literature for growing the rare earth silicide nanowire system
on Si(001) can be grouped roughly into two types. Depositing the metal onto a cold
surface and post annealing [20, 116], or depositing directly onto the Si(001) surface held
at elevated temperature [28, 72]. Post annealing of the sample for a few minutes is more
common than not [109], however it has been found that ‘freezing’ the sample post growth
also produces nanowire structures [26, 28] and allows access to structures that form during
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the early stages of growth.
Our nanowires were grown by depositing sub-monolayer amounts of erbium onto 4◦
vicinal Si(001) at elevated temperature with no post annealing. The silicon substrate was
outgassed overnight at 600◦ C. As the quartz microbalance is extremely sensitive to small
temperature changes within the chamber the Er source was calibrated prior to flash clean-
ing the sample. This procedure has a twofold benefit of cleaning off any contamination
from the outgassing of the erbium source, and eliminating any background temperature
effects that are caused by having heated up and cooled the sample manipulator during the
flash process. However care must still be taken as the source does heat the quartz mi-
crobalance slightly. In order to limit the effect of heating, the source was heated to a point
just below the onset of deposition, usually around 18A so the microbalance has time to
stabilize and a background reading can be obtained.
The source heating current was tuned to give a deposition rate of 0.5ML in ∼20 min-
utes. Once the deposition rate of the source was calibrated the sample was flash heated
to 1200◦ C for 30s, then held at 900◦ C for 60s. The sample was then slowly cooled to
700◦ C at a rate of 10◦ C every 20s to ensure a good surface reconstruction. Once at 700◦
C the sample was cooled at a non specified rate to 600 ◦ C ready for deposition. 0.5ML
of erbium was then deposited onto the substrate. At the end of the deposition the sample
heating was immediately switched off. This ensures that we have the highest concentra-
tion of the smallest nanowires and are able to investigate the initial growth of nanowires
and islands.
Care was taken to ensure that each chip of silicon used to grow nanowires was ori-
entated in the same direction so that the heating current was always passing through the
sample in the same way, as it is possible that electron current is able to affect the migration
of Er atoms on the surface as electromigration of adatoms on semiconductor surfaces has
been observed [146] in other systems. Our samples were orientated with the current pass-
ing parallel to the terraces, i.e. parallel to the extended growth direction of the nanowires.
During the deposition the pressure within the system was never greater than 1×10−8
mbar and routinely less than 1×10−9 mbar and at best less than 5×10−10 mbar. For those
samples that were capped, titanium or silicon was deposited onto the sample at room
temperature, after any STM imaging, to protect the nanowires from oxidation during the
cross sectional sample preparation.
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TEM Sample Preparation
The samples were cut and thinned using the standard method described in Appendix A
to give cross sectional TEM samples orientated so that the extended growth direction of
the nanowires was parallel with the viewing direction. Some samples were cleaned with
optical baking at ∼60◦C in vacuum and / or low energy plasma cleaning to reduce con-
tamination during electron microscopy imaging. Neither of the two methods were found
to alter the morphology of the nanostructures.
Image Manipulation
The images obtained often have noise associated with scan coil instabilities and drift of the
sample. The huge difference in intensity in HAADF STEM between the Er and Si atoms
also presents some issues with displaying images as the contrast and brightness often have
to be adjusted in order to display either the Si or the Er structure as it is can be difficult to
display both within one image without harsh bandpass filtering or nonlinear look-up tables
(LUT’s). Often we choose to limit the amount of image manipulation to a minimum, while
still being able to display the feature of interest within the image, in order not to introduce
any contrast variations that can be mistaken for structure, as highlighted in section 3.3.9.
Some images have been manipulated by one or many of the following procedures: scal-
ing, contrast and brightness adjustment, tilting and real space nearest neighbor smoothing
or FFT bandpass filtering, in order to improve the quality of the displayed images, while
highlighting the important structure. The procedure used for FFT bandpass filtering was
discussed in detail in Section 3.3.9.
4.2.2 Sample Analysis
In-Situ Analysis
The initial characterization of the growth was performed to ensure that the chosen method
was producing structures of interest reliably. The analysis was performed in-situ using
STM and LEED. LEED was used to check the quality of the cleaned silicon surface to
ensure that the Si(001) (2×1) reconstruction formed on the Si(001) surface prior to growth,
and to quickly check to see if the LEED pattern had altered indicating the presence of
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nanowires after the growth. After it was found that the cleaning process was reliably
producing suitable surfaces this step was omitted as the electron beam used in LEED can
introduce small amounts of contaminants to the surface through outgassing of the electron
gun and carbon cracking. The deposition rate from the source can drift during the extra
time required to make measurements, reducing the accuracy of the deposition thickness.
After the sample had cooled to room temperature some samples were transferred to the
STM to observe the morphology of the grown nanostructures. This was initially done
after every growth to confirm the presence and the quality of the nanostructures. In later
growths this was step was performed only after the system had been vented to ensure
that nanostructures were being produced, as the growth was found to reliably produce
nanostructures and we are not concerned with the relative concentration of nanowires to
islands.
Ex-Situ Analysis
Ex-situ analysis was performed in a JEOL JEM-2200FS operating at 200kV in HAADF
STEM mode and EELS spectra were also obtained to compliment HAADF data when
necessary. The microscope was operated with condenser aperture 3 with a semi-angle of
24 mrad, at a camera length of 30-50cm. The tuning was performed until the usable area
of the Ronchigram, as measured by the CEOS corrector, was ≥17 mrad. The tuning of
the aberration correctors was performed with condenser aperture 4 with a semi angle of
12 mrad.
4.3 Growth
4.3.1 Background
The morphology of ErSi2−x nanostructures has been shown to highly sensitive to the
growth conditions [20, 93, 98, 109, 110]. So careful analysis of the final structures is
necessary as temperature measurements from one growth system to the next are rarely
consistent. This means that growth procedures perfected on one system must be checked
when transferring to a different system. We need to ensure that the growth procedure that
we are using is producing nanowires that we are interested in analysing. In this case we
are optimizing for long thin nanowires with a few larger islands, so we are able to analyse
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long thin nanowires which are of more technological and fundamental physics importance
while checking our results with the better studied larger islands.
Ye et. al. found that a slow deposit encouraged a higher ratio of nanowires [98].
Zhu et. al. investigated the effect of post annealing time and temperature and found that
increasing the annealing time encouraged the wires to get longer and wider, reducing the
frequency of the thinnest nanowires. They report that an increase in annealing temperature
of 50◦ C from 650◦ C to 700◦ C was enough to reduce the number of the smallest nanowires
to effectively zero [20]. The figures showing the distributions of observed nanowires for
the varying conditions are shown in Fig. 4.1. Zhu et. al. used a cold deposit, post
anneal growth, where we have used a hot growth, however the evolution should be similar
between the two growth methods.
Throughout this thesis we shall make the assumption that in general a wider nanos-
tructure is ‘older’ in that they have had longer to grow then the thinner nanostructures.
This is justified in that our growth method has a continuous deposition over ∼20 minutes
and no post annealing, so a structure that nucleated at the beginning of the growth will
have had much longer to form than one that nucleated towards the end of the growth. This
combined with previous studies that have found that post annealing for longer after the
growth encourages wider features [20] allows us to make this assumption.
Liu et. al.’s growth method [28] is much more similar to the one we use where samples
are grown at elevated temperature with either post annealing or a post deposition quench
where the heating to the sample is immediately switched off. Liu found that by post
deposition quenching it was possible to limit the formation of islands and preserve the
smallest and thinnest wires for dysprosium silicide[28].
Our growth method aims to produce a high concentration of long nanowires as these
are the more technologically interesting structure with a number of larger islands in order
to link our work to previous studies. To that end we have chosen a long deposition time
(15-20 minutes) at a low growth temperature (600◦C) with no post annealing.
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Figure 4.1: A composite image showing the results from Zhu et. al.’s paper [20]. (A)
The effect of a 10 minutes anneal on the height of the nanowires as a function of post
annealing temperature. As the temperature increases the nanowires get taller. (B) the
effect of a 615◦C anneal on the nanowires as a function of time, (a) 30 minutes (b) 90
minutes (c) 180 minutes. As the annealing time increases the nanowires get longer and
wider, widening the length distribution and narrowing the width distribution.
4.3.2 Interpreting STEM Images
When interpreting STEM images it is necessary to understand which bright features cor-
respond to which atomic columns in the structure. Fig. 4.2(A)&(B) show two simulated
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Figure 4.2: Two simulated STEM images next to the corresponding models that were used
to generate them. Here pink atoms are silicon and the green atoms are erbium.
STEM images next to the models that were used to generate them. In this example the
smaller pink atoms represent silicon and the larger green atoms represent erbium. We
can see that the erbium columns correspond to an extremely bright feature in the simu-
lated image, where the features that correspond to the silicon are much dimmer. This is
due to the Z-contrast imaging that was mentioned in section 3.3.5. The two simulations
have different interface structures and different bulk structures, and have a good 1:1 corre-
spondence between bright features in the image and atomic columns in the model. We can
therefore assume that any bright features that we observe in any STEM images correspond
to atomic columns, and that relatively bright columns correspond to erbium and relatively
dim columns correspond to silicon.
4.3.3 Results - Growth
STM
STM images of samples prepared using the growth method outlined in section 4.2.1 are
shown in Fig.4.3(A) & (B). Fig. 4.3(A) shows a tunneling current map of a sample grown
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under the conditions outlined in section 4.2.1. Here the current map is presented as the
height map is low quality. In this instance the scan speed was set too high for the tip to
correctly follow the surface so features were introduced into the current map even though
the STM was operated in constant current mode. The shadows after the features are areas
where the tip is not in contact with the surface so no tunneling current was measured.
Fig. 4.3(B) shows a height map of a sample grown at similar conditions to Fig. 4.3(A).
The widths of the nanowires highlighted in Fig. 4.3(B) are given in Fig. 4.3(F) showing
that the growth procedure is producing the ultra small nanowires of interest. The growth
method is producing a suitable density of long nanowires of 100nm in length or greater,
together with islands allowing analysis of both structures.
In general the STM operating conditions would start at a tip-sample potential of +2V
on the sample, a tunneling current of 2nA and scan size of 500nm however these values
were continually adjusted to obtain the best quality image.
The images show that even with similar growth conditions there can be a disparity be-
tween the relative numbers of nanowires per area and between the numbers of nanowires
to islands. However we are not interested in the relative numbers of each or the relative
concentration. We are interested in the bulk and interface structure of the grown nanos-
tructures. Fig. 4.3(C) shows a nanowire from a sample that was grown at a slightly lower
temperature than the rest of the samples shown in this thesis, however the structure of
the nanowires has not been found to vary with growth temperature, just the relative num-
bers and morphology. The black lines indicate the location of the linescans shown in Fig.
4.3(D)&(E) which shows the nanowire to be∼3nm in width. The nanowire shows that the
top surface is not smooth but has areas that are higher than the rest. These features have
been attributed to second layer growth on the nanowire.
STEM
The nanowires and islands on our samples produced a variety of different structures and
morphologies that are not necessarily evident from STM. The structure of the ultra small
nanowires will be discussed in Chapter 5 and the interface structures we observed will be
described in Chapter 6.
It was noted that the although the relative numbers and density of islands or nanowires
can vary greatly from one sample to the next, the structures of the islands and nanowires
Original in colour 102
Figure 4.3: (A) A tunneling current map of a sample grown under the conditions outlined
in section 4.2.1. (B) A height map of a different sample grown at similar conditions. (C) A
high magnification STM height map of a single ultra small nanowire from a sample grown
at a slightly lower temperature. The solid black line represents the location of the line
scans shown in (D) and the dashed black line shows the location of the line scan shown in
(E). The silicon surface shows the terraces that are introduced by using vicinal silicon. (D)
A line scan of the nanowire in (C) with a width of 3nm. (E) A line scan from (C) showing
that the surface of the nanowire is not flat and has a lot of second layer growth (F) The
widths of the nanowires marked in (B).
vary in a similar way across all samples, and independently of the relative concentrations.
Five separate nanostructures from five separate TEM samples, separately grown over the
course of 23 months are shown in Fig. 4.4. The structures show similar features in their
bulk structure and their interfaces showing that there is a high level of reproducibility in
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Figure 4.4: Five images of islands taken from 5 separate TEM samples from 5 separate
growths spanning 23 months all showing similar structures. The scale bars in each of the
images are 1nm in length. (A) grown June 2009 (B) Grown Jan 2010 (C) Grown Dec 2010
(D) Grown Mar 2011 (E) May 2011.
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the structure of the nanostructures even if the reproducibility of the nanowire vs island
ratio is poor. Common features across all samples were also observed for the smaller
structures, however the details of these features will be discussed in later Chapter 5.
4.4 Capping
4.4.1 Background
The oxidation of the smallest nanowires has been a problem for microscopists who are
trying to study the nanowire system [26, 35, 97, 98, 127, 128]. The rare earth silicides
bind readily with oxygen as soon as they are brought out of the growth chamber into
ambient conditions. The oxide will be shown to be self-limiting so larger islands are
still able to be studied without capping. Many studies have been done on the silicide
system using large islands and conventional HRTEM. However the ultra small nanowires
have proven themselves to be extremely interesting from a fundamental view [13, 44, 58],
as they show interesting 1D quantum effects. Being able to obtain a structure for the
nanowires experimentally would be of great use for these studies. In order to be able to
obtain the structure, first the oxidisation issue must be solved. One method to achieve this
is to cap the samples post growth in a layer that will protect the nanowires from oxygen.
However it must be shown that the capping procedure has not affected the system under
study. This is impossible to achieve directly as we have no data for the unperturbed system;
however we can look at the features of larger nanowires that have formed an oxide layer
and compare with capped nanowires and see if there are any notable differences between
the systems. We can also cap in more than one material and observe any differences
between the structures observed under each layer. If the structures are identical we can
postulate that the capping layer has not affected the nanowire structure as it is unlikely
that the effect would be consistent across different capping layers.
In previous work there have been many attempts at reducing the oxidation of the nanos-
tructures using a variety of different capping materials. As previously stated, attempts
were made to cap the samples with titanium [26, 35], CaF2 [97], amorphous silicon [127],
gold [98] and tungsten [128]. These different materials had varying degrees of success.
The titanium layer was found to be effective at protecting the erbium silicide from oxy-
gen, however it was found that if deposited prior to heating a titanium silicide layer was
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formed [35]. CaF2 was shown to effectively limit the oxidation, but there was no mention
of the effect, if any, the capping layer had on the nanostructures. Amorphous Si has had
no electron microscopy data as it was only used in UHV SEXAFS. Gold was determined
not to alter the structure of the RESi2−x nanostructures, but was ineffective as a capping
layer. Tungsten was shown to effectively protect Y from oxidation via X-ray photoelectron
spectroscopy (XPS) with little intermixing on thin film source drain contacts, although no
cross sectional electron microscopy measurements were made of this system.
Of the capping layers that were shown to be successful at reducing oxidation of the sili-
cide no evidence has been presented to show that the capping procedure has not affected
the morphology of the nanowire system. Here we compare the structures of uncapped
nanowires and nanowires that were capped post growth in titanium or silicon. Titanium
and silicon were chosen as they are readily available in our chamber and have been previ-
ously shown to be effective at limiting oxidation [35, 127].
4.4.2 Results - Capping
Oxide Layer
The bright amorphous layer above the silicide nanowires which can be seen in Fig. 4.6(B),
(C) & (D) has long been assumed to be an oxide layer, however there has been no evidence
published to prove this. We have the capability to prove this so, EELS spectra were taken
from the three characteristic regions, the substrate, the nanowire and the bright overlayer.
When silicon oxidizes there is an associated shift of the EELS spectra, the onset energy
of the Si edge moves from 99.7eV to 106eV, where erbium has two characteristic peaks at
168eV and 175eV. Both the shift in the silicon edge from 99.7eV to 106eV and the twin
peaks at 168eV and 175eV were observed in the bright amorphous layer, showing that in
this case there is a fully oxidized Si layer present, hence, the assumption was correct. The
EELS spectra from the three regions next to three reference spectra from Er2O3, Si and
SiO2 are shown in Fig. 4.5.
Uncapped Samples
Large nanostructures on uncapped samples were found to produce a self-limiting oxide
layer that effectively protected the nanostructure from further oxidation. Smaller nanos-
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Figure 4.5: Three Representative EELS spectra from three distinct regions of the ErSi2−x
system (solid lines), alongside three reference spectra (dashed lines): Upper Dashed Line:
Er2O3 reference spectra. Middle Dashed Line: SiO2 reference spectra. Upper Solid Line:
The layer found above the silicide islands suspected of being an oxide. Middle Solid Line:
From within the nanostructure. Lower Solid Line: From the substrate. Lower Dashed
Line: Si reference spectra. There is a shift in energy of the main peak in the substrate
spectra compared to the oxide spectra from 99.7eV to 106eV indicating that silicon has
oxidised. The spectra from both the nanostructure bulk and the oxide layer show the
characteristic twin peaks at 168eV and 175eV indicating the presence of erbium. The
spectra have been scaled and shifted vertically for ease of viewing.
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tructures were not able to form this protective layer and were completely amorphized by
the oxidation. This is consistent with previous studies in that no small structures have been
reported.
Fig. 4.6 shows some representative images from an uncapped sample. (A) A low
magnification image showing bright nanostructures with a bright amorphous cap over the
top of the nanowire. This was characteristic of all samples without capping. In some
cases the bright area underneath the bright amorphous cap was absent, indicating that
all the erbium had been incorporated into the oxide layer, this was most common for
the smallest structures. (B) shows a higher magnification image of a similar structure,
where the amorphous cap has been insufficient to protect the underlying nanostructure
from amorphization. This structure of a bright cap with a bright amorphous region in
contact with the silicon was extremely common. (C) A nanostructure where some structure
remains underneath the amorphous cap. (D) A large nanoisland showing the amorphous
cap and structure.
Titanium Capped Samples
The nanostructures on the titanium capped samples showed a reduced oxide layer, where
many of the smaller nanostructures were still observable. The smallest nanowires were still
amorphized and showed no structure. This ineffective capping was attributed to difficulties
in depositing the capping layer resulting in the layer being too thin to effectively protect
the sample from oxygen. Fig. 4.7 shows some representative images from Ti capped
samples. (A) shows a large nanoisland that has been well protected by the Ti layer, which
was measured at∼5nm in thickness. There is still some minor oxidation of the nanoisland
which is most noticeable at the left hand edge as a bright band beneath the Ti layer and
above the island. (B) shows an ultra small nanowire that retains some structure even with
some residual oxidation. (C) shows a nanowire that has been heavily oxidized despite
the titanium capping layer, however still shows some structure. (D) a wire that has been
completely amorphized by oxide.
Silicon Capped Samples
Silicon capping was found to be technically easier than titanium capping with the equip-
ment available, as the deposition method was more reliable, stable and controllable. Sili-
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Figure 4.6: An overveiw of the types of structures that were observed on uncapped samples
in HAADF STEM. (A) A low magnification image showing bright nanostructures with a
bright amorphous cap over the top of the nanowire. (B) shows a higher magnification
image of a similar structure, where the amorphous cap has been insufficient to protect the
underlying nanostructure from amorphization. (C) A nanostructure where some structure
remains underneath the amorphous cap. (D) A large nanoisland showing the amorphous
cap and structure.
con capping produced the best protected sample observed with almost no oxidation on the
smallest nanowires.
Fig. 4.8 shows some characteristic images from Si capped samples. (A) shows a low
magnification image, which when compared with Fig. 4.6(A) shows the absence of the
bright amorphous cap over the nanostructures. (B) shows a large island that has similar
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Figure 4.7: Typical HAADF STEM images from titanium capped samples. (A) a large
island that shows signs of oxidation, despite the titanium capping layer. (B) An ultra small
nanowire that has been protected from amorphization by the titanium capping layer, but
still shows signs of slight oxidation. (C) A nanowire that still shows structure despite
extensive oxidation. (D) A nanowire that has been completely amorphized.
interface features when compared with the large islands shown in Figs 4.6(D) & 4.7(A).
(C) & (D) show a nanowire and an ultra small nanowire respectively that show almost
no oxidation. The inserts in (C) & (D) have had the contrast stretched to better show the
structure within the silicon substrate.
4.4.3 Discussion - Capping
Reduced Oxidation
Uncapped samples showed a typical bright amorphous oxide layer above the silicide is-
land, as shown in the upper image of Fig. 4.9.
A layer of 5nm of Ti was sufficient to effectively reduce the oxidation layer from the
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Figure 4.8: Representative images from silicon capped samples. (A) A low magnifica-
tion image showing nanowires without the characteristic bright ‘cap’ that is observed in
uncapped and some titanium capped samples that indicates oxidation. (B) A larger nanois-
land from a sample where the Si capping layer was too thin and some oxidation has oc-
curred. (C)&(D) Two nanowires that have been almost completely protected by the silicon
capping layer, with (D) showing one of the smallest nanowires that was imaged with only
5 atoms in cross section. Images (C) & (D) have insets on the right with altered contrast
and brightness to better show the silicon.
island shown in the lower image of Fig. 4.9. The titanium capped and uncapped samples
shown in Fig. 4.9 have similar nanowire morphologies and interface characteristics, with
similar average interface step widths. Silicon capped samples also exhibit similar charac-
teristics as both uncapped samples and titanium capped samples. The fact that we observe
similar structures under three separate capping layers, ErSi2−x oxide, titanium and silicon
implies that the capping layers are not affecting the structure.
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Figure 4.9: Images A and B show two similar ErSi2 islands from a titanium capped sample
(A) and an uncapped sample (B). The uncapped sample shows a bright oxide layer only
above the silicide island, that has been shown to contain SiO2 and Er from EELS analysis.
In the Ti capped sample the capping layer is present as a continuous film across the whole
sample and the presence of the oxide layer is greatly reduced. The dashed lines indicate
the boundaries of the Ti layer. (C) shows two intensity line scans from the capped and
uncapped samples, showing the reduction in intensity in the oxide region for the capped
sample.
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Figure 4.10: Three nanowires of approximately similar original size. The nanowire on the
left was not capped and has been completely amorphised by the oxide layer. The middle
nanowire was capped in titanium and has been protected from the oxide and still shows
structure. The nanowire on the right was capped in silicon and in this case there is some
oxide still present, however the oxide layer is much thinner than the titanium case. In
general silicon capping gave the best protection.
The intensity profiles shown in Fig. 4.9 ‘C’ of the intensity across the islands shown
in Fig. 4.9 ‘A’ & ‘B’ show the effect of the titanium capping. The uncapped island shows
a characteristic bright shoulder on the intensity profile in the ’oxide’ region. The capped
sample has a much smaller, less intense shoulder before the nanowire that corresponds
to the titanium layer. The absence of the bright shoulder shows that the oxide has been
effectively reduced. This is also observable from the images as the Ti capped sample does
not have the bright amorphous structure just above the island.
The larger nanowires appear to be well protected by the capping layer, but the smaller
nanowires show a greater degree of oxidation in both titanium and silicon capped samples.
An example of three similarly sized nanowires are shown in Fig. 4.10. Here an oxide
layer of approximately 2-3nm is observed above the titanium capped nanowire, where an
oxide layer of approximately 1-2nm is observed above the silicon capped nanowire. When
compared to Fig. 4.10(A) it can be seen that the capping has protected the small nanowire
and preserved the structure.
Beam sensitivity
It was observed that samples that were capped in titanium were more sensitive to beam
damage than samples capped in silicon. Successive scans of one nanowire on a titanium
capped sample would quickly lead to the nanowire amorphizing, where on the silicon
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capped samples the nanowires were found to be much more stable, Fig. 4.11 compares
the beam damage rates between an uncapped sample and a silicon capped sample. The
nanowires are observed to react from the top down, where the nanowire is in contact with
the titanium or oxide layer, which could be attributed to the electron beam driving a reac-
tion between the silicide nanowire and the oxygen or titanium in the covering layer. After
just 4 scans the nanowire in the Ti capped sample has almost been completely amorphized,
where the Si capped nanowire survives 9 scans with no apparent change to the structure.
The observation that the silicon capped nanowires are more resilient to beam damage and
that the titanium or uncapped nanowires do not amorphize at the interface, indicates that
the knock on beam damage is negligible.
4.5 Conclusions
We have shown that titanium or silicon capping does not seem to affect the morphology
of ErSi2−x nanostructures, as similar features were observed in titanium capped, silicon
capped and non-capped samples. Smaller nanowires appear to be more susceptible to
oxidation than larger islands as a greater degree of oxidation was observed on smaller
wires than larger islands. Silicon capping is technically easier to achieve using the methods
that were available and provides better protection as well as reducing the beam sensitivity
of the nanowires when compared to titanium or uncapped samples.
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Figure 4.11: Two image series showing the difference between beam damage rates for
uncapped samples (A) and silicon capped samples (B). Each image was taken in succes-
sion, however with (A) each image also corresponds to an increase in magnification and
has been rescaled to match the first image, hence the improvement in image quality. In
(A) we see a gradual loss of atomic columns at the nanowire / oxide boundary, whereas in
the silicon capped sample the ultra-small nanowire shows no loss of structure even after 9
successive scans.
Chapter 5
The Structure of Ultra Small ErSi2−x
Nanowires
5.1 Introduction
In this chapter we shall focus on the structure of ultra-small nanowires, i.e. nanowires less
than 5nm in width, while using the larger better studied structures as a ‘sanity check’ for
our results. The ultra-small structures have been deliberately singled out here as they were
found to exhibit unusual structures that cannot be described using the accepted growth
model and the associated assumptions. Here we shall investigate this unexpected structure
and discuss the significance of the observed structure in terms of the accepted growth
model. We shall show that the growth model suggested by Chen et. al. [12] adequately
describes the larger hexagonal islands, however fails to describe the initial nucleation of
these structures and the evolution of ultra-small nanowires.
5.1.1 Previous Work
Previous work on small nanowires has been quite limited. The smallest nanowires that
have been analyzed with cross sectional techniques were reported by He et. al. [26]. In
their paper they show one image of a dysprosium silicide nanowire that is less than 5nm in
width and 5 atomic layers high which is shown in Fig. 5.1. However as the images were
taken in HRTEM the structure at the interface of the nanowire is not resolved.
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Figure 5.1: An image from He et. al.’s paper [26] showing a HRTEM image of a tetragonal
nanowire 3.5nm in width and 5 layers high with an unresolved interface. The dashed lines
highlight the tetragonal nature of this nanowire.
5.1.2 Experimental
The samples used for this investigation were grown using the same procedure as those
used in the capping analysis. Thus all experimental set-ups and procedures are identical
to those covered in Chapter 4.
5.2 Results
5.2.1 Evidence of a new orientation relationship
As previous stated in Chapter 4 our samples produced both small nanowires and large
nanowires/islands. For the sake of this analysis a total of 218 separate structures were an-
alyzed from 571 images. The observed structures were separated for the sake of the anal-
ysis into ultra-small nanowires of widths ≤ 5nm, nanowires 5-10nm and islands >10nm.
The preferred structures for the ultra-small nanowire and island cases are shown in Fig.
5.2 and 5.4 respectively. There is no ‘preferred structure’ presented for the nanowire (5-
10nm) case as this was found to be a transition region between the two regimes. Fig. 5.2
shows two orthogonal images of two separate ultra-small nanowires, taken from separate
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Figure 5.2: Two cross sectional STEM images of two separate but similar small nanowires
showing the preferred structure of nanowires of 3 atoms in thickness and less than 5nm
in width. (A) shows a hexagonal projection of the silicide, indicating that the c-axis is
orientated along the viewing direction which in this case is along the nanowire length. (B)
shows a rectangular projection which is representative of the hexagonal silicide with the
c-axis perpendicular to the viewing direction. This particular nanowire was measured to
be ∼1.3µm long, as shown in Fig. 5.3. The three insets in (A) and (B) show from left to
right: (Left) The structure of the interface, where the gray and yellow indicate the silicon
positions and the green the erbium. (Middle) A simulated STEM image using the crystal
structure shown on the left. (Right) A section of the image that has had its contrast and
brightness altered to better show the silicon structure.
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Figure 5.3: A low magnification cross sectional STEM view of the nanowire shown in Fig.
5.2(B) showing that the nanowire is ∼1.3µm long
samples that were grown at similar conditions. The nanowires are hexagonal with their c-
axis orientated along the direction of extended growth. The overlays in Fig. 5.2(A) show
a structure model for the hexagonal silicide in projection along the [0001]ErSi2−x direction
alongside a HAADF STEM simulation produced using this structural description. The
overlays in Fig. 5.2(B) show a structure model of the hexagonal silicide viewed along the
[112¯0]ErSi2−x direction and an associated HAADF STEM simulation. The overlays match
well with the STEM results indicating that the proposed structure is a good description.
The nanowire in Fig. 5.2(B) was measured to be ∼1µm long from low magnification
images ensuring that it is a side view of a nanowire, this image is shown in Fig. 5.3.
This structure was found to be typical for nanowires of widths <5nm and is described
by the orientation relationship:
(001)Si/(011¯0)ErSi2−x , [110]Si/[0001]ErSi2−x (5.1)
As a comparison the expected orientation relationship that is currently accepted and was
proposed by Chen et. al. is:
(001)Si/(011¯0)RESi2−x , [110]Si/[112¯0]RESi2−x (5.2)
The difference between the two orientations is a 90◦ rotation of the silicide with respect to
the Si(001) surface taking the c-axis of the hexagonal silicide from being perpendicular to
the growth direction as described by Chen’s strained growth model to parallel to the growth
direction. We also present that data for larger structures (>20nm) for comparison and the
observed structures are shown in Fig. 5.4. Hexagonal islands with the expected orientation
relationship described by Equation (5.2) were observed coexisting with tetragonal islands,
which is consistent with previous studies on features of this size [17].
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Figure 5.4: Two nanoislands showing the bulk hexagonal (A) and tetragonal (B) structures
along their growth direction. The inserts show a structure model of the interface structure
and associated HAADF STEM images simulations, the yellow and gray indicate silicon
where the green indicates erbium.
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5.2.2 Statistical Analysis
In order to find the statistical relevance of the new orientation relationship, every possi-
ble structure that can be generated just using the triangular subunit common to both the
hexagonal and tetragonal silicides, described in Fig. 2.2, and the 90◦ rotation associated
with it were generated up to a thickness of 4 atomic layers. The analysis was limited to
4 atomic layers as almost no nanowires of <5nm in width and 5 atomic layers thick were
observed. The possible projections fall into 4 categories: (1) ‘2 atom’ which contains the
two possible structures of two atoms in height, which cannot be labeled as hexagonal or
tetragonal as the structure is common to both and we are not sensitive to the silicon to be
able to distinguish using the silicon locations. However we can separate them into ‘tri-
angular’ and ‘rectangular’ by looking at their projection along the direction of extended
growth. A group for each of the pure (2) ‘hexagonal’ and (3) ‘tetragonal’ structures and
a separate (4) ‘hybrid’ group, that contains features of both the hexagonal and tetragonal
structures, while not being either. In total 14 different structures were generated using this
method.
The observed structures of the nanowires were compared to the generated structures
and the relative number of each were counted. All of the nanowires of <5nm in width and
5 atomic layers thick were well described by the generated structures. Some nanowires
exhibited more than one structure across its width; however this is not entirely unexpected
as the bundling of nanowires together to form larger wires is well documented [19], and in-
terface steps or variation in thickness introduce extra structures. An example of nanowires
bundling is shown in Fig. 5.5. The bundling of nanowires together will be discussed in
greater detail in Chapter 6. The number of observed instances of each interface structure
are shown in Fig. 5.6. If the strained growth correctly described the initial nucleation
mechanism of these structures we would expect to see a preference for the structures high-
lighted in dashed orange in Fig. 5.6(a) as described by the orientation relationship in
Equation (5.2). We observed an overwhelming preference for the group highlighted in
blue with an orientation relationship as described by Equation (5.1).
The difference between the two orientation relationships is a rotation of 90 ◦ of the
ErSi2−x crystal with respect to the silicon substrate and therefore the direction of extended
growth of the nanowire. The dashed orange group has the c-axis of the hexagonal silicide
perpendicular to the extended growth direction, which is predicted by the strained growth
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Figure 5.5: An example of nanowire bundling where two different structures are observed
within one nanowire. In this case we have ‘tetragonal like’ structure on the left and ‘par-
allel’ structure on the right
model, whereas the blue group has the c-axis parallel to the growth direction. For future
reference we shall use the relative orientation of the growth direction and the c-axis to
distinguish the two hexagonal structures, the dashed orange group shall be referred to as
‘perpendicular’ and structures in the blue group shall be referred to as ‘parallel’. We have
included the ‘rectangular’ 2-atom group in ‘perpendicular’ and ‘triangular’ in ‘parallel’ as
they are precursor phases of the respective groups.
5.3 Discussion
The analysis of the nanowires that were ≤ 5nm in width, showed a preference for the
hexagonal structure over all other types with 60% of the structures that were three or more
layers thick being hexagonal, 27% showing tetragonal structure and the remaining 13%
falling into the hybrid group. The preference for hexagonal is predicted by the strained
growth model, however of the 77 separate structures that were analysed only one nanowire
showed the hexagonal structure with the expected perpendicular orentation relationship
(Equation (5.2)), and 57 nanowires (74%) exhibited the unexpected parallel orientation
relationship (Equation (5.1)).
As the size of the nanostructure increases the number of structures that have the un-
expected parallel structure decreases rapidly. This implies that although strain is not the
dominant factor describing the nucleation of the ultra-small nanowires it begins to domi-
nate as the nanostructures increase in size. As the strain energy increases the nanostruc-
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Figure 5.6: (A) The possible nanowire morphologies generated using the triangular sub-
unit and the 90◦ rotational freedom associated with it. The different possibilities are
grouped into 4 distinct groups: 2 atom, Hexagonal, Tetragonal and Hybrid. For simplicity
only the Er positions are indicated by the green dots. The numbers show the number of
observed counts for each interface for nanowires of <5nm in width. The red squares indi-
cate that the pairs are 90 degree rotations of each other. The dashed orange boxes indicate
the expected projections assuming the strained growth model. (B) The two possible Si
terminations, the numbers indicate the number of observed cases of each. The blue group
are discussed in the main text.
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Figure 5.7: Two graphs that show how the phase of the nanowires changes with size.
The ‘Parallel’ groups contains both the two atom triangular projection and the hexagonal
silicides with their c-axis parallel to the direction of extended growth. The hybrid groups
contains the nanowires that are defected or faulted making them impossible to classify into
the bulk phases. Perp+Tet include hexagonal silicides with their c-axis perpendicular to the
direction of extended growth, the 2 atom square projection and the tetragonal nanowires.
Region III in (A) indicates where most experimental data has been published, II shows
the limit of the experimental data, and in region I no experimental data to date has been
published. (B) shows an alternate representation of (A) showing how the relative numbers
of each type changes with width.
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tures undergo a phase transformation to relieve this strain. Fig. 5.7 shows how the width
of the nanowire affects the observed phase. As the size of the nanowire increases the
‘perpendicular’ structures quickly dominate, however at the 0-5nm range less than 10%
(1 count) of the observed nanowires can be explained by the strained growth model. We
can explain why this orientation relationship has so far gone unobserved, through analysis
of Fig. 5.7(A). Region III from Fig. 5.7(A) gives an indication of where the majority
of the experimental data so far has been obtained. In this region the vast majority of the
nanowires are well explained by the conventional hexagonal orientation relationship and
the bulk tetragonal phase. Region II indicates the limit of the data as obtained by He at.
al. [26], here there is a large mix of ‘confused’ structures that are not well explained by
the bulk hexagonal or tetragonal phases. As of yet no data has been presented from region
I and it is within this region that the new orientation relationship dominates.
We were also able to look at the termination of the Si at the Si/ErSi2−x boundary. There
are two possible terminations, the final Si dumbbell can either be directly underneath the
interfacial Er column (as viewed along the direction of extended growth) or in between
the Er columns, the two possible terminations are shown in Fig. 5.6(B). This analysis
excludes all nanowires that had both terminations at their interfaces (10 counts), caused
by steps at the interface or single steps. Fig. 5.2(A) gives an example of the preferred
nanowire structure and ‘type a’ silicon termination. Even though our measurements are
not sensitive to the silicon positions within the nanowire we are able to infer their most
likely positions within the nanowire and have a reasonable estimate at their positions at the
surface, even without DFT modeling. Fig. 5.8 shows a schematic of the preferred ultra-
small nanowire structure (A) along the growth direction (B) perpendicular to the growth
direction. (C) & (D) show how the more common c(2 × 2) surface reconstruction could
form from this structure model. This c(2 × 2) surface reconstruction model is consistent
with the work by Eames et. al. [16].
Previous models that have been proposed from STM measurements have all assumed
strain induced growth and have enforced the orientation relationship as given by Equation
(5.2). This then means that the c-axis of the hexagonal nanowire is perpendicular to the
direction of extended growth, so in that respect our model is inconsistent with the previous
models. However our model does allow us to explain some features observed in other
STM work and does not seem to produce any features that are inconsistent with previous
work. For example Liu and Nogami show STM images of dysprosium silicide nanowires
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Figure 5.8: A schematic of a nanowire with the proposed orientation relationship. (A) &
(B) show the same nanowire from two orthogonal directions. (C) & (D) show a larger
nanowire highlighting how the common c(2 × 2) surface reconstruction could form, (C)
showing a side view of the nanowire and (D) a top down view. In (A), (B), (C) & (D)
gray indicates silicon in the substrate, yellow indicates silicon in the nanowire and green
the erbium positions, where in (C) & (D) red and blue highlight the c(2 × 2) surface
reconstruction.
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Figure 5.9: A high resolution STM image (25 nm×25 nm) from Chen et. al.’s paper [27],
showing a nanowire with a c(2×2) surface reconstruction (inset (3 nm×3 nm)) and an
edge reconstruction with periodicity 2aSi.
in Fig. 7b of their paper [19], that show a surface modulation of length 2aSi from region
(II) and 1aSi from region (III). These modulations can be explained easily in terms of
the graphene like silicon layer separation within the ErSi2−x structure. At the nanowire
surface the topmost silicon atoms would be free to dimerize as shown in Fig. 5.8(B),
which would give the 2aSi spacing observed by Liu and Nogami. If the dimerization did
not occur the spacing would halve, which explains the 1aSi periodicity. Our model is also
able to adopt the more common c(2 × 2) surface reconstruction as shown in Fig. 5.8(C)
which is also observed by Liu and Nogami in Fig. 7 (D), (E) and (F) of their paper.
We are also able to propose explanations for features that are not at the top surface of
the nanowire. Chen et. al. [27] published an image of a nanowire, which has a periodic
structure apparent on the side wall of the nanowire with a periodicity of 2aSi. Fig. 5.9
shows the image. This periodicity can be explained in terms of a dimer row forming up
the side of the nanowire as shown in Fig. 5.8(B).
The stability of this new orientation relationship does pose some interesting questions.
According to conventional epitaxial growth theory it should not exist, the nanowire is
existing in a highly strained configuration. We are unlikely to be able to explain the orien-
tation in terms of compressibility as preliminary structurally optimized CASTEP calcula-
tions on the hexagonal ErSi2 unit cell show that the change in energy of the unit cell re-
sulting in a compression of the c-axis to 3.84A˚ results in an energy increase of 0.04951eV,
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where an expansion of the a-axis to 3.48A˚ results in an energy increase of 0.00604eV.
More detailed calculations on a ErSi2−x 2×2×2 supercell with a vacancy ordering of 2C
were attempted but did not complete within time constraints.
There have been previous DFT calculations that have suggested that the accepted
‘strained growth’ orientation relationship is not the lowest in energy configuration for
rare earth silicide nanowires on the Si(001) surface. Eames et. al. found that the lowest
energy configuration was a ‘tetragonal’ nanowire parallel with the Si dimer rows [16]. In
this paper Eames et. al. have differentiated hexagonal and tetragonal at the 1 RE atom
level by using the surface reconstruction of the silicon at the top of the nanowire. Their
tetragonal model could equally be considered to be a hexagonal nanowire with its orienta-
tion relationship as described by Equation (5.1), the parallel orientation, which only differs
from what we observe at the nanowire / silicon interface, in that their model has a b-type
interface rather than the a-type that was observed to be preferred.
If we assume that all nanowires nucleate with this unexpected orientation relationship
as described by Equation (5.1) there must be some mechanism to transform from the ‘par-
allel’ hexagonal orientation relationship to the ‘perpendicular’ and tetragonal phases. A
possible mechanism for transforming the nanowire between phases is shown in Fig. 5.10.
The image shows a vacancy defect that could progress across the width of the nanowire al-
lowing the nanowire to transform from the edge across. This transformation would require
the erbium atom to move both along the width of the nanowire and along the length of the
nanowire. The silicon network would also require rearrangement however this would be
made easier by the large number of vacancies within the silicon network.
He et. al. in their paper [26], indicate that the morphology that they observe for DySi2
nanowires is hexagonal in the expected orientation (Equation (5.2)) at the interface with
a ‘faulted’ tetragonal like layer on top. In the ‘∼10’ nanowires that they analyse not one
nanowire exhibited the opposite. The growth method that they used was different from
ours in that it was hotter and shorter. However if their result is reproducible it implies that
different growth conditions or different rare earth metals will produce different nanowire
structures. This has many different implications for this field. Firstly DFT work in this area
has generally used Y as a substitute for the rare earth metal as it is less computationally
expensive. If it can be shown that the choice of rare earth metal is affecting the structure
rather than the growth conditions, this substitution may not be valid. Secondly if different
ultra-small nanowire structures are obtainable through different growth conditions or rare
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Figure 5.10: An image of a larger nanowire displaying a defect that could be an indication
that the nanowire is undergoing a transformation of phases. The black circle and red arrow
indicate the possible movement of erbium atoms
earth metals this opens up the possibility of tuning the structural and electronic properties
through the use of different rare earth metals or even intermixing of different metals.
5.4 Conclusions
We have shown that the preferred ErSi2−x morphology for nanowires less than 5nm in
width is hexagonal with the c-axis aligned along the direction of extended growth. On the
vicinial Si(001) surface the preferred silicon interface termination for nanowires ≤ 5nm
in width is ‘a-type’ as defined if Fig. 5.6. A possible structure model for the observed
morphologies of the nanowires is shown in Fig. 5.8.
We have shown that the accepted growth model fails to explain the structure of the
ultra-small ErSi2−x. The preferred structure of the ErSi2−x is hexagonal with the c-axis
aligned along the direction of extended growth with a preference for the final Si dumbbell
to be directly underneath the interfacial Er column. The results imply that strain is not the
dominant factor in the formation of the ultra-small nanowires. The existence of larger is-
lands on the same sample with the expected orientation shows that as the nanowires evolve
into islands, strain becomes the dominant factor and the islands reorganize their structure
to compensate the strain build up. The reason that this structure has not been previously
observed is attributed to the fact that previous studies have not analysed structures in this
size range and that the new orientation does not survive as the nanowire size increases.
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Our structure model is able to describe some of the periodic features from previous
work that have so far been unexplained in terms of the atomic structure and known dimer-
ization mechanisms, and is fully consistent with previous work.
Our results also show that there is a critical width for the unexpected ‘parallel’ struc-
ture, as no nanowires of widths <15nm were observed with the parallel structure, suggest-
ing that there is a cutoff in the 10-15nm region, which is quite probably due to increasing
strain in the nanowire. We have observed nanowires that have defects within their crystal
structure hinting at a method for the transformation of one phase into another, Fig. 5.10
shows such a nanowire. This suggests that the transformation occurs from the edge and
progresses across the nanowire laterally.
The work of Eames et. al. [16] provides a possible explanation for the observed orien-
tation relationship of the ultra-small nanowires. In their work they found that on the clean
dimerized Si(001) surface the ‘tetragonal’ structure was lower in energy than the ‘hexago-
nal’ structure, regardless of the dimer row direction. However their ‘tetragonal’ structure
can be described in terms of a hexagonal structure with its c-axis parallel to the growth
direction, which is what we observe as the preferred structure for ultra-small nanowires.
This implies that the observed orientation relationship is lower in energy than the accepted
strained growth orientation relationship. Eames et. al. note in their paper [16] that the sur-
face reconstruction of the hexagonal nanowire does not form the c(2 × 2) which is more
commonly observed in STM, where their ‘tetragonal’ nanowire does, so they conclude
that most nanowires are tetragonally capped. However our results indicate that instead of
the surface being tetragonally capped the whole nanowire has the parallel structure. The
fact that the ‘parallel’ structure is able to access the c(2×2) surface reconstruction and that
the ‘perpendicular’ structure was not able to may indicate that the surface reconstruction
may be the reason for the preference for the ‘parallel’ structure.
Chapter 6
The Structure and Interface Structure
of ErSi2−x Nanostructures on Vicinal
Si(001)
6.1 Introduction
This chapter focuses on the structure and interface structure of the larger ErSi2−x nanos-
tructures on vicinal Si(001), focusing on the interface structure. Where possible we shall
investigate how the ultra-small nanostructures evolve into larger islands. Although this
system has been well studied by high resolution transmission electron microscopy tech-
niques, the interfaces of these systems have not resolved in most of the previous studies
[26]. We shall investigate the structure of this critical region using Aberration Corrected
Scanning Transmission Electron Microscopy (AC-STEM) and discuss the observations
where relevant in terms of the result discussed in Chapter 5. Due to the rather fragmented
nature of this chapter the results and discussion will be presented at the same time.
Using AC-STEM will allow us to access detail that was not obtainable with conven-
tional HRTEM, allowing us to directly image the structure of the interface at atomic res-
olution. We will be able to make direct comparisons between the data and models to give
an accurate description of the structure and interface structure.
The interfaces of these systems is of technological importance as the Schottky barrier
characteristics of a system can be dominated by the interface structure. In NiSi2 Tung et.
al. found that a rotation of the overlayer by 180◦ alters the Schottky barrier by 0.14eV. The
ErSi2−x nanostructures could find potential applications as an interconnect in future elec-
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tronic devices, due to their extreme aspect ratios and conductivity, or as Schottky contacts
for spin injection in spintronic devices due to their unique Schottky characteristics. In
order for this to be achieved the Schottky barrier characteristics of the ErSi2−x nanostruc-
tures need to be known, and correlated to a structure that can be reliably reproduced. This
may allow the tuning of the Schottky barrier, if the interface structure or bulk structure can
be controlled through the growth conditions.
Here we start the process by detailing the various interface structures that the ErSi2−x
system is observed to adopt, and compare our observations with previous models.
6.1.1 Previous Work
The previous work in this area has already been well covered in chapter 2, so only the
directly relevant information shall be presented within each section.
6.1.2 Experimental
The samples used for this investigation were the same used for the analysis of ultra-small
nanowires. Thus all experimental set-ups and procedures are identical to those covered in
Chapter 5.
6.2 Results and Discussion
6.2.1 Island Growth
STM measurements have observed that around large islands there can be a large depression
in the surrounding silicon, suggesting that the nanowire has eaten down into the substrate.
An example from Liu et. al.’s paper [28] is shown in Fig. 6.1. This implies that the
nanostructures could be growing down into the substrate as well as consuming silicon
laterally. Chen et. al. however reported that they did not observe any ‘detectable protrusion
of the nanowires below the Si(001) surface’ [12] from HRTEM data, however no images
were published. If the nanowires are growing down into the substrate, rather than sitting
on top this should be easy to spot from our high resolution cross sectional images.
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Figure 6.1: An image from Liu et. al.’s paper [28] showing the depression in the silicon
around a large island. The dotted line indicates the location for the line scan. The image
is 300nm × 300nm.
Islands and nanowires were grouped into three categories, proud, indent and rectangu-
lar depending if the nanostructures appeared to be growing on top of the silicon surface,
into the silicon surface or neither, a combination of both. The different criteria used are
displayed in Fig. 6.2(b). The number of nanowires displaying each growth mode was
counted as a function of width. The percentage results are shown in Fig. 6.2
We observed that as the width of the nanostructures increased the number that showed
no level of growing down into the substrate decreased. The number of nanowires that were
completely submerged stayed constant at ∼10%. This implies that the nanostructures do
grow down into the substrate, although slowly. If there was no transport of erbium down
into the silicide we would expect to find that the relative numbers of the ‘indent’, ‘proud’
and ‘both’ would stay relatively constant as width increases. We would expect some counts
in ‘indent’ and ‘both’ as STM measurements have shown the nanowires grow into terrace
edges and burrow into them [19, 27, 147].
6.2.2 Interface Layer Brightness
It was noticed that often the erbium columns at the top and bottom of the nanostructure
are dimmer than the columns within the bulk. This is shown in Fig 6.3, a line scan across
a nanoisland shows decreased intensity for the Er columns at the interface and the surface
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Figure 6.2: (A) How the apparent growth mode of the nanostructures changes with width.
Blue triangles - proud, green squares - indent, red circles - both. (B) the criteria used to
determine if the nanowire was ‘proud’ ‘indent’ or ‘both’.
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of the nanowire.
A loss of intensity for columns at the top of the nanowire are easy to explain in terms
of oxidation or incomplete columns, which are often observed in STM as top layer patches
on the surfaces of the nanostructures. An example image from Wanke et. al.’s paper [29]
is shown in Fig. 6.4(A), showing second layer growth (highlighted by the red oval) of a
dysprosium silicide nanowire which was grown at similar temperatures to our samples.
The loss of intensity at the interfacial columns is more difficult to explain from only
one projection. By looking at images perpendicular to the direction of extended growth
we are able to attribute the dimming of the interfacial layer to defects in the interface layer
along the growth direction. Fig. 6.4(B)&(C) show two cross sectional STEM images
obtained during this work showing the observed defects, Fig. 6.4(B) shows two defects
where the Er column has been shifted from its bulk position, and a vacancy at the interfa-
cial layer. These vacancies could be enough to break the electron channeling condition and
reduce the brightness of the interfacial layer. Fig. 6.4(C) shows where the bottom most Er
layer is incomplete. A reduction in the number of atoms in the column will definitely give
a reduced signal.
6.2.3 Nanowire Bundling
As mentioned in Chapter 5 we have observed nanowires that appear to show the effects
of bundling. The growth of large islands is thought to begin with the bundling of smaller
nanowires into one larger structure [28, 148], and bundles of nanowires are often observed
in STM measurements, an example of which from Liu et. al’s [19] paper is shown in Fig.
6.5, Fig. 6.4(A) also shows bundled nanowires.
We have observed features in some small to medium sized nanowires that exhibit de-
fects in the structure which we attribute to the fusing of bundled nanowires beginning to
join. Two examples of this are shown in Fig. 6.6(A) & (B).
Fig. 6.6 shows two nanowires that have defects along their length, Fig. 6.6(A) shows
a defect that appears to have formed when two nanowires from different terraces joined,
resulting in a different height either side of the defect. Fig. 6.6(B) shows three instances
of this within one nanostructure where it appears as if four nanowires fused together.
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Figure 6.3: An image of a nanowire showing the reduction in intensity at the interface and
top of the nanowire. The red line indicates the position of the intensity line scan, where the
shaded area around the line indicates the area of influence. There is a decrease in intensity
of ∼14% between layer 3 and 1.
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Figure 6.4: (A) An STM image from Wanke et. al.’s [29] paper showing second layer
growth (highlighted by the red oval) on a dysprosium silicide nanowire, grown by post
anneal at 600◦ C of 1A˚ of dysprosium. (B) & (C) Two cross sectional STEM images, not
from Wanke et. al.’s paper, taken with the direction of extended growth perpendicular to
the viewing direction. (B) shows two defects at the interface layer, (a) a vacant column,
with the two erbium columns to the right of the vacancy shifted from their bulk positions
(b) an Er column that has been shifted up into the silicide away from its bulk position.
(C)(c) shows where the bottom-most Er layer finishes, leaving an incomplete column in
the perpendicular direction.
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Figure 6.5: An example of smaller nanowires bundling to form larger structures for dys-
prosium silicide nanowires published by Liu et. al. [19]. The sample was grown by a
hot deposit and post anneal method to a thickness of 0.53ML. The image was obtained at
-1.2V over an area of 50nm × 50nm.
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Figure 6.6: Two nanostructures that appear to show the effects of nanowire bundling. Both
nanostructures show defects where it appears that nanowires have joined to form a larger
structure. The defects are marked by red dashed ovals
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The observation of the formation of bundles had previously caused some questions
to be asked about the growth mechanism. The formation of bundles is not expected if
the lattice match is so poor perpendicular to the growth direction [16], rather it would be
expected that the strain associated with the poor lattice match would discourage nanowires
from bundling together. This effect has been observed and well documented in other
systems. The effect is strong enough to encourage self organization of quantum dots
when grown on semiconductor surfaces [149, 150]. This dilemma can be solved using
the observation of the new orientation relationship for ultra-small nanowires discussed in
Chapter 5. As the c-axis of the nanowires has been shown to lie parallel to the direction
of extended growth meaning that the low strain direction is perpendicular to the direction
of extended growth and at a growth temperature of 600◦C the lattice mismatch between
the hexagonal silicide a-axis and the silicon substrate is -0.39%, meaning that there will
be almost no strain field around the nanowires.
6.2.4 Strain Relaxation
The rare earth silicide nanostructures have previously been shown to be almost completely
relaxed [26], here we detail the observed mechanisms through which this is achieved.
Double Stepped Interfaces
The stepped interface is not new, as it has been observed and described in terms of a strain
reducing mechanism by Qiu et al [18]. This structure shall be referred to as a double
step reconstruction as it requires the silicon substrate to form a double step underneath
the nanostructure. This was originally encouraged by using a vicinal surface, so the steps
are already there to be used by the nanowire. The optimal step width for strain reduc-
tion depends on the silicide mismatch and can be estimated by examining the bulk lattice
parameters for the silicide and the silicon substrate. For Er the optimal periodicity was
calculated to be ∼8 atoms (7.68 atoms) as the difference between the constrained sili-
cide and the relaxed silicide is 0.25A˚ and the extra space introduced by the double step
is 1.92A˚. The 4◦ vicinal surface with double steps has an average step width of 7 atoms,
which matches well with the erbium silicide optimal spacing. An example of this structure
is shown alongside a graphical representation in Fig. 6.7.
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Figure 6.7: (Top) A large hexagonal silicide nanowire with its c-axis perpendicular to the
direction of extended growth showing a step width of 7 atoms at the interface. (Bottom)
A graphical representation of the step showing how it allows the silicide to relax.
Single Stepped Interfaces
This reconstruction has not been previously observed or predicted. This reconstruction
occurs when the silicon substrate forms a single step underneath the nanowire, and is much
less common than the double step alternative. An example of this interface is shown in Fig.
6.8. This could be due to the fact that large terraces are required in order not to encounter
a double step at the edge of the terrace. As we are growing on vicinal surfaces these large
flat areas are not common. Not only are these large flat terraces rare, this interface is
higher in energy than the double step alternative, which is shown from the Burgers vector
analysis of the two defects shown in Fig. 6.7 & 6.8. The single step structure has a larger
Burgers vector of length
√
22
12
aSi (0.39aSi) in the [33¯2] direction, compared to the shorter
Burgers vector associated with the double step alternative of
√
2
4
aSi (0.35aSi) in the [11¯0]Si
direction.
In the example in Fig. 6.8(a) the erbium silicide is almost completely relaxed with
a lattice spacing of ∼4.04±0.1A˚ as measured over 10 atomic columns, which is within
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experimental error of the bulk lattice parameter of 4.09A˚. As the single stepped interface
gives exactly the same extra space to relax into as the double step (1
2
silicon dumbbell
spacing (1.92A˚)), we expect the average step spacing to be the same in both the single step
and double step cases. For the single step case, as the nanowire is dropping one Si atom
down every 10 dumbbells (on average) we would expect to see a relative rotation of the
silicide island of 2◦ toward the Si[11¯0] for a system that adopts this defect structure.
If we look at the single step defect in greater detail we note that the structure will only
repeat every four steps. Fig. 6.9 shows a structure model of this system, the blue atoms
are silicon that are in plane with the erbiums and red are silicon atoms that are out of plane
with the erbiums. As the structure progresses down the second step the silicons are now
directly beneath the erbium atom, which would be a highly strained arrangement. Either
these steps are much shorter than the previous, or the single step could be followed by a
double step to avoid the in plane silicon atoms. This double step immediately after the
single step was observed and is shown at the top of Fig. 6.9.
In Fig. 6.9(A) we cannot say with any certainty that the silicon columns that have
been highlighted in blue and red are definitely in and out of plane with the erbium atoms,
as we do not have a 3D image of this structure. However the model proposed in Fig.
6.9(B)&(C) shows that any other arrangement will result in erbium and silicon atoms
ending up unrealistically close together.
6.2.5 Triangular ErSi2−x Interface Projection
We also observe a tendency for nanostructures to have a triangular projection of the Er
columns at the interface with the silicon substrate. The ‘triangular’ structure is described
in Fig. 2.2 in Chapter 2. This was shown in the example of the single stepped interface
in Fig. 6.8. This feature was observed in all sizes of nanowires, but as the size of the
nanowire increases, the percentage of the nanowires exhibiting the triangular interface
projection decreases. This trend is shown in the bar chart in Fig. 6.10. This indicates as the
nanowires get larger the strain associated with the increasing size is having an effect on the
interface structure, possibly by the introduction of interface steps. Or the nanowires that
are larger have had longer to stabilize their interfaces into a lower energy configuration.
This structure has been observed before, where in the thulium silicide system the or-
thorhombic structure was observed to exist at the interface with the hexagonal silicide on
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Figure 6.8: (A) A STEM image of an island showing an example of a single step interface
allowing strain relaxation within the overlayer. (B) A model showing the structure of the
single step and the associated Burgers vector of
√
22
12
aSi.
top. The existence of this biphasic silicide was attributed to a mechanism for strain accom-
modation at the interface with the substrate [97]. We are able to examine this possibility
using our data. It was observed that as the nanowire size and therefore strain increases the
number of nanowires exhibiting this interface defect decreases. In the simplest case, if this
were a strain reduction mechanism we would expect a positive correlation.
Original in colour 143
Figure 6.9: (A) The example of the single stepped nanowire showing a double step at the
right hand edge immediately after the single step. (B)&(C)Two projections of a structural
model of the single step defect. The blue and red indicate silicon atoms, where blue is in
plane with the erbium atoms (green), and red is out of plane. From left to right: After a
single step it is unlikely that another will directly follow as this would bring the erbium
atoms unrealistically close to the silicon atoms that are in plane. It seems more likely that
a double step would form after the single step to avoid this.
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Figure 6.10: A chart showing how the number of nanostructures that exhibit the defected
interface varies with width. Blue indicates interfaces that are completely defected, red
interfaces that show no defect and green indicates that both areas of defect and no defect
are present.
We can also examine this structure in terms of the new orientation relationship for
ultra-small nanowires. Using the new orientation relationship we can explain the pref-
erence for ultra-small nanowires to have a triangular projection at the interface as this
results from the parallel structure. However the existence of the triangular projection in
larger islands cannot be explained this way. This structure is unlikely to be a leftover unre-
constructed remnant of the parallel structure as the larger structures only exhibit one layer
of the triangular projection, indicating that the layers above this have already been recon-
structed. In some cases of tetragonal nanoislands there have been extra planes inserted in
order to bring the triangular projection to the interface as shown in Fig. 6.11. This im-
plies that the triangular projection at the interface is energetically favorable, the negative
correlation between size and structure size can be explained if the triangular projection is
a competing strain reduction mechanism with the double stepped interface. As the nanos-
tructure becomes larger it is more likely to encounter a double step on the Si(001) surface,
increasing the number of islands that have double steps at their interface.
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Figure 6.11: A HAADF-STEM image of a tetragonal nanoisland that shows an insertion
of an extra plane in order to bring the triangular projection to the interface with the silicon
substrate. The tetragonal structure is highlighted by the dashed lines, however in Region
A there is an extra plane inserted, highlighted by the red extensions to the dashed lines.
6.2.6 Interface Vacancies
Many of the interfaces we observed showed vacancies. This is attributed to growth of the
rare earth silicide into the silicon, which is known to be slow [82], forming a deficiency
of erbium at the growth front. As the presence of the extra erbium atom at the interface
will result in a distortion of the silicon substrate, it is not unfeasible that this would make
it preferential for the erbiums to align into a column rather than randomly position them-
selves at the interface. An example of this in a nanowire and an island is shown if Fig.
6.12.
6.2.7 Indented Er Columns at the ErSi2−x / Si Interface
Fig. 6.12(B) shows a large islands displaying vacancies along its interface, however upon
closer inspection we can observe that some of the Er columns do not sit in the expected
positions. Some have been shifted upwards towards the silicide layer. This has been
observed in a number of systems as it is also observed in 6.12(A), however it has only
been observed at interfaces that have a triangular projection. We observe that the Er plane
separation is 15
22
% (0.68%) less than in the bulk silicide. This puts the Er column very
close to the silicon within the silicide as shown in Fig. 6.13. Here the Er-Si separation
between the indented Er and the silicon highlighted in red is 2.2A˚ where usually in this
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Figure 6.12: (a)An image of a nanowire showing a nanowire displaying interface vacan-
cies, the vacant columns are highlighted by the red circles. (b) A larger island also showing
interface vacancies, the arrows highlight Er columns whose positions are shifted up, to-
wards the silicide layer.
interface the shortest Er-Si distance is 2.8A˚. When compared to what we would expect
the bond length to be from a simple covalent radii estimation of 3A˚ (198pm + 111pm),
we would expect the measured separation of 2.2A˚ to be highly strained. However it has
been observed that the vacancies within the silicon matrix in the RESi2−x is more highly
ordered than in bulk, to the point where 2C ordering has been observed. If these silicon
vacancies were to order along the highlighted column this would allow the Er atoms to
relax into those vacancies reducing the strain of this configuration. These defects have
only been observed at interfaces that have the triangular projection.
6.3 Conclusions
The interfaces of the ErSi2−x nanostructures have been found to be extremely varied,
showing variation in structure and strain reduction mechanisms. Sometimes even a single
nanostructure can exhibit a variety of different interface morphologies. All of the features
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Figure 6.13: The proposed structure for the indented interface. The atom highlighted in
red is a Si atom that would be very close to the indented Er atom. The highlighted Si atom
is not in plane with the Er atom, it sits between the Er planes formed by the triangular
projection.
in the ErSi2−x can be described in terms of the triangular subunit common to the hexagonal
and tetragonal ErSi2−x phases with the one exception of the ‘indented interface’ structure.
The subunit is able to form triangular and square projections due to the 90◦ rotation it
is capable of, however the indented interface can be understood as a relaxation of an Er
column due to ordered silicon vacancies at the interface. If each of the different interface
structures presented here exhibit measurable different Schottky barrier characteristics, and
the preferred interface type can be controlled through the growth conditions there is huge
potential for Schottky barrier engineering in this system.
The various structures detailed include: The growth mechanics of the ErSi2−x nanois-
lands. A dimming of the upper and lower Er columns within the ErSi2−x nanostructure.
The effect of bundling on the nanostructure interface. A previously unobserved single step
interface relaxation mechanism. A preference for the nanostructures to form a triangular
projection at their interface along the direction of extended growth. Interface vacancies
and the previously mentioned indented interface structure.
The nanoislands were found to grow down into the silicon substrate slowly, contrary
to previous measurements by examining the interfaces of structures as a function of width
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and observing if the nanostructure interface extended below the silicon substrate surface.
The dimming of the Er column at the interface and the top of the nanostructure were
attributed to incomplete and defected columns which were observed from STM mea-
surements and cross sectional TEM samples perpendicular to the growth direction of the
nanowires.
The bundling of nanowires into larger structures cannot be explained in terms of the
strained growth model, as in similar strained growth systems, the strain causes the nanos-
tructures to repel one another. However by reexamining this phenomenon in terms of the
new orientation relationship found to exist in the ultra-small nanowires, this can be ex-
plained as the strain field perpendicular to the nanowires will be small due to the small
missmatch between the nanowire and the substrate.
We have observed a new strain reduction mechanism where the ErSi2−x nanoisland
drops down a single step on the silicon surface from cross sectional STEM images. This
strain reduction mechanism is much rarer than the better studied double step alternative,
and was shown to be higher in energy than the double step by Burgers vector analysis.
The observation of the preference for the triangular projection at the interface cannot
be easily explained in terms of either the strained growth model or the new orientation
relationship. However it can be explained in terms of a strain reduction mechanism that
competes with the double stepped interface.
The vacancies that are observed at the ErSi2−x interface are attributed to a deficiency
of erbium at a growth front of the nanostructure as it grows down into the substrate. As the
movement of erbium atoms has been shown to be very much slower than the movement of
silicon atoms [82].
The indented interface as previously mentioned cannot be explained with the simple
triangular subunit common to both the hexagonal and tetragonal silicides, as the interfaces
generated bring Er atoms unrealistically close to Si atoms. The structure is thought to be
the result of a relaxation of the Er column due to an ordered Si vacancy at the ErSi2−x
interface.
Chapter 7
Conclusions and Further Work
7.1 Conclusions
We have shown the erbium silicide nanostructures on Si(001) system to be more complex
than previously thought. The interfaces of the nanostructures were analysed in Chapter
6 and were shown to exhibit many different morphologies that are not predicted or even
explainable in terms of the currently accepted growth model. In chapter 5 we show that the
structure of the ultra-small nanowires is hexagonal with its c-axis parallel to the extended
growth direction.
Our results suggest that assumptions that result from the stained growth model, namely
the orientation relationship, that have been used in all DFT calculations and STM simula-
tions to date is not valid.
7.1.1 Capping
We have shown that titanium or silicon capping does not seem to affect the morphology
of ErSi2−x nanostructures, as similar features were observed in titanium capped, silicon
capped and non-capped samples. Smaller nanowires appear to be more susceptible to
oxidation than larger islands as they were observed to still show an oxide region even
when the islands were well protected.
Silicon capping is technically easier to achieve than titanium capping with the equip-
ment that we had available and seems to provide better protection. Silicon capping was
also shown to greatly reduce the beam sensitivity of the nanowires allowing repeated
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scans of the same structure without losing information, where as with titanium capping
the nanowire was amorphized from the top down. This indicates that the electron beam
was driving a reaction between the nanowire and the oxygen or titanium, rather than sim-
ply causing beam knock on damage to the nanowire.
7.1.2 Ultra-Small ErSi2−x Nanowire Structure
We have shown that the preferred ErSi2−x morphology for nanowires less than 5nm in
width is hexagonal with the c-axis aligned along the direction of extended growth. On the
vicinial Si(001) surface the preferred silicon interface termination for nanowires ≤ 5nm
in width is ‘a-type’. A possible structure model for the observed morphologies of the
nanowires is shown in Fig. 5.8.
We have shown that the accepted growth model fails to explain the structure of the
ultra-small ErSi2−x nanowires. The preferred structure of the ErSi2−x is hexagonal with
the c-axis aligned along the direction of extended growth with a preference for the final
Si dumbbell to be directly underneath the interfacial Er column. The results imply that
strain is not the dominant factor in the formation of the ultra-small nanowires. The exis-
tence of larger islands on the same sample with the expected orientation shows that as the
nanowires evolve into islands, strain becomes the dominant factor and the islands reorga-
nize their structure to compensate for the strain build up. The reason that the unexpected
ultra-small ErSi2−x nanowire structure has not been previously observed is attributed to the
fact that previous studies have not analysed small enough structures, as the new orientation
does not survive when the nanowire size increases.
Our structure model is able to describe some of the periodic features from previous
work that have so far been unexplained in terms of the atomic structure and known dimer-
ization mechanisms, and is fully consistent with previous work.
Our results also show that there is a critical width for the unexpected ‘parallel’ struc-
ture, as no nanowires of widths <15nm were observed with the parallel structure, suggest-
ing that there is a cutoff in the 10-15nm region, which is quite probably due to increasing
strain in the nanowire. We have observed nanowires that have defects within their crystal
structure hinting at a method for the transformation of one phase into another. Fig. 5.10
shows such a nanowire. This suggests that the transformation occurs from the edge and
progresses across the nanowire laterally.
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The work of Eames et. al. [16] provides a possible explanation for the observed orien-
tation relationship of the ultra-small nanowires. In their work they found that on the clean
dimerized Si(001) surface the ‘tetragonal’ structure was lower in energy than the ‘hexago-
nal’ structure, regardless of the dimer row direction. However their ‘tetragonal’ structure
can be described in terms of a hexagonal structure with its c-axis parallel to the growth
direction, which is what we observe as the preferred structure for ultra-small nanowires.
This implies that the observed orientation relationship is lower in energy than the accepted
strained growth orientation relationship. Eames et. al. note in their paper [16] that the sur-
face reconstruction of the hexagonal nanowire does not form the c(2 × 2) which is more
commonly observed in STM, where their ‘tetragonal’ nanowire does, so they conclude
that most nanowires are tetragonally capped. However our results indicate that instead of
the surface being tetragonally capped the whole nanowire has the parallel structure. The
fact that the ‘parallel’ structure is able to access the c(2×2) surface reconstruction and that
the ‘perpendicular’ structure was not able to may indicate that the surface reconstruction
may be the reason for the preference for the ‘parallel’ structure.
7.1.3 Interface Structures of ErSi2−x Nanostructures
The interfaces of the ErSi2−x nanostructures have been found to be extremely varied,
showing variation in structure and strain reduction mechanisms. Sometimes a even single
nanostructure can exhibit a variety of different interface morphologies. All of the features
in the ErSi2−x can be described in terms of the triangular subunit common to the hexagonal
and tetragonal ErSi2−x phases with the one exception of the ‘indented interface’ structure.
The subunit is able to form triangular and square projections due to the 90◦ rotation it
is capable of, however the indented interface can be understood as a relaxation of an Er
column due to ordered vacancies at the interface. If each of the different interface struc-
tures presented here exhibit measurably different Schottky barrier characteristics, and the
preferred interface type can be controlled through the growth conditions, there is huge
potential for Schottky barrier engineering in this system.
The various structures detailed include: The growth mechanics of the ErSi2−x nanois-
lands. A dimming of the top and bottom Er columns within the ErSi2−x nanostructure. The
effect of bundling on the nanostructure interface. A previously unobserved single step in-
terface relaxation mechanism. A preference for the nanostructures to form a triangular
projection at their interface along the direction of extended growth. Interface vacancies
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and the previously mentioned indented interface structure.
By examining the interfaces of structures as a function of width and observing if the
nanostructure interface extended below the silicon substrate surface, it was found that the
nanoislands grow slowly down into the silicon substrate, contrary to previous measure-
ments which suggest that this did not occur [12].
The dimming of the Er column at the interface and the top of the nanostructure in
STEM images, was attributed to incomplete and defected columns which were observed
from STM measurements and cross sectional TEM samples perpendicular to the growth
direction of the nanowires.
The bundling of nanowires into larger structures cannot be explained in terms of the
strained growth model, as in similar strained growth systems, the strain causes the nanos-
tructures to repel one another. However by re-examining this phenomenon in terms of
the new orientation relationship found to exist in the ultra-small nanowires, this can be
explained by the strain field perpendicular to the nanowires being small, due to the small
mismatch between the nanowire and the substrate.
We have observed a new strain reduction mechanism where the ErSi2−x nanoisland
drops down a single step on the silicon surface from cross sectional STEM images. This
strain reduction mechanism is much rarer than the better studied double step alternative,
and was shown by Burgers vector analysis to be higher in energy than the double step.
The observation of the preference for the triangular projection at the interface cannot
be easily explained in terms of either the strained growth model or the new orientation
relationship. However it can be explained in terms of a strain reduction mechanism that
competes with the double stepped interface.
The vacancies that are observed at the ErSi2−x interface are attributed to a deficiency
of erbium at a growth front of the nanostructure as it grows down into the substrate; as
the movement of erbium atoms has been shown to be much slower than the movement of
silicon atoms [82].
The indented interface as previously mentioned cannot be explained with the simple
triangular subunit common to both the hexagonal and tetragonal silicides, as the interfaces
generated bring Er atoms unrealistically close to Si atoms. The structure is thought to be
the result of a relaxation of the Er column due to an ordered Si vacancy at the ErSi2−x
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interface.
7.2 Further Work
Further work is necessary in order to better characterize the unexpected orientation rela-
tionship and its associated properties. Calculations or measurements will be necessary to
obtain its electrical characteristics as these are the most important for potential applica-
tions.
Work to see if the other rare earth metals behave in a similar way to erbium is also
necessary. If it is found that yttrium behaves in a different way to erbium, calculations
that substitute yttrium for the lanthanide metal will not be valid, making many of the
calculations performed to date invalid.
If it is found that erbium is unique in forming the unexpected orientation relation-
ship during the initial stages of nanowire formation, it would be interesting to investigate
whether this structure has any unique properties that could be harnessed as compared to
the rest of the rare earth series.
The Schottky barrier of this system would also be a profitable area of continued re-
search as some of the potential applications of this system rely on its unique Schottky bar-
rier characteristics. If the different observed interface structures produce measurably dif-
ferent Schottky barriers and the structure of the interface can be controlled via the growth
conditions, there is the possibility of further tuning the Schottky barrier through selection
of the desired interface type as well as the rare earth metal.
As the accepted growth model is clearly fails to describe the nucleation and initial
growth of erbium silicide nanowires, further calculations should be conducted to determine
the driving force behind the growth. Eames et. al. have begun this process by showing
that the observed ultra-small nanowire structure is potentially lower in energy than the
currently accepted structure.
One area that was not covered in this work was the Si vacancy ordering within the
nanowires. If time on a more stable microscope could be procured, trying to directly
image the vacancy ordering would allow the structure to be incorporated into simulations
and calculations. If it is found that the vacancy structure is dependent on the the growth
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or size of the nanowire, this would allow another dimension for engineering the nanowire
properties for applications.
Appendix A
Appendix - Sample Preparation
A.1 TEM Sample Preparation
Throughout this study the tripod method of cross sectional sample preparation was used,
therefore this method will be covered in greatest detail, however other methods are used
in the field and shall be discussed briefly
A.1.1 Materials Required
1. Equipment
(a) SiC p1200 grit self adhesive polishing pads
(b) Diamond lapping pads 6µ-0.5µ
(c) Gatan rotary polisher
(d) Glass plate with metallic backing
(e) Metallic plate
(f) Precision circular saw
(g) Hot plate
(h) Petri Dishes × 3
(i) Tripod Polisher with glass stub
(j) Glass leveling plate
2. Tools and Consumables
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(a) Tweezers
(b) Scissors
(c) Vacuum tweezer
(d) TEM sample rings (Mo or Cu)
(e) Epoxy glue (Gatan G1)
(f) Toothpicks
(g) Circular filter paper
(h) Diamond scribe
(i) Membrane boxes
(j) Glass slides
(k) Hand blower
(l) Bulldog clip
(m) Crystal bond wax
(n) Solvents - Acetone, Ethanol, Isopropanol
(o) Microfiber cloth
A.1.2 Tripod Polishing
The tripod polishing technique is suitable for thin films or nanostructures grown on a bulk
substrate. However it could be extended to free nanostructures that could be embedded in
a glue layer.
This procedure assumes that the sample of interest is a small silicon chip of approxi-
mate dimensions 10×3mm with a film grown in a system similar to the one used in this
thesis, however extending the procedure to samples of different sizes is straight forward.
1. Cut two (method 1) or one (method 2) silicon chips to the same size as the sample
with film by measuring the sample against some scrap silicon and cleaving.
2. Mix some Gatan G1 epoxy and test it prior to use to ensure that the mix is good on
a glass slide.
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(a) Method 2: Glue the two pieces scrap Si to the sample, one to act as a mechan-
ical support and the other to act as a covering layer. Glue the scrap silicon so
that the shiny side of the scrap silicon faces the shiny side of the sample and
rough side to rough side, so that by inspecting the surfaces it will be obvious
which glue line has the interface of interest. When curing the epoxy use a
bulldog clip to apply constant pressure to the ‘sandwich’ to press out the glue.
(b) Method 1: Glue the piece of scarp Si to the sample, to act as a covering layer.
Glue the scrap silicon so that the shiny side of the rough side of the scrap silicon
faces the shiny side of the sample, so the interface silicon can be identified.
When curing the epoxy use a bulldog clip to apply constant pressure to the
‘sandwich’ to press out the glue.
3. Fix the sample onto a glass slide using the wax and saw the sandwich into smaller
pieces using a diamond saw. Producing pieces 2.5-3mm wide by 0.5-1mm in thick-
ness and the three silicon layers in thickness.
4. Before starting to polish the sample level the glass stub by inserting into the tripod,
leveling on the glass plate and polishing the glass. If the polishing lines appear
everywhere on the glass evenly it is level, if the lines appear at one edge or corner
first keep polishing until the whole stub is level.
5. Fix a sample piece to a glass stub from a tripod polisher using crystal bond wax with
the covering Si upwards (shiny side down).
6. Level the tripod polisher and begin to polish the covering Si so that it is thin, check-
ing the sample under a stereoscope regularly to ensure that you don’t accidentally
remove the interface. Be sure to check the leveling of the sample regularly as this
step removes a lot of material. When using the diamond lapping pads use a piece of
microfiber cloth to catch the material that is removed from the sample.
7. Once the covering silicon is as thin as is reasonable (it does not have to be extremely
thin although too thick can be a problem for later steps), remove the glass stub from
the tripod and place onto the hotplate to melt the wax
8. Turn the sample so that one of the sawn edges is now facing up, pressing firmly down
with a toothpick making a circular motion to ensure that the wax layer underneath
the sample is as thin as possible and to remove any bubbles. Once you are happy
that the wax layer underneath the sample is thin and there are no bubbles position
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the sample close to the edge of the glass stub with the interface of interest next to
the glass edge.
9. Polish the sawn face to a mirror shine (0.5 or 1µ), without removing too much
material, checking the surface under a stereoscope to check for scratches, cracks or
other defects. If such a defect exists go back to a coarser grinding pad and remove
the defect, and then re polish to a mirror finish.
10. Once the surface is flat and free of defects reheat the tripod stub to melt the wax.
If there is any silicon debris in the wax remove the sample from the stub remove
the wax and reapply some fresh wax. Fix the sample to the glass stub with the just
polished face down and the interface as close as you can get it to the glass edge
without having an ‘overhang’.
11. Coarse polish the sample until it no longer feels thick when running a finger over
the top of it, this is usually around 60 µ m or so, remembering to level the tripod
regularly, especially when the sample is thin. At this point apply a slight wedge with
the tripod and start polishing with less coarse pads, keeping a very close eye on the
wax layer around the sample and the interface.
12. Slowly polish the sample keeping an eye on the wax and interface under the stere-
oscope. If the wax starts to vanish that area getting very thin, if the colour of the
silicon starts to change that indicates that that area is getting thin. You are looking
to have the silicon around the interface turn an orange-yellow colour.
13. Once the sample is as thin as you want it heat some acetone to 40°s in a petri dish
with a filter paper at the bottom. Place the tripod stub into the acetone so that the
sample is completely submerged. Then place some tin foil over the petri dish to
limit the amount of acetone that evaporates
14. Eventually the sample will fall off the stub, it may require a little ‘help’ if its not
coming off after an hour or so, by squirting the sample with some more acetone
from the wash bottle. Once it has come off gently lift out the filter paper that should
have the sample on it, and transfer to a new petri dish with ethanol and a new filter
paper at the bottom. With the sample on the old filter paper run some ethanol down
the filter paper to wash the sample into the new petri dish. Repeat the process with
IPA. Once the sample has been cleaned in IPA lift out the filter paper and put aside
to dry somewhere SAFE.
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Figure A.1: (A) the arrangement for Method 1 (B) the arrangement for Method 2.
15. Cut a molybdenum TEM sample mounting ring in half. Place onto the now dry filter
paper with the sample and carefully coat the rough side in G1 epoxy. Turn the half
ring over and wipe off the excess glue by smearing the half ring across the filter
paper.
(a) Method 1: Using the vacuum tweeter place the Mo half ring so that the inter-
face faces away from the ring and is just behind the ‘arms’ of the half ring so
that it does not protrude past them. See Fig A.1(A)
(b) Method 2: Using the vacuum tweeter place the Mo half ring so that the inter-
face faces towards the center of the ring. See Fig A.1(B)
16. Store the sample in a memberane box between two pieces of microfiber cloth or lens
tissue.
17. PIPS to electron transparency as described below
18. Optically bake or plasma clean the sample prior to examination in the microscope
as described below
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A.1.3 Precision Ion Polishing
The final stage of the sample preparation was precision ion polishing in the Gatan preci-
sion ion polishing system (PIPS). The sample was milled at low angle (5°) at 3kV until
interference fringes were visible along the interface with a light microscope. This typi-
cally took 30-60min. Some samples were milled at lower energies which increased the
milling time accordingly, some taking hours to complete.
A.2 TEM Sample Cleaning
The tripod polishing method is known for introducing contamination to the sample sys-
tem and will often require additional cleaning steps to make the sample suitable for high
resolution transmission electron microscopy. The effect of contamination is especially no-
ticeable when in STEM or EELS mode as the focused electron beam has a much higher
intensity than the parallel illumination in HRTEM. Two main methods were used to clean
the sample prior to examination, Vacuum baking and plasma cleaning. These two tech-
niques will be detailed below.
A.2.1 Vacuum Baking
Baking TEM samples in vacuum is a tried and tested method to reduce contamination,
however at York there were no such facilities so I built a system capable of optically baking
TEM samples on the JEOL TEM holder at temperatures of 60°C. The system comprised
of a 6-way junction which housed an electrical feed through to which a quartz halogen
lamp bulb was attached, a pump outlet, a viewing port and an entry dock for the JEOL
TEM sample holder. A schematic of the rig is shown in Fig A.2. The two other ports were
designed to be used as storage for TEM sample holders, however they were never used.
A.2.2 Plasma Cleaning
Plasma cleaning is another industry standard measure to clean samples prior to exami-
nation, and a plasma cleaner was purchased towards the end of my PhD which greatly
improved the quality of the data at later stages. The cross sectional sample was loaded
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Figure A.2: A schematic of the baking rig that was used to optically bake samples prior to
STEM examination.
onto the JEOL sample holder and inserted into the plasma cleaner. The cleaner was run
just using air at 15% power for 15 min. This was found to be adequate to limit the contam-
ination while leaving some of the glue layer which is extremely useful for the alignment
of the microscope.
Appendix B
Appendix - Theory
Here some of the basic theory that is used in this thesis is described.
B.1 Crystals
B.1.1 Crystal Structure
Charles Kittel defines a perfect crystal as an “infinite repetition of identical groups of
atoms”. This repeating unit is known as the basis. The points at which the basis is repeated
is known as the lattice, which can be defined in three dimensions by three translation
vectors a1a2a3. The translation vectors move from one point within the crystal r to another
where the arrangement of atoms is identical r’. This can be further generalized so that any
integral multiple of the translation vectors takes you to a similar point, i.e.
r′ = r+ ha1 + ka2 + la3 (B.1)
Where h, k, l are arbitrary integers. The ‘grid’ of all r’ defined by all h, k, l in (B.1) is the
lattice. We can define a translation vector T that will take us from one lattice point to any
other point within the lattice as:
T = ha1 + ka2 + la3 (B.2)
By combining the basis and the lattice it is possible to construct the entire crystal. A
primitive lattice has the property that if “any two points from which the atomic arrange-
ment looks the same always satisfy (B.1) with a suitable choice of the integers ui”. A set
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of primitive translation vectors define the smallest volume that can be used as a building
block for the crystal structure, this volume is called the primitive unit cell.
In three dimensions there are 14 spatial lattice types or Bravis lattices, as shown in
Table B.1.
System Number of Restrictions on conventional
lattices cell axes and angles
Triclinic 1 a1 6= a2 6= a3
α 6= β 6= γ
Monoclinic 2 a1 6= a2 6= a3
α = γ = 90°6= β
Orthorhombic 4 a1 6= a2 6= a3
α = β = γ = 90°
Tetragonal 2 a1 = a2 6= a3
α = β = γ = 90°
Cubic 3 a1 = a2 = a3
α = β = γ = 90°
Trigonal 1 a1 = a2 = a3
α = β = γ =< 120°, 6= 90°
Hexagonal 1 a1 = a2 6= a3
α 6= β 6= γ
Table B.1: The 14 different lattice types in three dimensions [5]
B.1.2 Space Groups
As well as the lattice and basis the last piece of information that is necessary to building
a crystal, the space group. The space group combines the Bravis lattice and symmetry
operations to be performed on the basis. The symmetry operations take the form of trans-
lations, rotations and reflections. There are 230 separate space groups that we can use to
describe a crystal. To construct any crystal we need the basis and space group.
The possible symmetry operations that can be performed are:
Reflection about a plane
Rotation about an axis (1,2,3,4 or 6-fold)
Inversion through a point (180°rotation + reflection normal to rotation)
Glide (reflection+translation)
Screw (rotation+translation)
The last three that require a combination of two actions are known as compound opera-
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Figure B.1: The various symmetries that apply to a simple square and simple hexagonal
lattice
tions.
A graphical representation of the symmetry operations for a simple square and hexag-
onal lattice are shown in Fig B.1.
B.1.3 Planes
The translation vectors for the unit cell of a crystal are often used to describe different
directions or planes. Fig B.2 shows how the directions and planes are referenced using the
axes of the unit cell. The unit cell chosen does not have to be the primitive unit cell of the
bravis lattice and for hexagonal systems a non primitive cell is often used to better show
symmetries of the system. Planes are defined by the direction that is orthogonal to the
plane surface. This can be found in square systems by inspecting where the plane cuts the
unit cell and taking the reciprocal of the points in terms of the lattice vectors. An example
is given in Fig B.2 a plane cuts the unit cell at 1/2, 1/2, 1. The inverse of this is 2,2,1 so
the plane is the (221) plane.
There is a convention regarding the brackets that hold the miller indices;
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Figure B.2: Left: The plane (111) cutting the unit cell at x = y = z = 1
. Right: The plane (221) cutting the unit cell at x = y = 0.5, z = 1, a second unit cell has
been added for ease of viewing.
(abc) - specific plane
{abc} - equivalent planes
[abc] - specific direction
〈abc〉 - equivalent directions
In order to describe a face of a cleaved or cut crystal, the plane that lies over the face
is used.
B.1.4 Hexagonal Crystals
The indexing of hexagonal systems is not trivial as the Miller index system fails to clearly
show the symmetry of the hexagonal system. In hexagonal systems the Bravais-Miller
convention is more commonly used, where directions are defined using a four vector no-
tation where there is a third vector in the basal plane of the hexagonal unit cell. The
Bravais-Miller directions and planes for a 2D system are shown in Fig B.3. In 3D the
c-axis of the hexagonal system is represented as a fourth index, i.e. the direction [0001] is
directly along the c-axis. The four figure convention labels the ‘redundant’ index as ‘d’ i.e.
[abdc]. The method for calculating the Bravais-Miller indicies is given by the equations
(B.3)[151].
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To convert between the miller indicies (hkl) and the Bravais-Miller indicies (abdc):
a =
1
3
(2h− k)
b =
1
3
(2k − l)
d =− (a+ b)
c =l
(B.3)
B.2 Fourier Transforms
Fourier transforms are an extremely useful and powerful tool that will be used often in
the following text. A Fourier transform expresses a function in terms of the component
frequencies that compose it. Or more generally it expresses a function in reciprocal units.
A function that is defined in terms of time and amplitude e.g. a sine wave will be expressed
in terms of inverse time, 1
t
, or frequency. A pure sine wave consists of only one frequency
so will have a single point in its Fourier transform that has an amplitude that corresponds
to the amplitude of the original sine wave. The transforms are expressed mathematically
in 1D as:
F (ξ) =
∫ ∞
−∞
f(x)exp(−2piixξ)dx (B.4)
Where ξ is the inverse of x
f(x) =
∫ ∞
−∞
F (x)exp(2piixξ)dξ (B.5)
These transforms can be applied to images to express the image in terms of the frequencies
that compose them.
B.2.1 Fourier Transforms in 2D
The fourier transform can be applied in two dimensions, allowing us to decompose an
image into the frequencies that make up that image. Any frequencies that are strongly
represented in that image will appear as a bright spot in the 2D Fourier transform, in the
direction of the periodicity.
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Figure B.3: A graphical representation of the Bravais-Miller system for hexagonal sys-
tems. (a) on the left the primitive unit cell for the hexagonal system shown in the orange
outline and red translation vectors, on the right the conventional unit cell showing the
hexagonal structure more clearly in a blue outline and red translation vectors. The third
vector [001] is strictly not necessary however it is useful for symmetry purposes in the
hexagonal system. (b) Determining the planes indicated by the dotted lines, using the
conventional lattice vectors. (c) The lattice vectors as defined by the Bravais-Miller con-
vention.
We can define a translation vector G in reciprocal space which is analogous to the
translation vector defined for the real lattice in Equation (B.2) using the defined lattice
vectors b1,b2,b3 that will take us to any reciprocal lattice point
Ghkl = hb1 + kb2 + lb3 (B.6)
Appendix C
Appendix - Matlab Codes
C.1 Matlab Codes
C.1.1 Imtilt
function [ output_image ] = imtilt( input_image,tilt_deg,output_name )
%IMTILT Tilts the input image by the specified amount
% Used to straighten STEM images that have a constant mechanical drift
% associated with the image. Reads in the image "input_image" and tilts
% by the angle "tilt_deg" specified in degrees and then outputs an image
% as named by "output_name"
imagen = imread(input_image);
%convert the image to double precision
imagen = double(imagen);
%Get the size of the image
[x,y] = size(imagen);
intermediate_image = double(zeros(x,y));
%we assume that the first line is correct
intermediate_image(1,:) = imagen (1,:);
for i = 2 : x
%extract the row to be shifted
extracted_row = imagen(i,:);
%find the required shift
tilt_rad = tilt_deg * (2*pi/360);
shift = i*tan(tilt_rad);
%shift the extracted row by the required amount as set by the angle
shifted_row = subpxshift(extracted_row,shift);
%write the shifted row to the output image
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intermediate_image(i,:) = shifted_row;
end
output_image = uint8(intermediate_image);
imtool(output_image);
imwrite(output_image,output_name);
end
C.1.2 Subpxshift
function [ shifted_data ] = subpxshift( data,shift )
%UNTITLED2 Summary of this function goes here
% Detailed explanation goes here
a = round(shift);
%subpx represents the sub pixel shift required. If the shift rounded up it
%will be a negative value, showing that a backwards step is required
subpx = shift - round(shift);
%Collect the size information about the vector to be shifted)
[x,y] = size(data);
%Create an array to contain the shifted data
shifted_data = zeros(x,y);
%
%Now need to perfrom the shift for the whole data set - again need to split
%into a forwards shift and a backwards shift
if shift>0 %forward shift
if subpx > 0
for i = 1:y-(a+1)
%find dy/dx (dx=1)
dy = data(1,i+a+1)-data(1,i+a);
%New data = value at a + dy/dx*sub_pixel_shift
shifted_data(1,i) = data(1,i+a) + subpx*dy;
end
else %subpx < 0
for i = 1:y-(a+1)
%find dy/dx (dx=1)
dy = data(1,i+a)-data(1,i+(a-1));
%New data = value at a + dy/dx*sub_pixel_shift
shifted_data(1,i) = data(1,i+a) + subpx*dy;
end
end
elseif shift<0 %backwards shift
if subpx < 0
for i = abs(a)+2:y
%find dy/dx (dx=1)
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dy = data(1,i+(a))-data(1,i+(a-1));
%New data = value at a + dy/dx*sub_pixel_shift
shifted_data(1,i) = data(1,i+a) + subpx*dy;
end
else %subpx > 0 (i.e. shift = -0.8)
for i = abs(a)+2:y
%find dy/dx (dx=1)
dy = data(1,i+(a+1))-data(1,i+(a));
%New data = value at a + dy/dx*sub_pixel_shift
shifted_data(1,i) = data(1,i+(a)) + subpx*dy;
end
end
elseif shift == 0
shifted_data = data;
end
end
C.1.3 Imcorr
function [ image2,corr_coeffs,corr2 ] = imcorr(imagen,n )
%IMCORR Summary of this function goes here
% Detailed explanation goes here
image = imread(imagen);
%image = double(image); %convert the image to double precision
%Get the size of the image
[x,y] = size(image);
image2 = uint8(zeros(x,y));
%we assume that the first line is correct
image2(1,:) = image (1,:);
%create a table of correction coefficients
corr_coeffs = zeros(x,1);
corr2 = zeros(x,2*y-1);
%need to perform the correlation shift for all values of x
for i = 1:(x-1)
%the -1 is so that we dont try to correlate a line below the image
%extract line i
a = image2(i,:);
%extract the line below
b = image(i+1,:);
%perform the correlation getting the shifted line ’b2’
%and the correlation shift number ’s’
[b2,s,corr] = correlate(a,b,n);
%write the shifted line ’b2’ to image2
image2(i+1,:) = b2;
%write each s value to its corresponding location in corr_coeffs
corr_coeffs(i+1,1) = s;
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corr2(i,:) = corr;
end
imtool(image2)
imwrite(image2,’output.tif’);
end
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