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CONFORMAL CHANGE OF RIEMANNIAN METRICS
AND BIHARMONIC MAPS
HISASHI NAITO AND HAJIME URAKAWA
Abstract. For the reduction ordinary differential equation due to
Baird and Kamissoko [1] for biharmonic maps from a Riemannian
manifold (Mm, g) into another one (Nn, h), we show that this ODE
has no global positive solution for everym ≥ 5. On the contrary, we
show that there exist global positive solutions in the case m = 3.
As applications, for the the Riemannian product (M3, g) of the
line and a Riemann surface, we construct the new metric g˜ on M3
conformal to g such that every nontrivial product harmonic map
from M3 with respect to the original metric g must be biharmonic
but not harmonic with respect to the new metric g˜.
1. Introduction
Harmonic maps play a central role in variational problems and ge-
ometry. They are critical points of the energy functional E(ϕ) =
1
2
∫
M
‖dϕ‖2vg for smooth maps ϕ of (M, g) into (N, h), and the Euler-
Lagrange equation is that the tension field τ(ϕ) vanishes. By extending
the notion of harmonic maps, in 1983, J. Eells and L. Lemaire [5] in-
troduced the bienergy functional
E2(ϕ) =
1
2
∫
M
|τ(ϕ)|2vg.
After G.Y. Jiang [11] studied the first and second variation formulas
of E2, whose critical maps are called biharmonic maps, there have
been extensive studies in this area (for instance, see [3], [9], [10], [13],
[14], [16], [17], etc.). It is clear that the biharmonicity derives from
harmonicity. In the compact case, a harmonic map is a minimum of the
bienergy functional, therefore a critical point, i.e., it is biharmonic. In
the non-compact case, from the biharmonic equation τ(ϕ) = 0 implies
τ2(ϕ) = 0.
One of most important problems on biharmonic maps is to construct
biharmonic maps which are not harmonic (cf. [1], [3], [8], [11], [16],
[17]). P. Baird and D. Kamissoko [1] raised an interesting idea to
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produce a biharmonic but not harmonic map of (M, g˜) into (N, h) with
conformal change of g into g˜, by a factor of C∞ function f , and they
reduced to problem to the existence of non-trivial positive solutions of
the ordinary differential equation on f :
(1.1) f 2f ′′′ − 2m+ 1
m− 2ff
′f ′′ +
m2
(m− 2)2f
′3 = 0,
and gave some interesting examples biharmonic maps. However, they
did not reach to a final answer on the very interesting and important
existence problem of global solutions of the ODE (1.1).
In this paper, we give a final and complete answer to this problem.
Our conclusion is the following: If dimM ≥ 5, there is NO global so-
lution of this ODE (1.1) (cf. Theorem 7.1), and if dimM = 3, 4, there
exists a global solution f of (1.1) (cf. Theorem 7.1). Furthermore, there
is NO periodic solution of (1.1) (cf. Theorem 7.14). Our method of
proof is to analyze the solutions of (1.1) based on the comparison theo-
rem for the ordinary differential inequality (cf. Lemma 6.1). In case of
dimM = 8, the ODE (1.1) is related to the Jacobi’s elliptic function,
hence by using analysis on the poles and zeros of the Jacobi’s elliptic
function and the energy equality (cf. Proposition 6.2 and Lemma 6.5),
we obtain the non-existence result of global solutions of (1.1). In case
of dimM ≥ 5, by using the energy inequality (Lemma 6.5), we also
obtain the non-existence result of global solutions of (1.1).
Finally, we show
Theorem 1.1 (cf. Theorem 8.2). Assume m = 3, 4, for a given
harmonic map ϕ : (Σm−1, g) → (P, h), let us define ϕ˜ : R × Σm−1 ∋
(x, y) 7→ (ax + b, ϕ(y)) ∈ R × P where a and b are constants, and
define also f˜(x, y) := f(x) ((x, y) ∈ R×Σm−1), where f is the solution
of the ODE (1.1). Then,
(1) In the case m = 3, the mapping ϕ˜ : (R× Σ2, f˜ 2g)→ (R× P, h)
is biharmonic, but not harmonic if a 6= 0.
(2) In the case m = 4, the mapping ϕ˜ : (R×Σ3, 1
coshx
g)→ (R×P, h)
is biharmonic, but not harmonic if a 6= 0.
Outline of this paper is as follows:
After preparing the basic materials, we show several formulas under
conformal change of Riemannian metrics, and derive (1.1) by a different
manner as P. Baird and D. Kamissoko ([1]) in Sections 3, 4 and 5. In
Section 5, we also construct an 2nd order non-linear ODE (5.5) from
(1.1) by using the Cole-Hopf transformation u = f ′/f . In Section 6, we
show our main tools to analyze the solutions of (5.5), the comparison
theorem of the ordinary differential inequalities (cf. Lemma 6.1), the
analysis of the poles and zeros of the Jacobi’s elliptic functions (cf.
Proposition 6.2), and the energy inequality for (5.5) (cf. Lemma 6.5).
In Section 7, we show main results of this paper, the non-existence and
2
existence of solutions of (5.5) and hence them of (1.1) by using the
energy inequality and the comparison theorem. Finally, in Section 8,
we show applications to constructions of biharmonic, but not harmonic
maps between the product manifolds whose dimension of the domain
manifold M is 3 or 4 (cf. Theorem 1.1, Theorem 8.2).
2. Preliminaries
In this section, we prepare materials for the first and second variation
formulas for the bienergy functional and biharmonic maps. Let us recall
the definition of a harmonic map ϕ : (M, g) → (N, h), of a compact
Riemannian manifold (M, g) into another Riemannian manifold (N, h),
which is an extremal of the energy functional defined by
E(ϕ) =
∫
M
e(ϕ)vg
where e(ϕ) := 1
2
|dϕ|2 is called the energy density of ϕ. That is, for any
variation {ϕt} of ϕ with ϕ0 = ϕ,
(2.1)
d
dt
∣∣∣∣
t=0
E(ϕt) = −
∫
M
h(τ(ϕ), V )vg = 0,
where V ∈ Γ(ϕ−1TN) is a variation vector field along ϕ which is given
by V (x) = d
dt
∣∣
t=0
ϕt(x) ∈ Tϕ(x)N, (x ∈ M), and the tension field is
given by τ(ϕ) =
∑m
i=1B(ϕ)(ei, ei) ∈ Γ(ϕ−1TN), where {ei}mi=1 is a lo-
cally defined frame field on (M, g), and B(ϕ) is the second fundamental
form of ϕ defined by
(2.2)
B(ϕ)(X, Y ) = (∇˜dϕ)(X, Y )
= (∇˜Xdϕ)(Y )
= ∇X(dϕ(Y ))− dϕ(∇XY )
= N∇ϕ∗(X)dϕ(Y )− ϕ∗(∇XY ),
for all vector fields X , Y ∈ X(M). Furthermore, ∇, and N∇, are
connections on TM , TN of (M, g), (N, h), respectively, and ∇, and ∇˜
are the induced ones on ϕ−1TN , and T ∗M ⊗ ϕ−1TN , respectively. By
(2.1), ϕ is harmonic if and only if τ(ϕ) = 0.
The second variation formula is given as follows. Assume that ϕ is
harmonic. Then,
(2.3)
d2
dt2
∣∣∣∣
t=0
E(ϕt) =
∫
M
h(J(V ), V )vg
where J is an elliptic differential operator, called Jacobi operator de-
fined on Γ(ϕ−1TN) given by
(2.4) J(V ) = ∆V −R(V ),
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where ∆V = ∇∗∇V is the rough Laplacian and R is a linear operator
on Γ(ϕ−1TN) given by RV = ∑mi=1RN(V, dϕ(ei))dϕ(ei), and RN is
the curvature tensor of (N, h) given by RN (U, V )W = N∇UN∇VW −
N∇V N∇UW − N∇[U,V ]W for U , V , W ∈ X(N).
J. Eells and L. Lemaire proposed ([5]) polyharmonic (k-harmonic)
maps and Jiang studied ([11]) the first and second variation formulas
of biharmonic maps. Let us consider the bienergy functional defined by
(2.5) E2(ϕ) =
1
2
∫
M
|τ(ϕ)|2vg
where |V |2 = h(V, V ), V ∈ Γ(ϕ−1TN). Then, the first and second
variation formulas are given as follows.
Theorem 2.1 (The first variation formula [11]).
(2.6)
d
dt
∣∣∣∣
t=0
E2(ϕt) = −
∫
M
h(τ2(ϕ), V )vg
where
(2.7) τ2(ϕ) = J(τ(ϕ)) = ∆τ(ϕ)−R(τ(ϕ)),
J is given in (2.4).
Definition 2.2. A smooth map ϕ ofM into N is said to be biharmonic
if τ2(ϕ) = 0.
3. Formulas under conformal change of Riemannian
metrics
In this section, we show several formulas under conformal changes
of the domain Riemannian manifold (M, g). Let (M, g) and (N, h) be
two Riemannian manifolds, and ϕ : M → N , a C∞ map from M into
N . We denote the energy functional by
(3.1) E1(ϕ : g, h) :=
1
2
∫
M
|dϕ|g,h2vg
where |dϕ|2g,h is twice of the energy density of ϕ, i.e.,
|dϕ|g,h2 :=
m∑
i=1
h(ϕ∗ei, ϕ∗ei),
and {ei}mi=1 is a local orthonormal frame field on (M, g). For a positive
C∞ function on M , we consider the conformal change of the Riemann-
ian metric on M , g˜ := f 2/(m−2)g, where m = dimM > 2. Then, we
have (cf. [4]) that
|dϕ|g˜,h2 = f−2/(m−2)|dϕ|g,h2,(3.2)
vg˜ = f
m/(m−2)vg.(3.3)
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Thus, we have ([4, p.161]) that
(3.4) E1(ϕ : g˜, h) =
1
2
∫
M
f |dϕ|g,h2vg.
Let us consider the bienergy functional defined by
(3.5) E2(ϕ : g, h) :=
1
2
∫
M
|τg(ϕ)|g,h2vg
where
(3.6) τg(ϕ) :=
m∑
i=1
{
N∇ϕ∗eiϕ∗ei − ϕ∗(∇geiei)
} ∈ Γ(ϕ−1TN)),
N∇, ∇g are the Levi-Civita connections of (N, h), (M, g), respectively.
We first see that
(3.7)
∇g˜XY = ∇gXY +
1
m− 2
{
f−1(Xf)Y + f−1(Y f)X
−g(X, Y )f−1
m∑
i=1
(eif)ei,
}
for all X, Y ∈ X(M). Then, we have
(3.8)
τg˜(ϕ) = f
−2/(m−2)τg(ϕ) + f
−m/(m−2)ϕ∗(∇gf)
= f 2/(2−m)
{
τg(ϕ) + f
−1ϕ∗(∇gf)
}
= fm/(2−m)divg(fdϕ),
where ∇gf :=∑mj=1(ejf)ej ∈ X(M) for f ∈ C∞(M), and
divg(dϕ) :=
m∑
i=1
(∇˜eidϕ)(ei) =
m∑
i=1
{
∇˜ei(dϕ(ei))− dϕ(∇eiei)
}
=
m∑
i=1
{
N∇ϕ∗(ei)dϕ(ei)− ϕ∗(∇eiei)
}
.
Here, recall that ∇˜ is the induced connection on ϕ−1TN ⊗ T ∗M from
N∇ and g˜, and we have
(3.9) fm/(2−m)divg(fdϕ) = f
m/(2−m)dϕ(∇gf) + f 2/(2−m)τg(ϕ).
Therefore, it holds (cf. [4]) that ϕ : (M, g˜)→ (N, h) is harmonic if and
only if
(3.10) fτg(ϕ) + ϕ∗(∇gf) = 0.
Summing up the above, we have
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Lemma 3.1 (cf. [4, p.161], [19, p.135]). The Euler-Lagrange equation
of the energy functional E1(ϕ : g˜, h) is given by
τ(ϕ : g˜, h) = f 2/(2−m) {τ(ϕ : g, h) + ϕ∗(∇g log f)}(3.11)
= fm/(2−m)divg(fdϕ).(3.12)
Thus, ϕ : (M, g˜)→ (N, h) is harmonic if and only if divg(fdϕ) = 0.
Next, we compute the Euler-Lagrange equation of the bienergy func-
tional:
E2(ϕ : g˜, h) =
1
2
∫
M
|τg˜(ϕ)|g˜,h2vg˜.
It is known (cf. [11]) that
(3.13)
τ2(ϕ : g˜, h) =Jg˜(τg˜(ϕ))
=∆g˜(τg˜(ϕ))−Rg˜(τg˜(ϕ))
=−
m∑
i=1
{
∇e˜i(∇e˜iτg˜(ϕ))−∇∇g˜
e˜i
e˜i
τg˜(ϕ)
}
−
m∑
i=1
RN(τg˜(ϕ), ϕ∗e˜i)ϕ∗e˜i,
where ∇ is the induced connection on ϕ−1TN from the Levi-Civita
connection N∇ on TN of (N, h), and {e˜i}mi=1 is the local orthonormal
frame field on (M, g˜) given by e˜i := f
−1/(m−2)ei (i = 1, · · · , m).
We first calculate Jg˜(V ), (V ∈ Γ(ϕ−1TN)) given by definition as
Jg˜(V ) := ∆g˜(V )−Rg˜(V )
= −
m∑
i=1
{
∇e˜i(∇e˜iV )−∇∇g˜
e˜i
e˜i
V
}
−
m∑
i=1
RN (V, ϕ∗e˜i)ϕ∗e˜i.(3.14)
Lemma 3.2. The Jacobi operator with respect to g˜ is
(3.15) Jg˜(V ) = f
2/(2−m)Jg(V )− fm/(2−m)∇∇gfV, (V ∈ Γ(ϕ−1TN)).
Lemma 3.3 (cf. [19, pp.135-136]). For all f ∈ C∞(M), V ∈ Γ(ϕ−1TN),
real numbers p and q, we have
Jg(fV ) = (∆gf)V − 2∇∇gfV + fJgV,(3.16)
∇gf p = pf p−1∇gf,(3.17)
(∇gf)f q = qf q−1|∇gf |g2,(3.18)
∆gf
p = pf p−1∆gf − p(p− 1)f p−2|∇gf |g2.(3.19)
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Lemma 3.4. The bienergy tension field τ2(ϕ : g˜, h) is given by
τ2(ϕ : g˜, h) := Jg˜(τg˜(ϕ))
=
{
− 4
(2 −m)2 f
2m/(2−m)|∇gf |2g +
2
2−mf
(2+m)/(2−m)∆gf
}
τg(ϕ)
− 6−m
2−mf
(2+m)/(2−m)∇∇gfτg(ϕ) + f 4/(2−m)Jg(τg(ϕ))
+
{
− m
2
(2 −m)2 f
(−2+3m)/(2−m)|∇gf |2g +
m
2−mf
2m/(2−m)∆gf
}
ϕ∗(∇gf)
− 2 +m
2−mf
2m/(2−m)∇∇gfϕ∗(∇gf) + f (2+m)/(2−m)Jg(ϕ∗(∇gf)).
By a direct computation, we have Lemmas 3.1, 3.2, 3.3 and 3.4. The
proofs are omitted. Thus, we have immediately
Corollary 3.5. The bienergy tension field is
f 2m/(m−2)τ2(ϕ : g˜, h) =
{
− 4
(m− 2)2 |∇
gf |g2 − 2
m− 2f∆gf
}
τg(ϕ)
− m− 6
m− 2f∇∇gfτg(ϕ) + f
2Jg(τg(ϕ))
+ f−1
{
− m
2
(m− 2)2 |∇
gf |g2 − m
m− 2f∆gf
}
ϕ∗(∇gf)
+
m+ 2
m− 2∇∇gfϕ∗(∇
gf) + fJg(ϕ∗(∇gf)).
Therefore, we have also
Corollary 3.6. ϕ : (M, g˜)→ (N, h) is biharmonic if and only if
(3.20)
τ2(ϕ : g˜, h) = 0
⇐⇒{
− 4
(m− 2)2 |∇
gf |g2 − 2
m− 2f∆gf
}
fτg(ϕ)
− m− 6
m− 2f
2∇∇gfτg(ϕ) + f 3Jg(τg(ϕ))
+
{
− m
2
(m− 2)2 |∇
gf |g2 − m
m− 2f∆gf
}
ϕ∗(∇gf)
+
m+ 2
m− 2f∇∇gfϕ∗(∇
gf) + f 2Jg(ϕ∗(∇gf)) = 0.
4. Reduction of constructing proper biharmonic maps
In this section, we formulate our problem to construct proper bi-
harmonic maps. A biharmonic map is said to be proper if it is not
harmonic. Let (M, g), (N, h) be two compact Riemannian manifolds.
In the following we always assume that m = dim(M) ≤ 3. Eells and
Ferreira [4] showed that,
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for each homotopy class H in C∞(M,N), there exist a
Riemannian metric g˜ which is conformal to g, and a C∞
map ϕ ∈ H such that ϕ is a harmonic map from (M, g˜)
into (N, h).
We do not assume, in general, that M and N are compact. Let us
consider the following problem.
Problem 1. For each homotopy class H in C∞(M,N),
do there exist a Riemannian metric g˜ which is conformal
to g, and a C∞ map in H such that ϕ : (M, g˜)→ (N, h)
is a proper biharmonic map, that is, τ2(ϕ, g˜, h) = 0 and
τ(ϕ, g˜, h) 6= 0 ?
By regarding the above Eells and Ferreira’s result, we fix a harmonic
map ϕ : (M, g) → (N, h), that is, τ(ϕ) = 0. Then, let us consider the
following problem:
Problem 2. Does there exist a positive C∞ function f
on M such that, for g˜ = f 2/(m−2)g, ϕ : (M, g˜) → (N, h)
is proper biharmonic, that is, τ2(ϕ, g˜, h) = 0 and
τ(ϕ, g˜, h) 6= 0.
To concern Problem 2, we have
Theorem 4.1. Assume that ϕ : (M, g) → (N, h) is harmonic. For a
positive C∞ function f on M , let us define g˜ = f 2/(m−2)g, a Riemann-
ian metric conformal to g. Then,
(1) ϕ : (M, g˜)→ (N, h) is harmonic if and only if ϕ∗(∇gf) = 0.
(2) ϕ : (M, g˜) → (N, h) is biharmonic if and only if the following
holds:
(4.1)
−
{
m2
(m− 2)2 |∇
gf |g2 + m
m− 2f(∆gf)
}
ϕ∗(∇gf)
+
m+ 2
m− 2f∇∇gfϕ∗(∇
gf) + f 2Jg(ϕ∗(∇gf)) = 0.
Proof. For (1), due to (3.11) or (3.12) in Lemma 3.1, we have
(4.2) τ(ϕ : g˜, h) = f 2/(2−m)τ(ϕ : g, h) + fm/(2−m)ϕ∗(∇gf),
which implies that (1). For (2), in Corollary 3.6, substituting τg(ϕ) = 0
into (3.20), we have immediately (4.1). 
We have immediately
Corollary 4.2. Let ϕ = id: (M, g)→ (M, g) be the identity map. For
a positive C∞ function f on M , let us define g˜ = f 2/(m−2)g. Then,
(1) ϕ = id: (M, g˜) → (M, g) is harmonic if and only if f is a
constant.
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(2) ϕ = id: (M, g˜)→ (M, g) is biharmonic if and only if
(4.3)
−
{
m2
(m− 2)2 |∇
gf |g2 + m
m− 2f(∆gf)
}
∇gf
+
m+ 2
m− 2f∇∇gf∇
gf + f 2Jg(∇gf) = 0,
which is equivalent to
(4.4)
−
{
m2
(m− 2)2 |X|g
2 +
m
m− 2f(∆gf)
}
X
+
m+ 2
m− 2f∇XX + f
2(∆
g
(X)− ρ(X)) = 0,
where X = ∇gf ∈ X(M), ρ(X) := ∑mi=1Rg(X, ei)ei, is the
Ricci tensor of (M, g), and∆
g
(X) := −∑mi=1(∇gei∇geiX−∇g∇geieiX)
is the rough Laplacian on X(M), respectively.
Proof. (4.3) and (4.4) follow from (4.1), and the formula Jg(V ) =
∆
g
(V )− ρ(V ) (V ∈ X(M)), for the identity map. 
5. The identity map of the Euclidean space
Let us consider them dimensional Euclidean space (M, g) = (Rm, g0)
with the standard coordinate (x1, · · · , xm) (m ≥ 3). In this case, let
us take a positive C∞ function f = f(x1, · · · , xm) ∈ C∞(Rm). Let
X = ∇gf =∑mi=1 fxi ∂∂xi , where we denote fxi = ∂f∂xi . Then, since
(5.1)

ρ = 0,
∆gf = −
m∑
i=1
fxixi,
|X|g2 =
m∑
i=1
fxi
2,
∇gXX =
m∑
i=1
{ m∑
j=1
fxjfxixj
}
∂
∂xi
,
∆
g
(X) =
m∑
j=1
∆g(fxj)
∂
∂xj
,
the equation (4.3) is reduced to the following:
(5.2)
−
{
m2
(m− 2)2
m∑
i=1
fxi
2 +
m
m− 2f(∆gf)fxj
}
+ f 2∆g(fxj ) +
m+ 2
m− 2
m∑
i=1
fxifxixj = 0 (∀j = 1, · · · , m).
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If we consider f = f(x1, · · · , xm) = f(x), x = x1, then, the equation
(5.2) is equivalent to the following ODE:
(1.1) f 2f ′′′ − 2m+ 1
m− 2ff
′f ′′ +
m2
(m− 2)2 (f
′)3 = 0.
In the cases m = 3, m = 4, (1.1) becomes
f 2f ′′′ − 8ff ′f ′′ + 9(f ′)3 = 0 (m = 3),(5.3)
f 2f ′′′ − 5ff ′f ′′ + 4(f ′)3 = 0 (m = 4).(5.4)
Our problem is reduced to find a positive C∞ solution of (1.1). In
order to analyze (1.1), we put u = f ′/f , then the equation (1.1) is
reduced to the equation:
(5.5) u′′ +
m− 8
m− 2uu
′ − 2(m− 4)
(m− 2)2 u
3 = 0.
Then, we obtain immediately
Proposition 5.1. If a positive C∞ solution f of (1.1) on R, then
u = f ′/f satisfies (5.5). Conversely, for every C∞ solution u of (5.5)
on R, then f(t) = C exp
(∫ t
u(s) ds
)
is a positive solution of (1.1) for
every positive constant C.
6. Behavior of solutions of the ODE
Due to Proposition 5.1, our problem is reduced to analyse (5.5). To
do it, we need the following two lemmas.
Lemma 6.1 (Comparison theorem [7, Theorem III.4.1]). Assume that
a real valued function F on R satisfies the Lipshitz condition, i.e., there
exists a positive number L > 0 such that |F (p)− F (q)| ≤ L|p− q|, we
have
(1) Two real valued functions u and v defined on the interval [0, ǫ)
for some positive number ǫ > 0 satisfy that
u′(t) ≥ F (u(t)),
v′(t) = F (v(t)),
u(0) = v(0),
then it holds that u(t) ≥ v(t) for any t > 0.
(2) Conversely, if u and v satisfy that
u′(t) ≤ F (u(t)),
v′(t) = F (v(t)),
u(0) = v(0),
then it holds that u(t) ≤ v(t) for any t > 0.
Next, we have to prepare Jacobi’s sn-function.
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Proposition 6.2.
(1) The solution of the initial value problem of the ordinary differ-
ential equation
(6.1) (y′)2 = 1− y4, y(0) = 0, y′(0) > 0
is given by the Jacobi’s elliptic function y(t) = sn(i , t).
(2) The function y(t) = sn(i , t) is real valued in t ∈ R, and pure
imaginary valued in t ∈ iR.
(3) The function y(t) is a double periodic function in the whole
complex plane C with the two periods 4K and 2iK ′, where K >
0 and K ′ > 0 are given by
K := K(k) =
∫ π/2
0
dx√
1− k2 sin2 x
,(6.2)
K ′ := K(k′), k′ :=
√
1− k2,(6.3)
and it has the only one zeros at 2nK+2miK ′, and has the only
poles at 2nK + (2m + 1)iK ′, where m and n run over the set
of all integers.
(4) In particular, it has no pole in the real axis, and has no zero on
the imaginary axis except 0. Furthermore, it has poles on the
two lines through the origin with angles ±π/4 in the complex
plane C.
Proof. For (1) we have to see the function y(t) = sn(i , t) solves (6.1).
Let us recall (cf. 281 Elliptic Functions, [15, pp. 873–876]) the elliptic
integral of the first kind u(k, ϕ) with modulus k given by
(6.4) u(k, ϕ) =
∫ ϕ
0
dψ√
1− k2 sin2 ψ
,
and its inverse function is the amplitude function ϕ = am(k, u). By
differentiating (6.4), we have
(6.5)
d
dϕ
u(k, ϕ) =
1√
1− k2 sin2 ϕ
.
Then, we have
(6.6) sn(k, t) = sin(am(k, t)),
which implies immediately that
(6.7)
d
dt
sn(k, t) =
(
d
dt
am(k, t)
)
cos(am(k, t))
=
(
d
dt
am(k, t)
)√
1− sin2(am(k, t))
=
√
1− k2 sin2(am(k, t))
√
1− sn2(k, t)
=
√
(1− k2sn2(k, t))(1− sn2(k, t)).
Here, we put k = i =
√−1 in (6.7), we have
(6.8)
d
dt
sn(i , t) =
√
1− sn4(i , t),
that is, the function y(t) = sn(i , t) is a solution of the differential
equation of (6.1). Since sn(i , 0) = sin(am(i , 0)) and am(i , 0) = 0, we
have sn(i , 0) = 0.
To get y′(0) > 0, we only notice that, if we denote as the usual
manner
cn(k, t) := cos(am(k, t))),
dn(k, t) :=
√
1− k2sn2(k, t),
it holds that
d
dt
sn(k, t) = cn(k, t)dn(k, t),(6.9)
d
dt
∣∣∣∣
t=0
sn(k, t) = cn(k, 0)dn(k, 0)
= cos(am(k, 0))
√
1− k2sn2(k, 0) = 1,
(6.10)
that is, y′(0) > 0. We have (1).
For (2), am(k, t) is real valued if t ∈ R by definition of am(k, t), and
then sn(k, t) and cn(k, t) are also real valued if t ∈ R. On the other
hand, since
sn(k, i x) = i
sn(k′, x)
cn(k′, x)
(k′ =
√
1− k2),
the function sn(k, t) is pure imaginary valued if t ∈ iR.
For (3) and (4), write K ′ = −τK with τ ∈ C. Then q := ei πτ =
e−i π(K
′/K) can be written by using some series of real numbers, {aℓ}∞ℓ=0,
as
q1/4 =
(
k
4
)1/2( ∞∑
ℓ=0
aℓk
2ℓ
)
.
Thus, q1/4 ∈ i 1/2R when k = i , which implies that q is a negative real
number. Thus, it holds that K ′/K = 1. It is known that all the poles
of sn(k, x) are 2nK + i (2m+1)K ′, and by K = K ′, sn(k, x) has poles
on the lines through the origin with angles ±π/4. The other properties
are well known. 
By Proposition 6.2, we have
Proposition 6.3. For every positive integers A and C, and a real
number a, all the solutions of both the ordinary differential equations
v′(t) =
√
Av(t)4 + C, v(0) = a,(6.11)
v′(t) =
√
Av(t)4 − C, v(0) = a, (with Aa4 > C),(6.12)
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are explosive within finite time. That is, there exist positive real num-
bers T0 > 0 and T1 > 0 depending on A, C and a such that the existence
intervals of solutions of (6.11) or (6.12) are (−T0, T1).
Proof. Let y(t) := sn(i , t), and w(t) := −i 3/2y(i 1/2t). Then, we have
w′ = −i 3/2+1/2y′ = y′(i 1/2t) and also
w′(t)2 = y′(i 1/2t)2 = 1− y(i 1/2t)4 = 1 + w(t)4
since w(t)4 = (−i 3/2)4y(i 1/2t)4 = i 6y(i 1/2t)4 = −y(i 1/2t)4. Thus,
w(t) := −i 3/2sn(i , i 1/2t)
is a solution of
(w′)2 = 1 + w4.
By the same way, if we put z(t) := i y(i t), then
(z′)2 = i 2(y′)2 = −(1− y4) = y4 − 1 = z4 − 1.
Thus,
z(t) := i sn(i , i t)
is a solution of
(z′)2 = z4 − 1.
Therefore, any solution of (6.11) or (6.12) can be obtained by v(t) :=
kw(ℓt+ t0) or v(t) := kz(ℓt+ t0) for some constants k, ℓ > 0 and some
t0 ∈ R, where
w(t) = −i 3/2sn(i , i 1/2t), z(t) = i sn(i , i t).
By Proposition 6.2 (4), both the obtained solutions have poles, so that
solutions of (6.11) and (6.12) are explosive at finite time. 
Remark 6.4. Every solution of
(v′)2 = 1− v4, |v(0)|4 < 1
exists on the whole line t ∈ R. This fact follows from the fact that the
poles of sn(k, t) do not exist on the whole real line R (cf. Proposition
6.2).
The following lemma plays essential roles in the existence and non-
existence result of global solutions of (1.1), and shows behavior of the
energy of solution of (7.1).
Lemma 6.5. Let u be a solution of ODE
u′′(t) = Au(t)u′(t) +B(u(t))3,
and we define e and gk as
e(u(t)) =
1
2
(u′(t))2 − B
4
(u(t))4,
gk(u(t)) = u
′(t) + k(u(t))2,
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Moreover we assume k is a real solution of
(6.13) 2k2 + kA− B = 0,
then, we have
d
dt
e(u(t)) = Au(t)(u′(t))2,(6.14)
d
dt
gk(u(t)) = (A+ 2k)u(t)gk(u(t)).(6.15)
Moreover we may write
(6.16) gk(u(t)) = gk(u(0)) exp
(
(A+ 2k)
∫ t
0
u(s) ds
)
.
Proof. Differentiating e(u(t)) by t, we have
d
dt
e(u(t)) = u′u′′ − Bu3u′ = Au(u′)2,
so we have (6.14), immediately. Differentiating gk(u(t)) by t, we have
d
dt
gk(u(t)) = u
′′ + 2kuu′ = u((A+ 2k)u′ +Bu2).
If k satisfies 2k2 + Ak − B = 0, we have (6.15). 
7. Non-existence and existence of global solutions of
the ODE
7.1. Main result. In this section, we will show
Theorem 7.1. Let m ≥ 3. Then, we have
(1) In the case m ≥ 5, there exists no C∞ global solution u of (5.5)
on the whole real line R.
(2) In the case of m = 4, every solution u of (5.5) is of the form
u(t) = −b tanh(bt + c) for constants b and c.
(3) In the case of m = 3, every solution u (5.5) with u(0) = 0 and
u′(0) 6= 0 is a global bounded solution on the whole line t ∈ R.
The proof of Theorem 7.1 is very long, so we should divide Theorem
7.1 into several theorems as follows: The part (1) of Theorem 7.1 con-
sists of three theorems, Theorem 7.3, 7.7 and 7.8. And (2) in Theorem
7.1 corresponds to Theorem 7.9, and (3) in Theorem 7.1 corresponds
to Theorem 7.13.
First, we write the ODE (5.5) as
(7.1) u′′ = Auu′ +Bu3,
where the relations of values or signs of A = −m−8
m−2
and B = 2(m−4)
(m−2)2
are
given in the following table:
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m = 3 m = 4 m = 5, 6, 7 m = 8 m ≥ 9
A + + + 0 −
B − 0 + + +
In the case of m = 3, we also have A2 + 8B > 0.
7.2. The case of A = 0 and B > 0 (m = 8). In this case, due to
(6.14) of Lemma 6.5, we have immediately
Lemma 7.2. Assume that A = 0 and B > 0. If u is a solution of
(7.1), then e(u(t)) is constant along the solution u, that is,
(7.2) u′(t)2 − B
2
u(t)4 = u′(0)2 − B
2
u(0)4 =: 2e0.
Then, we obtain
Theorem 7.3. In the case that A = 0 and B > 0, the equation (7.1)
has no global solutions defined on the whole line R except only the trivial
solution u(t) ≡ 0. Hence the equation (1.1) has no global solutions on
R except only the trivial solutions f(t) ≡ C.
Proof. Let I = [0, T ) be a maximal interval to exists the solution of
(7.1) with the initial value u(0), u′(0). Assume u(0) = 0 and u′(0) > 0
(u(0) = 0 and u′(0) < 0), then there exists a positive number δ > 0
such that u(t) > 0 and u′(t) > 0 (u(t) < 0 and u′(t) < 0) for t ∈ (0, δ),
respectively. On the other hand, assume u(0) > 0 and u′(0) = 0
(u(0) < 0 and u′(0) = 0), then there exists a positive number δ > 0
such that u(t) > 0 and u′(t) > 0 (u(t) < 0 and u′(t) < 0) for t ∈ (0, δ),
respectively, since u′′(t) = B(u(t))3 and B > 0. Hence, we may assume
that u(0)u′(0) 6= 0 and u(t) (u′(t)) has the same sign as u(0) (u′(0)) for
any t ∈ I, respectively.
First we assume that e0 6= 0 and u′(0) 6= 0. In this case, by (7.2), we
may show that u satisfies the ODE:
(7.3)
u′(t) = +
√
B
2
(u(t))4 + e0, if u
′(0) > 0,
u′(t) = −
√
B
2
(u(t))4 + e0, if u
′(0) < 0,
with B
2
(u(0))2 + e0 = (u
′(0))2 > 0. By Proposition 6.3, the maximal
interval to exists the solution of (7.3) I = [0, T ) is finite.
Next, we assume that e0 = 0 and u
′(0) 6= 0. In this case, u satisfies
(7.4) (u′(t))2 =
B
2
(u(t))4.
The ODE (7.4) is easily solved, and the solution is
u(t) =
u(0)
1±
√
(B/2)u(0)t
.
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We note that the solution blows up in finite time unless u(0) = 0,
implying u ≡ 0. Finally, by the definition of e0, e0 = u′(0) = 0 implies
u(0) = 0 and u ≡ 0. 
u
u′
Figure 1. The case of m = 8.
All dashed curves are trajectories of blow-up solutions.
Thick dashed curves are u′ = k±u
2.
7.3. The case of A > 0 and B > 0 (5 ≤ m ≤ 7).
Proposition 7.4. Under the condition A > 0 and B > 0, solutions of
ODE (7.1) with initial values u′(0) ≥ 0 blow up in finite time.
Proof. First, we assume u(0) > 0 and u′(0) > 0. Let I = [0, T ) be the
maximal interval of existence for the solution u that satisfies u(t) > 0,
u′(t) > 0. Since u′′(t) = Au′(t)u(t) + B(u(t))3 > 0, for any t ∈ I, we
obtain u(t) > 0 and u′(t) > 0. Therefore, by Lemma 6.5, e(u(t)) is
monotone increasing. That is, e(u(t)) > e(u(0)) =: e0 for t ∈ I, and
the solution u satisfies
u′(t) >
√
B
4
(u(t))4 + e0.
Hence the solution u blows up in finite time, by Lemma 6.1 and Propo-
sition 6.3.
In case of u(0) = 0 and u′(0) > 0, since there exists a positive
number δ > 0 such that u(t) > 0, u′(t) > 0 for t ∈ (0, δ), we may
assume u(t) > 0 and u′(0) > 0, and the solution blows up in finite
time.
In case of u(0) > 0 and u′(0) = 0, since u′′(0) = B(u(0))3 > 0,
there exists a positive number δ > 0 such that u(t) > 0, u′(t) > 0 for
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t ∈ (0, δ). Therefore we may also assume u(t) > 0 and u′(0) > 0, and
the solution blows up in finite time.
Finally, in case of u(0) < 0 and u′(0) ≥ 0, define v(t) = −u(−t),
then v also satisfies the ODE (7.1) with same A and B, and we have
v(0) > 0, v′(0) ≥ 0. Therefore v also blows up in finite time. 
If A > 0 and B > 0, the quadratic equation (6.13) has two real
solutions k− and k+ satisfying k− < 0 < k+, and Ak− < 0 < Ak+,
where Ak = A+ 2k.
Proposition 7.5. Under the condition A > 0 and B > 0, solutions of
ODE (7.1) with initial values u′(0) < 0 and gk+(u(0)) ≤ 0 blow up in
finite time.
Proof. If u(0) = 0 and gk+(u(0)) = 0, then u
′(0) = 0, hence we may
assume either u(0) or gk+(u(0)) is not zero. If u(0) satisfies gk+(u(0)) =
0, then, by (6.16), we obtain gk(u(t)) ≡ 0, i.e.,
(7.5) u′(t) = −k+(u(t))2, t > 0, k+ > 0.
The ODE (7.5) is easily solved, and the solution is
u(t) =
u(0)
1 + k+u(0)t
.
Therefore, if u(0) > 0, then the solution blows up in finite time T =
−1/(k+u(0)). If u(0) < 0, consider the backward solution (i.e., consider
v(t) = −u(−t)), then we also obtain similar result.
Next we assume u(0) < 0 and gk+(u(0)) < 0. Let I = [0, T ) be the
maximal interval of existence for the solution u that satisfies u(t) <
0, u′(t) < 0 and gk+(u(t)) < 0. Assume there exists T > 0 such
that u satisfies either u(T ) = 0, u′(T ) = 0 or gk+(u(T )) = 0. Since
u′(t) < 0 for t ∈ I, u is monotone decreasing, and then we obtain
u(T ) < u(0) < 0. Moreover, since u(t) < 0 for t ∈ I, we also obtain
gk+(u(t)) < 0 for t ∈ I, by (6.16). Thus we have gk+(u(T )) < 0, which
implies u′(T ) < −k+(u(T ))2 < 0. Therefore u(t) < 0, u′(t) < 0 and
gk+(u(t)) < 0 hold provided the solution exists.
Since for any t > 0, gk+(u(t)) < 0, we obtain that
u′(t) < −k+(u(t))2, t > 0, k+ > 0, u(0) < 0.
Therefore, by Lemma 6.1. the solution u satisfies u(t) < u(0)
1+k+u(0)t
, and
blows up within T < −1/(k+u(0)).
If u(0) = 0, since u′(0) < 0, there exists a positive number δ > 0
such that u(t) < 0, u′(t) < 0, gk+(u(t)) < 0 for any t ∈ (0, δ). Hence
we may prove a blowing up phenomena within finite time for this case.
Finally, in case of u(0) > 0, define v(t) = −u(−t), we may apply the
above arguments. 
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Proposition 7.6. Under the condition A > 0 and B > 0, solutions of
ODE (7.1) with initial values u′(0) < 0 and gk+(u(0)) > 0 blow up in
finite time.
Proof. If u(0) > 0 and u′(0) < 0, considering v(t) = −u(−t), then we
have v(0) < 0, v′(0) < 0 and gk+(v(0)) > 0 so we may assume u(0) < 0
without loss of generality.
By similar arguments in Proposition 7.5, u(t) < 0, u′(t) < 0 and
gk+(u(t)) > 0 hold provided the solution exists.
Since gk+(u(t)) < gk+(u(0)) =: g0 provided that the solution exists,
we obtain
u′(t) < g0 − k+(u(t))2, g0 > 0, k+ > 0, u(0) < 0.
The ODE v′(t) = g0 − k+(v(t))2 is well-known logistic equation, and
the solution v blows up to −∞ within positive finite time provided
g0 − k+(v(0))2 < 0. Since g0 − k+(u(0))2 = u′(0) < 0, by Lemma 6.1,
u blows up in finite time. 
Theorem 7.7. In the case that A > 0 and B > 0, the equation (7.1)
has no global solutions defined on the whole line R except only the trivial
solution u(t) ≡ 0. Hence the equation (1.1) has no global solutions on
R except only the trivial solutions f(t) ≡ C.
Proof. In case of u′(0) ≥ 0, use Proposition 7.4, in case of u′(0) < 0
and gk+(u(0)) ≤ 0, use Proposition 7.5, and in case of u′(0) < 0 and
gk+(u(0)) > 0, use Proposition 7.6, we obtain the claim of Theorem
7.7. 
u
u′
Figure 2. The case of m = 5.
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7.4. The case of A < 0 and B > 0 (m ≥ 9).
Theorem 7.8. In the case that A < 0 and B > 0, the equation (7.1)
has no global solutions defined on the whole line R except only the trivial
solution u(t) ≡ 0. Hence the equation (1.1) has no global solutions on
R except only the trivial solutions f(t) ≡ C.
Proof. Let u be a solution of (7.1), and v(t) = u(−t), then v satisfies
v′′(t) = −Av(t)v′(t) +B(v(t))3. Therefore the claim is easily obtained
by Theorem 7.7. 
u
u′
Figure 3. The case of m = 11.
7.5. The case A > 0 and B = 0 (m = 4). Rewriting (7.1) as u′′(t) =
(A/2)(u(t)2)′ and integrating this equation, we obtain the following
proposition.
Theorem 7.9. In case of A > 0 and B = 0, all global solutions of
(7.1) are given by u(t) = −b tanh(bt+ c), where b and c are constants.
Hence all global solutions of (1.1) are given by f(x) = a/ cosh(bx+ c),
where a > 0.
Proof. Integrating u′′(t) = (A/2)(u(t)2)′, we have u′(t) = (A/2)(u(t)2+
C), where C := (2/A)(u′(0)−(A/2)u(0)2). Assume C < 0 and |u(0)| <√|C|, then we easily obtain that
(7.6) u(t) = −
√
|C| tanh
(
(AC/2)t− arcth
(
u(0)√
|C|
))
,
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where AC := A
√|C|, and (7.6) is defined on whole line R. In case of
m = 4, A is equal to 2, and AC =
√|C|, hence we may write
(7.7) u(t) = −b tanh(bt+ c).
Since the solution f of (1.1) is given by f(x) = exp
(∫ x
0
u(t) dt
)
, by
(7.7), we obtain
f(x) =
a
cosh(bx+ c)
.
If C < 0 and |u(0)| >√|C|, the solution is given by
u(t) = −
√
|C|
√|C| tanh(ACt)− u(0)√|C| − u(0) tanh(ACt) .
However, the denominator attains its zero at t = (1/AC) arcth(
√
|C|/u(0)),
hence this type of solution is not globally defined. If C > 0, the solution
is given by
u(t) =
√
C
√
C tan(ACt) + u(0)√
C − u(0) tan(ACt)
,
hence this type of solution is not globally defined. In case of C = 0
and u′(0)2 6= 0, the solution is given by u(t) = −u(0)
(A/2)u(0)t−1
, hence this
type of solution is also not globally defined. 
Remark 7.10. In case of u′(0)2 = 0 and u(0)2 = −C, the solution is
stationary.
u
u′
Figure 4. The case of m = 4.
All solid curves are trajectories of global solutions. Each
point on the thick solid line u′ = 0 is stationary.
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7.6. The case A > 0, B < 0 and A2 + 8B ≥ 0 (m = 3).
Proposition 7.11. Under the condition A > 0 and B < 0, assume
the initial value satisfies u(0) ≤ 0 and u′(0) < 0. Then there exists
T > 0 such that the solution of ODE (7.1) with the initial value exists
on [0, T ] and it satisfies u(T ) < 0 and u′(T ) = 0.
Proof. If u(0) = 0 and u′(0) < 0, there exists a positive number δ > 0
such that u(t) < 0 and u′(t) < 0 for t ∈ (0, δ), hence we may assume
u(0) < 0, u′(0) < 0 without loss of generality. Let I = [0, T ) be the
maximal interval of existence for the solution u that satisfies u(t) < 0
and u′(t) < 0. If t ∈ I, then u is monotone decreasing and u′′(t) =
Au(t)u′(t)+B(u(t))3 > B(u(t))3 > B(u(0))3 > 0, hence u′ is monotone
increasing and e(u(t)) is monotone decreasing.
Assume t ∈ I, we have (1/2)(u′(t))2 + (|B|/4)(u(t))4 = e(u(t)) <
e(u(0)), therefore u and u′ is bounded. Moreover for any t ∈ I, by
using u′′(t) > B(u(t))3 > B(u(0))3, we obtain
0 > u′(t) > u′(0) + tB(u(0))3.
Since u′(0) < 0 andB(u(0))3 > 0, there exists 0 < T < −u′(0)/(B(u(0))3),
such that u′(T ) = 0. Moreover u′(t) < 0 for any t ∈ (0, T ), we obtain
u(T ) ≤ u(t) < u(0). 
Proposition 7.12. Under the condition A > 0, B < 0 and A2+8B ≥
0, let k1 and k2 are real solutions of (6.13) with k2 ≤ k1 < 0, and
assume the initial value satisfies u(0) ≤ 0, u′(0) ≥ 0 and gk1(u(0)) < 0.
Then the solution of ODE (7.1) with the initial value exists on [0,∞)
and it satisfies u(t)→ 0 and u′(t)→ 0 as t→∞.
Proof. If u′(0) = 0, since u′′(0) = Au′(0)u(0) +B(u(0))3 = B(u(0))3 >
0, there exists a positive number δ > 0 such that u(t) < 0, u′(t) > 0,
gk1(u(t)) < 0 for t ∈ (0, δ). Hence we may assume u(0) < 0, u′(0) > 0
and gk1(u(0)) < 0 without loss of generality.
Let I = [0, T ) be the maximal interval of existence for the solution
u that satisfies u(t) < 0, u′(t) > 0 and gk1(u(t)) < 0. By Lemma 6.5,
gk1(u(t)) is always negative while the solution exists. If u(T ) = 0, then
we obtain gk1(u(T )) = u
′(T )+k1(u(T ))
2 = u′(T ) < 0. This contradicts
to u′(t) > 0 for t ∈ I. Therefore, u(t) < 0 while the solution exists.
If u′(T1) = 0 for some T1 > 0, then we obtain u
′′(T1) = B(u(T1))
3 ≥
0, since u′′(t) = Au(t)u′(t) + B(u(t))3, u′(T1) = 0, u(T1) ≤ 0 and
B < 0. Hence u′ is non-decreasing on (T1 − δ, T1) for some δ > 0.
This contradicts to u′(T1 − δ) > 0. Therefore u(t) < 0, u′(t) > 0 and
gk1(u(t)) < 0 hold provided the solution exists.
Now assume t ∈ I, by gk1(u(t)) < 0, we have
u′(t) < −k1(u(t))2, u(0) < 0.
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By Lemma 6.1, we obtain
u(0) < u(t) <
u(0)
1 + k1u(0)t
< 0,
and the solution exists on [0,∞), since k1u(0) > 0. In particular, we
obtain∫ t
0
u(s) ds =
∫ t
0
u(0)
1 + k1u(0)s
ds =
1
k1
log |1 + k1u(0)t| → −∞,
as t→∞. Hence we obtain that
g∞ = lim
t→∞
gk1(u(t)) = gk1(u(0)) lim
t→∞
exp
(
Ak1
∫ t
0
u(s) ds
)
= 0.
On the other hand, since u(t) < 0 and u is monotone increasing, there
exists u∞ ≤ 0 such that u(t)→ u∞, and u′(t)→ 0 (t→∞). Therefore
using g∞ = k1u
2
∞
, we obtain u∞ = 0. 
Theorem 7.13. In the case that A > 0, B < 0 and A2+8B ≥ 0, there
exist global solutions of (7.1) on whole real line R satisfying u(t)→ 0,
u′(t) → 0 (t → ±∞). Hence there exist positive global solutions of
(1.1) on R satisfying f(t)→ C (t→ ±∞).
Proof. Let the initial condition satisfy u(0) = 0 and u′(0) < 0, then,
by Proposition 7.11, there exists T > 0 such that the solution exists on
[0, T ] and it satisfies u(T ) < 0 and u′(T ) = 0.
If u(T ) < 0 and u′(T ) = 0, then we have gk1(u(T )) = k1(u(T ))
2 < 0.
Hence, by using time-shift t 7→ t−T , and Proposition 7.12, the solution
satisfies u(T ) < 0 and u′(T ) = 0 extends to [T,∞), and it satisfies
u(t)→ 0 and u′(t)→ 0 (t→∞). Therefore, we obtain the solution on
[0,∞) with the initial value u(0) = 0 and u′(0) < 0.
Consider the backward solution of the ODE, we may easily prove that
the solution extends on the whole real line R, and it satisfies u(t)→ 0
and u′(t)→ 0 (t→ −∞). 
Theorem 7.14. Under the condition A > 0, B < 0 and A2 + 8B ≥ 0,
the equation (7.1) admits no non-trivial periodic solutions. Hence the
equation (1.1) admins no positive non-trivial periodic solutions.
Proof. Assume that the equation (7.1) admits a non-trivial periodic
solution u. If u satisfies u′(t) > 0 or u′(t) < 0 for any t ∈ R, then u
must be a monotone function which never occurs because u is periodic.
Hence we obtain that there exists T > 0 such that u′(T ) = 0. Moreover
if there exists T > 0 such that u′(T ) = u(T ) = 0, then u is trivial.
Therefore, we may assume that there exists T > 0 such that u′(T ) = 0
and u(T ) 6= 0. If u(T ) > 0, considering v(t) = −u(−t), we may assume
u(T ) < 0 without loss of generality. By Proposition 7.12, u should
satisfy u(t)→ 0 as t→∞. Hence u is not periodic. 
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uu′
Figure 5. The case of m = 3.
u
u′
Figure 6. The case of A2 + 8B < 0 (A = 2, B = −4).
7.7. Remarks. By above arguments, we also obtain that if the qua-
dratic equation (6.13) has real solutions k1, k2 and they have same
sign, then there exist global bounded solutions of (7.1), and if they
have different sign, then there exist no global solutions of (7.1).
On contrary, we conjecture that under the condition A2 + 8B < 0
(i.e., (6.13) has no real solutions), all solutions of (7.1) are periodic.
If A = 0, the equation (7.1) can be written u′′ = −κ4u3, Solutions
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of this equation are written as u(t) = Csn(i, Cκ(t + t0)) by using
Jacobi’s sn, and it is well-known that they are periodic (cf. Remark
6.4). For A 6= 0, numerical experiments support this conjecture (see
Figure 6). However set A = (8−m)/(m− 2), B = 2(m− 4)/(m− 2)2,
then A2 + 8B = m2/(m− 2)2, therefore, there are no real numbers m
satisfying the condition A2 + 8B < 0.
Finally, we note that we use classical Runge-Kutta method (Figures
1, 2, 3, 4 and 5), and Gauss method of order 6 (Figure 6) as numerical
integrators (cf. [6]).
8. Biharmonic maps between product Riemannian
manifolds
Finally, we give nice applications. Let us consider the product Rie-
mannian manifolds, M := R × Σm−1, and N := R × P , respectively,
where R is a line with the standard Riemannian metric g1, Σ
m−1 is an
(m−1)-dimensional manifold with a Riemannian metric g2 (m = 3, 4),
and P is a manifold with Riemannian metric h2, respectively. Let us
take the product Riemannian metrics g = g1+g2 onM , and h = g1+h2
on N , respectively.
Then, for every smooth map ϕ = (ϕ1, ϕ2) : M → N , with ϕ1 : R →
R, and ϕ2 : Σ
2 → P , the tension field τ(ϕ) is given as
τ(ϕ) = (τ(ϕ1), τ(ϕ2)) ∈ Γ(ϕ−1TN) = Γ(ϕ−11 TR× ϕ−12 TN).
Thus, ϕ is harmonic if and only if both (1) ϕ1 : (R, g1) → (R, g1) is
harmonic, and (2) ϕ2 : (Σ
m−1, g2) → (P, h2) is harmonic. Notice that
all the harmonic maps ϕ1 : (R, g1) → (R, g1) are affine functions R ∋
x 7→ ax+ b ∈ R for some constants a and b.
Now we define a conformal Riemannian metric g˜ = f˜ 2/(m−2)g with
f˜(x, y) = f(t) (t = x ∈ R, y ∈ Σm−1).
Then, we can easily calculate that
∇gf = f ′ ∂
∂t
,
ϕ∗(∇gf) = ϕ1∗(f ′ ∂
∂t
) = af ′
∂
∂t
,
∆gf = −f ′′,
∇∇gfϕ∗(∇gf) = af ′′f ′ ∂
∂t
,
Jg(ϕ∗(∇gf)) = −af ′′′ ∂
∂t
.
For a harmonic map ϕ = (ϕ1, ϕ2) : (M, g) = (R×Σm−1, g)→ (N, h) =
(R× P, h), it holds that ϕ : (M, g˜)→ (N, h) is harmonic if and only if
ϕ∗(∇gf) = af ′ ∂∂t = 0 if and only if f(t) is constant in t = x or ϕ1 is a
constant.
Therefore, we obtain
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Lemma 8.1. The above mapping ϕ : (M, g˜)→ (N, h) is a biharmonic
map if and only if the mapping ϕ1 : R→ R is a constant or it satisfies
the ODE (1.1).
Thus, we obtain the following theorem which answers our Problem
in the Section 4, in the case of the (non-compact) product Riemannian
manifolds, and the product harmonic maps.
Theorem 8.2. For every harmonic map ϕ : (Σm−1, g)→ (P, h), let us
define ϕ˜ : R × Σm−1 ∋ (x, y) 7→ (ax + b, ϕ(y)) ∈ R × P (m = 3, 4),
where a and b are constants. Then,
(1) In the case m = 3, the mapping ϕ˜ : (R× Σ2, f˜ 2g)→ (R× P, h)
is biharmonic, but not harmonic if a 6= 0.
(2) In the case m = 4, the mapping ϕ˜ : (R×Σ3, 1
coshx
g)→ (R×P, h)
is biharmonic, but not harmonic if a 6= 0.
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