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Resumen
Dado un par de matrices (A,B) ∈ Fn×n×Fn×m y un subespacio (A,B)-invariante
V , en [1] Antoulas caracteriza co´mo son las posibles bases de V . En este trabajo expre-
samos los ı´ndices de Brunovsky de cualquier par cociente de (A,B) a V en te´rminos
de dicha caracterizacio´n.
1. Introduccio´n
Dado un sistema de ecuaciones diferenciales con control
x˙(t) = Ax(t) +Bu(t)
donde A ∈ Fn×n, B ∈ Fn×m y F = R o C, un subespacio V ≤ Fn se dice (A,B)-invariante
si A(V) ⊆ V + ImB.
Asociados a un subespacio (A,B)-invariante V podemos definir la restriccio´n de (A,B)





aplicacio´n de Fn+m en Fn, la restriccio´n y cociente de (A,B) a V son pares (A1, B1) y







A1 A3 B1 B3
0 A2 0 B2
]
.
Adema´s, los pares (A1, B1) y (A2, B2) son u´nicos salvo equivalencia por feedback.
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Recordemos que dos pares de matrices (A,B), (A¯, B¯) ∈ Fn×n × Fn×m son equivalentes












Un sistema completo de invariantes para la equivalencia por feedback de un par









. Es decir, por los ı´ndices minimales por columnas y los facto-




















se conocen como ı´ndices de controlabilidad de (A,B) y forman una




B AB · · · An−1B
]
es la matriz de controlabilidad y k1 ≥ k2 ≥ · · · ≥ km ≥ 0 son los ı´ndices de controlabilidad
de (A,B), entonces
∑m
i=1 ki = rang C(A,B).
Recordemos que el par (A,B) es completamente controlable si rang C(A,B) = n, o,
equivalentemente, si todos sus factores invariantes son iguales a 1.
Una forma cano´nica para la equivalencia por feedback de pares de matrices es la
llamada forma cano´nica de Brunovsky (ver, por ejemplo, [3] o [4]). Dado (A,B) ∈ Fn×n ×
F
n×m, sean k1 ≥ · · · ≥ kr > 0 = kr+1 = · · · = km = 0 sus ı´ndices de controlabilidad y
α1 | · · · | αn sus factores invariantes. Supongamos que α1 = · · · = αt = 1 y d(αt+1) ≥ 1.






Ac = Diag(A1, . . . , Ar), Bc =
[
















 ∈ Fki×1, 1 ≤ i ≤ r
y
J = Diag(N1, . . . ,Nn−t),
siendo Ni la matriz compan˜era del factor invariante αt+i, 1 ≤ i ≤ n− t.
La particio´n conjugada de (k1, . . . , km) es la secuencia de enteros no negativos definidos
de la siguiente forma:
ri := #{j : kj ≥ i}, 1 ≤ i ≤ n.
Estos nu´meros pueden ser caracterizados en te´rminos de rangos de submatrices de la





B AB · · · Ai−1B
]
, 1 ≤ i ≤ n.
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Llamaremos a (r1, . . . , rn) ı´ndices de Brunovsky de (A,B).
Dado un subespacio (A,B)-invariante V ∈ Fn de dimensio´n d, en [1], se obtiene una
caracterizacio´n de las matices base de V. Esto es, las matrices X ∈ Fn×d tales que rangX =
d y V = 〈X〉.
Por otra parte, todos los pares cociente de (A,B) a V son equivalentes por feedback
y, por tanto, tienen los mismos ı´ndices de Brunovsky. En este trabajo caracterizamos los
ı´ndices de Brunovsky de cualquier cociente de (A,B) a V en te´rminos de una matriz base
de V.
2. Resultados previos
Dado un par controlable (A,B) ∈ Fn×n ∈ Fn×n, sea (Ac, Bc) la forma cano´nica de
Brunovsky de (A,B). Es fa´cil probar que un subespacio V = 〈X〉 ≤ Fn es (A,B)-invariante
si y so´lo si PV = 〈PX〉 es (Ac, Bc)-invariante para una matriz P ∈ Gln(F).
En el siguiente Teorema mostramos la caracterizacio´n de Antoulas de los subespacios
(A,B)-invariantes.
Teorema 1 ([1]) Sea (A,B) ∈ Fn×n ∈ Fn×m un par de matrices controlable en forma
cano´nica de Brunovsky con ı´ndices de controlabilidad k1 ≥ · · · ≥ km > 0. Sea V ≤ F
n
un subespacio de dimensio´n d. V es (A,B)-invariante si y so´lo si existe un par (H,F ) ∈
F


















 , 1 ≤ i ≤ m,
siendo hi la i-e´sima fila de H y se debe entender que Θi no esta´ presente si ki = 0.
En lugar de considerar el par en forma cano´nica de Brunovsky, es ma´s conveniente para
nuestros propo´sitos suponer que el par esta´ en la forma cano´nica asociada a los ı´ndices de
Brunovsky:
Lema 1 ([6]) Sea (A,B) ∈ Fn×n × Fn×m. Sean r1 ≥ · · · ≥ rk > 0 = rk+1 = · · · = rn = 0
los ı´ndices de Brunovsky y α1 | · · · | αn los factores invariantes de (A,B). Supongamos
que α1 = · · · = αt = 1 y d(αt+1) ≥ 1. Entonces el par (A,B) es equivalente por feedback a






0 0 . . . 0 0
Er2 0 . . . 0 0
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Eri = [Iri 0] ∈ F
ri×ri−1, 1 ≤ i ≤ k, r0 := m y
J = Diag(N1, . . . ,Nn−t),
siendo Ni la matriz compan˜era del factor invariante αt+i, 1 ≤ i ≤ n− t.
La caracterizacio´n de Antoulas de los subespacios (A,B)-invariantes cuando el par
(A,B) esta´ en esta forma cano´nica queda reflejada en el siguiente
Teorema 2 Sea (A,B) ∈ Fn×n ∈ Fn×m un par de matrices controlable con ı´ndices de
Brunovsky r1 ≥ · · · ≥ rk > 0 = rk+1 = · · · = rn. Supongamos que (A,B) esta´ en la forma
cano´nica asociada a los ı´ndices de Brunovsky mostrada en el Lema 1.
Sea V ≤ Fn un subespacio de dimensio´n d. V es (A,B)-invariante si y so´lo si existe





























 , 1 ≤ i ≤ k.
3. Resultado principal
En toda la seccio´n, (A,B) ∈ Fn×n × Fn×m es un par de matrices tal que rangB = m,
V ≤ Fn es un subespacio (A,B)-invariante, dimV = d y (s1, s2, . . . , sn) son los ı´ndices de
Brunovsky de cualquier par cociente de (A,B) a V.
Nuestro primer objetivo es caracterizar los ı´ndices (s1, s2, . . . , sn) en te´rminos de (A,B)
y una matriz base de V. Para ello, necesitamos el siguiente
Lema 2 ([5, Remark 1.3]) Sea X ∈ Fn×d una matriz tal que V = 〈X〉 y rangX = d y sea
q := dim(ImB ∩ V).
Entonces existen matrices P ∈ Gln(F), Q ∈ Glm(F), R ∈ F
m×n, A1 ∈ F
d×d, B1 ∈
F
d×q, A2 ∈ F
(n−d)×(n−d), B2 ∈ F
(n−d)×(m−q), A3 ∈ F










A1 A3 B1 B3









El par (A1, B1) ∈ F
d×d×Fd×q es una restriccio´n y el par (A2, B2) es un cociente de (A,B)
a V.
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Nuestro principal resultado es
Teorema 3 Sea X ∈ Fn×d una matriz tal que V = 〈X〉 y rangX = d. Sean (t1, t2, . . . , tn)





(s1, s2, . . . , sn) = (t1 − d, t2, . . . , tn). (2)
Demostracio´n. Sea q := dim(ImB ∩ V). Aplicando el Lema 2, existen matrices P ∈
Gln(F), Q ∈ Glm(F), R ∈ F
m×n, A1 ∈ F
d×d, B1 ∈ F
d×q, A2 ∈ F
(n−d)×(n−d), B2 ∈
F
(n−d)×(m−q), A3 ∈ F










A1 A3 B1 B3


















]  P 0 0R Q 0
0 0 Id

 = [ A′ B′ X ′ ] .








) son equivalentes por feedback y por










Id 0 0 0 0
0 In−d 0 0 0
0 0 Iq 0 0
0 0 0 Im−q 0








A1 A3 B1 B3 Id




Id 0 0 0 0
0 In−d 0 0 0
0 0 Iq 0 0
0 0 0 Im−q 0





0 0 0 0 Id








j=1 tj = rang
[




0 0 Id 0 0 0 · · · 0 0 0












j=1 sj , 1 ≤ i ≤ n,
de donde se deduce (2). 
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B AB · · · Ai−1B
]




(rj − sj) = dim(Im
[
B AB · · · Ai−1B
]
∩ V), 1 ≤ i ≤ n, (4)
donde (r1, . . . , rn) son los ı´ndices de Brunovsky de (A,B).





B X AB AX · · · Ai−1B Ai−1X
]
− d, 1 ≤ i ≤ n.
Como V es (A,B)-invariante, se tiene que A(V) ⊆ V + ImB. Es decir, < AX > ≤ <[
B X
]
> y, por tanto,
















B AB · · · Ai−1B
]
+ V), 1 ≤ i ≤ n,
de donde se deduce (3).
Teniendo en cuenta que
dim(Im
[





rj, 1 ≤ i ≤ n,
obtenemos (4). 
Corolario 2 Sean r1 = m ≥ · · · ≥ rk > 0 = rk+1 = · · · = rn los ı´ndices de Brunovsky de
(A,B).
Sean r0 := n−
∑k
j=1 rj y s0 := n− d−
∑k
j=1 sj.
Supongamos que (A,B) esta´ en la forma cano´nica asociada a los ı´ndices de Brunovsky









 ∈ Fn×d con Xi ∈ Fri×d, 0 ≤ i ≤ k
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una matriz tal que V = 〈X〉 y rangX = d. Entonces
(r0 − s0) +
k∑
j=i










, 1 ≤ i ≤ k. (5)
Demostracio´n. Aplicando el Corolario 1,∑i−1
j=1 sj = dim(Im
[











Ir1 0 0 · · · 0 0 X1







0 0 0 · · · Iri−1 0 Xi−1







0 0 0 · · · 0 0 Xk
















− d, 2 ≤ i ≤ k.
Teniendo en cuenta que




se obtiene (5). 
Como consecuencia inmediata podemos expresar los ı´ndices de Brunovsky del cociente
en te´rminos de rangos de submatrices de la matriz Λ(F,H) del Teorema 2.
Corolario 3 Supongamos que (A,B) es controlable y esta´ en la forma cano´nica asociada
a los ı´ndices de Brunovsky r1 = m ≥ · · · ≥ rk > 0 = rk+1 = · · · = rn.





























 con Hi ∈ F(ri−ri+1)×d, 1 ≤ i ≤ k.
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 , 1 ≤ i ≤ k.
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