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Introduzione
Il grafene, un cristallo bidimensionale costituito da un reticolo monoatomico a nido d’ape di atomi di carbonio,
e` stato di recente ottenuto dal taglio micromeccanico della grafite, di cui e` lo strato costitutivo [1]. Questo
risultato ha incoraggiato lo studio delle proprieta` elettroniche di questo sistema: prima del 2004 non esistevano
cristalli bidimensionali se non stabilizzati da un opportuno substrato; ovviamente gas di elettroni bidimensionali
possono essere facilmente creati in eterostrutture a semiconduttore, in cui e` possibile raggiungere spessori di
poche decine di passi reticolari. Il grafene tuttavia non ha rivali da questo punto di vista: gli elettroni sono legati
agli orbitali 2p del carbonio, la cui estensione trasversa e` dell’ordine dell’Angstrom [2]; il sistema si e` rivelato
un buon conduttore, con mobilita` elettroniche che si mantengono alte anche a temperatura ambiente [3].
Nel presente lavoro di tesi ci proponiamo di studiare le proprieta` a molti corpi del grafene, concentrandoci
in particolare sul diagramma di fase e sulle eccitazioni collettive degli elettroni in singoli e doppi strati. Nel
singolo strato, la dispersione lineare degli elettroni fa s`ı che tutte le proprieta` a singola particella, come l’effetto
Hall quantistico intero, siano governate dall’equazione di Dirac per sistemi a due dimensioni [4]. Le interazioni
Coulombiane (e2/r) invece devono essere trattate mediante la teoria non relativistica: singoli strati di grafene
drogati sono stati dimostrati essere liquidi di Fermi normali [5]. Nel caso di due strati di grafene accoppiati, il
tunneling elettronico da uno strato all’altro introduce una piccola massa efficace per l’elettrone, la cui dispersione
torna ad essere parabolica almeno a piccoli vettori d’onda [6]. Utilizzando un gradiente di campo elettrico tra i
due strati, e` possibile modificare la forma delle bande e introdurre un gap utile al confinamento delle particelle.
Proprio per questo motivo, il doppio strato e` la struttura che attualmente desta maggiore interesse ai fini della
costruzione di dispositivi nanoelettronici.
Nel primo capitolo introdurremo dunque la teoria a molti corpi per un gas di bidimensionale di elettroni con
dispesione parabolica, riportandone l’energia di stato fondamentale nella nota approssimazione Hartree-Fock e
discutendone il diagramma di fase. Con lo scopo di migliorare la descrizione fornita dalla teoria Hartree-Fock,
studieremo inoltre la teoria della risposta lineare: introdurremo la funzione di risposta densita`-densita` del gas di
elettroni non interagente, e otterremo una descrizione dello schermo elettrostatico e delle oscillazioni di plasma
di un gas interagente nell’ambito della “Random Phase Approximation” (RPA) [7].
Nel secondo capitolo passeremo alla trattazione del singolo strato di grafene, utilizzando l’approssimazione
tight-binding [8] per ricavare la legge di dispersione delle particelle, che risultera` lineare in un intorno dei punti
di contatto tra banda di valenza e banda di conduzione. A conferma dell’andamento lineare delle bande ci
soffermeremo su alcuni esperimenti portati a termine recentemente per indagare le proprieta` degli elettroni nel
grafene, tra cui l’osservazione dell’effetto Hall quantistico intero [4] e gli studi spettroscopici sulla struttura
a bande [9]. Con lo scopo di descrivere gli effetti a molti corpi, calcoleremo quindi la funzione di risposta
densita`-densita` in assenza di interazioni e la utilizzeremo per ricavare l’energia di stato fondamentale RPA del
sistema interagente, la sua compressibilita` e suscettivita` di spin. Uno dei contributi originali di questa tesi e` la
continuazione analitica all’asse delle frequenze reali della funzione di risposta densita`-densita` trovata da Barlas
et al. [10] sull’asse immaginario. Il risultato ottenuto e` in perfetto accordo con quello di Wunsch et al. [11], ed
ha permesso di calcolare accuratamente, all’interno dello schermo RPA, la dispersione del plasmone, la funzione
di Green a una particella e la funzione spettrale [12].
Nel terzo capitolo discuteremo i risultati originali ottenuti per il diagramma di fase del doppio strato di
grafene, nella configurazione nota in letteratura come “Bernal stacking”. Utilizzeremo a tali fini un modello a
due bande [13], che descrive correttamente le proprieta` di eccitazione di bassa energia. Ricaveremo per questo
modello una Hamiltoniana di campo medio e risolveremo in modo auto-consistente la sua equazione agli autova-
lori, ottenendo lo stato fondamentale in approssimazione Hartree-Fock. In questa approssimazione mostriamo
come il doppio strato di grafene sia instabile, per opportuni valori del drogaggio, rispetto al trasferimento di
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carica da uno strato all’altro [14]. Tale instabilita` e` dovuta al guadagno in energia di scambio che si verifica se
gli elettroni vengono localizzati interamente su uno dei due strati, e che in determinate condizioni risulta essere
maggiore dell’energia Coulombiana spesa per il trasferimento di carica.
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Capitolo 1
Introduzione a risultati teorici e
sperimentali rilevanti
In questo capitolo descriveremo il gas di Fermi quantistico degere, iniziando dal caso non interagente in cui lo
stato fondamentale e` noto con esattezza; introdurremo successivamente le interazioni attraverso l’approssima-
zione Hartree-Fock, di cui discuteremo le limitazioni nel determinare il diagramma di fase ed altre proprieta` del
sistema di particelle, come lo schermo elettrostatico ed i moti collettivi. Una delle vie che si possono seguire
per migliorare la teoria Hartree-Fock e` la “Random Phase Approximation” (RPA), che utilizzando la risposta
in densita` del liquido elettronico non interagente e` in grado di descriverne con accuratezza le eccitazioni di
bassa energia. La seconda parte del capitolo sara` dedicata a questa approssimazione e alle sue applicazioni nella
determinazione dell’energia di stato fondamentale del gas degenere.
1.1 Liquidi di Fermi quantistici
Consideriamo un sistema con un numero N fissato di elettroni di massa m non interagenti, confinati in un
volume V in dimensionalita` D (con lunghezza lineare LD) e a una temperatura T . Nel limite termodinamico
N → ∞ e V → ∞, mentre la densita` n = N/V resta finita, e costituisce una grandezza fondamentale per la
descrizione delle proprieta` del sistema. Nella teoria di molti corpi e` spesso utile dare l’informazione sulla densita`
del sistema attraverso il parametro rs (chiamato parametro di Wigner-Seitz), definito in modo tale che una sfera
di raggio rsaB (aB = ~2/me2) racchiuda in media un solo elettrone. La relazione tra rs e la densita` si esprime
facilmente per varie dimensionalita`:
1
n
=

4pi
3 (rsaB)
3 , 3D
pi(rsaB)2 , 2D
2rsaB , 1D .
(1.1)
L’altro parametro importante per descrivere il liquido di Fermi e` la polarizzazione media di spin ζ = (N↑ −
N↓)/(N↑ +N↓), dove N↑(↓) e` il numero totale di elettroni con spin +1/2(−1/2).
In assenza di interazioni l’equazione di Schro¨dinger per le singole particelle e` semplicemente:
Hˆ =
N∑
i
pˆ2i
2m
. (1.2)
La soluzione e` un’onda piana moltiplicata per uno spinore: uk,σ = 1/
√
V exp[i(k · r − ωkt)]χσ. L’energia e
l’impulso per una particella con questa funzione d’onda sono rispettivamente ek = ~ωk = ~2k2/2m e p = ~k.
Per costruire la funzione d’onda Ψ0(r1, . . . , rN ; t) a molti corpi introduciamo la statistica fermionica: Ψ0
deve essere antisimmetrica per scambio di due particelle; Ψ0 si puo` scrivere quindi come un determinante di
Slater costruito con le funzioni uk,σ(r, t). Dalla statistica si deduce la funzione di distribuzione di Fermi-Dirac
n0k,σ = 1/{1+exp[(µ−ek)/kBT ]}, che descrive il numero di occupazione medio di ogni stato e include il principio
di Pauli (n0k,σ ≤ 1).
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Per un sistema paramagnetico (ζ = 0) e per un gas degenere (µ kBT ), in cui n0k,σ ≈ Θ(µ− ek), possiamo
riempire gli stati a disposizione a partire da quelli di energia piu` bassa, fino a costituire nello spazio degli impulsi
una sfera di diametro kF (vettore d’onda di Fermi), con µ = ~2k2F/2m.
Il potenziale chimico µ, e quindi kF, possono essere determinati dalla condizione di normalizzazione:
N =
∑
(|k|≤kF),σ
1 = 2
V
(2pi)D
∫
(|k|≤kF)
dDk , (1.3)
da cui si ottiene, per varie dimensionalita`,
kF =
 (3pi
2n)
1
3 = ( 9pi4 )
1
3 (rsaB)−1 , D = 3
(2pin)
1
2 =
√
2(rsaB)−1 , D = 2
pi
2n =
pi
4 (rsaB)
−1 , D = 1 .
(1.4)
Una volta definito lo stato fondamentale, gli stati eccitati si ottengono promuovendo un elettrone da uno stato
interno alla sfera di Fermi ad uno stato esterno ad essa; le eccitazioni di questo tipo conservano il numero totale
di particelle. Un differente punto di vista, di tipo grancanonico, che non impone cioe` la conservazione del numero
di particelle, consiste nel classificare le eccitazioni del liquido elettronico come di due tipi: (i) creazione di un
elettrone fuori dalla sfera di fermi (con |k| > kF e energia ek − µ), oppure (ii) creazione di una buca dentro la
sfera di Fermi (con |k′| < kF e energia µ− ek′).
Il passo successivo per la comprensione dei liquidi di elettroni e` lo studio delle interazioni. Se permettiamo
alle particelle di interagire attraverso una energia potenziale v(r), e` necessario risolvere, per determinare lo
stato fondamentale, una equazione di Scro¨dinger con un termine dipendente dalle posizioni di tutti gli elettroni.
In generale non sara` piu` possibile descrivere tale stato fondamentale attraverso un determinante di Slater di
orbitali di singola particella. Lo spettro del liquido elettronico interagente e` molto complesso, e la soluzione
esatta dell’equazione di Schro¨dinger puo` essere ottenuta con metodi numerici soltanto per un numero basso
di particelle (< 1000). I metodi approssimati per lo studio delle proprieta` termodinamiche e delle proprieta`
di risposta ad un potenziale esterno del gas di elettroni possono essere molto accurati ed efficaci. La loro
applicabilita` richiede in generale ipotesi sul tipo di interazioni presenti nel sistema e sul valore dei parametri rs
e ζ che lo caratterizzano.
Per molti sistemi di fermioni di interesse fisico, tra cui i gas di elettroni bidimensionali e tridimensionali
in presenza di interazioni Coulombiane, lo stato fondamentale del sistema interagente puo` essere ottenuto
partendo dal sistema ideale e accendendo adiabaticamente le interazioni. Ogni fermione conserva durante questo
procedimento la propria descrizione in termini di numeri quantici di spin e impulso; quest’ultimo, tuttavia, puo`
essere dissipato in un tempo caratteristico τ a causa delle interazioni. Ogni particella viene quindi “vestita”
dell’interazione con il liquido circostante ed acquista una vita media finita. La particella del liquido fermionico
vestita della sua interazione con il sistema viene in letteratura indicata con il termine “quasi-particella”, mentre
un sistema fermionico con caratteristiche tali da permettere questo tipo di descrizione viene denominato “Liquido
di Fermi Normale”. Esempi di liquido di Fermi sono i gas bidimensionali e tridimensionali di elettroni nei metalli
e l’He3 liquido. La descrizione di liquido di Fermi non e` invece possibile per sistemi in vicinanza di una transizione
di fase superfluida, magnetica, o nel liquido unidimensionale di elettroni, dove le interazioni sono abbastanza
forti da non permettere piu` una descrizione in termini di particelle vestite; le eccitazioni in questi casi sono
espresse da fononi e rotoni (superfluido), coppie di cooper (superconduttore) o onde di spin (ferromagnete).
1.1.1 Seconda quantizzazione
Scriviamo esplicitamente la funzione d’onda di stato fondamentale del gas non interagente:
Ψ0(r1 . . . rN ) =
∑
P
(−1)PPi...lui(r1) · · · · · ul(rN ) . (1.5)
Ψ0(r1 . . . rN ) e` un determinante di Slater di orbitali di singola particella; P indica l’operatore di permutazione e P
il numero di scambi tra gli orbitali, mentre le lettere i, . . . , l indicano ciascuna un set di numeri quantici di singola
particella. Una descrizione delle eccitazioni in termini di questa rappresentazione e` scomoda e sconveniente:
l’aggiunta di un elettrone nel sistema comporta l’introduzione nella espressione (1.5) di un nuovo orbitale ui(rj),
che deve essere antisimmetrizzato rispetto a tutti gli altri.
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Per poter maneggiare con piu` trasparenza le funzioni d’onda del gas di elettroni e` opportuno introdurre il
formalismo di seconda quantizzazione. Adottiamo la notazione |...nk,σ...〉 per una generica funzione d’onda del
gas ideale, dove nk,σ e` il numero di occupazione esatto dell’orbitale con numeri quantici k e σ, e puo` assumere
quindi soltanto i valori 0 o 1. Tutte le funzioni di questo tipo formano una base completa nello spazio degli
stati. Tale constatazione permette di espandere la funzione d’onda Ψ del fluido di N particelle interagenti in
questa base.
Ψ(r1, ..., rN ; t) =
∑
{nk,σ}
A(...nk,σ...; t)|...nk,σ...〉 , (1.6)
dove |A(...nk,σ...; t)|2 e` la probabilita` che vi siano {...nk,σ...} particelle nell’orbitale di singola particella con
impulso k e spin σ al tempo t. E` quindi sufficiente, per calcolare il valore di aspettazione di un operatore su
uno stato qualsiasi, conoscere i suoi elementi di matrice tra gli stati del gas ideale.
Introduciamo ora gli operatori di creazione e distruzione cˆk,σ e cˆ
†
k,σ. Questi operatori rispettivamente tolgono
o aggiungono al sistema particelle con definito spin e impulso:{
cˆk,σ |...nk,σ...〉 = √nk,σ |...(nk,σ − 1)...〉
cˆ†k,σ |...(nk,σ)...〉 =
√
1− nk,σ |...(nk,σ + 1)...〉 . (1.7)
cˆ e cˆ† devono soddisfare la regola di anticommutazione {cˆk,σ cˆ†k′,σ′} = δk,k′δσ,σ′ per tenere conto del principio
di Pauli (cˆ†k,σ|...nk,σ...〉 = 0 se nk,σ = 1, mentre cˆk,σ|...nk,σ...〉 = 0 se nk,σ = 0). Il formalismo di seconda
quantizzazione include naturalmente la statistica fermionica e semplifica la scrittura delle funzioni d’onda, che
puo` essere costruita a partire dallo stato di vuoto, applicando tanti operatori di creazione quante sono le particelle
del liquido elettronico; nel caso non interagente lo stato fondamentale si scrive come: ∏
|k|<kF,σ
c†k,σ
 |0 . . . 0〉 . (1.8)
Dalla rappresentazione degli impulsi si puo` passare facilmente alla rappresentazione delle coordinate, dove
definiamo operatori che creano e distruggono particelle in un determinato punto dello spazio:
Ψˆ(r) =
∑
k,σ
uk,σ(r)ck,σ; Ψˆ†(r) =
∑
k,σ
u∗k,σ(r)c
†
k,σ . (1.9)
Il numero totale di particelle in uno stato |Φ〉, con queste definizioni, si ottiene semplicemente da:
N =
∫
dDr〈Φ|Ψˆ†(r)Ψˆ(r)|Φ〉 (1.10)
Nella trattazione che segue faremo uso di vari operatori, sia in prima che in seconda quantizzazione, nella
rappresentazione delle coordinate o degli impulsi. Qui sotto elenchiamo la forma degli operatori piu` importanti,
scritti in prima,
Densita` nˆ(r) =
∑N
i δ(r− rˆi) , nˆq =
∑N
i exp(iq · rˆi) ,
Corrente jˆ = 1m
∑
i pˆiδ(r− rˆi) + δ(r− rˆi)pˆi ,
(1.11)
e in seconda quantizzazione,
Numero di particelle Nˆ =
∑
k,σ cˆ
†
k,σ cˆk,σ ,
Densita` nˆ(r) =
∑N
i Ψˆ
†(ri)Ψˆ(ri) , nˆq =
∑
k,σ cˆ
†
k−q,σ cˆk,σ ,
Corrente jˆ = ~2m
∑
k,σ(2k+ q)cˆ
†
k,σ cˆk+q,σ .
(1.12)
Occorre dedicare attenzione anche all’operatore di interazione che entra nella Hamiltoniana di un sistema con
potenziale di coppia v(r) (vq in trasformata di Fourier); riportiamo la sua espressione in seconda quantizzazione
nello spazio reale
Hˆint = 12
∫
dDr
1
|r− r′|Ψ
†(r)Ψ†(r′)Ψ(r′)Ψ(r) , (1.13)
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e nello spazio degli impulsi,
Hˆint = 12
∑
q,k,k′,σ,σ′
vqcˆ
†
k,σ cˆ
†
k′,σ′ cˆk′,σ′ cˆk,σ . (1.14)
Nell’appendice A sono riportate le espressioni per vq in varie dimensionalita` nel caso vq sia il potenziale
Coulombiano.
1.2 Teoria Hartree-Fock del liquido degenere
In un sistema fisico realistico gli elettroni interagiscono tramite il potenziale Coulombiano v(r) = e/r; la forza
repulsiva generata tra N cariche costrette all’interno di un volume V renderebbe un qualsiasi gas elettronico,
in assenza di neutralizzazione, impossibile da confinare, facendo allontanare le particelle le une dalle altre. I
gas di elettroni all’interno dei cristalli costituiscono un sistema stabile in quanto la carica negativa totale viene
neutralizzata dalla carica positiva degli ioni del reticolo. La Hamiltoniana piu` generale per descrivere un sistema
cristallino e` la seguente:
Hˆ =
N∑
i
pˆ2i
2m
+
N ′∑
I
Pˆ 2I
2M
+ Hˆe−e + Hˆe−i + Hˆi−i , (1.15)
Hˆe−e =
∑
i 6=j
e2
|rˆi − rˆj | , Hˆe−i = −
∑
i,J
Ze2
|rˆi − RˆJ |
, Hˆi−i =
∑
I 6=J
(Ze)2
|RˆI − RˆJ |
, (1.16)
dove gli indici in maiuscolo indicano somme sugli ioni (in numero N ′), mentre M e R rappresentano rispettiva-
mente le masse e le coordinate ioniche. Una approssimazione molto usata per studiare l’Hamiltoniana (1.15) e`
quella di Born-Oppenheimer in cui il secondo termine (energia cinetica degli ioni) viene scartato. La motivazione
e` che l’inerzia (M) degli ioni e` molto maggiore di quella degli elettroni (m), e rende trascurabile il contributo
all’energia dovuto al moto ionico. Con la stessa motivazione possiamo considerare l’interazione ione-ione come
una costante, che non risulta rilevante ai fini della determinazione degli stati. Il terzo termine rappresenta
l’interazione tra gli elettroni; questa diverge nel limite termodinamico, e sarebbe responsabile di una istabilita`
non fisica. Tale divergenza viene tuttavia compensata dal contributo dovuto all’interazione ione-ione e ione-
elettrone, anch’essa divergente e di segno opposto. Per chiarire questa affermazione scriviamo l’Hamiltoniana
in una forma piu` compatta, introducendo gli operatori di densita` elettronica e ionica:
nˆ(r) =
N∑
i
δ(r− rˆi); nˆI(r) =
N ′∑
I
δ(r− Rˆi) , (1.17)
Per semplificare la trattazione approssimiamo la densita` ionica come una costante (nI(r) =
∑N ′
I δ(r−Ri) ≈
nb), adottando quello che in letteratura e` noto come “modello di Jellium”. In questo modo otteniamo un siste-
ma invariante per traslazione. Questa approssimazione descrive correttamente elettroni la cui funzione d’onda
cristallina varia poco sulla scala del passo reticolare, ed e` valida in generale per particelle con dispersione para-
bolica e vettori d’onda piccoli rispetto alle dimensioni della zona di Brillouin. L’espressione per la Hamiltoniana
in seconda quantizzazione e` la seguente:
Hˆ =
∑
k,σ
~2k2
2m
cˆ†k,σ cˆk,σ +
∑
q
vq
2V
(
nˆqnˆ−q + Nˆ2δq=0
)
− vq=0Nˆnb + vq=02 V n
2
b , (1.18)
La trasformata di Fourier del potenziale Coulombiano ha la forma 4pi/(q2) in tre dimensioni e 2pi/(q) in due
dimensioni (A). In entrambi i casi il contributo di interazione risulta singolare per q = 0. Tuttavia, nel limite
termodinamico, quello che conta e` che resti finita una energia per unita` di volume:
Hˆ
V
=
1
V
∑
k,σ
~2k2
2m
cˆ†k,σ cˆk,σ +
∑
q
vq6=0
2V 2
(nˆqnˆ−q) +
vq=0
2
(
Nˆ2
V 2
− 2nbNˆ
V
+ nˆ2b
)
. (1.19)
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Nel limite termodinamico, in cui nb = N/V , i primi due termini nell’equazione (1.19) restano finiti, l’ultimo
invece si annulla. A questo punto abbiamo a disposizione la Hamiltoniana regolarizzata, che possiamo anche
riscrivere (ricordando le regole di commutazione tra gli operatori) nella forma:
Hˆ
V
=
1
V
∑
k,σ
~2k2
2m
cˆ†k,σ cˆk,σ +
∑
q
vq
2V 2
(
nˆqnˆ−q − Nˆ
)
(1.20)
dove ora si pone vq=0 = 0. L’approssimazione Hartree-Fock per un sistema di fermioni interagenti consiste
nell’assumere che lo stato fondamentale di (1.20) sia un determinante di Slater di orbitali di singoli parti-
cella (proprio come nel caso non interagente). L’energia di stato fondamentale viene determinata in modo
autoconsistente dalla minimizzazione della quantita`
Ev =
〈Ψv|Hˆ|Ψv〉
〈Ψv|Ψv〉 (1.21)
rispetto al determinante di Slater |Ψv〉. Il determinante che minimizza Ev viene preso come stato fondamentale
del sistema. Nel caso di un gas omogeneo l’approssimazione Hartree-Fock conduce ad una soluzione esatta,
senza la necessita` di portare a termine numericamente il procedimento autoconsistente. Infatti per un sistema
omogeneo interagente Ev e` minima proprio sullo stato fondamentale del sistema non interagente, e l’energia
Hartree-Fock e` esattamente uguale a:
EHF = E0 + 〈GS0|Hˆint|GS0〉 , (1.22)
dove E0 e` l’energia del sistema non interagente, che ha stato fondamentale |GS0〉. L’espressione (1.22) e` del tutto
equivalente al calcolo al primo ordine della teoria delle perturbazioni. Ricordando le regole di commutazione
per fermioni (1.7), scriviamo il valor medio dell’energia come:
EHFGS =
∑
k,σ
ekn
0
k,σ +
1
2V
∑
q
vq
∑
k,σ
∑
k′,σ′
〈GS0|cˆ†k+q,σ cˆ†k′−q,σ′ cˆk′σ′ cˆkσ|GS0〉 (1.23)
dove n0k,σ e` il numero di occupazione medio del liquido ideale. L’elemento di matrice in Eq. (1.23) e` diverso da
zero in due casi:
1. q = 0, in questo caso si ottiene il termine di Hartree;
2. k′ − k = q e σ = σ′, contributo che da` origine al termine di Fock.
Il termine di Hartree, in seguito alla regolarizzazione, e` identicamente nullo (vq=0 = 0). I due termini derivano
dal fatto che l’elettrone sente da un lato la media spaziale del potenziale di interazione (termine di Hartree);
d’altra parte il principio di Pauli gli impedisce di sovrapporsi spazialmente a particelle con lo stesso spin, e
questo diminuisce la loro reciproca interazione (termine di Fock). Il significato del termine di Fock e` piu` chiaro
se si osserva la funzione di correlazione radiale di coppia (densita` elettronica attorno ad una particella test di
fissata coordinata) del sistema: intorno ad ogni elettrone e` presente una zona di spazio in cui la densita` delle
particelle con lo stesso spin e` depressa, questa zona viene definita definita in letteratura come “buca di Pauli” o
“buca di scambio” (vedi Fig. 1.1 e appendice B). Possiamo ricavare dall’equazione (1.23) l’energia per particella:
εHFGS =
EHFGS
N
=
∑
k,σ
n0k,σ
[
ek +
1
2
ΣHF(k)
]
,
ΣHF(k) = v0 − 1
N
∑
q
vqn
0
k+q,σ .
(1.24)
L’energia di un elettrone di momento k e` uguale a eHF(k) = ek + ΣHF(k) come conseguenza delle interazioni.
ΣHF(k) ha il nome di auto-energia Hartree-Fock (self-energy) della particella. Per un sistema tridimensionale e`
possibile trovare una espressione analitica per eHF(k). Esprimendo l’energia in funzione di rs si ottiene:
ΣHF(k) = −e
2kF
pi
[
1 +
k2F − k2
2kkF
ln
∣∣∣∣k + kFk − kF
∣∣∣∣] (1.25)
EHFGS
N
=
(
3
5α2r2s
− 3
2piαrs
)
Ryd '
(
2.21
r2s
− 0.916
rs
)
Ryd , (1.26)
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Figura 1.1: Funzione di correlazione di coppia g(r) di un sistema non interagente con uguali popolazioni di spin,
per 2 (linea solida) e 3 dimensioni (linea tratteggiata). In zero la funzione vale 1/2 perche` meta` della densita`
del liquido e` data da particelle con lo stesso spin dell’elettrone test.
dove α = (9pi/4)−1/3 e Ryd indica il Rydberg (13.6 eV). Nell’equazione (1.26) il primo termine deriva dal
contributo cinetico, mentre il secondo tiene conto dell’energia potenziale; il rapporto tra energia potenziale ed
energia cinetica risulta proporzionale ad ad rs; questo parametro quantifica dunque la forza delle interazioni
all’interno del gas, che cresce al diminuire della densita`.
Stati polarizzati di spin
Se introduciamo nel gas elettronico D-dimensionale ideale una differenza tra le due popolazioni di spin, ovvero
uno ζ finito, otteniamo nello spazio delle fasi due distinte sfere di Fermi, con raggi kF↑(↓) = kF (1 ± ζ)1/D,
dove kF e` il vettore d’onda di Fermi per il sistema non polarizzato; l’energia cinetica per particella e` data
dall’espressione:
ε0(rs, ζ) = ε0(rs, ζ = 0)
(1 + ζ)
D+2
D + (1− ζ)D+2D
2
, dove (1.27)
ε0(rs, ζ = 0) =

3
5εF '
2.21
r2s
Ryd, 3D,
1
2εF =
1
r2s
Ryd, 2D,
1
3εF '
0.205
r2s
Ryd, 1D .
(1.28)
L’espressione dell’energia di scambio in (1.23) si puo` esprimere anch’essa come somma di due termini indipen-
denti, ciascuno derivante da particelle di fissato spin:
εx(rs, ζ) = εx(rs, ζ = 0)
(1 + ζ)
D+1
D + (1− ζ)D+1D
2
, (1.29)
dove l’energia Hartree-Fock nel caso non polarizzato vale,
εx(rs, ζ = 0) '

−0.916
rs
Ryd, 3D
−1.200
rs
Ryd, 2D .
(1.30)
L’energia del sistema non interagente e` minima per ζ = 0; se si aggiunge il termine di scambio, il valore minimo
si ottiene per ζ > 0, a condizione che rs > [2pi(
√
34− 1)][5α(√32− 1)]−1 ' 5.45 per il caso 3D e rs > 2 in 2D.
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Figura 1.2: La linea solida mostra l’energia Hartree-Fock in tre (a sinistra) e in due (a destra) dimensioni. La
linea punteggiata e` l’energia cinetica, la linea tratteggiata l’energia di scambio. Adattato dalla referenza [7].
Ci si aspetta quindi per sistemi con un valore abbastanza grande del parametro di accoppiamento uno stato
fondamentale polarizzato di spin. La verifica attraverso le simulazioni di Quantum Monte Carlo del valore di rcrits
che segna la transizione allo stato ferromagnetico (conosciuta come transizione di Bloch), ha fornito per il caso
3D il valore di rcrits ∼ 75, per il caso 2D rcrits ∼ 26. Questa mancanza di accordo tra teoria e simulazioni deriva dal
fatto che la teoria Hartree-Fock non e` abbastanza accurata nel descrivere le interazioni tra gli elettroni. Il vero
stato fondamentale e` infatti una combinazione lineare di piu’ determinanti di Slater: la funzione d’onda orbitale
degli elettroni e` diversa nel caso interagente rispetto al caso non interagente, e la funzione di distribuzione degli
elettroni nello spazio si modifica in modo da minimizzare le interazioni. Attorno ad ogni elettrone, oltre alla buca
di Pauli, si crea una zona di svuotamento di carica, definita “buca di Coulomb”, o “buca di correlazione”, che
interessa le particelle indipendentemente dal loro spin. La differenza tra l’energia di stato fondamentale esatta
e quella calcolata in approssimazione Hartree-Fock viene denominata “energia di correlazione”. Gli effetti della
correlazione fanno s`ı che uno stato polarizzato di spin sia vantaggioso per il bilancio energetico soltanto a valori
molto piu` alti del parametro rs. Approcci teorici piu` accurati, che tengono conto delle correzioni all’energia
Hartree-Fock, hanno fornito valori di rcrits in buon accordo con le simulazioni [15]. L’assenza del contributo delle
correlazioni rende impossibile utilizzare la teoria Hartree-Fock per spiegare fenomeni collettivi quali lo schermo
elettrostatico e le oscillazioni di plasma. Nei prossimi paragrafi cercheremo di descrivere tali effetti applicando
al liquido elettronico le equazioni della fisica dei sistemi continui.
1.2.1 Effetti collettivi nel liquido elettronico
Schermo elettrostatico
Supponiamo di introdurre all’interno del liquido omogeneo tridimensionale una impurezza di carica Ze; l’equa-
zione di Poisson determina il valore della densita` elettronica intorno all’impurezza, mentre l’equilibrio chimico
impone una relazione tra la variazione locale del numero di particelle e il potenziale elettrostatico:
{ ∇2V(r) = 4pie2[−Zδ(r)− n(r) + n]
µ[n(r)] + V(r) = cost ; (1.31)
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Figura 1.3: Spostamento di carica dovuto ad una oscillazione di plasma. Adattato dalla referenza [42].
risolvendo il sistema troviamo per il potenziale schermato il seguente risultato:
V(q) = 4pie
2
q2 + k2s
, ks =
(
4pie2
∂n
∂µ
) 1
2
. (1.32)
Dalla trasformata di Fourier di V(q) si puo` ottenere l’espressione in spazio reale: V(r) = −(Ze2/r) exp[−ksr]. E`
importante ricordare come il procedimento utilizzato per ricavare questa espressione sia esatto per uno schermo
statico nel limite di q → 0, a condizione che si utilizzi il valore corretto per ∂n/∂µ. In un sistema interagente
questo valore non e` in generale noto con esattezza: l’approssimazione di Thomas-Fermi consiste nel calcolare
tale derivata nel caso di un sistema non interagente, per cui essa e` uguale a mkF/(~2pi2); dalle relazioni (1.4)
troviamo che in questa approssimazione k2s (= k
2
TF) = 6pine
2/εF. Ricordando che la compressibilita` e` definita da
κ = n−2(∂n/∂µ) |T=cost , notiamo come l’equazione dello schermo ci metta a disposizione una relazione tra una
quantita` termodinamica macroscopica ed il comportamento microscopico del fluido attorno ad un’impurezza.
Oscillazioni di plasma
Per quanto riguarda le oscillazioni di plasma, la loro espressione per tre dimensioni e` una semplice conseguenza
delle equazioni di Maxwell: cercando una soluzione oscillatoria longitudinale, dilatiamo come in Fig. (1.3)
un volumetto di carica negativa nella direzione x di una quantita` ξ(x), tenendo fisso il background di carica
positiva. La variazione locale di densita` sara` pari a δn = −ndξ/dx. Combinando la prima equazione di Maxwell
con l’equazione di Newton, 
∂Ex
∂x
= −4pieδn
m
d2ξ
dt2
= −eEx = −4pie2nξ ,
(1.33)
otteniamo il valore della frequenza di plasma ω2p = 4pie
2n/m. Ricordando l’espressione per il vettore d’onda di
Thomas-Fermi possiamo anche scrivere ω2p = v
2
Fk
2
TF/3. Il risultato ottenuto in questo caso e` valido ancora una
volta nel limite di piccoli vettori d’onda: sia in (1.33) che in (1.32) stiamo descrivendo il liquido elettronico come
un mezzo continuo in presenza di interazioni; la meccanica ed elettrodinamica dei continui sono uno strumento
potente per desctivere gli effetti collettivi, ma trascurano completamente gli effetti quantistici, e sarebbero
quindi inadatte a descrivere una transizione di fase ferromagnetica guidata dallo scambio.
1.2.2 Energia di stato fondamentale
Cerchiamo di derivare una formula esatta per l’energia di stato fondamentale per particella EGS/N = εGS, a
partire dalla funzione di distribuzione di coppia g(r). Questa e` definita in tre dimensioni in modo che 4pir2ng(r)dr
(in due dimensioni 2pirng(r)dr) sia il numero medio di elettroni dentro un guscio sferico di raggio r e spessore
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dr centrato su una particella del liquido. Utilizzando la g(r) possiamo esprimere facilmente l’energia potenziale
media per elettrone, come mostrato nell’appendice B; ai fini del calcolo di εGS e` tuttavia utile introdurre il
fattore di struttura statico:
S(q) = 1 + n
∫
dDr[g(r)− 1] expiq·r , (1.34)
da cui otteniamo per l’energia potenziale la seguente espressione:
εpot(rs) =
1
2
∫
dDq
(2pi)D
vq[S(q)− 1] . (1.35)
La dipendenza da rs e` implicitamente contenuta nel fattore di struttura, che e` funzione dei parametri del sistema,
e in particolare della densita`.
Consideriamo ora un modello di jellium riscalato dove gli elettroni hanno carica −e√λ; la Hamiltoniana di
questo sistema ha la forma:
Hˆλ = Tˆ + λUˆ , (1.36)
dove Tˆ e Uˆ sono gli operatori rispettivamente di energia cinetica e di interazione del sistema fisico, in cui
λ = 1. Sia |Ψλ〉 lo stato fondamentale di Hˆλ, con corrispondente energia Eλ. Naturalmente E1 = EGS(rs),
mentre E0 = Nε0 e` l’energia del gas non interagente. Nei calcoli che seguiranno faremo uso del teorema di
Hellmann-Feynman:
dEλ
dλ
=
d
dλ
〈Ψλ|Hˆλ|Ψλ〉 = 〈Ψλ|∂Hˆλ
∂λ
|Ψλ〉 , (1.37)
dove Uλ (= λ〈Uˆ〉) e` l’energia potenziale del sistema riscalato con carica e
√
λ. Il teorema di Hellmann-Feynman
implica che dEλ/dλ = Uλ/λ. Integrando la derivata dell’energia contenuta nell’equazione (1.37), otteniamo:
E1 = E0 +
∫ 1
0
Uλ
λ
dλ . (1.38)
La dipendenza da λ di Eλ e Uλ si puo` fattorizzare come segue:
Eλ = λ2NεGS(rs) ; Uλ = Nλ2εpot(rs) . (1.39)
Il motivo della fattorizzazione (1.39) e` che nella definizione del Rydberg riscalato compare un fattore λ2, infatti
Ryd(λ) = λe2/[2aB(λ)]. aB(λ) e` il raggio di Bohr per un atomo di idrogeno con cariche di elettrone e protone
riscalate di un fattore
√
λ ed e` uguale a aB/λ. Il parametro rs(λ) vale invece λrs.
L’equazione (1.38) si puo` anche scrivere come:
εGS(rs) = ε0 +
1
r2s
∫ rs
0
r′sεpot(r
′
s)dr
′
s . (1.40)
Questo ci permette di ottenere una nuova espressione per l’energia cinetica:
εkin(rs) = ε0 +
{
1
r2s
∫ rs
0
dr′s[r
′
sεpot(r
′
s)]− εpot(rs)
}
. (1.41)
Il problema della determinazione dell’energia totale viene spostato, grazie alle equazioni (1.40) e (1.35), al cal-
colo del fattore di struttura per diverse densita` del liquido elettronico. Vedremo in seguito come sia possibile
ottenere il fattore di struttura sperimentalmente da processi di scattering (1.3.2) o teoricamente da opportune
approssimazioni (1.3.7). Dall’equazione (1.41) otteniamo un risultato interessante: se εpot(rs) non e` propor-
zionale a 1/rs, come accade per esempio in presenza di un effetto schermante nel liquido elettronico, l’energia
cinetica del sistema viene anch’essa modificata dalle interazioni e diventa dipendente da rs. La rinormalizzazione
dell’energia cinetica e` un effetto specifico delle correlazioni, e non puo` essere in alcun modo descritto dalla teoria
Hartree-Fock.
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Espressioni per l’energia di stato fondamentale in funzione di rs
Un grave problema della formula (1.26) per l’energia Hartree-Fock delle quasi-particelle e` che la velocita` di
queste ultime, (1/~)∂EHF/∂k, e` divergente per k → kF , e quindi non fisica. Questa difficolta` e` stata superata
dalla teoria di Landau dei liquidi di Fermi normali, che introdurremo nella prossima sezione.
Se ci si spinge oltre il primo ordine in teoria delle perturbazioni non si ottiene nessun miglioramento nella
descrizione delle eccitazioni, anzi, ci si trova di fronte ad ulteriori difficolta`: i termini successivi dello sviluppo
contengono infatti integrali divergenti nello spazio degli impulsi. Queste divergenze sono provocate dalla natura
a lungo raggio del potenziale Coulombiano, che lo rende non integrabile per piccoli vettori d’onda.
Gell-Mann e Bru¨ckner [16] risolsero questo problema risommando fino ad ordine infinito i termini piu` for-
temente divergenti dello sviluppo perturbativo, ottenendo una quantita` integrabile; il risultato finale da loro
trovato per l’energia di stato fondamentale e` il seguente:
EGS(rs)
N
=

[
2.21
r2s
− 0.916rs + 0.0622 ln(rs)− 0.096 +O(rs ln rs)
]
Ryd, 3D[
1
r2s
− 1.2rs − (0.38± 0.04)− 0.1726rs ln(rs) +O(rs)
]
Ryd, 2D ,
(1.42)
ed e` abbastanza accurato per valori di rs inferiori a 1. Purtroppo i valori di rs che sono rilevanti per la fisica
dei metalli in tre dimensioni si estendono fino a rs = 6.
Negli anni ’30 Wigner [17] si accorse del fatto che in tre dimensioni un reticolo cristallino a facce centrate di
elettroni permette di ottenere un valore di εpot ≈ −1.8/rs, minore di circa il doppio rispetto al valore Hartree-
Fock (−0.916/rs), dato che le particelle nel reticolo vengono tenute lontane le une dalle altre indipendentemente
dalla loro orientazione di spin. In due dimensioni il valore minimo per l’energia potenziale e` ottenuto in un
reticolo esagonale, e vale ≈ −2.2/rs. L’eccitazione di piu` bassa energia di un cristallo e` il fonone acustico;
includendo il suo contributo si ottiene una correzione all’energia potenziale del cristallo proporzionale a r−3/2s .
L’espressione dell’energia per un cristallo di Wigner in 2 e 3 dimensioni e` quindi data da:
EGS(rs)
N
=

[
− 1.8rs + 2.66r3/2s
]
Ryd, 3D[
− 2.2rs + 1.59r3/2s
]
Ryd, 2D ,
(1.43)
ed e` valida per rs  1. Wigner propose una formula di interpolazione tra il comportamento per piccoli e grandi
valori della costante di accoppiamento in tre dimensioni:
EWGS(rs)
N
=
[
2.21
r2s
− 0.916
rs
− 0.88
rs + 7.8
]
Ryd . (1.44)
Le simulazioni di Quantum Monte Carlo di Ceperley e Alder [18] hanno confermato il vantaggio energetico
comportato dalla formazione di un cristallo di elettroni se rs > 160 in 3D o rs > 35 in 2D (vedi il diagramma
di fase in Fig. 1.4). La conferma sperimentale dell’esistenza del cristallo di Wigner e` arrivata con Grimes e
Adams [19] per uno strato 2D di elettroni deposti sulla superficie di un substrato di 4He liquido, mentre nel
1999 e` stata registrata una transizione metallo-isolante in un gas bidimensionale di elettroni ad alta mobilita`
confinati in una eterostruttura a semiconduttore [20].
1.2.3 Teoria di Landau dei liquidi di Fermi normali
Come gia` anticipato all’inizio della sezione 1.1, un liquido di Fermi normale e` un liquido di fermioni le cui ecci-
tazioni di bassa energia possono essere descritte, a partire dal liquido ideale, attraverso un’accensione adiabatica
delle interazioni. Ogni autostato del liquido interagente e` contrassegnato da un set di numeri di occupazione
{Nk,σ}, in generale diversi rispetto agli n0k,σ del liquido ideale, ma etichettati con gli stessi numeri quantici di
spin e impulso. Il merito di Landau fu di notare come in tre dimensioni e a temperatura zero una particella
vicino alla superficie di Fermi, eccitata con energia ξ, abbia a disposizione un volume molto piccolo ∆Γ ∝ ξ2
dello spazio delle fasi, a causa delle restrizioni dovute alla conservazione dell’energia e al principio di Pauli.
Questo comporta che la sua vita media τ(ξ), indipendentemente dal tipo di interazioni, e` divergente come 1/ξ2.
Detto in modo equivalente, limξ→0δξ/ξ = 0, con δξ/~ = 1/τ(ξ), ovvero nel limite di bassa energia la laghezza
di riga di una eccitazione e` trascurabile rispetto alla sua frequenza. Possiamo quindi trattare una eccitazione
16
Figura 1.4: Diagramma di fase del liquido elettronico tridimensionale (a sinistra) e bidimensionale (a destra).
Adattato dalla referenza [25].
“vicina” alla superficie di Fermi come una eccitazione del liquido ideale, ed i suoi numeri quantici k e σ come
numeri quantici conservati.
Questa osservazione ci permette di scrivere, per |k| → kF, che l’energia di eccitazione ξk e` uguale a vF · (k−
kF), e ci permette di definire la velocita` di Fermi come vF = ∇kξk|k=kF .
Sorge tuttavia a questo punto la domanda se nel caso interagente si possa individuare una superficie di
Fermi; per esserne sicuri occorre introdurre alcune assunzioni. L’ipotesi fondamentale della teoria di Landau e`
che, per ogni valore del momento k, le funzioni spettrali A+(k, z) e A−(k, z) (vedi appendice C) abbiano un
polo semplice nel piano complesso [21] (nella regione II e nella regione IV in Fig. 1.5 rispettivamente), e che
questo polo si sposti al variare di k in modo continuo attraverso tale piano.
Questa ipotesi e` equivalente ad assumere l’assenza di un gap nelle eccitazioni sel sistema e l’esistenza di una
superficie di Fermi; per muoversi in modo continuo dalla regione IV alla regione II il polo deve infatti passare
necessariamente attraverso l’origine del piano complesso (dove ω = µ e |k| = kF). Esiste quindi una superficie
sferica nello spazio dei momenti che divide la regione dove le eccitazioni sono quasi-elettroni dalla regione dove
sono quasi-buche. Luttinger [22] dimostro` come una conseguenza delle assunzioni di Landau sia l’eguaglianza
del potenziale chimico del sistema interagente e non interagente. Si puo` dimostrare che la distribuzione dei
momenti nk ha ancora, come nel caso non interagente, una discontinuita` ZF attraverso la superficie di Fermi,
ma in generale minore di 1: le simulazioni di Quantum Monte Carlo [23] hanno fornito per ZF valori compresi tra
≈ 0.9 e ≈ 0.7 per liquidi di Fermi a densita` metalliche; la discontinuita` diminuisce all’aumentare di rs e scompare
alla cristallizzazione di Wigner. Il risultato ottenuto da Landau e` estremamente interessante poiche´ mette in
evidenza come anche in un sistema in cui l’energia potenziale media tra una coppia di particelle (≈ 1/rs Ryd)
sia maggiore dell’energia di Fermi (nel caso di un metallo come il sodio rs = 3.93, 1/rs Ryd ≈ 3.46 eV,
εF ≈ 3.24 eV), l’effetto delle interazioni sullo stato fondamentale sia comunque piccolo e facilmente descrivibile
a partire dalle proprieta` del liquido di Fermi ideale.
Perche` la teoria di Landau sia applicabile in un sistema fisico, la sua temperatura deve essere tale che
l’energia termica kBT sia molto minore del potenziale chimico, ma comunque maggiore delle energie tipiche
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Figura 1.5: Piano delle frequenze complesse z e suddivisione in quadranti.
di accoppiamento che possono portare ad un regime di superfluidita` o superconduttivita`. In questi ultimi
casi, infatti, la natura delle eccitazioni cambia radicalmente rispetto a quelle del sistema ideale, e nel caso dei
superconduttori si apre un gap attorno al potenziale chimico.
Sviluppo in serie dell’energia e parametri di Landau
La corrispondenza uno a uno tra eccitazioni di bassa energia del sistema interagente e non interagente ci permette
di trovare l’energia di stato fondamentale partendo dall’energia del sistema ideale; le interazioni aggiungono un
contributo che possiamo esprimere come sviluppo in serie nella deviazione δnk dei numeri di occupazione nk
dalla distribuzione di Fermi n0k.
Nell’equazione seguente utilizziamo, invece dell’energia, il gran-potenziale, che consente di trattare un sistema
in cui il numero di particelle non e` conservato:
Ω = (E0 −Nµ) +
∑
k,σ
(Ek,σ − µ)δnk,σ + 12
∑
k,σ,k′,σ′
fk,σ,k′,σ′δnk,σδnk′,σ′ + ... , (1.45)
Grazie al teorema di Luttinger [22], il valore di µ utilizzato nella (1.45) e` uguale al potenziale chimico del sistema
ideale. L’espansione in serie ha senso soltanto per δnk,σ tali che
∑
k,σ |δnk,σ| << N e
∑
kσ(Ek,σ−µ)δnk,σ << E0;
queste due condizioni garantiscono che la distribuzione degli impulsi del gas interagente si discosti di poco da
quella del gas ideale, e che le eccitazioni di energia grande rispetto al potenziale chimico µ abbiano peso
trascurabile. Su Ek non si fa nessun tipo di assunzione; in generale essa e` diversa dall’energia di particella libera
~2k2/(2m). L’energia totale di una quasi-particella si puo` scrivere come:
E˜k,σ = µ+ ∂Ω
∂nk,σ
= Ek,σ +
∑
k′,σ′
fk,σ,k′,σ′δnk′,σ′ , (1.46)
e consiste in due contributi; il primo e` l’energia della quasi-particella isolata, mentre il secondo rappresenta la
sua interazione con il liquido circostante, trattata in approssimazione di campo medio. A partire dall’energia
di una quasi-particella Ek possiamo definirne la velocita` di gruppo come vk = ∇kEk. Vicino alla superficie di
Fermi ha senso parlare anche di massa efficace di quasi-particella, ottenuta dalla relazione:
[vk = ∇kEk = k/m?]k=kF . (1.47)
La derivata funzionale dell’energia totale rispetto alla variazione del numero di occupazione definisce la funzione
fk,σ,k′,σ′ :
fk,σ,k′,σ′ =
∂E˜k,σ
∂(δnk′,σ′)
, (1.48)
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che e` quindi simmetrica per scambio di {k, σ} con {k′, σ′}. La funzione fk,σ,k′,σ′ ha il ruolo di descrive l’intera-
zione tra le quasiparticelle, e deve essere conosciuta solo per k e k′ sulla superficie di Fermi: essa dipende quindi
soltanto dall’angolo θ tra i due vettori e dalla orientazione relativa degli spin. Definiamo per f le componenti
spin-simmetriche (s) e antisimmetriche (a) come fs(a)kk′ = [f
↑↑
kk′ ± f↑↓kk′ ]/2, e scriviamo, nel caso di tre dimensioni:
f
s(a)
kk′ =
1
D(εF)
∞∑
`=0
F
s(a)
` P`(cos θ) , (1.49)
dove P`(cos θ) sono i polinomi di Legendre e D(εF) e` la densita` di stati di quasi-particella sulla superficie di
Fermi, di cui diamo una espressione per le varie dimensionalita`.
D(εF) = ∂n
∂µ
= (1/V )
∑
k
δ(Ek − µ) =

m?kF
2~2pi2 , 3D
m?
2pi~2 , 2D
m?
pikF~2 , 1D .
(1.50)
I parametri adimensionali F s(a)` sono denominati “parametri di Landau”; la conoscenza di tali parametri consente
di descrivere in modo accurato tutte le proprieta` di un liquido di Fermi normale. La analoga definizione dei
parametri di Landau in un liquido di Fermi bidimensionale e`:
f
s(a)
kk′ =
1
D(εF)
∞∑
`=0
(2− δ`,0)F s(a)` cos (`θ) (1.51)
dove θ e` ancora l’angolo tra i vettori k and k′, entrambi di modulo kF; le funzioni angolari utilizzate in questo
caso sono le armoniche sferiche in due dimensioni.
La massa efficace m? puo` essere legata ai parametri di Landau con il seguente argomento. Consideriamo
una quasi-particella aggiunta al fluido con momento k: questa crea nel fluido una densita` di corrente uguale a
j = ~k/m. Tale corrente contiene sia il contributo del moto della quasi-particella, sia il contributo dell’attrito
con il fluido circostante dovuto alle interazioni. Se trasliamo il sistema nello spazio dei momenti di un vettore
d’onda piccolo q, la variazione dell’energia e` data da δE = ~q · j, e consiste in due termini: (a) la variazione di
energia della quasi-particella q · ∇kEk = ~q · vk e (b) le eccitazioni dovute alla traslazione di vettore d’onda q
della superficie di Fermi, di cui dobbiamo tenere conto nelle variazioni dei numeri di occupazione δnk. Troviamo
δE = ~q · k/m = ~q · vk +
∑
k′ fkk′δnk′ , con δnk′ = −q · ∇k′nk′ = −q · vk′(∂nk′/∂Ek′), dove ∂nk′/∂Ek′ =
−δ(Ek′ − µ). Di conseguenza,
m?
m
= 1 +
∑
k′
δ(Ek′ − µ)k · k
′
k2
fkk′
∣∣∣∣∣
k=kF
= 1 +
1
3
F s1 . (1.52)
Per calcolare le quantita` termodinamiche a temperatura finita, teniamo conto del fatto che il numero di quasi-
particelle eccitate a bassa temperatura e` di ordine T 2: le loro interazioni possono essere quindi trascurate. La
distribuzione dei momenti in questo caso e` la distribuzione di Fermi termica nk = {exp [(Ek − µ)/(kBT )]+1}−1.
Le proprieta` termodinamiche del liquido di Fermi normale hanno in generale la stessa forma di quelle del gas
di Fermi ideale, quello che cambia sono i coefficienti, rinormalizzati dalle interazioni: (i) il calore specifico del
gas interagente e` dato da C0V (T )/kB = (pi
2/3)D(εF)kBT , dove l’effetto delle interazioni e` contenuto nella mas-
sa efficace m? all’interno della definizione della densita` degli stati; (ii) la compressibilita` isoterma e` data da
κ = (nV )−1(∂N/∂µ)T,V = n−2D(εF)/(1 + F s0 ); (iii) la suscettivita` di spin e` χS = µ2BD(εF)/(1 + F a0 ), dove µB
e` il magnetone di Bohr.
Per ricavare teoricamente i parametri di Landau e` necessario partire dall’energia di stato fondamentale del
liquido elettronico in uno stato debolmente polarizzato di spin e calcolare le sue derivate funzionali rispetto alle
variazioni dei numeri di occupazione [24].
Se si dispone di una espressione per l’energia di stato fondamentale che tenga conto in modo approssimato
delle correlazioni tra le particelle, ad esempio l’energia di stato fondamentale RPA (vedi sezione 1.3.7), si possono
ricavare alcuni parametri di Landau dalle derivate dell’energia rispetto alle variabili termodinamiche. Si possono
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Tabella 1.1: Compressibilita`, suscettivita` di spin, massa efficace e corrispondenti parametri di Landau per il gas
3D.
rs κ
0/κ χP/χS m
?/m F s0 F
a
0 F
s
1
1 0.827 0.867 0.96 −0.21 −0.17 −0.04
2 0.645 0.770 0.97 −0.37 −0.25 −0.03
3 0.454 0.693 0.98 −0.55 −0.32 −0.02
4 0.256 0.631 1.00 −0.74 −0.37 0.0
5 0.052 0.580 1.03 −0.95 −0.40 0.03
6 −0.157 0.537 1.06 −1.17 −0.43 0.06
calcolare infatti compressibilita`, suscettivita` di spin e calore specifico dalle seguenti definizioni:
κ−1 = n2
∂2[nEGS(n, 0)]
∂n2
χ−1S =
1
nµ2B
∂2EGS(n, ζ)
∂ζ2
∣∣∣∣
ζ=0
CV (T ) =
∂[U(n, 0, T )]
∂T
,
(1.53)
dove U e` l’energia interna del sistema nello stato termico. Queste definizioni implicano, per compressibilita` e
suscettivita` di spin in dimensionalita` D:
κ0
κ
= 1 +
D + 1
D + 2
EHFx (rs)
2E0(rs)
− rs
2(D + 2)E0(rs)
[(D − 1)E′c(rs)− rsE′′c (rs)]
χ0
χS
= 1 +
D + 1
D + 2
EHFx (rs)
2E0(rs)
+
D2
2(D + 2)E0(rs)
∂2Ec(rs, ζ)
∂ζ2
∣∣∣∣
ζ=0
,
(1.54)
dove E0(rs) = DεF/(D+2), εF = (αDrs)−2 Ryd [α3 = (9pi/4)−1/3, α2 = 1/
√
2] e EHFx (rs) = −βD(αDrs)−1 Ryd
[β3 = 3/(2pi), β2 = 8/(3pi)]. Le quantita` κ0 e χP sono la compressibilita` e la suscettivita` del sistema non
interagente.
Una volta note compressibilita`, suscettivita` di spin e calore specifico, i parametri di Landau F s0 , F
a
0 e la
massa efficace m? si ricavano dalle relazioni:
κ
κ0
=
m?/m
1 + F s0
χS
χ0
=
m?/m
1 + F a0
CV
C0V
=
m?
m
= 1 +
1
3
F s1 .
(1.55)
Le tavole (1.1,1.2) riportano, dal libro di Giuliani e Vignale [7], i risultati teorici per il gas di elettroni in 3D
e 2D riguardo alla variazione di compressibilita` κ/κ0, di suscettivita` di spin χS/χP e di massa efficace m?/m.
I valori di κ e χS sono stati calcolati dai dati di Quantum Monte Carlo sull’energia di stato fondamentale
EGS(n, ζ) = E0(n, ζ) + EHFx (n, ζ) + Ec(n, ζ).
L’effetto combinato dell’aumento della densita` degli stati al livello di Fermi e del valore negativo di F a0 causa
un forte aumento della suscettivita` paramagnetica di spin rispetto al suo valore di gas ideale. Nel caso in cui
F a0 → −1 il gas diviene instabile nei confronti di una transizione ad uno stato ferromagnetico, tale instabilita`
era gia stata predetta dalla teoria Hartree-Fock.
La compressibilita` del liquido di Fermi risulta, a partire da un certo valore di rs, di segno negativo. Questo
tuttavia non implica il collasso del del gas: il background di carica positiva infatti fa s`ı che il sistema complessivo
sia termodinamicamente stabile. Il significato del segno negativo della compressibilita` e` nel fatto che lo screening
all’interno del liquido e` oscillatorio: una impurezza positiva nel sistema viene schermata da un eccesso di carica
negativa, che causa a sua volta uno svuotamento di elettroni nella zona circostante.
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Tabella 1.2: Compressibilita`, suscettivita` di spin, massa efficace e corrispondenti parametri di Landau per il gas
2D di elettroni in semiconduttori.
rs κ
0/κ χP/χS m
?/m F s0 F
a
0 F
s
1
1 0.533 0.691 1.03 −0.45 −0.29 0.03
2 0.018 0.525 1.15 −0.98 −0.40 0.15
3 −0.538 0.421 1.26 −1.68 −0.47 0.26
5 −1.737 0.296 1.43 −3.48 −0.58 0.43
8 −3.657 0.196 1.65 −7.03 −0.68 0.65
Figura 1.6: Andamento di compressibilita` e suscettivita` di spin del gas di elettroni bidimensionale e
tridimensionale al variare di rs. Adattato dalla referenza [7].
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I valori di m? inseriti nelle Tabelle 1.1 e 1.2 sono stati ricavati con un metodo che non richiede la conoscenza
del calore specifico ed e` valido anche nel caso di temperatura zero. L’energia di una quasi-particella si puo`
scrivere infatti come:
Ek = ~
2k2
2m
+ <eΣ(k, ω = Ek/~− µ) , (1.56)
dove Σ(k, ω) e` la sua auto-energia. Vi sono approssimazioni piu` accurate della teoria Hartree-Fock (1.25), come
la GW o l’approccio di Hamiltoniana rinormalizzata [7], che tengono conto nell’espressione per Σ(k, ω) del
contributo delle correlazioni. In generale l’auto-energia presenta anche una parte immaginaria, che determina
la vita media delle quasi-particelle, e che, seguendo il ragionamento di Landau, si comporta in tre dimensioni
come ω2 per ω → 0. Nell’equazione (1.56) rientra solo la parte reale, che e` responsabile della correzione alla
legge di dispersione della particella libera.
Dall’equazione (1.56) e dalla definizione di massa efficace ricaviamo:
1
m?
=
1
~2kF
dEk
dk
=
1
m
+
1
~2kF
{
∂
∂k
Σ(k, Ek/~− µ)
∣∣∣∣
k=kF
+
1
~
dEk
dk
∂Σ(k, ω)
∂ω
∣∣∣∣
k=kF,ω=0
}
=
1
m
+
{
1
~2kF
∂
∂k
Σ(k, Ek/~− µ)
∣∣∣∣
k=kF
+
1
~m?
∂Σ(k, ω)
∂ω
∣∣∣∣
k=kF,ω=0
}
, (1.57)
dove si suppone che l’energia dipenda solo dal modulo di k. Si arriva infine al risultato:
m?
m
=
1− 1
~
∂Σ(k, ω)
∂ω
∣∣∣∣
k=kF,ω=0
1 +
m
~2kF
∂
∂k
Σ(k, Ek/~− µ)
∣∣∣∣
k=kF
=
Z−1F
1 +
m
~2kF
∂<eΣ(k, ω)
∂k
∣∣∣∣
k=kF,ω=0
, (1.58)
dove ZF e` la discontinuita` nella distribuzione degli impulsi per k = kF (vedi equazione C.20). I valori di ZF
trovati Asgari et al. [27] per il gas di elettroni bidimensionale variano tra 0.67 e 0.22 mentre rs cresce da 1 a 8.
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1.3 Teoria della risposta lineare
Il modo piu` semplice per studiare la perturbazione di un liquido elettronico e` accoppiarlo ad un potenziale esterno
e misurare le variazioni di densita` o di polarizzazione di spin. E` utile per modellizzare la risposta supporre che
l’ampiezza di tali variazioni dipenda linearmente dalla perturbazione. Questo e` possibile se il sistema e` lontano
da una instabilita` e se gli effetti non lineari sono trascurabili sulla scala di energia della perturbazione: nella
trattazione che seguira` facciamo l’ipotesi che queste condizioni siano verificate. Studiamo l’evoluzione dello stato
fondamentale del liquido di elettroni con Hamiltoniana Hˆ in presenza di una perturbazione esterna V(r, t), che
supponiamo di accendere adiabaticamente dal tempo t = −∞ al tempo t = T . L’Hamiltoniana di interazione
con il potenziale esterno si puo` scrivere nella forma:
Hˆ′ =
∫
dDrnˆ(r)V(r, t) . (1.59)
Sia wˆ la matrice densita` dello stato fondamentale. Indichiamo con HˆI , Hˆ′I , wˆI la rappresentazione dell’intera-
zione degli operatori appena definiti (HˆI = Uˆ0HˆUˆ0†). Uˆ0 e` l’operatore di evoluzione del sistema imperturbato,
e Uˆint = exp(−iHˆ ′t/~) il contributo di evoluzione temporale dovuto all’interazione. L’evoluzione della matrice
densita` avviene secondo la regola wˆI(t) = Uˆ
†
intwˆI(0)Uˆ
†
int; sviluppando al primo ordine gli operatori di evoluzione
otteniamo:
wˆI(t)− wˆI(−∞) = − i~
∫ T
−∞
dt′[Hˆ ′I(t′), wˆI(t′)] . (1.60)
E` ora semplice trovare la variazione di densita` del sistema:
δn(r, T ) = Tr{nˆ(r)[wˆI(T )− wˆI(−∞)]} =
∫ T
−∞
dt′
∫
dr′χnn(r, T, r′, t′)V(r′, t′) , dove , (1.61)
dove
χnn(r, T, r′, t′) = − i~Θ(T − t
′)Tr{[nˆ(r, T ), nˆ(r′, t′)]wˆ(−∞)} =
− i
~
Θ(T − t′)〈[nˆ(r, T ), nˆ(r′, t′)]〉 . (1.62)
La traccia (Tr) rispetto alla matrice wˆ(−∞) corrisponde valor medio sullo stato fondamentale del sistema
imperturbato (〈. . . 〉), la funzione Θ(t) e` uguale a 1 per t > 0 ed e` nulla per tempi negativi. L’equazione (1.62)
definisce la funzione di risposta densita`-densita` del liquido di elettroni. Se lo stato fondamentale risulta invariante
per traslazioni temporali, la funzione di risposta dipende soltanto dalla differenza delle coordinate primate e non
primate, e l’equazione (1.61) si puo` scrivere in modo piu` compatto in trasformata di Fourier rispetto al tempo
ed allo spazio:
δn(q, ω) = χnn(q, ω)V(q, ω) . (1.63)
Nell’appendice E e` discussa la forma della funzione di risposta per sistemi cristallini, in cui l’invarianza per
traslazione e` discreta ma non continua. Nella trattazione che segue indichiamo la funzione χnn semplicemente
con χ, tranne quando e` necessario distinguerla da altre funzioni di risposta.
1.3.1 Causalita` e relazioni di Kramers-Kro¨nig
La funzione Θ(t) presente nell’equazione (1.62) assicura la causalita` della funzione di risposta: la variazione al
tempo t della densita` e` un effetto dell’azione del potenziale V(t′) soltanto per tempi t′ precedenti a t. La causalita`
consente di dedurre, grazie al teorema di Titchmarsh (enunciato nell’ appendice D), l’analiticita` della χ(q, z) sul
semipiano superiore delle frequenze complesse z e il fatto che essa soddisfi le relazioni di Kramers-Kro¨nig [25].
Ricaviamo la trasformata di Fourier rispetto allo spazio ed al tempo della funzione di risposta per un sistema
omogeneo seguendo tre passi. Per prima cosa definiamo la funzione
χ′′(q, t) =
1
2V 2~
∫
dDr exp(−iq · r)〈[nˆ(r, t), nˆ(0, 0)]〉 = 1
2V ~
〈[nˆq(t), nˆ−q(0)]〉 , (1.64)
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e la sua trasformata di Fourier rispetto al tempo χ′′(q, ω). La funzione χ′′(q) e` reale grazie all’hermiticita`
dell’operatore di densita` nˆq e all’omogeneita` rispetto allo spazio ed al tempo dello stato fondamentale. In
secondo luogo ricordiamo che la trasformata della funzione Θ(t) e` 1/(ω + iη). Otteniamo infine il risultato
cercato dalla convoluzione delle trasformate di Fourier di Θ(t) e χ′′(q, t):
χ(q, ω) = − 1
pi
∫ +∞
−∞
dω′
χ′′(q, ω′)
ω − ω′ + iη = −
1
pi
upslope
∫ +∞
−∞
dω′
χ′′(q, ω′)
ω − ω′ + iχ
′′(q, ω) . (1.65)
Nell’ultimo passaggio abbiamo usato l’eguaglianza 1/ω + iη = P(1/ω)− ipiδ(ω), dove P indica il valore principa-
le. Il risultato rilevante contenuto nella (1.65) e` la scomposizione della χ(q, ω) in parte reale e parte immaginaria.
L’equazione (1.65) consente di scrivere per <eχ(q, ω) e =mχ(q, ω) le relazioni di Kramers-Kro¨nig:
upslope
∫ +∞
−∞
dω′
<eχ(q, ω′)
ω − ω′ = pi=mχ(q, ω)
upslope
∫ +∞
−∞
dω′
=mχ(q, ω′)
ω − ω′ = −pi<eχ(q, ω) .
(1.66)
Dalla (1.65) possiamo anche ricavare la seguente regola di somma:
<eχ(q, ω)
ω→∞
→ M1(q)
ω2
+O(ω−4) , (1.67)
dove
M1(q) = − 1
pi
∫ +∞
−∞
dω ω=mχ(q, ω) = −2i ∂χ
′′(q, t)
∂t
∣∣∣∣
t=0
= −〈[[H, ρˆq], ρˆ†q]〉 =
nq2
2m
. (1.68)
La (1.68) simile ad una nota regola di somma di fisica atomica, viene denominata f-sum rule. Essa ci assicura che
la somma delle frequenze di eccitazione del sistema, ciascuna moltiplicata per il peso =mχ(q, ω), e` una costante
dipendente soltanto da densita` e vettore d’onda, ma non dal tipo o dalla forza delle interazioni. L’unica ipotesi
necessaria alla sua dimostrazione e` che il liquido elettronico soddisfi l’equazione di continuita`, che equivale alla
conservazione del numero totale di particelle. Se tale conservazione e` rispettata, l’integrale a secondo membro
della (1.68) deve essere finito, e questo implica che per alte frequenze =mχ(q, ω) decresce piu` rapidamente di
1/ω2. Il comportamento ad alte frequenze di <eχ(q, ω) e` governato invece dall’equazione (1.67). In conclusione,
la forma asintotica della funzione di risposta e` uguale per sistema interagente e non interagente: ciascuna
particella si comporta ad alta frequenza indipendentemente dal liquido circostante.
La parte immaginaria della χ(q, ω) ha un ruolo importante nella dissipazione indotta nel sistema da parte
di un potenziale esterno; essa e` inoltre facilmente esprimibile in funzione del fattore di struttura del liquido
elettronico, che e` una quantita` misurabile attraverso processi di scattering. Se riesce a misurare in laboratorio
la funzione =mχ(q, ω) su un intervallo abbastanza ampio di frequenze, il fisico sperimentale puo` utilizzare le
relazioni di Kramers-Kro¨nig per ottenere <eχ(q, ω) e avere quindi l’informazione completa sulla risposta in
densita` del sistema.
1.3.2 Fattore di struttura e teorema di fluttuazione-dissipazione
Dissipazione indotta da un potenziale esterno
Supponiamo di stimolare il sistema attraverso un potenziale esterno V(r, t) = {V(q, ω) exp [i(q · r− ωt)]+ c.c.};
la forza corrispondente che agisce sugli elettroni e`
F (r, t) = {−iqVext(q, ω) exp [i(q · r− ωt)] + c.c.}. (1.69)
La forza F induce una variazione di corrente δj(r, t) = {j(q, ω) exp [i(q · r− ωt)] + c.c.} e di densita` δn(r, t) =
{δn(q, ω) exp [i(q · r− ωt)] + c.c.}. L’equazione di continuita` e la teoria della risposta lineare legano le due
precedenti quantita` secondo le equazioni:
q · δj(q, ω) = ωδn(q, ω) = ωχ(q, ω)V(q, ω). (1.70)
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Possiamo ora ricavare la potenza media per unita` di volume dissipata dalla forza F :
W (q, ω) = (ω/2pi)
∫ 2pi/ω
0
dtF(r, t) · j(r, t)
= iω[χ(q, ω)− χ∗(q, ω)] |V(q, ω)|2 = −2ω=mχ(q, ω)|V(q, ω)|2 . (1.71)
Questo risultato impone la diseguaglianza ω=mχ(q, ω) ≤ 0; una quantita` negativa come risultato della (1.71)
significherebbe che il potenziale esterno sta aumentando indefinitamente l’energia del sistema, portandolo al-
l’instabilita`. =m(q, ω) e` quindi una funzione dispari in ω. Dalle relazioni di Kramers-Kro¨nig si ottiene come
immediata conseguenza che <eχ(q, ω) e` invece simmetrica per ω → −ω.
Fattore di struttura e scattering
Effettuiamo un processo di scattering tra una particella esterna e un liquido elettronico omogeneo; l’interazione
avviene attraverso un potenziale V(q); coerentemente con la trattazione di risposta lineare supponiamo che la
Hamiltoniana di interazione sia piccola e trattabile al primo ordine di teoria delle perturbazioni. L’elemento di
matrice che definisce l’ampiezza di scattering in approssimazione di Born e`:
〈i,k− q|V(q)nˆ†q|0,k〉 , (1.72)
dove lo stato finale e` uno stato eccitato |i〉 del fluido che ha sottratto un impulso q alla particella incidente. Per
ottenere la probabilita` per unita` di tempo del processo utilizziamo la nota regola d’oro di Fermi. Sommando su
tutte le possibili eccitazioni del liquido elettronico, troviamo:
P(q, ω) =
2pi
~
|V(q)|2
∑
i,j
wj |〈i|nˆ†q|j〉|2δ(~ω − ~ωij) , (1.73)
dove wˆ =
∑
j wj |j〉〈j| e` la matrice densita` che descrive il sistema di elettroni a temperatura finita {wj =
exp[−(Ej − E0)/(kBT )]}. Si definisce fattore di struttura dinamico la quantita`:
S(q, ω) =
1
N
∑
i,j
wj |〈i|nˆ†q|j〉|2δ(ω − ωij) =
1
N
∫ +∞
−∞
dt
∑
i,j
wj〈j|nˆq(t)|i〉〈i|nˆ†q(0)|j〉 . (1.74)
L’espressione (1.74) indica che il fattore di struttura e` una misura delle correlazioni tra le fluttuazioni di densita`
nˆq del sistema. Utilizzando l’equazione (1.74) possiamo scrivere una espressione compatta per la probabilita` di
transizione:
P(q, ω) =
2piN
~2
|V(q)|2S(q, ω) . (1.75)
Se sommiamo sulle frequenze il fattore di struttura dinamico otteniamo il fattore di struttura istantaneo:
S(q) =
1
2pi
∫
dωS(q, ω) =
1
N
〈nˆqnˆ−q〉 , (1.76)
dove si e` usata l’equazione (1.74) ed il fatto che nˆ†q = nˆ−q. Il fattore di struttura istantaneo e` legato alla funzione
di distribuizone radiale g(r) dalla relazione (1.34) ed e` utile per il calcolo dell’energia di stato fondamentale.
Grazie all’uguaglianza (1.34), ed alla regola di somma (B.3), si deduce che limq→0 S(q) = 0. Il fatto che nel limite
di grandi lunghezze d’onda il sistema non manifesti alcuna struttura e` una conseguenza della neutralizzazione
della carica elettronica da parte del background.
Legame tra fattore di struttura e funzione di risposta densita`-densita`
Dall’equazione (1.64), scrivendo esplicitamente il commutatore tra gli operatori di densita` ed eseguendo la
trasformata di Fourier rispetto al tempo si ottiene l’espressione:
=mχ(q, ω) = − N
2V ~
[S(q, ω)− S(−q,−ω)] (1.77)
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Partendo dall’equazione (1.74) e considerando la forma esplicita della matrice densita` per lo stato termico del
sistema troviamo che S(−q,−ω) = exp[−~ω/(kBT )]S(q, ω). Per temperatura zero questo implica che il fattore
di struttura e` nullo per frequenze negative, mentre a temperatura finita:
S(q, ω) = −2~V
N
=mχ(q, ω)
1− exp[−~ω/(kBT )] . (1.78)
L’equazione (1.77), confrontata con la (1.71) mostra come le dipendenze del processo di scattering e del processo
di dissipazione da potenziale esterno dal fattore di struttura differiscano a temperatura finita per un termine
S(−q,−ω). Possiamo immaginare il liquido elettronico a temperatura T come immerso in un bagno esterno,
che determina la matrice statistica wˆ. Una particella che viene scatterata dal sistema puo` accrescere la propria
energia sottraendola al sistema stesso; questo, trovandosi fuori equilibrio, termalizza successivamente con il bagno
ristabilendo la sua temperatura. Il potenziale esterno in (1.71) e` tuttavia una perturbazione stazionaria che cede
energia al sistema mentre questo si mantiene all’equilibrio termodinamico; il liquido elettronico quindi non puo`
perdere energia ma soltanto dissipare quella che assorbe dall’esterno. Nell’equazione (1.71), e` necessario quindi
sottrarre il contributo delle diseccitazioni del liquido di elettroni, racchiuso nel fattore di struttura a frequenza
negativa.
Il risultato (1.77) viene chiamato “Teorema di fluttuazione-dissipazione” perche´ lega tra loro una proprieta` in-
trinseca del sistema (la correlazione tra fluttuazioni di densita`) ad una proprieta` di risposta ad una perturbazione
esterna (dissipazione).
1.3.3 Teoria generale per la risposta lineare e proprieta` di simmetria
Estendiamo brevemente i risultati delle sezioni 1.3.1 e 1.3.2 a funzioni di risposta per osservabili generiche. Se l’in-
terazione con il potenziale esterno ha la forma: Hˆ′(t) =∑β ∫ dDr aβ(r, t)Aˆβ(r, t), otteniamo che la conseguente
variazione dell’osservabile Aˆα(r) e` data, in trasformata di Fourier, da δ〈Aˆα(q, ω)〉 =
∑
β χαβ(q, ω)aβ(q, ω), dove
χαβ(q, ω) = −
∫ +∞
−∞
dω′
pi
χ′′αβ(q, ω′)
ω − ω′ + iη , (1.79)
mentre
χ′′αβ(q, t) =
1
2
∫
dDr exp (−iq · r)〈[Aˆα(r, t), Aˆβ(0, 0)]〉 . (1.80)
Nel caso generale non si parla di fattore di struttura, ma possiamo comunque definire la potenza media dissipata
dal potenziale aβ accoppiato alle fluttuazioni dell’osservabile Aα:
W (q, ω) = −2ω
∑
α,β
χ′′αβ(q, ω) a
∗
α(q, ω)aβ(q, ω) . (1.81)
Si possono individuare le seguenti proprieta` di simmetria per χ′′αβ :
χ′′αβ(q, ω) = −χ′′βα(−q,−ω) = −χ′′∗αβ(−q,−ω) = −εαεβ χ′′αβ(q,−ω) , (1.82)
dove εα (εβ) e` +1 o −1, dipendentemente dalla parita` di Aˆα (Aˆβ) per inversione temporale. Le eguaglian-
ze (1.82) valgono se si assume l’hermiticita` delle osservabili e discendono dalle proprieta` dei commutatori e
dall’antiunitarieta` dell’inversione temporale.
1.3.4 Risposta risolta nello spin
Tra le funzioni di risposta generalizzate sono particolarmente importanti le funzioni di risposta risolte nello spin,
χσσ′ . La definizione di queste funzioni si ricava facilmente utilizzando nell’equazione (1.80) le osservabili Aˆα =
nˆq,σ e Aˆβ = nˆq,σ′ . L’operatore nˆq,σ e` la densita` delle particelle con fissato spin, e si scrive esplicitamente come
nq,σ =
∑
kcˆ
†
k−q,σ cˆkσ. L’utilita` della risposta spin-risolta diventa chiara quando si introduce una perturbazione
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esterna spin dipendente come un campo magnetico. Supponiamo di avere un potenziale Vσ, con V↑ 6= V↓; la
variazione di densita` che induce e` pari a:
δnσ(q, ω) =
∑
σ′
χσσ′(q, ω)Vσ′(q, ω) . (1.83)
Omettendo la dipendenza da q e ω, definiamo ora V+ = V↑ + V↓ e V− = V↑ − V↓; definiamo analogamente
δn+ = δn↑ + δn↓ e δn− = δn↑ − δn↓; otteniamo:{
δn+ = χnnV+ + χnSzV−
δn− = χSzSzV− + χSznV+ ,
(1.84)
dove
χnSz = χSzn =
∑
σ,σ′
σ′χσσ′ , χSzSz =
∑
σ,σ′
σσ′χσσ′ . (1.85)
L’ultima funzione descrive la risposta longitudinale spin-spin; nella sua definizione e` presente il valor medio
del commutatore degli operatori Sˆz,q e Sˆz,−q, dove Sˆz,q =
∑
k,σ,σ′ cˆ
†
k−q,σ cˆk,σ′τ
z
σ,σ′ . La funzione χn,Sz descrive
invece la risposta spin-carica: nel caso di un sistema non polarizzato, in cui χ↑↑ = χ↓↓, questa funzione e`
identicamente nulla, e le risposte in carica e in spin sono completamente indipendenti; questo significa anche
che sono tra loro indipendenti la risposta ad un campo elettrico (descritto da V+) e ad un campo magnetico B
nella direzione z (descritto da V−).
Per completezza ci soffermiamo anche sul caso di un potenziale che descriva un campo magnetico perpendi-
colare all’asse z. Esso genera nel sistema una perturbazione del tipo:
Hˆ′ =
[
V⊥,r(q)Sˆr,q + V⊥,l(q)Sˆl,q
]
, (1.86)
dove V⊥,r = Bx + iBy, V⊥,l = Bx − iBy, mentre Sˆr,q =
∑
k,σ,σ′ cˆ
†
k−q,σ cˆk,σ′σ
+
σσ′ e una analoga definizione con σ−
sussiste per Sˆl,q. La forma di σ± si ottiene a partire dalle matrici di Pauli di spin:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
, (1.87)
ed e` data da σ± = σx ± iσy.
Le funzioni che descrivono la risposta a V⊥ sono quindi χSlSr e χSrSl ; dalle relazioni (1.82) otteniamo
l’eguaglianza:
χSrSl(q, ω) = χ
∗
SlSr
(q,−ω) (1.88)
1.3.5 Funzione dielettrica
E` possibile definire la costante dielettrica (q, ω) del liquido di elettroni come la costante di proporzionalita` tra
il potenziale esterno e il potenziale schermato che agisce sulle particelle:
Vext(q, ω) = (q, ω)Vsch(q, ω) . (1.89)
Questa relazione e` del tutto equivalente alla relazione nota dall’elettrostatica (q, ω) = D(q, ω)/E(q, ω) tra lo
spostamento elettrico e il campo elettrico all’interno di un qualsiasi mezzo schermante. Il potenziale schermato
e` la somma del potenziale esterno e di quello indotto dalle variazioni di densita` Vsch = Vext + Vind, dove
Vind(r, t) =
∫
dDr′
e2δn(r′, t)
|r− r′| o, in trasformata di Fourier, (1.90)
Vind(q, ω) = vqδn(q, ω) . (1.91)
Si ottiene quindi dalla relazione
Vsch(q, ω) = Vext(q, ω) + δn(q, ω)vq , (1.92)
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e dall’equazione (1.63), un’espressione per la funzione dielettrica che contiene la funzione di risposta:
1
(q, ω)
= 1 + vqχ(q, ω) , (1.93)
La funzione χ(q, ω) descrive la risposta in densita` ad un potenziale esterno; e` utile saper trattare la risposta del
sistema al potenziale schermato:
δn(q, ω) = χ˜(q, ω)Vsch(q, ω) . (1.94)
Dalla definizione della  si ottiene:
χ(q, ω) =
χ˜(q, ω)
1− vqχ˜(q, ω) , (1.95)
(q, ω) = 1− vqχ˜(q, ω) . (1.96)
Chiamiamo χ˜(q, ω) “funzione di risposta propria” del sistema. L’utilita` dell’avere definito questa funzione e`
duplice. Uno zero nel denominatore della (1.95) indica che, in assenza di potenziali esterni, il sistema e` in
grado di creare da solo modulazioni della propria densita` nello spazio e nel tempo; la soluzione all’equazione
vqχ˜(q, ω) = 1 e` quindi una curva nel piano (q, ω) che definisce la dispersione di una oscillazione di plasma. Un
altro vantaggio e` che la funzione di risposta propria e` molto piu` semplice da approssimare. E` infatti sufficiente
utilizzare per χ˜ l’espressione della funzione di risposta del sistema non interagente per ottenere una funzione
dielettrica che descriva in modo abbastanza accurato le proprieta` del sistema interagente. Tale approssimazione
viene denominata per ragioni storiche “Random Phase Approximation”.
Ricordando l’espressione per lo schermo elettrostatico (1.32), e` possibile ricavare una importante regola di
somma per (q, ω). In presenza di una impurezza di carica Ze, infatti, si ha Vsch(q, 0) = 4piZe2/(q2 + k2s); si
ottiene quindi il risultato:
lim
q→0
Vext(q, 0)
(q, 0)
= lim
q→0
Vsch(q, 0) =
4piZe2
q2 + k2s
, (1.97)
da cui troviamo:
lim
q→0
(q, 0) = 1 +
k2s
q2
. (1.98)
L’equazione (1.98) si traduce nella seguente relazione per la χ˜nn(q, ω):
lim
q→0
χ˜(q, ω) = −k2s = −
4pie2

∂n
∂µ
, (1.99)
che implica che per q→ 0 si ha χ(q, 0) ∝ q2.
Le eguaglianze (1.98,1.99) sono valide nel limite di piccoli vettori d’onda; la teoria dello schermo elettrostatico,
infatti, non e` in grado di tenere conto della natura quantistica del fluido di elettroni, che si manifesta alle piccole
distanze e diventa importante per q finiti. Poiche` −n−2(∂n/∂µ) e` la compressibilita` del sistema di elettroni,
l’equazione (1.99) viene indicata in letteratura come “regola di somma di compressibilita`”, o anche “regola di
screening perfetto”, in quanto implica che per q = 0 il potenziale esterno venga schermato completamente dalla
polarizzazione del liquido di elettroni. La regola di somma di compressibilita` permette di controllare qualunque
teoria che cerchi di fornire una espressione approssimata per la funzione di risposta. E` un fatto che regola si sia
rivelata molto difficile da soddisfare: il comportamento a grandi lunghezze d’onda e` facilmente riproducibile a
livello della termodinamica e della elettrodinamica dei mezzi continui, ma piu` difficile da descrivere attraverso
una teoria microscopica quantistica.
1.3.6 Funzione di risposta di Lindhard
Dall’equazione (1.65) possiamo ricavare per la funzione di risposta densita`-densita` la seguente rappresentazione:
χnn(q, ω) =
1
V
∑
i
{ |〈GS|nˆq|i〉|2
~ω − ξi + iη −
|〈i|nˆq|GS〉|2
~ω + ξi − iη
}
(1.100)
28
Figura 1.7: =mχ0(q, ω) per il gas tridimensionale (a sinistra) e bidimensionale (a destra) di elettroni. Le due
funzioni sono uguali a zero nelle regioni (indicate in bianco) al di fuori del continuo elettrone-buca, definito da
~2q2/2m+~2qkF/m < ~ω < ~2q2/2m−~2qkF/m. In rosso e` indicata la zona dove le funzioni in valore assoluto
hanno il loro massimo.
definita “rappresentazione spettrale” o “rappresentazione di Lehmann”. La somma e` su tutti gli stati eccitati i
del sistema, ciascuno di energia ξi.
Per un gas di elettroni non interagenti le energie di eccitazione e lo stato fondamentale sono noti (1.1); da
quest’ultimo possiamo ricavare gli elementi di matrice dell’operatore densita` e ottenere dalla formula (1.100)
l’espressione esplicita per la funzione di risposta:
χ0nn(q, ω) =
2
V
∑
k,σ
n0k,σ − n0k+qσ
~ω − ek,σ + ek+q,σ + iη (1.101)
dove si pone n0k = Θ(εF − ek). Nel caso non interagente e` possibile dare una espressione semplice anche per la
funzione di risposta generalizzata relativa a due osservabili Aˆ =
∑
α,β Aαβ cˆ
†
αcˆβ e Bˆ =
∑
α,β Bαβ cˆ
†
αcˆβ :
χ0AB(q, ω) =
1
V
∑
k,α,β
n0α − n0β
~ω − eα + eβ + iη AˆαβBˆβα , (1.102)
dove α e β indicizzano i numeri quantici del liquido elettronico (impulso e spin). La funzione di risposta
densita`-densita` per un gas non interagene viene chiamata “Funzione di Lindhard”. Il calcolo della funzione di
Lindhard puo` essere portato a termine facilmente per i gas di elettroni in dimensionalita` 1, 2 e 3. In tutti e tre i
casi, =mχ0(q, ω) e` diversa da zero soltanto in una zona del piamo (q, ω), denominata “continuo elettrone-buca”
(vedi Fig. 1.7) ed e` costituito dai vettori d’onda ed dalle frequenze che corrispondono ad eccitazioni di singola
particella: ~ω = εk+q − εk; queste formano nel caso non intragente l’intero spettro di eccitazioni del gas di
elettroni. Nel limite di alte frequenze =mχ0(q, ω) e` identicamente nulla, cos`ı come per ω = 0. Un limite
interessante e` quello per ω = 0 e q → 0 (vedi Fig. 1.8); in cui la funzione di risposta e` reale e tende a −D(εF),
che coincide, nel caso non interagente, con n2κ.
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Figura 1.8: Valore assoluto della funzione di risposta statica per il gas bidimensionale (linea solida) e
tridimensionale (linea tratteggiata) di elettroni.
Risposta non interagente risolta nello spin
In un sistema non interagente si puo` mostrare facilmente che la funzione di risposta spin risolta χ0σσ′ e` diversa da
zero soltanto per σ = σ′. In assenza di interazioni infatti non ci puo` essere alcuna correlazione tra le fluttuazioni
di densita` di particelle con spin opposto. La conseguenza di questo risultato e` che (i) χ0SzSz = χ
0, ovvero la
risposta ad un campo magnetico lungo z ha la stessa ampiezza di quella ad un campo elettrico, (ii) nel caso di
stato fondamentale non polarizzato, χ0σσ = χ
0/2. Nel caso di stato fondamentale polarizzato, l’energia di Fermi
per particelle di spin 1/2 e` diversa da quella per particelle di spin opposto, ed e` possibile individuare due diverse
funzioni di risposta, che chiamiamo in modo sintetico χ0↑ (= χ
0
↑↑) e χ
0
↓ (= χ
0
↓↓), dove:
χ0σ(q, ω) =
1
V
∑
k
Θ(εF,σ − ek)−Θ(εF,σ − ek+q)
~ω − ek + ek+q + iη . (1.103)
In questo caso si trova anche una funzione di risposta spin-carica diversa da zero χ0nSz = χ
0
↑ − χ0↓. La funzione
di risposta ad un campo trasversale non e` facilmente esprimibile in funzione di χ0↑ e χ
0
↓; la sua espressione puo`
essere ottenuta dall’equazione (1.102):
χ0S+S−(q, ω) =
1
V
∑
k
Θ(εF,↑ − ek)−Θ(εF,↓ − ek+q)
~ω − ek + ek+q + iη . (1.104)
1.3.7 Random Phase Approximation
La Random Phase Approximation venne sviluppata da Bohm e Pines all’inizio degli anni ’50 [26]. Il suo nome
deriva dall’osservazione che, in determinate condizioni, una somma di N termini esponenziali con fasi che variano
in modo casuale puo` essere trascurata rispetto al numero N stesso. Nelle equazioni di Bohm e Pines, la densita`
nk−k′ veniva quindi approssimata con
nk−k′ =
∑
i
exp[i(k− k′) · ri] ' Nδk,k′ , (1.105)
ogni volta che compariva come costante moltiplicativa. Applicata al gas di elettroni, la Random Phase Ap-
proximation equivale ad utilizzare come funzione di risposta propria quella calcolata per il sistema nello stato
fondamentale Hartree-Fock, che per il liquido omogeneo coincide con lo stato fondamentale del sistema non inte-
ragente. In altre parole si suppone che gli elettroni rispondano in modo non interagente al potenziale schermato.
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Figura 1.9: =mχRPA(q, ω) per il gas tridimensionale (a sinistra, con rs = 3) e bidimensionale (a destra, con
rs = 1.4) di elettroni; rispetto al caso non interagente (Fig. 1.7), la RPA aggiunge un canale di dissipazione
dovuto al modo collettivo (plasmone), la cui dispersione e` mostrata dalla linea rossa.
Si ricava per la RPA:
RPA(q, ω) = 1− vqχ0(q, ω) (1.106)
La funzione di Lindhard χ0, calcolata esplicitamente per il gas di elettroni, puo` quindi essere utilizzata per
ottenere l’espressione per la funzione di risposta in approssimazione RPA; dalla (1.93) e dalla (1.106) otteniamo:
<eχRPA(q, ω) = <eχ
0(q, ω)[1− vq<eχ0(q, ω)]− [vq=mχ0(q, ω)]2
[1− vq<eχ0(q, ω)]2 + [vq=mχ0(q, ω)]2 (1.107)
=mχRPA(q, ω) = =mχ
0(q, ω)
[1− vq<eχ0(q, ω)]2 + [vq=mχ0(q, ω)]2 . (1.108)
La parte immaginaria della funzione di risposta RPA e` mostrata in Fig. 1.9. Nel caso di due e tre dimesioni,
esiste una ωp(q) che annulla il denominatore nella (1.107): questo puo` accadere soltanto per =mχ0(q, ω) = 0 e
vq<eχ0(q, ω) = 1. Quando cio` accade, significa che e` possibile nel sistema la propagazione di una oscillazione
di plasma di vettore d’onda q e frequenza ω. Nel caso vq<eχ0(q, ω) = 1 e =mχ0(q, ω) 6= 0 il plasmone puo`
perdere energia eccitando coppie elettrone-buca, ed acquista quindi una larghezza di riga finita. Riportiamo di
seguito il comportamento della frequenza di plasma calcolata in due e tre dimensioni per piccoli vettori d’onda;
l’approssimazione RPA fornisce nel limite q→ 0 un risultato esatto.
lim
q→0
ω2p(q) =
nq2vq
2m
+O(q2) =
{
4pine2
m +
3
5q
2v2F D = 3
2pine2q
m +
3
4q
2v2F D = 2
(1.109)
L’analiticita` della funzione χRPA(q, z) sul piano superiore delle frequenze complesse puo` essere garantita
dalla assenza di poli del suo denominatore in tutto il semipiano complesso superiore; e` possibile verificare (vedi
appendice D) che questo e` vero e il polo plasmonico si trova soltanto sull’asse reale. La χRPA soddisfa la f-
sum rule, ma con una importante differenza rispetto alla funzione di Lindhard: il continuo elettrone-buca non
satura piu` da solo il peso spettrale complessivo delle eccitazioni. Nel limite di q → 0 il plasmone diventa il
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contributo dominante. Per calcolarlo occorre utilizzare l’equazione (1.68) con una attenzione: nella regione del
piano (q, ω) dove la RPA non prevede eccitazione di coppie elettrone-buca, la parte immaginaria della χ0(q, ω)
e` identicamente nulla. In questa zona la χRPA(q, ω) non e` tuttavia uguale a zero, ma presenta una risonanza
con larghezza di riga nulla, e viene descritta correttamente da una funzione delta:
=mχRPA(q, ω) ' −pi δ[ω − ωp(q)]∣∣∣∣∂[1− vq<eχ0(q, ω)]∂ω
∣∣∣∣ (1.110)
Per il gas di elettroni in 2 e 3 dimensioni si trova la seguente espansione per la χ0(q, ω) in tale regione:
χ0(q, ω) ' nq
2
mω2
(
1 + aD
q2v2F
ω2
)
; aD =
{
3
5 D = 3
3
4 D = 2 ;
(1.111)
calcolando da questa la derivata della parte reale rispetto a ω si ottiene:
=mχRPA ≈ −piω(q)
2vq
δ(ω − ωp(q)) , (1.112)
da cui si deduce (ricordando la forma di vq) che la forza di oscillatore del plasmone si comporta come q2 per tre
dimensioni e q3/2 in due dimensioni. Si dimostra che il continuo elettrone buca contribuisce invece alla f-sum
rule come q4 e q2 rispettivamente in tre e due dimensioni.
Confronto con il plasmone idrodinamico
Ricordando le equazioni (1.33), possiamo notare come vi sia perfetto accordo all’ordine zero tra il calcolo della
frequenza di Plasma in tre dimensioni effettuato con l’uso dell’elettrodinamica dei continui e con la RPA, per
q → 0. Il calcolo del primo ordine in q con le equazioni fluide utilizza l’equazione di Newton (1.113) e di
continuita` (1.114) in trasformata di Fourier:
−imωj(q, ω) = −iqP (q, ω) ' −iq∂P (q, ω)
∂n
δn(q, ω) (1.113)
iωδn(q, ω) = iq · j(q, ω) . (1.114)
Nell’equazione (1.113) si e` usato il fatto che la forza F per un liquido in equilibrio termodinamico e` uguale
a −∇P (r, t) = −∂P (n)/∂n∇δn(r, t). Nelle oscillazioni di plasma a bassa frequenza il contributo dominante
viene dalla pressione elettrodinamica PE , per cui ∂PE(n)/∂n = nvq. Per tenere conto all’ordine piu` bas-
so della natura quantistica del fluido, e` opportuno inserire anche un contributo della pressione quantistica:
PQ(n) = 2/(2 +D)nεF; si ottiene, sostituendo P = PE + PQ,
−imωj(q, ω) = −inqδn(q, ω)vq − iq 2
D
εFδn(q, ω) , (1.115)
da cui
ω2p(q) = ω
2
p(q = 0) +
1
D
q2v2F . (1.116)
Il motivo del disaccordo con l’equazione (1.109) e` il fatto che, nell’includere la pressone quantistica, abbiamo
supposto che la sfera di Fermi mantenga invariata la sua forma nello spazio degli impulsi. In realta` il modo di
oscillazione di plasma non e` isotropo in questo spazio: la RPA tiene conto dell’energia spesa per deformare la
superficie di Fermi, ottenendo il risultato corretto, confermato da simulazioni Quantum Monte Carlo e speri-
mentalmente da misure di scattering anelastico di fotoni. La accuratezza della RPA a piccoli vettori d’onda non
viene mantenuta per valori piu` grandi di q; questa teoria non e` infatti in grado di descrivere correttamente la
struttura del liquido elettronico alle piccole distanze.
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RPA risolta nello spin
Per quanto riguarda la risposta spin-risolta, la RPA non porta in un sistema paramagnetico a miglioramenti
rispetto all’espressione per la χ0SzSz trovata nel caso non interagente. Se applichiamo infatti un potenziale
che ha segno opposto per le due componenti di spin, la carica totale che scherma la perturbazione sara`, per
motivi di simmetria, complessivamente nulla; questo significa che il potenziale esterno sara` uguale al potenziale
schermato. Questo ci permette di concludere che nell’ambito della RPA il fluido rispondera` in modo non
interagente al potenziale esterno. Vediamo in dettaglio cosa accade per un sistema polarizzato. Se indichiamo
semplicemente con χ la matrice χσσ′(q, ω) e con V e δn i vettori nello spazio dello spin Vσ(q, ω) e δnσ(q, ω),
facendo attenzione all’ordine in cui li moltiplichiamo, possiamo scrivere la seguente catena di eguaglianze:
χVext = δn =
= χ˜Vsch = χ˜(Vext + vqIδn) =
= χ˜(Vext + vqIχVext) , (1.117)
dove abbiamo usato la matrice I, che ha la forma
I =
(
1 1
1 1
)
, (1.118)
dovuta al fatto che l’interazione Coulombiana e` indipendente dallo spin. Otteniamo quindi:
χ−1 = χ˜−1 − vqI . (1.119)
Se ora, in approssimazione RPA, poniamo χ˜ = χ0, ricordando che la matrice χ0 e` diagonale (vedi sezione 1.3.6)
troviamo dopo alcuni passaggi:
χσσ′ =
1
1− vq(χ0↑ + χ0↓)
(
χ0↑ − vqχ0↑χ0↓ vqχ0↑χ0↓
vqχ
0
↑χ
0
↓ χ
0
↓ − vqχ0↑χ0↓
)
. (1.120)
Possiamo ora scrivere il risultato finale, sommando opportunamente sullo spin:
χnn =
∑
σσ′
χσσ′ =
χ0↑ + χ
0
↓
1− vq(χ0↑ + χ0↓)
(1.121)
χSzSz =
∑
σσ′
σσ′χσσ′ =
χ0↑ + χ
0
↓ − 4χ0↑χ0↓
1− vq(χ0↑ + χ0↓)
. (1.122)
La (1.121) e` la risposta densita`-densita` RPA in caso di liquido polarizzato; nel caso non polarizzato essa si
riconduce all’espressione (1.107); la (1.122) e` la risposta spin-spin, che nel caso non polarizzato e` esattamente
uguale a χ0, e quindi alla risposta spin-spin del sistema non interagente.
Schermo RPA e oscillazioni di Friedel
Nell’ambito della teoria RPA possiamo trovare una espressione per il potenziale schermato di una impurezza di
carica Ze:
Vsch(q, 0) =
Vext(q, 0)
RPA(q, 0)
(1.123)
Vsch(r) =
1
(2pi)D
∫
dDq
Zvq
1− vqχ0(q, 0) exp(iq · r) . (1.124)
Il denominatore della (1.124) e` diverso da zero per ogni q; sostituendo per la funzione di risposta la sua
espressione per piccoli q si ottiene in tre dimensioni un decadimento esponenziale del potenziale schermato,
e in due dimensioni un decadimento a legge di potenza r−3. La lunghezza caratteristica di schermo si puo`
esprimere in entrambi i casi come 2pi/ks, con k2s = q
DvqD(εF). Per D = 3 il risultato e` identico a quello
33
ottenuto con l’approssimazione di Thomas-Fermi nella sezione (1.2.1). La funzione χ0(q, ω) (che dipende da
q soltanto tramite il suo modulo) presenta in tre dimensioni una divergenza logaritmica nella derivata in q,
mentre in due dimensioni tale derivata e` discontinua; in entrambi i casi le singolarita` si trovano per q → 2kF. In
un calcolo accurato [28], queste singolarita` causano un decadimento piu` lento del potenziale schermato, insieme
ad un comportamento oscillatorio. In tre dimensioni, integrando il secondo membro dell’equazione (1.124) due
volte per parti, si ottiene:
Vsch(r) = − Z(2pi)3r3
∫
d3qvq
∂2
∂q2
(
1
1− vqχ0(q, 0)
)
exp(iq · r) (1.125)
' − 2Ze
2
(2pi)r3
∫ +∞
0
dq
(
f(q) +
C
q − 2kF
)
sin(qr) , (1.126)
dove il termine ∝ 1/q − 2kF viene dalla derivata seconda della funzione di risposta vicino alla singolarita`. La
f(q) e` tale che
∫ +∞
0
dqf(q) < ∞; il contributo che deriva da questo termine e` esponenzialmente piccolo nel
limite di r →∞. Per quanto riguarda l’altro termine si puo` scrivere:
sin(qr)
q − 2kF =
sin[(q − 2kF)r] cos(2kFr)
q − 2kF +
cos[(q − 2kFr)] sin(2kFr)
q − 2kF . (1.127)
Il contributo dominante all’integrale viene dato dal primo dei due addendi a secondo membro (mentre il secondo
e` dispari in (q−2kF) e non contribuisce); usando l’indentita`
∫∞
−∞ sin(x)/x = pi si conclude che questo resta finito
al crescere di r, e vale C ′ cos(2kFr). Il risultato finale per il comportamento asintotico (r →∞) del potenziale
schermato e`:
Vsch(r) ' C
′ cos(2kFr + φD)
rD
, (1.128)
con D = 3. In due dimensioni si ottiene un risultato analogo, con D = 2. Abbiamo indicato con φD una fase
opportuna dipendente dalla dimensionalita`. La dimostrazione dell’espressione (1.128) nel caso bidimensionale
si puo` portare a termine integrando per parti una sola volta il secondo membro dell’equazione (1.124), ed
utilizzando l’espressione per la funzione di risposta 2D [7].
Vsch(r) = −i 1(2pi)2r
∫
d2qvq
∂
∂q
(
1
1− vqχ0(q, 0)
)
exp(iq · r) (1.129)
= −iZe
2
r
∫
dq
(
f(q) +
C√|q − 2kF|
)
BesselJ0(qr) . (1.130)
Analogamente al caso tridimensionale si ottiene che il secondo termine dell’integrando e` responsabile del com-
portamento asintotico dominante: usando l’eguaglianza
∫∞
−∞ dxBesselJ0(x)/
√|x| = √2Γ(1/4)/Γ(3/4) e la
relazione asintotica BesselJ0(x) ' cos(x+ φ)/
√
x per x→ +∞, si ottiene,
Vsch(r) ' CBesselJ0(2kFr)
r3/2
' C ′ cos(2kFr + φ2)
r2
, (1.131)
con C e C ′ costanti.
Energia di stato fondamentale RPA
Se conosciamo una espressione per la funzione di risposta di un sistema, possiamo facilmente ricavare il fattore
di struttura (1.77); da questo otteniamo l’energia potenziale per particella:
εpot(λ) =
n
2
∑
q6=0
λvq
(
− ~
npi
∫ ∞
0
=mχ(q, ω, λ)dω − 1
)
, (1.132)
dove il parametro λ e` uguale a 1 per il sistema interagente e 0 per quello non interagente. La dipendenza
da λ delle quantita` presenti nell’equazione (1.132) si ottiene riscalando la carica elettrica e → e√λ ovunque
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Figura 1.10: Energia di correlazione RPA per gas tridimensionali (a sinistra) e bidimensionali (a destra) di
elettroni, confrontata con il risultato delle simulazioni di Quantum Monte Carlo. Adattato dalla referenza [7].
essa compare nel potenziale vq e nella funzione di risposta. Operando l’integrazione su λ come indicato nel
paragrafo (1.2.2) otteniamo l’energia di stato fondamentale:
εGS = ε0 +
n
2
∫ 1
0
dλ
∫
dDq
(
~
npi
∫ ∞
0
=mχ(q, ω, λ)dω − 1
)
. (1.133)
L’integrale nel dominio delle frequenze puo` essere eseguito lungo l’asse immaginario: la χ(q, ω) infatti, grazie
alla f-sum rule, decresce ad infinito piu` rapidamente di 1/ω, ed e` analitica all’interno del primo quadrante del
piano complesso; si puo` quindi trasformare il dominio di integrazione:∫ ∞
0
dω=mχ(q, ω) = =m
∫
χ(q, iω) i dω =
∫ ∞
0
χ(q, iω)dω , (1.134)
dove nell’ultima eguaglianza si e` utilizzato il fatto che la funzione di risposta calcolata sull’asse immaginario e`
reale (vedi appendice D).
La formula (1.133) e` del tutto generale, e la sua accuratezza nel descrivere l’energia dipende dalla precisione
con cui si conosce χ(q, ω). Una approssimazione particolarmente semplice per εGS si ottiene utilizzando come
funzione di risposta la χ0, che non dipende dal parametro λ; in questo caso l’energia di stato fondamentale
risulta uguale all’energia Hartree-Fock, e εGS − ε0 e` il contributo di scambio. Se utilizziamo invece la χRPA,
otteniamo un contributo ulteriore, che chiamiamo εc:
εc = εRPAGS − εHFGS =
n
2
∫ ∞
0
(
− ~
npi
∫ 1
0
dλ
∫ ∞
0
λv2qχ
2
0(q, iω)
1− λvqχ0(q, iω)
)
, (1.135)
e che per definizione costituisce l’energia di correlazione in approssimazione RPA, mostrata in Fig. 1.10 accanto
ai dati di Quantum Monte Carlo.
1.3.8 Oltre la Random Phase Approximation
Per migliorare la descrizione delle proprieta` collettive e termodinamiche del liquido elettronico e` necessario
introdurre una descrizione piu` accurata delle interazioni alle piccole distanze. Nel caso dell’elettrostatica, una
carica di prova all’interno di un mezzo dielettrico con suscettvita` χ e` soggetta ad un campo macroscopico
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E = D − 4piχD, dove D e` il campo elettrico esterno. Se intorno alla carica si scava una sfera priva di mezzo
dielettrico, il campo elettrico che agisce sulla carica sara` invece E = D− 4pi(2χ/3)D. Il campo elettrico indotto
sulla carica non e` piu` semplicemente dato da 4piχD, ma da 4piGχD , dove G = 2/3 e` un fattore che descrive la
geometria locale del mezzo attorno alla carica. La funzione di risposta RPA si calcola supponendo che
Vind(q, ω) = vqδn(q, ω) , (1.136)
cioe` che il potenziale visto da una carica di prova all’interno del fluido sia semplicemente quello Coulombia-
no schermato dal mezzo elettronico. In realta` ciascuna carica e` circondata dalla propria buca di scambio e
correlazione, e il potenziale dovuto alla densita` indotta viene modificato da tale struttura.
Si puo` quindi introdurre un fattore di campo locale Gσσ′(q, ω), che descrive l’effetto schermante della buca
di Pauli e di Coulomb. Gli indici σσ′ sono necessari in quanto la buca di scambio e` dipendente dall’orientamento
degli spin delle particelle che circondano una carica di prova. Con questo nuovo termine i potenziali indotto e
schermato diventano:
Vind,σ(q, ω) =
∑
σ′
vq[1−Gσσ′(q, ω)]δnσ′(q, ω) (1.137)
Vsch,σ = Vext,σ + Vind,σ . (1.138)
Per ottenere una espressione per la funzione dielettrica supponiamo ora che il liquido elettronico risponda al
potenziale schermato in modo non interagente. Studiamo la risposta soltanto per un liquido paramagnetico, per
cui si ha χ0↑ = χ
0
↓ = χ
0/2, G↑↑ = G↓↓, G↑↓ = G↓↑. Se defineniamo le nuove quantita`:
G+(q, ω) =
G↑↑ +G↑↓
2
; G−(q, ω) =
G↑↑ −G↑↓
2
, (1.139)
denominate rispettivamente fattore di struttura simmetrico e antisimmetrico, troviamo per il potenziale scher-
mato l’espressione seguente:
Vsch,σ =
[1− vq2 (1−G+ −G−)χ0]Vext,σ + vq2 (1−G+ +G−)χ0Vext,σ¯
[1− vq(1−G+)χ0][1 + vqG−χ0] , (1.140)
dove σ¯ indica lo spin opposto a σ. Per la risposta in densita`, consideriamo un potenziale esterno che agisce
in modo simmetrico sulle popolazioni di entrambi gli spin: Vext,↑ = Vext,↓. Definendo χnn = χ0(Vsch,↑ +
Vsch,↓)/(Vext,↑ + Vext,↓) otteniamo:
χnn(q, ω) =
χ0(q, ω)
1− vq[1−G+(q, ω)]χ0(q, ω) , (q, ω) = 1−
vqχ
0(q, ω)
1 + vqG+(q, ω)χ0(q, ω)
. (1.141)
Il fattore di campo locale G+ si puo` esprimere in modo semplice a partire dalla funzione di risposta del liquido
non interagente e dalla funzione di risposta propria del liquido interagente:
vqG+(q, ω) =
1
χ˜(q, ω)
− 1
χ0(q, ω)
. (1.142)
Nell’ambito della RPA χ˜ = χ0, e G+ e` naturalmente uguale a zero. Si ricava da (1.142) e dalla regola di somma
di compressibilita` il limite di G+ per piccoli vettori d’onda:
lim
q→0
G+(q, 0) =
1
n2vq
(
− 1
κ
+
1
κ0
)
, (1.143)
dove κ0 e κ sono rispettivamente le compressibilita` per i sistemi non interagente e interagente. Quest’ultima
puo` essere misurata sperimentalmente attraverso misure di capacita`, oppure ricavata a partire dall’energia di
stato fondamentale del sistema come quantita` termodinamica (vedi sezione 1.2.3). Esiste anche una relazione,
trovata da Niklasson [29], che controlla il comportamento del fattore G+(q, ω) a grandi q:
lim
q→∞G+(q, ω) =
{
1− 12g↑,↓(0), 2D
1
3 (2− g↑,↓(0)), 3D .
(1.144)
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Figura 1.11: Dispersione del plasmone ottenuta tenendo conto dell’effetto di campo locale G+(q, 0) in 3
dimensioni (a sinistra) e 2 dimensioni (a destra, la linea tratteggiata e` il plasmone RPA). Adattato dalla
referenza [7].
Se introduciamo un potenziale esterno Vext,↑ = −Vext,↓, possiamo definire la suscettivita` di spin del sistema
χSzSz = χ
0(Vsch,↑ − Vsch,↓)/(Vext,↑ − Vext,↓). La sua espressione contiene il fattore G−:
χSzSz (q, ω) =
χ0(q, ω)
1 + vqG−(q, ω)χ0(q, ω)
. (1.145)
Il comportamento per q → 0 di G− si ricava in modo analogo alla (1.143), ed e` il seguente:
lim
q→0
G−(q, 0) =
χP
κ0vqn2
(
1
χP
− 1
χS
)
, (1.146)
dove χP e χS sono rispettivamente la suscettivita` di spin del liquido non interagente (suscettivita` di Pauli), e
quella del liquido interagente.
L’introduzione dei fattori di campo locale permette una descrizione piu` dettagliata della risposta del sistema,
ma pone il problema di trovare approssimazioni per queste nuove quantita`. Il metodo STLS [15] introduce
due approssimazioni per determinare il fattore di struttura in modo auto-consistente: (i) suppone G+(q, ω)
indipendente dalla frequenza, e (ii) lo mette in relazione esplicita con la funzione di distribuzione radiale,
attraverso l’equazione:
G+(q) = − 1
n
∫
dDk
(2pi)D
q · k
q2
vk
vq
[S(|q− k|)− 1] , (1.147)
giustificata a partire dall’equazione del trasporto per un plasma. La conoscenza di G+ permette di calcolare la
funzione di risposta; utilizzando il teorema di fluttuazione dissipazione (1.77) si ottiene da questa il fattore di
struttura statico, che costituisce il punto di partenza per trovare una nuova espressione per G+.
Una rassegna dei metodi disponibili, oltre all’STLS, per il calcolo del fattore di struttura e della funzione di
distribuzione radiale del liquido elettronico puo` essere trovata alla referenza [30].
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Capitolo 2
Correlazioni elettroniche nel singolo
strato di grafene
La prima parte di questo capitolo e` dedicata allo studio del liquido elettronico non interagente nel singolo strato di
grafene, con una attenzione particolare alle conseguenze della legge di dispersione di banda sulle sue proprieta` in
campi elettrici e magnetici. Nella seconda parte calcoliamo la funzione di Lindhard del sistema, la cui espressione
sull’asse reale delle frequenze e` uno dei risultati originali di questa tesi, e permette di ottenere la dispersione
dell’oscillazione di plasma in approssimazione RPA. Seguendo Barlas et al. [10] calcoliamo quindi con la stessa
approssimazione l’energia di stato fondamentale, e la utilizziamo per trovare il valore della compressibilita` e
suscettivita` di spin, commentando il loro comportamento al variare del drogaggio dello strato.
2.1 Osservazione sperimentale del singolo strato di Grafene
Nel 2004 sono state ottenute per la prima volta da Novoselov et al. [1] delle strutture bidimensionali composte
da pochi strati di grafene (FLG, “Few Layers of Graphene”), di dimensioni lineari fino a 10 µm. Gli strati
sono stati estratti dalla grafite pirolitica, attraverso taglio micromeccanico. Fino a questa data, si riteneva
impossibile ottenere singoli strati di grafene allo stato libero, essendo questi instabili, secondo la teoria [31],
rispetto a una transizione verso uno stato corrugato, oppure verso altre strutture note del carbonio come
i fullereni e i nanotubi. Sperimentalmente era gia` stato possibile ottenere, prima del 2004, sottili film di
carbonio dalla deposizione chimica dei suoi vapori [32, 33, 34] su vari substrati, tra cui l’ossido di silicio,
adatti a stabilizzarne la struttura bidimensionale, e dalla decomposizione termica del carburo di silicio [35].
La tecnologia dell’esfoliazione chimica [36], d’altra parte, consente di separare efficacemente strati di grafene a
partire da un campione di grafite, ma non e` mai stata in grado di prevenire la ricombinazione dei singoli strati
in film di spessore variabile e in generale maggiore della decina di atomi. La tecnologia del taglio meccanico
e` stata raffinata negli ultimi anni per separare dalla grafite frammenti sempre piu` sottili. Dopo il risultato
del 2004 e` stata migliorata ulteriormente, fino a permettere nel 2005 il taglio efficiente di strati singoli di
grafene [38, 39]. Gli strati ottenuti da Novoselov et al. sono di alta qualita` e il trasporto elettronico al loro
interno e` risultato balistico a distanze submicrometriche. Piu` precisamente la mobilita` misurata per i portatori
di carica, confermata da successivi esperimenti, vale ≈ 1.5 × 104 cm2/Vs a 300 K, e ≈ 6 × 104 cm2/Vs a
4 K. I campioni hanno manifestato inoltre una relazione tensione-corrente lineare fino a correnti dell’ordine di
108 A/cm2. Per confronto, le mobilita` attualmente ottenute in eterostrutture ad arseniuro di gallio raggiungono
valori piu` alti (106 ÷ 107 cm2/Vs), ma a temperature che non superano i 100 K (a temperature piu` alte
scendono rapidamente sotto i 104 cm2/Vs). L’esperimento di Novoselov et al. [1] ha permesso di osservare
la transizione tra portatori di carica negativi (elettroni) e positivi (buche) nei FLG; questa avviene in modo
continuo attraverso l’applicazione di un potenziale di gate variabile sul campione. In alternativa al potenziale
esterno e` stato utilizzato il drogaggio positivo (attraverso esposizione a vapore acqueo) o negativo (con etanolo o
ammoniaca) degli strati di carbonio, ottenendo nei due casi rispettivamente un trasporto di buche o di elettroni.
Dal comportamento del campione in campo magnetico si e` dedotta una sovrapposizione δε tra banda di
valenza e banda di conduzione variabile tra 4 meV e 20 meV; il valore minimo e` stato attribuito al caso del
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Figura 2.1: Fogli di grafene depositati su un supporto di materiale inerte e osservati con microscopio ad effetto
tunnel. La barra bianca orizzontale e` lunga 500 nm. Tratto dalla referenza [38].
singolo strato, e deve essere confrontato con il valore riscontrato nella grafite (40 meV). Il comportamento di
δε e` in buon accordo con i risultati teorici che descrivono il singolo strato di grafene come un semiconduttore a
gap nullo.
Stabilita` del singolo strato di grafene, un teorema
La rilevanza del lavoro sperimentale che abbiamo appena descritto e` dovuta anche al fatto che esso costringe
a rivedere l’applicabilita` al grafene del teorema di Mermin. Mermin dimostra, sotto ipotesi molto generali,
come sia impossibile un ordine cristallino a lungo raggio a temperatura finita per un sistema strettamente
bidimensionale [31]. Consideriamo un sistema di N ioni, interagenti tra di loro con un potenziale U(r1 . . . rN ) =
1/2
∑
i 6=jΦ(ri − rj). L’operatore di densita` ionica normalizzato (che in questo caso e` una variabile dinamica), e`
ρˆk = nˆk/N , dove nˆk =
∑N
j=1 exp(−ik · Rˆj). Si ha ordine cristallino a lungo raggio se e solo se
〈ρˆk〉 =
{
0 se k non e` un vettore del reticolo reciproco
α > 0 se k e` un vettore del reticolo reciproco
, (2.1)
nel limite termodinamico. Sotto condizioni abbastanza deboli sul potenziale Φ, ovvero (a) non integrabilita`
all’origine e (b) integrabilita` a infinito, Mermin dimostro` la seguente diseguaglianza:
〈ρˆK〉 ≤ 1
(lnN)
1
2
. (2.2)
Supponendo che il potenziale Φ sia armonico si dimostra una diseguaglianza ancora piu` forte: 〈ρˆK〉 ≤ N−|K|2γ ,
dove γ e` una costante positiva.
La conclusione che si potrebbe trarre da questo teorema e` l’instabilita` del grafene rispetto ad una transizione
ad uno stato corrugato, o rispetto all’“arrotolamento” in nanotubi, strutture in entrambi i casi che si sviluppano
anche nella terza dimensione spaziale. I campioni ottenuti da Novoselov et al. nel 2004 sono stati osservati con
l’aiuto del microscopio a forza atomica, e si sono rivelati con buona approssimazione bidimensionali. La ottima
conducibilita` suggerisce anche l’assenza di corrugamenti, che, se presenti, peggiorerebbero in modo drammatico
le proprieta` di trasporto.
E` certamente vero che per costanti γ abbastanza piccole, il teorema di Mermin non vieta la stabilita` di
cristalli composti da centinaia, anche di migliaia di atomi. Tuttavia gli strati di grafene che sono stati ottenuti
nel 2004 e negli anni successivi hanno dimensioni lineari che raggiungono anche la decina di micrometri (vedi
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Figura 2.2: Reticolo esagonale strettamente bidimensionale (a) e singolo strato di grafene (b); quest’ultimo
presenta, da esperimenti di diffrazione con fasci di elettroni, leggere ondulazioni di ampiezza media di 70 A˚,
che non ne compromettono le proprieta` di conduzione, ma che sono responsabili della stabilita` del reticolo,
accoppiando le oscillazioni trasversali della membrana cristallina a quelle longitudinali. Le ondulazioni possono
essere rilevate con diffrazione da elettroni o ottenute da simulazioni numeriche [40]. Tratto dalla referenza [38].
Fig.2.1 e referenza [38]); il risultato ottenuto fa supporre che il taglio di strati di dimensioni maggiori sia un
obiettivo facilmente raggiungibile con il miglioramento della tecnologia.
Il disaccordo tra il teorema di Mermin e i risultati sperimentali puo` essere spiegato se si ammette che i modi
di oscillazione trasversali della membrana cristallina del grafene possano accoppiarsi ai modi longitudinali (vedi
Fig. 2.2); le loro interazioni mediano le forze cristalline a lungo raggio che altrimenti aumenterebbero le correla-
zioni tra gli spostamenti degli atomi del reticolo in direzione normale alla superficie, favorendo il corrugamento.
Nell’ambito di una teoria di tipo Landau-Ginzburg della transizione di fase da sistema bidimensionale ordinato
a sistema corrugato, si dimostra che l’esponente critico che governa il comportamento della compressibilita` e
delle correlazioni di densita` a grandi distanze viene rinormalizzato [41] [〈nˆknˆ−k〉 ' 1/k(2−η)] in modo da violare
le ipotesi del teorema di Mermin, il quale presuppone che 〈nˆknˆ−k〉 si comporti a piccoli vettori d’onda come
1/k2, che in due dimensioni e` una quantita` non integrabile.
2.2 Teoria a bande del grafene
La grafite e` un reticolo tridimensionale di atomi di carbonio costituito dal ripetersi di strati bidimensionali alla
distanza di 3.35 A˚ uno dall’altro. Ciascun strato e` un reticolo esagonale “a nido d’ape”, con una distanza
carbonio-carbonio interna di aAB = 1.42 A˚e una cella primitiva composta da due atomi. Il grafene non e` altro
che lo strato bidimensionale costitutivo della grafite. Dei quattro elettroni di valenza del carbonio, tre di questi
formano legami ibridizzati sp2, con l’asse lungo il piano dello strato (legami σ e σ∗); si tratta degli elettroni
sugli orbitali 2s, 2px e 2py. L’elettrone sull’orbitale 2pz, con asse perpendicolare al piano, forma ancora un
legame, questa volta di tipo pi e pi∗, parallelo al piano. Si ottengono di conseguenza tre bande di tipo σ (e
tre corrispondenti bande di anti-legame σ∗) e una banda di tipo pi (e pi∗) [44]. La simmetria dei legami pi per
riflessione rispetto al piano dello strato e` opposta a quella dei legami σ, e questa si ripercuote sulla simmetria
degli stati sulle rispettive bande. Il legame tra piani paralleli e` dovuto ad una debole interazione di Van der
Waals: l’energia dei legami tra atomi di carbonio appartenenti a due strati diversi e` di un ordine di grandezza
inferiore a quella dei legami lungo il piano.
Iniziamo qui la descrizione del singolo strato di grafene (nel prossimo capitolo tratteremo invece il caso del
doppio strato). In Fig. 2.3 sono raffigurate la cella primitiva e la zona di Brillouin del grafene. Fissato come
origine il centro di un esagono di atomi di carbonio, e` facile vedere come il gruppo puntuale di simmetria del
reticolo sia il C6v [45], che comprende le rotazioni di 60◦ attorno ad un asse perpendicolare al piano reticolare
e passante per l’origine, e le riflessioni rispetto a piani passanti per tale asse e per i punti medi dei legami
carbonio-carbonio. L’inversione e` compresa tra le simmetrie del cristallo. Utilizzando le coordinate x e y come
in Fig. 2.3 scriviamo i vettori di traslazione del reticolo diretto come
a1 =
(
a
2
,
√
3a
2
)
, a2 =
(
−a
2
,
√
3a
2
)
, (2.3)
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Figura 2.3: A sinistra: cella primitiva (a) e zona di Brillouin (b) del singolo strato di grafene. A destra: bande
pi e σ lungo le direzioni di alta simmetria della zona di Brillouin. Adattati dalla referenza [44].
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con a = |a1| = |a2| = aAB
√
3 ' 2.46 A˚, a cui si aggiunge un vettore interno alla cella primitiva per specificare
la posizione del secondo atomo della base (indicato con la lettera B) rispetto al primo (indicato con A):
aAB =
(
0,
a√
3
)
. (2.4)
Corrispondentemente, l’espressione per i vettori unitari del reticolo reciproco e`
b1 =
(
2pi
a
,
2pi
2
√
3a
)
, b2 =
(
−2pi
a
,
2pi
2
√
3a
)
, (2.5)
ciascuno di modulo 4pi/(
√
3a). La direzione dei vettori unitari del reticolo reciproco e` ruotata di 90◦ rispetto
a quella dei vettori a1, a2. Tra le possibili scelte per la prima zona di Brillouin, quella mostrata in Fig. 2.3, e`
quella a piu` alta simmetria.
Riempiendo le bande con gli otto elettroni della cella primitiva del grafene, si fissa il livello di Fermi tra la
banda pi e la banda pi∗. Queste bande hanno sei punti di contatto nella zona di Brillouin, di cui, una volta fissati
due punti K e K′ inequivalenti
K =
{
4pi
3a
, 0
}
,K′ =
{
−4pi
3a
, 0
}
, (2.6)
gli altri si ottengono sommandovi vettori unitari del reticolo reciproco. In questi due punti la dispersione e` in
prima approssimazione lineare, e puo` essere considerata tale per tutti i processi che coinvolgono eccitazioni di
bassa energia e trasferimento di impulso in modulo molto minore di |K−K′|.
2.2.1 Tight-binding a primi vicini
Le bande del grafene sono particolarmente semplici da studiare se ci si limita alla approssimazione tight-
binding [42, 43] a primi vicini. Scriviamo quindi la somma di Bloch generata dalla funzione d’onda φA(B),i(j)(r)
dell’orbitale i(j) del carbonio per l’atomo A(B) della base:
Ψi,A(k, r) =
1√
Np
∑
RA
φi,A(r−RA) exp (ik ·RA) , Ψj,B(k, r) = 1√
Np
∑
RB
φj,B(r−RB) exp (ik ·RB) , (2.7)
dove Np e` il numero di celle primitive del cristallo. L’equazione da risolvere per trovare la dispersione della
banda l-esima El(k) e` (indichiamo con α, β = {A,B} il tipo di atomo della base a cui ci riferiamo):
det |Hij,αβ(k)− El(k)Sij,αβ | = 0 , (2.8)
ove
Hij,αβ(k) = 〈Ψi,α(k, r)|HˆT |Ψj,β(k, r)〉 ; Sij,αβ = 〈Ψi,α(k, r)|Ψj,β(k, r)〉 . (2.9)
La Hamiltoniana di tight-binding HˆT e` definita come:
HˆT =
pˆ2
2m
+
∑
Rm,α
V(r−Rm,α), (2.10)
dove V(r−Rj,α) e` il potenziale dovuto all’ atomo di tipo α della j-esima cella primitiva del reticolo; mentre
Rm,α = m1a1 +m2a2 + a12δα,B , con m1,m2 numeri interi.
L’elemento di matrice della Hamiltoniana tra gli stati Ψi,α e Ψj,β si puo` scrivere come:
Hij,αβ(k) = 1
Np
∑
Rm,α,Rn,β
exp[ik · (Rn,β −Rm,α)]〈φi,α(r−Rm,α)|HˆT |φj,β(r−Rn,β)〉 . (2.11)
Tenendo conto della invarianza per traslazione nella (2.11), si puo` eseguire una prima somma sui vettori reticolari,
fissando un atomo di tipo α come origine delle coordinate; usando il fatto che ciascun orbitale φj,β(r−Rn,β) e`
un autostato della Hamiltoniana del singolo atomo in Rn,β con autovalore εj , la (2.11) diventa:
Hij,αβ(k) = εiδij + Cij +
∑
Rn,β 6=0
exp (ik ·Rn,β)
∫
d2rφ∗i,α(r)V˜(r)φj,β(r−Rn,β) , (2.12)
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dove V˜ e` il potenziale dovuto a tutti gli atomi tranne quello nell’origine, εi e` l’energia dell’orbitale (i) nel sito
α e Cij e` il campo cristallino,
Cij =
∫
d2rφ∗i (r)V¯(r)φj(r). (2.13)
Gli elementi di matrice di Sij,αβ fuori diagonale possono essere trascurati se si suppone che la sovrapposizione
tra le funzioni atomiche del reticolo sia piccola; Sij,αβ si puo` considerare quindi uguale alla matrice identica
δijδαβ . Discutiamo brevemente la validita` di questa approssimazione nel caso particolare del singolo strato
di grafene. Le funzioni d’onda che stiamo utilizzando sono quelle del secondo livello energetico dell’atomo di
carbonio. Il loro andamento puo` essere approssimato, tenendo conto rozzamente dell’effetto di schermo degli
elettroni di core, da exp(−4r/2aB). Ad una distanza di aAB ≈ 3aB la funzione d’onda e` depressa di un fattore
≈ 50. Per ragioni di simmetria, possiamo considerare separatamente il tight-binding per le bande di tipo σ e
quelle di tipo pi; nel prossimo paragrafo tratteremo soltanto le bande pi e pi∗, che sono le piu` importanti per
descrivere le proprieta` di bassa energia di un singolo strato debolmente drogato. Per una trattazione delle bande
σ e σ∗ rimandiamo al libro di Dresselhaus [44].
2.2.2 Energia di banda
Se nell’equazione (2.12) scartiamo gli indici i e j (stiamo considerando solo l’orbitale 2pz), la matrice che resta,
Hαβ , ha soltanto due indici; energia di sito e campo cristallino aggiungono un termine costante che non influisce
sullo spettro del sistema e puo` essere tralasciato. Se inoltre consideriamo, fissato un atomo, soltanto il contributo
all’energia da parte dei primi vicini, quello che si ottiene e` (Rm,β = Rm,A + aABδβ,B):
H(k) =
(
0 γf(k)
γf∗(k) 0
)
, (2.14)
dove
f(k) = exp (i
kya√
3
) + exp (−i kya
2
√
3
) cos
(
kxa
2
)
, (2.15)
mentre
γ =
∫
d2rφ∗2pz,A(r)V¯(r)φ2pz,B(r− aAB) ' 3.12 eV (2.16)
rappresenta l’energia di hopping tra primi vicini, e costituisce il primo dei parametri di Slonkzewski-Weiss [8]
che descrivono le bande della grafite. Diagonalizzando la Hamiltoniana (2.14) si ricava la legge di dispersione:
E±(k) = ±γ
√√√√1 + 4 cos(√3kya
2
)
cos
(√
3kxa
2
)
+ 4 cos2
(
kxa
2
)
, (2.17)
che vale zero in corrispondenza dei due K punti definiti in (2.6); possiamo sviluppare l’espressione (2.14) in serie
attorno a K e K′, ottenendo per l’Hamiltoniana a fissato k la forma linearizzata:
H(k) = ~v
(
0 s(k)δkx − iδky
s(k)δkx + iδky 0
)
, (2.18)
dove v = 3γaAB/(2~), s(k) = 1 per k in un intorno di K e s(k) = −1 per k vicino a K′. La sua forma diagonale
e`:
Hd(k) = ~vs(k)
( |δk| 0
0 −|δk|
)
, (2.19)
e i suoi autovalori sono i seguenti:
1√
2
(
s(k)(δkx − iδky)/|δk|
1
)
,
1√
2
(
s(k)(δkx − iδky)/|δk|
−1
)
. (2.20)
Per non appesantire la notazione, d’ora in avanti chiamiamo i parametri di espansione nello spazio degli impulsi,
δkx e δky, semplicemente kx e ky, ricordando che attorno al punto K(K′) il vettore d’onda cristallino totale e`
dato da K+ k (K′ + k).
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Figura 2.4: A sinistra: bande pi e pi∗ nella prima zona di Brillouin del grafene, adattato dalla referenza [44]. A
destra: approssimazione di bande coniche nel modello MDF, adattato dalla referenza [2].
E` interessante notare come le bande approssimate abbiano la forma di un cono a due falde nello spazio delle
fasi. La legge di dispersione lineare suggerisce una analogia tra la particella nel singolo strato di grafene e un
fermione relativistico privo di massa, la cui funzione d’onda e` descritta dall’equazione di Dirac. Il modello di
“Massless Dirac Fermion” (MDF) [10, 8] descrive il grafene come un sistema con bande esattamente coniche su
tutto lo spazio degli impulsi, introducendo, oltre alla degenerazione di spin gs = 2, una degenerazione di valley
gv = 2, dovuta alla presenza di due K punti (vedi Fig. 2.4). L’intersezione della banda E(+)(k) = ~vk con
banda E(−)(k) = −~vk avviene nel modello MDF in un punto di energia ed impulso nulli chiamato “punto di
Dirac”.
Grazie al modello MDF si possono utilizzare tutti i risultati della meccanica quantistica relativistica per
studiare le proprieta` del singolo strato. Occorre essere tuttavia cauti: le bande reali sono coniche soltanto in
un piccolo intorno dei K punti. Il modello fornisce una buona descrizione delle eccitazioni nel grafene soltanto
se queste hanno impulso ed energia minore di un certo impulso critico kc ed energia minore di ~vkc. Nel caso
di un singolo strato non drogato, il livello di Fermi si trova esattamente sul punto di Dirac. Nel modello MDF
la banda E(−) viene quindi considerata completamente piena, e occupata da un numero infinito di particelle. E`
conveniente dunque adottare un punto di vista grancanonico: le eccitazioni sono elettroni sulla banda ad energia
positiva e buche sulla banda ad energia negativa.
E` importante ricordare tuttavia che il sistema fisico del singolo strato ha una densita` di elettroni n0 finita
sulla banda pi. Questa si puo` facilmente calcolare dividendo per l’area di un esagono di atomi di carbonio il
numero di elettroni di valenza su ogni esagono, e moltiplicando per un fattore 1/3 che tiene conto del fatto che
ogni carbonio appartiene a tre diversi esagoni del reticolo. Risulta che n0 = 4/(3
√
3a2AB). Se droghiamo lo
strato, introducendo una densita` di elettroni n+ sulla banda E(+), il livello di Fermi nel modello MDF si puo`
ricavare dalla relazione:
n+ =
g
(2pi)2
∫ kF
0
d2k =
k2F
pi
. (2.21)
Perche` il modello sia accurato e` necessario che la densita` di elettroni sulla banda di energia positiva del singolo
strato sia molto minore della densita` di elettroni sulla banda di energia negativa: la relazione n+  n0 si puo`
esprimere in modo piu` efficace come kF  kc se definiamo k2c = pin0. Il vettore d’onda critico kc cos`ı ottenuto
vale ≈ b/3.5, dove b e` il modulo del vettore di traslazione del reticolo reciproco: ogni eccitazione descritta dal
modello MDF deve essere ristretta ad una piccola regione della prima zona di Brillouin.
Nel modello di bande coniche la velocita` delle particelle e` fissata in modulo, e vale v ≈ c/300. Per
determinarne la direzione e` sufficiente applicare la definizione:
v(±) =
1
~
∂E(±)(k)
∂k
. (2.22)
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Dall’espressione per l’energia E±(k) e` possibile ricavare la densita` degli stati su ogni banda:
D(±)[ε(k)] = 4
∑
k′
δ[E(±)(k′)− ε(k)] = 2k
pi~v
(2.23)
che risulta essere lineare in k, e quindi diversa da quella che si trova per il gas elettronico bidimensionale a
dispersione parabolica, in cui essa e` indipendente da k. E` importante notare come per ε→ 0 D±(ε)→ 0: per il
singolo strato di grafene non drogato, la densita` degli stati al livello di Fermi e` nulla, e questo implica in teoria
l’annullarsi della conducibilita` a basse temperature. Sperimentalmente si e` osservato [39] che la conducibilita`
sopravvive all’abbassamento delle temperature, assumendo il valore minimo di ≈ e2/h; la conducibilita` minima
del singolo strato di grafene e` uno dei fenomeni piu` difficili da chiarire: ancora oggi non e` stata data una
spiegazione esauriente di questa proprieta` [46, 47].
2.2.3 Simmetrie del singolo strato di grafene
Per evidenziare meglio il parallelismo tra il singolo strato di grafene e il fermione relativistico possiamo introdurre
le matrici di Pauli di pseudo-spin: τx, τy e τz. La loro definizione e` la stessa di quella data per le matrici σx,y,z
nella sezione (1.3.4). Per pseudo-spin intendiamo una osservabile che indica l’atomo della base su cui la funzione
d’onda dell’elettrone e` concentrata (A,B).
Le funzioni d’onda dell’elettrone nel grafene possono ora scriversi formalmente come Ψk,σ,τ,K(K′), indicando
il set completo di numeri quantici che servono per individuarla nel modello MDF. Raggruppiamo le varia
componenti di pseudo-spin e di valley in uno spinore a 4 componenti:
Ψk,σ = {Ψk,σ,A,K,Ψk,σ,B,K,Ψk,σ,B,K′ ,Ψk,σ,A,K′} . (2.24)
Con questa notazione l’Hamiltoniana del singolo strato di grafene si puo` scrivere utilizzando una matrice H(k)αβ
4× 4 indipendente dallo spin:
Hˆ =
∑
k,σ,α,β
Hαβ(k)cˆ
†
k,σ,αcˆk,σ,β , H(k) =
(
τ · k 0
0 −τ · k
)
. (2.25)
Definiamo ora le matrici γ come nella rappresentazione chirale della meccanica quantistica relativistica [48]:
γ0 =
(
0 I
I 0
)
, γ5 =
( −I 0
0 I
)
, γ =
(
0 τ
−τ 0
)
. (2.26)
Con queste definizioni l’energia non e` altro che la nota espressione dell’equazione di Dirac:
H(k) = ~vγ0(γ · k). (2.27)
Le simmetrie della Hamiltoniana possono essere studiate facilmente con questo formalismo.
1. Inversione spaziale.
L’inversione spaziale cambia segno all’impulso totale, e manda quindi k in −k e K in −K (equivalente a
K′ a meno di un vettore unitario del reticolo reciproco). Essa scambia anche gli atomi della base. E` facile
notare come l’operatore che puo` implementarla sulla matrice H sia semplicemente γ0;
H(k)→ γ0H(k)γ0 = H(−k) . (2.28)
2. Inversione temporale.
Anche in questo caso l’impulso totale cambia di segno insieme allo spin, ma l’atomo della base non cambia;
la matrice che implemente questa trasformazione e` γxγ5. Si ottiene quindi, ricordando l’anti-unitarieta`
dell’operatore di inversione temporale:
H(k)→ γxγ5 [H(k)]∗ γxγ5 = H(−k) . (2.29)
46
3. Coniugazione di carica.
Per un singolo strato non drogato, in cui il livello di Fermi si trovi esattamente sul punto di Dirac,
l’invarianza per coniugazione di carica implica che aggiungere un elettrone con impulso K+k, pseudo-spin
τ e spin σ sulla banda di energia positiva ~v|k| sia equivalente a rimuoverne uno con impulso −K− k,
pseudo-spin τ¯ e spin σ¯ opposti dalla banda ad energia negativa −~v|k|. Questa equivalenza e` chiara se si
passa al formalismo grancanonico, in cui si misurano le energie a partire dal livello di Fermi (εF = 0 nello
strato non drogato). Ordiniamo normalmente la Hamiltoniana (2.25) rispetto allo stato fondamentale del
sistema non drogato:
: Hˆ :=
∑
k,σ,α,β
Hαβ(k) : cˆ
†
k,σ,αcˆk,σ,β : . (2.30)
Per trasformare un elettrone in una buca con numeri quantici opposti dobbiamo sostituire cˆ†k,σ,α con∑
β(γ
αβ
y ∗)cˆ−k,−σ,β , dove la matrice γαβy ∗ serve per invertire pseudo-spin e cambiare K-punto (∗ significa
che l’azione della matrice e` quella di coniugare il vettore su cui la si applica). Utilizzando le regole di
commutazione per fermioni, si ottiene che : cˆk,σ,αcˆ
†
k,σ,β := − : cˆ†k,σ,αcˆk,σ,β :, e si vede facilmente che la
Hamiltoniana e` invariante per coniugazione di carica.
L’operatore τ consente di individuare, a fissato K punto, un nuovo numero quantico conservato per gli elettroni
del grafene, ovvero la chiralita`. Questa e` definita come proiezione del vettore k sullo pseudo-spin (τ · k). La
conservazione della chiralita` segue direttamente dalla conservazione dell’energia: l’Hamiltoniana (2.27) si puo`
riscrivere infatti come ~vτ · k o −~v(τ · k) a seconda che ci si riferisca al punto K o K′.
2.3 Evidenze sperimentali del gas di elettroni relativistico
2.3.1 Osservazione dell’effetto Hall quantistico relativistico
L’effetto Hall quantistico, osservato per la prima volta da Von Klitzing et al. in un gas bidimensionale di
elettroni confinato nell’inversion layer di un MOSFET [49], e` una conseguenza dell’accoppiamento del campo
magnetico con i gradi di liberta` orbitali degli elettroni: le componenti dell’impulso nelle due direzioni in cui le
particelle sono libere di muoversi cessano di essere indipendenti, e i nuovi autostati della Hamiltoniana (in cui il
campo e` stato introdotto mediante l’accoppiamento minimale) sono livelli di Landau discreti con degenerazione
macroscopica. Se si rompe l’equilibrio chimico tra due estremi del sistema, si ottiene di conseguenza una corrente
elettrica, che in regime balistico utilizza come canali di conduzione i livelli di Landau stessi. Da questo deriva
la quantizzazione della conduttanza, che viene misurata in multipli discreti di e2/h e la cui entita` dipende dal
numero di livelli occupati. Le difficolta` principali nell’osservare l’effetto Hall derivano dal disordine e dalle
impurezze presenti nel cristallo che ospita il gas bidimensionale. Queste allargano i livelli di Landau rendendo
meno evidente la quantizzazione della conduttanza e diminuiscono il cammino libero medio delle particelle.
Per poter osservare l’effetto Hall, inoltre, e` necessario che l’energia termica sia piu` piccola della separazione
dei livelli, che e` proporzionale all’intensita` del campo magnetico. Nei gas bidimensionali di elettroni che si
ottengono attualmente in pozzi quantici costruiti con eterostrutture di Arseniuro di Gallio e Arseniuro di Gallio
e Alluminio il disordine e` molto basso, e a temperatura di Elio liquido l’effetto Hall e` chiaramente osservabile.
L’effetto Hall nel grafene
L’osservazione dell’effetto Hall nel grafene da parte di Novoselov al. [39] ha consentito di confermare la validita`
del modello MDF. In questo esperimento si e` registrata una quantizzazioni semi-intera della conduttanza (vedi
Fig. 2.5) tipica di particelle che obbediscono all’equazione di Dirac [51]. In prima quantizzazione l’equazione
agli autovalori che discende dalla Hamiltoniana (2.25) e` la seguente:
H(kˆ)Ψk = EΨk , (2.31)
In presenza di un campo B, introducendo nella Hamiltoniana (2.31) l’accoppiamento minimale con un potenziale
vettore Aˆ = (0, xˆB, 0) si ottiene l’equazione per i livelli di Landau:
H(kˆ, rˆ)Ψk = ~vγ0γ ·
(
kˆ+
e
c
Aˆ
)
Ψk = EΨk . (2.32)
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I livelli energetici si trovano applicando a sinistra ancora l’operatore H(kˆ, rˆ) e ricordando le regole di commu-
tazione tra vettore d’onda e coordinate: [kˆi, rˆj ] = −iδij . Ricaviamo:
H2(kˆ, rˆ) = ~2v2
[
kˆ2 +
(
eB
~c
)2
(xˆ− xˆ0)2 + eB~c γzγ0
]
, xˆ0 =
~kˆyc
eB
. (2.33)
Nei primi due termini della (2.33) si riconosce l’Hamiltoniana di un oscillatore armonico, i cui autovalori sono
noti [~2v2 (2l + 1) eB/~c]; considerando inoltre che:
γzγ0 =
(
τz 0
0 −τz
)
, (2.34)
e` chiaro come il terzo termine nell’equazione (2.33) rimuova la degenerazione nello pseudo-spin, costituendo una
separazione di Zeeman intrinseca per l’elettrone relativistico; i suoi autovalori sono τ~2v2eB/(~c) [τ = ±1].
Otteniamo come livelli energetici:
E
(±)
l,τ = ±~v
[
eB
~c
(2l + 1 + τ)
] 1
2
; (2.35)
ognuno di questi ha una degenerazione NL = gΦ/2Φ0, dove Φ0 = hc/e e` il quanto di flusso magnetico elementare,
mentre g = gsgv = 4 e` il fattore di degenerazione di spin e di valley.
Se definiamo la lunghezza magnetica λm = 2pi
√
~c/(eB) e il vettore d’onda magnetico km =
√
eB/(~c),
possiamo scrivere l’energia caratteristica dell’effetto Hall relativistico come ~kmv. Questa puo` essere confrontata
con l’energia per un elettrone con dispersione parabolica, ~2k2m/2m, e con quella per una particella relativistica
non massiva, ~kmc. Per un campo magnetico di 10 Tesla, quest’ultima quantita` vale
√
2µmBmc2 ≈ 20 eV; la
scala di energia del nostro problema e` v/c volte piu` piccola (≈ 60 meV). Il livello di Landau di elettroni massivi
ha invece energia di circa ≈ 0.5 meV; nel GaAs questo numero e` moltiplicato per 16, a causa della minore
massa di banda dell’elettrone, ma per osservare l’effetto Hall quantistico e` comunque necessario abbassare la
temperatura fino all’ordine del grado Kelvin (≈ 0.1 meV).
I livelli a energia positiva indicati dall’espressione (2.35) sono i livelli di Landau di elettroni sulla banda
superiore del cono di Dirac. Quelli a energia negativa si riferiscono invece alla banda inferiore. Ricordando
quanto detto a proposito della simmetria per coniugazione di carica, che non viene rotta introducendo un
campo magnetico, possiamo affermare che i livelli di Landau a energia negativa sono del tutto equivalenti a
livelli di buche a energia positiva, e precisamente uguale a:
Ehl,τ = ~v
[
eB
c
(2l + 1∓ τ)
] 1
2
. (2.36)
Non essendovi nello spazio delle fasi numeri quantici che possano distinguere tra elettroni e buche, la degene-
razione NL e` condivisa da entrambi. L’equazione (2.35) mostra come vi sia una ulteriore degenerazione, che
interessa tutti i livelli tranne quello a energia piu` bassa. Precisamente partendo da un livello con l > 0, aumen-
tando l di 1 e invertendo lo pseudo-spin, si ottiene un livello ad esso degenere; una considerazione simile si puo`
fare per l < 0. Possiamo allora affermare che ogni livello di Landau e` degenere 2NL volte, di cui NL posti sono
occupati da elettroni, e i rimanenti NL da buche. Il livello a energia zero e` invece occupato da NL/2 elettroni
e NL/2 buche.
Questa osservazione e` importante per capire i risultati degli esperimenti di Novoselov et al. [39]. Se si
introduce una differenza di potenziale ∆V tra i due estremi di un singolo strato, questo viene percorso da
una corrente che utilizza i livelli di Landau come canali di conduzione. Variando la posizione del livello di
Fermi attraverso un potenziale esterno di gate Vg che generi un campo elettrico nella direzione perpendicolare
allo strato, e` possibile riempire i canali di conduzione soltanto con elettroni Vg < 0, o con buche Vg > 0. Il
potenziale di gate ha lo stesso effetto di un drogaggio dello strato, ma consente controllare meglio la posizione
del livello di Fermi rispetto al punto di Dirac.
La conduttanza trasversale del grafene in campo magnetico e` risultata essere quantizzata con multipli semi-
interi di 4e2/h, perche` il livello di Landau di energia nulla, a causa della sua degenerazione, contribuisce alla
conduzione con un numero di elettroni che e` la meta` di tutti gli altri livelli.
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Materiale Mob. elettroni Mob. buche
GaAs 8000 320
GaP 110 70
InP 5600 150
Si 1360 460
Ge 3900 1900
Tabella 2.1: Mobilita` a temperatura ambiente per vari semiconduttori, misurate in cm2/(Vs); adattato da una
presentazione di E.F. Schubert (Rensselaer Polytechnic Institute, 2003). Il grafene ha mostrato una mobilita` di
entrambi i tipi di portatore di carica a temperatura ambiente dell’ordine di 1.5× 104cm2/(Vs).
Figura 2.5: A sinistra: conduttanza longitudinale e quantizzazione della conduttanza trasversale nell’effetto
Hall quantistico di elettroni e buche per un singolo strato di grafene con un campo magnetico di 14 T e una
temperatura di 4 K. A destra e` mostrato l’andamento ∝ ±√l, con l = 0, 1, . . . dell’energia dei livelli di Landau.
Adattato dalla referenza [4].
L’esperimento di Novoselov et al. [39] ha provato chiaramente il comportamento relativistico degli elettroni
nel grafene, e la facilita` con cui e` possibile, in questo cristallo, passare da un tipo all’altro di portatori di carica. Lo
pseudo-spin si accoppia al campo magnetico proprio come un vero spin, con un fattore giromagnetico esattamente
uguale a quello dell’elettrone relativistico. Lo stesso esperimento ha confermato l’alta qualita` del cristallo
bidimensionale, trovando mobilita` sufficienti a rendere possibile l’osservazione dell’effetto Hall quantistico, anche
a temperatura ambiente [3].
2.3.2 Il paradosso di Klein nel grafene
L’equazione di Dirac, come sappiamo, non descrive correttamente che le correzioni piu` basse alla meccanica
quantistica non relativistica. Il suo uso e` stato abbandonato a favore della teoria quantistica dei campi, che
risulta essere lo strumento adatto alla descrizione di un sistema relativistico. Uno dei paradossi della fisica
quantistica relativistica nati dall’equazione di Dirac che hanno favorito una revisione critica della teoria negli
anni ’30 e` il Paradosso di Klein, secondo cui non e` possibile confinare un fermione relativistico utilizzando
barriere di potenziale di energia maggiore della sua massa [52].
Questo fenomeno e` consentito matematicamente dall’esistenza di soluzioni a energia negativa dell’equazione
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di Dirac, che permettono di soddisfare le condizioni al contorno anche in presenza di un’onda trasmessa. Dirac
spiego` il paradosso supponendo gli stati a energia negativa sempre occupati (immaginando quindi un livello
di Fermi ad energia zero). Il principio di Pauli evita in questo modo la possibilita` per l’elettrone incidente di
superare la barriera di potenziale (al cui interno le eccitazioni sono soltanto buche), ma non impedisce che si
crei una coppia elettrone-buca nella regione di energie negative, e che tale elettrone si propaghi dall’altro lato
della barriera.
La spiegazione piu` elegante del paradosso giunge tuttavia dalla teoria dei campi, per cui le frequenze negative
non sono legate piu` all’evoluzione temporale delle particelle, ma a quella di operatori di creazione e distruzione
di elettroni e positroni. In questo caso la coppia elettrone-buca e` sostituita dalla coppia elettrone-positrone,
creata dal vuoto quantistico a causa della grande energia del potenziale confinante. Per conferme sperimentali
di questo fenomeno sono necessari campi elettrici maggiori di 1016 V/cm, per ottenere cadute di potenziale
∆V ≈ mc2 entro la lunghezza Compton (~/mc); non e` stato fino ad ora possibile ottenere campi di questa
intensita`.
Un recente lavoro di Katsnelson et al. [53] si e` occupato della discussione del paradosso di Klein nel grafene.
L’eguaglianza in forma delle equazione di Schro¨dinger per l’elettrone di banda con l’equazione di Dirac e` una
garanzia matematica che questo fenomeno possa essere osservato. Sperimentalmente deve essere possibile realiz-
zare un gradino di potenziale analogo alle barriere utilizzate per i gas di elettroni in punti quantici, utilizzando
campi elettrici dell’ordine di 105 V/cm. Questi campi sono facilmente raggiungibili in laboratorio. Il valore cos`ı
basso del campo necessario all’esperimento deriva dal fatto che l’elettrone del grafene e` una particella priva di
massa; se avesse anche una piccola massa δm a causa di una lieve distorsione delle bande, l’energia per creare
una coppia elettrone-buca sarebbe comunque pari a δmv2, e quindi (v/c)2 (' 10−5) volte piu` piccola di quella
che servirebbe in elettrondinamica (δmc2) per creare una coppia particella-antiparticella con massa δm.
Modellizziamo la barriera con un potenziale a gradino:
V(x) =
{
V0 se − d2 < x < d2
0 altrove ,
(2.37)
che supponiamo vari su una scala di lunghezze molto maggiore del passo reticolare. Per un sistema non drogato e
all’equilibrio chimico e per potenziali abbastanza alti, nella zona della barriera avviene un parziale svuotamento
della banda E(−). Possiamo mandare contro la barriera un elettrone di fissato impulso ed energia positiva ε.
Per −d/2 < x < d/2 e V0 > ε le soluzioni dell’equazione di Dirac da scegliere sono quelle a energia negativa. La
soluzione in tutto lo spazio puo` essere trovata raccordando in modo continuo le funzioni d’onda di elettrone di
banda lungo il bordo della barriera.
Per semplicita` consideriamo soltanto la soluzione ad un fissato K punto; se infatti il potenziale V(x) non
varia rapidamente sulla scala del passo reticolare, esso non e` in grado di scatterare particelle da K a K′. Le
soluzioni della Hamiltoniana (2.18) a energia rispettivamente positiva e negativa sono date da:
1√
2
[
exp (−iφk)
1
]
exp(ik · r); 1√
2
[
exp (−iφk)
−1
]
exp(ik · r) , (2.38)
dove φk = arctan (ky/kx). Le condizioni al bordo impongono, per un’onda incidente di impulso k e una riflessa
di impulso k′ :
exp
(
−ikx d2
)[
exp (iφk)
1
]
+ r
[
exp (iφk)
1
]
exp
(
ikx
d
2
)
=
= c1
[
exp (−iφk′)
sign(ε− V)
]
exp
(
−ik′x
d
2
)
+ c2 exp
(
ik′x
d
2
)[
exp (iφk′)
sign(ε− V)
]
; (2.39)
t
[
exp (−iφk)
1
]
exp
(
−ikx d2
)
= c1
[
exp (−iφk′)
−sign(ε− V)
]
exp
(
ik′x
d
2
)
+ c2
[
exp (iφk′)
−sign(ε− V)
]
exp
(
−ik′x
d
2
)
;
(2.40)
ky = k′y , (2.41)
dove ~v|k| = ε, ~v|k′| = |ε − V0|. Risolvendo le equazioni (2.39), si ottiene una espressione per la riflettivita`
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Figura 2.6: Barriera di potenziale e suo effetto sulla popolazione delle due bande del grafene; a destra, trasmit-
tivita` della barriera misurata per due diversi valori del potenziale (in rosso 200 e in blu 285 meV); la larghezza
della barriera e` di 100 nm. Adattato dalla referenza [53].
della barriera:
R = |r|2 = [sin(φk) + sin(φk′)]
2 sin2(k′xd)
[1 + sin(φk) sin(φk′)]
2 sin2(k′xd) + [cos(k′xd) cos(φk) cos(φk′)]
, (2.42)
dove sin(φk′) = sin(φk)ε/|ε− V0|. Per grandi valori di V0 si ricava:
R ' sin
2(φk) sin2(k′xd)
sin2(k′xd) + [cos(k′xd) cos(φk)]
2 . (2.43)
La riflettivita` risulta nulla per tutti i valori di V0 per cui sin(k′xd) = 0. Quello che sorprende e` che essa risulta
sempre nulla per vettori d’onda incidenti perpendicolarmente alla barriera (vedi Fig. 2.6), indipendentemente dal
valore del potenziale confinante. Per spiegare il paradosso di Klein nel grafene non si puo` ricorrere al principio
di Pauli ed alla creazione di coppie elettrone-buca come per il modello di Dirac: per −d/2 < x < d/2 la banda
E(−) non e` completamente piena, e ad un elettrone incidente sulla barriera la transizione a questi stati non e`
impedita dalla statistica. Deve esistere quindi una ulteriore regola di selezione che impedisca la riflessione della
particella.
Possiamo osservare come il potenziale V(x) sia diagonale nello pseudo-spin τ per lo stesso motivo per cui
non puo` indurre transizioni tra i due K punti: V(x) varia su una scala di lunghezza molto maggiore del passo
reticolare. Osserviamo anche che la chiralita` di elettrone entrante e uscente deve essere conservata (a fissato K
punto); una sua eventuale temporanea non conservazione puo` avvenire soltanto all’interno della barriera. Di
conseguenza, se il potenziale non puo` invertire lo pseudo-spin, esso non puo` neanche invertire l’impulso, perche´
altrimenti violerebbe la conservazione della chiralita`.
Per essere precisi la quantita` che resta sempre conservata e` lo pseudo-spin parallelo all’impulso (per defi-
nizione di chiralita`). La componente perpendicolare puo` precedere attorno al vettore d’onda, e questo spiega
perche` la riflettivita` ad incidenza non normale possa essere diversa da zero. La componente dell’impulso per-
pendicolare allo pseudo-spin puo` infatti essere invertita senza violare le leggi di conservazione; nel momento in
cui una particella incide sulla barriera vi sara` una certa probabilita` che tale componente sia esattamente uguale
a kx.
Il paradosso di Klein viene elencato tra le possibili cause della alta mobilita` degli elettroni del grafene, e
della conducibilita` minima osservata sperimentalmente al variare della temperatura sia nel singolo che nel doppio
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strato. Per drogaggio molto basso, infatti, il disordine dovrebbe essere in grado di creare barriere di potenziale
piu` alte dell’energia dei portatori di carica (≈ εF ) per arrestare la conduzione. La soglia di disordine necessaria
alla scomparsa del trasporto in sistemi cristallini imperfetti e` stata calcolata da Anderson [54]. Grazie alle
proprieta` appena viste, l’effetto delle barriere risulta meno efficace (del tutto inefficace a incidenza normale), e
puo` spiegare la differenza tra il comportamento della conduttanza del singolo strato di grafene e quanto predetto
per sistemi strettamente bidimensionali.
2.3.3 Spettri ARPES del grafene
La “ARPES” (Angle Resolved Photoemission Spectroscopy [55]) e` una tecnica di spettroscopia che si basa
sull’effetto fotoelettrico, originariamente osservato da Hertz (1887), e in seguito spiegato da Einstein (1905). Lo
sviluppo dei metodi sperimentali che sono alla base della moderna spettroscopia di fotoemissione e` avvenuto a
partire dagli anni ’50, con l’avvento della tecnologia del vuoto spinto e della fisica delle superfici. L’apparato
sperimentale consiste in una lampada a scarica o in un sincrotrone, che forniscono il fascio di fotoni. Tale
fascio viene fatto incidere sul cristallo campione propriamente allineato. Se i fotoni incidenti hanno una energia
sufficientemente alta, lo scattering con gli elettroni del cristallo causa l’emissione degli stessi; un analizzatore
di energia (Ekin) riceve gli elettroni risolvendone l’angolo di emissione (θ). A questo punto sono noti modulo
(
√
2mEkin) e direzione dell’impulso dei fotoelettroni.
Nell’approssimazione di elettroni non interagenti, utilizzando la conservazione dell’energia e dell’impulso, e`
possibile trovare energia di banda (EB) e momento cristallino parallelo alla superficie del cristallo (~k‖):
Ekin = ~ωph −W − |EB(k)| (2.44)
~k‖ =
√
2mEkin sin θ . (2.45)
W e` il lavoro di estrazione dell’elettrone dal cristallo, che deve essere noto allo sperimentatore. Per piccoli
angoli dell’analizzatore si osservano soltanto gli elettroni nella prima zona di Brillouin, per angoli maggiori e`
possibile osservare anche elettroni con vettore d’onda nelle zone di Brillouin di ordine superiore; sottraendo poi
il corrispondente vettore del reticolo reciproco G si ottiene il momento cristallino ridotto alla prima zona di
Brillouin. Per un campione tridimensionale il momento k⊥ non e` conservato, a causa della rottura dell’inva-
rianza traslazionale nella direzione perpendicolare alla superficie del cristallo. In generale non e` quindi possibile
determinare esattamente il momento cristallino totale. Per un sistema bidimensionale questo problema non si
pone, poiche´ la dispersione nella direzione perpendicolare e` assente, e quello che lo sperimentatore misura e`
esattamente il momento cristallino. Ecco perche´ la ARPES e` particolarmente utile per indagare sistemi di bassa
dimensionalita`.
Vediamo ora in breve come collegare uno spettro ARPES alle proprieta` di un sistema elettronico interagente:
La probabilita` di transizione di un elettrone da uno stato iniziale |ΨNi 〉 a uno finale |ΨNf 〉 puo` essere calcolata
con la regola d’oro di Fermi:
Pfi =
2pi
~
|〈ΨNf |Hˆe−ph|ΨNi 〉|2δ(ENf − ENi − ~ωph) , (2.46)
dove ENi = E
N−1
i −EkB e ENf = EN−1f +Ekin sono le energie iniziali e finali di un sistema di N particelle;
EkB e` l’energia di legame del fotoelettrone di energia cinetica Ekin e momento cristalino k. L’Hamiltoniana di
interazione con il fotone e` data dalla nota espressione:
Hˆe−ph = ~e2mc (Aˆ·kˆ+ kˆ·Aˆ) . (2.47)
Dopo l’interazione con il fotone, nel caso tridimensionale, l’elettrone deve ancora (a) viaggiare fino alla superficie
del cristallo, e quindi (b) uscire all’esterno, dove viene analizzato dal rivelatore. Questo introduce ulteriori
difficolta` nella modellizzazione, che possono essere superate (a) descrivendo il viaggio fino alla superficie con un
cammino libero medio λ e (b) introducendo una probabilita` di transizione attraverso la superficie, dipendente
dalla energia dell’elettrone e dalla funzione lavoro W . Il primo dei due problemi non e` ovviamente presente nel
caso di un cristallo bidimensionale.
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Se supponiamo che l’elettrone, una volta concluso il processo di scattering con il fotone, non interagisca piu`
con il sistema, possiamo scrivere la funzione d’onda finale come prodotto di due funzioni:
ΨNf = Aφkf ΨN−1f , (2.48)
dove A e` l’operatore di antisimmetrizzazione, e φkf e` la funzione d’onda dell’elettrone dopo lo scattering e
ΨN−1f e` lo stato fondamentale del sistema elettronico del cristallo a cui e` stata sottratta una particella. Una
semplificazione ulteriore avviene se si suppone di poter fattorizzare anche la funzione d’onda iniziale:
ΨNi = Aφki ΨN−1i . (2.49)
Con queste definizioni, l’elemento di matrice nell’equazione (2.46) si puo` scrivere come:
〈ΨNf |Hˆe−ph|ΨNi 〉=〈φkf |Hˆe−ph|φki 〉〈ΨN−1m |ΨN−1i 〉 . (2.50)
Il primo fattore e` l’elemento di matrice di dipolo |Mkfi|, ed e` una proprieta` di singolo elettrone. La probabilita`
di transizione totale e` data da:∑
f,i
|Mkf,i|2
∑
m
|〈ΨN−1m |ΨN−1i 〉|2δ(Ekin+EN−1m − ENi −~ωph) . (2.51)
Confrontando la somma su m dell’espressione (2.51) con la definizione della funzione spettrale di un sistema di
elettroni (vedi appendice C), ci accorgiamo che la quantita` (2.51) si puo` definire utilizzando la funzione spettrale
del sistema nel modo seguente:
Pfi =
∑
f,i
|Mkf,i|2
∑
m
A−(k, ~ωph − Ekin) . (2.52)
Un esperimento di fotoemissione inversa, in cui cioe` si inviano elettroni all’interno di un cristallo e si misurano i
fotoni emessi come conseguenza dell’assorbimento degli elettroni, fornisce in modo del tutto analogo la quantita`:∑
f,i
|Mkf,i|2
∑
m
|〈ΨN+1m |ΨN+1i 〉|2δ(Ekin+EN+1m − ENi −~ωph) =
∑
f,i
|Mkf,i|2
∑
m
A+(k, ~ωph − Ekin) . (2.53)
La somma dei due termini A+(k, ω) + A−(k, ω) e` uguale a −(1/pi)Gret(k, ω); dove Gret e` la funzione di Green
ritardata, definita come:
<eGret(k, ω) = <eG(k, ω) ; =mGret(k, ω) = sign(ω)=mG(k, ω) , (2.54)
in funzione di una frequenza riferita al potenziale chimico µ/~.
I poli della funzione di Green forniscono lo spettro del sistema elettronico, tenendo conto non solo della
dispersione di banda ma anche della rinormalizzazione dell’energia dovuta alle interazioni. La ARPES e` dunque
uno strumento potente per ottenere informazioni sulla dispersione di banda e sulle interazioni a molti corpi del
singolo strato di grafene, che per la sua struttura strettamente bidimensionale si presta particolarmente a questo
tipo di spettroscopia.
I recenti risultati sperimentali sulla dinamica delle quasiparticelle nel grafene [9], hanno ottenuto dati sulla
funzione A(k, ω) = A+(k, ω)+A−(k, ω), e quindi sulla funzione di Green del sistema (vedi appendice C). Questi
hanno confermato la dispersione linenare ±~vk con v/c ≈ 1/300 per campioni con diversi gradi di drogaggio:
con densita` elettroniche tra 1013 e 1014 cm−2 ed una energia di Fermi situata tra 0.5 eV e 1 eV sopra il punto di
Dirac. L’osservazione piu` accurata dei risultati (vedi Figg. 2.7 e 2.8) ha evidenziato tuttavia piccole differenze
tra le bande ARPES e le bande di particella libera calcolate con il metodo tight-binding:
1. circa 200 meV sotto l’energia di Fermi le bande diventano piu` nette e si osserva una piccola deviazione
dalla dispersione lineare. Questo effetto, la cui posizione in energia non cambia con il drogaggio, e` stato
attribuito all’accoppiamento con i fononi, che nel grafene hanno una energia di Debye circa uguale a 0.2 eV.
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Figura 2.7: Spettro di emissione (ARPES) per la zona di Brillouin del singolo strato di grafene. Tratto dalla
referenza [9].
2. in corrispondenza del punto di Dirac e` presente un’altra deviazione dallo spettro lineare, che diventa tanto
piu` accentuata quanto piu` e` alta la densita` di elettroni sulla banda superiore; si suppone che questo effetto
sia provocato dall’interazione con il modo collettivo (plasmone), la cui dispersione vicino al punto di Dirac
e` prossima in energia a quella di singola particella (vedi sezione 2.5.1).
3. l’estrapolazione delle semirette che generano la falda inferiore del cono di Dirac non coincide con le se-
mirette della falda superiore, come se le rette di dispersione per la banda inferiore fossero state traslate
leggermente verso l’alto; quello che si osserva e` simile ad un piccolo gap attorno al punto di Dirac, con il
minimo della banda superiore circa 130 meV sopra il massimo di quella inferiore.
Le deviazioni dalle bande di particella singola si sono dimostrate sensibili al drogaggio, come indizio del fatto
che esse sono dovute agli effetti a molti corpi sulla dispersione degli elettroni. Una spiegazione teorica esauriente
dei risultati ottenuti non e` ancora disponibile, e i dati sperimentali motivano fortemente all’approfondimento
degli effetti di scambio e correlazione nel singolo strato di grafene (vedi referenze [12, 56] e Fig. 2.9).
2.4 Interazioni elettroniche nel singolo strato di grafene
Fino ad ora abbiamo visto come tutti i fenomeni che possono manifestarsi in un liquido elettronico non inte-
ragente siano ben descritti per il singolo strato di grafene dall’ equazione di Dirac. Quando si introducono le
interazioni occorre pero` allontanarsi dalla teoria quantistica relativistica: le quasi-particelle del grafene risentono
del potenziale Coulombiano allo stesso modo degli elettroni in un gas bidimensionale.
I gas bidimensionali di elettroni con dispersione parabolica sono stati per molto tempo una sorgente di
effetti fisici interessanti. Nel regime di effetto Hall quantistico, la presenza di un forte campo magnetico fa s`ı che
l’energia cinetica delle particelle venga quantizzata in livelli privi di dispersione; le interazioni giocano in queste
condizioni un ruolo molto importante, conducendo in particolari regimi di campo e temperatura alla formazione
di quasiparticelle di carica frazionaria [57]. In assenza di campo magnetico, i gas bidimensionali di elettroni
sono liquidi di Fermi normali: la larghezza di riga delle eccitazioni in prossimita` della superficie di Fermi, data
dalla parte immaginaria della auto-energia, tende a zero come ω2| ln(ω)|, e permette di applicare la teoria di
Landau. Nella sezione 1.2.3 e` mostrato come le interazioni causino in generale un aumento della massa efficace,
e quindi una soppressione della velocita`, una diminuzione della compressibilita` e un aumento della suscettivita`
di spin.
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Figura 2.8: Profilo delle bande del grafene attorno al punto di Dirac, come indicato dallo spettro di fotoemissione;
i dati sono stati presi lungo la direzione parallela a ΓM (Fig.2.3). Adattato dalla referenza [9].
Figura 2.9: Funzione spettrale teorica del singolo strato calcolata con il modello MDF utilizzando la appros-
simazione GW-RPA [7] per l’auto-energia. Il risultato ottenuto non descrive gli effetti dell’interazione con i
fononi, ma tiene conto soltanto dell’interazione elettrone-elettrone. I dati sono presi per dieci punti in spazio k
e 300 punti in spazio ω. I dettagli della procedura di calcolo si possono trovare nella referenza [12].
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Il liquido di elettroni nel singolo strato di grafene non drogato presenta eccitazioni di bassa energia la cui
larghezza di riga per ω tendente a zero e` proporzionale a ω stessa; questo comportamento e` tipico di quello che
viene definito un liquido di Fermi marginale [58]. Se si sposta il livello di Fermi dal punto di Dirac drogando
debolmente lo strato o applicando un potenziale esterno, tuttavia, il comportamento di liquido di Fermi normale
viene restaurato [5]. La definizione di “liquido di Fermi chirale” [5] sintetizza bene le caratteristiche di un sistema
in cui le proprieta` di singola particella sono relativistiche mentre le interazioni sono le stesse presenti nei gas a
dispersione parabolica.
Per studiare le interazioni nel singolo strato occorre introdurre nella Hamiltoniana (2.25) l’interazione
Coulombiana; in seconda quantizzazione otteniamo:
Hˆ = ~v
∑
k,σ,α,β
c†k,σ,αck,σ,β(γ · k)αβ +
1
2V
∑
q6=0,σ,σ′,α,β
vqnˆq,σ,αnˆ−q,σ,β ; (2.55)
dove gli indici {α, β} si riferiscono ancora alle quattro componenti di spin e di valley, mentre la definizione
dell’operatore di densita` e` nˆq,σ,α =
∑
k cˆ
†
k−q,σ,αcˆk,σ,α. La (2.55) e` stata ottenuta in modo analogo alla (1.20)
dopo la regolarizzazione del potenziale Coulombiano dovuta al background di carica positiva.
Da ora in poi permettiamo agli indici α e β di assumere soltanto i valori 1 o 2, fissandoci nell’intorno del
punto K. Per tenere conto della degenerazione di valley nel termine di interazione introduciamo un fattore gv
a moltiplicarlo. La diagonalizzazione della (2.55) ristretta al punto K viene implementata dalle matrici:
Uk =
(
exp(−iφk/2) − exp(−iφk/2)
exp(iφk/2) exp(iφk/2)
)
, U†k,αβ =
(
exp(iφk/2) exp(iφk/2)
− exp(iφk/2) exp(−iφk/2)
)
, (2.56)
dove φk e` l’angolo polare relativo al vettore bidimensionale k. La nuova Hamiltoniana ha la forma semplice:
Hˆ = ~v
∑
k,σ,α
d†k,σ,αdk,σ,αsα|k|+
gv
2V
∑
q6=0,σ,σ′
vqρˆq,σρˆ−q,σ , (2.57)
dove sα = 1 (in K) o -1 (in K′), e dove abbiamo introdotto l’operatore:
ρˆq,σ =
∑
k,α,β
d†k−q,σ,αdk,σ,β(Dk−q,k)αβ , Dk−q,k = U†k−qUk . (2.58)
Gli operatori dˆ†α e dˆβ creano e distruggono elettroni sugli autostati dell’Hamiltoniana; gli indici {α, β} di questi
operatori non si riferiscono piu` all’atomo della base A o B, ma etichettano le due bande [E(+) ed E(−)] intorno
a K. Rispetto ad un gas di elettroni in una eterogiunzione, l’operatore di interazione contiene quindi in piu` una
matrice D che tiene conto della chiralita` delle particelle.
Conviene a questo punto individuare un parametro che misuri la forza delle interazioni nel singolo strato,
analogo al parametro di Wigner-Seitz rs utilizzato per esprimere l’energia di stato fondamentale del gas di
elettroni [16]. Tale parametro deve essere proporzionale al rapporto tra l’energia potenziale media del fluido
(∝ 2pie2n+/kF) e l’energia cinetica media (∝ ~vkF) del liquido chirale. La densita` n+ e` proporzionale a gk2F. Il
parametro di interazione risulta quindi indipendente da kF e dalla densita`. Seguendo Barlas et al. [10] scegliamo
i fattori numerici per tale grandezza in modo da definirla come:
f =
ge2
v~
= gsgvαgr . (2.59)
La combinazione αgr = e2/(v~) e` la “costante di struttura fine” del singolo strato di grafene, e vale ≈
(1/137)c/v ≈ 2.1/, da cui si ricava f ≈ 8.4/. L’unico modo per modificare f e` agire sulla costante die-
lettrica : per fogli di grafene sospesi [38], per cui  ' 1, si ha che f ≈ 8.4; nel caso di grafene su un substrato
di SiO2, invece, ci si aspetta f ≈ 2.2 [5].
Vedremo che il drogaggio ha comunque un ruolo nel determinare le correzioni delle grandezze fisiche dovute
agli effetti a molti corpi, anche se molto minore rispetto a quello che la densita` (e quindi rs) ha per un gas
bidimensionale. Lo studio del singolo strato con la teoria di Landau e la “Random Phase Approximation”
mostra come sia la compressibilita` che la suscettivita` di spin del sistema vengano diminuite, a differenza del gas
bidimensionale di elettroni, in cui la suscettivita` di spin viene accresciuta. Nei prossimi paragrafi mostreremo
quantitativamente questi effetti in approssimazione RPA; il primo passo consiste nel calcolo analitico della
funzione di risposta densita`-densita` del singolo strato.
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2.4.1 Funzione di risposta densita` densita` del singolo strato di grafene
In questa sezione mostriamo l’espressione analitica da noi ricavata per la funzione di risposta densita`-densita` del
singolo strato di grafene; il nostro risultato e` in accordo con quello trovato da Wunsch et al. [11]. La funzione di
risposta verra` in seguito sfruttata per calcolare l’energia di stato fondamentale, utilizzando le nozioni introdotte
nel Capitolo 1.
La risposta in densita` si puo` ottenere facilmente dagli elementi di matrice dell’operatore ρˆq = ρˆq,↑ + ρˆq,↓,
utilizzando l’espressione (1.100) introdotta nel Capitolo 1. I dettagli del calcolo sono inseriti nell’appendice F.
Il risultato finale per la funzione di risposta calcolata sull’asse immaginario (mostrata in Fig. 2.10) e` il seguente:
Figura 2.10: Funzione di risposta densita`-densita` del singolo strato di grafene sull’asse immaginario. Tratto
dalla referenza [5].
χ0(q, iω) = − gεF
2piv2
− gq
2
16
√
ω2 + v2q2
+
gq2
8pi
√
ω2 + v2q2
<e
arcsin
(
2εF + iω
vq
)
+
(
2εF + iω
vq
)√
1−
(
2εF + iω
vq
)2 , (2.60)
dove g = 4 tiene conto della degenerazione di spin e valley e dove abbiamo posto per semplicita` ~ = 1.
L’espressione e` reale, come ci aspettiamo dalle proprieta` generali delle funzioni di risposta (vedi appendice D).
Ponendo il potenziale chimico uguale a zero si ottiene la risposta del singolo strato non drogato.
χ0(q, iω)|εF=0 = −
gq2
16
√
ω2 + v2q2
. (2.61)
2.4.2 Funzione di risposta sull’asse reale
In questo paragrafo forniamo il risultato per la funzione di risposta sull’asse reale; tale risultato e` ottenuto
attraverso la continuazione analitica della funzione (2.60). I dettagli della continuazione sul piano complesso
sono mostrati nell’appendice F. Dividiamo idealmente il piano (q,ω) in sei regioni distinte (vedi Fig. 2.11),
ciascuna contrassegnata da una espressione analitica differente per la funzione χ0(q, ω). Forniamo di seguito le
espressioni per la funzione di risposta in ciascuna regione.
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Figura 2.11: Regioni del piano (q¯ = q/kF, ω¯ = ω/εF) corrispondenti alle diverse espressioni per χ0(q, ω).
Regioni sotto la diagonale principale in Fig. 2.11: A.1, A.2, e A.3 (ω < vq)
Regione A.1: ω < vq − 2εF (ω¯ < q¯ − 2).
<eχ0(q, ω) = − gεF
2piv2
− gq
2
16
√
v2q2 − ω2
+
gq2
16pi
√
v2q2 − ω2
arcsin
(
2εF + ω
vq
)
+
(
2εF + ω
vq
)√
1−
(
2εF + ω
vq
)2
+ arcsin
(
2εF − ω
vq
)
+
(
2εF − ω
vq
)√
1−
(
2εF − ω
vq
)2 (2.62)
e
=mχ0(q, ω) = 0 . (2.63)
Regione A.2: ω > |2εF − vq| (ω¯ > |q¯ − 2|).
<eχ0(q, ω) = − gεF
2piv2
− gq
2
16pi
√
v2q2 − ω2
arccos
(
2εF − ω
vq
)
−
(
2εF − ω
vq
)√
1−
(
2εF − ω
vq
)2 (2.64)
=mχ0(q, ω) = gq
2
16pi
√
v2q2 − ω2
ln
(2εF + ω
vq
)
+
√(
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vq
)2
− 1
− (2εF + ω
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2εF + ω
vq
)2
− 1
 .
(2.65)
Regione A.3: ω < 2εF − vq (ω¯ < 2− q¯).
<eχ0(q, ω) = − gεF
2piv2
(2.66)
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=mχ0(q, ω) = gq
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(2.67)
Regioni sopra la diagonale principale in Fig. 2.11, B.1, B.2, e B.3 (ω > vq)
Regione B.1: ω > 2εF + vq (ω¯ > q¯ + 2).
<eχ0(q, ω) = − gεF
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=mχ0(q, ω) = − gq
2
16
√
ω2 − v2q2 . (2.69)
Regione B.2: ω > 2εF − vq e ω < 2εF + vq (ω¯ > 2− q¯ e ω¯ < q¯ + 2).
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=mχ0(q, ω) = − gq
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Regione B.3: ω < 2εF − vq (ω¯ < 2− q¯).
<eχ0(q, ω) = − gεF
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=mχ0(q, ω) = 0 . (2.73)
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Come osservato nel paragrafo 1.3.2, un potenziale esterno puo` accoppiarsi alle fluttuazioni di densita` del
sistema e dissipare energia. La dissipazione e` ben descritta dalla parte immaginaria della funzione di risposta
densita`-densita`. La χ0(q, ω) include nella dissipazione soltanto i processi di eccitazione di singola particella.
Nella Fig. 2.11 sono evidenti le due regioni del continuo elettrone-buca. Per ω¯ < q¯ le eccitazioni avvengono
all’interno della stessa banda E(+); per ω¯ > q¯, al contrario, le eccitazioni sono inter-banda. E` interessante
osservare il comportamento della funzione nel limite statico
χ0(q, 0) = − gεF
2piv2
− gq
16v
{
1− 2
pi
arcsin
[
1
2
(
1 +
2εF
vq
)
− 1
2
∣∣∣∣1− 2εFvq
∣∣∣∣]}+ εF4piv2
√
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(
2εF
vq
)2
Θ
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1− 2εF
vq
)
,
(2.74)
e di alta frequenza,
=mχ0(q, ω)
ω→+∞
= − gq
2
16ω
, <eχ0(q, ω)
ω→+∞
= −2
3
gq2
1
ω4
. (2.75)
Facciamo ora due osservazioni. La prima osservazione e` che la funzione di risposta statica diverge per grandi
q. Tale comportamento e` giustificato dal fatto che il modello MDF adottato considera la banda inferiore del
cono di Dirac completamente piena. Se non si introduce nessun cut-off un numero di elettroni arbitrariamente
grande e` in grado di reagire ad una perturbazione esterna di carica. La seconda osservazione e` che la parte
immaginaria della funzione di risposta decade all’infinito come 1/ω; questa proprieta` consente ancora di applicare
le formule di Kramers-Kro¨nig alla χ0(q, ω), il cui modulo quadro e` integrabile ad infinito. Tuttavia non e` piu`
possibile calcolare il valore della f-sum rule per le eccitazioni: infatti l’espressione ω=mχ0(q, ω) non e` integrabile
sull’asse delle frequenze. Ogni volta che si calcolano integrali della χ0(q, ω) nello spazio degli impulsi o delle
frequenze e` opportuno sottrarre alla funzione di risposta del singolo strato drogato quella dello strato non drogato
(χ0r = χ
0 − χ0|εF=0), eliminando il contributo alle eccitazioni delle infinite particelle sulla banda E(−); quello
che avanza e` una quantita` convergente. Nella fattispecie una espansione ad alte frequenze di =mχ0r fornisce il
risultato:
=mχ0r (q, ω)
ω→+∞
≡ 0 ,<eχ0r (q, ω)
ω→+∞
= −2
3
gq2
1
ω4
, (2.76)
dove il simbolo ≡ significa che =mχ0r (q, ω) e` identicamente nulla per ω maggiore di un determinato valore
dipendente da q (ω > 2εF + vq). La f-sum rule (1.68) per =mχ0r (q, ω) da` come risultato esattamente zero, a
causa del decadimento molto rapido della parte reale, da cui manca per alta frequenza un termine asintotico
∝ 1/ω2.
2.5 Approssimazione RPA per il singolo strato
La funzione di risposta densita`-densita` in approssimazione RPA per il singolo strato di grafene e` espressa in
funzione della risposta non interagente dalle relazioni (1.107) ricavate per il gas di elettroni nella sezione 1.3.7:
χRPA(q, ω) =
χ0(q, ω)
1− vqχ0(q, ω) . (2.77)
la sua parte immaginaria e` mostrata in Fig. 2.13, ed e` diversa da zero nelle regioni dove χ0(q, ω) e` diversa da
zero, a parte i punti corrispondenti alla risonanza con il modo collettivo, di cui calcoliamo la legge dispersione
nel prossimo paragrafo.
2.5.1 Legge di dispersione del plasmone
Nell’ambito della approssimazione RPA, e` possibile anche dare una espressione per la funzione dielettrica del
singolo strato:
RPA(q, ω) = 1− vqχ0(q, ω) . (2.78)
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Figura 2.12: Dispersione del plasmone in approssimazione RPA per f = 1, 2, 3, 4 (dal basso verso l’alto). Le
linee tratteggiate indicano il bordo del continuo di eccitazioni inter-banda (ω¯ > 2 − q¯ e ω¯ > q¯) e intra-banda
(ω¯ < q¯ e ω¯ > q¯ − 2).
La funzione dielettrica si annulla lungo una curva nel piano (q, ω) che definisce la dispersione del plasmone.
Questa viene determinata risolvendo numericamente l’equazione:
1− f
q¯
<eχ¯(q¯, ω¯) = 0, (2.79)
nelle variabili adimensionali q¯ = q/kF e ω¯ = ω/εF ; χ¯ e` la funzione di risposta non interagente normalizzata
rispetto alla densita` degli stati al livello di Fermi [= χ0(q, ω)/D(εF)]. Gli zeri dell’equazione (2.79) corrispondono
agli zeri della RPA soltanto per =mχ¯(q¯, ω¯) = 0 (la parte immaginaria della funzione di risposta non interagente e`
mostrata in Fig. 2.13); nelle altre regioni del piano (q¯, ω¯) le soluzioni della (2.79) indicano i valori della frequenza
e del vettore d’onda per cui il modo collettivo puo` propagarsi con una larghezza di riga finita. Una espansione
di (2.79) in serie per q¯  1, ω¯  1 e ω¯  q¯ [7] fornisce la seguente approssimazione analitica fino al quarto
ordine in q¯:
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√
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Il termine dominante e` ω¯ ∝ √q¯, mentre il segno della prima correzione dipende dalla forza delle interazioni f .
Nel gas bidimensionale di elettroni si ha ancora ω¯ ≈ √q¯, ma la prima correzione quantistica e` sempre di segno
positivo (1.109). Nella Fig. 2.12 e` mostrata la dispersione del plasmone per diversi valori dell’interazione f . Nel
limite di f → 0 si osserva che tale curva tende alla curva ω¯ = q¯: in assenza di interazioni, i poli della funzione
di risposta χRPA (in questo caso = χ0) sono esattamente i punti della retta ω¯ = q¯. La divergenza nella funzione
di risposta non interagente e` una conseguenza della dispersione lineare: lungo una retta generatrice del cono di
dispersione delle particelle, ogni transizione elettronica e` risonante con un numero di transizioni di altri elettroni
proporzionale al drogaggio dello strato.
Oscillazioni di Friedel nel grafene
Prima di calcolare l’energia di stato fondamentale in approssimazione RPA e` opportuno discutere brevemente
l’effetto di schermo. In prima approssimazione lo schermo elettrostatico nel grafene ha la stessa forma di quello
introdotto per il gas di elettroni a dispersione parabolica (vedi sezione 1.3.7). Se si studiano le oscillazioni di
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Figura 2.13: |=mχ0(q, ω)/D(εF)| (a sinistra) e |=mχRPA(q, ω)/D(εF)| (a destra, con f = 2) per il singolo strato
di grafene: le due funzioni di risposta sono diverse da zero sulle stesse regioni del piano (q, ω), ma la risposta
RPA presenta la risonanza plasmonica, che acquista una larghezza di riga finita quando entra nel continuo di
eccitazioni di singola particella inter-banda.
Friedel tuttavia si nota che il loro decadimento e` piu` rapido [59]. Questo accade perche` la parte reale della
funzione di risposta presenta a 2kF un comportamento piu` regolare di quella del gas bidimensionale; in questo
ultimo caso la derivata prima della funzione χ0 e` divergente (∝ 1/√q − 2kF) vicino a 2kF. Nel caso del grafene,
la funzione di risposta statica regolarizzata χ0r (q, 0) (mostrata in Fig. 2.14) presenta una divergenza analoga
soltanto nella sua derivata seconda. Seguendo il procedimento indicato nella sezione 1.3.7 si conclude che il
decadimento delle oscillazioni di Friedel segue la legge ∝ 1/r3, come nel caso tridimensionale.
2.5.2 Calcolo dell’energia di stato fondamentale
L’energia di stato fondamentale in approssimazione RPA e` discussa, per un gas di elettroni a dispersione pa-
rabolica, nella sezione 1.3.7. Seguendo Barlas et al. [10], consideriamo l’Hamiltoniana del singolo strato (2.57)
con potenziale riscalato,
Hˆλ = ~v
∑
k,σ,α
d†k,σ,αdk,σ,αsα|k|+
gv
2V
∑
q6=0,α,β
v(λ)q ρˆq,αρˆ−q,β , (2.81)
dove v(λ)q = 2pie2λ/(q) e λ varia tra 0 (sistema non interagente) e 1 (sistema fisico). Le equazioni studiate nel
paragrafo 1.3.7 per l’energia di stato fondamentale RPA forniscono l’espressione:
εtot = ε0 + εx + εRPAc , (2.82)
dove i tre contributi sono dati rispettivamente dall’energia di banda, dall’energia Hartree-Fock e dall’energia di
correlazione RPA (1.135).
Nel caso del grafene, una applicazione diretta delle equazioni (1.133, 1.135) porta tuttavia a divergenze,
dovute all’andamento asintotico 1/ω della funzione di risposta.
E` opportuno quindi calcolare la differenza di energia tra sistema drogato e non drogato (indichiamo da ora
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Figura 2.14: Funzione di risposta statica non interagente−χ¯(q¯, 0) per il gas bidimensionale di elettroni (linea
sottile) e funzione di risposta statica regolarizzata −χ¯r(q¯, 0) [= −χ0r (q¯, 0)/D(εF)] per il singolo strato di grafene
(linea solida).
in poi n+ semplicemente con n):
δεx = − 12pin
∫
d2q
(2pi)2
vq
∫ +∞
0
dω
[
χ0(q, iω)− χ0(q, iω)|εF=0
]
(2.83)
δεRPAc =
1
2
∫ 1
0
dλ
∫
d2q
(2pi)2
v2q
{
− 1
pin
∫ +∞
0
dω
[
λ[χ0(q, iω)]2
1− λvqχ0(q, iω) −
λ[χ0(q, iω)|εF=0]2
1− λvqχ0(q, iω)|εF=0
]}
. (2.84)
Le equazioni (2.83) e (2.84) definiscono dunque una “energia per ogni particella in eccesso” rispetto allo strato
non drogato. Se si utilizzano variabili adimensionali (vedi sezione 2.5.1), indicando con χ¯0(q, ω) la funzione
[χ0(q, ω)|εF=0]/D(εF), ed integrando sulla costante di accoppiamento λ si ottiene:
δεx = − 1
pig
fεF
∫ +∞
0
dq¯
∫ +∞
0
dω¯ [χ¯(q¯, iω¯)− χ¯0(q¯, iω¯)] (2.85)
δεRPAc =
1
pig
fεF
∫ +∞
0
dq¯
∫ +∞
0
dω¯
{
χ¯(q¯, iω¯)− χ¯0(q¯, iω¯) + q¯
f
ln
[
1− fχ¯(q¯, iω¯)/q¯
1− fχ¯0(q¯, iω¯)/q¯
]}
. (2.86)
Possiamo scrivere in modo piu` compatto i diversi termini dell’energia introducendo le funzioni seguenti:
`(q¯) =
∫ +∞
0
dω¯ [χ¯(q¯, iω¯)− χ¯0(q¯, iω¯)] , (2.87)
hf (q¯) =
∫ +∞
0
dω¯
{
χ¯(q¯, iω¯)− χ¯0(q¯, iω¯) + q¯
f
ln
[
1− fχ¯(q¯, iω¯)/q¯
1− fχ¯0(q¯, iω¯)/q¯
]}
. (2.88)
E` utile notare come `(q¯) sia indipendente da f ; come conseguenza l’energia di scambio risultera` una funzione
strettamente lineare di f . Le energie di scambio e di correlazione si scrivono ora come:
δεx = − 1
pig
fεF
∫ +∞
0
dq¯ `(q¯) , (2.89)
δεRPAc =
1
pig
fεF
∫ +∞
0
dq¯ hf (q¯) . (2.90)
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Figura 2.15: Energia di scambio (a sinistra) e correlazione (a destra) per il singolo strato, calcolate per diversi
valori di f e di Λ. Tratto dalla referenza [10].
Per grandi q¯, `(q¯) and hf (q¯) decadono a zero molto lentamente (∝ 1/q¯):
lim
q¯→∞ `(q¯) = −
2
3q¯
∫ +∞
0
dx
(1 + x2)2
+O(q¯−2) = − pi
6q¯
+O(q¯−2) , (2.91)
lim
q¯→∞hf (q¯) = −
pi
6q¯
fξ(f) +O(q¯−2) ; (2.92)
dove abbiamo definito la funzione
ξ(f) = 4
∫ +∞
0
dx
(1 + x2)2(8
√
1 + x2 + fpi)
. (2.93)
La funzione ξ(f) vale ≈ 1/3 − 3pi2f/256 vicino a f = 0 e si puo` approssimare con f−1 − (32/pi2)f−2 per f →
+∞. Le equazioni (2.91, 2.92) indicano che i due integrali (2.89, 2.90) presentano una divergenza logaritmica.
Fortunatamente il singolo strato di grafene fisico ha un cut-off naturale per i vettori d’onda, dato da kc. Il
modo corretto per calcolare le grandezze fisiche e` introdurre quindi tale cut-off nell’integrazione delle quantita`
divergenti.
Scegliamo dunque un parametro di regolarizzazione Λ = kc/kF, che per definizione aumenta al diminuire
del drogaggio. Nel caso di drogaggio nullo occorrerebbe porre Λ → +∞, ma sappiamo che cio` non ha senso,
in quanto il singolo strato non drogato non e` un liquido di Fermi normale, e non puo` quindi essere studiato in
questa approssimazione. Le energie di scambio e correlazione risultano quindi funzioni finite di Λ. Per grandi
Λ il loro termine dominante e` ∝ ln(Λ):
δεx = − 1
pig
fεF
∫ Λ
0
dq¯ `(q¯) =
Λ→∞
1
6g
fεF ln (Λ) + termini regolari
δεRPAc =
1
pig
fεF
∫ Λ
0
dq¯ hf (q¯) =
Λ→∞
− 1
6g
f2ξ(f)εF ln (Λ) + termini regolari .
(2.94)
L’energia di scambio e correlazione vale quindi:
δεRPAxc =
Λ→∞
1
6g
f [1− fξ(f)]εF ln (Λ) + termini regolari . (2.95)
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2.5.3 Calcolo di alcune grandezze termodinamiche del liquido di Fermi chirale
Compressibilita`
La compressibilita` κ puo` essere facilmente calcolata, a partire dall’energia di stato fondamentale, dalla sua
definizione termodinamica (1.53):
κ−1 = n2
∂2(nδεtot)
∂n2
. (2.96)
L’energia totale si trova sommando al termine di interazione (2.95) l’energia cinetica; per essere coerenti con il
procedimento di regolarizzazione, questa deve essere calcolata soltanto per gli elettroni sulla banda superiore
del cono di Dirac:
δεkin =
g
n
∫
d2k
(2pi)2
vkΘ(εF − v|k|) = gε
3
F
6pinv2
=
2
3
εF . (2.97)
La derivata dell’energia totale deve essere fatta tenendo conto anche della dipendenze di Λ dalla densita`
(attraverso kF). Troviamo per la compressibilita`:
κ
κ0
=
1
3
2
(
δεtot
εF
)
+
3f
2pig
Λ[`(Λ)− hf (Λ)]− f2pigΛ
2
[
d`(x)
dx
− dhf (x)
dx
]
x=Λ
, (2.98)
dove κ0 = 2/(nεF) e` la compressibilita` del sistema non interagente. Nel limite Λ → ∞ il secondo e il terzo
termine al denominatore della (2.98) sono finiti, e valgono −(1/6g)nεFf [1 − fξ(f)]. Il rapporto (2.98) viene
quindi depresso, per grandi Λ, di una quantita` proporzionale a [δεtot/εF + C]−1 ∝ [ln(Λ)/εF + C ′]−1, dove C e
C ′ sono costanti. Se teniamo conto del fatto che, a kc fissato, εF ∝ Λ−1, si ottiene che:
κ ∝ Λ
2
ln(Λ)
. (2.99)
Dall’equazione (2.98) si possono trarre alcune conclusioni: (i) l’energia di scambio da` un contributo positi-
vo al denominatore della (2.98), diminuisce quindi la compressibilita`; (ii) le correlazioni forniscono invece un
contributo che tende ad accrescere la compressibilita`.
Nel gas di elettroni bidimensionale lo scambio e la correlazione sono invece entrambi responsabili di un
aumento della compressibilita`. La chiralita` delle particelle del grafene gioca un ruolo importante in questa
differenza di comportamento, che si riscontra anche nella suscettivita` di spin.
Suscettivita` di spin
L’energia cinetica di uno stato polarizzato di spin nel grafene vale:
δεkin(ζ) =
gv
n
∑
σ=↑,↓
∫
d2k
(2pi)2
vkΘ(εFσ − v|k|) = gv6pinv2 (ε
3
F↑ + ε
3
F↓) =
2
3
εF
(1 + ζ)3/2 + (1− ζ)3/2
2
, (2.100)
dove gv = 2 e` la degenerazione dovuta ai due K-punti, mentre kFσ e εFσ sono definite in funzione della
polarizzazione ζ = n↑ − n↓/(n↑ + n↓) a partire dalle quantita` corrispondenti nel caso non polarizzato:{
εFσ = vkFσ
kFσ = kF(1 + σζ)1/2 .
. (2.101)
La suscettivita` del liquido non interagente e` data quindi da ∂2[δεkin(ζ)]/∂ζ2
∣∣
ζ=0
= εF/2.
Calcoliamo ora l’energia di scambio e di correlazione. La risposta densita`-densita` del sistema polarizzato in
approssimazione RPA (1.121) e` uguale alla somma delle funzioni di risposta calcolate per ciascuna componente
di spin (χ0↑ + χ
0
↓). La funzione χ
0
σ si ottiene dalla (2.60) moltiplicando per un fattore 1/2, che elimina la
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degenerazione di spin, e operando la sostituzione εF → εFσ:
χ0σ(q, iω) = −
gvεFσ
2piv2
− gvq
2
16
√
ω2 + v2q2
+
gvq
2
8pi
√
ω2 + v2q2
<e
arcsin(2εFσ + iω
vq
)
+
(
2εFσ + iω
vq
)√
1−
(
2εFσ + iω
vq
)2(2.102)
χ0σ(q, iω)|εFσ=0 =
1
2
χ0(q, ω)|εF=0 . (2.103)
Il passaggio alle quantita` adimensionali si effettua dividendo per la densita` degli stati per ciascuna componente
di spin del sistema non polarizzato: χ¯σ = gsχ0/D(εF); χ¯0σ = χ¯0/2. Con queste prescrizioni l’energia di scambio
e` uguale a:
δεx(ζ) = − 1
pig
fεF
∫ Λ
0
dq¯
∫ +∞
0
dω¯
[
χ¯↑(q¯, iω¯) + χ¯↓(q¯, iω¯)
2
− χ¯0(q¯, iω¯)
]
, (2.104)
dove abbiamo introdotto gia` il cut-off ultravioletto Λ = kc/kF. Per grandi Λ l’energia di scambio ha ancora una
divergenza logaritmica:
δεx(ζ) =
(1 + ζ)3/2 + (1− ζ)3/2
2
1
6g
fεF ln (Λ) + termini regolari . (2.105)
E` interessante confrontare la dipendenza del termine cinetico e di scambio dalla polarizzazione ζ: nel caso del
gas bidimensionale di elettroni tale dipendenza e` illustrata nella sezione 1.2. Nel caso del singolo strato di
grafene le equazioni (2.105) e (2.100) mostrano che i due termini hanno esattamente la stessa dipendenza da
ζ. Utilizzando la funzione di risposta per le due componenti di spin si trova facilmente anche il contributo di
correlazione:
δεRPAc (ζ) =
1
pig
fεF
∫ Λ
0
dq¯
∫ +∞
0
dω¯
{
χ¯↑(q¯, iω¯) + χ¯↓(q¯, iω¯)
2
− χ¯0(q¯, iω¯)
+
q¯
f
ln
[
1− f [χ¯↑(q¯, iω¯) + χ¯↓(q¯, iω¯)]/(2q¯)
1− fχ¯0(q¯, iω¯)/q¯
]}
, (2.106)
che per grandi Λ si comporta come:
δεRPAc (ζ) = −
(1 + ζ)3/2 + (1− ζ)3/2
2
1
6g
f2ξ(f)εF ln (Λ) + termini regolari , (2.107)
dove funzione positiva ξ(f) e` la stessa che avevamo definito in (2.93). Utilizzando le espressioni (2.100, 2.105,
2.107) otteniamo facilmente la suscettivita` di spin χS a partire dalla sua definizione termodinamica (1.53):
χP
χS
=
2
εF
∂2[δεtot(ζ)]
∂ζ2
∣∣∣∣
ζ=0
, (2.108)
dove δεtot(ζ) = δεkin(ζ)+ δεx(ζ)+ δεRPAc (ζ) e χP = 2/εF e` la suscettivita` nel caso non interagente (suscettivita`
di Pauli). Nella Fig. (2.16) sono rappresentati i risultati numerici per il comportamento di tale suscettivita` al
variare del parametro Λ.
Discussione dei risultati
I risultati ottenuti per compressibilita` e suscettivita` di spin sono interessanti soprattutto per il ruolo che viene
giocato dall’energia di scambio nel determinarne il comportamento. L’espressione (2.105) per lo scambio ha,
almeno per grandi Λ, segno positivo. Nel gas bidimensionale di elettroni l’energia di scambio ha segno nega-
tivo, ed e` il principale responsabile della instabilita` rispetto allo stato ferromagnetico che si verifica per valori
abbastanza alti delle interazioni.
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Figura 2.16: Compressibilita` (a sinistra) e suscettivita` di spin (a destra) per il singolo strato di grafene, calcolati
per diversi valori di f e di Λ; la dipendenza logaritmica da Λ di energia di scambio e correlazione rende entrambe
le quantita` debolmente dipendenti dal cut-off; i valori di Λ per le varie curve sono indicati in Fig. (2.15). Adattato
dalla referenza [10].
Rispetto al singolo strato di grafene, tuttavia, il gas di elettroni a dispersione parabolica e` privo degli effetti
dovuti alla presenza di una banda di dispersione negativa completamente piena. Il mare di elettroni sulla banda
E(−) risulta essere il principale responsabile del comportamento delle quantita` termodinamiche nel grafene.
L’energia di scambio per particella si puo` scrivere come:
δεx = − 12NV
∑
k,k′,α,β
Vα,β(k,k′) δρk,αδρk′,β
+
1
N
∑
k,α
Σ0k,αδρk,α , (2.109)
dove
Σ0k,α = −
1
V
∑
k′,β
Vαβ(k,k′)ρ0β(k
′) (2.110)
e` l’auto-energia Hartree-Fock del singolo strato non drogato, e
Vα,β(k,k′) =
2pie2
|k− k′|
[1 + τzαατzββ cos(θk,k′)
2
]
(2.111)
e` l’elemento di matrice di scambio tra autostati dell’impulso sulle due bande del cono di Dirac. Con θk,k′ indichia-
mo l’angolo tra i due vettori k e k′, δρα e` definito come 〈
∑
k,σd
†
k−q,σ,αdk,σ,+〉, mentre ρ0α = 〈
∑
k,σd
†
k−q,σ,αdk,σ,−〉,
dove + e − si riferiscono alle bande E(+) ed E(−) rispettivamente.
Il termine dominante dell’energia di scambio deriva dal secondo addendo dell’equazione (2.109), che tiene
conto delle interazioni tra elettroni appartenenti a bande diverse. L’elemento di matrice del potenziale (2.111)
e` tale per cui il guadagno energetico risulta minore tra coppie di particelle che non condividono la stessa banda.
Un processo di spin-flip di un elettrone sulla banda E(−) richiede, a causa del principio di Pauli, una inversione
di chiralita`: questo comporta che mentre l’elettrone procura un guadagno in energia di scambio con le particelle
sulla banda E(+), l’interazione di scambio con le particelle sulla banda a energia negativa viene fortemente
diminuita. Si puo` affermare in un certo senso che la “polarizzazione di chiralita`” compete con la polarizzazione
di spin, e la rende inefficace nel diminuire l’energia totale.
Se si tiene conto del contributo delle correlazioni, si nota come questo tenda ad aumentare la suscettivita` di
spin, in contrasto ancora con il caso del gas bidimensionale di elettroni. Analogamente al gas bidimensionale,
tuttavia, la buca di correlazione ha l’effetto di attenuare le differenze di interazioni tra coppie di elettroni che
hanno gli stessi numeri quantici e numeri quantici opposti, ridimensionando l’ampiezza degli effetti di scambio.
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Nel caso della compressibilita` il drogaggio dello strato tende ad aumentare l’energia totale sia per quanto
riguarda il contributo cinetico, sia, e questa e` la peculiarita` del grafene, per quanto riguarda il contributo
di scambio. L’energia di scambio positiva accresce quindi la derivata ∂µ/∂n (proporzionale all’inverso della
compressibilita`) rispetto al caso non interagente; le correlazioni invece hanno l’effetto di diminuire l’energia per
particella, e permettono di conseguenza di aumentare la densita` del sistema con un minore lavoro esterno.
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Capitolo 3
Il doppio strato di grafene
La teoria alla base dello studio del singolo strato di grafene si puo` estendere in modo concettualmente semplice
al doppio strato. Questo si ottiene dalla sovrapposizione di due singoli strati, e si puo` presentare in due diverse
configurazioni, che differiscono per la posizione reciproca degli atomi di carbonio dello strato inferiore e di quello
superiore. Iniziamo questo capitolo presentando la struttura a bande del doppio strato, introducendo il grado di
liberta` di strato e diagonalizzando l’Hamiltoniana in presenza di tunneling tra gli strati. Presentiamo in seguito
una descrizione Hartree-Fock delle interazioni. In questa approssimazione delineiamo il diagramma di fase del
liquido elettronico rispetto al grado di liberta` di strato, evidenziando come sia possibile, per determinati valori
del drogaggio, la transizione ad uno stato completamente o parzialmente polarizzato rispetto al numero quantico
di strato.
3.1 Struttura del doppio strato di grafene
Il doppio strato di Grafene e` stato ottenuto da Novoselov et al. [1] insieme al singolo strato come sottoprodotto
del taglio micromeccanico della grafite. Distinguere il singolo strato e il doppio strato dai multistrati e` stato
possibile attraverso microscopia a effetto tunnel e microscopia a forza atomica [60, 61], riflessione di luce su
substrato di biossido di silicio [62] o diffrazione di fasci di elettroni su strati sospesi [38].
La struttura del doppio strato di grafene puo` in principio essere di due tipi, come mostrato in Fig. 3.1;
le configurazioni AA e AB (equivalente ad AC ed indicata in letteratura come “Bernal stacking”), sono ca-
ratterizzate rispettivamente da una sovrapposizione esatta degli strati e da una sovrapposizione di due strati
reciprocamente ruotati di 60◦ l’uno rispetto all’altro (vedi Figg. 3.2 e 3.4). La grafite nel suo stato piu` stabile e`
una sovrapposizione di doppi strati in configurazione AB. Nelle prossime sezioni ci limiteremo ad una descrizione
tight-binding a primi vicini per entrambe le configurazioni appena introdotte.
3.1.1 Tight-binding del doppio strato in configurazione AA
Nel caso del doppio strato in configurazione AA l’approssimazione a primi vicini del singolo strato di grafene
si completa includendo nella Hamiltoniana un termine di hopping tra ciascun atomo dello strato inferiore e
l’atomo immediatamente sovrastante nello strato superiore. Indicizziamo i due strati con il numero quantico κ,
che puo` essere specificato allo stesso modo dello spin con ↓ (per lo strato inferiore in Fig. 3.2) e ↑ (per lo strato
superiore). Nel Capitolo 2 abbiamo indicato semplicemente con k la deviazione dal punto K o K′ dell’impulso
cristallino; continuiamo ad adottare tale convenzione anche in questo capitolo. Indichiamo sempre con τx,y,z
le matrici di pseudo-spin, che agiscono su funzioni d’onda localizzate su uno (A) o sull’altro (B) atomo della
base. Ogni stato di singola particella puo` essere individuato univocamente dalla funzione d’onda Ψk,σ,K(K′),τ,κ,
ovvero dai numeri quantici di impulso totale (k+K o k+K), di spin (σ), di pseudo-spin (τ) e di strato (κ).
Se ci mettiamo in un intorno del punto K e scegliamo come base lo spinore a quattro componenti:
Ψk,σ,K = {Ψk,σ,K,A,↓,Ψk,σ,K,B,↓,Ψk,σ,K,A,↑,Ψk,σ,K,B,↑} , (3.1)
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Figura 3.1: Energie di strati doppi, tripli e quadrupli di grafene, calcolate per varie configurazioni. Nel caso
del doppio strato (a) la configurazione AB, il cui nome corretto e` “Bernal stacking” e` quella di energia minore.
Tratto dalla referenza [37].
Figura 3.2: Doppio strato in configurazione AA. In prima approssimazione, l’hopping inter-strato e` tra ciascun
atomo e l’atomo immediatamente sovrastante sull’altro strato.
possiamo scrivere la Hamiltoniana del sistema non interagente nella forma
Hˆ = ~v
∑
k,σ,α,β
Hαβ(k)cˆ
†
k,σ,αcˆk,σ,β , (3.2)
con
H(k) = ~v

0 |k| exp(−iφk) −t˜ 0
|k| exp(iφk) 0 0 −t˜
−t˜ 0 0 |k| exp(−iφk)
0 −t˜ |k| exp(iφk) 0
 . (3.3)
Nell’equazione (3.3) t˜ = t/~v, e t e` l’energia di tunneling tra gli strati, mentre φk = arctan(ky/kx). Cambiando
K punto e utilizzando la stessa base di stati indicata nell’equazione (3.1), si ottiene per H(k) semplicemente il
complesso coniugato dell’espressione (3.3) cambiata di segno. La diagonalizzazione di H(k) e` immediata, e il
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Figura 3.3: Bande del doppio strato in configurazione AA. L’energia e` normalizzata al parametro di hopping
per il singolo strato εγ ≈ 3.12 eV, mentre kγ = εγ/~v.
risultato per le bande consiste in due coni traslati di una quantita` 2t l’uno rispetto all’altro (vedi Fig. 3.3):
Hd(k) = ~v

k + t˜ 0 0 0
0 −k + t˜ 0 0
0 0 k − t˜ 0
0 0 0 −k − t˜
 . (3.4)
L’accoppiamento tight-binding a primi vicini tra gli strati di grafene in configurazione AA sdoppia le bande del
singolo strato senza modificarne la forma.
Oltre alle stesse simmetrie del singolo strato di grafene, tra cui l’inversione spaziale e temporale, il doppio
strato gode anche di una simmetria di riflessione lungo la direzione z ortogonale agli strati. Per fissato vettore
d’onda, la matrice che implementa questa trasformazione nella base (3.1) di pseudo-spin e strato e` la seguente:
P =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 ; (3.5)
l’invarianza implica che PH(k)P = H(k). Gli autostati della Hamiltoniana (3.4) si distinguono come pari o
dispari rispetto a tale operazione di simmetria; piu` precisamente, i primi due autovalori della matrice a secondo
membro dell’equazione (3.4) sono dispari, mentre gli ultimi due sono pari per riflessione lungo z.
3.1.2 Tight-binding del doppio strato in configurazione AB
Nel caso della configurazione AB, l’hopping a primi vicini degli atomi della cella primitiva del grafene deve
essere completato con un termine di tunneling tra gli atomi di tipo A dello strato inferiore e gli atomi di tipo B
immediatamente sovrastanti dell’altro strato. La distanza tra questi atomi vale 3.35 A˚, esattamente quanto la
distanza tra gli strati (vedi Fig. 3.4). Il fatto che gli atomi di tipo A siano trattati diversamente da quelli di tipo
B introduce una differenza cruciale rispetto alla configurazione AA: gli stati di pseudo-spin vengono mescolati
dall’interazione.
Se utilizziamo come base la stessa specificata nell’equazione (3.1), il risultato per la matrice Hamiltoniana a
fissato K punto e impulso k e` il seguente:
H(k) = ~v

0 |k| exp(−iφk) 0 −t˜
|k| exp(iφk) 0 0 0
0 0 0 |k| exp(−iφk)
−t˜ 0 |k| exp(iφk) 0
 (3.6)
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Figura 3.4: Doppio strato in configurazione AB. In prima approssimazione, l’hopping inter-strato e` tra ciascun
atomo di tipo A dello strato inferiore e l’atomo immediatamente sovrastante di tipo B. In seconda approssi-
mazione si puo` includere un hopping tra l’atomo B dello strato inferiore e gli atomi A piu` vicini dello strato
superiore.
Figura 3.5: A sinistra, linea solida: bande del doppio strato in configurazione AB. Energia e vettore d’onda
sono normalizzati come in Fig. 3.3; linea tratteggiata: approssimazione successiva ottenuta includendo il se-
condo parametro di hopping [8, 63] rilevante tra gli strati. A destra: ingrandimento della dispersione nelle due
approssimazioni, mostrata attorno al punto di energia e vettore d’onda nulli.
. La corrispondente matrice diagonalizzata,
Hd = ~v

t˜/2 + s 0 0 0
0 t˜/2− s 0 0
0 0 −t˜/2 + s 0
0 0 0 −t˜/2− s
 , (3.7)
dove s =
√
k2 + t˜2/4, mostra come la dispersione delle nuove particelle sia parabolica per piccoli vettori d’onda
(vedi Fig. 3.5).
Nel doppio strato in configurazione AB la simmetria per inversione sopravvive, mentre non e` presente la
simmetria per riflessione, che abbiamo visto caratterizzare la configurazione AA. L’operatore di inversione ha
la forma:
P =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

∗
, (3.8)
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dove (∗) sottointende la coniugazione complessa del vettore a cui viene applicato. La coniugazione complessa
indica che l’inversione spaziale cambia il K punto; insieme allo scambio degli strati e dei due atomi della base,
tuttavia, tale operazione lascia complessivamente invariata la Hamiltoniana [P−1H(k)P = H(−k)]. La Fig. 3.5
mostra le bande del doppio strato in configurazione AB ricavate anche con una approssimazione migliore (linea
tratteggiata) di quella introdotta per la Hamiltoniana (3.6). Precisamente, oltre ad un hopping t = 0.377 eV
tra un atomo A dello strato inferiore e l’atomo B sovrastante, e` possibile includere un hopping t′ = 0.29 eV tra
ogni atomo B dello strato inferiore e gli atomi A ad esso piu` vicini sull’altro strato. Nonostante le due energie
siano dello stesso ordine di grandezza, le conseguenze sulla legge di dispersione sono molto piccole: l’isotropia
nello spazio k viene persa, ma attorno al punto di energia zero le differenze tra le bande calcolate nelle due
diverse approssimazioni non superano il meV. Una descrizione tight-binding completa del doppio strato e dei
multi-strati di grafene puo` essere trovata nelle referenze [8, 63].
3.1.3 Modello a due bande
La Hamiltoniana (3.6) puo` essere approssimata con una matrice ridotta 2× 2 se si suppone di trattare soltanto
la fisica del doppio strato che coinvolge le bande 2 e 3 in Fig. 3.5. Analogamente al singolo strato, il doppio
strato di grafene presenta, in assenza di drogaggio, le bande ad energia negativa completamente occupate da
elettroni. Per drogaggio molto lieve, ovvero per εF  t, e per eccitazioni di bassa energia, e` possibile supporre
che le bande di energia massima e minima (la 1 e la 4 in Fig. 3.5) influiscano poco sulle proprieta` di singola
particella e a molti corpi del sistema.
L’Hamiltoniana (3.6) puo` essere riscritta, con un opportuno cambio di base, nella forma:
H(k) = ~v

0 0 0 |k| exp(−iφk)
0 0 |k| exp(iφk) 0
0 |k| exp(−iφk) 0 t˜
|k| exp(iφk) 0 t˜ 0
 . (3.9)
Il cambio di base e` stato scelto in modo tale che se diagonalizziamo la matrice (3.9) con la stessa trasformazione
con cui siamo passati dall’equazione (3.6) alla (3.7), otteniamo una matrice diagonale della forma:
Hd = ~v

−t˜/2 + s 0 0 0
0 t˜/2− s 0 0
0 0 −t˜/2 + s 0
0 0 0 t˜/2 + s
 , (3.10)
dove ricordiamo che s =
√
k2 + t˜2/4. Abbiamo quindi scelto i due autovalori corrispondenti alle bande 2 e 3
come i primi due autovettori della base. Definiamo ora la funzione di Green che descrive l’evoluzione del sistema:
G(E,k) =
1
E −H(k) =
(
G00(E,k) G01(E,k)
G10(E,k) G11(E,k)
)
, (3.11)
dove le Gij sono matrici 2 × 2; G00 e G11 sono i propagatori di particelle che si trovano rispettivamente sulle
due bande di energia intermedia o sulle bande di massima e minima energia, mentre G01 e G10 descrivono le
transizioni tra queste due coppie di bande. Per basso drogaggio, le particelle che contribuiscono maggiormente
allo spettro delle eccitazioni sono quindi descritte da G00,
G00(E,k) =
1
E −Heff(k) , (3.12)
che corrisponde ad una Hamiltoniana efficace
Heff(k) = −~2v2
(
0 exp(−2iφk)k2/t
exp(2iφk)k2/t 0
)
. (3.13)
La diagonalizzazione della Hamiltoniana (3.13) porta all’espressione:
Heffd (k) = −~2v2
(
k2/t 0
0 −k2/t
)
, (3.14)
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Figura 3.6: Conduttanza trasversale (a sinistra) e longitudinale (a destra) nel doppio strato di grafene in regime
di effetto Hall. Tratto dalla referenza [50].
che descrive due bande paraboliche di energia positiva ~2v2k2/t e negativa -~2v2k2/t. Indichiamo queste due
bande rispettivamente con E(+)(k) ed E(−)(k). L’equazione (3.13) ci consente di affermare che le particelle
nel doppio strato di grafene hanno, per basse energie, una massa efficace pari a m? = t/(2v2) ≈ 1.5 × 104 eV.
La banda E(+) ha la proprieta` di essere dispari per inversione, mentre la banda E(−) e` pari; nel caso di un
doppio strato non drogato, quest’ultima banda e` da considerarsi completamente piena, mentre la banda E(+) e`
completamente vuota. La relazione tra la matrice (3.13) e lo pseudo-spin non e` banale: il termine di hopping
mescola sia gli strati, sia gli autostati di pseudo-spin. Tuttavia, nella letteratura sul doppio strato di grafene si
indica spesso con il termine pseudo-spin il numero quantico che distingue tra loro le componenti degli spinori
su cui si applica la matrice (3.13). Si puo` mostrate che nell’approssimazione di Hamiltoniana efficace tali
componenti si riferiscono a particelle su uno o sull’altro strato. Nella trattazione che seguira` utilizzeremo quindi
il termine pseudo-spin per indicare il numero quantico di strato, e faremo uso delle matrici τx,y,z per descrivere
la Hamiltoniana (3.13) e gli autostati del doppio strato in presenza di campi esterni e di interazione tra le
particelle.
3.2 Effetto Hall quantistico nel doppio strato di grafene
Le conseguenze della legge di dispersione del doppio strato di grafene sono visibili chiaramente nel regime di
effetto Hall quantistico. La differenza piu` evidente tra i comportamenti del singolo e del doppio strato di grafene
in questo regime e` la quantizzazione della conduttanza, mostrata per il doppio strato in Fig. 3.6. Come abbiamo
gia` visto nel capitolo 2, per il singolo strato la conduttanza e` quantizzata in multipli semi-interi di 4e2/h. Nel
doppio strato si restaura invece una quantizzazione intera. Una osservazione interessante e` che nel passare dal
regime di conduzione di elettroni a quello di conduzione di buche non si evidenzia nessun plateau per conduttanza
uguale a zero.
Per ricavare i livelli di Landau utilizziamo l’Hamiltoniana efficace (3.13) e seguiamo un procedimento del
tutto simile a quello mostrato nella sezione 2.3.1, introducendo un potenziale vettore Aˆx = Byˆ. Scriviamo
l’equazione (3.13) nella forma equivalente:
H(kˆ) =
~2v2
t
(τ · kˆ)τx(τ · kˆ) (3.15)
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L’accoppiamento minimale porta all’espressione:
H(kˆ, rˆ) =
~2v2
t
[
τx
(
kˆx − eByˆ
c
)
+ τykˆy
]
τx
[
τx
(
kˆx − eByˆ
c
)
+ τykˆy
]
. (3.16)
Introduciamo i nuovi operatori:
qˆy = −
(
~c
eB
kˆx − yˆ
)
, pˆy = kˆy , pˆx = kˆx , qˆx = −
(
~c
eB
kˆy − xˆ
)
, (3.17)
in funzione dei quali possiamo scrivere la Hamiltoniana
H(pˆ, qˆ) =
(
−τx eB
c
qˆy + τypˆy
)
τx
(
−τx eB
c
qˆy + τypˆy
)
. (3.18)
Se calcoliamo il quadrato dell’operatore hamiltoniano, ricordando le regole di commutazione delle matrici di
Pauli, otteniamo:
H2(pˆ, qˆ) =
~4v4
t2
[(
eB
~c
qy
)2
+ p2y
]2
− τz
[(
eB
~c
qy
)2
+ p2y
]
. (3.19)
Nelle espressioni in parentesi quadre si riconosce la Hamiltoniana di un oscillatore armonico; con questa
osservazione possiamo trovare facilmente gli autovalori del problema:
(E(±)l,τ )
2 = (~4v4/t2)(eB/~c)2[(2l + 1)2 + τ(2l + 1)] , (3.20)
dove τ puo` assumere i valori +1 o −1. La separazione tra i diversi livelli di Landau vale circa 1.8 meV/T. Come
nel caso del singolo strato otteniamo un livello di Landau di energia nulla, e la simmetria per coniugazione di
carica ci permette di considerare i livelli E(−)l,τ come equivalenti a livelli di Landau di buche ad energia positiva.
A differenza del singolo strato di grafene, tuttavia, i livelli di Landau hanno tutti degenerazione NL = 4φ/φ0
(dove φ0 = hc/e), e non esiste una ulteriore degenerazione tra livelli con diverso pseudo-spin τ . Ogni livello,
compreso quello ad energia nulla, e` quindi composto da NL elettroni e da NL buche; nel passare da un regime di
conduzione all’altro occorre svuotare di buche il livello di energia nulla e riempirlo di elettroni, modificando la
conduttanza del doppio rispetto a quanto avviene con il riempimento degli altri livelli. Questo spiega il motivo
della particolare quantizzazione della conduttanza che si osserva in Fig. 3.6.
3.3 Energia Hartree-Fock e rottura di simmetria nel doppio strato
di grafene
In questa sezione applichiamo la teoria Hartree-Fock al doppio strato di grafene in Bernal stacking, utilizzando
come Hamiltoniana di banda quella ricavata nel paragrafo 3.1.3.
Supponiamo che lo strato sia debolmente drogato, ovvero che kF  kc, dove kc e` un opportuno cut-off
dell’ordine di grandezza del vettore unitario del reticolo reciproco del singolo strato (vedi sezione 2.2.2); per
poter applicare il modello a due bande occorre anche che l’energia di Fermi sia molto minore dell’energia di
hopping (εF  t). Se indichiamo con n+ la densita` di elettroni sulla banda E(+) vale allo stesso modo del
singolo strato l’uguaglianza n+ = k2F/pi, che si ottiene contando il numero di stati con vettore d’onda di modulo
minore di kF e tenendo conto della degenerazione di spin (gs) e di K-punto (gv).
Introduciamo nel sistema un potenziale esterno di gate Vg, in modo da generare un campo elettrico perpen-
dicolare al piano degli strati. La Hamiltoniana efficace (3.13) si puo` scrivere nel modo seguente:
Hˆb = −
∑
k,i,α,β
cˆ†k,i,αH
(i)
b (k)αβ cˆk,i,β , H
(i)
b (k) = B
(i)
b (k) · τ , (3.21)
B(i)b (k) =
{
ε0(kc)
(
k
kc
)2
cos(2φk), ε0(kc)
(
k
kc
)2
sin(2φk),
Vg
2
}
, (3.22)
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dove ε0(kc) = ~2k2c/(2m?), e dove abbiamo introdotto le matrici di Pauli τx,y,z. Gli indici α e β si riferiscono
agli strati su cui vengono create e distrutte le particelle; per abuso di linguaggio utilizziamo in questa sezione il
termine pseudo-spin per indicare il numero quantico di strato. Con (i) indicizziamo invece le quattro componenti
del liquido elettronico che possono essere distinte dai numeri quantici di spin e di valley. Il campo magnetico
efficace B ha una componente lungo il piano del doppio strato, che descrive l’accoppiamento tra gli strati, e
una componente perpendicolare, che descrive l’azione del campo esterno. Il potenziale di gate, come vedremo
in seguito, ha l’effetto di trasferire carica da uno strato all’altro, agendo allo stesso modo di un generatore di
forza elettromotrice collegato ad un condensatore.
Per descrivere le interazioni nel doppio strato e` necessario tenere conto del fatto che il potenziale Coulombiano
che agisce tra due particelle su strati opposti ha una forma diversa rispetto a quello tra coppie di particelle
all’interno dello stesso strato (vedi appedice A). Utilizziamo quindi, oltre al potenziale intra-strato VS =
2pie2/(q), anche il potenziale inter-strato VD = 2pie2 exp(−qd)/(q), dove d e` la distanza tra i due strati.
Con questa attenzione possiamo scrivere l’interazione nella forma:
HˆI = 12V
∑
k,k′,i,j,α,β
∑
q
[V+(q) + V−(q)τzαατzββ ] cˆ†k+q,i,αcˆ†k′−q,j,β cˆk′,j,β cˆk,i,α , (3.23)
dove abbiamo utilizzato i potenziali simmetrico e antisimmetrico V±(q) = [VS(q)± VD(q)]/2.
Occorre ora individuare un parametro che possa descrivere la forza delle interazioni. Nella sezione 2.4
abbiamo visto che per il singolo strato esiste una “costante” di struttura fine α = e2/~v indipendente dalla
densita`, che puo` essere modificata soltanto variando . Nel doppio strato, la dispersione parabolica a piccoli
vettori d’onda fa s`ı che la densita` degli stati per bassa energia torni ad essere indipendente dalla densita`
elettronica n+; se ora calcoliamo il rapporto tra energia potenziale ed energia cinetica per un elettrone al livello
di Fermi troviamo 2e2/vF~, con vF = ~kF/m?. Abbiamo ottenuto una quantita` dipendente dalla densita`.
Per comodita` scegliamo tuttavia di definire una costante di struttura fine anche per il doppio strato di
grafene: α = 2e2/(vc~), con vc = ~kc/m?. A causa di questa scelta, ci aspettiamo che le interazioni dipendano
anche dalla densita` di drogaggio n+, che utilizziamo quindi come secondo parametro della teoria. Se scegliamo
~kc =
√
2m?t/~2 otteniamo che α e` esattamente la stessa costante del singolo strato di grafene; per grafene su
substrato di SiO2 ci si aspetta che α valga circa 0.6. Il drogaggio n+ verra` espresso nella trattazione seguente
in unita` di k2c/pi. I campioni di grafene piu` fortemete drogati che sono stati ottenuti sperimentalmente hanno
un valore della densita` elettronica che corrisponde a n+ ≈ 0.1; ci limiteremo quindi a valori di n+ compresi tra
0 e 0.1.
3.3.1 Approssimazione di campo medio
Vogliamo trattare le interazioni nel doppio strato di grafene in una approssimazione di campo medio, che
ci consenta di scrivere la Hamiltoniana (3.23) come un’espressione quadratica negli operatori di creazione e
distruzione cˆ e cˆ†. Per implementare questa approssimazione e` opportuno scomporre in prodotti di Wick il
termine quartico in cˆ e cˆ† presente nell’equazione (3.23):
cˆ†k+q,i,αcˆ
†
k′−q,j,β cˆk′,j,β cˆk,i,α = 〈cˆ†k+q,i,αcˆk,i,α〉〈cˆ†k′−q,j,β cˆk′,j,β〉
−〈cˆ†k+q,i,αcˆk′,j,β〉〈cˆ†k′−q,j,β cˆk,i,α〉+ 〈cˆ†k+q,i,αcˆk,i,α〉 : cˆ†k′−q,j,β cˆk′,j,β :
+〈cˆ†k′−q,j,β cˆk′,j,β〉 : cˆ†k+q,i,αcˆk,i,α : −〈cˆ†k+q,i,αcˆk′,j,β〉 : cˆ†k′−q,j,β cˆk,i,α :
−〈cˆ†k′−q,j,β cˆk,i,α〉 : cˆ†k+q,i,αcˆk′,j,β : + : cˆ†k+q,i,αcˆ†k′−q,j,β cˆk′,j,β cˆk,i,α : . (3.24)
I primi due termini a secondo membro sono c-numeri ininfluenti al fine della determinazione degli stati e la
loro somma e` uguale all’energia Hartree-Fock; i termini successivi sono operatori ordinati normalmente rispetto
allo stato fondamentale Hartree-Fock. Nell’ambito dell’approssimazione di campo medio trascuriamo l’ultimo
termine dell’equazione (3.24), che e` quartico negli operatori di creazione e distruzione ed e` a media nulla sullo
stato fondamentale.
La Hamiltoniana di interazione puo` essere quindi scritta in forma quadratica come:
HˆI = −
∑
k,i,α,β
cˆ†k,i,αH
(i)
I (k)αβ cˆk,i,β ; H
(i)
I (k)αβ = B
(i)
I0 (k)δαβ +B
(i)
I (k) · ταβ , (3.25)
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dove il campo BI e la sua componente zero BI0 possono essere sommati al campo Bb per ottenere una
Hamiltoniana totale
Hˆ = −
∑
k,i,α,β
cˆ†k,i,αH
(i)
αβ(k)cˆk,i,β ; H
(i)
αβ(k) = B
(i)
0 (k)δαβ +B
(i)(k) · ταβ . (3.26)
Il campo BI, insieme a BI0 (e quindi B e B0) si puo` calcolare in funzione dei valori medi sullo stato Hartree-
Fock presenti nell’equazione (3.24). Questi dipendono a loro volta dalla struttura dello stato fondamentale:
l’Hamiltoniana che si ottiene in approssimazione di campo medio e` dipendente dai suoi stessi autovalori. Sara`
dunque necessario, per ottenere la forma corretta per la funzione d’onda di stato fondamentale, portare a
termine una procedura di autoconsistenza. La soluzione autoconsistente del problema agli autovalori per la
Hamiltoniana del liquido elettronico corrisponde ai minimi locali dell’energia Hartree-Fock.
Nell’appendice G riportiamo il procedimento per il calcolo degli elementi di matrice nell’ equazione (3.24) e
del campo magnetico efficace. A questo scopo e` utile parametrizzare gli autostati della Hamiltoniana (3.26) con
un versore di polarizzazione u(i)(k). Questo e` possibile perche` tali autostati sono spinori a due componenti, e
possono essere quindi individuati univocamente da un vettore di modulo unitario nello spazio tridimensionale.
Il risultato dei calcoli per i campi B0 e B e` dato dalle equazioni seguenti:
B
(i)
0 (k) = α
∫
|k′|<1
d2k′
2pi
1
|k− k′|
f
(i)
sum(k′)
2
, (3.27)
B(i)x (k) = k
2 cos(2φk) + α
∫
|k′|<1
d2k′
2pi
e−|k−k
′|d¯
|k− k′|
f
(i)
diff(k
′)
2
u(i)x (k
′) , (3.28)
B(i)y (k) = k
2 sin(2φk) + α
∫
|k′|<1
d2k′
2pi
e−|k−k
′|d¯
|k− k′|
f
(i)
diff(k
′)
2
u(i)y (k
′) , (3.29)
B(i)z (k) =
V¯g
2
+ α
∑
j
∫
|k′|<1
d2k′
2pi
[
1
|k− k′| δi,j − d¯
]
f
(j)
diff(k
′)
2
u(j)z (k
′) , (3.30)
dove stiamo utilizzando vettori d’onda normalizzati rispetto a kc ed energie normalizzate rispetto a ε(kc) [V¯g =
Vg/ε(kc)]. La distanza tra gli strati e` indicata con d¯ = kcd. Le funzioni u(i)x,y,z(k′) sono le componenti del versore
u(i)(k) che parametrizza lo stato fondamentale. Le due quantita` fsum(k) e fdiff(k) descrivono rispettivamente
la somma e la differenza tra i numeri di occupazione degli stati sulla banda E(−)(k) ed E(+)(k) del modello a
due bande. Queste bande vengono modificate quando si introducono le interazioni, e in generale il procedimento
autoconsistente restituira` come risultato una legge di dispersione non rigorosamente parabolica. La funzione
fsum(k) e` legata a n+ dalla relazione
∑
k,i f
(i)
sum(k) = n+ + 1. Il termine proporzionale a d¯ nell’equazione (3.30)
deriva dal termine Coulombiano della Hamiltoniana di interazione, che deve essere regolarizzato tenendo conto
della presenza del background di carica positiva su ciascuno strato: il procedimento di regolarizzazione e` descritto
nell’appendice G.
Un’espressione piu` compatta per i campi B si ottiene se utilizziamo la notazione:
B(i)(k) = {B(i)⊥ (k) cos(2φk), B(i)⊥ (k) sin(2φk), B(i)z (k)} (3.31)
u(i)(k) = {u(i)⊥ (k) cos(2φk), u(i)⊥ (k) sin(2φk), u(i)z (k)} , (3.32)
che ci permette di scrivere:
B
(i)
0 (k) = α
∫ 1
0
dk′Fz(k, k′)f (i)sum(k
′) (3.33)
B
(i)
⊥ (k) = k
2 + α
∫ 1
0
dk′F⊥(k, k′) f
(i)
diff(k
′) u(i)⊥ (k
′) (3.34)
B(i)z (k) =
V¯g
2
+ α
∑
j
∫ 1
0
dk′[Fz(k, k′)δi,j − 12k
′d¯] f (j)diff(k
′) u(j)z (k
′) . (3.35)
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Figura 3.7: Funzioni Fz(k, 0.4) (curva piu` alta) e F⊥(k, 0.4) utilizzate nel calcolo dei campi B e B0.
Le due funzioni F⊥ e Fz sono indipendenti dalla struttura dello stato fondamentale del sistema; la loro espressione
e`: 
F⊥(k, k′) = k′
∫ pi
0
dφ
2pi
e−qd¯
q
cos(2φ)
Fz(k, k′) = k′
∫ pi
0
dφ
2pi
1
q
,
(3.36)
dove q = q(k, k′, φ) ≡√k2 + k′2 − 2kk′ cos(φ). Il termine cos(2φ) contenuto nella definizione di F⊥ costituisce
un fattore di frustrazione dell’interazione inter-strato descritta da B⊥, e rende F⊥ molto piu` piccola di Fz (vedi
Fig. 3.7); la sua presenza e` dovuta alla dipendenza dalla fase φ nella Hamiltoniana di banda, che costituisce la
peculiarita` del singolo e del doppio strato di grafene.
Dall’equazione (3.35) possiamo notare come il campo Bz(k) possa essere diverso da zero anche in assenza
di un potenziale esterno Vg. Il trasferimento di carica da uno strato all’altro, che corrisponde ad un uz(k)
finito, puo` quindi essere pilotato anche soltanto dalle interazioni. E` possibile che per valori opportuni di α e
n+ gli elettroni del sistema si spostino spontaneamente da uno strato all’altro, creando uno stato fondamentale
“polarizzato” rispetto al numero quantico di strato. Piu` precisamente, una polarizzazione di strato diminuisce
il guadagno in energia dovuto allo scambio inter-strato, descritto da B⊥, mentre aumenta quello dovuto allo
scambio intra-strato, descritto dall’integrale del termine 1/|k− k′| che compare nella definizione di Bz. Nella
definizione di questo ultimo campo e` incluso anche il termine Coulombiano, proporzionale a d¯, che contribuisce
ad aumentare l’energia totale. Uno stato polarizzato e` energeticamente favorito se il guadagno in energia intra-
strato, diminuito dell’energia Coulombiana intra-strato, e` maggiore del guadagno in energia di scambio inter-
strato. La polarizzazione di strato per ciascuna componente e` quantificata dal valore di ζ(i) = 4
∑
k u
(i)
z (k)/(1+
n+), dove (1 + n+)/4 rappresenta la densita` di particelle di una fissata componente calcolata in unita` di
k2c/pi. Il procedimento autoconsistente permette di verificare se, partendo con determinate condizioni iniziali
di polarizzazione per le varie componenti, i valori dei parametri α e n+ siano tali da consentire uno stato
fondamentale in cui le polarizzazioni ζ(i) si mantengono diverse da zero.
3.3.2 Descrizione del procedimento autoconsistente
1. Come primo passo del procedimento autoconsistente occorre fornire al sistema le condizioni iniziali,
assegnando un valore alle funzioni u(i)z (k) per ogni i e per ogni k.
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2. Il secondo passo consiste nel calcolare i valori di f (i)sum(k) ed f
(i)
diff(k). Per ottenerli e` sufficiente diagonalizzare
l’Hamiltoniana totale Hˆ (che alla prima iterazione si puo` scegliere uguale alla Hamiltoniana di banda Hˆb),
calcolare il livello di Fermi a partire da n+ e dalla dispersione di banda, ed assegnare numero di occupazione
1 a tutti gli stati sulla banda E(−)(k) e a tutti quelli sulla banda E(+)(k) che hanno |k| < kF.
3. Il terzo passo e` il calcolo dei campi efficaci B(i)(k) e B(i)0 (k), che puo` essere portato a termine utilizzando
le equazioni (3.33, 3.34, 3.35).
4. A questo punto e` nota la nuova espressione della Hamiltoniana totale; le nuove bande, che tengono conto
anche del contributo delle interazioni, possono essere calcolate rapidamente per ciascuna componente dalla
formula:
E
(±)
i (k) = B
(i)
0 (k)±
√
[B(i)⊥ (k)]2 + [B
(i)
z (k)]2 . (3.37)
Riempiendo queste bande con il numero totale di elettroni del sistema si ricava il nuovo livello di Fermi, e da
questo e` facile trovare la nuova espressione per f (i)sum(k) ed f
(i)
diff(k). I valori di u
(i)
⊥ (k) e u
(i)
z (k) si ottengono
dividendo rispettivamente i campi B(i)⊥ (k) e B
(i)
z (k) per il modulo |B(i)(k)| =
√
[B(i)⊥ (k)]2 + [B
(i)
z (k)]2.
La convergenza del procedimento puo` essere imposta richiedendo che la somma
∑
k,i |∆B(i)(k)|2 sia minore
di un valore piccolo fissato. Con ∆B(i)(k) intendiamo la differenza tra i valori del campo magnetico efficace
calcolati tra due iterazioni consecutive del procedimento autoconsistente.
3.3.3 Diagramma di fase
E` possibile testare la stabilita` dello stato paramagnetico di pseudo-spin in assenza di potenziale esterno (V¯g = 0)
linearizzando la condizione di autoconsistenza tra il versore u(i) ed il campo B(i). Questa impone, ad esempio
per le componenti z, u(i)z = B
(i)
z /
√
(B(i)⊥ )2 + (B
(i)
z )2; vicino all’autoconsistenza tale uguaglianza deve rimanere
valida tra successive iterazioni. Per polarizzazione assente o molto debole B(i)z e` piccolo, e possiamo scrive-
re la condizione di autoconsistenza come u(i)z = B
(i)
z /(B
(i)
⊥ )|u(i)z =0. L’eguaglianza appena introdotta fornisce
un’equazione integrale nello spazio k:
u(i)z (k) = Mˆk,k′,i,ju(j)z (k′) =
∑
j
∫ 1
0
dk′ Mi,j(k, k′) u(j)z (k
′), (3.38)
dove abbiamo esplicitato il fatto che la dipendenza da k delle quantita` in gioco avviene solo tramite il modulo
k, e dove
Mi,j(k, k′) =
α[Fz(k, k′)δi,j − k′d¯/2] f (j)diff(k′)
k2 + α
∫ 1
0
dk′′F⊥(k, k′′) f
(i)
diff(k
′′)
. (3.39)
Lo stato paramagnetico e` stabile se l’autovalore piu` grande dell’operatore integrale Mˆ con kernel Mi,j(k, k′)
e` piu` piccolo di 1. Autovalori maggiori di 1 possono esistere soltanto perche` F⊥ e` piu` piccolo di Fz, e quindi
grazie alla dipendenza angolare dell’integrando di F⊥.
L’operatore Mˆk,k′,i,j puo` essere diagonalizzato negli indici i e j prima che in spazio k; la sua diagonaliz-
zazione ci indica che esistono due fasi diverse da quella paramagnetica (in cui ζ(i) = 0 per tutti gli i) che
possono essere stabili per determinati valori dei parametri di interazione. Indichiamo queste due fasi come “fase
ferromagnetica”, in cui tutte le componenti di spin e di valley hanno la stessa polarizzazione diversa da zero, e
“fase anti-ferromagnetica”, in cui le polarizzazioni ζ(i) delle componenti sono diverse da zero ed uguali a due a
due, ma la polarizzazione totale ζ =
∑
i ζ
(i)/4 e` identicamente nulla. L’autovalore massimo in spazio k per l’o-
peratore Mˆ puo` essere calcolato separatamente per la fase ferromagnetica e anti-ferromagnetica, determinando
la regione in cui lo stato paramagnetico e` instabile rispetto a ciascuna di queste due fasi.
In Fig. 3.8 e` raffigurato il diagramma di fase del liquido elettronico nel doppio strato, che indica nel piano
(α, n+) le regioni di stabilita` delle fasi paramagnetica, ferromagnetica e anti-ferromangnetica. Le interazioni
sono piu` forti dove α e` grande, perche´ il potenziale di interazione tra le particelle e` proporzionale ad α, e
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Figura 3.8: Diagramma di fase del liquido elettronico nel doppio strato calcolato linearizzando la condizione
di autoconsistenza. Le due curve indicano il limite delle regioni di stabilita` delle fasi ferromagnetica (F) e
anti-ferromagnetica (AF) rispetto alla fase normale o paramagnetica (N). Le regioni di stabilita` sono situate
sulla destra delle rispettive curve. Per drogaggi molto bassi si ottiene che la fase ferromagnetica e` stabile per
qualsiasi α finito.
c.i. paramagnetica c.i. ferromagnetica c.i. anti-ferromagnetica c.i. ferrimagnetica
{0,0,0,0} {1,1,1,1} {1,1,-1,-1} {1,1,1,-1}
ζ = 0 ζ = 1 ζ = 0 ζ = 1/2
Tabella 3.1: Condizioni iniziali utilizzate per il ciclo autoconsistente, indicate nella forma
{u(1)z (k), u(2)z (k), u(3)z (k), u(4)z (k)}.
dove n+ e` piccolo, ovvero per basso drogaggio. La dipendenza da n+ puo` essere chiarita se si osserva come il
valore della funzione fdiff(k) sia diverso da zero in un dominio piu` grande dello spazio k nel caso di n+ piccoli,
e identicamente uguale ad 1 per n+ = 0: nelle equazioni (3.34) e (3.35) questo comporta che i termini di
interazione hanno un peso maggiore.
Dalla Fig. 3.8 e` evidente come la fase anti-ferromagnetica sia stabile in una regione piu` ampia del piano
(n+, α) rispetto a quella ferromagnetica. La somma su j nell’equazione (3.30) implica che il termine lineare
in d¯ non da` nessun contributo per la fase ferromagnetica, per cui la polarizzazione totale e la somma delle
funzioni u(j)z (k) sono nulle, mentre fornisce il contributo massimo quando tutte le componenti sono polarizzate
nella stessa direzione, ovvero nella fase ferromagnetica. Il termine proporzionale a d¯, a causa del suo segno e
del segno sempre positivo di fdiff , causa sempre un aumento dell’energia dello stato fondamentale. Lo stato
anti-ferromagnetico risulta quindi energeticamente favorito rispetto a quello ferromagnetico.
Il diagramma di fase puo` essere confermato facilmente portando a termine il procedimento autoconsistente
descritto nella sezione 3.3.2. Se si forniscono al sistema (sempre con V¯g = 0) delle condizioni iniziali di tipo
ferromagnetico o anti-ferromagnetico, per valori di α e di n+ nella regione di stabilita` di ciascuna fase si
ottiene un risultato finale con la stessa configurazione. Per valori dei parametri per cui l’unica fase stabile e`
quella paramagnetica l’autoconsistenza porta all’azzeramento delle polarizzazioni ζ(i) (vedi Fig. 3.9). A causa
della simmetria con cui le varie componenti vengono trattate nel corso del procedimento autoconsistente, una
condizione iniziale ferromagnetica instabile non puo` mai evolvere ad uno stato anti-ferromagnetico (anche se
questo e` energeticamente favorito), ma soltanto ad uno stato paramagnetico. Nella tabella 3.1 sono indicati
alcuni tipi di condizioni iniziali che possono essere date per le funzioni u(i)(k). La condizione denominata
ferrimagnetica non rientra nel diagramma di fase in Fig. 3.8, ma la sua stabilita` puo` essere studiata con il
procedimento autoconsistente.
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Figura 3.9: A sinistra: polarizzazione per una componente della fase ferromagnetica (linea sottile) e anti-
ferromagnetica (linea solida), mostrate al variare di α e a n+ = 0.05. A destra: stabilita` delle stesse due fasi
per α = 1 e n+ variabile.
Figura 3.10: A sinistra: funzione uz(k) per una componente del sistema nel caso di α = 2 e n+ = 0.05. A
destra: banda E(+)(k) per n+ = 0.04 e α =0.1 (linea sottile tratteggiata), 1 (linea solida tratteggiata) e 2 (linea
solida).
La Fig. 3.10 mostra nel riquadro di sinistra la funzione u(i)(k) per una delle componenti (i) in una regione in
cui la fase anti-ferromagnetica e` stabile: tale funzione assume i valori piu` alti per |k|  1, quando l’integrazione
nell’angolo φ nella definizione (3.36) della funzione F⊥ e` piu` efficace nel diminuire il contributo di F⊥ allo scambio
inter-strato. Sulla destra in Fig. 3.10 e` invece rappresentata la banda E(+)(k) modificata dalle interazioni per
diversi valori del parametro α. Per valori di α abbastanza grandi, il profilo della banda diventa a “cappello
messicano”; un comportamento analogo si verifica nel caso non interagente in presenza di un potenziale di
gate [64].
3.3.4 Ciclo di isteresi del sistema
Fino ad ora abbiamo posto V¯g = 0. Se si utilizza un potenziale di gate finito si puo` studiare la polarizzazione del
sistema in funzione di V¯g. Nella pratica si puo` modificare il valore di V¯g al termine di ogni ciclo autoconsistente,
utilizzando le sue condizioni finali come condizioni iniziali per il ciclo successivo. In Fig. 3.11 sono mostrati
alcuni risultati che abbiamo ottenuto con questo metodo: il sistema nello stato ferromagnetico presenta una
curva di isteresi la cui area aumenta al crescere della forza delle interazioni. Per condizioni iniziali di diverso
tipo, potenziali di gate abbastanza alti forzano la transizione da uno stato anti-ferromagnetico o ferrimagnetico
allo stato ferromagnetico.
La bistabilita` del sistema in presenza di interazioni e potenziale esterno e` simile a quella che si verifica in
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Figura 3.11: A sinistra: curva di isteresi del liquido di elettroni nella fase ferromagnetica per n+ = 0 e α =1
(linea sottile tratteggiata), 1.5 (linea solida) e 2 (linea solida tratteggiata). A destra: curve di isteresi per le fasi
ferromagnetica, ferrimagnetica ed anti-ferromagnetica, mostrate per α = 1 e n+ = 0; tratto dalla referenza [14].
un vero ferromagnete accoppiato ad un campo magnetico. Il passaggio tra uno stato metastabile e l’altro puo`
avvenire attraverso variazioni del potenziale di gate anche molto minori dell’energia termica kBT del sistema, in
quanto il ferromagnetismo di pseudo-spin e` un effetto collettivo, ed e` quindi meno influenzato dalla temperatura
rispetto alle proprieta` di singola particella. Le applicazioni delle proprieta` del doppio strato di grafene potrebbero
portare in futuro alla costruzione di memorie magnetiche, in cui la bistabilita` e` cruciale ai fini di immagazzinare
informazione. La forte sensibilita` al campo esterno che e` presente ai margini delle regioni di bistabilita`, che
porta a grandi variazioni della polarizzazione per piccole variazioni del campo esterno, potrebbe inoltre risultare
utile alla misura di piccole differenze di potenziale.
La conoscenza delle proprieta` del doppio strato di grafene puo` essere migliorata includendo nel sistema il
contributo delle correlazioni elettroniche. Ci aspettiamo che queste modifichino il diagramma di fase trovato
nell’ambito della teoria Hartree-Fock, e sara` importante verificare che le regioni di stabilita` delle fasi ferroma-
gnetica ed anti-ferromagnetica non vengano spostate a valori dei parametri α e n+ che non siano piu` accessibili
sperimentalmente.
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Conclusioni
Con questo lavoro di tesi abbiamo dato un contributo allo studio delle interazioni nel singolo e nel doppio strato
di grafene, servendoci di metodi ed approssimazioni che hanno fornito in passato risultati accurati per il gas di
elettroni con dispersione parabolica.
La teoria Hartree-Fock permette di ottenere l’energia di stato fondamentale aggiungendo all’energia cinetica
il contributo di scambio, e consente quindi di descrivere il diagramma di fase di un sistema ed indicare la
presenza di transizioni di fase verso stati in cui un numero macroscopico di particelle condivide uno stesso
numero quantico discreto (spin, pseudo-spin, strato). Le previsioni di questa teoria tendono a sottostimare
la forza delle interazioni necessaria alla transizione, ma danno una indicazione corretta sulle possibili fasi del
liquido elettronico. La Random Phase Approximation (RPA) aggiunge all’energia di scambio il contributo delle
correlazioni, permettendo una conoscenza quantitativamente migliore delle grandezze termodinamiche del gas.
Per la sua applicazione richiede la conoscenza della funzione di risposta lineare densita`-densita` del sistema.
Nella presente tesi abbiamo utilizzato la teoria Hartree-Fock per studiare il doppio strato di grafene in una
approssimazione a due bande [14]. Nel diagramma di fase di questo sistema abbiamo individuato la presenza di
una fase in cui tutti gli elettroni occupano lo stesso strato, che sembra essere stabile per valori della costante
di struttura fine del grafene sperimentalmente accessibili (vedi Capitolo 3). Questo tipo di “ferromagnetismo”
puo` portare a numerose applicazioni di tipo pseudo-spintronico [14].
Nel caso del singolo strato di grafene, la conoscenza della funzione di risposta lineare densita`-densita`, ci
ha permesso di studiare l’energia includendo il termine di correlazione. Utilizzando la continuazione analitica
sull’asse reale di tale funzione, l’altro risultato originale di questa tesi, abbiamo inoltre calcolato la legge di
dispersione del modo collettivo di plasma. Il comportamento di compressibilita` e suscettivita` di spin nel singolo
strato indica che il numero quantico conservato di chiralita` gioca un ruolo cruciale nel determinare le diffe-
renze tra l’energia di scambio del liquido elettronico nel grafene e quella nel gas bidimensionale di elettroni in
eterostrutture a semiconduttore (vedi Capitolo 2).
Gli effetti a molti corpi nel singolo strato di grafene sono stati osservati sperimentalmente grazie alla spet-
troscopia di fotoemissione (ARPES); spiegare teoricamente la forma degli spettri misurati da Bostwick et al. [9]
e` una sfida interessante che richiede una descrizione precisa della interazione elettrone-elettrone ed elettrone-
fonone e costituisce un naturale sviluppo di questa tesi. Nella referenza [12], abbiamo utilizzato le nostre
conoscenze del singolo strato in approssimazione RPA per ricavare la funzione spettrale, tenedo conto delle
interazioni elettrone-elettrone. Per quanto riguarda il doppio strato, la conoscenza analitica della funzione di
risposta densita`-densita`, da noi calcolata recentemente per frequenze immaginarie [66], permettera` di trovare
una approssimazione per l’energia di correlazione, per la sua compressibilita` e suscettivita` di spin e consentira`
di individuare la legge di dispersione dei modi collettivi. Sara` inoltre interessante osservare come le correlazioni
elettroniche modificano il diagramma di fase Hartree-Fock del doppio strato descritto nel Capitolo 3: sara` im-
portante controllare che le correlazioni appunto non spostino il punto critico per la transizione “ferromagnetica”
a valori della costante di struttura fine α inaccessibili sperimentalmente.
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Appendice A
Trasformata di Fourier del potenziale
Coulombiano in due e tre dimensioni
Il potenziale Coulombiamo vale v(r) = e2/r. Nel caso di gas di elettroni in un cristallo indichiamo con  tutti
gli effetti di schermo che non sono dovuti al sistema elettronico sulla banda di interesse (e.g. lo screening del
substrato su cui e` cresciuto il cristallo che ospita il gas di elettroni, lo schermo del cristallo stesso dovuto alle
transizioni elettroniche verso tutte le bande che vogliamo considerare in modo efficace). Il potenziale v(r) ha
forme differenti in trasformata di Fourier a seconda della dimensionalita`.
Per tre dimensioni l’espressione si ricava direttamente dall’equazione di Poisson:
∇2v(r) = −4pie
2

δ(r) o, in trasformata di Fourier, − q2vq = −4pie
2

, (A.1)
da cui vq = 4pie2/q2. Per due dimensioni introduciamo il potenziale ausiliario v(r, d) = e2/(
√
r2 + d2), dove d
e` una lunghezza. La sua trasformata di Fourier e` vq,d = [2pie2/(q)] exp(−qd); questo si puo` provare calcolando
la anti-trasformata seguente:
FT−1[vq] =
1
(2pi)2
∫ ∞
0
∫ 2pi
0
q dq dθ
2pie2
q
exp[(ir cos θ − d)q] = −
∫ 2pi
0
dθ
e2
(ir cos θ − d) (A.2)
dove e` stato eseguito l’integrale nella coordinata q; passando all’integrazione sul piano complesso, ponendo
exp(iθ) = z, dθ = dz/z e cos θ = 1/2(z + 1/z), si ottiene:
−
∫ 2pi
0
dz
2e2/
ir(1 + z2)− 2dz . (A.3)
I punti di non analiticita` del denominatore si trovano in z = (d±√d2 + r2)/ir; soltanto la soluzione con il segno
- si trova all’interno del cerchio unitario (il prodotto delle soluzioni deve essere uguale a 1, quindi soltanto una
delle due puo` avere modulo minore di 1); usando il calcolo dei residui si ottiene:
FT−1[vq,d] =
e2

√
r2 + d2
, (A.4)
che e` l’espressione che cerchiamo; mandando d a zero si trova l’energia di interazione in due dimensioni. E` impor-
tante notare come il caso con d 6= 0 fornisca esattamente l’energia di interazione tra due strati bidimensionali di
elettroni situati a distanza d l’uno dall’altro. In un sistema con dimensioni trasversali finite ∆z, il potenziale nel-
lo spazio k dipendera` anche dai numeri quantici {l} che descrivono le funzioni d’onda trasversali Q(r⊥, l). Come
Q(r⊥, l) si possono prendere ad esempio le soluzioni dell’oscillatore armonico Hl[r⊥/(∆z)] exp[−r2⊥/2(∆z)2], do-
veHl[r⊥/(∆z)] e` il polinomio di Hermite l-esimo, che tende a zero molto rapidamente per r⊥ > ∆z. L’espressione
per vq,l,l′ si ottiene dall’elemento di matrice di v(r) tra stati con diversi numeri quantici:
v(k‖−k′‖),l,l′ = 〈k‖|〈l|v(r)|l′〉|k′‖〉 (A.5)
dove |l〉 e` Q(r⊥, l), mentre |k‖〉 = (1/
√
S) exp[i(k‖ · r‖)], dove S e` la superficie del sistema.
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Appendice B
Funzione di correlazione di coppia
Definiamo la funzione di correlazione di coppia in prima e seconda quantizzazione:
g(r, r′) =
〈∑i 6=j δ(r− ri)δ(r′ − rj)〉
n(r)n(r′)
=
∑
σσ′〈Ψˆ†σ(r)Ψˆ†σ′(r′)Ψˆ†σ′(r′)Ψˆ†σ(r)〉
n(r)n(r′)
, (B.1)
dove n(r) =
∑
σ nσ(r), con nσ(r) = 〈Ψˆ†σ(r)Ψˆσ〉. Una espressione piu` trasparente per questa funzione e` la
seguente:
g(r, r′) =
〈nˆ(r)nˆ(r′)〉
n(r)n(r′)
− δ(r− r
′)
n(r)
, (B.2)
scritta in termini dell’operatore densita` nˆ(r) =
∑
σ Ψˆ
†
σ(r)Ψˆσ(r). Una conseguenza della (B.1) e` che n(r)g(r, r
′)
rappresenta la densita` di elettroni nel punto r′ una volta che sia nota la posizione di una particella in r.
La regola di somma: ∫
dr[n(r)g(r, r′)− n(r)] = −1 (B.3)
mostra appunto come in n(r)g(r, r′) non sia compreso il contributo della particella in r. Per un liquido omo-
geneo e isotropo si ha n(r)g(r, r′) = ng(|r− r′|). Confrontando l’equazione (B.1) con l’espressione (1.13) per
l’Hamitoniana di interazione del liquido elettronico, otteniamo per un sistema omogeneo una espressione per
l’energia potenziale media sullo stato fondamentale:
εpot =
1
2
∫
dDrv(r)[g(r)− 1] . (B.4)
Puo` essere utile anche l’espressione per la funzione di distribuzione radiale risolta nello spin:
gσσ′(r, r′) =
〈Ψ†σ(r)Ψ†σ′(r′)Ψ†σ′(r′)Ψ†σ(r)〉
nσ(r)nσ′(r′)
. (B.5)
Per un liquido di Fermi nel caso paramagnetico g↑↓(r) ( = g↓↑(r)) mostra per piccoli r la caratteristica buca di
Coulomb dovuta alle correlazioni [7], mentre g↑↑(r) (= g↓↓(r)) mostra l’effetto combinato della buca di Pauli e
della buca di Coulomb.
La funzione g↑↑(0) = 0 e` sempre uguale a zero a causa del principio di Pauli, mentre in approssimazione
Hartree-Fock g↑↓(0) vale esattamente 1.
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Figura B.1: A sinistra: funzione di correlazione di coppia in tre dimensioni, mostrata per rs = 1 (punteggiata),
3 (tratteggiata e punteggiata), 5 (tratteggiata), 10 (solida). A destra: funzioni radiali in due dimensioni per
rs = 5, la linea solida e` la media tra le due. I grafici sono realizzati con dati di simulazioni Quantum Monte
Carlo effettuate da Rapisarda e Senatore [65] (2D) e da Ortiz e Ballone [23] (3D).
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Appendice C
Funzione di Green di singola particella
Per un sistema di N fermioni interagenti a T = 0 la funzione di Green a singola particella e` definita come:
G(rσt; r′σ′t′) = −i〈T [ψˆ(rσt)ψˆ†(r′σ′t′)]〉 =
{ −i〈ψˆ(rσt)ψˆ†(r′σ′t′)〉 per t > t′
i〈ψˆ†(r′σ′t′)ψˆ(rσt)〉 per t < t′ , (C.1)
dove 〈. . . 〉 indica il valore d’aspettazione sullo stato fondamentale del sistema interagente. Gli operatori di
campo sono in rappresentazione di Heisemberg [Ψˆ(t) = exp (iHt)Ψˆ exp (−iHt), con ~ = 1]. Per t > t′ la
funzione di Green fornisce l’ampiezza di probabilita` che, aggiunta con coordinate (r′, t′) una particella di spin σ′
al sistema nel suo stato fondamentale, si trovi al tempo t una particella di spin σ nella posizione r. Per t < t′, G
ha un significato analogo come propagatore di una buca. Per un fluido paramagnetico di elettroni omogeneo in
assenza di campi esterni, la funzione di Green e` diversa da zero solo per σ = σ′, ed ha una dipendenza isotropa
dalla coordinata radiale (G(r− r′) = G(|r− r′|)). La trasformata di Fourier della G ha la seguente espressione:
Gk(t) =
∫
dDrG(r, t) exp (−ik · r) = −i〈T [cˆk,σ(t)cˆ†k,σ(0)]〉 , (C.2)
e descrive la propagazione di particelle di dato vettore d’onda; per t→ 0 dalla funzione di Green si ottengono i
numeri di occupazione nk degli stati di impulso k:{
Gk(0+) = −i〈cˆk,σ cˆ†k,σ〉 = −i[1− n(k)]
Gk(0−) = i〈cˆ†k,σ cˆk,σ〉 = in(k) .
(C.3)
La funzione di Green per un gas ideale e` data da:
G0k(t) =
{ −i[1− n0(k)] exp (−iξ0kt) per t > 0
in0(k) exp (−iξ0kt) per t < 0 ,
(C.4)
dove ξ0k = ek − µ. La sua trasformata di Fourier rispetto al tempo e`:
G0(k, ω) =
∫
dtG0k(t) exp (iωt) =
1
ω − ξ0k + iηk
, (C.5)
dove ηk = 0+ per k > kF e ηk = 0− per k < kF, mentre ξ0k = k
2/2m.
Le eccitazioni elementari del gas ideale corrispondono a poli di G0(k, z) nel piano della frequenza complessa
z. Prendendo l’origine delle frequenze nel potenziale chimico µ, i poli si trovano di poco sotto l’asse reale nel
quadrante I (per gli elettroni) oppure di poco sopra l’asse reale nel quadrante III (per le buche, vedi Fig. C.1).
Per ogni fissato vettore d’onda la funzione di Green non interagente ha un solo polo, con peso spettrale 1.
Nel caso di un fluido interagente la funzione di Green non e` nota esattamente. Utilizzando come set completo
di autovettori gli autostati del liquido interagente a N + 1 particelle,∑
n
|φ(N+1)n 〉〈φ(N+1)n | = 1 , (C.6)
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Figura C.1: Punti di non analiticita` della funzione di Green (linea solida) sul piano delle frequenze complesse.
Adattato dalla referenza [25].
possiamo comunque scrivere la sua rappresentazione spettrale. Per t > 0 otteniamo:
G(k, t) = −i
∑
n
〈φ0| exp(iHt)cˆk|φ(N+1)n 〉〈φ(N+1)n |exp(−iHt)cˆ†k|φ(N)0 〉
= −1
∑
n
|〈φ(N+1)n |cˆ†k|φ(N)0 〉|2 exp[−i(E(N+1)n − E(N)0 )t] . (C.7)
Nel limite termodinamico il potenziale chimico del fluido a N + 1 particelle e` uguale a quello del fluido a N
particelle (∂µ/∂n ∝ 1/κ < +∞; ∂n/∂N ∝ 1/V → 0), e si puo` semplicemente fattorizzare E(N+1)n − E(N)0 =
E
(N+1)
n −E(N+1)0 +E(N+1)0 −E(N)0 = ξn0+ µ, dove ξn0 corrisponde all’energia di eccitazione di un fermione nel
fluido a N + 1 particelle (nel limite termodinamico e` la stessa che nel fluido a N particelle). A questo punto,
calcolando analogamente all’equazione (C.7) il caso per t < 0 e dopo avere definito le due funzioni spettrali:
A+(k, ω) =
∑
n
|〈φ(N+1)n |cˆ†k|φ(N)0 〉|2δ(ω − ξn0) (C.8)
A−(k, ω) =
∑
n
|〈φ(N−1)n |cˆk|φ(N)0 〉|2δ(ω − ξn0) , (C.9)
che soddisfano la regola di somma: ∫ +∞
−∞
[A+(k, ω) +A−(k, ω)]dω = 1 , (C.10)
otteniamo:
G(k, t) =
{
−i ∫ +∞
0
dωA+(k, ω) exp[−i(ω + µ)t] per t > 0,
i
∫ +∞
0
dωA−(k, ω) exp[i(ω − µ)t] per t < 0 .
(C.11)
In trasformata di Fourier troviamo invece:
G(k, ω) = −
∫ +∞
0
dω′
[
A+(k, ω′)
ω′ − ω + µ− iη −
A−(k, ω′)
ω′ + ω − µ− iη
]
. (C.12)
La parte immaginaria della funzione di Green risulta uguale a −piA+(k, ω − µ) per ω > µ, mentre e` uguale
a piA−(k, µ − ω) per ω < µ. La funzione di Green G(k, z) del liquido interagente e` ancora analitica sul piano
complesso con origine z = µ escludendo il contorno indicato in Fig. C.1; la sua continuazione analitica attraverso
questo contorno puo` essere effettuata rimuovendo le discontinuita`, che risultano essere A+(k, z) nel passare dal
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II al I quadrante e A−(k, z) nel passare dal III al IV quadrante del piano complesso. Il risultato e` la funzione
G˜ cos`ı definita:
G˜(k, z) =
{
G(k, z)− 2piiA+(k, z), nel quadrante II
G(k, z)− 2piiA−(k, z), nel quadrante IV .
(C.13)
Una volta eliminati i punti di non analiticita` vicini all’asse reale, osserviamo che G˜ non puo` essere analitica
ovunque nelle regioni II e IV del piano complesso, altrimenti sarebbe una funzione intera, e quindi costante
oppure illimitata; cio` non e` possibile, perche´ G˜(k, z), per come e` definita, deve essere L2. Dunque G˜(k, z)
deve avere altri poli, che sono causati dalle singolarita` delle funzioni spettrali e definiscono gli stati eccitati del
sistema interagente. Se ora A+(k, z) ha un polo semplice in z = ξk − iγk con residuo Rk, la funzione di Green
si puo` approssimare a partire dall’equazione (C.11) nel modo seguente:{
Gk(t) ≈ −iZk exp [−i(ξk − iγk)t]
Zk = 2piiRk .
(C.14)
L’impulso k della particella aggiunta al fluido corrisponde ad una eccitazione di energia ξk del sistema a N + 1
particelle, e viene dissipato con costante di tempo 1/γk. L’ampiezza Zk e` in generale diversa da [1 − n0(k)]
perche` la distribuzione dei momenti e` modificata dalle interazioni; anche l’energia ξk e` in generale diversa da
k2/2m−µ. La teoria di Landau dei liquidi di Fermi normali segue dall’assunzione di un solo polo nella funzione
spettrale, combinato con l’esistenza di una superficie di Fermi.
Auto-energia
La funzione di Green, per come e` definita, soddisfa l’equazione del moto:
(i∂t − ξ0k)Gk(t) = δ(t) + i
∑
q
vq
∑
k′,σ′
〈T [cˆk−q,σ(t)cˆk′+q,σ′(t)cˆ†k′,σ′(t+)cˆ†k,σ(0)]〉 , (C.15)
dove t+ = t + η e ξ0k e` l’energia di eccitazione nel caso non interagente, e la funzione δ compare a causa
del T-ordinamento. Le interazioni rendono l’equazione del moto della funzione di Green di singola particella
dipendente da una funzione di Green a due particelle, che descrive l’interazione con le fluttuazioni di densita`. In
trasformata di Fourier, si puo` scrivere l’equazione (C.15) come: G(k, ω) = G0(k, ω) +G0(k, ω)Σ(k, ω)G(k, ω),
dove si e` definita la auto-energia come segue:
Σ(k, ω)G(k, ω) = i
∫ +∞
−∞
dt exp (−iωt)
∑
q
vq
∑
k′,σ′
〈T [cˆk+q,σ(t)cˆk′−q,σ′(t)cˆ†k′,σ′(t+)cˆ†k,σ(0)]〉 . (C.16)
In questo modo si ricava l’“equazione di Dyson”:
G(k, ω) =
G0(k, ω)
1−G0(k, ω)Σ(k, ω) =
1
ω − ξ0k − Σ(k, ω)
. (C.17)
La parte reale della funzione Σ(k, ω) modifica l’energia di una eccitazione di frequenza ω e impulso k rispetto
all’eccitazione nel gas ideale, mentre la parte immaginaria ne determina il tempo di vita. Utilizzando l’equazio-
ne (C.12), possiamo estendere la definizione dei numeri di occupazione (C.4) di stati con determinato impulso.
Ricaviamo:
nk = 1−
∫ +∞
−∞
dωA+(k, ω) (C.18)
=
∫ +∞
−∞
dωA−(k, ω) . (C.19)
Utilizzando l’equazione (C.17), possiamo ricavare una espressione per la discontinuita` ZF nella distribuzione
degli impulsi (ricordiamo che la funzione di Green e l’auto-energia dipendono solo dal modulo di k):
ZF = lim
η→0
1
2pi
∫ +∞
−∞
∂G(k, ω)
∂k
exp[iηt]dω =
∣∣∣∣∣1− ∂∂k<eΣ(k, ω)
∣∣∣∣
k=kF,ω=0
∣∣∣∣∣
−1
. (C.20)
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Dall’equazione (C.16) si ottiene inoltre la relazione:
∑
k,σ
∫ +∞
−∞
dω
2pii
Gλσ(k, ω)Σ
λ
σ(k, ω) =
∑
q
vq
∑
k,σ
∑
k′,σ′
〈cˆ†k+q,σ cˆ†k′−q,σ′ cˆk′,σ′ cˆk,σ〉 = 2Nεpot , (C.21)
utile per trovare, attraverso il teorema (1.2.2), l’energia di stato fondamentale:
εGS = ε0 +
1
2N
∫ 1
0
dλ
λ
∑
k,σ
∫ +∞
−∞
dω
2pii
Gλσ(k, ω)Σ
λ
σ(k, ω) . (C.22)
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Appendice D
Proprieta` delle funzioni di risposta
Teorema di Titchmarsh
Sia F (t) una funzione del tempo, F˜ (ω) la sua trasformata di Fourier; se F˜ (ω) e` una funzione L2 sull’asse reale,
ognuna delle seguenti affermazioni implica le altre due:
1. F˜ (z) e` analitica nel semipiano complesso superiore (=mz > 0),
2. F (t) = 0 per t < 0,
3. valgono per F˜ (ω) le relazioni di Kramers-Kro¨nig:
<eF˜ (ω) = − 1
pi
upslope
∫ +∞
−∞
dω′
=mF˜ (ω′)
ω − ω′ (D.1)
=mF˜ (ω) = 1
pi
upslope
∫ +∞
−∞
dω′
<eF˜ (ω′)
ω − ω′ . (D.2)
Si dimostra facilmente dalla definizione che la funzione di risposta per un sistema limitato nello spazio e` L2; la
sua trasformata di Fourier rispetto alle coordinate e` anch’essa L2. La causalita` assicura che anche il punto (2)
e` verificato. Pertanto la funzione χ(q, ω) e` analitica nel semipiano complesso superiore e soddisfa le relazioni di
Kramers-Kro¨nig.
Analiticita` della funzione di risposta RPA
Dimostriamo che per un qualunque sistema causale la funzione di risposta calcolata a frequenze immaginarie e`
reale. Utilizzando la relazione (1.65) per la funzione di risposta, possiamo scrivere:
χ(q, ω) = −
∫ ∞
−∞
χ′′(q, ω′)
ω − ω′ + iη dω
′ (D.3)
= −
∫ ∞
0
χ′′(q, ω′)
ω − ω′ + iη dω
′ +
∫ ∞
0
χ′′(q, ω′)
ω + ω′ + iη
dω′ , (D.4)
dove nella seconda uguaglianza si e` usato il fatto che χ′′(q, ω) e` dispari in ω. Scriviamo ora la funzione di risposta
sull’asse immaginario; a tale fine togliamo il termine iη al denominatore, che serve per tenere conto dei poli della
funzione χ′′(q, z) sull’asse reale. Per ω → iω il denominatore presente al secondo membro dell’equazione (D.3)
non si annulla mai, e si ottiene l’espressione:
χ(q, iω) =
∫ ∞
0
χ′′(q, ω′)
1
−iω + ω′ +
1
iω + ω′
dω′ =
∫ ∞
0
χ′′(q, ω′)
ω2 + ω′2
. (D.5)
Per ω → ωeiφ si ottiene invece:
χ(q, ωeiφ) =
∫ ∞
0
χ′′(q, ω′)
−ω2e2iφ + ω′2 . (D.6)
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Come affermato nel paragrafo 1.71, χ′′(q, ω) (uguale a =mχ(q, ω)) ha segno negativo per frequenze positive; si
puo` trarre quindi una importante conclusione.
La funzione di risposta calcolata a frequenze immaginarie e` reale e definita negativa; tale funzione non puo`
essere puramente reale in altre regioni del semipiano complesso superiore. In particolare questo dimostra che
l’analiticita` della funzione di risposta χ(q, ω) implica l’analiticita` della funzione di risposta propria χ˜(q, ω) e
vice-versa (il denominatore a secondo membro dell’equazione (1.95) non si annulla mai nel semipiano complesso
superiore). Quindi l’approssimazione RPA permette di ottenere dalla χ0(q, ω) (analitica per definizione) una
funzione di risposta RPA(q, ω) che soddisfa le relazioni di Kramers-Kro¨nig; il suo comportamento all’infinito
e` ben determinato dalle proprieta` di χ0(q, ω), ed entrambe le funzioni sono L2.
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Appendice E
Funzione di risposta per elettroni in
reticolo cristallino
Un cristallo e` un sistema disomogeneo, in cui la funzione di risposta χnn(r, r′, ω) dipende separatamente da r e
r′. L’invarianza per traslazioni discrete dovuta alla periodicita` reticolare permette di affermare che:
χnn(r+Ri, r′ +Rj , ω) = χnn(r, r′, ω) , (E.1)
se si operano traslazioni di vettori Ri e Rj del reticolo diretto. Prendiamo in esame ora χnn(q1,q2, ω), cioe` la
trasformata di Fourier rispetto alle due coordinate radiali r e r′ di χnn(r, r′, ω). La proprieta` (E.1) implica che:
exp[iR · (q1 − q2)]χnn(q1,q2, ω) = χnn(q1,q2, ω) , (E.2)
se R e` un vettore del reticolo diretto. La proprieta` (E.2) e` soddisfatta soltanto se exp[iR · (q1 − q2)] = 1, cioe`
se q1−q2 e` un vettore G del reticolo reciproco, oppure se la funzione di risposta χnn(q1,q2, ω) e` identicamente
nulla. E` quindi possibile definire una funzione di risposta in forma piu` compatta:
χ˘nn(q1, ω)G,G′ = χnn(q1 +G,q1 +G′, ω) , (E.3)
dove q e` all’interno della prima zona di Brillouin. La variazione di densita` dovuta ad un potenziale esterno si
ottiene facilmente da:
δn(q+G, ω) =
∑
G′
χ˘nn(q, ω)GG′Vext(q+G′, ω) . (E.4)
Il calcolo esplicito della (E.3) puo` essere portato a termine a partire dalla definizione (1.62) in cui si utilizzano
gli operatori nˆq+G e nˆq+G′ ; questi ultimi rappresentano le fluttuazioni di densita` di vettori d’onda appartenenti
alla prima zona di Brillouin traslata, rispettivamente, di G o di G′. Porre G e G′ uguali a zero significa
trascurare nella teoria tutte le eccitazioni elettroniche con impulso maggiore del vettore d’onda unitario del
reticolo reciproco G0. Questa approssimazione e` valida se a posteriori il peso spettrale delle eccitazioni di
particelle fuori dalla prima zona di Brillouin e` trascurabile rispetto a quello delle eccitazioni al suo interno.
In particolare ci aspettiamo che tale approssimazione non sia valida nel caso il sistema cristallino sia instabile
rispetto ad una modulazione spontanea di carica con vettore d’onda |q| > |G0|, ovvero se vi sono valori di q e
ω per cui:
det[χ˘−1nn(q, ω)G,G′ ] = 0 (E.5)
det[χ˘−1nn(q, ω)0,0] 6= 0 . (E.6)
Nel caso del grafene ci restringiamo a vettori d’onda molto piccoli rispetto alle dimensioni della prima zona di
Brilloin, e supponiamo che la suddetta instabilita` sia assente. La funzione di risposta che calcoliamo e` quindi
identica a quella per un sistema in cui l’invarianza per traslazione e` continua.
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Appendice F
Calcolo della funzione di risposta
densita` densita` nel singolo strato di
grafene
Nel paragrafo 2.4.1 abbiamo definito l’operatore ρˆq per il singolo strato di grafene. La funzione di risposta χρρ
puo` essere calcolata a partire dalla definizione data nella sezione (1.3.6).
χρρ(q, iω) =
g
V
∑
k,α,β
nk,α − nk+q,β
i~ω + ek,α − ek+q,βD
αβ
k,k+qDβαk+q,k =
∑
k,α,β
χkαβρρ (q, iω) , (F.1)
dove si introduce il fattore di degerazione g = 4 per tenere conto della somma sugli spin e sui K punti; la
seconda uguaglianza definisce la funzione χkαβρρ (q, iω), che deve essere trovata come risultato intermedio del
nostro calcolo. Dalla definizione di D data nell’equazione (2.58) otteniamo:
Dαβk,k+qDβαk+q,k = |Dβαk+q,k|2 =
(
1
2 (1 +
k+q cos θ
|k+q| )
1
2 (1− k−q cos θ|k+q| )
1
2 (1− k−q cos θ|k+q| ) 12 (1 + k+q cos θ|k+q| )
)
, (F.2)
dove θ = arccos(k · (k+ q)/|k+ q||k|). Nella trattazione che seguira` utilizzeremo variabili adimensionali,
utilizzando vettori d’onda normalizzati al vettore d’onda di Fermi e frequenze normalizzate all’energia di Fermi
(~ = 1). Possiamo scrivere ora l’espressione completa per la matrice χkαβρρ : χkαβρρ (q, iω) =
g
V

1 + 12 (
k+q cos θ
|k+q| )
iω + k −
√
k2 + q2 + 2kq cos θ
[Θ(1−k)−Θ(1−|k+q|)]
1− 12 (k+q cos θ|k+q| )
iω + k +
√
k2 + q2 + 2kq cos θ
[Θ(1−k)−Θ(1+|k+q|)]
1− 12 (k+q cos θ|k+q| )
iω − k −
√
k2 + q2 + 2kq cos θ
[Θ(1+k)−Θ(1−|k+q|)]
1 + 12 (
k+q cos θ
|k+q| )
iω − k +
√
k2 + q2 + 2kq cos θ
[Θ(1+k)−Θ(1+|k+q|)]
 ,
(F.3)
dove Θ(x) = [1 + sign(x)]/2. La somma su k nell’equazione (F.1) puo` essere sostituita da : V/(2pi)2
∫
k dk dθ.
Resta quindi da calcolare: ∑
αβ
g
(2pi)2
∫ +∞
0
k dk
∫ 2pi
0
dθ χkαβρρ (q, iω) . (F.4)
Nell’equazione (F.3) possiamo isolare i termini che corrispondono ad una somma sulla banda inferiore da quelli
che si riferiscono invece alla banda superiore del cono di dispersione. Calcoleremo questi due gruppi di termini
separatamente.
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Banda ek = k
I termini della funzione di risposta che contengono somme su questa banda sono:
g
(2pi)2
∫ +∞
0
k dk
∫ 2pi
0
dθ
{
1 + 12 (
k+q cos θ
|k+q| )
iω+k−
√
k2+q2+2kq cos θ
Θ(1−k)+
1− 12 (k+q cos θ|k+q| )
iω+k+
√
k2+q2+2kq cos θ
Θ(1−k)
}
e (F.5)
− g
(2pi)2
∫ +∞
0
k dk
∫ 2pi
0
dθ
{
1 + 12 (
k+q cos θ
|k+q| )
iω+k−
√
k2+q2+2kq cos θ
Θ(1−|k+q|)+
1− 12 (k+q cos θ|k+q| )
iω−k−
√
k2+q2+2kq cos θ
Θ(1−|k+q|)
}
(F.6)
dove abbiamo raggruppato di proposito le due coppie di termini che hanno gli stessi limiti di integrazione.
Osserviamo ora i seguenti fatti:
1. Nell’integrale della (F.6) possiamo cambiare l’elemento di integrazione da k dk dθ = d2k a k′ dk′ dθ′ =
d2(k+ q), con k′ = |k+ q|. Otteniamo che k = |k′ − q|; tuttavia la funzione di risposta di un sistema
omogeneo e` invariante per la trasformazione q → −q. Segue che nella (F.6) e` possibile scambiare k e
|k+ q|. Non e` difficile notare a questo punto che le due espressioni (F.5) e (F.6) sono tra loro complesse
coniugate.
2. In (F.5), la radice quadrata compare una volta con in segno + e una volta con il segno -. Questo permette
di eliminare la radice quadrata al denominatore, una volta sommati i due termini dentro le parentesi graffe.
Ci siamo ridotti quindi al calcolo di una sola espressione, precisamente la (F.5); il suo integrando e` analitico in
tutto il piano delle frequenze complesse, escluso un numero finito di poli dipendenti da k e da θ; semplificando
l’espressione (F.5) otteniamo:
− g
(2pi)2
∫ +∞
0
k dk
∫ 2pi
0
dθ
k(2k + iω + q cos(θ))
q2 + 2k cos(θ)q + ω(ω − 2ik)Θ(1− k) . (F.7)
L’integrazione angolare si opera facilmente sul piano complesso, con la trasformazione dθ = −i dz/z, e cos θ =
(1/2)[z + (1/z)]. Il risultato e` dato dal contributo di tutti i residui della funzione integranda all’interno del
cerchio |z| = 1. Otteniamo:
g
(2pi)
∫ +∞
0
k dk
(
−1
2
+
√
q2 − (2k + iω)2
2
√
ω2 + q2
)
Θ(1− k) . (F.8)
Integrando rispetto a k ricaviamo:
− g
4pi
+
gq2
32pi
√
ω2 + v2q2
arcsin
(
2εF + iω
vq
)
+
(
2εF + iω
vq
)√
1−
(
2εF + iω
vq
)2 , (F.9)
a cui dobbiamo sommare l’espressione coniugata, per tenere conto anche del contributo del termine (F.6).
Banda ek = −k
I termini della funzione di risposta che contengono somme su queste bande sono:
g
(2pi)2
∫ +∞
0
k dk
∫ 2pi
0
dθ
{
−
1− 12 (k+q cos θ|k+q| )
iω + k +
√
k2 + q2 + 2kq cos θ
+ (F.10)
1− 12 (k+q cos θ|k+q| )
iω − k −
√
k2 + q2 + 2kq cos θ
}
(F.11)
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Si tratta di integrali su un dominio illimitato. Per calcolare questo contributo alla funzione di risposta, che
risultera` essere uguale alla risposta di un singolo strato con εF = 0, riportiamo la frequenza complessa iω
sull’asse reale.
g
(2pi)2
∫ +∞
0
k dk
∫ 2pi
0
dθ
{
−
1− 12 (k+q cos θ|k+q| )
ω + k +
√
k2 + q2 + 2kq cos θ + iη
+ (F.12)
1− 12 (k+q cos θ|k+q| )
ω − k −
√
k2 + q2 + 2kq cos θ + iη
}
(F.13)
Data una funzione g(ω) = {1/(f(ω) + iη)}, dove f(ω) e` una funzione reale, si puo` affermare che =mg(ω) =
−i∑j δ(ω−ωj)/|df/dω|ω=ωj , dove le frequenze ωj sono gli zeri della funzione f . Calcoliamo la parte immaginaria
dell’espressione (F.12) utilizzando questa regola; la parte reale verra` poi ricavata dalle trasformazioni di Kramers-
Kro¨nig. Il primo termine dell’espressione (F.12) non da` contributo, perche´ la parte reale del denominatore e`
sempre positiva per ω > 0. Nel secondo termine otteniamo:
g
(2pi)
∫ ω+q
2
ω−q
2
dk
√
(2k − ω)2 − q2
2
√
ω2 − q2 (F.14)
dove si e` sostituito a cos θ il valore cos θj = cos(−θj) = (−q2 + ω2 − 2kω)/(2kq) che annulla il denominatore
della (F.12); la molteplicita` 2 della soluzione θj introduce un fattore 2.
I limiti di integrazione sono determinati dalle condizioni:
ω > k,
ω > q,
| cos θj | < 1→ ω−q2 < k < ω+q2 .
(F.15)
L’integrazione su k fornisce, infine:
gq2
16
√
ω2 − q2Θ(ω − q) . (F.16)
La trasformata di Kramers-Kro¨nig puo` essere effettuata in questo caso agevolmente anche con carta e penna,
altrimenti si puo` utilizzare un programma di calcolo analitico.
E` opportuno osservare tuttavia che caso l’espressione per la parte reale della (F.16) puo` essere indovinata
anche “ad occhio”. La seguente affermazione e` un semplice corollario del teorema di Titchmarsh. Supponiamo
di avere a disposizione una funzione g(ω) puramente immaginaria ed L2 sull’asse reale. Supponiamo di avere
trovato una funzione h(z), reale sull’asse immaginario e analitica ed L2 nel semipiano complesso superiore, tale
che la continuazione analitica di h sull’asse reale, h′(ω), sia uguale a =mg(ω). Allora f(ω) = <e h′(ω) e` la
trasformata di Kramers-Kro¨nig di g(ω), ed e` una funzione L2 sull’asse reale. Occorre fare tuttavia attenzione:
se non si richiede che la funzione h(z) da trovare sia L2, ne esiste allora piu` di una tale che la sua continuazione
analitica sull’asse reale sia la parte immaginaria di g(ω). Una sola di queste tuttavia e` tale che f(ω) sia L2
sull’asse reale. Nel caso in cui |g| sia la funzione (F.16), si trova facilmente che:
h(iω) =
gq2
16
√−(iω)2 + q2 ; (F.17)
di conseguenza f(ω) = gq2/(16
√
−ω2 + q2)Θ(q − ω), f e` una funzione L2, ed e` quindi la parte reale cercata.
Mettendo insieme tutti i termini fino ad ora calcolati otteniamo il risultato (2.60).
F.0.5 Continuazione analitica sull’asse reale
La funzione (2.60) puo` essere calcolata sull’asse reale sostituendo:
iω → z = ωeiφ , (F.18)
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Figura F.1: Continuazione analitica della funzione
√
z2 + q2 dall’asse immaginario all’asse reale, la fase totale
del radicando e` data da ∆φ = α − β: a sinistra |z| < q, e la fase totale al termine della rotazione e` uguale a
zero; a destra |z| > q, e la fase tende a −pi.
e variando in modo continuo l’angolo φ da pi/2 a 0. Le funzioni di ω che compaiono in (2.60) e di cui e` importante
discutere il comportamento rispetto a questa trasformazione sono le seguenti:√
ω2 + q2 (F.19)√
1−
(
2± iω
2
)2
(F.20)
arcsin
(
2± iω
2
)
= −i ln
i(2± iω
2
)
+
√
1−
(
2± iω
2
)2 , (F.21)
e sono esattamente tutte le funzioni che contengono una radice quadrata o un logaritmo. La trasformazione di
tutti i termini che dipendono da potenze intere di ω e` triviale e discende direttamente dalla sostituzione (F.18).
Nelle figure F.1, F.2 e F.3 e` rappresentato l’effetto della rotazione (F.18) sull’argomento delle radici quadra-
te (F.19, F.20). Dipendentemente dai valori di q e ω la radice e` reale o immaginaria, e in questo ultimo caso
puo` accumulare durante la rotazione sul piano complesso una fase +i o −i se il radicando acquista una fase di
pi o −pi. Il valore dell’arcoseno trasforma di conseguenza; la rappresentazione logaritmica (F.21) e` utile perche´
separa i termini dovuti al modulo ed alla fase del suo argomento: −i ln(z) = −i ln(|z|)+pi arg(z). In particolare
sono utili le formule:
−i ln
[
ix+
√
1− x2
]
= arcsin(x) per x reale, x2 < 1 (F.22)
−i ln
[
ix± i
√
x2 − 1
]
= sign(x)
pi
2
− i ln
[
|x| ± sign(x)
√
x2 − 1
]
, (F.23)
valide per x reale, x2 > 1.
100
Figura F.2: Continuazione analitica dei
√
q2 + (2 + z)2 (nel semipiano complesso superiore) e
√
q2 + (2− z)2
(nel semipiano inferiore), la fase del radicando delle due funzioni e` rispettivamente ∆φ = α − β e ∆φ = δ − γ.
A sinistra |2± z| < q (∆φ→ 0); a destra |2± z| > q (∆φ→ ∓pi).
Figura F.3: Continuazione analitica delle stesse funzioni della Fig. F.2, con |2+ z| > q (∆φ→ −pi) e |2− z| > q
(∆φ→ 0).
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Appendice G
Calcolo della Hamiltoniana di campo
medio per il doppio strato di grafene
In questa appendice utilizziamo sempre quantita` adimensionali; normalizziamo i vettori d’onda a kc e le energie
a ε(kc) (vedi Capitolo 3).
Energia di interazione con il background
Per trattare correttamente le interazioni nel doppio strato e` necessario tenere conto del contributo del background
di carica positiva. L’interazione tra elettroni e cariche positive serve a regolarizzare il termine Coulombiano
della Hamiltoniana (3.23), curando la divergenza del potenziale per piccoli vettori d’onda. Per adesso trattiamo
il caso di un sistema con una sola componente. Al termine dell’appendice generalizzeremo brevemente al caso
in cui sono presenti quattro componenti, tenendo quindi conto della degenerazione di spin e di valley).
L’interazione tra background ed elettroni sommata all’energia del background stesso si puo` scrivere come:
Hi−i +He−i = − 1
V
∑
k,α,β
cˆ†k,αcˆk,αNβ [V+(q) + V−(q)τzαατzββ ]|q=0 +
1
2V
∑
α,β
NαNβ [V+(q) + V−(q)τzαατzββ ]|q=0 ,
(G.1)
ed e` evidentemente composta da termini che sono gia` quadratici negli operatori di seconda quantizzazione.
Nell’equazione (G.1) abbiamo lasciato indicata la dipendenza da q dei potenziali, perche` V+(q) e` singolare in
zero. Faremo notare piu` avanti in questa appendice che la somma del secondo membro dell’equazione (G.1) con
la Hamiltoniana di interazione elettrone-elettrone permette di cancellare i termini di interazione che divergono
nello spazio degli impulsi.
Nell’equazione (G.1) abbiamo indicato con Nα il numero di cariche positive, uguale a Z volte il numero degli
ioni (Z e` la carica nucleare), sullo strato α (α =↑, ↓).L’equazione (G.1) puo` essere scritta in modo piu` semplice
tenendo conto del fatto che N↑ = N↓ = Nsum/2:
− 1
V
Nsum
∑
k,α
cˆ†k,αcˆk,αV+(q) +
N 2sum
2V
V+(q) , (G.2)
dove Nsum e` il numero totale di cariche positive. Il primo termine di questa quantita` puo` essere scomposto in
prodotti di Wick; precisamente si ottiene (a) un c-numero proporzionale a 〈cˆ†k,αcˆk,α〉, che insieme al secondo
termine dell’equazione (G.2) regolarizza l’energia Hartree-Fock dello stato fondamentale, e (b) un termine che
contiene l’operatore normalmente ordinato : 〈cˆ†k,αcˆk,α〉 :, che servira` ad eliminare la divergenza della parte
operatoriale della Hamiltoniana di interazione elettrone-elettrone.
103
Hamiltoniana di campo medio
Richiamiamo l’espressione della Hamiltoniana di interazione del grafene (3.23):
HˆI = 12V
∑
k,k′,i,j,α,β
∑
q
[V+(q) + V−(q)τzαατzββ ] cˆ†k+q,i,αcˆ†k′−q,j,β cˆk′,j,β cˆk,i,α , (G.3)
e della decomposizione di Wick del prodotto dei quattro operatori di creazione e distruzione presenti nella
Hamiltoniana di interazione:
cˆ†k+q,i,αcˆ
†
k′−q,j,β cˆk′,j,β cˆk,i,α = 〈cˆ†k+q,i,αcˆk,i,α〉〈cˆ†k′−q,j,β cˆk′,j,β〉
−〈cˆ†k+q,i,αcˆk′,j,β〉〈cˆ†k′−q,j,β cˆk,i,α〉+ 〈cˆ†k+q,i,αcˆk,i,α〉 : cˆ†k′−q,j,β cˆk′,j,β :
+〈cˆ†k′−q,j,β cˆk′,j,β〉 : cˆ†k+q,i,αcˆk,i,α : −〈cˆ†k+q,i,αcˆk′,j,β〉 : cˆ†k′−q,j,β cˆk,i,α :
−〈cˆ†k′−q,j,β cˆk,i,α〉 : cˆ†k+q,i,αcˆk′,j,β : + : cˆ†k+q,i,αcˆ†k′−q,j,β cˆk′,j,β cˆk,i,α : . (G.4)
Tralasciamo per adesso gli indici i e j; indicheremo al termine della sezione come si modificano le equazioni
se li introduciamo nuovamente. Per calcolare termini Coulombiani del tipo 〈cˆ†k+q,αcˆk,α〉 o di scambio come
〈cˆ†k+q,αcˆk′,β〉 e` opportuno passare alla base in cui l’Hamiltoniana non interagente e` diagonale:
〈cˆ†k,αcˆk′,β〉 =
〈(∑
γ
dˆ†k,γU†γ,α(k)
)(∑
δ
Uσ′,δ(k′)dˆk′,δ
)〉
=
∑
γ,δ
U†γ,α(k)Uβ,δ(k′)〈dˆ†k,γ dˆk′,δ〉
=
∑
γ,δ
U†γ,α(k)Uβ,δ(k′)δγ,δδk,k′fγ(k) = δk,k′Sαβ(k) . (G.5)
Le matrici U e U† servono per cambiare base, gli operatori d†α(k) e dα(k) creano e distruggono particelle nello
stato con impulso k sulla banda α del sistema (α in questo caso prende valore 1 per la banda E(+) e -1 per la
banda E(−)) e fα(k) e` il numero di occupazione di questo stato. Abbiamo inoltre introdotto la matrice:
Sαβ(k) =
∑
γ
U†γα(k)Uβγ(k′)fγ(k′) =
=
1
2
(
fsum(k) + cos(θk)fdiff(k) e−2iφkfdiff(k) sin(θk)
e2iφkfdiff(k) sin(θk) fsum(k)− cos(θk)fdiff(k)
)
=
1
2
fsum(k)δαβ +
1
2
fdiff(k)u(k) · τβα , (G.6)
in cui usiamo la definizione seguente per le funzioni fsum e fdiff ,
fsum(k) =
∑
α
fα(k)
fdiff(k) =
∑
α
(−α)fα(k)
, (G.7)
e in cui parametrizziamo lo stato fondamentale attraverso il versore u(k), definito come:
u(k) = {cos (θk) cos (2φk), cos (θk) sin (2φk), sin (θk)} . (G.8)
Gli angoli θk e 2φk sono rispettivamente l’angolo azimutale e polare del versore di polarizzazione; in assenza
di interazioni e di potenziale esterno si trova che θk = 0, e le matrici che diagonalizzano la Hamiltoniana sono
semplicemente:
Uk = − 1√
2
(
exp(−iφk) exp(−iφk)
exp(iφk) − exp(−iφk)
)
. (G.9)
Se si introduce un poteziale esterno V¯g si ottiene invece θk = arccos
(
V¯g/
√
V¯2g + k4
)
. In generale, tuttavia, θk
e` diverso da zero anche in assenza di un potenziale di gate, a causa delle interazioni, e deve essere determinato
in modo autoconsistente. Supponiamo invece che l’angolo φk, anche in presenza di interazioni, continui a valere
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arctan(ky/kx); stiamo supponendo quindi che le interazioni non possano ruotare in nessun modo il versore u(k)
nel piano xy, ma soltanto variare la sua inclinazione rispetto a tale piano.
Possiamo ora scrivere una espressione compatta per la matrice HI introdotta nell’equazione (G.3):
HI,αβ(k) ≡ 1
V
∑
k′,q,γ
δβαδq,0Sγγ(k′)[V+(q) + V−(q)τzαατzγγ ]
− 1
V
∑
k′,q
δk,k′Sβα(k′ + q)[V+(q) + V−(q)τzαατzββ ] , (G.10)
dove la prima riga e` il termine Coulombiano, mentre la seconda contiene il contributo di scambio. Possiamo
ulteriormente semplificare la precedente equazione inserendo l’espressione esplicita per la matrice Sαβ :
HI,αβ(k) =
1
V
∑
k′
{
fsum(k′)δβαV+(q)|q=0 + fdiff(k′)[uz(k′) · τzβα]V−(q)|q=0
}
− 1
V
∑
q
{fsum(k+ q)δβαVS(q) + fdiff(k+ q)[u⊥(k+ q) · τβα]VD(q)
+ fdiff(k+ q)[uz(k+ q) · τzβα]VS(q)
}
, (G.11)
dove abbiamo usato le componenti del versore u nel piano xy (u⊥) e lungo z (uz). Il termine detro la prima
graffa contiene un potenziale V+(q) che diverge per q = 0. Se osserviamo tuttavia il contributo all’energia del
background di carica positiva calcolato nell’equazione (G.2), vediamo come questo sottragga la parte divergente
del termine Coulombiano. Infatti
∑
k′ fsum(k
′) = N esum, dove N esum e` il numero totale di elettroni, che per la
condizione di neutralizzazione e` uguale al numero totale di cariche positiveNP che compare nell’equazione (G.2).
Dopo avere trasformato la sommatoria nell’equazione (G.11) in integrale nello spazio degli impulsi, si ottiene
infine per i campi BI e BI0:
BI,0(k) = −
∫
d2q
(2pi)2
fsum(k+ q)VS(q) (G.12)
e
BI(k)= −
∫
d2q
(2pi)2
[VD(q)fdiff(k+q)u⊥(k+q)+VS(q)fdiff(k+q)uz(k+q)]+
∫
d2k′
(2pi)2
[fdiff(k′)uz(k′)V−(q)] |q=0 .
(G.13)
Per generalizzare queste espressioni al caso di piu` componenti basta introdurre nell’equazione precendente la
dipendenza da i (B(i)I , B
(i)
I,0) e da j (f
(j)
sum, f
(j)
diff , u
(j)). Per determinare B(i), il termine Coulombiano deve essere
sommato su j, mentre il termine di scambio, che mette in relazione particelle con gli stessi numeri quantici,
contiene una matrice δij . Operando il cambio di coordinate q→ k′−k nelle equazioni (G.12) e (G.13) troviamo
esattamente le equazioni (3.33, 3.34, 3.35).
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