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УПРАВЛЕНИЕ СПЕКТРОМ ДИФФЕРЕНЦИАЛЬНО-РАЗНОСТНОЙ 
СИСТЕМЫ ПРИ ПОМОЩИ ОБРАТНОЙ СВЯЗИ
Для спектрально управляемой линейной автономной системы запаз­
дывающего типа с соизмеримыми запаздываниями строится статическая 
обратная связь по состоянию, обеспечивающая произвольный конечный 
спектр замкнутой системы. За счет выбора последнего замкнутая систе­
ма может быть сделана асимптотически устойчивой. Результаты проил­
люстрированы примером.
1. Введение. Постановка задачи
Рассмотрим линейную автономную дифференциальную систему с соизме­
римыми запаздываниями
т
( 1 ) x(t) =  ^ 2  A jx(t — jh )  +  bu{t) , t >  0 ,
j=0
x (t) =  T)(t), t 6  [—m h, 0].
Здесь x =  [жі,. . . ,  xn}' -  n-вектор-столбец решения системы (1) (n ^ 2);
0  < h -  постоянное запаздывание; Aj -  постоянные (п X п)-матрицы ( j  =  
=  0 , m); b -  постоянный п-вектор; начальная функция rj из пространства 
кусочно-непрерывных п-вектор-функций; и -  скалярное управление. Вектор­
ные величины полагаем записанными в столбец, штрих ' обозначает опера­
цию транспонирования. Считаем, что в уравнении (1 ) Ъ =  еп =  [ 0 ; . . . ;  0; 1]'. 
Этого всегда можно достичь невырожденным преобразованием переменных 
х =  Ux.
Пусть А £ С (С множество комплексных чисел), обозначим:
т
А{ А) =  5 > ; А * ,
3= 0
W(p, e~ph) =  р Е п -  А{е~Рн) -  характеристическая матрица (р €  С, Е п -  еди­
ничная матрица n-го порядка), w (p,e~ph) =  \W(p,e 'phl)\ -  характеристиче­
ский квазиполином системы (1 ). Здесь и далее \W\ -  определитель произ­
вольной квадратной матрицы W.
Множество корней а  =  {р  €  С|w (p,e~ph) =  0} характеристического урав­
нения называют спектром системы (1 ). Поскольку коэффициенты характери­
стического квазиполинома w(p,e~ph) действительны, то комплексные числа 
входят в о  сопряженными парами: о  -  самосопряженный спектр.
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В классе задач управления системой (1) регулятором по типу обратной 
связи центральное место занимает задача FSA (finite spectrum assignment) -  
назначения замкнутой системе произвольного конечного самосопряженного 
спектра. Эта задача возникла [1] в связи с задачей стабилизации [2, 3] систе­
мы с запаздыванием. Системы с конечным спектром по сути -  конечномерные 
системы, поэтому исследование таких систем упрощается. В частности, успо­
каивающие управления для систем с конечным спектром можно строить в 
классах простейших функций.
Известно [4, 5], что спектр системы, замкнутой дифференциально-разност­
ным регулятором, может содержать инвариантные значения р* G С, кото­
рые входят в спектр при любом выборе коэффициентов регулятора. Чтобы 
убрать из спектра такие значения, например для обеспечения асимптотиче­
ской устойчивости замкнутой системы, нужно ввести в регулятор распреде­
ленные запаздывания. В [1] доказано, что для разрешимости задачи FSA для 
системы (1 ) в классе регуляторов с распределенными запаздываниями необ­
ходимо, чтобы система (1 ) была спектрально управляема [6 ]:
(2) rank р Е п — А(е ph),b =  п для всех р  6  С.
Условие (2) и [7] достаточно для разрешимости задачи FSA для систе­
мы (1) в классе регуляторов с распределенными запаздываниями. В [8 ] уста­
новлено, что для выполнения (2 ) для системы (1 ) необходимо, чтобы
(3) rank[6 , А(Х)Ь, . . . ,  ЛИ_1 (А)6] =  п  при некотором А € С.
Управление спектром системы (1) в классе разностных регуляторов при 
выполнении равенства (3) для всех А € С исследовано в [9]. Там обоснова­
на возможность приведения характеристического квазиполинома замкнутой 
системы к виду
™ (р,е-рЛ) =  П ( р  +  & (е-*Л
где /3j(A) (г =  1,п) -  наперед заданные полиномы.
В связи с работой [3] возникла [10] также задача замены конечной самосо­
пряженной части спектра системы (1 ) произвольным аналогичным набором. 
Было установлено [10], что для системы (1) условие (2) необходимо и доста­
точно для разрешимости данной задачи.
Задача приведения системы (1 ) к системе с конечным (не произвольным!) 
спектром в классе дифференциально-разностных регуляторов изучалась в [4], 
где показано, что условие (2 ) достаточно для спектральной приводимости 
системы (1). Там же обосновано необходимое условие спектральной приво­
димости системы (1 ) в классе таких регуляторов: равенство (2 ) может на­
рушаться только в конечном числе точек. В [11] получены новые условия 
спектральной приводимости и построен дифференциально-разностный регу­
лятор запаздывающего типа, приводящий замкнутую систему (1 ) к системе 
с конечным спектром. В настоящей работе предлагается новая схема получе­
ния FSA-регулятора и тем самым дано новое конструктивное доказательство
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того, что условие (2 ) необходимо и достаточно для разреш имости задачи на­
значения произвольного конечного спектра (F S A ) для системы ( 1 ).
П усть Ad ~ оператор сдвига: X3Dcp(t) =  ip(t — jh )  (93 -  функция, j  =  0 , 1 , . . . ) .  
Рассмотрим статический регулятор по типу обратной связи
u(t) =  - a ( X D,x (t)) +  g'(XD)x(t) +
где a(XD,x(t))  =  e!n Y%=0 Ajx(t  -  jh ) ;  g'(XD) =  [gi{XD) , . . .  ,gn(XD)\ -  вектор­
ный полином с действительными коэффициентами, q'k i(Ар) =  [дд:г1(А у).. . .  
• • • - Чклпі^о)} — векторные полиномы, возможно, с комплексными коэффици­
ентами, Р *  =  {рк €Е С, к =  1 , L }  -  набор действительных и комплексно сопря­
женных чисел. Для отрицательных значений аргумента переменные X i ( t ) ,  
если они не заданы, считаем произвольными кусочно-непрерывными функ­
циями.
Параметры регулятора (4) таковы, что после приведения выражения
J2 k = 1 У^г-о /о '7д;г(А/)):г(  ^— s)ePkSs l/i\ds применением формулы Эйлера е щ = 
=  cos ip +  i sin <■£ (і - мнимая единица) к виду
т  hr
(5) / Rj(s)XJDx(t -  s)ds,
i= °o
где R j{s)  =  eaiS{cos(j3is)Pji{s) +  sm{Pis)Qji(s)) (a/,/3/ € R, P ji(s),Q ji(s)  -
n-векторные полиномы), все коэффициенты регулятора (4) действительные. 
Пусть
Sl П
(6) d(p) =  Д ( р  -  ўі)кі =  Pi 6 р ,
г=1 і=О
-  заданный характеристический полином замкнутой системы, Р  =  {pi 6  С,
І — 0 , s i }  -  его различные действительные или комплексно сопряженные кор­
ни с алгебраическими кратностями fcj.
Задача: при выполнении условия (2) подобрать множество Р*  и векторные 
коэффициенты g'(X£>),q'ki(Xo) регулятора (4) так, чтобы характеристическая 
матрица р Е п — A(p,e~ph) замкнутой системы (1), (4) имела действительные 
коэффициенты и выполнялось равенство
\рЕп -  A(p,e~ph)\ =  d(p).
Такой регулятор назовем FSA-регулятором. Ниже приводится алгоритм по­
строения FSA-регулятора для системы (1).
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2. Вспомогательные результаты
В записи регулятора (4) присутствуют слагаемые с сосредоточенным за­
паздыванием: Х]п хг(і) и с распределенным запаздыванием: /(|1 Л|; .т(/; — s) х 
х ePfcSs?/i!cZs. Будем говорить, что регулятор (4) имеет .D-структуру (запаз­
дывающую структуру).
В замкнутой системе последнее уравнение имеет вид
L L\ ^
(7) xn{t) = g ' {\ D)x{t)  +  ЕЕ/ q'ki{\D)x(t  -  s)ePkSs l/i\ds,
к = 1 i= о о
соответственно последняя строка характеристической матрицы системы (1 ),
(4) такова. (Л =  e~ph):
Реп ~  I 9'
L Ьг “  >
'(Л) + Е Е ^ ( Л) e ^ - P ^ i / U d s  
к=1 i= 0  ^
Вычисляя, получаем (А& =  е
h
f  p - ( p- P k ) s ^  _
7  а*(р - р * г
о
f  e - ( P - P k ) s s i u [ ds  =  z l (  (A ~ Afc) +  y ' _____ \
J  \(p - Рк)г+1 Ц р  - P k ) l~l+1)  ’
Обозначим q'jk i {A) =  - g J w(A)/Afc ( j =  l ,n , г =  0 ,L i) ,
\ i  / w Qjko(X)(X — Afc) (^ — Afc) , A^
(!0 ) f j{p ,  A) =  fli(A) +  A) ’ ■? =  *> n >
fc=i
где gj(\), qjki(^) ( j  =  1; та, i =  0, L i)  -  полиномы. Таким образом, если регу­
лятор (4) имеет D -структуру, то последняя строка характеристической мат­
рицы замкнутой системы имеет вид [— f i (p ,  А ),. . .  ,р  — f n(p, А)]. Про функции 
fj(p, А) также будем говорить, что они имеют .D-структуру.
Пусть fo{p,X) -  произвольная функция вида (10) (j  =  0). Приведя к об­
щему знаменателю, получим fo{p, А) =  , где
L
(n ) di{p) = Y\{p-pk)lk,
к=1
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-  общий знаменатель суммы fokiPi А); К (р ,  А) -  полином, степень ко­
торого относительно переменной р  не больше степени d\(p). Очевидно, что 
функция вида fo{p, e~ph) целая. Верно и обратное утверждение.
Т е о р е м а  1. Дробно-рациональная функция имеет D -структуру,
если и только если степень переменной р  в полиноме К (р , А) не больше сте­
пени переменной р  в полиноме d\{p) и производные функции К {р ,е ~ р1г) по 
переменной р удовлетворяют равенствам
(12) tfW (p *,e -J*A) =  0, i =  0,/fc- l ,  k =  T^L.
Доказательство теоремы 1 см. в [12, раздел 2].
3. Достаточные условия FSA-регулятора
Считаем, что для системы (1 ) выполнено условие спектральной управляе­
мости (2). Обозначим
М (р, А) =  [М1 (р ,А ) ,. . . ,М п(р, А)]' =
=  [ ( - l ) n+1mi(p, А), (~1)п+2т 2(р, А ),... ,т п{р,Х)]'
-  алгебраические дополнения к элементам (начиная с первого) последней 
строки матрицы W (p, А) =  р Е п — А(Х). Здесь
п —1
т ( р ,  А) =  ^~2mij{X )p j ~l , г =  1 , п -  1 , 
з= 1
П—1
71 — 1
(13)
=  т п(р, А) =  ^  m nj^A V '- 1  +  р
з=1
-  миноры, полученные вычеркиванием г-го столбца из первых гг — 1 строк 
матрицы W{p, A) (m7jj (А) -  полиномы).
На основании теоремы 1 последнюю строку матрицы Л(р, А) замкнутой 
системы, соответствующую регулятору (4), будем искать в виде
(14) е'пА (р , А) =  [fid(А) +  /і(р, А ),. . .  ,£„(А) +  f n(p, А)], 
где полиномы /} (р , A), j  =  1,п, имеют вид (10). Обозначим
(15) #(Р,А ) =  - d {p )  -  [g1(X),g2( X ) , . . . , g n{X) - р ] М { р ,  А).
Для построения FSA-регулятора полиномы <?j(А), І =  1,п, далее подбираются 
так, чтобы функция К (р , X) удовлетворяла условиям теоремы 1 .
Пусть .Pj* =  { G С , k  — 1,/xi} — множество различных чисел таких, что 
при некотором А*. 6  С пара (р£, Xf.) решение системы
(16) Mi{p, А) =  0, г =  1, п.
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Набор Р*  содержит инвариантные [4, 5] спектральные значения, которые не 
“убираются” из конечного спектра замкнутой системы дифференциально­
разностным регулятором. Это видно из разложения характеристического 
определителя замкнутой системы п о п - 1  первым строкам на основании тео­
ремы Лапласа.
Ввиду условия (2) полиномы Mi(p, A), г =  1, п, не имеют [4] общего мно­
жителя, зависящего от А, поэтому множество Р*  конечно. Согласно теоре­
ме Гильберта о нулях найдется векторный полином А) =  [щ (р, А), . . .
. . . ,  </?п(р, А)], при котором
(17) ір1(р,\)М 1(р,\) +  . . .  +  <рп(р, \)Мп(р, А) =  d i(p ), 
где полином
Ml
(18) di(p) =  Y [ ( p - p * k)lk
к=1
имеет корнями все числа р*к 6  Р*, найденные из системы (16).
Т е о р е м а  2. Пусть выполнено условие спектральной управляемости  (2). 
Для того чтобы регулятор  (4) был FSA-регулятором, достаточно:
1) в разлож ени и  (17) обеспечить, чтобы степень переменной р в числи­
теле к аж дой  дроби (p i(p ,\)K(p ,\)/d i(p), i =  1 ,п , была не больше степени 
переменной р  в знаменателе, и в ( 1 4 )  полож ит ь
(19) [/i(p,A ),...,/n(p,A )] =  ip '(p ,\)K(p ,\)/d1(p);
2) выбрать полиномы g i (X ) , . .. ,gn(А) так, чтобы функция K (p ,\ ) /d i(p )  
удовлетворяла условиям теоремы 1.
Д о к а з а т е л ь с т в о .  Ввиду условий 1), 2) доказываемой теоремы и теоре­
мы 1 функции ipi(p, Х)К(р, \ ) /d i(p ) , i  =  1 ,п, а значит, и компоненты вектор- 
функции [fi(p, А f nip, А)] имеют D -структуру. Покажем, что замкнутая 
система (1), (4) имеет характеристический полином dip).
Разлагая характеристический определитель |р Е п — А{р, А)| замкнутой си­
стемы (1), (4) по последней строке, получаем
(20) \рЕп -А (р ,\ )\  =  -  [сц{\) +  f i (p ,  X),. . .  ,gn{X) +  fnip, X) ~ р ]М {р ,\ ) .
Умножая обе части (19) справа на М(р, А) и учиты вая (17), получаем ра­
венство
[flip, А), • • •, fnip, \)]М (р,\) =  Кір,\)і<р'{р, А)М(р, \))/d i{p)  =  K ip ,  А),
из которого следует
|р Е п -  А{р, А)| =  -  [5 1 (A),. . .  ,дп{\) - р ]  M ip,  А) -  K ip ,  А).
Ввиду (15) замкнутая система (1), (4) имеет конечный спектр с полино­
мом dip). Теорема доказана.
Чтобы обеспечить условие 1) теоремы 2, приведем систему (1) к систе­
ме с конечным спектром, характеристический полином которой возьмем в 
виде diip)  (см. (18)).
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4. Приведение системы (1) к системе конечного спектра посредством 
дифференциально-разностного регулятора
Замкнем систему (1 ) регулятором 
(21)
u(t) =  - a ( X D,x(t))  +  yi(t), 
Vi (t) =  У2(t),
yr (t) =  z'(XD)x(t) +  z'(\D)y{t), t >  0.
Здесь y{t) =  [yi(t) , . . . ,  yr(t)Y -  вспомогательные переменные; z\Xd ) =  
=  [2 і ( Лд ) , . ,  гп(Хо)\, z'(XD) =  [гп+і(Х в), ■ ■ •, zn+r(XD)\ -  векторные полино­
мы, подлежащие определению.
Таким образом, матрица замкнутой системы (1), (21) порядка N  =  п +  г 
имеет вид
А(\) =
ац(А) o-in(A) 0 0
Оп-ід(А) . • —l,n(A) o . . 0
0 0 1 0
0 0 0 1
. ^i(A) zn{ A) ^n+i(A) • • %П+г(Х)
и замкнутая система, как и исходная система (1 ), -  запаздывающего типа. 
Пусть
Л(А) =
оц(А) . . .  ain(A)
0"п—1,1 (А) . . .  ап—1 П[Х) 
0 . . .  0
Ввиду (3) 6 (A) =  |С(А)| ф 0 при некотором А £  С. Множество корней поли­
нома 6 (A) обозначим Лд =  {А* € С, г =  1,/х |5(Aj) =  0 } , vt -  их алгебраические 
кратности. Запишем матрицу А (А) размеров N  х N  (N  =  п +  r), полученную 
из матрицы А(\) заменой элементов последней строки нулями.
Обозначим: едг =  [0 ;. . .  ;0; 1]' -  JV-вектор-столбец, С (А) =  [едг, Л(А)едг,. . .  
. . .  , Ал,“ 1 (А)едг]. Нетрудно видеть, что в силу (3)
rank едг, А(А)едг,. . . ,  А (А)ем N  при некотором А £ С.
Рассмотрим характеристический полином: \рЕ^—А(Х)\ =  pN+a\(X)pN L + 
+  .. • +  ajv(A). Очевидно, что а*(А) =  0, г =  п, N. Пусть
S(X) =  C (X )C -L(X), С ( X) =  [eN,F {X )eN, . . . , F N- \ X )e N],
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0 1 0
0 0 0
0 0 1
_ -адг(А) —адг-і(А) .. . -tti(A ) .
тогда
(22) 5 - 1 (А) =  С (А )С -1 (А), А 0 Л 5.
Свойства матрицы S'” 1 (А) изучены в [13]. Первые п строк и первые 
гг столбцов матрицы S'- 1  (А) содержат матрицу S '- 1  (А), отвечающую случаю, 
когда N  =  п (г =  0), т.е. записанную для матрицы Л(А) =  -4(A).
Рассмотрим наименьшее общее кратное
А
(23) 5( А) =  LCM {9 l l ( A ) , g i , „ - i ( A ) }  =  Ц ( \  -  А *)*
г=1
знаменателей (общий знаменатель) элементов вц(А)|5'(А)|“ 1, . . .  
. . . ,  s ijn_i(A)|S'(A)|“ 1 первой строки [S,_1 (A)]i матрицы S ~ 1(А). Строку 
[S“1 (A)]i можно найти как алгебраические дополнения к элементам послед­
него столбца матрицы С ( А), деленные на д(Х) =  |С(А)| (см. (22)).
Пусть pi(p) =  pNi +  atiipNi~l +  . . .  +  а.г\r -  минимальный полином матри­
цы .A(Aj), г =  1,/i. Напомним, что рі(р) можно найти [14, с. 100] по формуле 
ріір) =  Iр Е п ~ A{Xi)\/Gn-\(p,Xi), где Gn- i ( p ,  Xi) -  наибольший общий дели­
тель миноров порядка п  — 1 матрицы р Е п — А (Хг). Комплексные \г входят в 
=  {Ai Е С , г =  1 , jj, |d(Aj) =  0 }  сопряженными парами, поэтому полином
М р ) =  LCM {р? (р) , i =  ! ,  Д} =  PN +  7iP jV_1 +  • • • +  7 n
-  наименьшее общее кратное полиномов {р^г{р), i =  1 . р } -  имеет действи­
тельные коэффициенты. Если степень N  полинома <к){р) меньше, чем п, то 
домножим его на произвольный полином do(p) с действительными коэффи­
циентами степени п — N:
(24) di(p) =  d0(p)do(p) = P N +  7 іРДГ_1 +  • • • +  7лг, N  > п.
В [13, 15] доказано утверждение.
Л е м м а  1. Д ля того чтобы замкнутая система  (1), (21) имела конечный 
спектр \рЕн — -4(A)| =  d\(p), достаточно в регуляторе  (2 1 ) полож ит ь
(25) [z'(X), z'(X)} =  [ajv(A) - 7 лг, • • •, «х (А) -  7 i]*S' 1 (А) =  - [ S _ 1 (A)]idi (Ж л))> 
здесь [£_ 1 (А)]і -  первая строка матрицы S~ 1(А).
Р
по
зи
то
ри
й Б
НТ
У
Элементы строки (25) должны быть полиномами -  именно этому требова­
нию подчинена конструкция полинома do(p).
З а м е ч а н и е  1. Как видно из доказательства леммы 3 в [15], для того 
чтобы элементы строки (25) были полиномами, достаточно, чтобы полино­
мами были элементы строки [5_ 1 (А)]і<іі(А(А)). Поэтому проверяем, нельзя 
ли уменьшить кратности kj  корней pj. j  =  1, .%• [, полинома (24) так, чтобы 
элементы строки [S' - 1 (Л)] i d\ (А(Х)) оставались полиномами.
З а м е ч а н и е  2. Если в (24) N  =  п (г =  0), вместо управления (21) возь­
мем
(26) u(t) =  —a(\D,x{t))  +  z'(XD)x(t), t > 0 .
Замкнутая система (1), (21) будет иметь характеристический полином d\{p).
Лемму 1 можно использовать для приведения системы (1) к системе с 
конечным спектром (содержащим инвариантные спектральные значения!), а 
можно использовать для получения (см. раздел 5) разложения (17).
5. Вычисление коэффициентов FSA-регулятора (4)
Т е о р е м а  3. Условие спектральной управляемости  (2) необходимо и до­
статочно для существования FSA-регулятора (4).
Д о к а з а т е л ь с т в о .  Необходимость. Пусть регулятор (4) обеспечивает 
замкнутой системе ( 1 ), (4) характеристический полином (6 ). Разлагая харак­
теристический определитель \рЕп — А(р, e~ph)\ замкнутой системы по послед­
ней строке, получаем
dip) =  -  [9i { e ^ h) +  fi{p,  e-i>h) , . . . ,  gn{ e ^ h) +  Snip, e~ph) ~ p] M{p, e ^ h).
В правой части этого выражения все функции целые, поэтому, если усло­
вие (2) при некотором ро €  С нарушается, т.е. М(ро, e~poh) =  0, то d(po) =  0. 
Значит, ро ~ инвариантное спектральное значение при любом допустимом 
регуляторе (4). Это противоречит существованию F SА-регулятора, обеспечи­
вающего произвольный конечный спектр.
Достаточность. Считая выполненным условие спектральной управляе­
мости (2 ), построим для системы (1 ) FSA-регулятор вида (4), обеспечиваю­
щий замкнутой системе произвольный конечный спектр.
1) получение разлож ени я  (17). Поскольку спектр замкнутой системы (1),
(21) конечен: w(p, X) =  d.t ip), то разлагая определитель d\ (р) =  \рЕм — Л(А)| 
по последней строке, получаем равенство (17)
-ziiX)Mi{p,  А ) - . . .- (z „ (A )+ in+i(A)p-K • .+ z n+riX)pr ~ р г+1)МпІр, А) =  di(p),
где
(pi{p, X) =  -ZiiX), г =  1 , n — 1 ;
<Pn(pA) =  ~{zniX) +  zn+i{X)p +  . . .  +  zn+r{X)pT - p r+1)
-  полиномы, вычисляемые с помощью (25).
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Так как степень полинома К (р,Х )  не больше те — 1, то степень числителя 
каждой дроби в равенстве (19) ірі(р, \ )К(р.  Л) jd\ (р). i =  1 ,п , по переменной р  
не больше N  степени знаменателя. Значит, условие 1) теоремы 2 выполнено, 
остается найти полиномы ді(Л), г =  1 ,п ;
2) вычисление полиномов g i(X ), . . .  , д п(Х). Покажем, как выбрать по­
линомы <?i(A),. . . ,  дп{Х) так, чтобы функция К  (р. А) удовлетворяла усло­
виям (1 2 ), т.е. чтобы обеспечить условие 2) теоремы 2 . Обозначим д'{А) =  
= [#i(A),. . .  ,д п(Х)]. Функцию К (р ,  А) запишем так
Пусть полином di(p)  имеет вид (11) и Р* =  {pk £ С, k =  1, L } -  множество 
его различных корней, тогда должно выполняться условие (1 2 ), равносильное 
следующему:
В результате получим систему линейных алгебраических уравнений относи­
тельно неизвестных
Поскольку выполнено условие спектральной управляемости (2), то сре­
ди чисел M j(pk ,e~Pkh), j  =  1, гг, при любом А: =  1, L есть отличное от ну­
ля число. Поэтому при каждом к £  1 ,Ь  из первого уравнения (г =  0) най-
и т.д. Система (29) имеет бесконечное множество решений ввиду того, что 
если M jo(pk,e~Pkh) ф 0 , то остальные неизвестные g f * { Afc), j  ф j° ,  могут вы­
бираться произвольными.
также комплексно сопряжены. Поэтому система (29) для комплексно сопря­
женных пар {//, р * } Е Р*  имеет комплексно сопряженные решения
Окончательно полиномы <?i(A),. . .  ,д п(А) получаем как интерполяционные 
полиномы Лагранжа -  Сильвестра по значениям (30), найденным из систе­
мы (29). Согласно [14, с. 110] полиномы </i(A),. . . ,  дп(Х). полученные по интер­
поляционным значениям (30), будут иметь действительные коэффициенты.
3) дробно-рациональные функции j\(p, X),. . . ,  f n(p , А) получаем по форму­
ле (19), которой предшествует вычисление функции К (р ,  А) по формуле (15). 
FSA-регулятор построен. Теорема доказана.
(28) К (р ,  А) = р М п(р, А) -  d(p) -  g'(X)M(p, А).
(29)
d ^ g ' te -P ^ M & e-P b ))  
dp1 p=pk
<&(pMn(p,e  ph) - d ( p ) )  
dp1 p=pk
% =  0, lk — 1, к — 1, L.
(30) Xk e A* = {Xk = e~Pkh\pkeP*, к = 1, L}.
дем gj(Xk), j  =  l . n ,  из второго уравнения (i =  1) найдем д ^ ( Х к), j  =  1 ,n,
Для комплексно сопряженных чисел р*,р*  числа А* =  е p*h, X* =  е p*h
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З а м е ч а н и е  3.  Полиномы д і (Х) ,  г =  1 , п ,  в регуляторе (4) можно нахо­
дить методом неопределенных коэффициентов, как решение системы ли­
нейных алгебраических уравнений (29). Степени полиномов д і (Х) ,  г =  1,п, 
получаем из совокупности интерполяционных значений (30): deg(f/j(A)) ^
^ 12к= 1 — 1 -
6. Заключение
При доказательстве теоремы 3 фактически дан алгоритм получения ко­
эффициентов регулятора (4), обеспечивающего выполнение условий теоре­
мы 2 , и, значит, желаемый спектр замкнутой системы запаздывающего типа. 
Коэффициенты регулятора (4) определяются неоднозначно, поэтому при их 
вычислении можно вводить дополнительные ограничения. Например, можно 
потребовать, чтобы кратность запаздываний в регуляторе (4), определяемая 
степенями полиномов gj{Xd), Qkij(A/j), j  =  1 ,п ,  была минимальной. Тем са­
мым будет минимизирован объем необходимой информации о прошлых со­
стояниях объекта управления. Если считать коэффициенты исходной систе­
мы (1 ) управления интервальными, то полиномиальные коэффициенты ре­
гулятора можно подчинить требованию робастной устойчивости замкнутой 
системы.
Кроме способа, изложенного при доказательстве теоремы 3, разло­
жение (17) можно получить следующим образом. Рассматривая полино­
мы Mj(p, А), г =  1,п, как полиномы от А с дробно-рациональными коэф­
фициентами, зависящими от р. по алгоритму Евклида найдем векторный 
полином ф(р, А) с дробно-рациональными коэффициентами от р  такой, что 
ф'(р, Х)М(р. А) =  1. Домножая обе части последнего равенства на общий зна­
менатель компонент вектора ф'{р, А), получаем
(31) ф;{р,Х)М{р,Х) =  di(p).
Степень переменной р  в К (р ,  А) не больше (см. (15)), чем п — 1. Ввиду тео­
ремы 2  потребуем, чтобы степень переменной р  в числителе каждой дроби 
фі(р, Х)К(р, X)/di(p), i =  1,гг, была не больше степени переменной р  в зна­
менателе. Компоненты Mi(p, А), і =  1 ,п  — 1, векторного полинома М(р,Х) 
относительно р  имеют степень не выше га — 2. Если степень Д полинома d\ (р) 
меньше, чем 2п — 3, то обе части равенства (31) домножим на полином d^ip) 
с действительными коэффициентами степени 2п — 3 — Д. В  частности, мож­
но за счет выбора d^{p) в разложении полинома d\ (р) на множители уве­
личить кратности инвариантных значений так, чтобы deg(d 2 (p)d\(p)) =  
=  2п — 3. Степени полиномов d2 (p)ф l(p ,X ),. . .  ^ 2 (р)фп-і(р ,Х )  относитель­
но р  сделаем меньше, чем га — 1 степень переменной р  в полиноме Мп(р, А). 
Если степень переменной р  полинома ё 2 (р)фі(р, А), г =  l ,n  — 1, не меньше 
чем га — 1, то представим его в виде d2(р)фі(р, А) =  (р, А)Мп(р, А) +  <рг(р, А),
где £j(p, A), <рі(р, А) -  полиномы. Это возможно, так как полином Мп(р. А) =  
=  т п(р,Х) имеет вид (13). Поскольку степень полинома d\ (р) =  d\{p)d2{p) 
равна 2 п — 3, то после указанных преобразований степень полинома </?п(р> А) 
в разложении (17), полученном из (31), относительно р  будет равна га — 2.
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Степень переменной р  в полиноме К(р ,Х )  не больше чем п — 1, поэтому 
^ g p((pi(p,X)K(p,X)) < degp(di(p)), i =  I , п.
Для системы (1) можно построить динамический регулятор, содержащий 
распределенное запаздывание только по одной переменной. Замкнем систе­
му (1 ) регулятором
(32) ( u(t) =  - a(XD,x ( t )) +y\(t),Ўі(і) =  У2 (t),
yr (t) =  z'{XD)x{t) +  z'(XD)y(t) +  yr+i{t), 
, Ўг+і(і) =  u(t), t >  0 ,
где полиномы z'(X),z'(X) задаются посредством (25), й(1) — новое управление, 
которое будем искать в виде (4) по изложенной в разделе 5 схеме. Порядок 
замкнутой системы будет равен N  +  1, и такова должна быть степень желае­
мого характеристического полинома d(p).
Первые N  уравнений системы (1), (32) содержат подсистему (1), (21). Вви­
ду леммы 1 эта подсистема имеет конечный спектр. Ее характеристический 
полином обозначим через d\{p). Столбец алгебраических дополнений к эле­
ментам (начиная с первого) последней строки характеристической матрицы 
системы (1), (32) имеет вид
М(р,Х) — [Mi(p, Л), . . . ,  Мп(р ,\ ),М п(р,\)р, . . . ,  M n(p,X)pr , di(p)}'.
Равенство (19) будет таким:
(33) [/ i (p ,A ) , . . . ,/ jv (p ,A ) ,/ jv + i (p ,A ) ]  =  [ 0 , . . . , 0 , l } K ( p , X ) / d 1(p).
Здесь функция К  (/>) задается формулой (15) с заменой п на N  +  1 и М (p. X ) 
на М(р, А), поэтому по переменной р  степень числителя дроби К (р , X)/d\(p) 
не больше степени знаменателя. Следовательно, условие 2) теоремы 1 вы­
полнено. Полиномы gi(A), i =  1, N  +  1, находим, как и ранее, из условия (12). 
В данном случае регулятор вида (4) будет содержать распределенное запаз­
дывание только по вспомогательной переменной уг+ \ ■
З а м е ч а н и е  4. Если в (24) N  =  п ( г  =  0), вместо управления (32) возь­
мем
(34)
u(t) =  -а (А D ,x(t)) +  z'(XD)x(t) +  yi (t ), 
ўі (t) =  u(t), t >  0 .
Процедуру построения FSA-регулятора поясним на примере.
П р и м е р  1. Рассмотрим систему управления с матрицами вида
' 1 А 0 1  Г О '
Л(А) =  А 0 А , Ь =  0 , h =  In 2.
0  0  0  J [ 1
Данная система имеет бесконечный спектр (А =  e~ph)\ w{p , А) =  рл — р2 —рХ2.
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Запишем алгебраические дополнения
М і{р, А) =  А2, М2 (р,А) =  ( - 1  +  р)А, М3(р, А) =  - р  +  р2 -  А2
к элементам последней строки характеристической матрицы р Е 3 — А(Х). Най­
дем множество решений (р, А) системы Мі(р, А) =  0, г =  1,3: {(0; 0), (1; 0)}. 
Поскольку гГ ph ф А, то система спектрально управляема, и FSA-регулятор 
существует. Для его построения реализуем пп. 1)—3), изложенные при дока­
зательстве теоремы 3.
Ввиду (22) находим строку [ S " 1 (A)]i как алгебраические дополнения к 
элементам последнего столбца матрицы С(Х), деленные на 3(Х) =  —А3. Сле­
довательно, [S~x(A)]i =  [—1/А2, 0,0] и 5(A) =  А2.
Для корня Ai =  0 полинома 6(Х) вычисляем минимальный полином 
р\ (р) =  (—1 +  р)р  матрицы /1(А] ). Согласно (24) и замечанию 1, в качестве 
характеристического полинома системы (1 ), (2 1 ) возьмем
(35) di{p)  =  pi{p)p  =  ( - 1  + р ) р 2.
Применяя (25), где [Sl_1 (A)]i =  [5_ 1 (А)]і, Л (А) =  -Д(А), получаем 
[z'{X),z'{X)} =  - [ 5 - 4 A ) ] i i 2 (A)(i(A ) -  Е 3) =  [ - 1 , - А , 0 ] .
Таким образом, в разложении (17) ввиду (27) (г =  0)
[<£i (р> А) > V?2 (р, А), да (р, А)] =  [1, А, р].
В  качестве характеристического полинома замкнутой системы возьмем 
d(p) =  (р +  1 )(р +  2 )(р +  3). Согласно условию 2 ) теоремы 2  функция
К (р ,  X) —d{p) -  [£i(A),2 2 (A), Зз(А) — р ] М (р, А)
( р - 1 )р2 ( р - 1 )р2
долж н а бы ть целой. Из системы (12), где р\ =  0 , 1\ =  2; р2 =  0 , 12 =  1, находим 
полиномы
Si (А) =  -1 7 6 , 5 2 (A) =  12 -  ЮЗА, д3(Х) =  -7 9 .
П олучаем (см. (15))
К {р ,  А) =  - 6  -  90р +  72р2 +  12А -  12рА -  6 А2 +  102рА2.
П оследняя строка матрицы А(р, А) замкнутой системы ввиду (14) такова:
[—176 +  f i {p ,  А), 12 — ЮЗА +  Xfi(p, А), —79 +  /з(р, А)],
, . 9 6 (-1  +  А)(1 +А ) , 6 ( - 1  +  А) 2 2 4 (-1  +  2А)(1 +  2А)
П{Р, AJ = ------------------------------- 1---------- 2---------1------------------------------- ’р р1 — 1 +  р
А ( л А ) =  7 2 + * < = 1 ± ^  +  ? 1 Н ± ^ ) .
Р - 1  + Р
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Окончательно регулятор (4), обеспечивающий замкнутой системе харак­
теристический полином d(p) =  (р — 1)(/) +  2 )(р +  3), имеет вид
u(t) =  -176ж і (t) +  жі (f) +  (12 +  103Ao)x2(і) +  x 2(t -  h) -  7x 3(t) +  x 3(t), t >  0, 
h h 
Xi(t) =  6 J (16(1 +  Ад) +  Aoh)xi (t  — s)ds — 6 J  s {—1 +  Ao)x i( t  — s)ds— 
о
h
—24 J  es( l  +  2Xu)xi(t — s)ds, г =  1 , 2 , 
о
h h 
Хз(і) =  J ( - 1  +  Ад)ж3(£ -  s)ds -  24 J  es( l  +  2\D)x3{t -  s)d
Применяя лемму 1, построим динамический регулятор, содержащий рас­
пределенное запаздывание только по одной переменной. Векторный поли­
ном (25) имеет вид
*'(А) =  [ -1 , - А, 0 ] .
В данном случае г =  0, поэтому z'(А) отсутствует. Выбирая управление (26), 
получаем систему с характеристическим полиномом d\(p) =  (—1 +  р)р2.
Пусть задан характеристический полином d(p) =  (р +  1.)(р +  2)(р-\- 3)(р +  4) 
замкнутой системы (1), (34). Решая систему линейных алгебраических урав­
нений (1 2 ): pi  =  0 , li =  2 ; р2 =  0 , h  =  1 , находим полиномы
[51 (А) , . . . ,  дА (А)] =  [—8 8 6  +  812А, —764 +  714А, 0,0]
и функцию
к(р, А) =  -2 4  -  50р -  35Р2 - 1 1  р3 -  764А +  764рА +  1600А2 -  714рА2 -  812А3 
Пользуясь равенством (33), определяем
[Л(р, А), • • •, h i p ,  А)] =  [0,0,0,1] КІР,  А )М  ІР),
, , „  4 (—1 +  А) 2 ( 6  +  203А) 2(—1 +  А) ( —37 — 37А +  406А2)
U(P, А) =  -1 1  Н------------------j ---------------- 1--------------------------------------------------pZ р
2(—1 +  2А) ( - 6 0  -  120А +  203А2)
- 1  + р
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Записываем регулятор (34)
' u ( t )  =  - X i ( t )  -  X 2 ( t  -  h )  +  y i { t ) ,
ўi(t) =  ( -8 8 6  +  812XD)Xl(t) +  ( -7 6 4  +  7UXD)x2(t) -  l l y i ( t ) -
h
- 4  J  s ( - 6 -  m \ D +  203Лд) yi(t -  s)ds—
0
h
- 2  J  ( - 3 7  -  Ад(37 +  12/г) -  406A|,(-1 +  ft,)) yx(t -  s)ds+
0
h
J  es (—60 — 120Ад +  203Ад) y\(t — s)ds, t >  0, 
о
имеющий распределенное запаздывание только по вспомогательной перемен­
ной у\.
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