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Abstract
Scaling clustering algorithms to massive
data sets is a challenging task. Recently,
several successful approaches based on
data summarization methods, such as
coresets and sketches, were proposed.
While these techniques provide provably
good and small summaries, they are in-
herently problem dependent — the prac-
titioner has to commit to a fixed clus-
tering objective before even exploring the
data. However, can one construct small
data summaries for a wide range of clus-
tering problems simultaneously? We affir-
matively answer this question by propos-
ing an efficient algorithm that constructs
such one-shot summaries for a large fam-
ily of k-clustering problems while retain-
ing strong theoretical guarantees.
1 Introduction
Clustering is a fundamental unsupervised learning
task with a myriad of applications ranging from
statistical data analysis and pattern recognition to
data compression. The task is to partition a set
of elements into groups such as to minimize some
objective. The most popular algorithms, such as
k-Means, compute clusterings which aim to mini-
mize the expected (squared Euclidean) distance of
a point to the closest cluster center. While com-
puting the optimal clustering is usually NP-hard, a
wide variety of provably good and practical approx-
imation algorithms have been developed [2, 4, 5, 9].
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While these algorithms perform well on sufficiently
small data sets, they fail to scale to the massive
data setting. To address this issue, several data
summarization approaches were recently explored.
The idea is very intuitive — instead of solving the
problem on the full data set, one first summarizes
the data set and then solves the problem on the
summary. One of the most prominent approaches
is based on coresets — small summaries of the data
set which guarantee that the solution on the sum-
mary is competitive with the solution on the full
data set [8]. Interestingly, for a fixed clustering
problem, such as k-Means, one can efficiently com-
pute a small coreset whose size is sublinear in, or
even independent of the size of the data set [7, 17].
The main drawback of these approaches is that the
coreset construction is inherently tied to the clus-
tering problem. This is a significant drawback, as
one usually explores several objective functions and
chooses the one which best fits the application at
hand. For example, given a data set drawn from a
mixture of spherical Gaussians, k-Means is a well-
suited objective. However, if one adds uniform ran-
dom noise to this data set, one might want to con-
sider k-Medians to ensure robustness. In general,
selecting the best clustering objective a priori is
hard, and one usually considers several clustering
objectives. Hence, a natural question is whether
one can construct a small coreset that is provably
good for all k -clustering problems simultaneously?
Our contributions. In this work, we
1. introduce and motivate the concept of one-
shot coresets, i.e., data summaries suitable for
multiple clustering problems simultaneously,
2. propose and theoretically analyze an efficient
algorithm to construct such summaries for a
large family of k-clustering problems, and
3. improve on state of the art coreset construc-
tions for both metric and Euclidean spaces.
ar
X
iv
:1
71
1.
09
64
9v
3 
 [s
tat
.M
L]
  2
0 F
eb
 20
18
One-Shot Coresets: The Case of k-Clustering
2 Background and Related Work
k-clustering problem. Let X denote a set of n
equally weighted points and let d : X ×X → [0,∞)
be a metric defined on X . The goal of metric k-
clustering with p ∈ [1,∞) is to select a set Q ⊆ X
of at most k cluster centers which minimizes
φpX (Q) =
1
|X |
∑
x∈X
d(x,Q)p =
1
|X |
∑
x∈X
min
q∈Q
d(x, q)p.
Similarly, for a weighted set C with weight func-
tion w : C → R≥0, we define φpC(Q) =∑
x∈C w(x) d(x,Q)
p. The Euclidean k-clustering
problem is to find a set of at most k centers in
Rd that minimizes
φpX (Q) =
1
|X |
∑
x∈X
min
q∈Q
‖x− q‖p2.
This formalization generalizes the most popular
clustering problems such as k-Median (p=1), k-
Means (p=2) and k-Center (p→∞). We note that
in general metric spaces the cluster centers have to
be data points, whereas in Euclidean spaces they
can be arbitrary points in Rd.
Dp-sampling. In general, the k-clustering prob-
lem is NP-hard, even in the Euclidean plane with
p = 2 [13]. However, it is possible to obtain an
approximation of the optimal solution using Dp-
sampling [2] as described in Algorithm 1: One first
samples an initial cluster center uniformly at ran-
dom from the data set X . Then, in each of k − 1
subsequent iterations, a data point is sampled as
a new cluster center with probability proportional
to d(·, C)p, where C is the set of already sampled
cluster centers. For any fixed p, Algorithm 1 re-
turns a solution which is O(2p log k) competitive
with the optimal solution in expectation [2].
Coresets. Coresets are a proven way to scale sev-
eral instances of the k-clustering problem [10, 11,
14, 17]. The idea is to compute a small represen-
tative summary C of the original data set X , such
that the underlying objective function, e.g. φpX (Q),
is well approximated by the objective based on the
summary C, i.e., φpC(Q). One may then show that
solutions obtained on the summary C are provably
competitive with solutions trained on X [8]. For
many problems, such as k-Median or k-Means, the
coreset size is independent of the size of X , which
makes them a great candidate for large-scale infer-
ence as more computationally expensive methods
Algorithm 1 Dp-Sampling
Require: data set X , k, p
1: Uniformly sample x ∈ X and set B = {x}.
2: for i← 2, 3, . . . , k do
3: Sample x ∈ X with probability
d(x,B)p∑
x′∈X d(x′,B)p
and add it to B.
4: return B
may be used on the small summary [8]. Further-
more, coresets satisfy strong compositional proper-
ties [1, 14]. As soon as one has a valid coreset con-
struction, one essentially obtains efficient stream-
ing and parallel coreset constructions for free.
A key drawback of the state-of-the-art coreset con-
structions is that the clustering problem needs to
be specified a priori. From the practitioners point
of view, this is a drawback, as one might like to ex-
plore several objective functions and then choose
the one which best fits the application at hand.
While one might try to construct different core-
sets for different clustering problems, there are sub-
stantial drawbacks: One might want to explore an
unbounded number of clustering problems simul-
taneously, making a brute-force approach unsuit-
able. Similarly, large data sets can often only be
stored in distributed systems or arrive as a stream.
As such, it is advantageous to directly construct a
single coreset that provides guarantees for multi-
ple objective functions simultaneously, instead of
sequentially constructing coresets for specific clus-
tering problems as the data is explored.
3 Coresets for k-Clustering in
Metric and Euclidean Spaces
We first consider the k-clustering problem for a
fixed value for p. We introduce a coreset construc-
tion algorithm that results in state-of-the-art core-
set sizes for both Euclidean k-clustering and gen-
eral metric k-clustering. This algorithm will serve
as the foundation for the proposed one-shot core-
sets in Section 4.
There is a well-established notion of coresets for
the k-clustering problems k-Median and k-Means
[3, 10, 17, 18]. Intuitively, the cost function φpC(Q)
has to approximate the true cost φpX (Q) up to a
multiplicative factor of 1±ε. For Euclidean spaces,
Definition 1 generalizes this notion to k-clustering
with arbitrary, but constant values of p.
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Definition 1 (Coreset for Euclidean k-clustering).
Let ε > 0, k ∈ N and p ∈ [1,∞). Let X ⊂ Rd be a
set of n points. The weighted set C is an ε-coreset
of X for k-clustering in Rd with power p if, for any
set Q ⊂ Rd of cardinality at most k,
|φpX (Q)− φpC(Q)| ≤ εφpX (Q). (1)
Similarly, an established notion of coresets for met-
ric spaces given in [12] is generalized in Definition 2.
Definition 2 (Coreset for metric k-clustering). Let
ε > 0, k ∈ N and p ∈ [1,∞). Let X be an arbi-
trary set of n points and d(·, ·) a metric on X . The
weighted set C is an ε-coreset of X for k-clustering
with power p if, for any set Q ⊆ X of cardinality
at most k,
|φpX (Q)− φpC(Q)| ≤ εφpX (Q). (2)
3.1 Coreset construction algorithm
We first provide the intuition behind the coreset
construction and then present the algorithm in de-
tail. The objective function φpX (Q) may be refor-
mulated as the expected loss of a single point x
drawn uniformly at random from the data set X .
Hence, drawing a random subsample of X and eval-
uating a solution on that random subsample pro-
vides an unbiased estimator of the true objective
function. However, since the loss of data points
can be very different, random subsampling does not
guarantee the existence of a small coresets as de-
fined in Definitions 1 or 2 [8]. In fact, in the worst
case, the subsample would have to be of size Θ(n),
even for only a single query Q. In the presence of
unbalanced clusters and heavy-tailed data the issue
becomes ever more prominent.
The standard remedy to this difficulty is to use
importance sampling where points with a poten-
tially high impact on the objective function are
sampled with a higher probability, but assigned a
correspondingly lower weight [8, 15]. Formally, let
the sensitivity of x ∈ X be defined as in [15], i.e.,
σp(x) := sup
Q∈Q
d(x,Q)p
1
|X |
∑
x′∈X d(x′, Q)p
, (3)
where Q = Rd×k for Euclidean spaces and Q = X k
for general metric spaces. The sensitivity measures
the worst-case ratio between the loss of x and the
average loss over all possible queries Q. While the
Algorithm 2 Sensitivity
Require: data set X , p, δ, k
1: B ← Best solution of ln 1δ runs of Algorithm 1.
2: for each bi in B do
3: Bi ← Set of points from X closest to bi. Ties
broken arbitrarily but consistently.
4: α← 2p+3 (log2 k + 2)
5: for each bi ∈ B and x ∈ Bi do
6: s(x)← α2pd(x,bi)p
2φpX (B)
+
α4pφpBi
(bi)
4φpX (B)
+ 4
p|X |
4|Bi|
7: return s(·)
Algorithm 3 Coreset For Fixed p
Require: data set X , p, δ, m, k
1: sp(·)←Run Algorithm 2 with δ/2.
2: for each x ∈ X do
3: q(x)← sp(x)/
∑
x′∈X sp(x
′)
4: C ← Sample m weighted points from X where
each point x has weight 1|X |mq(x) and is sampled
with probability q(x).
5: return C
sensitivity itself may be hard to compute exactly,
it suffices to compute an uniform upper bound on
the sensitivity [8, 15]. To this end, we propose Al-
gorithm 2 which by the following Lemma provably
computes such an upper bound s(·).
Lemma 1. For k ∈ N, p ≥ 1, δ ∈ (0, 1) and a data
set X of n points, let s : X → R≥0 be the function
returned by a single run of Algorithm 2. Then, with
probability at least 1 − δ, sp(x) ≥ σp(x), ∀x ∈ X ,
and S = 1|X |
∑
x∈X sp(x) ≤ 8pk. The computa-
tional complexity of Algorithm 2 is O(ndk log 1δ ).
The proof is presented in the Appendix. Algo-
rithm 2 effectively extends the sensitivity bound of
[17] to both metric and Euclidean k-clustering. In-
tuitively, we first compute a rough approximation
B to the optimal clustering using Dp-sampling and
then use that solution to bound the impact of each
data point exploiting the triangle inequality in the
underlying metric space.
The resulting coreset construction for k-clustering
is detailed in Algorithm 3. We first compute the
sensitivity bound s(·) using Algorithm 2 and then
perform importance sampling proportional to s(·).
The total computational complexity of Algorithm 2
is O(ndk log 1δ ). In Sections 3.2 and 3.3, we prove
that Algorithm 3 computes small coresets for k-
clustering in Euclidean and general metric spaces.
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3.2 Coreset size for general metric spaces
Theorem 1. Let ε ∈ (0, 1), δ ∈ (0, 1) and p ∈
[1,∞). Let X be a data set of n points and d(·, ·)
a metric on X . Then, for
m ≥ 8
p+3k
3ε2
(
1 + k log n+ log
2
δ
)
the weighted set C returned by Algorithm 3 is a
ε-coreset of X for k-clustering with d(·, ·)p, with
probability at least 1− δ.
Theorem 1 implies that the coreset size is only log-
arithmic in the number of data points n and in 1δ as
well as quadratic in both k and 1ε . The exponential
dependence on p quantifies the inherent difficulty
of k-clustering problems for general p.
For both k-Median and k-Means, Theorem 1 im-
plies a coreset size of O( kε2 (k log n+ log 1δ )). This
improves the result in Chen [12] by a log n factor.
Additionally, Algorithm 3 is more practical than
the one in Chen [12], works provably well for any
constant p, and has a substantially simpler proof.
Proof of Theorem 1. By Definition 2, we have to
show that Algorithm 3, with probability at least
1− δ, computes a weighted set C which satisfies
|φpX (Q)− φpC(Q)| ≤ εφpX (Q), (4)
or equivalently with S = 1|X |
∑
x∈X sp(x)∣∣∣∣ 1S − φpC(Q)SφpX (Q)
∣∣∣∣ ≤ εS , (5)
uniformly for all Q ⊂ X with |Q| = k. As Lemma 1
does not hold with probability at most δ/2, our
goal is to prove that (5) fails with probability at
most δ/2. Hence, for the remainder of the proof
we may assume that Lemma 1 holds.
Consider the function
gpQ(x) =
d(x,Q)p
φpX (Q)sp(x)
(6)
and note that, by Lemma 1 and the non-negativity
of d(·, ·), gpQ(x) is bounded in [0, 1]. Furthermore,
we have that
E
[
gpQ(x)
]
=
∑
x∈X
q(x)gpQ(x) =
1
S
(7)
where the expectation is taken with respect to the
distribution q(x) =
sp(x)
|X |S . Furthermore, since each
point x ∈ C has weight w(x) = S|C|sp(x) , we have
φpC(Q) =
∑
x∈C
w(x) d(x,Q)p =
1
|C|
∑
x∈C
S d(x,Q)p
sp(x)
,
and thus
φpC(Q)
SφpX (Q)
=
1
|C|
∑
x∈C
gpQ(x). (8)
By (7) and (8), to prove (5) we have to show that∣∣∣∣∣E[gpQ(x)]− 1|C|∑
x∈C
gpQ(x)
∣∣∣∣∣ ≤ εS , (9)
uniformly for all Q ⊂ X with |Q| = k.
We first show that (9) holds for a single solution
Q and then extend it to all solutions Q ⊂ X with
|Q| = k. Let Y1, Y2, . . . , Ym be zero-mean random
variables with |Yi| ≤ 1 for all i. Then, by the Bern-
stein inequality in [19], it holds for any t > 0 that
P
[
m∑
i=1
Yi > t
]
≤ exp
(
−
1
2 t
2∑m
i=1 E[Y 2i ] +
t
3
)
. (10)
For i = 1, 2, . . . ,m, let xi be the i-th sampled point
in C and define the zero-mean random variables
Yi = g
p
Q(xi)−
1
S
. (11)
Since both gpQ(xi) and
1
S are bounded in [0, 1], we
have |Yi| ≤ 1 for all i as well as
m∑
i=1
E
[
Y 2i
] ≤ m∑
i=1
E
[
gpQ(xi)
2
]
≤
m∑
i=1
E
[
gpQ(xi)
]
=
m
S
.
(12)
Applying (10) with t = mεS to both Yi and −Yi in
combination with a union bound implies that∣∣∣∣∣E[gpQ(x)]− 1|C|∑
x∈C
gpQ(x)
∣∣∣∣∣ > εS (13)
with probability at most
2 exp
(
−
1
2
m2ε2
S2
m
S +
m
S
ε
3
)
(ε≤1)
≤ 2 exp
(
−3
8
mε2
S
)
(14)
for any single Q.
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By the union bound, the probability that there ex-
ists a Q ⊆ X with |Q| ≤ k such that (13) holds is
hence bounded by
2nk exp
(
−3
8
mε2
S
)
(15)
since there are at most nk subsets of X of size at
most k. By Lemma 1, we further have that S ≤
8p+2k. Substituting m and S into (15) and simple
arithmetic manipulations yield that (13) holds with
probability at most δ/2. This implies that (9) holds
with probability at least 1 − δ uniformly for all
Q ⊆ X with |Q| ≤ k which concludes the proof.
3.3 Analysis for Euclidean spaces
Theorem 2. Let ε ∈ (0, 1), δ ∈ (0, 1) and p ∈
[1,∞). Let X be a data set of n points in Rd and
choose
m ≥ c8
ppk log k
ε2
(
dk log k + log
1
δ
)
,
where c > 0 is an absolute constant. Then, the
weighted set C returned by Algorithm 3 is a ε-
coreset of X for k-clustering in Rd with probability
at least 1− δ.
In contrast to metric spaces, the coreset size in
Euclidean spaces is independent of the number of
data points n. For the case of k-Means cluster-
ing the coreset size is of O( kε2 (dk log2 k + log 1δ ))
which improves the result of [17] by replacing a
factor k with log k. The proof of Theorem 2 is pro-
vided in the Appendix and uses a generalization of
the Vapnik-Chervonenkis dimension to [0, 1]-valued
functions to avoid a dependence on the number of
data points n as in Theorem 1.
4 One-shot Coresets for k-clustering
In this section, we investigate the question whether
one can compute small coresets for a large, infinite
family of k-clustering problems simultaneously. A
straightforward approach would be to simply com-
pute a single coreset for a fixed p and then use
that coreset for all desired values of p. However,
as p varies, the importance of points might wildly
change. For example, for k-Median (p = 1) few far
away points may safely be discarded while it is es-
sential to include them for k-clustering with larger
values of p. As such, it is critical to obtain a set
C that provides theoretical guarantees for different
values of p. Our main contribution is to show that
it is possible to compute such coresets for a large,
infinite family of k-clustering problems simulta-
neously. Analogous to the Definitions 1 and 2,
we propose the following intuitive notion of one-
shot coresets for k-clustering with all p ∈ [1, pmax]
where the practitioner may choose pmax ∈ [1,∞).
Definition 3 (Metric one-shot coresets). Let ε >
0, k ∈ N and pmax ∈ [1,∞). Let X be an arbi-
trary set of n points and d(·, ·) a metric on X . The
weighted set C is an ε-coreset of X for k-clustering
with d(·, ·)p and power p ∈ [1, pmax] if for any
set Q ⊆ X of cardinality at most k and for any
p ∈ [1, pmax]
|φpX (Q)− φpC(Q)| ≤ εφpX (Q). (16)
This novel notion of coresets can be similarly ex-
tended to Euclidean spaces.
Definition 4 (Euclidean one-shot coresets). Let
ε > 0, k ∈ N and pmax ∈ [1,∞). Let X ⊂ Rd
be a set of n points. The weighted set C is an ε-
coreset of X for k-clustering in Euclidean spaces
and power p ∈ [1, pmax] if for any set Q ⊂ Rd of
cardinality at most k and for any p ∈ [1, pmax]
|φpX (Q)− φpC(Q)| ≤ εφpX (Q). (17)
The key difficulty is that (16) and (17) have to hold
for all p ∈ [1, pmax] simultaneously.
4.1 Coreset construction algorithm
We propose Algorithm 4 which computes one-shot
coresets for k-clustering in both Euclidean and gen-
eral metric spaces. It works as follows: We first
cover the interval [1, pmax] with the exponential
grid P =
{
1, (1 + ∆), (1 + ∆)2, . . . , pmax
}
where
pmax is chosen by the practitioner. Then, we use
Algorithm 2 to compute an upper bound sp(x) on
the sensitivity for each p in the grid P . Finally,
we construct a coreset by performing importance
sampling proportional to s(x) =
∑
p∈P sp(x).
We first show that the choice of ∆ = 1logn is suffi-
cient to guarantee that Algorithm 4 computes valid
coresets for general metric spaces.
Theorem 3 (Metric one-shot coresets). Let k ∈ N,
ε ∈ (0, 1), δ ∈ (0, 1) and p ∈ [1, pmax]. Let X be
a data set of n points and d(·, ·) a metric on X .
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Then, for ∆ = 1logn and
m ≥ c16
pmaxk log n
ε2
(
k log n+ log
1
δε
)
,
where c > 0 is an absolute constant, the weighted
set C returned by Algorithm 4 is a ε-coreset
of X for k-clustering for all p ∈ [1, pmax]
with d(·, ·)p, with probability at least 1 − δ.
The computational complexity of Algorithm 4 is
O(nkd log n log 1δ log pmax).
Compared to Theorem 1, we require an additional
log n and log 1ε factor in the coreset size. Critically,
however, Theorem 3 still leads to small coresets
with a size only polylogarithmic in the number of
data points n. Similarly, we obtain the following
Theorem for Euclidean spaces.
Theorem 4 (Euclidean one-shot coresets). Let
k ∈ N, ε ∈ (0, 1), δ ∈ (0, 1) and p ∈ [1, pmax]. Let
X be a data set of n points in Rd, ∆ = 1logn and
m ≥ cS logS
ε2
(
dk log k + log
1
δε
+ log log n
)
where c > 0 is an absolute constant and
S = 16pmaxk log pmax log n. Then, the weighted set
C returned by Algorithm 4 is a ε-coreset of X for
k-clustering in Rd for all p ∈ [1, pmax], with proba-
bility at least 1− δ. The computational complexity
of Algorithm 4 is O(nkd log n log 1δ log pmax).
Theorem 4 implies one-shot coresets for Euclidean
spaces with size near-logarithmic in the number of
data points n, ignoring the log log n factors. Fur-
thermore, as in Theorem 2, the dependence on the
number of clusters k is of O(k2 log2 k) while the
dependence on the ambient dimension d is linear.
4.2 Analysis
The key technical difficulty in our proof of Theo-
rems 3 and 4 is to show that Algorithm 4 computes
coreset C uniformly for all p ∈ [1, pmax].
We start by showing that the sensitivity for
all p ∈ [1, pmax] may be bounded by the
sum of sensitivities for all grid points P ={
1, (1 + ∆), (1 + ∆)2, . . . , pmax
}
. First, we con-
sider a single interval in the grid, i.e. [p0, p0(1+∆)]
for some p0 ≥ 0. Lemma 2 shows that the sensi-
tivity for any p ∈ [p0, p0(1 + ∆)] may be bounded
by the sum of sensitivities of p0 and p0(1 + ∆) up
to a constant factor of at most n∆.
Algorithm 4 One-Shot Coresets
Require: data set X , k, pmax, ∆, m, δ
1: `←
⌈
log pmax
log(1+∆)
⌉
2: P =
{
1, (1 + ∆), (1 + ∆)2, . . . , (1 + ∆)`
}
3: s = 0
4: for each p ∈ P do
5: sp ← Run Algorithm 2 with δ/2`
6: s(·)← s(·) + n∆sp(·)
7: for each x ∈ X do
8: q(x)← s(x)/∑x′∈X s(x′)
9: C ← Sample m weighted points from X where
each point x has weight 1|X |mq(x) and is sampled
with probability q(x).
10: return C
Lemma 2. Let X be a set of n points and p,∆ ∈
R≥0. Then, for any θ ∈ [0, 1] and any x ∈ X , it
holds that
d(x,Q)p(1+θ∆)
φ
p(1+θ∆)
X (Q)
≤ nθ∆
(
(1− θ) d(x,Q)p
φ
p
X (Q)
+ θ d(x,Q)
p(1+∆)
φ
p(1+∆)
X (Q)
)
.
Proof. For θ ∈ {0, 1}, the claim trivially holds and
we henceforth only consider θ ∈ (0, 1). For positive
reals a, b, c, α, β, such that 1α +
1
β = 1, Young’s
inequality implies that
abc ≤ c
(
aα
α
+
bβ
β
)
. (18)
Consider the choice of α = 11−θ > 0 and β =
1
θ > 0
for which it holds that 1α +
1
β = 1− θ+ θ = 1. Let
a =
(
d(x,Q)p
φpX (Q)
)1−θ
b =
(
d(x,Q)p(1+∆)
φ
p(1+∆)
X (Q)
)θ
c =
φpX (Q)
1−θφp(1+∆)X (Q)
θ
φ
p(1+θ∆)
X (Q)
.
Then, by design, we have that
abc =
d(x,Q)p(1+θ∆)
φ
p(1+θ∆)
X (Q)
.
as well as
aα
α
+
bβ
β
= (1− θ)d(x,Q)
p
φpX (Q)
+ θ
d(x,Q)p(1+∆)
φ
p(1+∆)
X (Q)
.
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Hoelder’s inequality implies that
φ
p(1+θ∆)
X (Q) =
1
n
∑
x∈X
d(x,C)p(1+θ∆)
≥
(
1
n
∑
x∈X
d(x,C)p
)1+θ∆
= φpX (Q)
1+θ∆.
(19)
As a result,
c =
φpX (Q)
1−θφp(1+∆)X (Q)
θ
φ
p(1+θ∆)
X (Q)
≤ φ
p(1+∆)
X (Q)
θ
φpX (Q)(1+∆)θ
= nθ∆
( ∑
x∈X d(x,C)
p(1+∆)(∑
x∈X d(x,C)p
)1+∆
)θ
≤ nθ∆,
where the last inequality follows from
∑
x∈X d(x,C)
p(1+∆)
(
∑
x∈X d(x,C)p)
1+∆ =
∑
x∈X
(
d(x,C)p∑
x′∈X d(x′, C)p
)1+∆
︸ ︷︷ ︸
≤1
which concludes the proof.
As Lemma 2 is critical for our proof, we show that
it is tight up to constants.
Lemma 3. For any p > 0, ∆ ∈ (0, 1] and n ∈ N
sufficiently large, there exists a set X of n points
and a query Q of at most k points such that for
some x ∈ X
d(x,Q)p(1+∆/2)
φ
p(1+∆/2)
X (Q)
≥ n
∆/6
9
(
d(x,Q)p
φpX (Q)
+
d(x,Q)p(1+∆)
φ
p(1+∆)
X (Q)
)
The proof is provided in the Appendix and is based
upon an explicit construction of a data set X for
which the claimed lower bound is achieved.
Lemma 4 uses Lemmas 1 and 2 to show that Al-
gorithm 4 computes a valid sensitivity bound s(x)
for all p ∈ [1, pmax].
Lemma 4. Choose ∆ = 1logn and let s : X →
R≥0 be computed as in Algorithm 4. Then, with
probability at least 1− δ2 , it holds that
s(x) ≥ sup
Q∈Q,p∈[1,pmax]
d(x,Q)p
1
n
∑
x′∈X d(x′, Q)p
, (20)
where Q = Rd×k for Euclidean spaces and Q = X k
for general metric spaces. Furthermore, we have
|P | ∈ O(log n log pmax) and S = 1|X |
∑
x∈X s(x) ∈
O(8pmaxk log n log pmax).
Proof. Without loss of generality assume that ` =
log pmax
log(1+∆) and thus (1 + ∆)
` = pmax. Using a union
bound and applying Lemma 1 (with input proba-
bility equal to δ2` ) for each p ∈ P , we obtain that
with probability at least 1 − δ2 , each sp(·) ≥ σp(·)
and Sp =
1
|X |
∑
x∈X sp(x) ∈ O(8pk). As a result,
s(x) =
∑
p∈P n
∆sp(x) is a uniform upper bound
on σp(·) for all p ∈ P . By Lemma 2 and since
∆ = 1logn , s(·) is an upper bound on σp(·) for all
p ∈ [1, pmax]. Since log(1 + x) ≥ x2 , for x ∈ [0, 2],
we have
` =
log pmax
log(1 + ∆)
≤ 2 log pmax
∆
∈ O(log n log pmax).
Thus, we finally have
S =
∑
p∈P
Sp ∈ O(8pmaxk log pmax log n)
which concludes the proof.
Our last auxiliary result in Lemma 5 shows that if
a set C is a coreset for all p on a fine enough grid
P˜ , then it is a one-shot coreset for all p ∈ [1, pmax].
Lemma 5. Let pmax > 1 and ε > 0. Let X be a set
of n points. For γ = ε6 logn and r =
⌊
log pmax
log(1+γ)
⌋
∈
O( 1ε log n log pmax), define
P˜ =
{
1, (1 + γ), (1 + γ)2, . . . , (1 + γ)r
}
.
If a weighted set C is a ε3 -coreset of X for all p ∈
P˜ ∪ {pmax}, then it is also a ε-coreset of X for all
p ∈ [1, pmax].
Proof. Without loss of generality, for the remain-
der of the proof we assume that pmax = (1 + γ)
r.
For any p ∈ [1, pmax], there hence exists a p′ ∈ P˜
and a θ ∈ [0, 1] such that p = p′(1 + θγ). To prove
the lemma, it is thus sufficient to show that for any
query Q, any θ ∈ [0, 1] and any p′ ∈ P˜∣∣∣φp′(1+θγ)X (Q)− φp′(1+θγ)C (Q)∣∣∣ ≤ εφp′(1+θγ)X (Q),
or equivalently
1− ε ≤ φ
p′(1+θγ)
C (Q)
φ
p′(1+θγ)
X (Q)
≤ 1 + ε. (21)
One-Shot Coresets: The Case of k-Clustering
Using Lemma 2 and summing both sides across the
weighted set C, we obtain
φ
p′(1+θγ)
C (Q)
φ
p′(1+θγ)
X (Q)
≤ nθγ
(
(1− θ)φ
p′
C (Q)
φp
′
X (Q)
+ θ
φ
p′(1+γ)
C (Q)
φ
p′(1+γ)
X (Q)
)
.
Since C is a ε3 -coreset for both p′ and p′(1 + γ),
both fractions on the right-hand side are bounded
by 1 + ε3 . Since log(1 + x) ≥ x2 for x ∈ [0, 1], or
equivalently e
x
2 ≤ 1 + x, we have that
nθγ = e
θε
6 ≤ e ε6 ≤ 1 + ε
3
.
We conclude that
φ
p′(1+θγ)
C (Q)
φ
p′(1+θγ)
X (Q)
≤
(
1 +
ε
3
)2 (ε<1)
≤ 1 + ε
which proves the upper bound in (21).
For any x ∈ X , we have
d(x,Q)p
′(1+θγ)
nφ
p′(1+θγ)
X (Q)
≥ d(x,Q)
p′(1+γ)[
nφ
p′(1+θγ)
X (Q)
] 1+γ
1+θγ
since the term on the left is smaller or equal to one
and 1 + γ ≥ 1 + θγ. Analogous to (19), Hoelder’s
inequality implies[
φ
p′(1+θγ)
X (Q)
] 1+γ
1+θγ ≤ φp′(1+γ)X (Q)
while 1+γ1+θγ ≤ 1 + γ since θ ≥ 0. As a result, we
have for all x ∈ X
d(x,Q)p
′(1+θγ)
φ
p′(1+θγ)
X (Q)
≥ n−γ d(x,Q)
p′(1+γ)
φ
p′(1+γ)
X (Q)
Summing both sides across the weighted set C and
using that C is a ε3 -coreset for p′(1 + γ) as well as
n−γ ≥ 1− ε3 , we obtain
φ
p′(1+θγ)
C (Q)
φ
p′(1+θγ)
X (Q)
≥
(
1− ε
3
) φp′(1+γ)C (Q)
φ
p′(1+γ)
X (Q)
≥ 1− ε
which shows the lower bound in (21).
Lemmas 4 and 5 are sufficient to prove both The-
orems 3 and 4.
Proof of Theorem 3. Let P˜ be defined as in
Lemma 5 and note that |P˜ | ∈ O( 1ε log n log pmax).
By Lemma 4, s(·) as computed in Algorithm 4
provides a uniform upper bound on the sen-
sitivity σp(·) for all p ∈ [1, pmax] and hence
also p ∈ P˜ . Furthermore, we have that S ∈
O(8pmaxk log n log pmax).
For a single p ∈ P˜ , we now follow the proof of The-
orem 1 but with ε′ = ε3 , δ
′ = δ|P˜ | and the sensitivity
bound s(·) instead of sp(·). For
m ∈ Ω
(
S
ε′2
(
k log n+ log
1
δ′
))
C is a ε3 -coreset of X for a single p ∈ P˜ with prob-
ability at least 1− δ|P˜ | . By the union bound, with
probability at least 1 − δ, C is a ε3 -coreset of X
for all p ∈ P˜ . By Lemma 5 this implies that C
is a ε-coreset of X for p ∈ [1, pmax] as claimed.
The computational complexity of Algorithm 4 is
dominated by ` ∈ O(log n log pmax) calls to Algo-
rithm 3 where each invocation has a complexity of
O(nkd log 1δ ).
Proof of Theorem 4. The proof follows directly
from the proof of Theorem 3 with the following
variation: To show that C is a ε3 -coreset of X for
each p ∈ P˜ , we use the proof of Theorem 2 and not
of Theorem 1.
5 Conclusion
We have presented a state-of-the-art coreset con-
struction for a large family of k-clustering prob-
lems in both Euclidean and general metric spaces.
Specific instances of that family include k-Median
and k-Means clustering. We have further intro-
duced the notion of one-shot coresets which are
data summaries suitable for an unbounded number
of k-clustering problems at once. We have shown
how to construct such one-shot coresets for both
Euclidean and general metric spaces and have pro-
vided bounds on the required coreset size.
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One-Shot Coresets: The Case of k-Clustering
A Proof of Lemma 1
Proof. By Theorem 5.5 of Arthur and Vassilvitskii
[2], the solution C returned by a single run of Al-
gorithm 1 satisfies
E[φpX (C)] ≤ 2p+2 (log2 k + 2)φpX (B∗)
where B∗ denotes the optimal solution. Let B
be the best of ln 1δ runs of Algorithm 1. Then,
Markov’s inequality implies that with probability
at most 2− ln
1
δ ≤ δ
φpX (B) > 2
p+3 (log2 k + 2)φ
p
X (B
∗).
Hence, with probability at least 1 − δ, B is α ≤
2p+3 (log2 k + 2) competitive compared to the op-
timal solution B∗.
Fix x ∈ X and Q ∈ Rd×k for Euclidean spaces
or Q ∈ X k for general metric spaces. Let bx be
the center in B that is closest to x with ties broken
arbitrarily but consistently. Similarly, let Xx be all
the points x ∈ X for which bx is the closest cluster
center. The generalized triangle inequality implies
d(bx, Q)
p ≤ 2p−1 [d(x, bx)p + d(x,Q)p] .
Summing over all x′ ∈ Xx and dividing by 1|Xx| , we
obtain that
d(bx, Q)
p ≤ 2p−1φpXx(bx) + 2p−1φ
p
Xx(Q).
Together with the generalized triangle inequality,
this yields
d(x,Q)p
22p−2
≤ 21−p[d(x, bx)p + d(bx, Q)p]
≤ 21−pd(x, bx)p + φpXx(bx) + φ
p
Xx(Q).
Dividing both sides by φpX (Q), we obtain
d(x,Q)p
4p−1φpX (Q)
≤ 2
1−pd(x, bx)p
φpX (Q)
+
φpXx(bx)
φpX (Q)
+
φpXx(Q)
φpX (Q)
≤ α2
1−pd(x, bx)p
φpX (B)
+ α
φpXx(bx)
φpX (B)
+
|X |
|Xx| .
where the last inequality follows since B is α op-
timal with regards to the optimal solution and by
the definitions of φpXx(Q) and φ
p
X (Q). This proves
that sp(·) as returned by Algorithm 2 is a valid
upper bound for σp(x) as claimed.
Furthermore, summing sp(x) across x ∈ X leads to
1
|X |
∑
x∈X
sp(x) = α2
p−1 + α22p−2 + 22p−2k
Since log2 k+2 ≤ 2k, we have α ≤ 2p+4k and hence
1
|X |
∑
x∈X
sp(x) ≤ 22p+3k + 23p+2k + 22p−2k
which shows the claim of S ≤ 8p+2k. Finally,
the computational complexity of Algorithm 2 is
dominated by running Algorithm 1 O(log 1δ ) times
where each run has a complexity of O(ndk).
B Proof of Theorem 2
Our proof of Theorem 2 relies on the notion
of pseudo-dimension — a generalization of the
Vapnik-Chervonenkis dimension to [0, 1]-valued
functions — and the following seminal result by
Li et al. [16].
Definition 5. [Pseudo-dimension] Fix a countably
infinite domain X . The pseudo-dimension of a
set F of functions from X to [0, 1], Pdim (F), is
the largest d′ such there is a sequence x1, . . . , xd′
of domain elements from X and a sequence of re-
als r1, . . . , rd′ of real thresholds such that for each
b1, . . . , bd′ ∈ {above, below}, there is an f ∈ F such
that for all i = 1, . . . , d′, we have f(xi) ≥ ri ⇐⇒
bi = above.
Theorem 5 (Li et al. [16]). Let α > 0, ν > 0 and
δ > 0. Fix a countably infinite domain X and let
q(·) be any probability distribution over X . Let F be
a set of functions from X to [0, 1] with Pdim (F) =
d′. Denote by C a sample of m points from X
sampled independently according to q(·). Then, for
m ≥ cα2ν (d′ log 1ν + log 1δ ) where c is an absolute
constant, it holds with probability at least 1−δ that
∀f ∈ F : dν
(∑
x∈X
q(x)f(x),
1
|C|
∑
x∈C
f(x)
)
≤ α
where dν(a, b) =
|a−b|
a+b+ν .
Proof of Theorem 2. Our proof of Theorem 2 fol-
lows closely the proof of Theorem 1. However, in-
stead of showing (9) using the Bernstein inequality
and a union bound, we will use Theorem 5.
Let gpQ(x) be as defined in (6) and define
the family of [0, 1]-bounded functions F =
Olivier Bachem, Mario Lucic, Silvio Lattanzi{
gpQ(·) | Q ∈ Rd×k
}
. An adaptation1 of the proof
of Lemma 1 in Bachem et al. [6] yields that
Pdim (F) ∈ O(dk log k).
Choose ν = 14S , α =
ε
4 and q(x) defined as
in Theorem 1. We apply Theorem 5 to the
function family F . This implies that for m ≥
cS
ε2 logS
(
dk log k + log 1δ
)
, we have with probabil-
ity at least 1− δ2 , for all Q ∈ Rd×k
d 1
4S
(∑
x∈X
q(x)gpQ(x),
1
|C|
∑
x∈C
gpQ(x)
)
≤ ε
4
.
Note that
∑
x∈X p(x)g
p
Q(x) =
1
S and define β =
S
|C|
∑
x∈C g
p
Q(x). This then implies using the defi-
nition of dν(·, ·) that∣∣∣∣ 1S − βS
∣∣∣∣ ≤ ( 1S + βS + 14S
)
ε
4
or equivalently
|1− β| ≤ 5
16
ε+
ε
4
β. (22)
On one hand, this implies that
1− β ≤ 5
16
ε+
ε
4
β ⇔ −4 + ε
4
β ≤ 5
16
ε− 1
and hence
−β ≤
5
4ε− 4
4 + ε
⇔ 1− β ≤
9
4ε
4 + ε
≤ .
On the other hand, (22) implies that
β − 1 ≤ 5
16
ε+
ε
4
β ⇔ 4− ε
4
β ≤ 5
16
ε+ 1
and thus
β ≤
5
4ε+ 4
4− ε ⇔ β − 1 ≤
9
4ε
4− ε ≤ ε
where the last inequality follows since ε ≤ 1. Com-
bining these two results, we obtain that with prob-
ability at least 1 − δ2 , |1− β| ≤ ε. By definition
of β and using that S ∈ O(8pk) by Lemma 1 and
φpC(Q)
SφpX (Q)
= 1|C|
∑
x∈C g
p
Q(x), we then have that (9)
holds with probability at least 1 − δ2 which con-
cludes the proof.
1We simply replace the function fQ(x) in Bachem
et al. [6] with the function gpQ(x) as in (6) and note that
for fixed p the dichotomies induced by a set of centers
Q is independent of p.
C Proof of Lemma 3
Proof. To prove the claim, we will construct a data
set in one-dimensional Euclidean space for which
Lemma 2 is tight up to constant factors. Let
x1 = n
1
p(2+∆) , x2 = 1 and x3 = n
− 1
p(2+∆) . Define
the query Q = 0 and note that d(x1, Q)
p = n
1
2+∆ ,
d(x2, Q)
p = 1 and d(x3, Q)
p = n−
1
2+∆ . Let the
data set X consist of one copy of x1,
√
n copies
of x2 and β = n −
√
n − 1 copies of x3. Now, X
consists of n points as claimed. For n sufficiently
large, it holds that β = n−√n−1 ≥ 12n and hence
nφpX (Q) = n
1
2+∆ +
√
n+ βn−
1
2+∆
≥ 1
2
n
1+∆
2+∆ . (23)
Similarly, we have that
nφ
p(1+∆)
X (Q) = n
1+∆
2+∆ +
√
n+ βn−
1+∆
2+∆
≥ n 1+∆2+∆ . (24)
On the other hand, it holds that
nφ
p(1+∆/2)
X (Q) = n
1+∆/2
2+∆ +
√
n+ βn−
1+∆/2
2+∆
≤ 3√n. (25)
Using (23) and (24), we have that the right-hand
side in Lemma 3 is bounded from above by
RHS =
n∆/6
9
(
d(x2, Q)
p
φpX (Q)
+
d(x2, Q)
p(1+∆)
φ
p(1+∆)
X (Q)
)
=
n∆/6
9
(
1
φpX (Q)
+
1
φ
p(1+∆)
X (Q)
)
≤ 1
3
n∆/6+1−
1+∆
2+∆ .
(26)
As 0 ≤ ∆ ≤ 1, it follows that
∆
6
+ 1− 1 + ∆
2 + ∆
=
∆
6
− ∆
2(2 + ∆)︸ ︷︷ ︸
≤0
+
1
2
≤ 1
2
.
Together with (25), this implies that
1
3
n∆/6+1−
1+∆
2+∆ ≤ 1
3
√
n ≤ 1
φ
p(1+∆/2)
X (Q)
≤ d(x2, Q)
p(1+∆/2)
φ
p(1+∆/2)
X (Q)
= LHS.
(27)
Hence, combining (26) with (27) implies that the
main claim LHS ≥ RHS holds for x = x2.
