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Reactive  transport modelling  involves  solving  several nonlinear  coupled phenomena, among 14 
them,  the  flow of  fluid phases,  the  transport of  chemical  species  and energy,  and  chemical 15 
reactions..  There  are  different  ways  to  account  this  coupling  that  might  be  more  or  less 16 
suitable depending on the nature of the problem to be solved. In this paper we acknowledge 17 
the importance of flexibility on reactive transport codes and how object oriented programming 18 






Reactive  transport  models  are  tools  that  help  to  understand  the  hydraulic  and  chemical 25 
behavior of natural  and artificial porous media.  It has been used  to  solve  a broad  range of 26 
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The  ideal  reactive  transport  code  would  have  to  use  an  accurate,  robust  and  efficient 37 
numerical  approach.  However,  it  is  difficult  to  obtain  these  goals  with  a  single  numerical 38 
approach. Therefore, concessions have to be made and different coupling alternatives have to 39 
be chosen at different  levels. Numerical accuracy  is generally preferred on other  issues when 40 
solving modeling research applications. On the other hand, when solving field scale problems, 41 
efficiency  and  robustness  have  priority  while  accuracy  remains  within  the  bounds  of  the 42 
uncertainty associated with model parameters (Yeh et al. 2012). 43 
Two  big  family  of  methods  were  addressed  to  account  for  the  coupling  between  solute 44 
transport and chemical  reaction processes:  (1)  the Operator Splitting  (or Sequential  Iterative 45 
(or  NON‐iterative)  Approach,  and  (2)  the  Global  Implicit  or  Direct  Substitution  Approach 46 
(Saaltink et al. 2001). As regards the first one (i.e., the sequential methods), whether iterative 47 
(SIA) or not  (SNIA) adopt operator  splitting  techniques  that effectively decouple  component 48 
transport equations. As regards the  last one, direct substitution approaches (DSA) solve both 49 









2013;  RETRASOCODEBRIGHT  et  al.  Saaltink  et  al.  2004.), while  others  use  the  fully  implicit 57 
approach (NUFT, Hao et al. 2012; MIN3P, Mayer et al. 2012), or different variants of operator 58 
splitting  techniques  (CORE, Samper et al 2009; HYDRUS‐PHREEQC  (HP1),  Jacques et al. 2011; 59 
HYTEC, Lagneau and Van Der Lee 2010; IPARS, Wheeler et al. 2012; OPENGEOSYS, Li et al. 2014; 60 
ORCHESTRA, Meeussen 2003; PHAST, Parkhurst et al. 2010; PHREEQC, Parkhurst and Appelo 61 
2013; PHT3D, Prommer  and Post 2010; RT3D,  Johnson  and  Truex 2006;  STOMP, White  and  62 
McGrail 2005; TOUGHREACT, Xu et al. 2011). 63 
On  a more  complex  level  is  the  coupling  between  phase  conservation  and  reactive  solute 64 




more  suitable when  the phenomena  involved are highly physically coupled. One example of 69 
this could be found in problems related with the CO2 sequestration in brine aquifers, which has 70 
prompted  the  development  of  codes  that  solve  coupled  multiphase  flow  and  reactive 71 
transport  (Fan  et  al.  2012)  and  even mechanical deformation  (Zhang  et  al. 2012).  Likewise, 72 
Wissmeier and Barry  (2008) showed that the consumption of water due to hydrated mineral 73 
precipitation  can have  impacts on  flow and  solute  transport  for unsaturated  flow problems. 74 
These  impacts can be even more  important  if gas transport  is also considered because water 75 
activity, which controls vapor pressure, is affected by capillary and osmotic effects. Moreover, 76 




Clement, 2001).  In such cases, decoupling  is not appropriated. Formulations  that are able  to 79 
represent  these  effects  are  complex  to  implement  since  they  should  consider  all  coupled 80 
phenomenon and a variable number of components in space and time.   81 
While most reactive transport codes consider a single technic for the resolution of the partial 82 
differential  equation  some  codes  can  adopt  more  than  one.  In  Table  1  the  supported 83 






propagate  rapidly  through  the  fracture  system, while  exchanges with  the matrix blocks will 90 
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occur  slowly.  To  account  this,  some  reactive  transport  codes  have  included  Multiple 91 
Interacting Continua modeling (TOUGHREACT, PFLOTRAN).  92 
In  short,  for  reactive  transport  modeling  the  adopted  coupling  techniques,  the  partial 93 
differential equation discretization method and the way as the domain  is considered, may be 94 
problem  dependent.  Therefore,  a  reactive  transport  code  should  include  several  solution 95 
approaches to be used in a broad range of problems. Moreover, in order to ensure its use for 96 
present and  future problems,  it must have an extensible design. A number of authors have 97 





al.  (2003)  developed  an  OO  reactive  transport  code  for  a  single  fluid  phase.  Gandy  and 103 
Younger (2007) developed an OO multiphase reactive transport code for pyrite oxidation and 104 
pollutant  transport  in  tailing ponds. Shao et al.  (2009)  include reactive  transport calculations 105 
into a Thermo‐Hydro‐Mechanic OO  framework adopting a  sequential non  iterative approach 106 
(SNIA). Bea et al. (2009) developed an OO module capable of solving reactive transport for a 107 
single phase considering the SNIA, SIA or DSA approach. However, all of these codes, and most 108 
of  the  procedural  reactive  transport  codes,  have  a  predefined  strategy  for  dealing  with 109 
coupling  effects.  Particularly,  they  do  not  allow  for  changing  number  and  definitions  of 110 
chemical components when solving flow and reactive transport in a coupled way. 111 
The  objective  of  this  paper  is  to  present  an  OO  structure  for  reactive  transport  that  can 112 
accommodate  different  level  of  physical  and  chemical  processes  coupling.  The  structure 113 
presented  here  is  capable  to  model  from  single‐phase  SIA  problems  to  fully  coupled 114 




and Clement)  in  a  reactive  transport problem.    This  is  an  extreme  case where  geochemical 117 
processes  significantly  affect  fluid  flow  and  the  number  and  definitions  of  chemical 118 
components may vary significantly in space and time. This structure has been implemented in 119 








equations  (AE). Darcy’s  law  is used  to represent momentum conservation.  In  this section we 128 
present  a  generic  conservation  equation  to  represent  conservation  principles  in  reactive 129 
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The conservation of a species  i  belonging to phase  , which  is a particular case of equation 140 
(1)  has the following expression: 141 
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Where    is  the  volumetric  content  of  phase  ,  ,ic  is  the  species  i  concentration  in   143 
phase, ,j iSe  is  the  stoichiometric  coefficient  of  the  equilibrium  reaction  j  for  the  specie  i  , 144 
jre  is  the  reaction  rate of  the equilibrium  reaction  j , and  Ne  is  the number of equilibrium 145 
reactions. ,j iSk ,  jrk and Nk  are analogous to  ,j iSe ,  jre and  Ne  but for kinetic reactions.  if  is 146 
an external sink‐source term, and   L  is the linear transport operator for the mobile phase 147 
 involving advective and diffusive‐dispersive processes: 148 
     , , ,i i D iL c c      q j         (3) 149 
Mobile phase fluxes  q are calculated according to Darcy’s law: 150 
 p     q K g         (4) 151 
where  , p K and    are  the  conductivity  tensor,  pressure  and  density  of  the  phase   152 
respectively. Diffusive‐dispersive fluxes  ,D ij  are calculated according to Fick’s law: 153 
     , , ,  diff dispD i i ic c            j D D D     (5) 154 
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that the corresponding mass action  law  is satisfied. Therefore,  jre values can be written as a 161 
function  of  both  transport  and  chemical  processes  (De  Simoni  et  al.  2005).  A  common 162 
approach to avoid dealing with these terms is to formulate the conservation of components as 163 
a  linear  combination  of  species  that  remain  unaffected  by  equilibrium  reactions.  As  such, 164 
equilibrium reactive rates disappear from the conservation equations of components (Steefel 165 
and  MacQuarrie  1996).  However,  components  may  involve  species  belonging  to  different 166 
phases, therefore conservation equation for components have to be written: 167 
     , , , i ii i i u uu u L u k ft t                    (7) 168 
Where  ,iu   and  ,iu  are  the  i  component  concentration  in  mobile  phases  and  immobile 169 
phases    respectively,  and 
iu
k is  a  linear  combination  of  the  kinetic  terms  that  affect  the 170 
species composing  the component. We consider as  immobile phases minerals and  fluid‐solid 171 
interface, despite the fact an  interphase  is not a phase from a thermodynamic point of view. 172 
Note  that  the component conservation equation  (7) has  the same structure as equation  (2). 173 
The main difference  is that a component  iu may be present  in more than one phase, while a 174 
species  ic  belongs  to  a  single  phase.  There  are  several  ways  of  defining  components  and 175 
therefore  some  freedom  in  the  choice of  components. This has  led  to  formulations  that  try 176 
defining components  that do not affect each other, such as  those proposed by Molins et al. 177 
(2004),  Kräutle  and  Knabner  (2005)  and  Hoffmann  et  al.  (2010).  Saaltink  et  al.  (1998) 178 
introduced a definition that eliminates species whose activities are known and constant. That 179 
is the case of minerals, that are considered as pure phases, so that their activity equals unity. 180 






discrete point  in  space and vary  in  time. This  increases  the difficulty of  solving equation  (7) 185 
since the matrix system to be solved has a dynamic size, which significantly affects the code. 186 
Once  all  component  conservation  and  geochemical  equations  have  been  solved,  all  species 187 
concentrations  are  known.  Equilibrium  reaction  rates  jre  are  then  calculated  form  species 188 







explicit  function of  capillary pressure and  surface  tension. All  these  relations  lead  to a  local 196 
system of equations, which is valid at every point of the domain.  197 
Thermodynamic relations also form part of this local system of equations. The most important 198 
of  these are  the chemical equilibrium  reactions, which may be expressed by means of mass 199 
action laws, as often done in reactive transport. Also required are models for the calculation of 200 
activity,  such as Debye‐Hückel  (1923), or Pitzer  (1973) and expressions  for  kinetic  rate  laws 201 
(such as Monod or Lasaga, Mayer et al. 2002).  202 
Minor  changes  on  the  solid  matrix,  like  porosity  changes  due  to  mineral  dissolution‐203 
precipitation or clogging, may also be expressed as algebraic equations (Soleimani et al. 2009). 204 
More  complex mechanical processes,  like deformation or  consolidation,  involve momentum 205 
conservation equation and have to be solved as a PDE (Villar et al. 2008).  206 






Methods  such  as  finite  element  or  finite  differences,  among  others,  are  normally  used  to 211 
approximate time or space derivative terms in PDEs. Application of such methods leads to a set 212 
of  equations  that  represent  the  conservation  principle  for  discrete  portions  of  the  domain 213 
(representing nodes or cells). The current version of PROOST supports two methods: the Finite 214 









According  to  the  OO  philosophy,  the  numerical  solution  of  reactive  transport  can  be 224 
represented by a group of  interacting objects. These objects belong  to  classes which define 225 





as  concentrations,  density  or  porosity)  which  are  also  defined  over  portions  of  the  same 231 
domain. The domain is discretized and fields are defined over the discretized space (nodes or 232 






The  above description points  to  a natural  class  structure  for our problems.  The PDEs  share 237 
attributes such as terms in the equation, state variables or domain definitions, and also share 238 
functionalities  such  as  computing  the  balance  or  the  matrices  for  the  discretized  PDE. 239 
Therefore, we  find  it natural  to define a class,  termed Phenomenon,  to  identify PDEs.  In  the 240 
same fashion, we define Process as the class whose instances will be specific terms in the PDE 241 
(e.g.  advection,  dispersion,  etc.).  The  class Meshfields  defines  objects  representing  various 242 
properties defined over space (and time). To deal the geochemical processes we use the class 243 
CHEPROO (CHEmical PRocesses Object Oriented, Bea et al. 2009). All these objects produce the 244 








and  are  subject  to  initial  and  boundary  conditions.  Therefore,  we  define  a  class  for 251 
representing PDEs. We term this class Phenomenon. Note that a  number of authors have also 252 
defined similar classes in their analysis (Boivin and Ollivier‐Gooch 2004, Kolditz and Bauer 2004, 253 







of  the  PDE.  This  is  a  key  aspect  that  facilitates  code  reuse,  as will  be  shown  below  in  the 256 
Process class description.  257 
Beside the Processes that define the PDE, the initial and boundary conditions are also the main 258 
attributes  of  the  Phenomenon  class. Methods  include  the  computations  of  balances  or  the 259 
contribution to matrices comprising the discrete version of the PDEs. The values of the solution 260 
variables or unknowns will be obtained from the solution of this matrix system.  261 
Initial  conditions  and  Dirichlet  boundary  conditions  are  defined  as  a  Meshfields  and  are 262 
handled by  the Phenomenon Class. The  rest of boundary conditions, as can be expressed as 263 
different  terms of  the PDE,  are  represented by  instances of  the Process  class.  The Dirichlet 264 
boundary conditions has  the particularity of  imposing  the  state variable value over different 265 
parts of the domain. For this reason there are handled directly by the Phenomenon. 266 
A Phenomenon object can be used to represent a single conservation principle (such as species 267 
mass  or  energy)  or  several  conservation  principles with  similar  equations,  like  components 268 
concentrations. For this latter case, the Phenomenon class makes use of the fact that the same 269 














The  Processes  objects  are  the  terms  that  constitute  the  conservation  equations.  A 282 
Phenomenon  can  be  formulated  by  combining  different  Processes.  This  class  facilitates  the 283 
extensibility of the code because only the new terms (new specialization of the class Process) 284 
have  to  be  programmed  to  extend  the  set  of  equations  that  can  be  solved.  It  also  allows 285 
reusing  code,  since  the  same  type  of  Processes  can  be  used  for  different  conservation 286 
equations. For example, a diffusive process  for a mass conservation equation and an energy 287 




There  are  certain  limitations  regarding  the  kind  of  Processes  that  can  be  added  to  a 292 
Phenomenon, and are related to the numerical method chosen for solving it. The nature of the 293 
considered Process has to be supported by the numerical method. For example, in its current 294 
implementation,  advective  terms  cannot be  considered when  solving  a PDE with  the Mixed 295 
Finite Element Method. 296 
Most boundary conditions are  represented with objects of  the class Process.  Imposed  fluxes 297 
and  variable  dependent  fluxes  are  considered  through  a  Sink‐Source  objects,  which  are 298 




There  are  different  techniques  to  solve  PDEs  numerically.  All  these  techniques  share  an 303 
approach for discretizing the spatial domain (such as nodes, elements or cells) and methods to 304 




Thus,  all  the  data  and  functionality  regarding  spatial  discretization  and  the  discretization‐307 
integration methods for solving PDE (such as finite element or finite differences) define a class 308 
that  we  term  Mesh.  A  number  of  authors  have  defined  similar  classes  in  their  analysis. 309 
However, most of  them separate  the domain discretization  from  the  integration methods  in 310 
different classes (Commend and Zimmermann 2001, Wang and Kolditz 2007). This integration 311 
was made because, despite of  the  fact  that both methods  can  share a mesh  (elements and 312 
nodes),  the mesh  topological  data  required might  be  different.  For  example, Mixed  Finite 313 
Elements and Finite Elements can both use the same mesh, but Mixed Finite Elements needs 314 
extra  information about edges  for 2D problems or sides  for 3D. Another difference between 315 
these two methods is that while Finite Elements gives a continuum scalar field for the solution 316 




or  cell  coordinates  and  connectivity  between  these  discrete  elements).  Methods  include 321 
yielding information of space discretization (such as the number of discrete elements and their 322 
geometrical  information),  integrating  the  different  terms  of  the  conservation  equation 323 
(Processes) over the domain, and evaluating spatial properties of variables such as gradients. 324 
The  Mesh  class  allows  incorporating  new  discretization‐integration  numerical  methods  by 325 




Another  important  element  of  reactive  transport  modeling  is  the  AEs  that  represent 330 







main methods of  the  class  are  to  calculate  its  values  and derivatives,  and  to  interpolate  its 336 
values over any point of the domain. Among others, Meshfield  is used to represent retention 337 
curves, relative permeability curves and dispersion coefficients. 338 
For  example  a  flux Meshfield  object  defined  as  h  q T ,  can  calculate  its  values  and  its 339 















The  CHEPROO  class  uses  a module  with  the  same  name,  with  an  internal  class  hierarchy 355 
including classes like species, phase and reaction (Bea et al.2009). CHEPROO attributes include 356 

















on  porosity  due  to  chemical  changes  are  not  considered  when  solving  fluid  phase 372 
conservation) 373 
 Sequentially,  influences  between  Phenomena  are  considered  lagged  in  time  (for  the 374 
porosity example, changes due to chemistry in time t are considered for flow in time t +dt) 375 










Solver  is  the class  that contributes most  to  the  flexibility of  the code since  it can be used  to 384 
solve  several conservation equations  following different  strategies. For example,  it might be 385 
used to solve first a steady state phase conservation equation (for phase flow calculation) and 386 





(the component conservation equation),  the way  this Phenomenon  is  formulated  in PROOST 392 
depends on the chosen approach.  393 
When  solving  component  conservation  equations  with  the  DSA  approach  the  input 394 
Phenomenon  for  PROOST  should  be  the  same  as  in  equation  (7).  However,  for  the  SIA 395 
approach immobile species storage and kinetic reactions are treated as a sink‐source term : 396 
 ,i iSIA i uf u kt                (8) 397 
Thus  the  component  conservation  equation  is written  only  in  terms  of mobile  component 398 
conservation: 399 
   , , i ii i SIA uu L u f ft                (9) 400 
The  Proost  class  organization  allowed  implementing  the  SIA  method  without  many 401 









The  interaction between PROOST objects can be  illustrated by the solution of a time  interval 409 








1. Solver  establishes  the  size of  the matrix  system  to be  solved.  This  size depends  on  the 412 
number  of  coupled  phenomena  and  the  dimension  of  each  state  variable.  Recall  that 413 
component  conservation  dimension  can  be  different  for  each  discrete  point  and  may 414 
change among the iterative process. 415 








9. Solver  updates  the  calculated  solution  variables  (concentrations,  temperature  or 424 
pressures) in CHEPROO. 425 
10. CHEPROO  calculates  the  concentration  of  all  species  from  these  values  (speciation).  If 426 
there  are  significant  changes  on  chemical  composition,  like  complete  dissolution  of 427 
minerals  in equilibrium or precipitation of new ones,  geochemical  calculation might not 428 




11. Solver  controls  the  convergence of  the PDEs  linearization and  resolution process. When 433 
convergence  is  reached  all  variables  involved  in  the  phenomena  are  known,  except 434 
equilibrium  reactions  rates  that were  eliminated when  solving  component  conservation 435 





species  is  considered  a  component.  Therefore,  the  result  of  the  balance  of  the  new 439 
component  conservation  will  be  the  product  of  the  stoichiometric  coefficient  and  the 440 








transport  formulations,  like  the one of  Saaltink et al.  (1998), eliminate  constant  activity 449 
species,  like minerals,  from component composition. These species concentration can be 450 
calculated once the equilibrium reaction rates are known.  451 
15. If  the  formulation  considered  eliminates  constant  activity  species,  the  number  of 452 
component  is  affected  by  the  disappearance  or  appearance  of  minerals.  Therefore, 453 
component definition has to be controlled after the eliminated species were calculated. If 454 




The  code  presented  results  from merging  and  expanding  two  existing  codes:  PROOST  and 459 
CHEPROO.  The  original  design  of  PROOST  was  already  capable  of  solving  different 460 
phenomenona,  in  a  coupled  or  decoupled way,  by  considering  different  techniques  for  the 461 
resolution of non‐linear system (such as Newton‐Raphson or Picard). However, such a design 462 
only  allowed  solving  Phenomenon  objects  that  had  one  scalar  field  as  unknown.  Also 463 
23 
 
Phenomenon  Processes  had  to  be written  explicitly  as  a  function  of  the  unknown  variable. 464 
These  featured clashed with  the  resolution of component conservation, especially when  the 465 
DSA approach is considered.   466 
The  solution  of  component  conservation  equations  involves  considering  the  conservation 467 
equation  of  several  components.  As  the  number  of  components  and  its  definition  might 468 
change  in  time  and  space  (because  of  complete  dissolution  or  appearance  of  new mineral 469 
species),  the number of Phenomenon considered would also have  to vary.  In order  to avoid 470 
this  difficulty,  and  as  the  same  Processes  affect  all  component  concentrations,  only  one 471 
Phenomenon  is considered which applies  to a vector variable:  the component concentration 472 
vector. Therefore, Phenomenon and Process classes were expanded to handle a vector variable 473 
whose size may change in time and space.   474 
Processes  where  originally  designed  to  represent  terms  of  PDEs  that  directly  involve  the 475 
unknowns  of  the  problem  (i.e. main  state  variables  of  the  phenomenon:  pressure  for  flow 476 
equation, concentration  for  transport equation). For example, all Processes  in a conservative 477 
transport problem involve the solute concentration variable, which is also the unknown of this 478 
problem. When  solving  reactive  transport  by  the DSA method  Processes  are  formulated  in 479 
terms of component concentrations, but the unknowns of the problem are the primary species 480 
concentrations. Therefore, Phenomenon  and Process  classes were expanded  so  they  can be 481 
formulated in terms of any variable and not necessarily the unknown. 482 
Originally,  CHEPROO  was  capable  of  solving  single  phase  reactive  transport  problems. 483 
CHEPROO  uses  a  matrix  system  calculated  by  another  conservative  transport  code  to 484 
formulate  and  solve  the  reactive  transport  problem  (Bea  et  al.  2008).  In  order  to  take 485 
advantage of PROOST’s  flexibility we choose  to  formulate and  solve  the multiphase  reactive 486 







and  capillary  effect  on water  activity were  added.  The  PROOST  class  organization  allowed 492 
representing all  this chemical variables  in  the class Chemical meshfield. By doing  this all  the 493 
work related to the evaluation, update and dependency of these fields to others (like pressure 494 
or temperature) is done by pre existing methods.   495 
Also  a  new  speciation  algorithm  that  uses  the  Newton‐Raphson  method  had  to  be 496 










In order  to  illustrate  the  classes  introduced before,  some aspects of  the  solution procedure 507 
scheme  for  a  time  step  (generically  described  in  section  4)  are  shown  for  a  concrete 508 
application. We present  the modeling of  a 24  cm  column of porous  gypsum  subjected  to  a 509 
constant  source  of  heat,  in  which  a  significant  evaporation  occurs.  We  will  focus  on  the 510 
component  conservation  equation.  This  synthetic  example was  designed  for  illustrating  the 511 
interaction between hydrodynamic and geochemical processes and it is described in detail by 512 
Gamazo et al.  (2012). Due  to  this  interaction a  compositional  formulation was adopted and 513 
therefore no phase  conservation equations are explicitly  solved. The  finite element method 514 
was used for the spatial discretization. One of the most interesting aspect of the application is 515 
how  the  equilibrium  reaction  rates  were  calculated.  This  implies  solving  a  different 516 












          42 , 2 ,  ,  ,  ,  ,  ,  , ,  l g l gh o h o air air Ca So K Cl gypsum anhydrite  
 





        




      
2 2
4Ca SO anhydrite
                              4.36210anhydriteK   
2 2
4 2 ( )2 lCa SO H O gypsum
                 4.58110gypsumK   
 
6.2. Initial component definition  527 
Pore  solution was  initially  considered  in equilibrium with gypsum with a mineral volumetric 528 
content  of  0.6.  The  incoming  energy  heats  the  column,  which  increases  evaporation  and 529 
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0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0
0 0 1 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
1 0 0 2 0 0 1 0 0 0













   


           
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0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0
0 0 1 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
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0 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0
0 0 1 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 1 0 0 0













   

           
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1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0























                    
U  
Despite  of  having  several  components,  each  with  its  own  conservation  equation  or 547 
phenomenon,  PROOST  treats  components  as  entities  pertaining  to  one  phenomenon.  This 548 
simplifies the code’s  internal operability and problem definition, since  it allows taking benefit 549 
of  the  fact  that  several processes affect  species  in  the  same way.  For example  the  storage, 550 
advection and diffusion‐dispersion processes in equation (10) affect all species from a phase in 551 
the same way. For these processes the contribution to the system matrix are calculated for all 552 
components  together. Encapsulation allows  confining  to  the Process  class all  the  complexity 553 
associated to the fact that processes can be part of one or a set of partial differential equations. 554 
Currently the only process that acts differently over each species is the “sink/source” process.  555 




c   lairc 2Cac  Clc  lp . The rest 558 
of  species  (  gairc ,   2 gh oc , 24Soc  )  are  secondary  and  its  values  are  calculated  by  Cheproo  by 559 
29 
 
considering  mass  actions  laws.  Reaction  rates  and  non‐mobile  species  concentrations  are 560 
calculated in a subsequent step. 561 
In  order  to  understand  the  physical  meaning  of  component  conservation  equations,  it  is 562 
helpful  to associate state variables  to specific components. For example, each of  the species 563 
chosen as state variables (
K
c  ,   lairc ,  2Cac  and  Clc  ) can be considered as the constituents of 564 
the  four  first  components  of  the  conservation  equations  (10).  The  association  of  the  liquid 565 
pressure  ( lp )  to a  specific  component  is not  straight  forward.  Liquid pressure  is  related  to 566 
liquid  saturation which  affects  all  components.  Since  the  last  component  in  equation  (10) 567 
contains  all water  species  and only  involves  secondary  species,  liquid pressure  can  then be 568 
associated to  its main variable. However, variables  like activity coefficients, density, viscosity, 569 
gas pressure and  liquid  saturation, depend on all  state  variables and make  the  system  fully 570 
coupled. Nevertheless, the exercise of defining a main variable for every component provides 571 
a more profound  knowledge  about  variables dependency, which may be  relevant  for  some 572 




Once  the system  is solved  there are still unknown variables  to be calculated:  the eliminated 577 
species concentration and the equilibrium reaction rates.   578 
These variables can be calculated by considering the species conservation equation. In order to 579 








































































































0 0 0 0
0 1 0 0
1 0 0
0 0 0 1
0 0 0 1
0 0 0 0














                                                                     
(11) 585 
Note that all the processes in equation (11) are analogous to equation (10), except the last one. 586 
This is the only term in equation (11) that has unknown variables ( airr ,  2h or ,  gypsumr ), the other 587 
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The  result  is  used  by  Cheproo  to  calculate  the  reaction  rates  (evaporation,  volatilization  of 593 










As  the  system evolves over  time, water  activity decreases  at  the  top of  the  column due  to 602 
osmotic and capillary effect, and anhydrite starts to precipitate. When anhydrite and gypsum 603 
coexists a singularity, known as “invariant point”, occurs and water activity remains constant 604 











h gypsum anhydriteCa SO
a a K K
a





Under  this  scenario  gypsum dissolves  and  anhydrite precipitates  at  a  rate  that  ensures  this 608 
fixed water activity: 609 
22gypsum anhydrite H O  (14) 610 
This  implies  a  singular  component  definition  (see  Table  3)  which  results  in  the  following 611 
component conservation equation: 612 
         





l l lg g
K K K
air air airair air
aq g aq aq g
Ca So Ca So Ca So
Cl Cl Cl
c c c
c c c c




     
  
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                                     
D
(15) 613 




c  ,   lairc , 616 
Cl
c  , lp .  617 
This  conservation equation, and  the  corresponding  states variables, may make  it difficult  to 618 
associate state variables to specific components. As in the previous system, the state variables  619 
K






is  no  problem  in  using  it  for  the  calculation  of  liquid  pressure.  But  since  neither  2Cac  or 624 
2
4So
c  are state variables,  it  is not straight forward to understand how the system can manage 625 
balance of these two species, especially when advective and diffusive fluxes are considered. In 626 
nodes where gypsum and anhydrite coexists water activity  is  fixed. The main mechanism  for 627 
this  is  the  sink  source  term of water produced by  the  interaction of  these  two minerals  as 628 
shown  in equation (14). But this  interaction can also affect calcium and sulfate concentration 629 
through differences in precipitation rates.  For instance, if the rate of gypsum dissolution is the 630 
same  as  anhydrite  precipitation  then  only water  is  released.  But  any  differences  between 631 
these  rates  can  release  or  consume  dissolved  Ca2+  and  SO42−.  Hence,  gypsum‐anhydrite 632 
interaction will  release  the  necessary  amount  of water,  calcium  and  sulfate  to  keep water 633 
activity constant and to conform these two species conservation equations. This can be seen 634 
by considering  the species conservation equation of calcium and sulfate  ((16) and  (17)), and 635 
the sum of liquid and gaseous water (18): 636 
 637 
       2 2 2aq aq aq gyp anhyCa Ca Cac c c r rt           q D (16) 638 
       2 2 2
4 4 4
aq aq aq gyp anhySo So So
c c c r r
t
          q D
(17) 639 




and  therefore  were  not  involved  in  the  component  conservation  equations.  This  situation 643 





When  a  mineral  content  is  exhausted    during  the  resolution  of  a  time  step  ,  the  new 647 
component  definition  considers  that  this mineral  is  no  longer  present. However  it was  still 648 
present at the beginning of the time step. In order to keep track of this remaining amount of 649 
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designed  to  ensure  extensibility  and  flexibility.  Its main  classes  are: Mesh  (contains  all  the 663 
discretization  information  and  integration  methods,  such  as  finite  elements  or  finite 664 
differences), Meshfield (represent spatial fields and the constitutive laws that relate them, like 665 
saturation  or  concentrations),  Phenomenon  (represents  the  conservation  of  a  physical 666 
magnitude  expressed  as  a  partial  differential  equation  (PDE),  such  as  mass  or  energy 667 
conservation), Process (represents a term of a Phenomenon PDE, like advection or storage, and 668 
non‐Dirichlet  boundary  conditions),    Solver  (controls  the  coupling  strategy  for  solving  all 669 
34 
 






be easily added  to  the  code by  creating new  specialization of  the Meshfield  class, and new 676 
numerical methods  for discretization‐integration of PDE can be added by  implementing new 677 
specializations  of  the Mesh  class.  The main  challenging  task,  for  solving  reactive  transport 678 
problems, was  to  implement  the  ability  of  using  changing  definitions  of  components.  This 679 
could be achieved by considering the components as entities pertaining to one Phenomenon. 680 
The  flexibility  of  the  structure  allowed  the  implementation  of  the  SIA  method  by  mainly 681 
creating a new specialization of the Messfield class.The performance of PROOST  is  illustrated 682 
by describing the solution procedure for a concrete application: the modeling of a column of 683 
porous  gypsum  subjected  to  a  constant  source  of  heat.  The  problem  involves  important 684 
interaction between hydrodynamic and geochemical processes like the occurrence of invariant 685 
points.  The flexibility of the structure is shown in the example. In this regard, it highlights the 686 
fact  that  a  single  phenomenon  object  is  considered  for  representing  both  component  and 687 
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