Abstract. Grammatical Evolution (GE) is an evolutionary system that employs variable length linear chromosomes to represent computer programs. GE uses the individuals to produce derivation trees that adhere to a Backus Naur Form grammar, which are then mapped onto a program. One unusual characteristic of the system is the manner in which chromosomes can be "wrapped", that is, if an individual has used up all of its genes before a program is completely mapped, the chromosome is reread. While this doesn't guarantee that an individual will map, prior work suggested that wrapping is beneficial for the system, both in terms of increased success rates and a reduced number of invalid individuals. However, there has been no research into the number of times an individual should be wrapped before the system gives up, and an arbitrary upper limit is usually chosen. This paper discusses the different types of grammars that could be used with this system, and indicates the circumstances under which individuals will fail. It then presents a heuristic to minimize the number of wraps that have to be made before the system can determine that an individual will fail. It is shown that this can drastically reduce the amount of wrapping on a pathologically difficult problem, as well as on two classes of grammar often used by the system.
Introduction
Grammatical Evolution(GE) [10] [6] is an Evolutionary Automatic Programming system that uses a variable length Genetic Algorithm to evolve programs in any language. The key to the system is the manner in which a Backus Naur Form (BNF) grammar is employed to specify the target language, and is used to map the linear genomes into syntactically correct programs.
One unusual characteristic of GE is the manner in which an individual's genome is reused, using a technique known as wrapping. That is, if, when the end of the genome is reached, an individual hasn't fully mapped to a program, another pass is made through the genome. The intrinsically polymorphic [3] , that is, the manner in which the meaning of a codon is dependant on the context in which it is used, nature of the codons on the genome means that it is possible that, on the second and subsequent passes, a different interpretation will be produced. This can lead to a complete mapping for an individual that would otherwise have failed.
Although previous work [5] illustrated that wrapping often helps evolution and, at worst, does not harm it, no research has been conducted into the how many times an individual should wrap. An upper limit is chosen, but there is no way to tell in advance how this number should be set. If it is too low, then potentially useful individuals will wrongly be dubbed as invalid, while if it is too high, the system will waste time wrapping individuals that will never map.
This paper takes a formal look at the process of wrapping, and devises a heuristic to determine as early as possible when the wrapping of an individual should stop. We show that this heuristic reduces the effort required by GE without effecting the performance, because only those individuals that would fail to wrap are removed from the population.
The paper is laid out as follows. The next section introduces Grammatical Evolution and Backus Naur Form, while Sect. 3 discusses some of the properties of the simplest type of context free grammar(CFG). Section 4 expands this to include CFGs with two non-terminals, and Sect. 5 expands the work further again to the general case. Some experiments are conducted in Sect. 6, before the paper concludes with a brief summary in Sect. 7.
Grammatical Evolution
Grammatical Evolution is a genotype-phenotype mapping system that can map variable length binary strings into sentences of an arbitrary language. To use the system, one specifies the target language using a Backus Naur Form (BNF) grammar. BNF is a convenient representation for describing grammars. A grammar is represented by a tuple {N, T, P, S}, where T is a set of terminal symbols, i.e., items that can appear in legal sentences of the grammar, and N is a set of non-terminal symbols, which are interim items used in the generation of terminals. P is a set of production rules that map the non-terminal symbols to a sequence of terminal (or non-terminal) symbols, and S is a start symbol, from which all legal sentences must be generated.
Below is a sample grammar, similar to that used by Koza [2] in his symbolic regression and integration problems. Although Koza did not use grammars, the terminals in this grammar are similar to his function and terminal sets. 
The Mapping Process
Rather than encoding actual programs, GE encodes choices. At many stages during the derivation of a legal sentence, one is required to make a choice. For example, in the previous grammar, there are four possible choices when mapping the <expr> non-terminal. To decode the choices, one first looks upon the genome as being divided into 8-bit codons, each of which codes for a single choice. Consider the individual below, written in decimal for brevity.
203 51 123 2 45
Initially, the goal-stack, that is, the stack of non-terminals, contains <expr>, as this is the start symbol. The first codon is read and moded by the number of choices giving, in this case, 0, so the first choice is made, causing the top of the stack to be replaced by the newly produced non-terminals. The individual continues to be read, codon by codon, until either the individual has mapped, or the all the codons have been exhausted.
In the latter case, the individual is wrapped. That is, the genome is read again. Clearly, if the first non-terminal to be mapped is the same as the start symbol, the individual will keep growing, and will never terminate. However, if the non-terminal is different, then this time around, the first codon will be used differently. This change will then ripple down through the rest of the codons, as the meaning of each codon is dependent on the context in which it is used. This property is referred to as intrinsic polymorphism. Even with wrapping, however, there is no guarantee that an individual will map to completion, so an upper limit is placed on the number of wraps permitted. Once this number has been reached, an individual is terminated.
Although the choice of this limit is clearly very important, given that if it is too low, individuals may be terminated before they get a chance to map, while an excessively high limit leads to excessive wraps and memory usage (as individuals doomed to failure from excessive wraps tend to keep growing), no investigation has been carried out into determining a suitable number. An upper limit of ten was suggested in [4] , although in a related system [9] a different approach is used, in which wrapping is only permitted in the first generation. These individuals are then "unrolled" so that they map in a single pass, and no wrapping is permitted in subsequent generations. In all cases, individuals that fail to map are given zero fitness, and are not permitted to engage in any reproductive activity.
Investigations into wrapping [5] suggested that, in the worst case, it doesn't adversely affect the performance of the system, while in the best case, it improves the performance.
These results suggest that, in general, most of the wrapping occurs early on in a run, and that most individuals (regardless of whether they wrap or not) map to completion after the first few generations. That said, there is clearly a lot of wasted evaluation expended on fruitless wraps. If there was some way to identify individuals that will never map without performing a large number of wraps, then the system could expect to enjoy a speed up, without any cost in performance, as none of these individuals contribute their genetic material through crossover.
Single Non-terminal Grammars
The simplest type of grammars are single non-terminal grammars. These grammars adhere to the "closure" principle of GP, that is, all functions (non-terminals for GE) can take all other functions and terminals as arguments. This can be illustrated with the following grammar, the productions of which are labelled for later reference :
This grammar produces the same individuals as a GP set up with a function set of { +, *, -, %} (each of which has an arity of 2) and a terminal set of {x, 1}. In this case there is just one non-terminal, which ensures that any production can be applied at any time. Furthermore, as there is only one non-terminal, codons effectively have absolute values, as they will never be re-interpreted. Thus, an individual that doesn't successfully map on the first pass will never map.
Single non-terminal grammars are, however, still useful in this context, as their simplicity helps us provide some definitions. We define producers to be those rules which increase the stack size, by adding one more more non-terminals to the stack, e.g. rules 0-3 above. Similarly, consumers are those rules which reduce the stack size, e.g. rules 4 and 5 above. Further, those rules which, after application, leave the size of the stack unchanged are referred to as neutrals.
We assign each production rule a PCN (Producer/Consumer/Neutral) number. That is, the effect it has on the stack size. From the grammar above, the The stack size always starts at 1, to reflect the presence of the start symbol. As each codon is successively applied, its PCN# is added to the size. If the size reaches zero, the individual has completely mapped.
A useful visualisation method is that of shape graphs [1] . These can be used to indicate the manner in which a stack grows and contracts over time. Figure 2 gives an example of the individual above.
The mapping stops when the size goes to zero, so the unexpressed codons are represented by the dashed line. Because this is a single non-terminal grammar, each codon has an absolute value, so the meaning is not influenced by its predecessors. Thus, we can examine the PCN numbers to determine whether or not an individual will map. That is, the PCN number for string s is
If this number is less than zero, the mapping process will necessarily terminate. Furthermore, a string will terminate if and only if there is a k such that
and, if a string doesn't terminate the first time around, it never will, as wrapping is essentially a double sum over PCN.
In particular, we can assert that, if the total PCN of consumers is greater than that of producers in an individual, then that individual will map.
Early work [4] indicated that the number of invalid individuals in GE dropped off from an average of 20% in the initial generation to almost zero by the fourth generation. We postulate that this is due to the evolution of a stop sequence of codons which, almost always, regardless of what productions were performed at the start of the mapping process, will complete an individual. Notice, however, This is illustrated by the shape graphs in Fig. 3 , in which the second parent has a tail of unexpressed codons, most of which are consumers. We describe any sequence of codons that, on average, consumes non-terminals as a stop sequence. Clearly, not all stop sequences are equal, with some being stronger than others as they consume more, and so have a steeper slope when plotted on a shape graph. Any individual crossed over with the second parent will be more likely to terminate due to the relatively strong stop sequence in the unexpressed tail of that individual.
Dual Non-terminal Grammars
The simplest case in which an individual may usefully be mapped is that in which there are two non-terminals. Consider the simple grammar:
where A is the start symbol. Typically, GE will wrap an individual if the stack is non-empty after the first pass. However, if the non-terminal A is on top of the stack, there is no point, as the system has just established that, for this individual, applying it to non-terminal A will (a) cause the stack to grow; and (b) leave another A on top of the stack. Clearly, this individual will keep growing.
If, on the other hand, we change context to the other non-terminal, we must go through the individual again. There are three possible results, (a) the individual completes; (b) an A is left on top; and (c) a B is left on top.
If an A is on top, then there is clearly no point in continuing, as the stack will continue growing. On the other hand, if there is a B, our next course of action depends on what happened to the stack. If it increased, or remained the same, then we should stop, while if it decreased, then we should continue wrapping.
Consider the individual 0 0 1, which is expressed using such low numbers to avoid having to perform the mod rule. After the first pass, the individual will have mapped to: aaBAA In this case, there is a different non-terminal at the top of the stack, so we wrap the individual to produce : aaaaBAA Although the individual has increased in size due to the introduction of the terminals, the stack has remained the same. Thus, we can assume that this individual will never map.
General Case
Most grammars have more than two non-terminals. Unfortunately, in these cases, one cannot be guaranteed that the behaviour of an individual will remain constant even in the same context. Consider the grammar :
where upper case letters denote non-terminals, and lower case letters terminals. If we try to map the individual 01, the following results:
The result of pass #2 suggests that, with B on top of the stack, this particular individual will cause the stack to continue to increase in size. However, this is not the case, because, on the following pass, the stack decreases, and mapping is complete on the next pass.
This means that a simple watch on the size of the stack isn't enough to guarantee that an individual is going to fail. In general, an individual that will fail to map will enter into a cyclical behaviour. That is, the individual will keep being applied to the same non-terminal, or set of non-terminals. That is, although the individual may keep changing contexts, there is still a cycle. The difficulty, of course, is spotting these cycles.
Consider the individual above. The non-terminals on top of the stack at the start of each pass (including the first) are A,B,B and B. One could claim that the Bs form a repetitive pattern, but there are enough changes occurring in the stack to prevent it from becoming a pathological pattern. Clearly, only examining the top of the stack doesn't present enough information. We suggest the following heuristic : if the entire stack from the last pass is at the top of the stack from this pass, then stop.
This will indicate that the system is stuck in a cycle because, when the same stack from the last time around is on top, the exact same derivation sequence will be repeated. Notice that, while this heuristic isn't guaranteed to stop all wraps, it is guaranteed not to terminate an individual too early.
Experiments
To test how well the heuristic performed, an artificial problem was created that actively promotes individuals that wrap. This is achieved by making the fitness function the number of wraps an individual requires to map to completion. An individual that fails to wrap is given a score of zero.
The grammar used in this problem is designed to make it difficult to identify individuals that will fail. In particular, the mutually recursive relationship between the two non-terminals, coupled with the fact that both have productions that produce no non-terminals means that the stack can grow and contract several times throughout a derivation.
The actual grammar used is :
Notice that, while this grammar is not designed to solve any particular problem, simply to promote wrapping, this turned out to be a nontrivial task, and individuals that reached the maximum fitness were extremely complicated. A population size of 500 was run for 100 generations, with steady state tournament selection, and a tournament size of three. All results are averaged over 50 independent runs. The maximum fitness was 99, and the maximum number of wraps allowed was set to 100. Figure 4 shows the average fitness over time, and compares the number of illegal individuals identified by the heuristic to the number that exceeded the maximum number of wraps. In no case did an individual deemed a failure by the heuristic go on to map successfully.
Clearly, the heuristic fails to catch all the individuals that fail to map. However, it does identify an average of 35% of them after just two wraps. This represents a saving of 765,576 wraps for this problem. Given that this grammar was specifically designed to encourage wrapping, this is quite a considerable saving. 
Application Grammars
The actual grammars employed by GE do not, in general, have such inherently pathological properties that facilitate wrapping. This section looks at two commonly used grammars, one suited for Symbolic Regression type problems, as shown in Sect. 2, and one for the Santa Fe Ant Trail, as described below. We are now more interested in the behaviour of the heuristic on a class of grammars, rather than on particular problems. To this end, we again use the number of wraps as a fitness function, to create a worst case scenario which may give us a lower bound on how well one can expect the heuristic to perform.
These problems use the same parameters normally associated with GE. That is, a population of 500 evolving for 50 generations, with steady state selection and a mutation probability of 0.01. Figure 5 shows the performance of each of the grammars using the number of successful wraps as a measure of success. The Santa Fe results immediately leap out, showing that no individual in any of the runs attained a fitness greater than two. It is an inherent property of the grammar that it will either complete after two wraps or not at all, but the heuristic is still capable of identifying individuals, and does so after an average of 1.3 wraps. On the other hand, the Symbolic Regression grammar climbs continuously right up until the final generation, clearly indicating that legal individuals in this case are capable of considerably more wraps.
The numbers of individuals identified by the heuristic as being illegal in each case are shown in Fig. 6 . In the case of the Symbolic Regression grammar, the heuristic performs very well at the start, but, after about 15 generations, starts to fail to identify failures. Across the 50 generations, the heuristic, on average, identifies 33% of invalid individuals, with an average of 2.06 wraps.
In the case of the Santa Fe grammar, the heuristic performs much better, correctly identifying around 84% of failures, with an average of just 1.3 wraps.
The fact that these problems specifically encourage wrapping should be kept in mind, so, particularly with the symbolic regression grammar, in which the fitness keeps rising, it shouldn't be surprising that the number of invalid individuals keeps increasing. This was done specifically to create a difficult situation for the heuristic, but in usual GE runs, the number of invalid individuals drops to near zero by the fourth or fifth generation. 
Conclusions
This paper has investigated the phenomenon of wrapping in Grammatical Evolution. We have demonstrated circumstances under which individuals will fail to map using a number of different types of context free grammars, namely, single non-terminal grammars, dual non-terminal grammars and multiple nonterminal grammars. Using shape graphs, we describe a stop sequence, which is any sequence of genes that is likely to terminate another string after crossover. We showed a simple algorithm to determine whether or not an individual using a dual non-terminal grammar will fail to map, and illustrated the difficulty in extending this algorithm to multiple non-terminal grammars. However, a very cheap heuristic has been shown that, on a problem specifically designed to produce individuals that will fail, successfully identifies 35% of individuals that won't map.
The paper also considered two classes of grammars, a symbolic regression type, and a Santa Fe Ant Trail type. For both of these, the worst case was examined, that is, where individuals are actually rewarded for wrapping. In these cases, the heuristic successfully identified 33% and 84% of failures for the symbolic regression grammar and the Santa Fe Ant Trail grammar respectively.
