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I. IHTSODUCTIOÏ 
In 1959 when Regge (1), (De Alfaro and Regge (2), Oanâs and Frolssart 
(3), Frautschl (4>> was studying Kandlestan representation In non 
relatlvlstlc scattering theory, he found that for central potentials It Is 
useful to consider the angular momentum quantum number 1 as a complex 
variable. It has been proved that for a wide classes of potentials the 
only singularities of the scattering amplitude in the complex 1 plane are 
poles which are called "Regge poles". If these poles occur for positive 
Integer values of angular momentum 1, they correspond to bound states and 
resonances. The singularities of the scattering amplitude correspond to 
the singularities of the S-matrix. Generally, the S-matrix is a function 
of the angular momentum 1 and the energy E. Therefore the location of the 
poles of the S-matrix in conplex 1 plane are given by 1 = a(B) where a(E) 
is an analytic function of E. The plots of 1 versus E are called Regge 
trajectories. It was found that these poles are important for determining 
certain technical aspects of the dispersion properties of the scattering 
au^lltude (5). 
Vhlle Regge's work was highly theoretical, it was soon suggested by 
Chew <6>, and Frautschl, Kaus and Zacharlasen (7) that Regge trajectories 
might appear in high energy data. In hadronlc scattering data (e.g., nP 
scattering) (5), <8), it is found that if the angular momentum 1 is 
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plotted against the square of the resonance masses, the resonances are 
located on straight lines, called Segge trajectories. Examples of meson 
trajectories and baryon trajectories are shown In Figures 1.1 and 1.2, 
respectively. 
The widely accepted candidate theory of the strong interaction Is 
quantum chromodynamlcs <QCD>. Two of the main difficulties in QCD are the 
calculation of the bound states and the explaining of the meson and baryon 
trajectories. Increased understanding of the origin and the behavior of 
these trajectories might be helpful in finding a better theory of the 
strong interactions. Such understanding might also be useful in finding 
boqnd states and in explaining the meson and baryon trajectories. 
1 
—> 
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Figure 1.1. Xeson trajectories for I = 1/2 
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Figure 1.2. Baryon trajectories for (1,8) = (1/2.0) 
Vhen Leacock and Zlnmernan (9) were examining Regge trajectories, 
they observed that the radial quantum number n^ is treated differently 
from the angular momentum quantum number 1 in non-relativlstlc quantum 
mechanics. However in classical action variable theory the angular action 
variable J*, and the radial action variable Jr are treated on an equal 
footing. They decided to try to extend the classical action variable 
theory to scattering and extend the action variable definitions to quantum 
mechanics in order to consider the radial quantum number and the angular 
momentum quantum number 1 on an equal footing. In order to extend the 
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action variable theory to scattering, they redefined the classical action 
variable as a contour Integral. The action variable Is a function of 
the angular momentum 1 and the energy E. (I.e., = Jr<l,E>>. If the 
value of Jr Is fixed, 1 can be treated as a function of energy B as In the 
Regge trajectories. Hence It happens that different represent 
different classical Regge trajectories. Since the action variable has the 
sane footing as the angular momentum, one can keep 1 fixed and treat as 
a function of energy E. They found that this procedure leads to a 
different class of trajectories from the Regge trajectories. In order to 
study these new trajectories quantum mechanically, one has to extend the 
classical action variable theory to a quantum mechanical theory. 
In 1980, Padgett (10), Leacock and«Padgett (11) extended the 
classical action variable theory to a quantum, action variable theory by 
defining a quantum action variable and Introducing a new "quantum 
momentum function equation". Studying the new equation and new definition 
of the action variable, they found not only a way of treating the quantum 
action variable and quantum angular momentum 1 on an.equal footing, but 
also a new method for finding the elgenstate energies of quantum 
mechanical systems without solving any differential equation. By simply 
examining the quantum momentum function equation and finding the location 
of the poles of the quantum momentum function, they were able to find the 
energy elgenstates. The energy eigenstates were found using the action 
variable theory for a number of potentials (10), (11). 
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(1) One dimensional Harmonic oscillator. 
<2> One dimensional "barrier Coulomb" <V<x) = -g/x + . 
(3) One dimensional "barrier oscillator" <V<x) = a^/x® + x®>. 
(4) Three dimensional Coulomb potential. 
(5) Three dimensional Harmonic oscillator. 
In order to solve potentials which can not be solved exactly by the 
quantum action variable theory, Leacock (12) developed an action variable 
perturbation (asymptotic) method. Using this perturbation method, he was 
able to solve the general potential problem. Examples of problems solved 
include: 
(1) Inharmonic oscillator (V(x) = x^ + gx^), 
(2) V(x) = x-*, 
(3) V<x) = V«x=/(x= + a=), 
(4) V(r> = -g/r + l(l+l)/r= + gr. 
The new quantum momentum function equation is closely related to the 
SchrOdinger wave equation, and the quantum momentum function is related to 
the SchrUdinger wave function by p = ^ u'/iu where u and u' are thé 
SchrSdinger wave function and its derivative, respectively, and where p is 
the quantum momentum function (10), (11). The boundary condition on 
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the quantum momentum function for elgenstates Is p —> p,. as h —> 0 
where p and pc are the quantum and classical momentum functions, 
respectively (10). This boundary condition Is equivalent to the elgenstate 
boundary conditions in SchrUdlnger theory. The definition of the action 
variable is for elgenstates. If one wants to define Regge and other kinds 
of trajectories in action variable quantum mechanics, one has to redefine 
the action variable Jr for all energies: eigenenergles, off 
elgenenergles, and scattering energies, and for all angular momenta. One 
difficulty in generalizing the action variable for all energies is the 
lack of knowledge of extra poles (if any) In the complex r plane. It is 
found that by defining a specific contour, one definition of the quantum 
action variable will suffice for all the energies and angular momenta. 
In this thesis, a generalized definition of the quantum action 
variable is presented. Ve are able to define Regge and non-Regge 
trajectories in the context of quantum Hamilton-Jacobl theory. In Chapter 
I, a review of classical and quantum action variable theory for bound 
states is given. The classical action variable theory is generalized for 
scattering in Chapter II. In Chapter III, we examine the poles of the 
quantum momentum function for the energies. The generalized quantum 
action variable definitions are given in Chapter IV. Radial (non-Regge) 
momentum families of states are defined in Chapter V. Ragge (angular 
momentum) trajectories and families of states are discussed in Chapter VI. 
In Chapter VII a general overview and discussion are given. 
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The second part of the thesis contains V.K.B.J, methods. In Chapter 
VIII a generalized V.K.B.J, method (phase integral method) is discussed 
(13), (14). In Chapters IX and X we discuss how the phase integral 
methods are used to find the locations and motion of the poles of the 
quantum momentum function. Throughout the text, we use the three 
dimensional Coulomb potential as the main exan^le. 
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II. CLASSICAL AID QUAfTUK BOUIDSTATBS 
In this chapter, we examine the definitions of the classical and 
quantum action variables which are defined in Kef. 11 for bound-state 
energies and positive angular momenta. The Coulomb potential is used as 
the main exai^le. Classical and quantum cases are considered separately 
in Sections A and 6, respectively, and the classical limit is discussed in 
Section C. 
A. Classical Definitions 
Consider a three-dimensional system with a central potential 
V(r>. The Hamlltonlan H in spherical polar coordinates Is (2m=l) 
H = + E-Î + -Bif 
r=.sin=(8) 
+ V(r) < 2 . 1 )  
where pr,p# and p, are the momenta conjugate to the spherical polar 
coordinates r, 8, 9, respectively. 
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Let V(r,8,a;Jp,J,,J,) be the generating function of the canonical 
transformation from the spherical polar coordinates to the action - angle 
variables: r,8,a;pr,pe,p, > wr,w*,w#;Jr,J*,J#. V is called 
Hamilton's characteristic function. The equations of this transformation 
are 
Pr •= dV , Wr = ^  , 
dr dJf 
P« = ^  I W» = dW , <2.2) 
de dJ« 
Pm = dV , w. = ^  . 
da dJ, 
Combining equations (2.1) and (2.2) we get the Hamilton-Jacob! 
equation for a spherically synmtetrlc potential: 
DV + 1 DV 
dr r® de 
+ <dV/dg)« 
sin==<0) 
+ V(r) = E (2.3) 
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Since the potential is spherically symmetric, the equation is 
separable. In order to separate (2.3) let 
W = Wp(r) + V*(8) + V,(fi). (2.4) 
Then, (2.3) becomes 
f- 2 r n 
dVr + 1 dV« 
dr r® de 
+ (dV./dg)g 
sin=(8) 
+ V(r) = E. (2.5) 
Separating this equation, we get three equations: 
dVr 
dr 
+ etc = E - V , (2 .6 )  
-,2 
dVa + Çe_ = «e , (2.7) 
de sin«(0) 
11 
2 
dVm = Ce I (2.8) 
dS 
where Cc and Cc are constants of separation. 
Ve now define the action variables Jr, Je, and J,. To do this, we 
need the classical momentum functions pr<r,E,ae>, p«C6,ae,Cc>, and p,<Cc), 
Using (2.2) and (2.4), we get 
Pr ~ dWr , p# — dWo , Pa = dW# . (2.9) 
dr d6 dfi 
Note that pr, p* and p, are the canonical momenta. Therefore we can 
rewrite equations (2.6) - (2.8) as 
Pr= + oçc + V(r) = E , (2.10) 
Pe= + = a= , <2.11) 
sinz(e) 
Pb® = Cc . (2.12) 
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Pr, pe, and Pa given by (2.10) - (2.12) define the classical momentum 
functions for any spherically symmetrical potential. Ve write classical 
momentum functions as pr(r,E,ac), p#(8,a«,Cc) and p,(Cc), in order to 
distinguish them from the canonical momenta p^, p*, and p, which are not 
functions of coordinates. Hence 
Pr<r,B,ae> = E - V<r) - a. 
1/2 
(2.13) 
p*(8,ac,Cc) = 
1/2 
flc - _£=_ 
sin®<0) 
(2.14) 
Pa(Cc) = Vc. <2.15) 
The constant can be recognized as the square of the total angular 
momentum Lc. 
Instead of defining J ^ ,  J*, and J, for a general potential V ( r > ,  
we specialize now to the Coulomb potential V(r) = -g/r. The Coulomb 
Hamiltonlan follows from <2.1): 
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H = Pr* + E»® + _£•? - g/r , 
r* r®.sin®<0> 
(2.16) 
and the classical oomentujài functions follow from (2.13) - (2.15): 
Pr (r,(%c,ac) = 
g «c 
E + - - -
r r= 
1/2 
(2. 17) 
p* (8,(te,Ce) = etc -
—£.e__ 
sln=(e) 
1/2 
(2.18) 
P. (Ce) = VCe . (2.19) 
The equations (2.17) - (2.19) give the form of the classical momentum 
functions pr, p*, and p, for the Coulomb potential. 
In order to define these momentum functions properly In the conylex 
planes, the branch cuts have to be Introduced. First consider pri the two 
turning points of p^ are shown in Figure 2.1 for bound state energies. 
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In r 
>-l p,.-^+ Pr-V + i 
Ti Pr ~ Tas Re r 
Figure 2.1. Turning points of pr for bound state 
energies 
The branch cut is drawn from r^ to r^. Just below the cut, as in the Ref. 
11, Pr Is chosen to be positive and Just above the cut pr is negative. 
Thus the behavior of pr is positive imaginary at infinity and negative 
Imaginary for real positive r at the origin, i.e., 
pp(r,B,ae> > k as r > « , (2.20) 
Pp(r,B,ae> —> -ILe/r as r -> 0 , (2.21) 
where k = VE is positive Imaginary for B > 0 and Le = is positive for 
L=c positive. For more detail, see the Appendix. The p» can also be 
15 
defined In the sane way. 
Vow we define the action variable Jr » J#, and J, as 
1 
2JZ 
Pr(r,E,ae) dr , (2.22) 
2a 
p*(8,ac,Cc) de , (2.23) 
Ji = 
2IT 
pB(Cq) da , (2.24) 
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where and C« are shown in Figures 2.2 and 2.3, respectively. For 
more detailed discussion of these definitions see Sef. 11. 
lo r In y 
. 1 1  1  HI 
V. \ Re -> Re 
Figure 2.2. Contour in the 
complex r plane 
Figure 2.3. Contour Ce in 
the complex y plane, 
where y = - cot(8) 
Evaluating the above three integrals (see Refs, 11, 15, for the 
integrals and the Appendix for discussion of Lc = </L^c = Vac, and VE.) we 
get 
J„ = -L„ + lg/(2VE) (2.25) 
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Je = Le - VCc , (2.26) 
J# = "fOc , (2.27) 
and 
J* + J* = Le I (2.28) 
where Le is the angular momentum and is equal to Va... Here we have 
assumed that the angular momentum is positive and the energy is negative. 
Coid>inlng equations (2.25) and (2.28) we get 
-(g/2)= 
(Jr + J. + J, ) = 
(-g/2)= 
(Jr + Lc)Z 
(2.29) 
which is the Hamlltonlan In terms of the new momenta J^, 3«, and Jg. 
Since the Hamlltonlan does not contain the angle variables w,., We> 
and Wfl , the action variables Jr, Je, and J, are constants, and the angle 
variables are linear in the time. 
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B. Quantum Definitions 
Following the classical case (see Ref. 11), we need the quantum 
momentum functions to define the quantum action variables. For a 
spherically symmetric potential V(r) the separated quantum momentum 
function equations (see Ref. 11) in r,8,5 coordinates are 
1 
1 
1 d_ 
r= dr 
r= pr(r,E,a) + pr=(r,E,a) = E - V(r) -_a , (2.30) 
1 sin(6) d6 
sln(0) po(0,a,c) + pe=(8,a,c) = a - £_ (2.31) 
sln=(8) 
ft dg, + p,= = c , 
1 dfi 
(2.32) 
where a, c are the separation constants and pr(r,E,c), p*(a,c), and pg(c) 
are the quantum momentum functions associated with the coordinates r, 8, 
19 
9. The physical boundary conditions are > prc and p* > pec as H 
> 0, where prc and p«e are the classical momentum functions given 
earlier. 
Vow consider the Coulomb potential V<r> = -g/r. The Coulomb 
quantum action variables J^, J*, and J, are defined as contour integrals 
of the quantum momentum functions (for a detailed discussion, see Sef. 
11): 
Jr = 1 
2ic 
Pr(r,E,a) dr (2.33) 
J« = 1 
2K 
Pe(8,a,c) de (2.34) 
Ja ~ 1 
2n 
Pb(c) dfi (2.35) 
Cb 
where C^ and C@ are shown In Figures 2.4 and 2.5, respectively. 
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In r 
L" • T ' "J 
r. ' «= 
In y 
3 Re y 
X 
Figure 2.4. Contour Cr In the 
complex r plane 
Figure 2.5. Contour Cr In the 
complex y plane, 
where y = - cot(6) 
For any central potential (see Ref. 11) 
Jr = nrt, 
J, = net, (2.36) 
Jg = n#t, 
where n^ = 0, 1, 2..., and ne = 0, 1, 2 are the number of poles 
21 
enclosed by the contours and C«, respectively, and where n, = 0, ±1, ±2 
Evaluation of the Jr, J*, and J, Integrals is done in Ref. 11 by 
using Cauchy's theorem; the results are 
Jr = - va + ig/2^ , (2.37) 
J* = Ua + Ch/2)=)i/= - 5/2 - <J,=)i/z , (2.38) 
J, = Vc , (2.39) 
and a = 1(1+1)^^, where 1 = n* + n," and where ng' is the positive square 
root of na=. 
Combining equations (2.36), (2.37),(2.38) and (2.39), 
we get 
-(g/2)= -(g/2) = 
(Jr + J* + J,)= ((nr + 1 + 1X5)= 
(2.40) 
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Equation (2.40) gives the bound state energy levels for the Coulomb 
potential. For different values of n^ and 1 we get the different energy 
levels. It is Interesting to note that the form of the classical and 
quantum expressions for the energy are Identical for the Coulomb 
potential. 
C. Classical Limit 
Consider now the Coulomb radial action variable given by (2.37) 
(set g = 2) 
Jr = -(1 + l)t + iZ-IE . 
The bound state energy E Is given by (2.40) 
E = -l/((nr + 1 + l)t=) = -l/(nA)= (2.41) 
where n = n^ + 1 + 1 
In the classical limit —> 0, we let n > o> and 1 > « in E = 
23 
-l/<nt)z and L = <1 + 1/2)t such that E and L are fixed. The reason that 
we use <1 + 1/2)t, but not (1 + l)t fixed, is explained in Ref. 15. 
Therefore, as t —> 0, 
Jr = -<1 + 1)5 + i/VE > Jre = "Lc + l/'/B. (2.42) 
Ve summarize all these results; in the classical limit 
(1) 1(1+1X6= > 1(1 + 1/2)4® + l&=/2 > Lc, 
(2) B = -l/(nh)= > classical E, 
(3) Jr > J PC for all E < 0 and Le > 0, 
(4) pr > Pre for all r. 
As described in Sef. 11, for bound state energies, the contour definition 
of the action variable can be maintained in the classical limit. The 
poles in the quantum case coalesce into a branch cut in the classical 
case. The expressions of the classical and the quantum action variables 
have the sane mathematical form. 
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D. Discussion of the Classical 
In Section A, we define prc(r,8,5) in the complex plane, using a 
branch cut joining the two turning points along the real axis (see Figure 
2.1). The sign of prc(r,8,5) is taken as positive below the branch cut 
and negative above the branch cut. Ve found that the branch cut defined 
in this way fixes the behavior of pr(r,8,5) at infinity and at the origin: 
Pr(r,B,a) > k as r > « , (2.43) 
Pr(r,E.a) > -ILc/r as r > 0 , (2.44) 
where the definitions of k and Le are given in.the Appendix. In order to 
extend the definition of pr(r,8,a) to positive and complex energies, 
instead of fixing the sign of the branch cut we assume the behavior of 
Pr(r,8,9) at infinity and the origin given by (2.43) and (2.44). The 
reason for defining pr in this way and not in the way it is defined in 
Section A, is that for complex energies the sign of pr(r,8,5) does not 
have a clear meaning on the branch cut connecting the two turning points 
When the turning points move extensively in the r plane. 
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The equations (2.43) and (2.44> are equivalent to the convention 
used In Section A. In the next chapter, even for positive energy, we 
maintain the sane boundary conditions. 
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III. BXTEIDBD DBFIHITIOHS OF CLASSICAL and J«. FOR POSITIVE 
ANGULAR MONBHTUX 
In the previous chapter, we explained how the action variables are 
defined in the classical and quantum bound-state cases. In that chapter, 
classically, Jrc is defined for negative energy and Jee is defined for 
positive angular momentum, while quantum mechanically, Jr and J* are 
defined for negative energy eigenvalues and positive angular momentum 
eigenvalues. 
In this chapter, we extend the classical definitions of Jrc and J«c 
to all E values, not Just negative E values. In order to define Jrc for 
all E values, we need to understand the behavior of the turning points and 
the branch cut connecting the two turning points. The knowledge of the 
positions of the turning points enables us to define the contour which 
encloses these turning points and the cut. The branch cut is defined such 
that pr has the desired physical behavior at the origin and at infinity. 
Again, the Coulomb potential is used as the main example. In Section A, 
we examine the action variable for real energy E and positive angular 
momentum Lg. The definition of Jrc for complex energy and positive 
angular momentum is given in Section B. 
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A. Definition of Action Variables for Real E and Positive 
In order to define the action variables, we study first the behavior 
of the turning points for real energy and positive angular nonentuo. 
1. Radial notion 
The turning points are defined as the points where 
Pre = (E - V<r> - Lc=/r=)'/= = 0. (3.1) 
For the Coulomb potential, we take V(r) = -g/r with g=2. Since prc= is 
quadratic in 1/r for the Coulomb potential, there are only two turning 
points, ri and rz, which are defined in A. 
To obtain different configurations of turning points, we change the 
energy from a large negative value to a large positive value smoothly, 
while fixing the angular momentum L^. The Figure 3.1 shows how the two 
turning points r, and r» move for a real positive Lc> The path of the 
turning point ri passes through points a,, b, c,, and d, and the path of 
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the turning point r* passes through points a^, b, ca, and da as shown in 
Figure 3.1. 
In r 
Re r 
Figure 3/1. Path of the two turning points r,, r^ with respect to 
energy in the complex r plane 
The points a^ and a^ are the positions of two turning points ri and 
ra for a large negative energy. The point b is the position of both 
turning points "at the bottom of the well" ("the bottom of the well" is 
the minimum value of the effective potential, see Figure 3.2). c, and Ca 
are the locations of the turning points when the energy is "in the well" 
("in the well" means the energy is negative and greater than the minimum 
value of the effective potential, see Figure 3.2). di and da are the 
location of two turning points when the energy is positive or "above the 
top of the well" (see Figure 3.2). For these four configurations, the 
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turning points and branch cuts are shown in Figure 3.3 (a), (b), (o), and, 
(d) respectively. 
Energy 
The top of the well 
In the well 
The bottom of the well 
Figure 3.2. The effective Coulomb potential 
In order to define p,.c completely, we choose the sign of prc such 
that 
Pre > -iLc/r with Le > ® as r > 0 , (3.2) 
Pre > k as r > « . (3.3) 
30 
In r la r 
Re r r, Ts Se r 
a 
(a) (b) 
Im r 
In r 
> 
r, Ta Re r ^^ Re r 
<c) (d> 
Figure 3.3. Turning points and the branch cut of prc for different 
energy values 
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See the Appendix for nore detail about these boundary conditions and for 
definitions of k and L., 
Ve maintain the boundary conditions (3.2) and <3.3) for all energies. 
Having defined prc, we can now define Jr for all real energies B. Jr Is 
defined as 
Jr = — 
2it 
Pre dr , 
Cr 
(3.4) 
where Cr Is shown In Figure 3.3 (a), <b), ( c ) ,  and (d) for the four 
possible different configurations. To evaluate this integral we use 
Cauchy's theorem (see Refs. 11 and 16). Since the form of prc and the 
boundary conditions on prc do not change for any value of E, contributions 
from the origin and infinity are the same as in the bound state case. 
Hence, as In Chapter II, 
Jrc = -Lc + i/VE (3.5) 
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The equation (3.5) Is valid for all positive and negative real energies 
and all positive angular momenta. The contour integral definition given 
by (3.4) is valid for all real B and positive Le values. Bote that the 
definition given in Pef. 16 for the action variables cannot be extended, 
because for large negative energies both turning points are not physical 
and for positive energies one turning point is unphysical. By unphyslcal 
turning points we nean turning points which are not on the positive real 
axis. 
2. 8 and 5 notion 
Since Lc is real and positive, the definitions of J# and Jg in the 
bound state case are still valid. Therefore, as before, 
J# ~ Lc Vcc, C3.6) 
J, = VCc , (3.7) 
J<8l + Jg = Lc . (3.8) 
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B. Definitions of Classical Action Variables When E is Conqplex 
and Le Is Real and Positive 
In order to get the different configurations of turning points 
for different energy values, we study how the turning points nove while 
the energy is increased smoothly from a large negative value to a large 
positive value. In this section, we Increase energy while fixing angular 
momentum Le at a real positive value. Ve introduce a coaqilex part ie to 
the energy to avoid the energy B = 0. e is assumed to be small and 
positive (see the Appendix for more detail). These turning point 
configurations are useful when we study radial momentum families in 
Chapter VI. 
In Figure 3.4, configurations of r^ and rz are shown for different 
values of B = B* + le. Le is taken as equal to 1. e Is taken as 0.09. 
Figure 3.4 (a) shows the turning points for a large negative energy value. 
Figure 3.4 <b> is drawn for negative B, but "in the well" 
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(a) <b). 
Figure 3.4. Configurations of r, and r^ for different Br values, 
where E = E* + ie 
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Figure 3.4 <c> shows the turning points when Em is zero. The last Figure, 
3.4 (d), shows the positions of the two turning points for positive 
energy. For all these four cases the branch cut is drawn so that the 
classical radial nomentum function p^c satisfies the boundary conditions 
(3.2) and (3.3). 
Again, we define the action variable Jr as 
Jr = — 
2n , 
Pre dr , (3.9) 
where is as shown in each Figure. Evaluating the integral 
(3.9) as before we get again 
Jr = -Lc + i/VE = -Lc +i.(Em +ie)-'/=. (3.10) 
Comparing Figure 3.3 with Figure 3.4 and expressions (3.5) with 
(3.10), shows that the cases of real E and complex E with small e are 
essentially the sane, as expected. One of the advantages of Introducing 
ie into the energy is that now Jr is defined for E* = 0 (see (3.10)), and 
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the transition through =0 is snooth. In (3.5), Jr is undefined for 
B = 0. 
The 6 and 9 notions are the same as in the other two cases because 
the angular nomentum is positive. Therefore (3.6) - (3.6) remain true. 
Thus, equations (3.10) and (3.6) - (3.8) give the action variables for the 
Coulomb potential for complex E and positive L^. 
C. Discussion 
In this chapter, we defined J^e as a contour integral of prc. The 
contour encloses the two turning points and the cut. Ve saw that, if the 
branch cut does not run through the origin and infinity, the expression 
(3.10) is the same as (3.5). The reason for this is that the 
contributions from the origin and infinity to the integral (3.9) are 
always -Lc and i/k, respectively. In conclusion, the definition (3.9) for 
Jrc can be maintained for all energies. Although we have extended the 
definition of Jr, to positive (scattering) energies, we have not examined 
the physical meaning of Jrc for these positive energies. Such a 
discussion occurs later when we consider angular and radial families of 
states. 
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IV. BXTBVDED DBFIÏITIOIS OF QUANTUM XOXEVTDX PUVCTIOI 
In the last chapter, we extended the definitions of the classical 
oonentum function and the classical action variable to the scattering 
region. In this chapter, we study the poles of the quantum momentum 
function in order to extend the definition of the quantum action variable 
to non-eigenstates and to scattering states. That is, our goal is to 
define the quantum action variable for all energies, not just for energy 
eigenvalues. 
In Section A, we review the quantum bound state definitions, and 
explain how we consider the non-eigenstates and scattering states as 
extensions of the bound state case by changing the boundary conditions. 
In Section B, as a guide to understanding, we consider the simplest 
possible case: the free particle case, in order to develop an 
understanding of the motion of the poles of the quantum momentum function 
as a function of energy. The Coulomb potential is considered in Section 
C. Ve study the poles of the Coulomb quantum momentum function in the 
complex r plane in this section. The knowledge of the location of the 
poles of the quantum momentum function enables us to define the quantum 
action variable for non elgenstates and scattering states in the following 
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chapter. The paths of the poles of the quantum momentum function for the 
free particle case and the Coulomb case are discussed and compared in 
Section D. 
A. Bound States and Boundary Conditions 
For bound state energies, we defined the classical momentum function 
as prc(r,E,L=) = <B-V<r>-L®/r®) with the branch cut connecting the two 
turning points r, and rz and with the boundary conditions (3.2) and (3.3). 
The quantum momentum function pr(r,E,1) is defined in terms of the quantum 
characteristic function as 
Pr(r,B,1) = dWr/dr (4.1) 
(see Ref. 11). Figure 4.1 shows the poles of pr(r,E,1) for sons eigenstate 
energies. 
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Figure 4.1. The poles of the quantum momentum function and the 
branch cut of the classical momentum function 
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The Figure 4.1 Is drawn for 1=1. The Figure 4.1 shows (a) no poles 
of pr(r,E,1) for the ground state, <b> one pole for the first excited 
state, and (c> four poles for the fourth excited state, respectively. The 
contour Cr enclosing r, and rg and the region between then Is used to 
define the quantum action variable Jr (see (2.33)). In Figure 4.1 <d> is 
shown the branch cut used to define the classical momentum function 
Prc(r,E,L=) and the contour used to define Jrc(E,L=). 
For elgenstates, there are no poles of p^(r,B,1) outside the contour 
other than the one at the origin and the one at infinity (see Kef. 11). 
When we Increase the energy from one elgenstate to the next one, the 
number of poles in the well Increases by one. In order to understand how 
the poles come into the well, and with the aim of extending our 
definition of J^, we must study pr(r,E,1) between elgenstates. To obtain 
the quantum bound state energies, in Chapter II we imposed the boundary 
conditions 
Pr > Pr 
p® > p#« 
Pi > Pie , 
(4.2) 
(4.3) 
(4.4) 
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as h > 0 for all r, 8, 5 (see Section B of Chapter ID. Since we 
want to define the action variables between eigenetates, we have to relax 
one or nore of the above three boundary conditions. These boundary 
conditions nake the energy and the angular nomsntua eigenvalues discrete. 
Since we are interested in finding the locations of the poles of the 
radial quantun momentum function between eigenvalues, we study the quantum 
momentum function pr(r,E,1) for all energies by relaxing the boundary 
condition (4.2). Bote that energy is involved only in the radial quantum 
momentum equation and boundary condition (4.2). The boundary conditions 
(4.3) and (4.4) involve only 1 and m and not B. 
The radial quantum momentum function equation (see Ref. 11) is 
d^r + Pr= = (B + g/r - l(l+l)h=/r=) = prc= . (4.5) 
dr 
In Bef. 11, the relations between the quantum momentum functions and the 
Schrbdinger wave functions are given as 
Pr(r,B,1) = J6 du/dr , 
1 u(r) 
(4.6) 
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p»(8,l,o> = h dUm/cL9 . (4.7) 
1 Ue(8) 
Pi(c> = "& dua/dg . (4.8) 
1 U| (9) 
Combining (4.5) and (4.6) and assuming "fi = 1, we get thb radial 
SchrSdinger equation 
d=u(r)/dr= + (B + g/r -l(l+l)/r=) u(r) = 0 . (4.9) 
The expression (4.6) shows that the poles of the quantum momentum function 
are due to the zeros of SchrUdinger wave functions (or to poles of the 
first derivative of the wave functions). Since the SchrUdinger equation 
is easier to handle numerically than the radial quantum momentum function 
equation, we study the zeros of the SchrBdinger equation rather than 
working directly with the poles of radial quantum momentum function 
equation. 
In order to find the poles of the quantum momentum function between 
eigenvalues, we keep the boundary condition (4.2) at the origin: 
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Pr > Pre as t > 0 for r =0 , (4.10) 
but do not restrict p^ to approach prc as t > 0 for r = *. <Ve could 
have kept the boundary condition at infinity and relaxed the condition at 
the origin instead. However the final result would have been the sane as 
the case considered here.) The SchrSdinger boundary condition equivalent 
to <4.10) can be expressed in terns of the wave function as 
u(r) > 0 as r > 0 , (4.11) 
and we do not restrict u(r) elsewhere, in particular we do not require 
that u(r) > 0 as r >» as is done in the eigenvalue case. Thus, with 
this new freedom we can explore the notion of the zeros of u and the poles 
of pr between eigenvalues. 
B. Quantum Xomentun Function for Free Particle 
In this section, we study the location and the motion of the zeros of 
the free particle wave function. The free particle wave function can be 
easily obtained and the location of its zeros can be easily found. 
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As we will see later, the notion of zeros of the free particle wave 
function is similar to that of the Coulomb wave function. Therefore it is 
useful to study the zeros of the free particle wave function as a guide 
before we study the Coulomb potential. 
1. Zero angular momentum 
For a free particle with zero angular momentum, the SchrtSdinger 
equation is 
dfu/dr* + Bu = 0 , (4.12) 
and the solution which satisfies the boundary condition (4.11) is 
u<r) = sin(kr) , <4.13) 
where k = «TE (see the Appendix) and where E = E* + le with e small and 
positive. In order to avoid the singular point E = 0 where u(r) has a 
different form, the imaginary piece le has been introduced into the 
energy. The zeros of u(r) are given by 
r„ = n«/k , (4.14) 
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where n Is an integer. For large negative energy, k Is essentially 
Imaginary and the zeros of u(r> are on the Imaginary r axis. There are an 
Infinite number of zeros (one for each n). When the energy Is Increased 
through negative values the magnitude of k decreases, and the absolute 
value of r„ Increases. When Em > 0 , r„ « nn/Vle « n%(l-l)/6V2. For 
large positive Em ,rn % nn/k where now k Is essentially real and large. 
The behavior of the zeros Is shown in Figure 4.2. 
Im r t Im r 
—> 
Re r 
—> 
Re r 
« 
t 
(a) (b) 
Figure 4.2. The locations of the poles of the quantum momentum 
function for different energies for a free particle 
46 
la r 
, Ra r 
Ce) 
Figure 4.2. (Continued) 
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Figure 4.2 (a) shows the poles of pr(r,E,1) (zeros of u(r)> for a 
large negative energy. The poles shown in Figure 4.2 (b) are drawn for 
negative Em, but not very large compared to e. The poles in this case 
have moved away from the imaginary axis. The Figure 4.2 (c> shows poles 
of pr(r,E,1) for positive energies (not very large compared to e). Figure 
4.2 (d) shows the poles of pr(r,E,l) for very large positive energy. If e 
is zero instead of Just small as above, the poles move along the imaginary 
axis until E = 0. This can be explained as follows. As we Increase the 
energy E, |E| decreases and so does |k|. Therefore r» Increases since rn 
= nn/k. Since k is pure imaginary for negative B, the poles are always on 
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the imaginary r axis. Par positive energy, k is essentially real and the 
poles are now on the real axis. 
In this section, we saw how the poles move to the real axis from the 
imaginary axis as passes through zero. Ve find that if e is nonzero, 
the zeros of the free particle wave function are close to the imaginary 
axis for large negative energies and the zeros which are above the real 
axis, move to the negative real axis and the zeros which are below the 
real axis, move to the positive real axis when the energy is Increased 
smoothly from negative to positive as shown in Figure 4.3. 
Im r 
> 
Se r 
Figure 4.3. The paths of the poles of the free particle quantum 
momentum function 
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If e =0 then k Is purely imaginary for negative energy and purely real for 
positive energy (see the Appendix). Since r» = nrt/k, when E > 0- and B 
> 0*, we have that rn > ±i® and rn respectively. Hence the 
poles disappear from the imaginary axis when Em > 0-, and reappear on 
the real axis when the energy becomes positive and finite. The motion of 
the poles from the imaginary axis to the real axis, and the disappearance 
of the poles as E > 0 will appear again in the Coulomb case, although 
somewhat altered. 
2. Bonzero angular momentum 
Saw consider the free particle with nonzero angular momentum. The 
SchrWdinger equation becomes 
d=u/dr= + (E - l(l+l)/r=)u = 0 , (4.15) 
and the solution is 
Ui(kr) = C,Ji<kr) (4.16) 
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where (kr) is the Bessel function. For large r, j »(kr) > sln(kr-
ln/2}. Therefore, for large r, Ui behaves as the zero angular momentum 
case, except for a shifted argument, and so do the poles of the quantum 
momentum function pr(r,E,1). Thus, for large r 
r„ a n%/k + ljr/2k . (4.17) 
Lastly, for small r, the effect of the angular momentum barrier 
l(l+l)/r2 is merely to exclude the zeros of Ui from the small r region. 
In summary, for the free particle the zero- angular-momentum and non-zero-
angular-momentum cases are very similar. In this section, we have studied 
the free particle case and found where the poles are located and how the 
poles move with energy. In the next section, we use this knowledge to 
study the poles of the Coulomb quantum momentum function. 
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C. Poles of pr Far Coulomb Potential 
1. Complex energy E = E* + le 
It Is not possible to find a simple expression for the locations 
of the zeros of the Coulomb wave function as is done in the free particle 
case. From the bound state Coulomb quantum momentum function, we know 
that there are finite number of poles of pr(r,E,1) in the complex r plane 
for elgenstate energies. However, since the Coulomb potential can be 
neglected for large r, for large r the Coulomb problem is same as the free 
particle case, and hence there should be an infinite number of poles 
present for large r. In fact, however, as mentioned above, there is only 
a finite number present for an elgenstate. In order to study what happens 
to these poles when B > or E >0 , we introduce a small 
imaginary piece le into the energy E. This le prevents the energy from 
becoming exactly an eigenvalue even though the energy can become very 
close to an eigenvalue. 
The problem is to obtain an expression for the zeros of the Coulomb 
wave function for arbitrary complex energy. Ve use numerical techniques 
to find the locations of zeros of the Coulomb wave function. Ve use the 
fourth order Runge-Kutta method to solve the differential equation (4.9) 
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and lewton's method to find the zeros. Ve find the zeros for a large 
negative energy value and then follow then with increasing energy, while 
keeping the angular momentum fixed at a real positive value. In this way, 
the notion of the zeros as a function of energy is napped out. 
Figure 4.4 shows the locations of the poles of p^ for different 
energies and for positive fixed angular nomentun (recall that the zeros of 
u, found above, are the poles of pr>. The Figure 4.4 (a) shows the 
location of the poles for a very large negative Er, where E = E* -fie. The 
poles above and below the real axis are close to the imaginary axis for 
this case. The Figure 4.4 <b> shows the locations of the poles when E^ is 
"in the well". The location of the poles for very small positive Er is 
shown in Figure 4.4 (c). Bote that in this case almost all the poles 
below the real axis are now very close to the real axis and the poles 
above the real axis are far away from the real axis. The Figure 4.4 (d> 
shows the location of the poles for a small positive value of Er. The 
location of the poles for a large positive value of Er is shown in Figure 
4.4 (e). Bote that for this last Er all the poles are essentially on the 
real axis. 
In this section, we saw where the poles of the Coulomb function are 
located and how they move as the energy is increased. 
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Figure 4.4. The location of poles of the Coulomb quantum momentum 
function for different energies 
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Figure 4.4. (Continued) 
For large negative energy, the poles are close to the imaginary axis, 
and,as the energy increases, all the poles which are below the real axis 
move to the positive real axis one by one. Each time Er = one 
pole moves to the real axis and remains on the real axis for all the 
energies greater than that E«ig.n value. Therefore we can assign a 
different eigenvalue for each pole and each pole moves to the positive 
real axis when Br reaches that assigned energy eigenvalue (see Figure 
4.5). When Er becomes positive, all the poles which were below the real 
axis, have come to the positive real axis and remain on the real axis for 
all positive energies. However, poles which were above the real axis move 
to the negative real axis as one group as the energy becomes positive and 
remain on the negative real axis for all positive energies (see Figure 
4.5). 
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How wa compare the location of poles In the Coulomb case (with e = 0) 
with the location of poles in the free particle case (with e = 0). 
In both cases for a large negative energy, the poles are close to the 
positive and negative imaginary axis. As the energy is increased, the 
poles above move to the negative real axis as one line in both cases. 
However, the poles below move to the positive real axis one by one in the 
Coulomb case, while in the free particle case they move to the positive 
real axis as one line much as the poles above the real axis. 
Im r 
2 S 
Re r 
Figure 4.5. The location of poles are shown for between second and 
third excited states 
55 
2. Locations of poles for real enorglas 
In the last section, we studied the notion of the poles for negative 
and positive energies with a small Inaginary piece le. In order to define 
the quantum action variable for real energies, we need to know how the 
poles behave for real energies (both positive and negative). In this 
section, we do that. 
Making the imaginary piece le —> 0 in section B, we obtain the 
locations of the poles of p^ for real energy. Figure 4.6 show the 
locations of poles of pr for different real energy values. For very large 
negative energy, there are an infinite number of poles close to positive 
and negative imaginary axes and they are shown in Figure 4.6 (a). Figure 
4.4 (b) shows the location of the poles when the energy is between the 
first and the second excited states for 1=1. Note that in this case there 
is a real pole (a pole on the real axis) between the two turning points 
and there are an infinite number of complex poles (poles off the real 
axis) above and below the real r axis. For an eigenvalue, there are only 
real poles present and no complex poles are present in the coaplex r 
plane, as discussed in the bound state eigenvalue case in Chapter II. The 
number of poles on the real axis depends on the energy level. Figure 4.4 
(c) shows the case when B is an eigenvalue (for n^ = 3); the number of 
poles between the two turning points is the radial quantum number nr. 
When the energy is Increased, the number of real poles "in the well" 
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Figure 4.6. The location of the.poles of the Coulomb 
quantum function for real energies 
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Figure 4.6. (Continued) 
there are an Infinite number of poles present above and below the positive 
real axis in the complex r plane. Figures 4.6 <d) and 4.6 (e) show poles 
for a small negative energy value and a small positive energy value 
respectively. The Figure 4.6 (d> shows the positive real axis nearly 
filled with poles. For any value of positive energy, there are no complex 
poles in the coiq>lex r plane. However there are infinite number of real 
poles on both the negative and positive real axes. Figure 4.6 (f) again 
shows the case E > 0. 
In Section B, we observed how the poles of pr(r,E,1) behave in the 
free particle case when E > 0, and we found that all the complex poles 
disappear. Ve also found a similar situation when E = E*ig.n In the 
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Coulomb case. Vhen B becomes positive In the free particle case, all the 
poles are on the real axis, while in the Coulomb case, the poles come to 
the real axis one by one each tins the energy reaches an eigenvalue. It 
is interesting to note that elgenstates in the Coulomb case are similar in 
character to E = 0 in the free particle case as we now show. 
Before we discuss the path of the poles, we show that E = 0 in the 
free particle case is equivalent to the elgenstates of any general 
potential which goes to zero rapidly as r > ». For any potential which 
goes to zero rapidly as r > », the asyaqptotic form of the wave function 
(i.e., the form of u(r> for very large, positive, real r> can be written 
as 
u = A sln(kr + S) (4.18) 
where S, the phase shift, is independent of r. Therefore, far away zeros 
of u(r> are given by 
kr + f =njt 
and 
(4.19) 
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r„ = nx/k - f/k . <4.20) 
The zeros of the free particle wave function are given by (4.17); that is, 
r„ = nn/k. (4.21) 
When È reaches zero, r„ in equation (4.21) reaches infinity and 
disappears. However r„ in equation (4.20) can reach infinity either when 
E reaches zero or when 6 reaches infinity. But we know that, from 
scattering theory, Im S > -« as B > (see Ref. 15). The 
reason for this is that the boundary condition at Infinity forces the wave 
function to go to zero at infinity: 
u = A(exp(ikr)exp(if) + exp(-ikr)exp(-if)) . (4.22) 
((4.22) is same as equation (4.18), but written in exponential form.) Ve 
see in (4.22) that the non-normalizable term exp(-lkr) is absent when In S 
> _oa . Thus, in (4.20) either B = 0 or E = E,ia»r. will banish the 
poles. This discussion shows why E«ia.r> in the Coulomb case is similar in 
character to E = 0 in the free particle case. 
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D. Path of Poles 
To further understand how the number of poles of pr "In the well" 
Increases with energy, we follow the complex poles of pr with changing 
energy in this section. 
The paths of the first ten poles are shown in Figures 4.7 - 4.10. 
The Figures 4.7 and 4.8 show poles of the quantum function for 
the free particle case. The Figure 4.7 is drawn for zero angular. The 
poles move from the imaginary axis to the real axis as energy is increased 
from negative to positive. They move as one straight line. The Figure 
4.8 is drawn for non zero angular. The poles in this case also move in 
the same way as the zero angular case, but the location of the poles for a 
fixed energy is a little different from the location of the poles for the 
zero angular case for the same energy. The paths of poles for Coulomb 
potential with large e are shown in Figure 4.9 and paths for small e are 
shown in Figure 4.10. For a large e, the paths of poles are similar to 
the free particle case except that the poles which are above the real axis 
first move to the right and then move towards the negative real axis, and 
the poles which are below the real axis move into the "well" one by one. 
For small e, the overall motion is the sana as in the large e case; 
however, the paths wiggle as Br goes through an eigenvalue. Vote that the 
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wiggles are snail compared to the main motion. After the lower poles 
leave the negative imaginary axis they do not come back close to it again. 
However, the poles above the real axis, go through the positive imaginary 
axis again when E* % e. Lastly, note that e does not change the major 
features of the paths. It only makes then wiggle the path near 
eigenvalues. 
In r 
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Se r 
Figure 4. 7. The paths of the poles of the free particle 
quantum function for zero angular 
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Figure 4.8. The paths of the poles of the free particle 
quantum function for nonzero angular 
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Figure 4.9. The paths of the poles of the Coulomb 
quantum function for large e 
<B = Br + ie) 
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Figure 4.10. The paths of the poles of the Coulomb 
quantum function for large e 
(E — + Ic) 
E. Discussion 
In this chapter, we studied the location and motion of the poles of 
the Coulomb quantum function. This knowledge is required to define the 
contour integral for the quantum action variable Jr for all energies. For 
large negative energies, we found that the poles of the quantum momentum 
function, for both the free particle case and the Coulomb potential, lie 
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close to the negative and positive laaglnary axes. As the energy 
Increases, the poles move to the real axis. When the Coulomb potential is 
present, the poles below the real axis move to the positive real axis one 
by one. All the poles above the real axis move to the negative real axis 
when the energy becomes positive. However, in the free particle case, the 
poles above and below the real axis move together as one unit to the real 
axis. We found that the size of the e in the Coulomb energy does not 
change the overall motion, but it does change the "local behavior" when En 
is near an eigenvalue. When e is nonzero, for all energies, there are 
infinite number of poles in the complex r plane. For positive real 
energies, there are no complex poles present in the complex r plane, but 
an infinite number of poles are present on the negative and positive real 
axis. Ve also found that there are an infinite number of complex poles in 
the complex r plane for all negative energies except for the energy 
eigenvalues, and that infinity is a condensation point of these poles. In 
the next chapter, we use this knowledge to define the quantum action 
variable J,, for all the energies. 
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V. BXTBIDBD DBFIVITIOHS OF QUAITUM ÂCTIOIf VARIABLES 
In this chapter, we extend the definition of the quantum action 
variable to non-elgenstates and scattering states. The knowledge of the 
location of the poles obtained In the last chapter Is used to define the 
quantum action variable Jr for all energies. Since the angular momentum 
Is assumed to be an Integer, as In the eigenvalue case, the definitions of 
J* and Jm are still valid for all energies. Therefore, in this chapter, 
we define only the quantum radial action variable Jr. 
In Section A, we discuss the elgenstate definition of the quantum 
action variable and its properties. Section B is a brief discussion of 
the location of the poles of the quantum momentum function for all 
energies. Ve formally define the quantum action variable Jr in Section C. 
A general overview is given in Section D. 
A. Blgenstate Definitions 
For an elgenstate, the radial action variable Jr is defined as the 
contour integral 
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1 
Jr = Pr dr , <5. 1) 
2it . 
where p^ Is the quantum momentum function which Is a solution of the 
quantum momentum function equation (2.30), and where Cr is the contour 
which encloses the poles of the quantum momentum function p^ on the real 
axis between the turning points in the complex r plane (see Figure 2.3). 
For the Coulomb potential, In an elgenstate, we get 
Jr = -(l+l)t + i/k , (5.2) 
where k - •TB and is further defined In the Appendix, and 
Jr = nr* , (5.3) 
where Ur is an Integer (see equation (2.36)). This elgenstate definition 
of the radial quantum action variable Jr has the following properties: 
(1) For all the energy elgenstates Jr has the same form. For the Coulomb 
potential, the form is Jr = -(1+1)5 + 1/k given in (5.2). , 
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(2) The algebraic form of is due to the contributions from the fixed 
poles, where the fixed poles are the poles which are fixed in location and 
always present in the complex plane for all the eigenenergies. In the 
Coulomb case, the term -(1+1X6 is from the pole at the origin and 1/k is 
from the pole at infinity. In this case, there are two fixed poles; one 
at the origin and the other at infinity. The poles which are not fixed 
are called moving poles. The equality Jr = nrt is due to the contribution 
of the moving poles (see Sef. 11). Bote that n^ is the number of moving 
poles "in the well", i.e., on the real axis between the turning points. 
The Figure 5.1 shows the fixed and moving poles for the Coulomb potential. 
Im r 
FP 
FP MP 
•*-
MP 
—> 
Re r o 
Figure 5.1. The moving and the fixed poles in the complex r 
plane for the Coulomb potential 
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(3) Jr = Drfi is also valid for all the eigen energies. But Ur is the 
number of poles enclosed by the contour Cr and varies from elgenstate to 
elgenstate. 
(4) The elgenstate energies can be obtained by combining the two 
equations (5.2) and (5.3). 
B. Location and Notion of Poles with Energy 
In the last chapter, we discussed the location of the poles of the 
quantum momentum function for the free particle case and for the Coulomb 
potential. The main features of the notion of the poles can be summarized 
as follows (note that E = Em + le unless mentioned.): 
(1) For large negative energies, in both the free particle case and the 
Coulomb case, there are infinite number of poles of the quantum momentum 
function close to the positive and negative imaginary axes. These poles 
are shown in Figures 4.2 (a), 4.3 (a) and 4.4 (a). 
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(2) As the energy Increases, the poles which are above the real axis, 
first move to the right and then move back towards the negative real axis 
in the Coulomb case. In the free particle case, they move from the 
positive imaginary axis to the negative real axis as shown in Figures 4.16 
and 4.17 as the energy Em passes zero. 
(3) In the Coulopib case, the poles which are below the real axis move to 
the positive real axis one by one as shown in Figure 4.9. In the free 
particle case, the poles move from the negative imaginary axis to the 
positive real axis as one group as shown in the Figures 4.16 and 4.17. 
(4) When e = 0, for real eigenenergies, only a finite number of poles of 
the quantum momentum function is present on the real axis (see Figure 
4.12) and there are no con^lex poles in the complex r plane. 
(5) For positive energies, all the poles of the quantum momentum function 
are on the negative and positive real axis. They move along the real axis 
toward the origin as the energy increases. 
(6) For all finite energies the poles never come to the negative 
Imaginary axis. (This is is^rtant when we define the quantum action 
variable Jr.) 
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(7) Infinity is a condensation point of the oonplex poles (the complex 
poles are infinitely dense at Infinity). 
These properties of the poles of the quantum momentum function are 
used to define the radial action variable Jr in the next section. 
C. Radial Action Variable 
In this section, we define the action variable such that it Is 
consistent with the earlier definition of Jr for elgenstates. The quantum 
action variable J,, is defined such that it has following properties; 
(1) Jr is consistent with the quantum action variable defined in Kef. 11 
for elgenstates. 
(2) The form of Jr remains the same for all the energies. For the 
Coulomb potential Jr has the form Jr = -(1+1X6 + 1/k. 
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(3) The contour which Is used to define Jr Is not changed for all the 
finite energies (I.e., no poles cross the contour for any energy). 
As we discussed in Section A (see condition (1) and (2)), the form of 
Jr is due to the contribution of the fixed poles of the quantum momentum 
function pr. Ve also found in the previous chapter that even for non-
elgen and scattering energies these poles are fixed and always present in 
the complex r plane. Therefore, if one wants to have the same form of the 
quantum action variable Jp for all energies, one must define Jr.as a 
contour integral such that the contour encloses only the fixed poles. 
In the Coulomb case, the contour should enclose the fixed poles at 
infinity and at the origin. In order to enclose the origin and Infinity, 
we "move" Infinity to a finite point -i/e for two reasons (e is a small, 
positive number). One reason is to have a finite size contour, and the' 
other reason is that for off eigenvalues, infinity becomes a condensation 
point for the infinite line of complex poles of the quantum momentum 
function. Enclosing the pole at the origin presents no difficulty, while 
enclosing the pole at Infinity is difficult because, as we saw above, 
infinity is a condensation point for the moving poles. In order to avoid 
the moving poles, we leave them in place, and move infinity. In this way, 
we are able to enclose infinity the same way we did in the eigenvalue 
case. After evaluating the Integral, we let e go to zero in order to get 
» 
the form of Jr desired. 
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Before we define the contour Integral of In the conplex r plane, 
It Is informâtIve to define Jr in the s = 1/r plane because moving the 
origin to a finite point in the s plane is easier to visualize than moving 
infinity in the complex r plane. The poles of the quantum momentum 
function pr in the complex r plane for an eigenstate, off elgenstate, and 
for scattering energies (E > 0) are shown in Figures 5.2, 5.3 and 5.4, 
respectively. 
Im r Im r 
-N #-
Re r T» .Re r 
Figure 5.2. The poles of the quantum Figure 5.3. The poles of the 
momentum function for quantum momentum 
an elgenstate in the function for an 
complex r plane off-elgenstate in 
the complex r plane 
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Re r 
Figure 5.4. The poles of the quantum momentum function for a 
scattering state in the conplex r plane 
Vow we transform the quantum momentum function p^ and element dr to 
the s plane and define the quantum action variable In the s plane. The 
locations of the poles of the quantum momentum function pr in the s plane 
for elgenstate, off elgenstate, and scattering states are obtained by 
transforming the locations of the poles in the conplex r plane. They are 
shown in Figures 5.5, 5.6 and 5.7, respectively. 
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Figure 5.5. The poles of the quantum Figure 5.6. The poles of the 
momentum function for quantum momentum 
an eigenstate in the function for an 
co]Q>lex> s plane of f-eigenstate in 
the complex s plane 
Im s 
«1 « Re 
Figure 5.7. The poles of the quantum momentum function for a 
scattering state in the complex s plane 
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Vote that the origin In the conplex r plane naps to Infinity in the 
complex s plane and infinity in the conplex r plane naps to the origin In 
the conplex s plane. Therefore "noving" infinity to a finite point in the 
r plane is equivalent to moving the origin to a finite point in the s 
plane. Let us first consider the location of all the poles of quantum 
nonentun function in the conplex s plane. The poles are shown in Figure 
5.8 for an energy between eigenstates. 
In r 
Re r 
Figure 5.8. The poles of the quantum nonentun function for an 
energy between elgenstate state in the complex s 
plane 
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Under the transformation r > s= 1/r, the integral (5.1) becomes 
Jr = — 
2* , 
ds/s* Pr(1/s) , (5.4) 
where C. is yet to be defined such that it encloses the origin and 
infinity. Here in Figure 5.8, the origin is the condensation point of the 
complex poles. Since we want to include only the origin but not the 
moving conplex poles, now we move the origin to a finite point le where e 
is a small positive real number. Hence ds/s® > ds/(s - ie)®. ïote 
that only ds/s^ has been changed; p^d/s) is unchanged; i.e., the location 
of the "moving" poles are unchanged. Ve define the quantum J,, in the 
complex s plane by the integral 
Jr = — 
2K , 
Pr(1/s) ds/(s -le)* , (5.5) 
where C. is shown in Figures 5.9, 5.10, and 5.11 for eigenstate energies, 
off eigenstate energies and scattering energies. 
77 
In r In r 
rr. •• • o > 
Re r 
€ 
' m 
*• ^/Ke r 
—>• 
Figure 5.9. The contour C* for an Figure 5.10. The contour C« for 
elgenstate an off-elgenstate 
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Figure 5.11. The contour C» for a scattering state 
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Thus, we have achieved a definition of in the s plane which meets our 
requirements, since C», when distorted, encloses only s = ie, i.e., the 
"new infinity", and s = ». 
Sow we transform the integral Jr back to the complex r plane. When 
we transform the integral back to the r plane, the contour Cr, which is 
the image of C«, encloses only the fixed poles which are excluded by the 
contour C« in the s plane. Therefore Cr encloses the origin (which was 
infinity in s plane) and the point -1/e (which Is the image of the point 
ie in the s plane). Thus we have 
1 
Jr — — 
2it 
dr/(l -ler)2 pr(r) , (5.6) 
where Cr is shown in Figure 5.13. Hote that the point le in s plane maps 
to the point -i/e in the r plane. 
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Figure 5.13. The contour for off-elgenstates in the r plane 
By using the fact that p^ >pre at the origin < boundary condition) and 
at the point -i/e (this is verified in the Appendix), and then letting e -
—> 0, we obtain 
Jr = -(l+l)h + 1/k. (5.7) 
Now we examine whether this definition of satisfies the conditions 
given in the beginning of this section. 
(1) This definition of Jr is consistent with the elgenstate definition 
given in Ref. 11, since at an eigenvalue the infinite number of complex 
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poles disappear and the contour of Figure 5.13 can be deformed such 
that it encloses the moving poles on the real axis and we get Jr = nrh 
where n^ is the number of poles Inside the contour (see Figure 5.14). The 
contour of Figure 5.14 is equivalent to the contour of Figure 5.13 for 
eigenstates. 
Im r 
Re r 
Figure 5.14. Deformed contour Cr' of the contour Cr 
(2> The way is defined, it always has the required form since the 
contour Cr encloses only the fixed poles. That is, (5.7) holds on- and 
off- eigenvalues, and for scattering states. 
(3) The condition that the moving poles of the quantum momentum function 
Pr never cross the contour Cr is satisfied because the contour is defined 
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to always exclude all the moving poles. 
Therefore the definition of Jr given by equations (5.5) or (5.6) 
satisfies the conditions we require for the Coulomb potential. 
D. Summary 
In this chapter, we have succeeded In defining the radial quantum 
action variable for all energies. Ve found that this definition is 
consistent Vlth the elgenstate definition given In Ref. 11 for elgenstate 
energies, and the algebraic form of Jr can be maintained for all the 
energies Including the energies between elgenstates. For elgenstates J,, 
is Hrh where nr is the number of real poles In the "well". For off eigen 
states Jr is not an Integer times h and for scattering energies Jr is 
complex. Jr varies smoothly in the complex Jr plane when energy changes 
from negative to positive. The Figure 5.15 shows how J^ varies with 
energy for the Coulomb potential. Ve will discuss more about this in the 
following chapter when the radial momentum families are defined. 
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la Jr 
Re J 
Figure 5.15. Variation of Jr with energy for fixed angular 
momentum in the complex plane 
As mentioned in the introduction, the definitions of the quantum 
action variables J« and J, in Ref. 11 for eigenstates are still valid 
because the angular momentum is still in its eigenstate; i.e., 1 is an 
integer. 
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VI. CLASSICAL AND QUANTUM RADIAL EXCITATION FAMILIES 
The classical and quantum radial action variables defined in Chapter 
III and Chapter V are used in this chapter to define families of states 
which have the same angular excitation, but different radial excitations 
Jr. These families are similar to the well-known angular excitation 
families defined by Regge. Ve will deal with angular momentum families in 
Chapter VII. In Section A, we define the classical radial excitation 
families, and in Section B, we define the quantum radial excitation 
families. A general discussion is given in Section C. 
A. Classical Radial Excitation Families 
In Chapter III, we defined the radial classical action variable Jrc 
for all energies and for real angular momentum. Ve defined the radial 
action variable Jrc for all possible energies and real angular momenta as 
a contour integral where the contour of the integral encloses the two 
turning points and the branch cut connecting them. The classical radial 
action variable Jrc is a function of the energy and angular momentum. 
Therefore we can write 
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Jr = Jr<B,L) <6.1) 
for all E and L values. 
The radial action variable J^c for the Coulomb potential is given by 
= -L + i/k , (6.2) 
where L is the angular momentum and where k = VE (see the Appendix). The 
equation (6.2) is valid for all E and all real positive L values. Vow we 
define families of states such that each family contains states which 
have the sane angular momentum but different radial excitation values and 
different energy values. For a given energy value, the J^c of the state 
is found by the equation (6.2) for a fixed L value. For different L 
values, we have different families of states as shown in Figure 6.1. The 
Figure 6.1 is drawn only for negative energies because when the energy 
becomes positive, Jrc becomes complex according to the equation (6.2). 
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Jr = 
Figure 6.1. Radial excitation families of states 
In order to show the all the J^e values which belong to one family, 
the complex Jr plane Is used. The Figure 6.2 shows the Jre values which 
belong to one family with a common L, as a trajectory In the complex 
plane. The trajectories are drawn by changing B from a large negative 
value to a large positive value while keeping L fixed In equation 6.2. In 
order to avoid the point E = 0 where the expression 6.2 is not defined, 
the energy E is increased from negative to positive according to the path 
shown in Figure 6.3. The resulting trajectories in Figure 6.2 are called 
radial excitation trajectories. All the points in one trajectory belong 
to one radial momentum family and the states corresponding to each point 
have the same angular momentum. 
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Im Jrc 
-L 
Re J 
Figure 6.2. The radial excitation trajectories In the complex 
Jrc 
In E 
Re E 
Figure 6.3. The path of the energy. A small imaginary piece eei* 
Introduced near E = 0 to avoid the point E = 0 
87 
Therefore we can categorize all the classical states Into families In 
which all the states have the same angular momentum. 
For any general potential, the radial momentum families can be 
defined by the equation (6.1) in a similar fashion. In this section, we 
defined radial momentum families of states for the Coulomb potential by 
grouping the states according to their angular momentum value. This was 
possible because in Chapter III, we defined the.classical action variable 
for all energies and real angular momentum, and hence the form of is 
derived for the Coulomb potential in the'Chapter III is valid for all 
energies and angular momenta. For negative energies, J^c is real. Jrc is 
related to the frequency of the motion, and hence the radial momentum 
family consists of states which are periodic. On the other hand, for 
positive energies, Jrc is complex and hence the family contains the states 
which are non periodic also. Every radial momentum family consists of 
both periodic and non periodic states for the Coulomb potential. The 
paths of the orbit for both negative and positive energies are shown in 
Figures 6.4 and 6.5, respectively. These Figures show the periodic (for 
negative energy) and non periodic (for positive energy) motion for the 
same angular momentum. 
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Figure 6.4. The periodic notion for negative energy 
Figure 6.5. Hon periodic notion for positive energy 
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B. Quantum Radial Momentum Pamillea 
In the last section, we defined and discussed the classical radial 
momentum families. In this section, we define the quantum radial momentum 
families In a similar fashion. Since we have defined the quantum action 
variable Jr such that it has the same form of Jr for all the energies and 
Integer angular momentum eigenvalues, we define the radial families of 
states such that each family contains the states which have the same 
angular momentum but have different energy and These families are 
called the quantum radial momentum excitation families. Since the 
classical action variable and the quantum action variable have the same 
form, the quantum radial momentum excitation families have the same 
properties as the classical families. 
The quantum action variable J,, for thé Coulomb potential is 
Jr = -(l+l)h + 1/k , <6.3) 
where 1 is the angular momentum quantum number and where k = VE (see the 
Appendix). low consider a fixed 1. The family of states which has the 
common angular momentum 1, has energy B and radial momentum Jr where Jr is 
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given by <6.3>. The Figure 6.6 shows the real values of which belongs 
to one family (Jr becomes complex for positive energy). 
As in the classical case, we use the complex Jr plane to show all the 
Jr values which belong to one family and the families are drawn by 
changing B from a large negative value to a large positive value while 
keeping 1 fixed in equation 6.3. In order to avoid the point E = 0 where 
the expression 6.3 is not defined, the energy B is increased from negative 
to positive according to the path shown in Figure 6.3. These trajectories 
are called the radial excitation trajectories and are shown in Figure 6.7. 
All the points in one trajectory belong to one radial momentum family and 
the state corresponding to each point has the same angular momentum. 
—> 
Se B o 
Figure 6.6. Quantum radial excitation families 
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In Jr 
Re J 
Figure 6.7. The radial excitation trajectories In the complex 
The main difference between classical and quantum radial momentum 
trajectories is that for negative energies J^c is real and corresponding 
classical states are physical,and in the quantum case even though is 
real, the corresponding states are not physical except for eigenvalues. 
Therefore these quantum mechanical radial momentum trajectories 
interpolate between elgenstates and extrapolate to scattering states (see 
Figures 6.3 and 6.7). 
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C. A General Discussion 
In this chapter, we discussed the classical and quantum radial 
momentum families. The states in each family have the same angular 
momentum but different energy and Jre values. Ve found that classical 
radial momentum families contain both periodic and non periodic states of 
motion. For negative energies, J re Is real and the states are periodic 
while for positive energies J^c is complex and the states are non 
periodic. Also we found that classical and quantum radial momentum 
families are similar in nature with a small exception. The quantum radial 
momentum families contain both physical and non physical states. For 
negative energies, only the eigenstates are physical while for positive 
energies, the states are physical although Jr is con^lex. These families 
can be treated as interpolation of states between eigenstates and 
extrapolation to scattering states, all with a fixed angular momentum. In 
Chapter VII, we will discuss angular momentum families. 
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VII. QUAHTUX AHGULAS XONEITUX EXCITATIOI FAMILIES 
In the last chapter, we defined the radial momentum families of 
states. Each family contains states which have same angular momentum. In 
this chapter, we define families of states which have the same radial 
momentum excitation Jr, but different angular momenta and different energy 
values. In Section A, we study the location of the poles of the quantum 
momentum function for fixed Integer Jr and different angular momentum and 
energy values. In Section B, we verify that the action variable 
defined In Ref. 11 can be still maintained. The angular momentum 
excitation families are discussed In Section C. 
A. Poles of Quantum Momentum Function 
In this section, we examine the location of the poles for families of 
states which have the same J,., but different E and 1 values. In Chapter 
I, we found that for an eigenstate, and 1 are Integers (h = 1). The 
eigenstate boundary conditions on the radial momentum function force to 
be an integer, and the eigenstate boundary conditions on angular momentum 
function equation force 1 to be an Integer (see Kef 11). In order to 
define angular momentum families of states, we discard the boundary 
conditions on the angular momentum function equation and keep the boundary 
conditions on the radial momentum function equation. Hence we 
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maintain at a fixed Integer value and make 1 to be real or complex. 
Since Jr, 1, and B are related by the definition of Jr, we use the form 
J r  = Jr <B,l) (7.1) 
to find 1 for a given E while fixing Jr at a integer value. For the 
Coulomb case we can Invert equation (5.7) to get the expression for 1; 
1 = -(Jr + 1) + 1/k. (7.2) 
In order to study the location of the poles of the radial quantum momentum 
function, we follow the poles while changing energy E from a large 
negative value to a large positive value using (7.2) to find the 
corresponding 1 for every E. Ve maintain the eigenstate boundary 
conditions on the radial momentum function (I.e., pr > pre at infinity 
and at the origin). Hence for all the energies Jr is fixed and It is an 
integer. 
The location of the poles of pr for different energies are shown in 
Figures 7.1(a) - 7.1(e). 
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Figure 7.1. The locations of the poles of the quantum nomentun 
function for fixed Jp and different energy values 
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Figure 7.1. (Continued) 
These figures show the poles of p^ for different states which belong 
to the same family. is taken as 4 here. There are only four poles 
present for all energies. Nfo infinite line of poles present, unlike in 
the radial momentum family case. The Figure 7.2 shows the path of poles 
for Jr = 4. 
97 
Im r. 
—> 
Se r 
Figure 7.2. The path of the poles of the quantum momentum function 
for fixed 
Far large negative energies, the four poles are close to the positive 
. and negative imaginary axes. As the energy is increased, they move around 
smoothly, and end up being close to the negative and positive real axes 
for large positive energies as shown in Figure 7.2. 
Sow that we know the location of the poles of the radial quantum 
momentum function pr for different energies, we can verify that the 
contour definition given In Ref. 11 Is valid for the angular momentum 
families of states. 
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B. The Verification of Definition of Quantum Action Variable 
In the last section, we found the location of the poles of for 
fixed Jr and different B and 1 values. Here in this section, we verify 
that the contour integral definition of Jr given in Chapter I continues to 
be valid. In Chapter I, the action variable Jr is defined as a contour 
integral with a contour enclosing the moving poles and the two turning 
points (see Figure 7.3). 
la r 
o Re 
Figure 7.3. The location of the poles and the contour Or for an 
eigenstate 
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Since In the present case there are again only a finite number of 
poles of pr present for all the energies, we are able to use the same 
definition (2.22). The contour Is defined such that It encloses the 
moving poles as shown In Figure 7.4. Figure 7.4 shows the contour for 
different energies starting with a very negative energy and moving 
smoothly to a very positive energy. 
Im r Im r 
—> 
Re r Re 
> 
(a) <b) 
Figure 7.4. The contour for fixed Jr 
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Figure 7.4. (Continued) 
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Since the fixed poles at the origin and at Infinity are the only 
poles which are excluded by the contours, for the Coulomb potential we get 
equation (7.2) as before. Also, 
Jr = nrh, <7.3) 
which Is the same result obtained in Chapter I for the Coulomb potential 
with the exception that there 1 is an Integer. Hence, for different 
values of E with 1 given by (7.2), the definition of for the Coulomb 
potential can be maintained. Similarly we can verify the definition of Jr 
for other potentials for the following reasons. 
(a) The contour C^ encloses a finite number of poles for all energies as 
in the elgenstate case. Hence = nrh for all B and 1. 
(b) The poles excluded by the contour are the fixed poles as in 
eigenvalue case. Hence the algebraic form of Jr is maintained. 
Hence we use the action variable definition given in Chapter I to study 
the angular momentum families of states in the next section. 
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C. Angular Nbnentua Excitation Families 
In the last section, we verified that the definition of can be 
maintained for different energy and angular momentum values if the 
boundary conditions on the radial quantum momentum function equation at 
the origin and infinity are maintained as in the eigenvalue case. For the 
Coulomb potential 
Jr = -(1+1) + i/k . (7.4) 
low we define families of states such that the each family contains states 
which have the same Jr, but different angular momentum excitations and 
different energies. For a given energy value, the angular excitation of 
the state is found by (7.4) for fixed Jr. For different Jr values, we 
have different families of states as shown in Figure 7.5. As in the 
radial momentum families. Figure 7.5 is drawn only for negative energies 
because when the energy becomes positive 1 becomes complex according to 
equation (7.4). The Figure 7.6 shows all the 1 values which belong to one 
family. The path in Figure 7.5 or 7.6 is called angular momentum 
trajectory. The trajectory is drawn by changing E from a large negative 
value to a large positive value while keeping Jr fixed in equation 7.3. A 
small imaginary piece le is introduced into the energy, in order to avoid 
the point E = 0. 
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1 
Figure 7.5. Angular momentum excitation families 
Im 1 
Figure 7.6. Angular momentum excitation families in complex 1 plane 
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In Schrtfdlnger theory, the Kegge poles are defined as the poles of 
the S natrix. For the Coulomb potential the S matrix Is given by (see 
Ref. 2). 
S(B,1> = r(l+l-l/k)/r(l+l+l/k), (7.5) 
where r Is Buler's gamma function and k = </B. The gamma function has 
poles when Its argument Is zero or a negative Integer. Thus the location 
of the poles Is given by 
1 + 1  -1/k = -nr <7.6) 
where n^ = 0, 1, 2.... 
The equation (7.6) Is Identical to the equation (7.4) when Jr Is an 
positive Integer. Hence when Jr is an Integer, the S matrix is Infinite. 
The angular momentum trajectories or Regge trajectories interpolate 
between eigenvalues. Since between bound state eigenvalues 1 is not an 
Integer, the states are not physical. Hence, like in the radial momentum 
trajectories, the angular momentum families of states contain both 
physical and unphyslcal states. A discussion of the importance of Regge 
poles and trajectories in Ref. 8. 
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VIII. COICLUDIIG SBXARKS 01 ACTIOV VARIABLE THEORY 
In this dissertation we have extended the classical and quantum 
action variable theory of bound states to off elgenstates and to 
scattering states. In order to extend the classical action variable to 
scattering, first we had to study how the turning points move with energy 
and to introduce a branch cut to make the classical momentum function 
single valued with the correct boundary conditions. Then, we defined the 
action variable as a contour Integral with a contour which encloses the 
two turning points and the branch cut. Ve found that the algebraic form 
of Jr for bound state energies can be maintained even for scattering 
energies. 
In order to extend the quantum action variable theory to off 
elgenstates and scattering states, we needed to find the location of the 
poles of the quantum momentum function for different energies. The off 
elgenstates were obtained by keeping the boundary condition of pr at the 
origin and relaxing the boundary condition of pr at infinity. The 
boundary conditions on the angular momentum function were maintained the 
same as in the elgenstate case. Ve found that there are infinite number 
of poles of the quantum momentum function present for off elgenstates and 
for scattering states and a finite number of poles present for 
elgenstates. The action variable was defined as a contour Integral with 
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the contour enclosing the fixed poles at the origin and at Infinity. 
Infinity was "moved" to a finite point -i/e in order to make it an 
isolated point, since infinity is a condensation point of an infinite line 
of poles of the quantum momentum function. Ve also verified that the no 
poles cross the contour of the action variable integral so that the 
definition of quantum action variable is always valid. 
By defining radial and angular excitation families, we were able to 
interpolate to the states between the eigenstates. The radial momentum 
families of states were defined as collections of states which have the 
same angular momentum, but have different radial excitations and energies. 
The angular momentum families of states were defined as collections of 
states which have same common radial excitation, but have different 
angular momenta and energies. In this way, we were able to find new 
families of states, the radial momentum families, which are similar to the 
Regge families. For the Coulomb potential the angular momentum families 
of states are the same as the states on the Regge trajectories (states in 
both families satisfy the relation Jr = -(1+1) + i/k). The radial 
excitation families of states satisfy the usual boundary conditions on the 
angular momentum function, and do not satisfy the usual boundary 
conditions on the radial quantum momentum function. On the other hand, 
the angular momentum families of states satisfy usual boundary conditions 
on the radial quantum momentum function, and do not satisfy the usual 
boundary conditions on the quantum angular momentum function. As is 
107 
mentioned in the introduction, for the states belonging to the angular 
momentum families, the S-matrix has poles which have a physical 
significance in particle physics. 
Throughout the thesis, we mainly considered the Coulomb potential. 
The action variable and families of states were defined for the Coulomb 
potential. For a general potential, the following steps are followed to 
find the classical and quantum momentum function and action variables. 
(1) For the classical action variable, find the poles of the classical 
momentum function. For the quantum action variable, find all the 
fixed poles of the quantum momentum function. 
(2) If some fixed poles of the quantum momentum function are condensation 
points of moving poles, make them Isolated by moving them. 
(3) Define the classical action variable as a contour integral with the 
contour which is a union of the contours which enclose all the poles 
of the classical momentum function separately. Define the quantum 
action variable as a contour integral with the contour which is a 
union of the contours which enclose all the fixed poles of the 
quantum momentum function separately. 
(4) Evaluate the contour integral and hence obtain an expression of the 
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action variable J». 
Having found the algebraic expression, one can find radial and 
angular momentum families by keeping one parameter fixed and varying the 
other parameter with the energy. To obtain the elgenenergles, make Jr an 
Integer and find the energy from the expression of The new 
generalized definition of the action variable Is valid for all energies 
and angular momenta. 
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IX. DISCUSSIOI 01 PHASE IHTEGRAL METHODS OR V.K.B METHOD 
The V. K. B. methods of solving SchrOdlnger equation Is an 
approximation method for finding the wave function in SchrUdlnger theory 
(11). The V.K.B. solutions are good everywhere on the real axis except 
for points near the turning points. In the last three chapters, we show-
how one can use general V.K. B. methods (or phase integral methods) to find 
the wave function in the complex r plane, and hence to find the zeros of 
the V. K.B. wave function. In this way, we obtain locations of poles of 
the quantum momentum function approximately. 
In this chapter, we explain how to find the V.K. B. solution of 
SchrUdlnger equation in the complex r plane. In Chapter X, we obtain the 
V.K.B. solutions for the Coulomb potential for different energies and 
angular momenta. The V. K. B. solution for the Coulomb potential for fixed 
Jr and different energies is found in Chapter XI. 
In order to obtain the V. K.B. solutions in the complex plane, we use 
of the so called Stokes phenomena (12) (13). The SchrUdlnger equation in 
the complex r plane is 
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h.u"+ Prc=u = 0 , (9.1) 
where prc = (E - V(r)>i/= and the prime means d/dr. The V.K.B. solution 
of (9.1) has the general form 
u = (A eiw/h + B e-iw'* ) , (9.2) 
fPrc 
with 
V = Prc(r*,B,Lc) dr' (9.3) 
where r» is a turning point of prc(r,E,Lc>. A and B are independent of r. 
If we choose units such that h = 1, the (9.2) becomes 
Ill 
u = (A e*w 4 B e-iw ) . (9.4) 
A. Definitions of 
Hear r*, we can write 
Pre « (-V (r=))i/= (r-r=)i/= . 
So, by (9.3) near r^, 
W a 2 (-V (r=))i/= (r-r*)3/=. 
3 
Stokes and Antistokes Lines 
(9.5) 
(9.6) 
Equation (9.6) shows that we can construct three lines running out from 
the turning point r„ on which V(r) is imaginary. These lines are called 
stokes lines (12), (13). In the same way we can construct another three 
lines running out from r» on which V(r) is real. These lines are called 
antistokes lines (12), (13). The Figure 9.1 shows an exan^le of stokes 
and antistokes lines. The dotted lines represent stakes lines and solid 
lines represent antistokes lines. Note that very close to the turning 
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point, stokes lines make an angle of 2n/3 with each other and the 
antlstokes lines do the same. A knowledge of the stakes lines and 
antistokes lines is necessary to find the V.K. B. solutions of (9.1). 
Figure 9.1. Example of Stokes Figure 9.2. Two regions 
and anti-stokes lines separated by a 
Stokes line 
B. The Connection Formulas For a Single Turning Point 
Suppose that two regions shown in Figure 9.2 in the complex 
plane are separated by a stokes line. 
Let 
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1 
u, = <A, e*w + B, e-*w > , (9.7) 
/Prc 
1 
Ua = (Aa + Ba 6"*" ) , (9.8) 
•fpr-e 
be the V.K.B solutions in region 1 and region 2 respectively. The 
V. K.B solution of one region is related to that in the other region by 
(here we assume that the relationship between the coefficients of wave 
functions in the two regions is linear). 
(1) If two regions are separated by a 
W(r,E,Lc) is positive imaginary, 
Ag = A1 + OlB 1 , 
Ba = Bi , 
where a is a constant. 
stokes line on which 
(9.9) 
(9.10) 
(2) If two regions are separated by a stokes line on which 
V(r,E,Lc) is negative imaginary, 
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A= = A, , (9.11) 
Ba = B, + PA, , (9.12) 
where g is a constant. 
(3) If two regions are separated by a branch cut as shown in Figure 9.3, 
Aa = iB, , (9.13) 
Ba = iA, . (9.14) 
The expressions (9.13) and (9.14) can be understood by recognizing the 
fact that pr > -pr over the branch cut and hence W > -W over the 
cut and the Vp^ term in Ui gives the additional i term in (9.13) and 
(9.14) (see Figure 9.3). 
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In r 
Se r Re r 
Figure 9.3. Two regions separated by Figure 9.4. Four regions 
a branch cut separated by three 
Stokes lines and one 
branch cut 
C. Stokes Lines and the V. K.B Formulas 
Consider the Figure 9.4 which shows a turning point and three 
stakes lines with the sign of V<r,E, L^} on each line. These three stokes 
lines divide the complex r plane into three regions. Because of the 
square root term in (9.3), a branch cut is needed to make V(r,E,Lc) single 
valued. Therefore there are total of four regions as shown in Figure 9.4. 
It can be proved that the V.K.B. solution of the differential equation 
(9.1) has different solutions for different regions which are separated 
either by a stokes line or by a branch cut. (For more detail see Sef. 13 
and Sef. 14). 
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Let u,, u,., Ua> and Us be the V.K.B. solutions In regions 1, 1', 2, 
and 3, respectively. They have the form 
Uj = Aje*" + Bje-iw, (9.15) 
where j = 1, 1', 2, and 3. 
Using the connection formulas given In Section B, we get 
Aa = Ai , 
Ba = B, + lA1 , 
A@ — Aa + IBa » 
(9.16) 
(9.17) 
(9.18) 
Ba = B 3 t (9.19) 
Ai • — As f 
Bi < — Bs + lAa , 
(9.20) 
(9.21) 
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Af• — IBi I (9.22) 
B,. = lA, . (9.23) 
The equations (9.16) - (9.23) are the connection formulas of the 
V.K. B. solutions for the single turning point case. This method for the 
single turning point problem can be extended to the two turning point 
problem. This is done in the Section D. These V, K.B. solutions are 
excellent approximations for the exact solution for the points which are -
away from a turning point (see Ref. 13, for more details). 
D. V. K. B. Connection Formulas and Solutions When p^e has Two Turning 
Points 
Suppose Pre has two turning points r, and ra. Before the V.K.B. 
solutions are obtained, we define the Hamilton's characteristic functions 
Vi and Vs. For any central potential problem with two turning points, the 
Hamilton's characteristic functions Vi(r,B) and V2(r,E) are defined as 
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V,(r,E) = Pre dr' 
r, 
C, 
(9 .24)  
V,(r,E) = Pre dr' 
ra 
Ca 
(9 .25)  
where pr is the classical radial momentum function, Le = (l+l/2)h, and r, 
and ra are the two turning points of pr> The paths Ci, Ca of (9.24) and 
(9 .25)  are shown In Figure 9.5.  
Im r 
Re r 
Figure 9.5.  The paths C, and Ca of the Integral (9 .24)  and (9 .25)  
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The sense of the paths and Ca has to be defined such that the 
integrals (9.24) and (9.25) are single valued. The classical radial 
action variable is defined by (2.20). The path of the integral (2.20) 
encloses the two turning points. Since p^c does not have any poles inside 
the contour, we can relate V,, Va, and Jr. The result is 
V, = V= + JrC/2 , (9.26) 
(see again Figure 9.5). The equation (9.26) can be easily understood by 
recognizing that classically (Here we absorb the 2% in the integral (2.22) 
into Jrc) 
Ta 
Pre dr = Jrc/2 , (9.27) 
r, 
where the path of the integration is chosen such that the integral (9.27) 
is positive. As an example: consider the situation shown in Figure 9.6. 
Since pre is positive below the branch cut and negative above the branch 
cut, we choose the direction of the contour Cr as counter clockwise in 
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order to make J^e positive. For the other configurations of the 
turning points and the branch cut, we are able to make JrC positive in a 
similar fashion. 
Let us consider the following configuration of turning points and 
Stokes lines. (The method described below can be applied for any other 
configuration too. ) 
Im r 
o 
—> 
Re r 
Figure 9.6. The branch cut of the classical momentum function 
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In r 
o Y * *****' / Be 
, 
I.' 
Figure 9.7. A Stokes lines configuration for two turning point 
case 
In addition, we suppose the usual boundary condition on the wave 
function u(r> at infinity is relaxed while the boundary condition at the 
origin is maintained: 
u(r) > anything as r > », (9.28) 
u(r) > 0 as r ) 0 . (9.29) 
Sow consider the turning point r,. Since the region 2 and the region 
3 contain the origin and V, > at the origin for the potentials which 
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goes to m slower than l/r= as r > 0, the V.K.B. solution (9.4) becomes 
(since exp(-Vi) blows up at the origin, Bj in (9.15) must be zero.) 
u(r) = Aexpd. )//pre. (9.30) 
One exang)le for this is the Coulomb potential. If the wave function in 
the 1 th region is named Ui then V.K.B. wave functions in region 2 and 
region 3 becomes 
U2(r) = Aexpd. Vi)/'/pre> (9.31) 
and 
U3(r) = Ae%p(l.V,)/fprc, (9.32) 
Vow we use the connection formulas given by equations (9.16) - (9.23) 
for the turning point ri. The result is 
u*(r) = A(exp(iWi) + iexp(-iWi>) (9.33) 
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u,(r) = A(exp(iVi> - lexp<-lW,)) (9.34) 
How we apply the connection formulas for the turning point r^. Knowing u, 
and U4 and using the relation (9.26) we get 
Us(r) = A(-exp(lWi+lJre) + 21.cos(Jrc).exp(-lV,-Jrc/2)), (9.35) 
Ua(r) = A. (ezp(lVi) + 21.cos(Jrc).exp(-lWi-Jre/2)) . (9.36) 
The equations (9.31) - (9.36) give the V. K.B. solutions which obey (9.28) 
for a potential which has two turning points. The V.K.B. solutions given 
above are written In terms of Vi. However If one wants to find them In 
terms of Vz, one can use (9.26). 
The method we used here to find the V.K.B. solutions Is very general, 
although we assume certain properties Vi (eg. Vi > -« as r > 0), 
and V3. In the next chapter, this method Is used to find V.K.B. solutions 
for the Coulomb potential for different energies. 
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X. V.K.B. BXPRBSSIOVS AHD POLES OF FOR FIXED A5GULAH MOMENTUM 
In the last chapter, we explained how to obtain V. K.B. solutions for 
the Sohrbdlnger equation in the complex r plane if p^c has two turning 
points. Since for the Coulomb potential <V<r) = -g/r), prc has two 
turning points, we can use the method described In the previous chapter to 
find the location of the poles of the quantum momentum function for the 
Coulomb potential. In Section A, we find the V.K.B. wave functions for 
different energies. The location of the zeros of the V.K.B. wave function 
(or poles of quantum momentum function) are found in Section B. In this 
chapter, we keep the angular momentum 1 fixed. 
A. V.K.B. Solutions for the Coulomb Potential 
Starting with a large negative value, the energy is increased 
smoothly up to a large positive value in order to find the configurations 
of stokes lines and the turning points for various energy values. The 
energy is taken as E + ie where e is a small positive number and B is 
real. Ve consider each different configuration of stakes lines separately 
and derive V.K.B. expressions for each case separately. The stokes line 
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configurations for different energies are shown In Figure 10.1, The 
Stokes lines are narked as dotted lines. (Zeros of V. K. B. expressions are 
shown as " " and they will be discussed later In the next chapter. ) 
la r 
(a) 
Ke r 
<b) 
Figure 10.1. The Stokes lines and 
different energies 
the poles of V. K. B. expressions for 
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Re r Re r 
(d> <c) 
—> 
Re r 
(e) 
In r 
Re r 
Figure 10.1. (Continued) 
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Se r 
ID r 
1 ^ ( <D 
CD 
(D J Re 
j 
1 "C 
(h) 
Figure 10.1. (Continued) 
The Figure 10.1 (a) shows the stokes lines and the turning points of 
Pre for a large negative energy. The stokes lines for below the "bottom 
of the well" Is shown In Figure 10.1 (b). The Figure 10.1 <c> show the 
stokes lines at the " bottom of the well". Bote In this case, there are 
only four stokes lines and one stokes line going from one turning point to 
the other. The Figures 10.1 <d> and 10.1 (e) are drawn for energy "In the 
well". The Figure 10.1 (f> shows the stokes lines and the turning points 
at the " top of the well". This configuration Is similar to the stokes 
line configuration at the "bottom of the well". There are only four 
stokes lines present and one stokes line going from one turning point to 
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the other. The Figures 10.1 <g) and <h> are drawn for a small positive 
energy and for a large positive energy, respectively. 
Using the method described in the previous chapter and the boundary 
conditions, we obtain the V. K.B.'solutions for the Coulomb potential for 
different energies as shown in Table 10.1. All the V.K.B. solutions have 
the form u* = A(At.exp(lVi) + Bi.exp(-iWi>)/fprc , where 1 is the region 
marked in Figure 10.1 and where A is an arbitrary constant. The Ai and Bt 
are given in Table 10.1. In this Table a = exp(lJrc/2) and p = 
2i.cos(Jrc/2). 
I 
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Table 10.1. V. K. B. solutions 
Figures Region 1 Region 2 Region 3 Region 4 Region 5 Region 6 
10.1 Ai B, Ag Ba A» B* A« B^ A» B, Ae Be 
(a) 0 1 1 1 1 0 0 1 1 0 1 1 
<b) 0 1 1 1 1 0 0 1 1 0 1 1 
Cc> 1 V2 1 0 1 0 1 42 
(d> 1 -1 1 0 1 0 1 1 -a= ap 1 ap 
(e) 1 -1 1 0 1 0 1 1 -ot® ap 1 aP 
<f) 1 42 1 0 1 0 1 
(g) 0 1 1 1 1 0 0 1 1 0 1 i 
(h> 0 1 1 1 1 0 1 0 1 1 — — 
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B. Zeros of V.K.B. Solutions 
From the wave functions derived In the last section (see Table (10.1) 
find the zeros of the Coulomb wave function for the different energies of 
the Figure 10.1. If a regions contains only a single exponential, the 
wave function does not have zeros In that region. Hence, the 
corresponding quantum momentum function does not have any zeros in that 
region either. The wave function has the form 
u = A.expdV) + B. exp(-lW) (10.1) 
Thus, u(r) = 0 Implies exp(2.IV) = -B/A or 
V = nit +(l/21)ln(-B/A) (10.2) 
where n =0, ±1, ±2.... 
For the Coulomb potential, it can be proved that for large 
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V, <r) % IKr - <1/2K>.ln<2K> + J/2 , (10.3) 
where K ='f-E (see the appendix). 
For the Coulomb potential, there are five basic types of V.K. B. 
solutions in the different regions (see Table 10.1). Let us consider 
these four forms separately and obtain expressions for zeros of them. 
Form (1): 
u(r) = A(exp(iVi + iexp(-iVi) (10.4) 
By (10.2), zeros of the V. K. B. wave function is given by 
W, = nrc +jr/4 (10.5) 
By using the relation (10.3), we get location of the zeros of u(r) for 
large r as 
r= -(n+l/4)iJt/K + (i/2K?)ln(2K) +-iJ/2K. (10.6) 
132 
Form (2): 
u<r> = A(exp(lV, - iexp(-lV,). (10.7) 
By <10.2), zeros of the V. K. B. wave function is given by 
W, = nw - */4 . 
(10.8) 
By using the relation (10.3), we get location of zeros of u(r) for large r 
as 
r= -(n-l/4)irc/K + (l/2K=)ln(2K) + iJ/2K. (10.9) 
Form 3: 
u(r) = A( expdV,) +iV2 exp(-iVi) (10.10) 
By (10.2), zeros of the V.K. B. wave function is given by 
W, = nit - 7C/4 + (l/2)ln(V2). (10.11) 
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By using the relation (10.3), we get location of zeros of u(r> for large r 
as 
r= -(n-l/4)l)r/K + (l/2K>ln(V2) + (i/2K=)ln(2K) + 1J/2K. (10.12) 
Form (4): 
u(r) = A(exp(lV, + 2i.cos(Jrc).e%p(-iW,)) (10.13) 
By (10.2), zeros of the V.K.B. wave function are given by 
W, = (n +1/4)% + (1/21).ln(l + exp(lJrc)) (10.14) 
By using the relation (10.3), we get the location of the zeros of u(r) as 
r= -(n+l/4)jr/K + (l/2K:=)ln(2K) -(1/21). ln(l + exp(iJrc) + iJrc/2K (10.15) 
Form (5): 
u(r) = A(exp(iVi-lJre) + 21.cos(Jre)•exp{-iV,)) (10.16) 
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By (10.2), zeros of the V. K. B. wave function are given by 
V, = (n +l/4)jr + <1/21). InCl + exp(iJrc)) + iJrc/2 (10.17) 
By using the relation (10.3), we get location of zeros of u(r) as 
r= -(n+l/4)ir/k + (i/2k=)ln(k) -(1/21).ln(l + exp(lJrc)) (10.18) 
How we can present the V. K. B. expressions for the zeros of u(r) for 
each region In the Figure 10.1. The following notations are used in the 
Table 10.2. The expressions of zeros are given as "equation number". 
(e.g., in region 2 of (a) in Table 10.2 has (10.5) and (10.6)). This 
means zeros in that region are given by the equations (10.5) and (10.6). 
If there is no zeros in a region, that is marked as "—". The zeros of 
u(r) in each region for all the configurations are shown in Figure 10.1. 
The zeros are marked as " ". 
These figures show that how the poles of the quantum momentum 
function are located in the complex r plane. They also show that how the 
poles move with the energy as a line; starting from the imaginary axis 
when the energy is very negative and moving to the real axis as the energy 
Increases to a large positive value. These V.K.B. results are in complete 
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Table 10.2. Expressions of zeros of V. K.B. solutions 
Figure 10.1 Region 1 Region 2 Region 3 Region 4 Region 5 Region 6 
(a) — 
(10.5) 
(10.6) — —  — — —  
(10.5) 
(10.6) 
(b) — 
(10.5) 
(10.6) —• — 
(10.5) 
(10.6) 
(c) 
<10. 8) 
(10.9) — — —  
(10.11) 
(10.12) 1 — —  
<d) 
(10.11) 
(10.12) — —  
(10.5) 
(10.6) 
(10.17) 
(10.18) 
(10.14) 
(10.15) 
(e) 
(10.8) 
(10.9) — — —  
(10.5) 
(10.6) 
(10.17) 
(10.18) 
(10.14) 
(10.15) 
Cf) 
(10. 11) 
(10.12) — —  — 
(10.11) 
(10.12) 
(g) — 
(10.5) 
(10.6) —» — 
(10.5) 
(10.6) 
<h> — 
(10.5) 
(10.6) 
(10.5) 
(10.6) — 
agreement with the poles found by using numerical methods In Chapter 17. 
The example we discussed here Is the Coulomb potential. However 
similar methods can be used to find the locations of poles of the quantum 
momentum function for any other potential. 
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XI. V.E.B. SOLUTIOIS AID POLES OF THE QUAHTUX XOXEITUH 
FUHCTIOI FOR ANGULAR HONEHTUK FAMILIES 
In Chapter VII, we defined the angular momentum families (Regge 
families). In order to do so we needed to find the locations of the poles 
of the quantum momentum function. Ve found the locations of the poles for 
fixed Jr in the complex r plane by numerical methods. Here in this 
chapter, we obtain the V.K.B. expressions for states which belong to one 
general angular momentum family. Then we locate the zeros of the V.K.B. 
wave function while changing the energy as in the previous chapter. The 
V.E.B. method compliments the numerical method of chapter IX. 
A. V. K.B. Wave Functions for Fixed 1 
As in Chapter X, the energy is varied from a large negative value to 
a large positive value while keeping at a fixed integer value. The 
configurations of stokes lines are drawn for different energies. Using 
the methods described in Chapter IX and inqposing the boundary conditions 
that u(r) =0 at infinity and at the origin as in Chapter VII, we derive 
V.E.B. wave functions for each region. The Figure 11.1 shows stokes lines 
and the turning points for different energies. 
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'*• In r 
\ @ 
1 ® 
X-J Re 
0 
Re r 
Im r 
Re r 
(d) 
Re r 
<c) 
Figure 11.1. Stakes lines and poles of the V. K. B. expressions for 
different energies (fixed J^c) 
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Figure 11.1. (Continued) 
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Re r 
In r 
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(i) 
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Se r 
(k) 
Re r 
(1) 
Figure 11.1. (Continued) 
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Since In angular momentum families of states we maintain both the 
boundary conditions at infinity and at the origin, as in the usual bound 
state case, the form of the wave functions are different from the wave 
functions given in the Table 11.1. The wave function in different regions 
in each Figure are given in Table 11.1. Ve assume all the wave functions 
have the form 
Ui(r) = A(Aiexp(lVi> + Biexp(-lVi))/Vprc (11.1) 
where prc is the classical momentum function and where V, is defined by 
the equation (8.24). The coefficients At and Bt are given in Table 11.1 
for each region in the Figure (11.1). 
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Table 11.1. V. K.B. solutions 
Figures Region 1 Region 2 Region 3 Region 4 Region 5 Region 6 
11.1 Al B, Aa B= Aa B» A^ B4 An Be Ae Be 
(a) 1 -1 1 1 1 1 1 1 1 0 1 0 
(b) 1 -1V2 1 1V2 1 iV2 1 0 1 0 - -
<c) 1 -1 1 1 - - 1 1 1 0 1 0 
(d> 1 -1 1 0 1 1 1 0 1 0 -
(e) 1 -1 1 0 1 0 1 0 1 0 - -
(f) 1 -1 1 0 1 0 1 0 1 0 - -
(g) 1 -1 1 0 1 0 1 0 1 0 - -
(h) 1 -1 1 0 1 0 1 1 1 0 1 0 
(1) 1 -1V2 1 0 1 iV2 1 0 - - - -
(j) 1 -1 1 0 1 0 1 1 1 0 - -
(k) 1 -1 1 0 1 0 1 1 1 0 - -
(1) 1 -1 1 0 1 0 1 1 1 0 - -
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B. Zeros of Quantum Momentum Function 
The poles of the quantum momentum function are the zeros of the wave 
function. If the wave function of a region has only one exponential term 
(I.e., either Ai or Bt is zero > that region does not have zeros. The 
possible forms of V.K. B. solutions are 
u(r) = AexpdV,) , (11.2) 
u(r) = A(exp(lVi + iexp(-lWi)> , (11.3) 
u(r) = A(exp(lVi) - lexp(-lV,)) , (11.4) 
The form (11.2) of u does not have zeros while forms (11.3) and (11.4) 
have zeros which are given by 
W, = njt ± jr/4 (11.5) 
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The equation (11.5) shows that V, is real at the zeros of the V.K.B. wave 
function. Hence we deduce that all the zeros of V.K.B. wave function are 
on the antistokes lines (see Chapter IX for the definition of antistokes 
lines). Thus, by finding the antistokes lines in the regions where the 
zeros are possible, we get a good estimate of the locations of these 
zeros. The Figure 11.1 shows the approximate locations of the zeros. The 
antistokes lines are narked as dotted lines in the Figure 11.1. Vote 
again that the V.K.B. solution has zeros in a certain region, only if it 
has two exponential terms in that region (see Table 11.1). There are only 
a finite number of zeros present in this case for all the energies. 
C. Concluding Remarks on V.K.B. Methods 
In the last chapter, and in this chapter, we derived V. K.B. 
expressions for the Schrbdinger wave equation in the complex r plane and 
obtained expressions for the poles of the quantum momentum function (or 
zeros of the wave function) for the Coulomb potential. The V.K.B. 
calculations check the earlier numerical calculations, and provide 
analytical insight into the motion of the poles. Further, the V.K.B. 
methods described in Chapter IX are valid and can be used for any 
potential. The V.K.B. expressions can be derived for the potentials 
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which have nore than two turning points by treating each turning point 
separately and using the connection formulas given by (8.9) - (8.14). 
The V.K.B. method is an excellent method to find the locations of the 
poles. Since V.K.B. theory is applicable to any potential, it is useful 
in finding the locations of poles of the quantum momentum function in 
quantum Hamilton-Jacobl theory. 
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XII. APPENDIX: DBFIVITIOIS OF k, L,, r,, ASD THE BOUHDASY 
COEDITIONS OH 
A. Definition of k and Behavior of at * 
Consider the classical Coulomb bound state and scattering problem. 
The orbit for the bound state Is shown in Figure 12.1 and the orbit for 
the scattering state is shown in Figure 12.2. 
Figure 12.1. An orbit for a bound state 
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Figure 12.2. An orbit for a scattering state 
The classical radial momentum function pr has two physical branch 
points (the physical branch points are the turning points of p^ which are 
on the positive real axis) for E < 0 and one physical branch point for E > 
0 In the complex r plane (the other branch point Is not physical since it 
Is on the negative real axis.). If we assume that at t = 0 the particle 
is at point A and moving in the direction shown in Figure 12.2, then the 
particle has positive radial momentum pr = fE > 0 at infinity. Thus, pr 
> k = -/E as r > « for positive energy. Since for E < 0 the 
motion is restricted between the two turning points, we can't easily 
impose any physical conditions on p^ at infinity (see Figure 12.1). 
Therefore for E < 0, k = VE is pure imaginary and it can be either 
positive or negative imaginary without further specification. 
To complete the definition of k, we define k = fE on the complex E 
plane as shown in Figure 12.3. A complex piece le is introduced in the 
energy where e is chosen to be positive. 
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Im E 
k^i * A k'>» + 
t 
kf^-i B Re 
Figure 12.3. The definition of k In the complex E plane. The k is 
defined to be positive for positive real energy (point 
B> and positive pure imaginary for negative energy 
(point A). The imaginary part of E is a small positive 
number e. 
Bow we define k as follows. 
(1) The k is defined as VE. 
(2) When E is real and positive, k is positive. 
(3) When E is real and negative, k is positive imaginary. 
(4) When E is complex with positive imaginary part, k is defined as shown 
in Figure 12.3 and the imaginary part of k is positive. 
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B. Definitions of Turning Points 
The turning points are defined as the points in the complex r plane 
where pr vanishes. The two turning points r, and r^ of pr for the Coulomb 
potential are given by 
r, = (-1 + fx)/E 
ra = (-1 - ;i)/B 
<12.1) 
<12.2) 
where /i = < 1 + ELc= >1'=, and /i Is defined on the complex E plane for 
real Le as shown In Figure <12.4). Thus /i Is positive for Br > -1/Lc^ 
and positive imaginary for Br < -1/Lc=. The behavior of r, and r^ as a 
function of E follows from the behavior via 12.1, 12.2, and Figure 12.4. 
Ve can also rewrite p as a function of B and Jp by assuming the 
relation <we use this relation when we study angular momentum families) 
Jrc = -Lc + i/VE <12.3) 
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In E 
+i 
•' 1 
-1/Lc= 
Re E 
Figure 12.4. The definition of fi In the complex E plane 
for radial momentum families 
In this case fi becomes = (EJr (Jr -21/fE))i/= and Is defined on the 
complex E plane as 
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Im E 
<--- 1 ;ji +1 + —> 
E, -i Es /i /"xy Re E 
Figure 12.5. The definition of /i Is in the complex E plane 
for momentum trajectories (Regge) 
where E^ and Ea are the two branch points of fi in the E plane given by 
El = <2i/J)^ and E® = 0. 
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C. Definition of •fLe" and Behavior of pr at the Origin 
For real Lc, we define = Lc. For complex Lc, we define VLe^ as 
shown Figure 12.9 and we choose the real part of Le positive above the 
cut. Hote that p^ > -i/Lc®/r as 
r > 0. Hence we have 
-> -ILc/r as r -—> 0 <12.4) 
Lc * L, 
* Lc -
Figure 12.5. The definition of «TLc^ in the complex Lc plane 
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D. Classical Boundary Conditions 
Ve can combine the definition of k in Section A and definition of 
in Section C to get the boundary conditions 
Pr > -iLg/r as r > 0 , <12.6) 
Pr > k as r > « . (12.7) 
where k is defined in Section A and Is defined in Section C. It is 
Important to note that these two boundary conditions are equivalent to 
choosing the branch of pr with signs determined. 
B. The Boundary Conditions on pr at r = -1/e 
In the last section, we discussed the classical boundary conditions. 
In this section, we discuss the quantum boundary conditions on p^ and find 
the limit of Pr as £ > 0 at the point r = -i/e. 
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The quantum momentum function equation Is 
(S/l)(l/r=) d(r=pr(r,E,L)/dr + pr=(r,B,l) = pre® , (12.8) 
Where p^c = B - V<r> - l(l+l)/r=. (12.8) Implies that as H > 0, pr® 
-> Pre®. I.e., pr > ± Pre as "fi > 0. In the elgenstate case (Refs. 
10 and 11), the boundary condition on p^ Is 
Pr > + Pre as t > 0 at r = « , (12.9) 
and 
—> + Pr as t > 0 at r = 0. (12.10) 
In Ref. 11, It has been shown that pr > pre» as B > 0 Is equivalent 
to the boundary condition on the SchrWdlnger equation: 
u(r) > 0 as r > 0 , (12.11) 
and 
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u<r> > 0 as r —> « , (12.12) 
where u<r> Is the solution of the SchrBdlnger equation. 
In order to study the offelgenstates and the scattering states, 
we relax the boundary condition (12.9) at infinity ( or equivalently 
(12.12)). Therefore the only boundary condition we have is pr > p^c 
at the origin or equivalently u(r) > 0 at the origin. Sow we show that 
Pr > + Pre as 4 > 0 at the point r = -i/e where e is a very snail 
real number. 
Consider the case when the energy is between two elgenstates. The 
Stokes lines for this case are shown in Figure 12.6. 
Im r 
=-> 
Re r 
Figure 12.6. Stokes lines for offeigenstate energies 
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How we use V. K.B. expressions to find the behavior of p^ at the point -
i/e (see Chapters VII and VIII). Since the region 6 contains the point -
i/e, we consider the V.K.B. wave function In region 6. The V.K.B. 
expression for region 6 Is (see Table 8.1). 
u(r) = A(exp(lVi/&) + 2icos(Jre/2>exp<-lJre/2)exp(-lVi/fi)) , (12.13) 
where VI = p,. dr . For large Vi can be expanded as 
W, « IKr - (l/2K)ln(2Kr) + C (12.14) 
where K = V-E and C is a constant. For large r, u(r) can be written as 
u(r) = A(exp(G(r)/fi) + 21cos(Jrc/2)exp(lJrc/2)exp(-G(r)/&) (12.15) 
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where Q(r) = -Kr + <l/2K)ln(2Kr> + iC. For very snail e, -1/e Is very 
large and u'/u at -1/e Is ( note that £u'/lu = p^) 
u' 1 -K <1 - lg(Jr=)exp(-G'(e)/6)) 
u h <1 + lg(Jrc)exp(-Q'(e)/&)) 
where g<Jrc) = <1 + exp(iJrc> and where G'(e) = 2iK/e - <l/2K)ln<-2K/e) + 
in and n Is a constant. 
exp<-G(e)> % exp(lK/e)exp[-(l/2K)ln(2K/e)]exp(lC'). (12.17) 
As e > 0, the terms expClK/e) and exp(lC') oscillates while the term 
exp[(-(l/2K)ln(2K/e)] > 0. Therefore e%p(-G(E)) > as e > 0. By 
(12.16), we get u'/u > -K/fi as e —> 0 and hence p^ - -Kh/1& = IK . 
Therefore for small e, pr % IK at the point -1/e. For large r, pre % IK 
and hence for small e, p^ > ppe at -1/e. 
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