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Abstract
The Stefan problem is a particular kind of a free boundary problem which mo-
dels phase transition phenomena, for example melting of ice and freezing of water. We
study a one-phase quasistationary Stefan problem
∆u = 0 in Ωt
V + ∂νu = 0 on Γt
u = aV + κ on Γt
Γ(0) = Γ0
The new point is that the relaxation coefficient a is a function and not a constant.
We first assume that a is strictly positive. We obtain a short time solution in suitable
Ho¨lder spaces. Next we address the case a ≥ 0 which turns out to be considerably
more difficult. We also obtain a short time solution under the asumption that a result
of Taira on the solvability of a degenerate boundary value problem extends in a
appropriate way. We use techniques and results from the theory of abstract parabolic
evolution equations, theory of maximal regularity, interpolation spaces, pseudodiffe-
rential operators and bounded H∞-calculus.
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Zusammenfassung
Das Stefan-Problem ist ein spezielles Problem mit freiem Rand, das Pha¨nomene
der Phasenu¨berga¨nge modelliert, wie zum Beispiel das Schmelzen von Eis und die
Erstarrung von Wasser. Wir studieren quasistationa¨res ein Einphasen-Stefan-Problem
∆u = 0 in Ωt
V + ∂νu = 0 auf Γt
u = aV + κ auf Γt
Γ(0) = Γ0
Der neue Punkt ist, dass der Relaxationskoeffizient a eine Funktion und keine Kon-
stante ist. Zuna¨chst nehmen wir an, dass a strikt positiv ist. Wir erhalten eine
Kurzzeitlo¨sung in geeigneten Ho¨lderra¨umen. Als na¨chstes betrachten wir den Fall
a ≥ 0, der sich als weit schwieriger herausstellt. Wir erhalten auch eine Kurzzeitlo¨sung
unter der Annahme, dass man ein Ergebnis von Taira u¨ber die Lo¨sbarkeit von degene-
rierten Randwertprobleme in geeigneter Weise erweitern kann. Wir benutzen Techniken
und Ergebnisse aus der Theorie der abstrakten parabolischen Evolutionsgleichungen,
Theorie der maximalen Regularita¨t, Interpolationsra¨ume, Pseudodifferentialoperato-
ren und beschra¨nkten H∞-Kalku¨l.
2010 Mathematics Subject Classification: 35R35, 35B65, 35J70
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Kapitel 1
Einleitung
Die Transformation der Materie war schon immer ein zentrales Problem vieler wissen-
schaftlicher Untersuchungen. In diesem Zusammenhang steht auch das Stefan-Problem.
Das Stefan-Problem ist ein in seiner mathematischen Formulierung freies Randwertpro-
blem, das die Phasenu¨berga¨nge von Schmelzen und Erstarrung eines einkomponentigen
Mediums in einem Zweiphasensystem aus Festko¨rper und Flu¨ssigkeit modelliert. Ur-
spru¨nglich hat der slowenische Mathematiker und Physiker Josef Stefan (1835-1893)
ein Modell entworfen, das die Eisbildung im Polarmeer beschreibt (siehe [68], [69]).
Nach ihm wird das Problem der Beschreibung solcher Vorga¨nge Stefan-Problem ge-
nannt. Fu¨r detaillierte historische Darstellungen der a¨lteren Ergebnisse verweisen wir
auf die Monographie [66]. Fu¨r die neuen Ergebnisse sind die Monographien [56], [75]
und die Arbeiten [20], [64] lesenswert. Zum Stefan-Problem und freien Randproblemen
existiert eine riesige Literatur. Das Problem, eine vollsta¨ndige Bibliographie u¨ber Er-
gebnisse zum Stefan-Problem anzufertigen, scheint offen zu sein. Ein guter Versuch ist
in [74] gemacht.
Zur Zeit t = 0 sei Ω0 ⊂ Rn, n ≥ 2, das Gebiet in dem die flu¨ssige Phase Ωl und die feste
Phase Ωs enthalten sind. Die beiden Phasen sind durch den Rand Γ0 getrennt. Mit dem
zeitlichen Verlauf a¨ndert sich das Gebiet und hat zur Zeit t die Form Ωt mit dem Rand
Γt, der unbekannt ist. Die Temperatur, die wir mit u(x, t) bezeichnen, ist ebenfalls
unbekannt. Wir betrachten die Phasenu¨berga¨nge in einer endlichen Zeit, d.h. wir be-
trachten t in einem Interval t ∈ [0, T ] fu¨r T > 0. Es sollen also im Stefan-Problem der
freie Rand Γt und die Temperatur u bestimmt werden. Als na¨chstes geben wir die Glei-
chungen, die von diesen unbekannten Gro¨ßen erfu¨llt sind. Die Wa¨rmeleitungsgleichung
ρcV ∂tu = λ∆u (1.1)
mit ∆u =
∑n
i=1 ∂
2
iiu, dem Laplaceoperator und der Massendichte ρ, ist in beiden Phasen
erfu¨llt. Wir nehmen vereinfachend an, dass die Diffusionskonstante λ und die spezifi-
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3sche Wa¨rmekapazita¨t cV konstant und insbesondere jeweils in beiden Phasen gleich
sind. Eine weitere Annahme ist, dass die Diffusionskonstante λ groß ist. In diesem Fall
ist ρcV
λ
klein und wir ko¨nnen die Zeitableitung in (1.1) vernachla¨ssigen. Deswegen be-
trachten wir die Laplacegleichung ∆u = 0. In diesem Zusammenhang spricht man von
einem quasistationa¨ren Stefan-Problem.
Wenn die Temperatur in einer der beiden Phasen identisch konstant ist, dann spricht
man von dem Einphasen-Stefan-Problem, obwohl es tatsa¨chlich zwei Phasen gibt.
Bei dem Zweiphasen-Stefan-Problem ist die Temperatur in den beiden Phasen un-
bekannt. Wir werden uns mit dem Einphasen-Stefan-Problem bescha¨ftigen.
Welche Gleichungen sind aber nun an der Phasengrenze Γt zu fordern? Hier gibt es
mehrere Mo¨glichkeiten.
Im klassischen Stefan-Problem wird vorausgestzt, dass auf der Phasengrenze Γt im-
mer Gleichgewicht herrscht, d.h. die Temperatur u auf Γt ist konstant und gleich der
Schmelztemperatur us. Im Fall vom Schmelzen von Eis ist das einfach
u = 0 auf Γt.
Dieses Modell geht davon aus, dass in der flu¨ssigen Phase u > us gilt und in der festen
Phase u < us. Dann ist das Problem aber sehr einfach: Haben wir die Temperatur
u(t, x) gefunden, so ergeben sich die feste und flu¨ssige Phase a posteriori als die Mengen
Ωs(t) = {x : u(t, x) < us}
und
Ωl(t) = {x : u(t, x) > us}.
Dieses urspru¨ngliche Modell ist aber vor allem aus thermodynamischer Sicht proble-
matisch, da es keine metastabilen Zusta¨nde zula¨sst. Es ist na¨mlich durchaus mo¨glich,
Flu¨ssigkeiten zu unterku¨hlen und Festko¨rper zu u¨berhitzen. So kann zum Beispiel in
der flu¨ssigen Phase, die sich in der Na¨he der Phasengrenze befindet, die Temperatur un-
terhalb der Schmelztemperatur liegen. Da die Temperatur an der Phasengrenze stetig
ist, ist in diesem Fall auch u < us auf Γt. Wenn keine Unterku¨hlung oder U¨berhitzung
beim Schmelzen gewisser Stoffe stattfindet, dann gibt es außerdem eine Region der
Phasengrenze, in der der Stoff weder vollkommen flu¨ssig noch vollkommen fest ist.
Diese Region befindet sich in einem breiartigen Zustand, das heißt, feste Teilchen sind
in der Flu¨ssigkeit enthalten oder umgekehrt, und wird ”mushy region”genannt. Γt weist
dann ein Inneres auf und kann in der mathematischen Modellierung nicht mehr als eine
Hyperfla¨che betrachtet werden. Die Annahme der konstanten Phasengrenztemperatur
ist also mathematisch bequem aber physikalisch unplausibel, und wir lassen sie weg.
Mushy regions sind in der Arbeit [51] untersucht worden.
Die Existenz der lokalen klassischen Lo¨sung fu¨r das eindimensionale Zweiphasen-Stefan-
Problem ist in [16] gezeigt. Die multidimensionale Version hat Meirmanov 1979 in [57]
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untersucht. Das gleiche Ergebnis hat Hanzawa [44] fu¨r das Einphasen-Problem mit ei-
ner Anwendung des Satzes von Nash-Moser von der Impliziten Funktion erhalten.
Die Beobachtung von ”mushy regions”hat zu schwachen Formulierungen des Stefan-
Problems gefu¨hrt. S. Kamenomostskaja [46] und O. Oleinik [60] haben den Begriff
der schwachen Lo¨sung fu¨r das Stefan-Problem eingefu¨hrt und deren Eindeutigkeit und
globale Existenz gezeigt. Daru¨ber hinaus haben sie auch gezeigt, dass jede klassische
Lo¨sung notwendigerweise mit der schwachen Lo¨sung u¨bereinstimmt. A. Friedman [38]
hat mit anderen Methoden (Maximumsprinzip) diese Ergebnisse verallgemeinert. Die
Physiker waren sich allerdings uneinig, ob diese schwache Formulierung wirklich phy-
sikalisch sinnvoll ist.
Bereits die schwachen Lo¨sungen sind eindeutig und nach dem Ergebnissen von S. Ka-
menomostskaja und O. Oleinik gilt das gleiche dann auch fu¨r die klassischen Lo¨sungen.
Wann sind aber die schwachen Lo¨sungen klassisch? Mit dieser Frage, also mit der Re-
gularita¨t der Phasengrenze bescha¨ftigt sich die Arbeit von D. Kinderlehrer und L.
Nirenberg [47] von 1978. Nach einer von G. Duvaut [25] vorgeschlagenen Umformulie-
rung des Problems in eine Variationsungleichung, und mit Anwendung von Ergebnisse
u¨ber den freien Rand von elliptischen Variationsungleichungen von L. Caffarelli [11],
haben die Autoren die Existenz klassischer Lo¨sungen gezeigt. Weitere Resultate u¨ber
die Regularita¨t des freien Rands kann man in [12] finden.
Die Stetigkeit der Temperatur fu¨r das mehrdimensionale Einphasen-Stefan-Problem ist
in [14] gezeigt und das gleiche Ergebnis fu¨r das Zweiphasen-Stefan-Problem in [13]. Als
Folgerung der Stefanbedingung, die unten erkla¨rt wird, ist der Gradient der Temperatur
an der Phasengrenze unstetig, und daher ist die Duvaut-Transformation erforderlich
um das Stefan-Problem in eine Variationsungleichung umzuwandeln.
Man ko¨nnte fa¨lschlicherweise glauben, dass die Zufuhr beziehungsweise Abnahme
von Wa¨rmeenergie in ein physikalisches Zweiphasen-System immer zu Tempera-
tura¨nderungen in den Phasen fu¨hre. Es gibt aber Situationen, in denen dem physi-
kalischen System Wa¨rmeenergie zugefu¨hrt oder entnommen wird, ohne dass dabei ir-
gendeine Temperatura¨nderung beobachtet wird. Bei einer solchen Situation findet aber
immer ein Phasenu¨bergang statt, d.h. die Phasengrenze Γt a¨ndert sich. Das Grundge-
setz der Physik u¨ber die Energie, der sogenannte Energieerhaltungssatz, fu¨hrt uns
zu einer Gleichung an der Phasengrenze.
Sei ν das a¨ußere normale Vektorfeld an Γt. Eine vernu¨nftige Quantita¨t, die die Bewe-
gung von Γt beschreibt, ist die Normalgeschwindigkeit V , d.h. die Geschwindigkeit in
Richtung von ν. Mit ∂νu bezeichnen wir die Normalableitung von u(x, t). Physikalisch
gut begru¨ndet ist die Bedingung
V + ∂νu = 0 auf Γt,
genannt Stefanbedingung. Diese Bedingung folgt aus dem Energieerhaltungssatz,
dem Satz von Gauß und einem Transporttheorem.
5Bei den Phasenu¨berga¨ngen spielt die Form der Phasengrenze eine wichtige Rolle. Die
Kapillareffekte, die bei einer gekru¨mmten Phasengrenze auftreten, sind eigentlich der
Grund dafu¨r, dass die Temperatur an der Phasengrenze von der Schmelztemperatur
abweichen kann. Die Phasenu¨berga¨nge sind deswegen von der Geometrie des Gebiets
abha¨ngig, und diese Geometrie wird mathematisch durch die mittlere Kru¨mmung κ
dargestellt, die als Divergenz des a¨ußeren Einheitsnormalenfelds gegeben ist
κ =
1
n− 1∇ · ν
Nach der u¨blichen Konvention sei das Vorzeichen von κ so gewa¨hlt, dass κ > 0 gilt,
wenn die Phasengrenze des Festko¨rpers konvex ist. Auf dem Rand wird die Gleichung
u = 0 von der klassischen Formulierung des Stefan-Problems, durch die Gleichung
u = σκ auf Γt (1.2)
ersetzt, wobei σ der Oberfla¨chenspannungskoeffizient ist, welcher positiv ist. In diesem
Fall ist die Positivita¨t von σ keine Konvention mehr, sondern hat eine physikalische Be-
gru¨ndung, auf die wir an dieser Stelle eingehen wollen. Im Laufe der Phasenu¨berga¨nge
gibt es eine betra¨chtliche Aktivita¨t von Atomen auf der Phasengrenze zwischen dem
Festko¨rper und der Flu¨ssigkeit. Wenn die Oberfla¨che konvex ist, dann sind die Atome
der Oberfla¨che von weniger benachbarten Atomen umgeben als im Fall einer flachen
Oberfla¨che. Daher wird fu¨r einen Phasenu¨bergang weniger Energie gebraucht, und der
Phasenu¨bergang findet bei einer niedrigeren Temperatur statt. Die Phasengrenztem-
peratur ist also kleiner als die Schmelztemperatur. Im Fall von Wasser und Eis ist also
u < 0, und da nach Voraussetzung κ < 0 ist, muss σ > 0 in (1.2) sein. Das ist die
Rechtfertigung fu¨r die Wahl des Vorzeichens von σ in (1.2). Diese Gleichung ist bekannt
als Gibbs-Thomson-Bedingung. Als Kuriosum erwa¨hnen wir, dass als einer der
Namensgeber dieser Bedingung jeder von den drei Physikern William Thomson, der
spa¨tere Lord Kelvin, sein Bruder James Thomson und noch Joseph John Thomson
genannt wird. Der amerikanische Physiker Josiah Willard Gibbs (1839 - 1903) ist mehr
bekannt fu¨r das Gibbsche Pha¨nomen. Die Gibbs - Thomson Bedingung ist auch als
die geometrische Wa¨rmeleitungsgleichung bekannt. Eine Herleitung dieser Bedingung
als Minimum eines Energiefunktionals ist in [75], S.162 gegeben. Das ist vo¨llig im
Einklang mit dem ”Prinzip der kleinsten Wirkung”von Maupertuis, nach dem sich
viele natu¨rliche Vorga¨nge erkla¨ren lassen. Resultate u¨ber Existenz und Regularita¨t
von Lo¨sungen fu¨r das Stefan-Problem mit der Gibbs-Thomson Bedingung ko¨nnen in
[36], [63], [30], [53] gefunden werden.
Das verwandte quasistationa¨re Stefan-Problem mit Gibbs-Thomson-Bedingung ist
unter vielen Namen bekannt: Hele-Shaw-Problem mit Oberfla¨chenspannung
alias Mullins-Sekerka-Problem alias Muskat-Problem alias... Die Liste ist
ho¨chstwahrscheinlich unvollsta¨ndig. Das Einphasen-Hele-Shaw-Problem mit Ober-
fla¨chenspannung kommt aus der Stro¨mungsmechanik und beschreibt das Verhalten
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von inkompressiblen viskosen Stro¨mungen zwischen zwei eng benachbarten parallelen
Fla¨chen. In [30] ist die globale Existenz bewiesen, wenn Ω0 in der Na¨he einer Kugel
ist. In der Arbeit ist auch die Stabilita¨t der Equilibrien gezeigt. In [77] wird auch
eine globale Lo¨sung bewiesen unter Anwendung des Schauderschen Fixpunktsatzes.
Weitere Arbeiten, die sich mit diesem Problem bescha¨ftigen sind [37], [31], [32]. Das
Muskat-Problem ist ein Zweiphasen-Freirandproblem, vorgeschlagen von Muskat
in 1934, das die Bewegung von zwei unvermischbaren Fluiden in poro¨sen Medien
modelliert. Mullins und Sekerka haben in [59] ein Modell vorgeschlagen, das die
Ostwald-Reifung bei Phasenu¨berga¨ngen von Materialien mit vernachla¨ssigbaren spezi-
fischen Wa¨rmemengen beschreibt. Die Kru¨mmung des freien Rands ist von Friedman
und Jensen in [42] untersucht worden.
Eine weitere Randbedingung, die anstelle der Gibbs-Thomson-Bedingung in vielen
Modellierungen vorkommt, ist
u = αV auf Γt.
Hier ist α eine positive Konstante, und in diesem Fall spricht man von Stefan-Problem
mit kinetischer Unterku¨hlung. Ergebnisse lassen sich in [33], [34], [39], [52], [36],
[37] finden.
Man kann natu¨rlich die beiden Bedingungen auf dem freien Rand zugleich betrachten
u = αV + σκ
wie zum Beispiel in den Arbeiten [18], [63], [53].
Wenn von einer Lo¨sung des Stefan-Problems die Rede ist, denkt man meistens an
eine lokale Lo¨sung, also eine Lo¨sung auf einem endlichen Intervall [0, T ). Manchmal
aber existieren Lo¨sungen fu¨r jedes vorgegebene T > 0. Neben den schon erwa¨hnten
Arbeiten [30] und [77], in denen die Existenz einer globalen Lo¨sung gezeigt wird, sei
auch die Arbeit [50] erwa¨hnt, in der zum ersten Mal der leistungsstarke Schauder-
sche Fixpunktsatz auf ein Stefan-Problem angewandt wird. Im allgemeinen besitzt das
Stefan-Problem mit Gibbs-Thomson Bedingung aber keine globale Lo¨sung [58]. Au-
ßerdem kann es bei den Lo¨sungen zu einem blow-up der Phasengrenze Γ(t) kommen
(siehe [5]). Die Lo¨sung Γ(t) existiert fu¨r alle t ∈ [0, T ), aber
lim
t→T
‖Γ(t)‖L∞ = +∞.
Das Ziel unserer Arbeit ist, das Stefan-Problem mit einer Randbedingung zu unter-
suchen, mit der die Phasenu¨berga¨nge gut modelliert werden. Die Phasengrenze im
Stefan-Problem Γt ist vorausgesetzt als eine Hyperfla¨che, d.h. {Γt}t≥0 ist eine evol-
vierende Familie von Hyperfla¨chen in Rn, die diese Phasengrenze darstellt. In vielen
physikalischen Prozessen, bei denen die Oberfla¨chenspannung eine wichtige Rolle spielt,
7wie bei dem Stefan-Problem, ist die Evolution der Bewegung gegeben durch eine Va-
riation des mittleren Kru¨mmungsflusses
V (x, t) = −κ(x, t).
Die Normalgeschwindigkeit in jedem Punkt der Phasengrenze ist gleich der mittle-
ren Kru¨mmung in diesem Punkt. Oft wird noch ein zusa¨tzlicher Term zugefu¨gt, der
sogenannte ”forcing term” f , der die inneren Kra¨fte darstellt
V (x, t) = −κ(x, t) + f(x, t).
Wir schlagen in dieser Arbeit eine allgemeinere Relaxierungsdynamik vor, die a¨hnlich
zu dem Modell mit kinetischer Unterku¨hlung ist, den Koeffizienten α aber nicht als
konstant voraussetzt. Es wird die Randbedingung
u = aV + κ (1.3)
gestellt mit einer nicht negativen Funktion
a(x, t) ∈ C∞(Rn), a ≥ 0.
1.0.1 Bemerkung. Es sei ausdru¨cklich bemerkt, dass in einem Teil dieser Arbeit die
Funktion a(x, t) auch verschwinden darf, im Gegensatz zu der u¨blichen Modellierung,
wo sie als strikt positiv und von Null weg beschra¨nkt vorausgesetzt wird.
Die Anfangsgeometrie Γ0 ist vorgegeben. Dann haben wir das System aus vier Glei-
chungen
∆u = 0 in Ωt
V + ∂νu = 0 auf Γt
u = aV + κ auf Γt
Γ(0) = Γ0. (1.4)
Als Anfangsbedingung kommt noch die bekannte Hyperfla¨che Γ0 dazu. Im Gegensatz zu
den klassischen Randproblemen wie dem Dirichletproblem oder dem Neumannproblem,
wo nur eine Randbedingung auftritt, haben wir im Stefan-Problem zwei Randbedin-
gungen. Dies mag das System als u¨berdeterminiert erscheinen lassen, ist aber nicht,
da sich wegen der Bewegung der Phasengrenze ein weiterer Freiheitsgrad ergibt. Das
Stefan-Problem ist also ein freies Randwertproblem. Zur Lo¨sung wird es in ein Problem
auf einem festen Gebiet D mit Rand Σ transformiert. Wir mu¨ssen noch eine Regula-
rita¨tsvoraussetzung an Γ0 machen, weil wir spa¨ter fordern werden, dass sich der Rand
Σ des Gebiets D lokal als Graph einer Funktion darstellen la¨ßt. Fu¨r den Fall a > 0
fordern wir
Γ0 ∈ C3,α
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und arbeiten mit Ho¨lderra¨umen. Fu¨r den Fall a ≥ 0 entartet das Problem. Wir fordern
Γ0 ∈ C∞
im Fall von Sobolevra¨umen. Im ersten Kapitel wird die pra¨zise mathematische Defi-
nition von Gebieten dieser Klasse gegeben. Wir mu¨ssen eine ho¨here Regularita¨t an
das Gebiet voraussetzen, und nicht etwa C2,α. Es wird im ersten Kapitel klar werden
warum.
In der Literatur existieren mehrere Resultate u¨ber die Konvergenz der Lo¨sungen des
Stefan-Problems gegen die Lo¨sungen des quasistationa¨ren Stefan-Problems. Das heißt,
wenn man in (1.4) die erste Gleichung durch die Wa¨rmeleitungsgleichung ε∂tu = ∆u
fu¨r ein kleines ε ersetzt, und noch die Anfangsbedingung u(0, ·) = u0 in Ω0 betrach-
tet, dann approximieren fu¨r ε → 0 die Lo¨sungen des Stefan-Problems die Lo¨sungen
von (1.4). Der asymptotische Zusammenhang zwischen verschiedenen Modellen wie
Cahn-Hilliard, Allen-Cahn, Mullins-Sekerka, Gibbs-Thomson ist in [2], [79], [78], [15]
untersucht. In [62] wird gezeigt, dass das Phasenfeldmodell gegen eine schwache
Lo¨sung des Stefan-Problems mit Oberfla¨chenspannung konvergiert. Die Eindeutigkeit
der Lo¨sung ist nicht gezeigt. Eine Untersuchung des asymptotischen Verhalten des
Stefan-Problems ist von Matano in [55] gemacht worden. Er hat bewiesen, dass nach
einer endlichen Zeit jede schwache Lo¨sungen klassisch wird und dass sich die Form des
freien Randes fu¨r t→∞ der Form einer Spha¨re na¨hert.
Der Aufbau der Arbeit ist wie folgt. In Kapitel 2 wird das Stefan-Problem mittels
der Hanzawa-Transformation in ein System von Gleichungen auf einem festen Ge-
biet transformiert. Je nachdem ob die Funktion a in (1.4) als nichtnegativ oder als
strikt positiv vorausgesetzt wird, stellt ein Teil dieses Systems ein singula¨res oder
regula¨res ”Oblique Derivative Problem” dar. In diesem Kapitel wird noch die mittlere
Kru¨mmung behandelt und die geometrischen Eigenschaften des Modells abgeleitet.
Im Kapitel 3 wird das Stefan-Problem in Ho¨lderra¨umen gestellt, unter der Annahme
a > 0 in (1.4). Die Lo¨sung des ”Oblique Derivative Problem” gibt die unbekannte
Temperatur im Stefan-Problem. Diese Lo¨sung wird dann in die letzte Gleichung des
Systems eingesetzt. Die resultierende Gleichung ist eine Evolutionsgleichung. Diese
Evolutionsgleichung wird dann gelo¨st und damit schließlich auch das Stefan-Problem.
Im ersten Abschnitt dieses Kapitels wird ein Existenz- und Eindeutigkeitssatz fu¨r
quasilineare parabolische Evolutionsgleichungen gezeigt und dieser dann auf das
Stefan-Problem angewandt. Die Existenz einer Zentrumsmannigfaltigkeit fu¨r die Evo-
lutionsgleichung unter einer Annahme an dem Kommutator [a1/2Λ, a1/2], mit Λ dem
Dirichlet-Neumann Operator, wird im vierten Abschnitt gezeigt. In Kapitel 4 wird
das Stefan-Problem in Sobolevra¨umen gestellt. Dabei darf die Funktion a auch ver-
schwinden. Wir erhalten hier Existenz und Eindeutigkeit einer Kurzzeitlo¨sung unter
der Annahme, dass ein Satz von Taira aus der Arbeit [71] sich in geeigneter Weise
verallgemeinern la¨sst. Damit ist die Lo¨sbarkeit des quasistationa¨ren Stefan-Problems
9auf die Lo¨sbarkeit eines Randwertproblems zuru¨ckgefu¨hrt. Die Ergebnisse der beiden
letzten Kapiteln benutzen im Wesentlichen Techniken und Begriffe aus der Theorie
der maximalen Regularita¨t, Interpolationsra¨ume und Operatoren mit beschra¨nkten
Potenzen. Diesen ist der Anhang gewidmet.
Kapitel 2
Das quasistationa¨re Stefan-Problem
als ein Problem mit freiem Rand
Wie bereits in der Einleitung bemerkt, ist das Stefan-Problem ein Problem mit freiem
Rand. Es wird in ein Problem auf ein festes Gebiet transformiert. Wir folgen in diesem
Kapitel der Darstellung in [48].
2.1 Die Transformation auf ein festes Gebiet
Es ist bequem, die Punkte von Rn mit (x′, xn) zu bezeichnen, wobei x′ die Abku¨rzung
fu¨r (x1, ..., xn−1) ist. Gebiete im Raum sind ein natu¨rlicher Platz zur Untersuchungen
verschiedener Probleme aus der Physik und unterschiedlicher Randwertprobleme. Die
Regularita¨t des Randes spielt dabei eine bedeutende Rolle und wird durch die folgende
Definition pra¨zisiert.
2.1.1 Definition. (Gebiete der Klasse Cm,α) Das Gebiet Ω ⊂ Rn heißt von der
Klasse Cm,α (∂Ω ∈ Cm,α), wenn es fu¨r jeden Randpunkt x0 ∈ ∂Ω eine Umgebung U
und eine Funktion h ∈ Cm,α(Rn−1) gibt, so dass nach geeigneter Umnumerierung der
Koordinaten
∂Ω ∩ U = {x = (x′, xn) ∈ Rn : xn = h(x′)}
Ω ∩ U = {x = (x′, xn) ∈ Rn : xn < h(x′)}
Ω
c ∩ U = {x = (x′, xn) ∈ Rn : xn > h(x′)}.
Die Gebiete der Klasse C0,1 heißen auch Lipschitzgebiete.
Wir nehmen an, dass die Anfangshyperfla¨che Γ0 ∈ C3,α ist.
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2.1.2 Bemerkung. Nach dieser Definition befindet sich das Gebiet Ω lokal nur auf
einer Seite des Randes.
Gebiete werden ha¨ufig auch mit einer Funktion definiert.
2.1.3 Definition. Sei Ω ⊂ Rn ein beschra¨nktes Gebiet. Die Cm,α Funktion ρ : Rn → R,
m ≥ 1, heißt definierende Funktion fu¨r Ω, wenn gilt
Ω = {x ∈ Rn : ρ(x) < 0}
Ω
c
= {x ∈ Rn : ρ(x) > 0}
∇ρ 6= 0 fu¨r alle x ∈ ∂Ω.
Eine einfache aber sehr nu¨tzliche Beobachtung ist die folgende:
2.1.4 Bemerkung. Ein Gebiet Ω ist genau dann von der Klasse Cm,α, wenn es eine
definierende Funktion ρ ∈ Cm,α fu¨r Ω gibt. Man sagt dann auch, dass der Rand ∂Ω
von der Klasse Cm,α sei.
Wir betrachten ein fixiertes, glattes und beschra¨nktes Gebiet D in Rn. Dann ist
der Rand Σ von D eine Hyperfla¨che in Rn. Bezeichnet ν das a¨ußere Einheitsnorma-
lenfeld von Σ und X die Funktion
X : Σ× (−c, c)→ Rn
(p, d) 7→ p+ dν(p),
so ist klar, dass X fu¨r hinreichend kleines c ein Diffeomorphismus auf sein Bild ranX
ist, d.h.
X ∈ Diff∞(Σ× (−c, c), ranX).
Wir nehmen an, dass fu¨r hinreichend kleines T > 0 die Ra¨nder Γt, 0 ≤ t < T , alle in
ranX liegen.
2.1.5 Bemerkung. Fu¨r festes p ∈ Σ stellt die Abbildung
d 7→ X(p, d)
eine Gerade in Rn dar.
Wir wollen als na¨chstes Γt als Niveaufla¨che, also als Bild dieser Funktion X dar-
stellen. Auch physikalisch ist es eine plausible Annahme, dass sich Γ fu¨r kleine t, als
Graph u¨ber Σ in Normalenrichtung darstellen la¨sst. Wir ko¨nnen annehmen, dass es zu
jedem t ≥ 0 Distanzfunktionen ρt gibt,
ρt : Σ→ (−c, c)
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so dass
θρt : Σ→ Rn, p 7→ p+ ρt(p)ν(p) (2.1)
Diffeomorphismen auf ran(θρt) = Γt sind.
2.1.6 Bemerkung. Die Distanzfunktion ρt ist von derselben Regularita¨t wie Γt ([43],
Lemma 14.16).
Fu¨r J := [0, T ] sei
ρ : J × Σ→ R
(t, x) 7→ ρ(t, x) = ρt(x).
Wegen
X(p, ρt(p)) = p+ ρt(p)ν(p) = θρt(p)
folgt
Γt = {x ∈ Rn : x = X(p, ρ(t, p)), p ∈ Σ}. (2.2)
Insbesondere ist
Γ0 = X(Σ, ρ(0,Σ)).
Man kann Γt auch als Nullstellenmenge einer Funktion darstellen. Sei
ΠΣ : ran(X)→ Σ
die Projektion auf Σ, d.h. zu jedem x ∈ ran(X) gibt es ein eindeutiges y ∈ Σ mit
dist(x,Σ)=dist(x, y). Diese Abbildung ist wohldefiniert, da nach Voraussetzung X ein
Diffeomorphismus ist. Dann ist ΠΣ(x) = y. Den mit Vorzeichen versehene Abstand von
x ∈ ran(X) zu Σ bezeichnen wir mit Λ(x).
Λ : ran(X)→ (−c, c)
Λ(x) =
{
dist(x,Σ), x ∈ Rn \D
−dist(x,Σ), x ∈ D.
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2.1.7 Bemerkung. Es gilt
Σ = {x ∈ Rn : Λ(x) = 0},
und Λ ist eine C∞ Funktion, da nach Voraussetzung D ein glattes Gebiet ist.
Damit ist das Paar (ΠΣ,Λ) die Inverse des Diffeomorphismus X. Wir bemerken,
dass ΠΣ ◦ θρt = IdΣ fu¨r alle t ≥ 0, aber (θρt ◦ ΠΣ)(x) = x genau dann, wenn x ∈ Γt.
Es gilt, dass Λ(θρt(x)) = ρt(x) fu¨r alle x ∈ Σ. Dann ist fu¨r beliebiges x ∈ ran(X),
Λ(θρt(ΠΣ(x))) = ρt(ΠΣ(x)) und wir haben die folgende Darstellung von Γt:
Γt = {x ∈ Rn : Λ(x) = ρ(t,ΠΣ(x))}
2.1.8 Bemerkung. Wenn ρ ≡ 0 ist, dann ist Λ(x) = 0 fu¨r alle x ∈ Rn, also Γt = Σ,
fu¨r alle t ≥ 0. In diesem Fall findet keine Evolution statt, und das freie Randproblem
(1.4) entartet in ein Problem mit festem Rand.
Mit der Einfu¨hrung der Funktion
φρ : J × ran(X)→ R,
(t, x) 7→ Λ(x)− ρ(t,ΠΣ(x)) (2.3)
ist klar, dass Γt die Nullstellenmenge der Funktion φρ(t, x) ist:
Γt = {x ∈ Rn : φρ(t, x) = 0}. (2.4)
Wir bemerken, dass aus der Niveaudarstellung (2.2) von Γt dann folgt
φρ(t,X(p, ρ(t, p))) = 0. (2.5)
Diese Funktion φρ hat einen nicht verschwindeden Gradienten.
2.1.9 Satz. Fu¨r alle (t, x) ∈ J × ran(X) gilt
∇xφρ(t, x) 6= 0.
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Beweis. Sei p ∈ Σ mit x = X(p, ρt(p)) = p + ρt(p)ν(p), d.h. ΠΣ(x) = p. Wir rechnen
aus
φρ(t, x+ hν(p))− φρ(t, x)
= Λ(x+ hν(p))− ρt(ΠΣ(x+ hν(p)))− Λ(x) + ρt(ΠΣ(x))
= ρt(p) + h− ρt(p)− ρt(p) + ρt(p)
= h
Daher ist
∂
∂ν
φρ(t, x)
= lim
h→0
φρ(t, x+ hν(p))− φρ(t, x)
h
= lim
h→0
h
h
= 1.
Folglich ist fu¨r einen Punkt x ∈ Γt das Einheitsnormalenfeld ν(t, ·) in x auf Γt, mit
einem p ∈ Σ, x = X(p, ρ(t, p)) gegeben durch
ν(t, x) =
∇φρ(t, x)
|∇φρ(t, x)|
∣∣∣∣
x=X(p,ρ(t,p))
. (2.6)
Die mittlere Kru¨mmung von Γt ist
κ(t, x) =
1
n− 1∇ ·
( ∇φρ(t, x)
|∇φρ(t, x)|
)
. (2.7)
Wir ko¨nnen alle Diffeomorphismen θρt : Σ→ Rn, 0 ≤ t ≤ T , zusammenfassen mit der
Funktion
θρ : J × Σ→ Rn, (t, x) 7→ θρt(x)
Um das Problem in ein Problem mit festem Rand umzuformulieren, mu¨ssen wir diese
Randdiffeomorphismen auf Σ = ∂D zu Diffeomorphismen auf dem ganzen Gebiet D
fortsetzen. Dazu kann man die sogenannte Hanzawa Transformation [44] benutzen.
2.1.10 Satz. Es existiert ein Diffeomorphismus Θρt : Rn → Rn mit
Θρt|Σ = θρt .
Beweis. Siehe [48].
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Mit der Einfu¨hrung der Funktion
Θρ : J × Rn → Rn, Θρ(t, x) := Θρt(x)
ko¨nnen wir nun die transformierten Operatoren definieren.
Die Transformation des Laplace-Operators ∆ bzgl. Θρ, bezeichnet mit A(ρ), ist defi-
niert durch
A(ρ)(u ◦Θρ) := (∆u) ◦Θρ.
Setzen wir v := u ◦Θρ, dann ist u = v ◦Θ−1ρ und
A(ρ)v = ∆(v ◦Θ−1ρ ) ◦Θρ
= Θ∗ρ ◦∆(v ◦Θ−1ρ )
= Θ∗ρ ◦∆ ◦Θρ∗v
wobei Θ∗ρ und Θ
ρ
∗ die pull back und push forward Operatoren
Θ∗ρ : C(Γt)→ C(Σ), u 7→ u ◦Θρ
Θρ∗ : C(Σ)→ C(Γt), v 7→ v ◦Θ−1ρ
sind. Analog dazu ist die Transformation B(ρ) der Ableitung in der Normalrichtung ∂ν
definiert durch
B(ρ)(u ◦Θρ) := ∂νu ◦Θρ.
Nach kurzer Rechnung erha¨lt man
B(ρ)v = Θ∗ρ ◦ ∇ ◦Θρ∗v ·
∇φρ
|∇φρ| .
Wir fu¨hren die transformierte mittlere Kru¨mmung H(ρ) durch
H(ρ) := κ ◦Θρ
ein. Die Regularita¨t der mittleren Kru¨mmung H(ρ) spielt fu¨r die Lo¨sbarkeit des Pro-
blems eine entscheidende Rolle. Diese Regularita¨t ha¨ngt von der Regularita¨t der Fla¨che
Σ ab.
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2.1.11 Satz. Die mittlere Kru¨mmung H(ρ) ist eine C1,α(Σ) oder W 1,s(Σ) Funktion,
wenn die Fla¨che Σ von der entsprechenden Klasse C3,α oder W 3,s ist.
Beweis. Das folgt aus der Bemerkung 2.1.4 und (2.7).
Sei x ∈ Γt und sei s ∈ Σ mit x = X(s, ρt(s)). Dann ist die Normalgeschwindigkeit
gegeben durch (siehe [48]),
V (t, x) =
∂tρ(t, s)
|∇xφρ(t, x)| .
Wir fu¨hren die Funktion Lρ(t, s) := |∇xφρ(t, x)|x=X(s,ρ(t,s)) ein, und bemerken, dass
wegen Satz 2.1.9 Lρ(t, s) eine strikt positive Funktion ist. Jetzt kehren wir zuru¨ck zu
den Gleichungen.
A¨quivalent zum System (1.4) ist das System
∆u = 0 in Ωt (2.8)
u+ a∂νu = κ auf Γt (2.9)
V + ∂νu = 0 auf Γt (2.10)
Γ(0) = Γ0. (2.11)
Wir transformieren nun dieses System auf das feste Gebiet D. Mit v := u ◦ Θρ, und
δ = a ◦Θρ, hat es die Form
A(ρ)v = 0 in J ×D (2.12)
v + δB(ρ)v = H(ρ) auf J × Σ (2.13)
∂tρ+ LρB(ρ)v = 0 auf J × Σ (2.14)
ρ(0) = ρ0 auf Σ (2.15)
2.1.12 Bemerkung. Da Θρ ein Diffeomorphismus ist, hat die Funktion δ dieselben
Eigenschaften wie die Funktion a. Es gilt na¨mlich δ ∈ C∞(J × Σ), δ ≥ 0.
Wir werden die Operatoren A(ρ) und B(ρ) genauer untersuchen und eine explizi-
te Darstellung geben. Dafu¨r mu¨ssen wir die Funktion ρ pra¨zisieren und fu¨hren die
folgende Bezeichnung ein
U := {ρ ∈ C3,α(Σ) : ‖ρ‖∞ ≤ b}.
2.1.13 Bemerkung. Wir haben das Gebiet D als ein Gebiet der Klasse C3,α vor-
ausgesetzt. Deswegen ist die randbeschreibende Funktion ρ ∈ U auch von derselben
Klasse.
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2.1.14 Satz. Fu¨r jedes ρ ∈ U , ist der Operator A(ρ) ein gleichma¨ßig elliptischer
Operator, A(ρ) : C2,α(D)→ C0,α(D), und es gilt
A(ρ)v = 1√
g(ρ)
∑
i,j
∂j(g
ij(ρ)
√
g(ρ)∂iv)
mit
gij(ρ) = 〈∂iΘρ, ∂jΘρ〉, g(ρ) = det(gij(ρ)), (gij(ρ)) = (gij(ρ))−1
A ∈ C∞(U ,L(C2,α(D), C0,α(D))).
Beweis. Der Operator A(ρ) ist der Laplace-Beltrami Operator und seine Darstellung
ist bekannt. Wir schreiben
A(ρ)v =
∑
i,j
gij(ρ)∂2ijv +
∑
i
(
1√
g(ρ)
∑
j
∂j(g
ij(ρ)
√
g(ρ)
)
∂iv
oder a¨quivalent
A(ρ)v =
∑
i,j
aij(ρ)∂
2
ijv +
∑
i
ai(ρ)∂iv
mit den Bezeichnungen aij(ρ) := g
ij(ρ) und ai(ρ) :=
1√
g(ρ)
∑
j ∂j(g
ij(ρ)
√
g(ρ).
2.1.15 Bemerkung. Wegen gij(ρ) = 〈∂iΘρ, ∂jΘρ〉 und Θρ ∈ C3,α(D), gilt fu¨r die
Koeffizienten des Operators A(ρ)
aij(ρ) ∈ C2,α(D), ai(ρ) ∈ C1,α(D).
2.1.16 Satz. Fu¨r jedes ρ ∈ U ist der Operator B(ρ) ein Randoperator,
B(ρ) : C2,α(D)→ C1,α(Σ),
und es gilt
B ∈ C∞(U ,L(C2,α(D), C1,α(Σ))).
Daru¨ber hinaus hat der Operator die Darstellung
B(ρ)v = −→bρ · ∇v
fu¨r ein nirgends tangentiales und nirgends verschwindendes Vektorfeld
−→
bρ : Σ→ Rn.
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Beweis. Es sei (DΘ−1ρ ) die Jakobi-Matrix von Θ
−1
ρ . Dann ist mit v = u ◦Θρ,
B(ρ)v = ∂ν(v ◦Θ−1ρ ) ◦Θρ
=
[
∇(v ◦Θ−1ρ ) ·
∇φρ
|∇φρ|
]
◦Θρ
=
{
[(∇v) ◦Θ−1ρ ] · (DΘ−1ρ ) ·
∇φρ
|∇φρ|
}
◦Θρ
= ∇v · [(DΘ−1ρ ) ◦Θρ] ·
(∇φρ(Θρ)
|∇φρ|
)T
.
Wir setzen
−→
bρ := [(DΘ
−1
ρ ) ◦Θρ] ·
(∇φρ(Θρ)
|∇φρ|
)T
.
Es ist wichtig zu beobachten, dass das Vektorfeld l :=
(
∇φρ(Θρ)
|∇φρ|
)T
nirgends tangential
an den Rand Σ ist. Dann ist
B(ρ)v = −→bρ · ∇v
mit
−→
bρ 6= 0.
2.2 Zuru¨ckfu¨hrung des Problems auf eine Evoluti-
onsgleichung
Unser Ziel ist, das System (2.12) - (2.15) auf eine einzige Evolutionsgleichung fu¨r ρ
zuru¨ckzufu¨hren. Wir behandeln zuna¨chst die ersten beiden Gleichungen
A(ρ)v = 0 in J ×D (2.16)
v + δB(ρ)v = H(ρ) auf J × Σ. (2.17)
Es handelt sich um ein bekanntes System, das fu¨r δ > 0 in der Literatur unter den
Namen ”Oblique Derivative Problem”, Poincare´-Problem oder Randwertproblem mit
Randbedingung dritter Art bekannt ist. Hat δ Nullstellen, so entartet das Problem. Wir
zeigen nun, wie man das Problem auf ein pseudodifferentiales Problem zuru¨ckfu¨hren
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kann. Diese elegante Methode die von A.P.Caldero´n stammt, fu¨hrt das Randwertpro-
blem (2.16) - (2.17) auf eine Pseudodifferentialgleichung auf dem Rand zuru¨ck.
Sei nun K(ρ) der Lo¨sungsoperator des homogenen Dirichletproblems
A(ρ)v = 0 in J ×D (2.18)
v = g auf J × Σ,
also K(ρ)g = v. Wir fu¨hren noch die Abku¨rzung B˜(ρ)v := γv + δB(ρ)v ein. Dann ist
mit T := B˜K, (2.16) - (2.17) a¨quivalent zu
T v = H(ρ) auf J × Σ.
Wie formulieren das Ergebnis als
2.2.1 Satz. Fu¨r den elliptischen Operator
A(ρ)v =
n∑
i,j=1
aij(ρ)∂
2
ijv +
n∑
i=1
ai(ρ)∂iv
mit
aij(ρ) ∈ C2,α(D), ai(ρ) ∈ C1,α(D),
hat das Problem
A(ρ)v = 0 in J ×D
v + δB(ρ)v = H(ρ) auf J × Σ
eine Lo¨sung v ∈ C2,α(D) genau dann, wenn eine Lo¨sung ψ ∈ C2,α(D) der Gleichung
T ψ = H(ρ) auf J × Σ
existiert.
Das ”Oblique derivative problem” (2.16) - (2.17) ist genau dann elliptisch, wenn die
entsprechende Funktion δ nirgends 0 ist. Wir ko¨nnen daher zuna¨chst rein formal einen
Lo¨sungsoperator S(ρ) fu¨r das Randwertproblem (2.16) - (2.17) definieren. Sei nun
v = S(ρ)H(ρ)
die Lo¨sung von (2.16) - (2.17). Mit Einsetzen in (2.14) erhalten wir eine Evolutions-
gleichung.
∂tρ+ LρB(ρ)S(ρ)H(ρ) = 0 (2.19)
ρ(0) = ρ0.
Damit ist das Stefan-Problem auf das Lo¨sen einer einzigen Evolutionsgleichung mit
einer Anfangsbedingung zuru¨ckgefu¨hrt.
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2.3 Die Rolle der mittleren Kru¨mmung
Wie schon erwa¨hnt, spielt bei dem Stefan-Problem die Geometrie des Gebiets eine wich-
tige Rolle, und deswegen mu¨ssen wir eine genaue Koordinatendarstellung des Operators
der mittleren Kru¨mmung H(ρ) haben. Eine explizite Darstellung von H(ρ) ist in der
Arbeit [29] gegeben. Die Berechnung von H(ρ) ist mu¨hsam, erfordert differentialgeo-
metrische Mittel und benutzt verschiedene Metriken.
Wir werden kurz schildern, welche die wichtigsten Schritte in der Rechnung sind. Dabei
werden die Eigenschaften der Funktion φρ geschickt benutzt. Nach dem na¨chsten Lem-
ma existiert eine explizite Darstellung, wenn der Rand Σ des Gebiets die Nullstellen-
menge einer Funktion ist. Das ist der Fall fu¨r Γt und Σ ist nach der Konstruktion (2.1)
diffeomorph zu Γt, also zu einer Hyperfla¨che die eine solche Darstellung besitzt. Wenn
κΓρ die mittlere Kru¨mmung von Γt ist, dann ist der transformierte Kru¨mmungsoperator
H(ρ) = θ∗ρ κΓρ = κΓρ ◦ θρ,
θρ ist der Diffeomorphismus θρ : Σ → Γt. Aus dem folgenden grundlegenden Lemma
folgt das Resultat aus [29].
2.3.1 Lemma. Sei S eine Hyperfla¨che in Rn, so dass
S = {x ∈ Rn : ϕ(x) = 0}
fu¨r eine C2 Funktion ϕ. Wenn ∇ϕ 6= 0 auf S, dann ist die mittlere Kru¨mmung κ von
S gegeben durch
κ =
1
(n− 1)‖∇ϕ‖3
(
‖∇ϕ‖2∆ϕ−
n∑
i,j=1
∂iϕ∂jϕ∂
2
ijϕ
)
.
Beweis. Mit Hessϕ := (∂2ijϕ)
n
i,j=1, der Hesse-Matrix von ϕ, beobachten wir dass
∇ (‖∇ϕ‖) = (∇ϕ)
T · Hessϕ
‖∇ϕ‖ .
Also
∇
(
1
‖∇ϕ‖
)
= −(∇ϕ)
T · Hessϕ
‖∇ϕ‖3 .
Die mittlere Kru¨mmung ist die Divergenz des Einheitsnormalenfelds
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(n− 1)κ = ∇ ·
( ∇ϕ
‖∇ϕ‖
)
=
1
‖∇ϕ‖∇ · ∇ϕ+∇
(
1
‖∇ϕ‖
)
· ∇ϕ
=
∆ϕ
‖∇ϕ‖ −
(∇ϕ)T · Hessϕ · ∇ϕ
‖∇ϕ‖3 .
Mit
(∇ϕ)T · Hessϕ · ∇ϕ =
n∑
i,j=1
∂iϕ∂jϕ∂
2
ijϕ
ist das Lemma bewiesen.
Wir beno¨tigen den folgenden fundamentalen
2.3.2 Satz. Die Kru¨mmung H(ρ) tra¨gt eine quasilineare Struktur: Es gilt
H(ρ) = P (ρ)ρ+Q(ρ). (2.20)
Dabei ist fu¨r hinreichend kleines ρ, P (ρ) ein gleichma¨ßig elliptischer positiver Diffe-
rentialoperator zweiter Ordnung. In lokalen Koordinaten s = (s1, . . . , sn−1) auf Σ hat
P die Form
P (ρ) = −
n−1∑
j,k=1
(pjk(ρ))(s)∂sj∂sk +
n−1∑
j=1
(pj(ρ))(s)∂sj .
Beweis. Siehe [31, Lemma 3.2].
2.3.3 Bemerkung. pjk sind analytische Funktionen von den ersten Ableitungen
von ρ und die pj analytische Funktionen von den ersten und zweiten Ableitungen
von ρ. Die Koeffizientenmatrix (pjk(ρ))jk ist gleichma¨ßig positiv. Ferner ist Q eine
analytische Funktion von den ersten und zweiten Ableitungen von ρ. Fu¨r ρ ∈ U gilt
also pjk ∈ C∞(U , C2,α(Σ)), pj ∈ C∞(U , C1,α(Σ)) und Q ∈ C∞(U , C1,α(Σ)).
Wir ko¨nnen nun diese quasilineare Struktur der mittleren Kru¨mmung ausnutzen
um die Evolutionsgleichung (2.19) in der Form
∂tρ+ A(ρ)ρ = F (ρ),
ρ(0) = ρ0 (2.21)
mit
A(ρ) := LρB(ρ)S(ρ)P (ρ), F (ρ) := −LρB(ρ)S(ρ)Q(ρ)
darzustellen. Unsere Aufgabe ist nun diese Evolutionsgleichung zu lo¨sen.
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2.4 Geometrische Eigenschaften des Modells
Wir werden nun zeigen, dass die eingefu¨hrte Relaxierungsfunktion δ eine a priori
Abscha¨tzung des Oberfla¨cheninhalts A(t) ermo¨glichen kann. Die Phasengrenze kann
sich zeitlich nicht beliebig entwickeln. Das Modell ist fla¨chenverkleinernd und vo-
lumenerhaltend. Um das zu zeigen, beno¨tigen wir den
2.4.1 Satz. Sei |Ω(t)| das Volumen des Gebiets Ωt und |A(t)| der Oberfla¨cheninhalt
des freien Randes Γt. Dann gilt fu¨r die zeitliche A¨nderung des Volumens und des Ober-
fla¨cheninhalts
d
dt
|Ω(t)| =
∫
Γt
V dsx,
d
dt
|A(t)| =
∫
Γt
κV dsx
Beweis. Siehe z.B. S.462 in [6].
2.4.2 Satz. Fu¨r den Oberfla¨cheninhalt |A(t)| gilt
d
dt
|A(t)| = −
∫
Γt
aV 2dsx −
∫
Ωt
|∇u|2dx,
und dann ist d
dt
|A(t)| ≤ 0.
Beweis. Mit der Gibbs-Thomson-Bedingung, Stefan-Bedingung und der Greenschen
Formel erhalten wir aus dem letzten Satz
d
dt
|A(t)| =
∫
Γt
κV dsx
= −
∫
Γt
aV 2dsx +
∫
Γt
uV dsx
= −
∫
Γt
aV 2dsx −
∫
Γt
u∂νu dsx
= −
∫
Γt
aV 2dsx −
∫
Ωt
|∇u|2dx.
Die zweite Behauptung ist nun klar.
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Die erste Folgerung ist, dass mit dem Zeitablauf die Oberfla¨che nur kleiner werden
kann, d.h. das Modell ist fla¨chenverkleinernd.
2.4.3 Satz. Der Oberfla¨cheinhalt |A(t)| ist eine nicht wachsende Funktion.
Beweis. Folgt aus d
dt
|A(t)| ≤ 0.
Die zweite Folgerung zeigt, dass der Gradient des Temperaturfeldes durch die Anfangs-
geometrie kontrolliert werden kann.
2.4.4 Korollar. Es gilt ∫ ∞
0
∫
Ωt
|∇u|2 dx dt ≤ A(0).
Beweis. Aus dem Satz ergibt sich
d
dt
|A(t)| ≤ −
∫
Ωt
|∇u|2 dx.
Mit Integration folgt die Behauptung.
2.4.5 Bemerkung. Diese letzte Folgerung ko¨nnte benutzt werden, um Regula-
rita¨tsergebnisse schwacher Lo¨sungen des Stefan-Problems zu bekommen.
Außerdem ist das Modell volumenerhaltend, d.h. die zeitliche A¨nderung von
|Ω(t)| ist 0.
2.4.6 Satz. Fu¨r das Volumen |Ω(t)| gilt d
dt
|Ω(t)| = 0
Beweis. In der Tat, nach der Stefan-Bedingung und mit dem Satz von Gauß folgt
d
dt
|Ω(t)| =
∫
Γt
V dsx = −
∫
Γt
∂νu dsx
= −
∫
Ωt
∆u dx = 0.
Kapitel 3
Der Fall a > 0
3.1 Die Lipschitz-Stetigkeit des Lo¨sungsoperators
In diesem Kapitel untersuchen wir das quasistationa¨re Stefan-Problem mit einer strikt
positiven Funktion a > 0 in (1.3). Es sei
ρ ∈ U := {ρ˜ ∈ C3,α(Σ) : ‖ρ˜‖C3,α(Σ) < b}
mit hinreichend kleinem b > 0, α > 0. Wie schon gezeigt, fu¨hrt die Transformation auf
ein festes Gebiet zu dem Randwertproblem mit schiefer Ableitung
A(ρ)v = 0 in D (3.1)
v + δB(ρ)v = H(ρ) auf Σ, (3.2)
mit H(ρ) ∈ C1,α(Σ).
Es ist wohlbekannt, dass das Oblique Derivative Problem
A(ρ)v = 0 in D (3.3)
v + δB(ρ)v = g auf Σ, (3.4)
fu¨r g ∈ C1,α(Σ) eine eindeutige Lo¨sung v ∈ C2,α(D) besitzt ([43, Theorem 6.31]). Wir
ko¨nnen also einen Lo¨sungsoperator S(ρ) definieren, S(ρ) : g 7→ v, und sind an dessen
qualitativen Eigenschaften interessiert.
3.1.1 Satz. Es sei δ > 0 auf Σ. Fu¨r jedes ρ ∈ U ist der Operator
S(ρ) : C1,α(Σ)→ C2,α(D)
beschra¨nkt, und es gilt δB(ρ)S(ρ) = Id− γS(ρ).
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Beweis. Wir du¨rfen annehmen, dass die Funktion g global, also in dem ganzen GebietD
definiert ist. Dann ist die Norm ‖g‖1,α wohl definiert. Die erste Behauptung folgt aus der
Schauderschen Abscha¨tzung. Es existiert na¨mlich eine Konstante C = C(n, α, λ,Λ, D),
so dass
‖S(ρ)g‖2,α ≤ C(‖S(ρ)g‖∞ + ‖g‖1,α)
Die zweite Behauptung ist eine einfache, aber a¨ußerst wichtige Beobachtung, die un-
mittelbar aus der zweiten Gleichung folgt, wenn man fu¨r v den Lo¨sungsoperator S(ρ)g
einsetzt und diese Gleichung in der a¨quivalente Form
δB(ρ)S(ρ)g = g − γS(ρ)g
= [Id− γS(ρ)]g
schreibt. Also gilt δB(ρ)S(ρ) = Id− γS(ρ).
Man sollte erwarten, dass der Operator S als parameterabha¨ngiger Operator Lipschitz-
stetig ist. Das zeigen wir in diesem Abschnitt.
3.1.2 Satz. Fu¨r hinreichend kleines b ist der Lo¨sungsoperator
S : U → L(C1,α(Σ), C2,α(D)),
ρ 7→ S(ρ)g
des folgenden Randwertproblems mit schiefer Ableitung
A(ρ)v = 0
v + δB(ρ)v = g
Lipschitz-stetig. Es existiert also eine Konstante C > 0, so dass
‖S(ρ1)− S(ρ2)‖L(C1,α(Σ),C2,α(D)) ≤ C‖ρ1 − ρ2‖C1,α(Σ),
fu¨r alle ρ1, ρ2 ∈ U .
Beweis. Wir fu¨hren die Abku¨rzung B˜(ρ)v := γv + δB(ρ)v ein. Wir bezeichnen
mit S˜(ρ) die Inverse zu (A(ρ)B˜(ρ)). Dann ist der Operator (AB˜) ein Element von
C∞(U ,L(C2,α(D), Cα(D) ⊕ C1,α(Σ))), insbesondere Lipschitz-stetig. Also ist fu¨r eine
Konstante C > 0∥∥∥∥(A(ρ1)B˜(ρ1)
)
−
(A(ρ2)
B˜(ρ2)
)∥∥∥∥
L(C2,α(D),Cα(D)⊕C1,α(Σ))
≤ C‖ρ1 − ρ2‖C1,α(Σ).
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Es gilt:
‖S˜(ρ1)− S˜(ρ2)‖L(Cα(D)⊕C1,α(Σ),C2,α(D))
=
∥∥∥∥S˜(ρ1) [(A(ρ2)B˜(ρ2)
)
−
(A(ρ1)
B˜(ρ1)
)]
S˜(ρ2)
∥∥∥∥
L(Cα(D)⊕C1,α(Σ),C2,α(D))
≤ ‖S˜(ρ1)‖L(Cα(D)⊕C1,α(Σ),C2,α(D))
∥∥∥∥(A(ρ2)B˜(ρ2)
)
−
(A(ρ1)
B˜(ρ1)
)∥∥∥∥
L(C2,α(D),Cα(D)⊕C1,α(Σ))
×‖S˜(ρ2)‖L(Cα(D)⊕C1,α(Σ),C2,α(D))
≤ C‖ρ1 − ρ2‖C1,α(Σ),
da ρ 7→ S˜(ρ) lokal beschra¨nkt ist. Insbesondere ist dann auch S(ρ) = S˜(ρ)
∣∣∣
{0}⊕C1,α(Σ)
Lipschitz-stetig.
3.1.3 Satz. Die Funktion F : U → C1,α(Σ) aus der Evolutionsgleichung
∂tρ+ A(ρ)ρ = F (ρ),
ρ(0) = ρ0 (3.5)
mit
A(ρ) := LρB(ρ)S(ρ)P (ρ)
und
F (ρ) := −LρB(ρ)S(ρ)Q(ρ)
ist Lipschitz-stetig. Es gilt
‖F (ρ1)− F (ρ2)‖C1,α(Σ) ≤ C‖ρ1 − ρ2‖C1,α(Σ).
Beweis. Wir setzen M(ρ) := Lρ/δ ein, und erinnern daran, dass fu¨r die Funktion
δ ≥ c > 0 gilt. Dann ist M(ρ) Lipschitz-stetig als Produkt zweier Lipschitz-stetiger
Funktionen. Analog sind M(ρ)Q(ρ) und M(ρ)γS(ρ)Q(ρ) Lipschitz-stetig. Also
‖M(ρ1)Q(ρ1)−M(ρ2)Q(ρ2)‖C1,α(Σ) ≤ C‖ρ1 − ρ2‖C1,α(Σ)
und
‖M(ρ1)γS(ρ1)Q(ρ1)−M(ρ2)γS(ρ2)Q(ρ2)‖C1,α(Σ) ≤ C‖ρ1 − ρ2‖C1,α(Σ).
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Wir wenden nun Satz 3.1.1 an. Dann haben wir die Abscha¨tzung
‖F (ρ1)− F (ρ2)‖C1,α(Σ)
= ‖Lρ1B(ρ1)S(ρ1)Q(ρ1)− Lρ2B(ρ2)S(ρ2)Q(ρ2)‖C1,α(Σ)
= ‖M(ρ1)Q(ρ1)−M(ρ2)Q(ρ2)−M(ρ1)γS(ρ1)Q(ρ1) +M(ρ2)γS(ρ2)Q(ρ2)‖C1,α(Σ)
≤ C1‖ρ1 − ρ2‖C1,α(Σ) + C2‖ρ1 − ρ2‖C1,α(Σ)
≤ C‖ρ1 − ρ2‖C1,α(Σ).
Analog zeigt man unter Verwendung von P ∈ C∞(U ,L(C3,α(Σ), C1,α(Σ))), den Satz
3.1.4 Satz. Der Operator A(ρ) = B(ρ)S(ρ)P (ρ),
A : U → L(C3,α(Σ), C1,α(Σ))
ist Lipschitz-stetig.
Wir zeigen nun, dass A(ρ) ∈ H(C3,α(Σ), C1,α(Σ)).
3.1.5 Satz. Fu¨r ρ ∈ U gilt A(ρ) := LρB(ρ)S(ρ)P (ρ) ∈ H(C3,α(Σ), C1,α(Σ)).
Wir geben einen Beweis von Satz 3.1.5 der sich auf Sto¨rungstechniken stu¨tzt. Der
Vorteil dabei ist, dass a¨hnlich auch die maximale Regularita¨t bewiesen werden kann.
Beweis. Nach Satz 3.1.1 gilt
A(ρ) =
Lρ
δ
[δB(ρ)S(ρ)P (ρ)]
=
Lρ
δ
(Id− γS(ρ))P (ρ)
=
Lρ
δ
P (ρ)− Lρ
δ
γS(ρ)P (ρ)
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Der Operator A(ρ) ist also eine Sto¨rung niedriger Ordnung des positiven Operators
Lρ
δ
P (ρ). Diese Operatoren sind Erzeuger analytischer Halbgruppen (siehe Chapter 3 in
[54]). Also
Lρ
δ
P (ρ) ∈ H(C3,α(Σ), C1,α(Σ)).
Sto¨rungen analytischer Erzeuger sind wieder analytische Erzeuger ([27], III.1.12) und
deswegen auch
A(ρ) ∈ H(C3,α(Σ), C1,α(Σ)).
Es gilt sogar mehr fu¨r den Operator A(ρ). Der hat maximale Regularita¨t.
3.1.6 Satz. Fu¨r ρ ∈ U gilt A(ρ) ∈Mθ(C3,α(Σ), C1,α(Σ)).
Beweis. Der Beweis der maximalen Regularita¨t von A(ρ) ist a¨hnlich zu dem letzten
Beweis, wenn man bedenkt, dass Lρ
δ
P (ρ) maximale Regularita¨t besitzt und dass sich
die maximale Regularita¨t auf Sto¨rungen niedriger Ordnung vererbt.
3.2 Der Existenz- und Eindeutigkeitssatz
Wir bezeichnen mit Jτ , 0 < τ ≤ T, das Teilinterval [0, τ) von [0, T ].
Die Ra¨ume Eθ1(J), γEθ1(J) werden in Anhang A definiert, die Klasse Mθ in (A.7).
Die Bedeutung der Interpolationsra¨ume wird klar aus dem folgenden Satz, in dem lokale
Existenz fu¨r quasilineare parabolische Evolutionsgleichung bewiesen wird. Wir werden
eine Version des Satzes aus [67],Theorem 3.1. formulieren, beweisen und anschließend
fu¨r die Lo¨sung des Stefan-Problems anwenden.
3.2.1 Satz. Es seien E1 und E0 zwei Banachra¨ume, so dass E1 ↪→ E0. Sei 0 < θ < 1,
Vθ ⊂ γEθ1(J) offen und u0 ∈ Vθ. Ferner sei F ∈ Lip(Vθ, E0), A ∈ Lip(Vθ,Mθ(E1, E0)).
Dann existiert ein τ > 0, so dass die quasilineare parabolische Evolutionsgleichung
u˙+ A(u)u = F (u) auf J,
u(0) = u0 (3.6)
eine eindeutige Lo¨sung u ∈ Eθ1(Jτ ) hat.
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Beweis. Die Idee des Beweises ist, die Evolutionsgleichung in ein Fixpunktproblem
umzuschreiben, auf das der Banachsche Fixpunktsatz angewandt werden kann. Fu¨r
jedes u ∈ Vθ definieren wir die Operatoren A0 und B = B(u) mit A0 := A(u0),
B(u) := A0 − A(u). Dann ist (3.6) a¨quivalent zu
u˙+ A0u = B(u)u+ F (u), auf J
u(0) = u0. (3.7)
Das ist ein inhomogenes Cauchyproblem und die Lo¨sung ist, wegen A(u0) ∈
Mθ(E1, E0), nach dem Anhang (A.1) und (A.2), gegeben durch
u = y0 + JA0(B(u)u+ F (u)) (3.8)
mit y0(t) := e
−tA0u0.
Wir betrachten die Abbildung Φ,
Φ(u) := y0 + JA0(B(u)u+ F (u)).
Die Fixpunkte dieser Abbildung sind Lo¨sungen von (3.8). Wir wa¨hlen eine kleine Um-
gebung U ⊂ Vθ von u0, so dass ‖B(u)‖L(E1,E0) ≤ ε fu¨r alle u ∈ U , wobei das kleine ε
spa¨ter zu bestimmen ist. Als na¨chstes fu¨hren wir die Teilmenge W von Eθ1(Jτ ) ein:
W := {u ∈ Eθ1(Jτ ) : u(0) = u0, u(Jτ ) ⊂ U, ‖u‖E0 ≤ 2‖y0‖Eθ1(Jτ )}.
Wir behaupten, dass Φ eine Kontraktion auf W ist. Fu¨r alle u, v ∈ W gilt:
‖Φ(u)− Φ(v)‖Eθ1(Jτ ) ≤ C{‖B(u)u−B(v)v‖Eθ0(Jτ ) + ‖F (u)− F (v)‖Eθ0(Jτ )}. (3.9)
Die Konstante C ergibt sich aus der Beschra¨nktheit der Operatornorm von JA0 . Diese
Norm ist nichtabnehmend in τ .
Wir wa¨hlen ein σ mit 0 < σ < θ. Fu¨r mo¨glicherweise verkleinerte Umgebung
‖F (u(t))− F (v(t))‖E0 ≤M‖u(t)− v(t)‖γEσ1 (Jτ )
und
‖B(u(t))−B(v(t))‖L(E1,E0) ≤M‖u(t)− v(t)‖γEσ1 (Jτ )
Mit der Einbettung 3) aus Satz (A.0.22)
Eθ1(J) ↪→ C0,θ−σ(J, γEσ1 (J))
und u(0) = v(0) erhalten wir, dass
‖u(t)− v(t)‖γEσ1 (Jτ ) ≤ Ctθ−σ‖u− v‖Eθ1(Jτ )
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Es folgt
‖F (u)− F (v)‖Eθ0(Jτ ) = sup
t∈J˙τ
t1−θ‖F (u(t))− F (v(t))‖E0
≤ M sup
t∈J˙τ
t1−θ‖u(t)− v(t)‖γEσ1 (Jτ )
≤ MC sup
t∈J˙τ
t1−θtθ−σ‖u− v‖Eθ1(Jτ )
= MCτ 1−σ‖u− v‖Eθ1(Jτ ).
Den ersten Term in (3.9) ko¨nnen wir wegen der Annahme ‖B(u)‖L(E1,E0) ≤ ε, wie folgt
abscha¨tzen:
‖B(u)u−B(v)v‖Eθ0(Jτ ) ≤ ‖B(u)(u− v)‖Eθ0(Jτ )︸ ︷︷ ︸
I
+ ‖(B(u)−B(v))v‖Eθ0(Jτ )︸ ︷︷ ︸
II
I = sup
t∈J˙τ
t1−θ‖B(u(t))(u(t)− v(t))‖E0
≤ sup
t∈J˙τ
t1−θ‖B(u)‖L(E1,E0)‖u(t)− v(t)‖E0
≤ ε‖u− v‖Eθ1(Jτ ).
Wieder mit der Einbettung 3) aus Satz (A.0.22) folgt:
II = sup
t∈J˙τ
t1−θ‖(B(u(t))−B(v(t)))v(t)‖E0
≤ sup
t∈J˙τ
t1−θM‖u(t)− v(t)‖γEσ1 (Jτ )‖v(t)‖E0
≤ MC sup
t∈J˙τ
t1−θtθ−σ‖u− v‖Eθ1(Jτ )‖v(t)‖Eθ1(Jτ )
≤ MCτ θ−σ‖u− v‖Eθ1(Jτ ).
Wir haben
‖B(u)u−B(v)v‖Eθ0(Jτ ) ≤ ε‖u− v‖Eθ1(Jτ ) +MCτ θ−σ‖u− v‖Eθ1(Jτ )
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und aus dieser und obiger Abscha¨tzung :
‖Φ(u)− Φ(v)‖Eθ1(Jτ ) ≤ C{τ 1−σ‖u− v‖Eθ1(Jτ ) + ε‖u− v‖Eθ1(Jτ ) + τ θ−σ‖u− v‖Eθ1(Jτ )}.
Wa¨hlt man nun ε und τ genu¨gend klein, etwa
ε < 1/2C, und τ < (1/2C)1/max{1−σ,θ−σ},
dann ist Φ tatsa¨chlich eine Kontraktion. Nach dem Banachschen Fixpunktsatz besitzt
Φ einen eindeutigen Fixpunkt, der die Lo¨sung der Gleichung (3.8) ist. Damit hat auch
die Evolutionsgleichung (3.6) eine eindeutige Lo¨sung. Der Beweis ist vollsta¨ndig.
Es gibt einen entsprechenden Satz fu¨r die maximale Lp-Regularita¨t von dem wir im
na¨chsten Kapitel Gebrauch werden machen.
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3.3 Die Lo¨sung des Stefan-Problems in Ho¨lderra¨umen
3.3.1 Satz. Fu¨r jede Anfangsgeometrie ρ(0, .) = Γ0, mit ρ(0, .) ∈ C3,α(Σ), 1 > α > 0,
hat das Stefan-Problem (1.4) eine eindeutige Lo¨sung (v, ρ) auf einem genu¨gend kleinen
Zeitintervall Jτ := [0, τ), mit
v ∈ C(Jτ , C2,α(D))
und
ρ ∈ C(Jτ ;C3,α(Σ)) ∩ C1(Jτ ;C1,α(Σ))
mit
lim
t→0+
t1−θ{‖ρ′(t)‖C1,α(Σ) + ‖ρ(t)‖C3,α(Σ)} = 0.
Beweis. Wir haben gezeigt, dass das Problem auf die Evolutionsgleichung
∂tρ+ A(ρ)ρ = F (ρ),
ρ(0) = ρ0 (3.10)
zuru¨ckgefu¨hrt werden kann. Wir wenden den Satz 3.2.1 mit E0 = C
1,α(Σ) und E1 =
C3,α(Σ) an. Nach 3.1.3, 3.1.4 und 3.1.6 sind alle Bedingungen dieses Satzes erfu¨llt.
Daher die Behauptung.
3.4 Die Zentrumsmannigfaltigkeit
Wir werden in diesem Abschnitt zeigen, dass fu¨r die Evolutionsgleichung, auf die
das Stefan-Problem fu¨hrt, (2.19), mit der Bezeichnung Φ(ρ) := LρB(ρ)S(ρ)H(ρ),
a¨quivalent zu
∂tρ+ Φ(ρ) = 0,
ρ(0) = ρ0 (3.11)
eine Zentrumsmannigfaltigkeit existiert. Die Existenz einer lokal invarianten Zentrums-
mannigfaltigkeit werden wir aus den Ergebnissen in [67] folgern. Wir nehmen als Refe-
renzgebiet D die Kugel um den Nullpunkt mit dem Radius R, bezeichnet mit BR. Die
Spha¨re mit dem Mittelpunkt im Ursprung und dem Radius R wird mit ΣR bezeichnet.
Wir betrachten den folgenden Operator L, die Linearisierung des Operators Φ(ρ) im
Nullpunkt:
L := Φ˙(0).
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Hier bezeichnet · die Ableitung nach ρ. Die Evolutionsgleichung ist a¨quivalent zu
∂tρ+ Lρ = g(ρ)
ρ(0) = ρ0 (3.12)
mit
g(ρ) = Lρ− Φ(ρ).
Die Zentrumsmannigfaltigkeit fu¨r (3.11) ist eine lokal invariante Mannigfaltigkeit un-
ter dem Fluss induziert von (3.12), die tangential zum zentralen Eigenraum Xc der
Eigenwerte von L ist.
Mit den Bezeichnungen B := B(0), S := S(0), H = H(0) und D := H˙(0), α(0) := α,
haben wir
3.4.1 Lemma. Es gilt
L =
1
a
D − 1
a
(Id + aBK)−1D.
Beweis. Im ersten Schritt zeigen wir, dass Φ˙(0) = L0BSH˙. Wir rechnen aus
Φ˙(0) = L˙0BSH
+ L0 ˙(B(ρ)S(ρ))H
+ L0BSH˙.
Es ist bekannt, dass L0 ≡ 1 [29, Lemma 3.1] und L˙0 = 0.
S(ρ) ist der Lo¨sungsoperator des Oblique Derivative Problem
A(ρ)v = 0 in BR
v + δB(ρ)v = g auf ΣR.
Die mittlere Kru¨mmung der Spha¨re H(0) ist H(0) = 1/R.
Das Problem
A(ρ)v = 0 in BR
v + δB(ρ)v = 1/R auf ΣR,
hat die eindeutige Lo¨sung v = 1/R. Daher ist S(ρ)H(0) = 1/R. Es folgt B(ρ)S(ρ)H = 0
fu¨r alle ρ ∈ U , wobei U eine kleine Umgebung der Null ist. Daher ist ˙(BS)H = 0.
Also Φ˙(0) = L0BSH˙.
Nach Satz 3.1.1
δB(ρ)S(ρ) = Id− γS(ρ),
und Lemma 4.2.24
γS = (Id + δBK)−1.
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Dann gilt
L = L0BSD = L0
δ
(δBSD)
=
L0
δ
(Id− γS)D
=
L0
δ
D − L0
δ
(Id + δBK)−1D
Es ist klar, dass fu¨r ρ ≡ 0, δ = a. Mit L0 ≡ 1 folgt die Behauptung.
Wir ko¨nnen dieses Lemma anwenden, um den Kern von L zu bestimmen. Man kann
a¨hnlich wie in [48] zeigen, dass der Operator L ein Semi-Fredholmoperator ist. Es gilt
na¨mlich
3.4.2 Satz. Der Kern kerL von L ist der Raum lin{1, S(1)m : 1 ≤ m ≤ n}, wobei S(1)m
die Kugelfla¨chenfunktionen sind. Ferner ist 0 ein isolierter Eigenwert von L.
3.4.3 Bemerkung. Dass 0 ein Eigenwert von L ist, wird in Lemma 3.4.1 mitbewiesen.
Die Kugelfla¨chenfunktionen S
(1)
m sind die Eigenfunktionen des Laplace-Beltrami Ope-
rators ∆ΣR . Man kann die Eigenschaften dieses Operators ausnutzen, um das Spek-
trum von L zu analysieren. Im na¨chsten Satz geben wir eine hinreichende Bedingung
dafu¨r, dass das Spektrum nicht-positive Eigenwerten hat. Λ bezeichnet den Dirichlet-
Neumann Operator BK.
3.4.4 Lemma. Der Kommutator [Λ,∆ΣR ] = Λ∆ΣR−∆ΣRΛ verschwindet auf L2(ΣR).
Beweis. Ohne Einschra¨nkung sei ΣR die Einheitsspha¨re Σ. Wir bemerken, dass die
Kugelfla¨chenfunktionen der Ordnung k Eigenfunktionen der beiden Operatoren sind,
mit k(k + n− 2) Eigenwert fu¨r den Laplace-Beltrami Operator ∆ΣR und k Eigenwert
fu¨r den Dirichlet-Neumann Operator Λ = BK. Also vertauschen die Operatoren auf
der linearen Hu¨lle der Kugelfla¨chenfunktionen. Außerdem ist die lineare Hu¨lle dicht in
L2(Σ), siehe [35, Theorem 2.53]. Daher die Behauptung.
3.4.5 Satz. Es sei a > 0, so dass fu¨r den Kommutator [a1/2Λ, a1/2] gilt
‖[a1/2Λ, a1/2]‖ ≤ 1. Dann besteht das Spektrum des Operators −L nur aus Eigen-
werte und es gilt σp(−L) ⊂ (−∞, 0].
Beweis. Wegen L ∈ H(C3,α(ΣR), C1,α(ΣR)) und der kompakten Einbettung,
C3,α(ΣR) ↪→ C1,α(ΣR), hat der Operator L kompakte Resolvente. Daher hat L
nur abza¨hlbar viele isolierte Eigenwerte mit endlicher Vielfachheit.
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Wir zeigen nun, dass die Eigenwerte nicht-positiv sind. Wir brauchen die Ableitung D
des Operators der mittleren Kru¨mmung H fu¨r die Spha¨re ΣR
D := H˙(0) = − 1
R2
Id− 1
n− 1∆ΣR ,
siehe [29, Lemma 3.1].
Es sei λ ein Eigenwert von −L, d.h.
λf + Lf = 0
Wir wenden den Operator Id + aBK auf diese Gleichung an, und erhalten mit Lemma
3.4.1 nach kurzer Rechnung
λf + λaBKf + BKDf = 0
Wir multipliziren die Gleichung mit f¯ , integrieren u¨ber ΣR und erhalten:
λ〈f, f〉+ 〈λaBKf, f〉+ 〈BKDf, f〉 = 0 (3.13)
Der dritte Term ist 〈BKDf, f〉 ≥ 0, da die Operatoren BK und D positiv sind und
nach Lemma 3.4.4 vertauschen auf der Spha¨re.
Wir analysieren nun den zweiten Term, den wir wegen a > 0, in der Form
〈aBKf, f〉 = −〈[a1/2BK, a1/2]f, f〉+ 〈a1/2BKa1/2f, f〉
schreiben ko¨nnen. Dann ist (3.13)
λ[〈f, f〉+ 〈aBKf, f〉] = −〈BKDf, f〉
oder a¨quivalent
λ[〈f, f〉 − 〈[a1/2BK, a1/2]f, f〉+ 〈a1/2BKa1/2f, f〉] = −〈BKDf, f〉 (3.14)
Solange ‖[a1/2BK, a1/2]‖ ≤ 1, ist der Term 〈f, f〉 − 〈[a1/2BK, a1/2]f, f〉 ≥ 0. Wegen
〈a1/2BKa1/2f, f〉 = 〈BKa1/2f, a1/2f〉 ≥ 0,
ist in diesem Fall
〈f, f〉 − 〈[a1/2BK, a1/2]f, f〉+ 〈a1/2BKa1/2f, f〉 ≥ 0
und wir schließen aus (3.14), dass λ ≤ 0.
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Es sei nun Xc := kerL. Dieser endlichdimensionmale Untervektorraum von C3,α(ΣR)
la¨sst sich komplementieren. Es existiert also eine Projektion pic : C3,α(ΣR) → kerL
und man kann insbesondere pic als die zugeho¨rige spektrale Projektion zum Eigenwert
0 von L nehmen. Sei pis := Id− pic. Dann haben wir mit Xs := ranpis eine topologisch
direkte Zerlegung
C3,α(ΣR) = X
c ⊕Xs.
3.4.6 Satz. Es sei a > 0, mit ‖[a1/2Λ, a1/2]‖ ≤ 1. Dann existiert ein δ > 0 und
eine Funktion h : Xc → Xs mit h(0) = ∂h(0) = 0, so dass der Graph Mc(0) dieser
Funktion,
Mc(0) = {(x, h(x)) : ‖x‖3,α < δ}
eine Zentrumsmannigfaltigkeit der Evolutionsgleichung
∂tρ+ A(ρ)ρ = F (ρ)
ρ(0) = ρ0
ist.
Beweis. Wir gehen wir in der Arbeit [67] vor. Mit derselben Notation ist X0 = C
3,α(Σ)
und X1 = C
1,α(Σ). In dieser Arbeit, genauer Theorem 4.1, ist die Existenz einer glo-
bal invarianten Zentrumsmannigfaltigkeit fu¨r die modifizierte Evolutionsgleichung ge-
zeigt. Diese Gleichung stimmt mit der urspru¨nglichen Evolutionsgleichung auf einer
hinreichend kleinen Umgebung von 0 u¨berein. Daher folgt die Existenz einer global
invarianten Zentrumsmannigfaltigkeit fu¨r die urspru¨ngliche Evolutionsgleichung. Die
Voraussetzungen aus der Arbeit [67], (4.2) - (4.6) sind in den Ergebnisse aus Abschnitt
3.1, grenauer Sa¨tzen 3.1.4, 3.1.3 und 3.1.6 erfu¨llt. Es gilt noch Φ(0) = 0 und 0 ist ein
isolierter Eigenwert von L nach Satz 3.4.2. Der Satz 3.4.5 entpricht den letzten zwei
spektralen Voraussetzungen (4.7) und (4.8). Daraus folgt die Existenz der Funktion h
und der Zentrumsmannigfaltigkeit Mc(0) fu¨r die Evolutionsgleichung.
3.4.7 Bemerkung. Die Bedingung h(0) = ∂h(0) = 0 impliziert, dass Mc(0) tangen-
tial zum Xc im Nullpunkt 0 ist.
3.4.8 Bemerkung. Fu¨r die konstante Funktion a ≡ 1 ist natu¨rlich [Λ, 1] = 0, so
dass die Existenz einer Zentrumsmannigfaltigkeit fu¨r das Hele-Shaw-Problem oder das
Stefan-Problem mit konstanten Koeffizienten als Spezialfall aus diesem Satz folgt.
Kapitel 4
Der Fall a ≥ 0
In diesem Kapitel betrachten wir den Fall, dass die Funktion a Nullstellen haben kann.
Dadurch entartet das in Abschnitt 2.2 beschriebene Randwertproblem. Wir zeigen die
Existenz einer eindeutigen Kurzzeitlo¨sung des Stefanproblems unter zwei Annahmen
(A1) In einer Umgebung von Γ0 existiert ein Vektorfeld, das nicht tangential an Γ0 ist
und entlang dessen Flusslinien die Funktion a konstant ist.
(A2) Es gilt eine Erweiterung eines Satzes von Taira zur Lo¨sbarkeit entarteter Rand-
wertprobleme, die in Abschnitt 4.2. formuliert wird.
4.1 Die Koordinatentransformation
Zuna¨chst definieren wir mit Hilfe des in (A1) postulierten Vektorfelds eine Koordi-
natentransformation. Wir bezeichnen mit v das Vektorfeld und mit Φ den von Γ0
ausgehenden Fluss:
Φ : Σ× (−c, c)→ Rn.
Φ ist die eindeutig bestimmte Abbildung mit
d
ds
Φ(p, s) = v(Φ(p, s))
und
Φ(p, 0) = p.
Damit bildet Φ (fu¨r mo¨glicherweise verkleinertes c) einen Diffeomorphismus von Σ ×
(−c, c) auf eine offene Umgebung UΣ von Σ,
Φ ∈ C∞(Σ× (−c, c),UΣ).
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Wir nehmen an, dass fu¨r hinreichend kleines T > 0 gilt: Γt ⊂ ran(Φ) fu¨r 0 ≤ t ≤ T .
Daher existieren Funktionen
ρt : Σ→ (−c, c),
mit
ran Φ(p, ρt(p)) = Γt,
Γt ist die Bildmenge der Funktion Φ(p, ρt(p)), d.h.
Γt = {x ∈ Rn : x = Φ(p, ρ(t, p)), p ∈ Σ}.
Es sei (
Π
d
)
: UΣ → Σ× (−c, c)
die Inverse von Φ. Dann ist
Γt = {x : d(x) = ρt(Π(x))}.
Wir definieren nun die Diffeomorphismen θρt
θρt : Σ→ Γt
p 7→ Φ(p, ρt(p))
und fu¨hren noch die Funktion
ρ : [0, T ]× Σ→ R
(t, x) 7→ ρ(t, x) = ρt(x).
ein. Γt ist damit die Nullstellenmenge der Funktion
φρ(t, x) := d(x)− ρ(t,Π(x))
Γt = {x : φρ(t, x) = 0},
4.1.1 Lemma. Fu¨r den Gradienten von φρ(t, x) gilt
∇xφρ(t, x)|x=Φ(p,ρ(t,p)) 6= 0.
Beweis. Es sei y = Φ(p, ρt(p) + h) fu¨r kleines |h|. Dann ist
d(y) = ρt(p) + h = d(x) + h
und
Π(y) = p = Π(x).
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Wir rechnen aus
φρ(t, y) = d(y)− ρt(Π(y))
= d(x) + h− ρt(Π(x))
= φρ(t, x) + h.
Dann haben wir
lim
h→0
φρ(t,Φ(p, ρt(p) + h))− φρ(t,Φ(p, ρt(p)))
h
= lim
h→0
h
h
= 1.
Andererseits ist die linke Seite die Ableitung der Funktion
h 7→ φρ(t,Φ(p, ρt(p) + h))
und deswegen gleich
∇xφρ(t, x)|x=Φ(p,ρ(t,p)) d
ds
Φ(p, ρt(p) + s).
Wir erhalten also das Einheitsnormalenfeld ν auf Γt durch
ν(t, x) =
∇φρ(t, x)
|∇φρ(t, x)|
∣∣∣∣
x=Φ(p,ρ(t,p))
.
Man kann die Diffeomorphismen θρt : Σ → Γt a¨hnlich wie im ersten Kapitel zu Dif-
feomorphismen Θρt : Rn → Rn fortsetzen und mittels dieser Diffeomorphismen das
Problem mit freiem Rand auf ein Problem in einem festen Gebiet transformieren.
4.2 Die Lo¨sung des Stefan-Problems in Sobolev-
ra¨umen
In diesem Abschnitt untersuchen wir das Stefan-Problem in Sobolevra¨umen Wm,p(D).
Der Existenzsatz, den wir anwenden, ist der folgende.
4.2.1 Satz. (P. Clement, S.Li, [17]) Es seien E1 und E0 zwei Banachra¨ume, so dass
E1 ↪→ E0 und E1 dicht in E0 ist. Sei u0 ∈ (E0, E1)1− 1
p
,p. Ferner sei F ∈ Lip(U,E0),
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A ∈ Lip(U,L(E1, E0)), A(u0) ∈ MR(p, E0), wobei U eine offene, beschra¨nkte Umge-
bung U ⊂ (E0, E1)1− 1
p
,p ist. Dann existiert ein 0 < τ ≤ T , so dass die quasilineare
parabolische Evolutionsgleichung
u˙+ A(u)u = F (u), auf J = (0, T )
u(0) = u0 (4.1)
eine eindeutige Lo¨sung
u ∈ Lp(Jτ , E1) ∩W 1,p(Jτ , E0) ∩ C(Jτ , E1− 1
p
,p)
auf Jτ = [0, τ) hat.
Fu¨r die maximale Regularita¨t sei auf Anhang A hingewiesen.
Nach der Transformation des Problems mit freiem Rand in ein festes Gebiet erhalten
wir ein Randwertproblem, das zu einer quasilinearen Evolutionsgleichung reduziert
wird:
∂tρ+ LρB(ρ)S(ρ)H(ρ) = 0,
ρ(0) = ρ0.
Die Sobolevra¨ume auf Hyperfla¨chen und allgemeiner auf Mannigfaltigkeiten sind analog
zum Fall Rn definiert. Eine meßbare Funktion u : Σ → R ist in Lp(Σ), wenn das
Randintegral (∫
Σ
|u|p dσ
)1/p
existiert. In diesem Fall ist
‖u‖p,Σ =
(∫
Σ
|u|p dσ
)1/p
eine Norm auf Lp(Σ).
4.2.2 Definition. (Sobolevra¨ume auf Hyperfla¨chen) Sei Σ eine (n − 1)− dimensio-
nale Hyperfla¨che im Rn. Fu¨r ganzzahliges m ist der Raum Wm,p(Σ) definiert als der
Abschluss von C∞(Σ) bezu¨glich der Norm
‖u‖m,p;Σ :=
∑
|α|≤m
‖Dαu‖p,Σ.
Fu¨r nichtganzzahliges s > 0, s = m+µ mit m ∈ N0, 0 < µ < 1, definiert man W s,p(Σ)
als Interpolationsraum zwischen Wm,p(Σ) und Wm+1,p(Σ).
W s,p(Σ) := (Wm,p(Σ),Wm+1,p(Σ))µ,p.
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4.2.3 Bemerkung. Fu¨r diese Ra¨ume gelten die gewo¨hnlichen Sobolevschen Einbet-
tungssa¨tze. So ist z.B. die Einbettung Wm,p(Σ) ↪→ Wm′,p(Σ) mit m′ < m kompakt.
Wir benutzen spa¨ter das folgende Ergebnis:
4.2.4 Lemma. Sei sp > n− 1. Dann ist W s,p(Σ) eine Banachalgebra.
Beweis. Siehe [1], Theorem 4.39.
4.2.5 Definition. (Besovra¨ume auf Hyperfla¨chen) Der Raum Bs,qp (Σ) ist definiert als
der Interpolationsraum
Bs,qp (Σ) := (W
s0,p(Σ),W s1,p(Σ))θ,q, s = (1− θ)s0 + θs1.
4.2.6 Bemerkung. Fu¨r den Spezialfall q = p = 2, stimmen die Besovra¨ume mit den
Sobolevra¨umen u¨berein: Bs,pp (Σ) = W
s,p(Σ).
4.2.7 Beispiel. Es sei 1/p+ 1/p′ = 1. Dann gilt
(Lp(Σ),W 1,p(Σ))1/p′,p = B
1/p′,p
p (Σ) = W
1−1/p,p(Σ).
Es gilt der folgende Satz ([1], Theorem 7.39).
4.2.8 Satz. (Spursatz) Es sei D ein Gebiet mit glattem Rand Σ, 1 ≤ p <∞, s > 1/p.
Dann gibt es einen eindeutigen stetigen linearen Operator S,
S : W s,p(D)→ W s−1/p,p(Σ),
so dass
Su = u|Σ
fu¨r alle u ∈ C∞(D).
Es sei α eine nicht-negative C∞-Funktion auf Σ. Wir fu¨hren nun die folgenden Ra¨ume
ein, die wir fu¨r die Untersuchung des Randwertproblems brauchen.
W
s−1/p,p
B (Σ) := {u = δu1 + u2 : u1 ∈ W s−1/p,p(Σ), u2 ∈ W s+1−1/p,p(Σ)}.
4.2.9 Bemerkung. Wir nehmen an, dass die Funktion δ konstant auf den Flusslinien
von Φ ist. Daher ist δ = a ◦ Θρ unabha¨ngig von ρ. W 1+s−1/p,pB (Σ) ha¨ngt dann jedoch
nicht von ρ ab.
Im Folgenden sei fu¨r eine Konstante c > 0,
U := {u ∈ W 3+s−1/p,pB (Σ) : ‖u‖W 3+s−1/p,pB (Σ) ≤ c}.
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mit s > 0 und p > n.
Nun kommen wir zuru¨ck zum Stefan-Problem. Wie vorher bezeichnet B(ρ) die transfor-
mierte normale Ableitung. B(ρ) ist ein Operator erster Ordnung. Fu¨r diesen Operator
gilt der folgende
4.2.10 Satz. Fu¨r jedes ρ ∈ U ist
B(ρ) : W 3+s,p(D)→ W 2+s−1/p,p(Σ),
stetig, und es gilt
B ∈ C∞(U ,L(W 3+s,p(D),W 2+s−1/p,p(Σ))).
Daru¨ber hinaus hat der Operator die Darstellung
B(ρ)v = −→bρ · ∇v
fu¨r ein nirgends tangentiales und nirgends verschwindendes Vektorfeld
−→
bρ : Σ→ Rn.
Beweis. Man berechnet B(ρ) analog wie in (2.1.16). Da wir aber in Sobolevra¨umen
arbeiten, mu¨ssen wir noch sicherstellen, dass das Produkt
∇v · [(DΘ−1ρ ) ◦Θρ] ·
(∇φρ(Θρ)
|∇φρ|
)T
definiert ist. Aus der Darstellung von B(ρ) und mit der Voraussetzung, dass ρ ∈
W 3+s−1/p,p(Σ), folgt fu¨r die Koeffizienten bi von ~bρ = (b1, ..., bn)
−→
bρ := [(DΘ
−1
ρ ) ◦Θρ] ·
(∇φρ(Θρ)
|∇φρ|
)T
die folgende Regularita¨t
bi ∈ W 2+s−1/p,p(Σ). (4.2)
Wegen p > n ist (2 + s)p > n. Dann ist W 2+s,p(D) eine Banachalgebra und damit auch
der Spurraum W 2+s−1/p,p(Σ). Mit ∇v ∈ W 2+s−1/p,p(Σ) ist dann auch
∇v · [(DΘ−1ρ ) ◦Θρ] ·
(∇φρ(Θρ)
|∇φρ|
)T
∈ W 2+s−1/p,p(Σ).
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H(ρ) ist der transformierte mittlere Kru¨mmungsoperator, der nach Satz 2.3.2 eine
Zerlegung
H(ρ) = P (ρ)ρ+Q(ρ)
mit einem elliptischen Operator P hat. Dann hat die Evolutionsgleichung die Form
∂tρ+ A(ρ)ρ = F (ρ)
mit
A(ρ) := LρB(ρ)S(ρ)P (ρ), F (ρ) := −LρB(ρ)S(ρ)Q(ρ).
Unser na¨chstes Ziel ist zu zeigen, dass der Operator A(ρ) und die Funktion F (ρ)
Lipschitz-stetig sind.
Wir nehmen nun an, dass die Anfangsgeometrie fu¨r das Stefan-Problem Γ0 von der
Klasse W 3+s,p mit p > n und s > 0 ist. Dann gilt fu¨r die Koeffizienten des Operators
A(ρ)v =
∑
i,j
aij(ρ)∂
2
ijv +
∑
i
ai(ρ)∂iv
von dem Randwertproblem
A(ρ)v = 0 in D
v + δB(ρ)v = H(ρ) auf Σ (4.3)
die folgende Regularita¨t:
aij(ρ) ∈ W 2+s,p(D), ai(ρ) ∈ W 1+s,p(D).
Wir assoziieren zu dem Randwertproblem den oben eingefu¨hrten Raum
W
1+s−1/p,p
B (Σ) = {H = δH1 +H2 : H1 ∈ W 1+s−1/p,p(Σ), H2 ∈ W 2+s−1/p,p(Σ)}.
Da ρ ∈ U , gilt fu¨r die mittlere Kru¨mmung H(ρ), H(ρ) ∈ W 1+s−1/p,pB (Σ).
Fu¨r die weitere Untersuchung machen wir die Annahme, dass die folgende Erwei-
terung des Satzes von Taira aus [71] gilt.
4.2.11 Satz. Es sei D ein beschra¨nktes Gebiet von Rn, seien µ und γ reelle, glatte
Funktionen auf dem Rand ∂D und sei n das a¨ußere Einheitsnormalenfeld auf ∂D. A
sei ein elliptischer Operator mit reellen Koeffizienten, so dass
Au(x) =
n∑
i,j=1
aij(x)∂
2
iju(x) +
n∑
i=1
ai(x)∂iu(x)
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mit
aij ∈ W 2+s,p(D), ai ∈ W 1+s,p(D)
mit s > 0, p > n und sp > n. Fu¨r eine Konstante C > 0 sei
n∑
i,j=1
aij(x)ξiξj ≥ C|ξ|2, x ∈ D, ξ ∈ Rn
Ferner seien die folgenden zwei Bedingungen erfu¨llt:
(i) µ(x) ≥ 0 auf ∂D
(ii) γ(x) ≥ 0 auf ∂D, γ(x) > 0 auf M := {x ∈ ∂D : µ(x) = 0}.
Dann hat fu¨r f ∈ W s,p(D), ϕ ∈ W 1+s−1/p,pB (∂D), wobei
W
1+s−1/p,p
B (∂D) := {ϕ = µϕ1 − γϕ2 : ϕ1 ∈ W 1+s−1/p,p(∂D), ϕ2 ∈ W 2+s−1/p,p(∂D)}
das Problem
Au = f in D
Lu = µ
∂u
∂n
+ γu = ϕ auf ∂D
eine eindeutige Lo¨sung u ∈ W 2+s,p(D), fu¨r die die a priori Abscha¨tzung
‖u‖W 2+s,p(D) ≤ C
[
‖f‖W s,p(D) + ‖ϕ‖W 1+s−1/p,pB (∂D) + ‖u‖W s,p(D)
]
gilt.
4.2.12 Bemerkung. In der urspru¨nglichen Formulierung des Satzes von Taira sind
die Koeffizienten glatt, aij ∈ C∞(D), ai ∈ C∞(D), und die Funktionen f und ϕ
haben weniger Regularita¨t: f ∈ Lp(D), ϕ ∈ W 1−1/p,pB (∂D). Die Lo¨sung liegt dann in
W 2,p(D). Wir fordern bessere Glattheit von diesen Funktionen und vermuten, dass die
Lo¨sung auch mehr Regularita¨t hat, vorausgesetzt sie existiert.
4.2.13 Bemerkung. Wir erhalten einen algebraischen und topologischen Isomorphis-
mus
(A,L) : W 2+s,p(D)→ W s,p(D)⊕W 1+s−1/p,pB (Σ).
Wir betrachten nun als Spezialfall das Randwertproblem im Stefan-Problem (4.3).
Unter der Annahme, dass 4.2.11 gilt, haben wir mit B˜(ρ)v := v + δB(ρ)v fu¨r den
Operator
(A
B˜
)
(A
B˜
)
: U → L(W 2+s,p(D),W s,p(D)⊕W 1+s−1/p,pB (Σ)).
4.2 Die Lo¨sung des Stefan-Problems in Sobolevra¨umen 45
und diese Abbildung ist glatt, da A und B˜ glatt sind:(A
B˜
)
∈ C∞(U ,L(W 2+s,p(D),W s,p(D)⊕W 1+s−1/p,pB (Σ)))
Wir ko¨nnen also fu¨r das Randwertproblem im Stefan-Problem den Lo¨sungsoperator
S(ρ) : W 1+s−1/p,pB (Σ)→ W 2+s,p(D)
definieren.
4.2.14 Bemerkung. Der Einfachheit halber schreiben wir S(ρ) : W 1+s−1/p,pB (Σ) →
W 2+s,p(D). Ganz pra¨zise wa¨re natu¨rlich
S(ρ) : {0} ⊕W 1+s−1/p,pB (Σ)→ W 2+s,p(D).
4.2.15 Bemerkung. Fu¨r den Operator P (ρ) zweiter Ordnung gilt
γS(ρ)P (ρ) : W 3+s−1/p,pB (Σ)→ W 2+s−1/p,p(Σ). (4.4)
4.2.16 Bemerkung. Wegen der Voraussetzung sp > n, ist die Multiplikation in So-
bolevra¨umen (Satz 4.2.4)
W 2+s,p(D)×W s,p(D)→ W s,p(D)
stetig. Also liegen die Terme aij(x)∂
2
iju(x), die in dem Operator
Au(x) =
n∑
i,j=1
aij(x)∂
2
iju(x) +
n∑
i=1
ai(x)∂iu(x)
vorkommen, in W s,p(D). Die Multiplikation
W 1+s,p(D)×W 1+s,p(D)→ W s,p(D),
die fu¨r die Terme ai(x)∂iu(x) relevant ist, ist wegen p > n ohne irgendwelche Ein-
schra¨nkung an s stetig.
Die Eindeutigkeit der Lo¨sung ist auch in der Arbeit [71] gezeigt, wir wollen hier aber
einen ku¨rzeren und direkten Beweis geben. Wenn das homogene Problem nur die tri-
viale Lo¨sung in W 2+s,p(D) hat, d.h. wenn g = 0 nach sich zieht, dass v = 0, dann hat
auch (4.3) eine eindeutige Lo¨sung.
Es folgt der Beweis der Eindeutigkeit des homogenen Problems.
4.2.17 Lemma. Sei p > n/2 und u ∈ W 2+s,p(D) eine Lo¨sung von
A(ρ)v = 0 in D
v + δB(ρ)v = 0 auf Σ. (4.5)
Dann ist u ≡ 0.
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Beweis. Als Folgerung aus dem Sobolevschen Einbettungssatz W 2+s,p(D) ↪→ C0(D)
fu¨r p > n/2, gilt u ∈ C0(D). Wir nehmen zuna¨chst an, dass u einen positiven Wert
in D annimmt und setzen u(x0) = maxx∈D u(x) > 0. Angenommen x0 ∈ D. Dann ist
nach dem Theorem 9.6 in [43], einer Folgerung des Maximumprinzips von Aleksandrov-
Bakelman,
u = c = const. inD
Dann ist aber c = 0. Widerspruch! Deswegen ist x0 /∈ D. Mit der Annahme x0 ∈ Σ,
folgt aus dem Hopfschen Randpunktlemma ([43], Lemma 3.4), dass
v(x0) + δB(ρ)v(x0) > 0
was ein Widerspruch zur Randbedingung ist. Also ist u ≤ 0. Analog schließt man, dass
u ≥ 0 ist, und so haben wir u ≡ 0.
Fu¨r jedes g ∈ W 1+s−1/p,pB (Σ) hat das Problem eine eindeutige Lo¨sung v ∈ W 2+s,p(D).
Die Lo¨sungen ha¨ngen daru¨ber hinaus stetig von den Anfangsdaten ab, was die Lip-
schitzstetigkeit des Lo¨sungsoperators zur Folge hat. Das ist eine wesentliche Tatsache,
die gebraucht wird, um die Lipschitzstetigkeit der beiden Teile der Evolutionsgleichung
zu zeigen.
4.2.18 Satz. Es sei V eine beschra¨nkte Teilmenge von U und g ∈ W 1+s−1/p,pB (Σ). Dann
ist der Lo¨sungsoperator S(.) des Randwertproblems
A(ρ)v = 0
v + δB(ρ)v = g(ρ)
Lipschitz-stetig. Es existiert also eine Konstante C > 0, so dass fu¨r den
Lo¨sungsoperator
S : U → L(W 1+s−1/p,pB (Σ),W 2+s,p(D))
gilt
‖S(ρ1)− S(ρ2)‖L(W 1+s−1/p,pB (Σ),W 2+s,p(D)) ≤ C‖ρ1 − ρ2‖V
fu¨r alle ρ1, ρ2 ∈ V .
Beweis. Analog zum Beweis von Satz 3.1.2.
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4.2.19 Bemerkung. Wegen der Stetigkeit der Einschra¨nkung
γ : W 2+s,p(D)→ W 2+s−1/p,p(Σ)
gilt
‖γS(ρ1)− γS(ρ2)‖L(W 1+s−1/p,pB (Σ),W 2+s−1/p,p(Σ))
≤ ‖S(ρ1)− S(ρ2)‖L(W 1+s−1/p,pB (Σ),W 2+s,p(D))
≤ C‖ρ1 − ρ2‖V .
Sei nun Vq := U ∩ (W 2+s−1/p,p(Σ),W 4+s−1/p,pB (Σ))1/q′,q wobei q so groß gewa¨hlt sei,
dass (W 2+s−1/p,p(Σ),W 4+s−1/p,pB (Σ))1/q′,q ↪→ W 3+r,p(Σ) gilt. Zwei Folgerungen aus dem
letzten Satz sind:
4.2.20 Satz. Es gilt F (.) = −LρB(.)S(.)Q(.) ∈ Lip(Vq,W 2+s−1/p,p(Σ)).
Beweis. Nach Satz 4.2.11 gilt fu¨r den Lo¨sungsoperator
S : Vq → L(W 2+s−1/p,pB (Σ),W 3+s,p(D)).
Daher gilt wegen Q ∈ Lip(Vq,W 2+s−1/p,pB (Σ)),
S(.)Q(.) ∈ Lip(Vq,W 3+s,p(D)).
B(ρ) ist ein Operator erster Ordnung mit
B(.) ∈ C∞(Vq,L(W 3+s,p(D),W 2+s−1/p,p(Σ))).
Das ergibt
F (.) = −LρB(.)S(.)Q(.) ∈ Lip(Vq,W 2+s−1/p,p(Σ)),
also F ∈ Lip(Vq,W 2+s−1/p,p(Σ)).
Analog zeigen wir
4.2.21 Satz. Es gilt
A(.) := LρB(.)S(.)P (.) ∈ Lip(Vq,L(W 4+s−1/p,pB (Σ),W 2+s−1/p,p(Σ))).
Beweis. Fu¨r den Beweis brauchen wir einige Vorbereitungen.
Der Operator
N : ρ 7→ B(ρ)S(ρ)
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ist ein Lipschitz-stetiger Operator. Aus Lemma 4.2.4 folgt, dass er gut erkla¨rt ist. Mit
Wm,p(Ω) ist auch der Spurraum Wm−1/p,p(∂Ω) eine Banachalgebra. Fu¨r p > n ist
also W 2+s−1/p,p(Σ) eine Banachalgebra. Nach (4.2) gilt bi ∈ W 2+s−1/p,p(Σ). Dann ist
aber wegen der Voraussetzung p > n das Produkt bi γ∂iS(ρ)u im Raum W 2+s−1/p,p(Σ)
enthalten. Wir haben gezeigt
N (ρ)u = ~bρ · γ(∇S(ρ)u) ∈ W 2+s−1/p,p(Σ).
Die Lipschitzstetigkeit dieses Operators ist eine Folgerung aus der Lipschitz-
stetigkeit des Randoperators γS. Die Norm des Interpolationsraums Vq =
(W
2+s−1/p,p
B (Σ),W
4+s−1/p,p(Σ))θ,q, θ = 1/q′ = 1 − 1/q, bezeichnen wir weiterhin
abku¨rzend mit ‖.‖Eθ,q .
Wie schon bemerkt, P ∈ C∞(Vq,L(W 4+s−1/p,pB (Σ),W 2+s−1/p,pB (Σ))). Mit
N (.) = B(.)S(.) ∈ Lip(Vq,L(W 2+s−1/p,pB (Σ),W 2+s−1/p,p(Σ))).
ist dann
A(.) = LρB(.)S(.)P (.) ∈ Lip(Vq,L(W 4+s−1/p,pB (Σ),W 2+s−1/p,p(Σ)))
Damit sind fast alle Bedingungen im Satz von Clement-Li 4.2.1 erfu¨llt. Es bleibt nur
noch die maximale Regularita¨t des Operators A(ρ0) zu untersuchen, also ob A(ρ0) ∈
MR(E0) gilt. Tatsa¨chlich zeigen wir nun, dass fu¨r ρ0 ∈ C∞(Σ) der Operator A(ρ0)
einen H∞-Kalku¨l besitzt, insbesondere also maximale Regularita¨t hat. Wir benutzen
dazu den unten stehenden Satz 4.2.22 von Bilyj, Schrohe und Seiler [9]. Fu¨r beliebiges
ϕ < pi definieren wir den Sektor S(ϕ) durch
S(ϕ) = {reit ∈ C : r ≥ 0, ϕ ≤ t ≤ 2pi − ϕ}.
4.2.22 Satz. Es sei Σ eine kompakte Mannigfaltigkeit und A : C∞(Σ) → C∞(Σ) ein
Pseudodifferentialoperator der Ordnung m ≥ 0. Fu¨r die lokalen Symbole a ∈ Smρ,δ mit
0 ≤ δ < ρ ≤ 1, gebe es Konstanten c, C > 0, so dass fu¨r x, ξ ∈ Rn, |ξ| ≥ C, das
Spektrum von a(x, ξ) außerhalb von S(ϕ) ∪ {|µ| ≤ c} liegt und fu¨r µ ∈ S(ϕ),
|∂αξ ∂βxa(x, ξ)| |(a(x, ξ)− µ)−1| ≤ cαβ〈ξ〉−ρ|α|+δ|β|. (4.6)
Dann besitzt der Operator A + c fu¨r hinreichend großes c > 0 einen beschra¨nkten
H∞-Kalku¨l.
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4.2.23 Bemerkung. Nach C.0.1 und C.0.5 hat dann A + c maximale Regularita¨t,
falls ϕ > pi/2. Indem man in der Gleichung v˙ + Av = g die Funktion v durch ectv
ersetzt, erha¨lt man die maximale Regularita¨t von A aus der von A+ c.
Um den Satz auf A(ρ0) anwenden zu ko¨nnen, ist es nu¨tzlich, eine neue Darstel-
lung herzuleiten. Zuna¨chst beobachten wir:
4.2.24 Lemma. Es sei K = K(ρ) : W 1+s−1/p,pB (Σ) → W 2+s,p(D) der Lo¨sungsoperator
fu¨r das semi-homogene Dirichletproblem
A(ρ)u = 0 in D, u = g auf Σ,
d.h. u = Kg lo¨st die obige Aufgabe. Dann ist die Lo¨sung S von
A(ρ)u = 0 in D, δBu+ u = g auf Σ,
B = B(ρ), gegeben durch g 7→ K(Id + δBK)−1g.
Beweis. Es sei u := γSϕ. Dann ist
(Id + δBK)u = u+ δBKu = u+ δBu
= γSϕ+ δBγSϕ = ϕ
Also (Id + δBK)γSϕ = ϕ,d.h.
γS = (Id + δBK)−1
und daher
K(Id + δBK)−1 = S
Wir zeigen nun zuna¨chst, dass fu¨r ρ0 ∈ C∞(Σ) der Operator Id + δBK die Vorausset-
zungen von Satz 4.2.22 erfu¨llt. Dazu erweist es sich als nu¨tzlich, auf die Koordinaten-
transformation zu verzichten. Auf Γ0 ist na¨mlich A = A(ρ0) = ∆ und B = B(ρ0) = ∂ν .
Ferner ist hier δ = a. Somit ist BK = Λ, der Dirichlet-Neumann-Operator. Es ist
bekannt, s. etwa [70], dass Λ ein klassischer elliptischer Pseudodifferentialoperator der
Ordnung 1 ist und sein Hauptsymbol die Funktion λ1(x, ξ) = |ξ|x, die La¨nge des Co-
vektors bezu¨glich der auf dem Rand des Gebiets induzierten Metrik. Wir bezeichnen
mit λ ein lokales Symbol von Λ und setzen s(x, ξ) = 1 + aλ(x, ξ) .
4.2.25 Satz. Der Operator Id + aΛ erfu¨llt die Voraussetzungen von Satz 4.2.22 fu¨r
beliebiges ϕ < pi, d.h. es gibt ein R > 0, und Konstanten c0 > 0, Cα,β ≥ 0, so dass fu¨r
alle Multi-Indizes α, β, alle x, ξ ∈ Rn−1 mit |ξ| ≥ R, und alle µ ∈ S(ϕ) gilt
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(i) |s(x, ξ)− µ| ≥ c0
(ii)
|∂αξ ∂βx s(x,ξ)|
|s(x,ξ)−µ| ≤ Cαβ〈ξ〉−|α|+|β|/2.
Beweis. Da λ elliptisch ist mit Hauptsymbol |ξ|x, wird die Differenz |1−λ/|ξ|x| beliebig
klein fu¨r große |ξ|x. Daher gilt
|s(x, ξ)− µ| ≥ |1− µ+ a|ξ|x| − a|ξ|x |1− λ/|ξ|x|. (4.7)
Nun beobachten wir: Ist r ≥ 1, so gibt es eine Konstante c > 0 (etwa c = √1− cos2 ϕ)
so dass
|r − µ| ≥ cr ≥ c, µ ∈ S(ϕ). (4.8)
Daher ist |1 − µ + a|ξ|x| ≥ c|1 + a|ξ|x|, und die Differenz in (4.7) ist ≥ c2 |1 + a|ξ|x|
fu¨r große |ξ|x. Wir erhalten (i). Ferner sehen wir, dass es genu¨gt, (ii) mit dem durch
1+a|ξ|x ersetzten Nenner zu beweisen. Fu¨r α = β = 0 folgt (ii) aus obiger U¨berlegung.
Anderenfalls ist nach der Leibnizregel ∂αξ ∂
β
xs(x, ξ) eine Linearkombination von Termen
der Form
(∂β1x a) (∂
α
ξ ∂
β2
x λ(x, ξ)), β1 + β2 = β.
Nun ist ∂αξ ∂
β2
x λ(x, ξ) = O(〈ξ〉1−|α|). Da a in C∞b liegt, ist (ii) trivial fu¨r |β| ≥ 2. Fu¨r
|β| = 0, 1, verwenden wir, dass
2
√
a
√
|ξ|x ≤ 1 + a|ξ|x
so dass
a
1 + a|ξ|x ≤
1
|ξ|x
a|ξ|x
1 + a|ξ|x = O(|ξ|
−1) und
|∂xja|
1 + a|ξ|x ≤
|∂xja|√
a
√|ξ|x
√
a
√|ξ|x
1 + a|ξ|x = O(|ξ|
−1/2).
Fu¨r die letzte Abscha¨tzung wurde das bekannte unten stehende Lemma 4.2.26 verwen-
det, s. z.B. Taira [72, Lemma 4.3].
4.2.26 Lemma. Es sei 0 ≤ f ∈ C2(R) und f ′′ beschra¨nkt. Dann gilt
|f ′(x)| ≤
√
2‖f ′′‖supf(x).
Beweis. Aus der Taylorformel folgt
0 ≤ f(y) = f(x) + f ′(x)(y − x) + f
′′(ξ)
2
(y − x)2
mit einem ξ zwischen y und x. Fu¨r z = y − x folgt
0 ≤ f(x) + f ′(x)z + ‖f
′′(ξ)‖sup
2
z2
und daraus die obige Ungleichung.
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4.2.27 Bemerkung. Wir ko¨nnen daher zu Id + aΛ eine parameter-abha¨ngige Pa-
rametrix konstruieren. Wir hatten angenommen, dass der Lo¨sungsoperator zu den
verallgemeinerten entarteten Randwertproblem 4.2.11 existiert. Daher existiert auch
die Inverse (Id + aΛ)−1, und ist ein Pseudodifferentialoperator mit lokalen Symbolen
in S01,1/2. Klar: C unterscheidet sich von C(0) nur um einen regularisierenden Operator.
4.2.28 Lemma. Die lokalen Symbole c(x, ξ;µ) von C(µ) haben asymptotische Entwick-
lungen c ∼∑∞j=0 cj mit c0(x, ξ;µ) = (µ− 1− a(x)λ(x, ξ))−1, und fu¨r alle Multi-Indizes
α, β und alle j = 0, 1, . . . ist ∂αξ ∂
β
x cj eine Linearkombination von Termen der Form
c0(x, ξ;µ) ∂
α1
ξ D
β1
x s(x, ξ) b0(x, ξ;λ) . . . ∂
αr
ξ D
βr
x s(x, ξ)b0(x, ξ;λ)
mit geeigneten r und α1 + . . .+αr = j+ |α| sowie β1 + . . .+βr = j+ |β|. Es folgt, dass
|∂αξ ∂βx cj(x, ξ)| ≤ (1 + a(x)|ξ|)−1〈ξ〉−j−|α|+|β|/2. (4.9)
4.2.29 Satz. Es sei ρ0 ∈ C∞(Σ). Dann hat A(ρ0) einen H∞-Kalku¨l bzgl. S(ϕ) und
insbesondere maximale Regularita¨t.
Beweis. Auch hier ist es praktischer, ohne die Koordinatentransformation zu arbeiten.
Dann hat A(ρ0) die Form
A(ρ0) = Lρ0Λ(Id + aΛ)
−1P (ρ0)
mit einer strikt positiven Funktion L. Wir rechnen nun nach, dass die Komposition die
Annahmen von Satz 4.2.22 erfu¨llt. A(ρ0) ist das Produkt von vier Operatoren:
(i) dem positiven Differentialoperator P (ρ0)
(ii) dem Pseudodifferentialoperator C(0) = (Id + aΛ)−1
(iii) dem Dirichlet-Neumann-Operator Λ
(iv) der Multiplikation mit Lρ0
Die Komposition ist daher ein Pseudodifferentialoperator mit lokalen Symbolen p(x, ξ)
in S31,1/2. Wir wollen zeigen:
Es existieren Konstanten c > 0, R ≥ 0 und, fu¨r alle Multi-Indizes α, β, Konstanten
Cα,β so dass fu¨r alle x und ξ mit |ξ| ≥ R und alle µ ∈ S(ϕ)
(i) |p(x, ξ)− µ| ≥ c, µ ∈ S(ϕ), and
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(ii)
|∂αξ ∂βxp(x, ξ)|
|p(x, ξ)− µ| ≤ Cα,β〈ξ〉
−|α|+|β|/2.
Wir wissen, dass das lokale Symbol λ von Λ das Hauptsymbol |ξ|x hat. Natu¨rlich
ko¨nnen wir in allen Abscha¨tzungen |ξ|x durch |ξ| ersetzen. Wir bezeichnen fu¨r den
Augenblick mit d = d(x, ξ) das lokale Symbol von P (ρ0) und mit d0 das Hauptsymbol.
Dann ist d0 strikt positiv, und es gilt d0(x, ξ) ≥ c|ξ|2 fu¨r hinreichend großes |ξ| mit
einer Konstante c > 0.
Die Funktion L ist fu¨r (i) und (ii) irrelevant und kann ignoriert werden. Nun sei
p0(x, ξ) = |ξ|(1 + a(x)|ξ|)−1d0(x, ξ).
Dann ist p0 strikt positiv fu¨r ξ 6= 0, da d0 > 0, und p(x, ξ)p−10 (x, ξ) → 1 fu¨r |ξ| → ∞,
gleichma¨ßig in x. Aus den Gleichungen (4.8) and (4.9), folgt fu¨r |ξ| ≥ 1, dass
|µ− p(x, ξ)| ≥ |µ− p0(x, ξ)|+ |p0(x, ξ)||p(x, ξ)p−10 (x, ξ)− 1|
≥ c|p0(x, ξ)| − ε|p0(x, ξ)| ≥ c/2|p0(x, ξ)|.
Wir ko¨nnen also in (ii) den Nenner durch p0 ersetzen, um die Rechnungen zu vereinfa-
chen. Da |p0(x, ξ)| ≥ 1 fu¨r |ξ| ≥ 1, folgt sofort (i).
Um (ii) zu zeigen, beachten wir zuna¨chst, dass bis auf regularisierende Terme p =
λ#c(0)#d das Leibnizprodukt der drei Symbole ist. Da wir fu¨r die Komposition eine
asymptotische Entwicklung haben, genu¨gt es, (ii) fu¨r die Terme der Entwicklung zu
zeigen. Nun ist
∂αξ ∂
β
xp(x, ξ) (4.10)
∼
∑ 1
σ!τ !
(
∂α1+σξ ∂
β1
x λ(x, ξ)
) (
∂α2+τξ ∂
β2+σ
x cj(x, ξ; 0)
) (
∂α3ξ ∂
β3+τ
x d(x, ξ)
)
,
wobei sich die Summe erstreckt u¨ber alle Multi-Indizes σ, τ , j = 0, 1, . . . und alle
α1, α2, α3, die sich zu α addieren, und alle β1, β2, β3 die sich zu β addieren. Nun seien
σ, τ, j, αj, βk fest. Mit Hilfe von (4.9) und den Symbolabscha¨tzungen fu¨r λ und δ ko¨nnen
die Terme auf der rechten Seite abgescha¨tzt werden durch
O
(〈ξ〉1−|α1|−|σ||c0(x, ξ, 0)|〈ξ〉−j/2−|α2|−|τ |+|β2|/2+|σ|/2〈ξ〉2−|α3|))
= O
(〈ξ〉3−j/2−|α|−|τ |−|σ|/2+|β|/2|c0(x, ξ; 0)|) . (4.11)
Nun war c0(x, ξ; 0) = (1 + a(x)|ξ|)−1 das Hauptsymbol von C(0) = (1 + aΛ)−1.
Da |δ(x, ξ)| ≥ c〈ξ〉2 fu¨r geeignetes c > 0 und großes |ξ|, haben wir p0(x, ξ) ≥
c′〈ξ〉3|c0(x, ξ; 0)|. Daraus folgt (ii).
4.2.30 Satz. Es sei ρ0 ∈ C∞(Σ). Dann hat der Operator
A(ρ0) : W
4+s−1/p,p
B (Σ)→ W 2+s−1/p,p(Σ)
maximale Lp-Regularita¨t.
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Beweis. Wir haben gezeigt, dass der Operator A(ρ0) + c fu¨r hinreichend großes c H
∞-
Kalku¨l besitzt. Die Behauptung folgt daher aus Bemerkung 4.2.23 im Anhang.
Endlich ko¨nnen wir diese Ergebnisse zusammenfassen und den Hauptsatz dieses Ab-
schnitts beweisen.
4.2.31 Satz. Fu¨r jede Anfangsgeometrie ρ(0, .) = Γ0, mit ρ(0, .) ∈ C∞(Σ), hat das
Stefan-Problem (1.4) eine eindeutige Lo¨sung (v, ρ) auf einem genu¨gend kleinen Zeitin-
tervall Jτ := [0, τ), mit
v ∈ C(Jτ ,W 2+s,p(D))
und
ρ ∈ Lp(Jτ ,W 4+s−1/p,pB (Σ)) ∩W 1,p(Jτ ,W 2+s−1/p,p(Σ)) ∩ C(Jτ ,W 3+r−1/p,p(Σ)).
Beweis. Die Evolutionsgleichung fu¨r das Stefan-Problem ist
∂tρ+ A(ρ)ρ = F (ρ)
ρ(0) = ρ0. (4.12)
Mit dem Satz von Clement-Li 4.2.1 fu¨r E0 := W
2+s−1/p,p(Σ), E1 := W
4+s−1/p,p
B (Σ),
folgt die Behauptung aus 4.2.20, 4.2.21 und 4.2.30.
Anhang A
Maximale Regularita¨t und
Interpolationsra¨ume
Sei T = (T (t))t≥0 eine C0-Halbgruppe auf einem Banachraum X mit dem Erzeuger A.
Fu¨r eine Funktion f ∈ C(J,X) betrachten wir das inhomogene Cauchyproblem
u˙(t) = Au(t) + f(t), auf J
u(0) = u0. (A.1)
Die Lo¨sung ist gegeben durch Variation der Konstanten
u(t) = T (t)u0 +
∫ t
0
T (t− s)f(s) ds.
Wir werden die Halbgruppe (T (t))t≥0 noch mit etA, und
∫ t
0
T (t−s)f(s) ds mit JA(f)(t)
bezeichnen. Also ist in dieser Schreibweise
JA(f)(t) =
∫ t
0
T (t− s)f(s) ds (A.2)
und die Lo¨sung von (A.1) ist
u(t) = etAu0 + JA(f)(t).
A.0.1 Definition. Der Erzeuger A einer C0-Halbgruppe auf einem Banachraum X
hat maximale stetige Regularita¨t, falls fu¨r alle f ∈ C(J,X) eine eindeutige Lo¨sung
u von (A.1) mit u ∈ C1(J,X) und u ∈ C(J,D(A)) existiert.
Also besitzen alle drei Terme in (A.1) gleiche Regularita¨t, d.h. u˙, Au, f ∈ C(J,X).
Daher der Name maximale Regularita¨t. Es wird auch eine andere Art maximaler Re-
gularita¨t fu¨r den Operator A definiert, die in den modernen Untersuchungen wichtiger
ist. Wir betrachten das inhomogene Cauchyproblem mit Anfangswert u0 gleich Null.
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u˙(t) = Au(t) + f(t), auf J
u(0) = 0. (A.3)
A.0.2 Definition. Sei X ein Banachraum, 1 < p < ∞, und der Operator A
sei abgeschlossen mit dichtem Definitionsbereich D(A) in X. A hat maximale Lp-
Regularita¨t, falls es eine Konstante C > 0 gibt, so dass fu¨r alle f ∈ Lp(J,X) eine
eindeutige Lo¨sung u, u ∈ Lp(J,D(A)), u′ ∈ Lp(J,X) von (A.3) existiert, und u der a
priori Abscha¨tzung
‖u′‖Lp(J,X) + ‖Au‖Lp(J,X) ≤ C‖f‖Lp(J,X)
genu¨gt. In diesem Fall schreiben wir A ∈MR(X).
A.0.3 Bemerkung. Dass A ∈ MR(X) eine gute Bezeichnung ist, folgt aus der
Unabha¨ngigkeit der maximalen Lp-Regularita¨t von p. Wenn na¨mlich der Operator
A maximale Lp-Regularita¨t fu¨r ein p, 1 < p < ∞ hat, dann hat er auch maximale
Lq-Regularita¨t fu¨r alle q, 1 < q <∞. Dieses Ergebnis ist eine Folgerung aus dem Satz
von Benedek-Calderon-Panzone ([8]).
Natu¨rlich haben nicht alle Operatoren die Eigenschaft der maximalen Lp-Regularita¨t.
Eine notwendige Bedingung ist im folgenden Satz enthalten.
A.0.4 Satz. Sei A ein Operator auf dem Banachraum X mit maximaler Lp-Regularita¨t
fu¨r ein 1 < p < ∞. Dann ist −A der Erzeuger einer beschra¨nkten analytischen Halb-
gruppe auf X.
Beweis. Der Satz ist bewiesen in [23].
A.0.5 Bemerkung. Wenn X ein Hilbertraum ist, dann ist nach dem Satz von de
Simon von 1964 auch die Umkehrung richtig (siehe [21]).
Damit ein Erzeuger maximale Regularita¨t besitzt, muss der Raum X notwendigerweise
eine starke geometrische Bedingung erfu¨llen, denn es gilt der folgende Satz von Baillon:
A.0.6 Satz. Es sei A ein unbeschra¨nkter Operator mit maximaler Lp-Regularita¨t auf
einem Banachraum X. Dann X besitzt eine Kopie von c0.
Beweis. Fu¨r den Beweis siehe [7] oder [26].
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Um die maximale Lp-Regularita¨t zu charakterisieren, braucht man den Begriff der
R-Beschra¨nktheit einer Menge von Operatoren. Diese Art von Beschra¨nktheit stellt
eine sta¨rkere Bedingung als die gewo¨hnliche gleichma¨ßige Beschra¨nktheit dar. Man
kann sie sich als ”unbedingte” Beschra¨nktheit fu¨r Operatoren vorstellen.
A.0.7 Definition. Seien rn(t) := sign sin(2
npit) die Rademacher Funktionen auf [0, 1].
Eine Familie T ⊂ L(X, Y ) von Operatoren heißt R-beschra¨nkt, falls es eine Kon-
stante C > 0 gibt, so dass fu¨r alle T1, ..., Tn ∈ L(X, Y ) und alle x1, .., xn ∈ X, n ∈ N,
gilt ∥∥∥∥∥
n∑
k=1
rkTkxk
∥∥∥∥∥
L2([0,1],Y )
≤ C
∥∥∥∥∥
n∑
k=1
rkxk
∥∥∥∥∥
L2([0,1],X)
.
A.0.8 Bemerkung. Wegen ‖x‖X = ‖r1x‖L2([0,1],X), ist klar, dass fu¨r jedes T ∈ T
gilt ‖T‖ ≤ C. Dann gilt auch supT∈T ‖T‖ ≤ C, und die Menge T ist tatsa¨chlich
gleichma¨ßig beschra¨nkt.
In einem Hilbertraum H ist jede gleichma¨ßig beschra¨nkte Menge auch R-beschra¨nkt,
weil L2([0, 1], H) ein Hilbertraum ist und (rkxk), (rkTkxk) orthogonale Folgen in
L2([0, 1], H) sind.
Wenn die Menge T R-beschra¨nkt ist, dann gibt es fu¨r jedes p, 1 ≤ p < ∞ ein C > 0,
so dass ∥∥∥∥∥
n∑
k=1
rkTkxk
∥∥∥∥∥
Lp([0,1],Y )
≤ C
∥∥∥∥∥
n∑
k=1
rkxk
∥∥∥∥∥
Lp([0,1],X)
.
Das folgt aus den tiefen Ungleichungen von Khinchine und Kahane, die in [49] bewiesen
sind. Man kann also die L2(X)-Norm in der Definition durch eine Lp(X)-Norm ersetzen.
Die Charakterisierung der maximale Lp-Regularita¨t mit Hilfe der R-Beschra¨nktheit ist
in folgendem Satz, mit einem Beweis in [49] gegeben.
A.0.9 Satz. Sei A der Erzeuger einer beschra¨nkten analytischen Halbgruppe (Tz) auf
einem UMD-Raum X mit Spektralwinkel ωA < pi/2. A hat maximale L
p-Regularita¨t
genau dann, wenn eine der folgenden Bedingungen erfu¨llt ist
(i) {tRit(A) : t ∈ R, t 6= 0} ist R-beschra¨nkt
(ii) {Tz : z ∈ Σε} ist R-beschra¨nkt fu¨r ein ε > 0
(iii) {Tt, tATt : t > 0} ist R-beschra¨nkt
(iv) {λRλ(A) : λ ∈ Σσ} ist R-beschra¨nkt fu¨r ein σ ≥ pi/2.
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Kehren wir nun zuru¨ck zum Cauchyproblem. Es stellt sich die Frage, was der richtige
Raum fu¨r den Anfangswert u0 in (A.1) ist. Dieser Raum ist ein Spurraum, da u0 der
Wert von u im Nullpunkt ist. Es wird sich herausstellen, dass er ein Interpolationsraum
zwischen D(A) und X ist. Betrachten wir fu¨r den Erzeuger A der Halbgruppe (T (t))t≥0
auf X das homogene Cauchyproblem
u˙(t) = Au(t), auf J
u(0) = u0.
Dieses Problem hat eine Lo¨sung fu¨r alle u0 ∈ X und nicht nur fu¨r u0 ∈ D(A), weil die
analytischen Erzeuger die bemerkenswerte Eigenschaft haben, dass ran(T (t)) ⊂ D(A)
fu¨r alle t > 0 ([27], Remark 4.7). Wir sind aber an Lo¨sungen interessiert, die maximale
Lp-Regularita¨t haben.
A.0.10 Bemerkung. Man kann zeigen, dass fu¨r die Lo¨sung u des homogenen Cauchy-
problem gegeben durch u(t) = T (t)u0, genau dann u
′ ∈ Lp(J,X) und u ∈ Lp(J,D(A))
gilt, wenn u0 im Interpolationsraum (X,D(A)) 1
p′ ,p
mit 1/p′ + 1/p = 1 ist (Chapter 1,
[54]).
Als na¨chstes werden wir diese Ra¨ume einfu¨hren und ihre wichtigsten Eigenschaf-
ten zusammenstellen.
Seien E0 und E1 zwei normierte Ra¨ume. Wir versehen die Ra¨ume E0 ∩ E1 und
E0 + E1 mit den Normen
‖x‖E0∩E1 := max{‖x‖E0 , ‖x‖E1}
und
‖x‖E0+E1 := infx=x0+x1,
x0∈E0,x1∈E1
(‖x0‖E0 + ‖x1‖E1)
Bemerke, dass
E0 ∩ E1 ⊆ Ei ⊆ E0 + E1, i = 0, 1,
und diese Einbettungen sind stetig, da
‖x‖E0+E1 ≤ ‖x‖Ei ≤ ‖x‖E0∩E1 .
Wenn E1 ⊆ E0, dann ist E0 ∩ E1 = E1 und E0 + E1 = E1.
Es gibt eine allgemeine Methode, wie man aus zwei normierten Ra¨umen E0 und
E1 eine Familie von normierten Ra¨umen
(E0, E1)θ,p 0 < θ < 1, 1 ≤ p ≤ ∞
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konstruieren kann. Jeder dieser Ra¨umen befindet sich zwischen E0 und E1, in dem Sinn
dass
E0 ∩ E1 ⊆ (E0, E1)θ,p ⊆ E0 + E1.
Fu¨r x ∈ E0 + E1 und t > 0 definiert man das K - Funktional,
K : (0,∞)× (E0 + E1)→ [0,∞]
durch
K(t, x) := inf
x=x0+x1,
x0∈E0,x1∈E1
(‖x0‖E0 + t‖x1‖E1).
Fu¨r festes t > 0 ist das K-Funktional eine a¨quivalente Norm auf E0 + E1. In der Tat:
K(t, λx) = |λ|K(t, x), K(t, x+ y) ≤ K(t, x) +K(t, y)
und
min(1, t)‖x‖E0+E1 ≤ K(t, x) ≤ max(1, t)‖x‖E0+E1
Fixiert man x, dann ist K(t, x) eine nicht abnehmende Funktion von t. Es gilt
min(1, t/s)K(s, x) ≤ K(t, x) ≤ max(1, t/s)K(s, x).
Als na¨chstes definieren wir die gewichtete Lp -Norm,
‖f‖θ,p :=
(∫ ∞
0
|t−θf(t)|pdt
t
)1/p
, 0 < θ < 1, 1 ≤ p <∞,
und fu¨r p =∞
‖f‖θ,∞ := sup
t∈R+
|t−θf(t)|.
A.0.11 Definition. Fu¨r 0 < θ < 1 und 1 ≤ p ≤ ∞ ist der reelle Interpolations-
raum (E0, E1)θ,p definiert als
(E0, E1)θ,p := {x ∈ E0 + E1 : ‖K(·, x)‖θ,p <∞} ,
oder a¨quivalent dazu
(E0, E1)θ,p :=
{
x ∈ E0 + E1 : t−θK(t, x) ∈ Lp
(
R+,
dt
t
)}
.
Die Norm auf (E0, E1)θ,p ist
‖x‖(E0,E1)θ,p := ‖K(·, x)‖θ,p.
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Ausfu¨hrlich,
‖x‖(E0,E1)θ,p = ‖t−θK(t, x)‖Lp(R+, dtt ).
Im Fall p =∞
(E0, E1)θ,∞ := {x ∈ E0 + E1 : t−θK(t, x) ∈ L∞(R+)},
mit der Norm
‖x‖(E0,E1)θ,∞ := ‖K(·, x)‖θ,∞.
Seien also E0, E1 Banachra¨ume mit E1 ⊂ E0, dann existiert eine Konstante C1 > 0 mit
‖x‖E0 ≤ C1‖x‖(E0,E1)θ,p , ∀x ∈ (E0, E1)θ,p (A.4)
und eine Konstante C2 > 0 mit
‖x‖(E0,E1)θ,p ≤ C2‖x‖E1 , ∀x ∈ E1. (A.5)
Fu¨r X ∩ Eθ setzen wir Xη := X ∩ Eη fu¨r θ ≤ η ≤ 1.
A.0.12 Bemerkung. Fu¨r 0 < θ < 1 und 1 ≤ p ≤ q ≤ ∞ gilt die stetige Einbettung
(E0, E1)θ,p ↪→ (E0, E1)θ,q.
Fu¨r 0 < θ1 < θ2 < 1 und 1 ≤ p, q ≤ ∞, gilt die stetige Einbettung,
(E0, E1)θ2,p ↪→ (E0, E1)θ1,q.
Wenn E1 ⊂ E0, von Bedeutung sind die stetige Interpolationsra¨ume
Eθ := Abschluss von (E0, E1)θ,∞ inE0,
eingefu¨hrt von Da Prato und Grisvard in [19].
Neben diesen zwei Klassen von Interpolationsra¨umen, ist noch die Klasse der komple-
xen Interpolationsra¨ume bekannt, die ihren Ursprung im Interpolationssatz von Riesz-
Thorin hat. Wir bezeichnen mit S den Streifen
S := {z ∈ C : 0 < Rez < 1}
und mit F(E0, E1) den Raum aller stetigen Funktionen f : S → E0 + E1, die auf S
analytisch sind, so dass f(it) beschra¨nkt in E0 und f(1+ it) beschra¨nkt in E1 ist. Setze
Mj := sup
t∈R
‖f(j + it)‖Ej , j = 0, 1.
Dann ist F(E0, E1) versehen mit der Norm
‖f‖F(E0,E1) := max{M0,M1}
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ein Banachraum. Fu¨r 0 < θ < 1 definiert man den komplexen Interpolationsraum
[E0, E1]θ mit
[E0, E1]θ := {x ∈ E0 + E1 : ∃f ∈ F(E0, E1), x = f(θ)}.
Dieser Raum ist mit der Norm
‖x‖[E0,E1]θ := inf{‖f‖F(E0,E1) : f ∈ F(E0, E1), x = f(θ)}
ein Banachraum.
A.0.13 Bemerkung. Fu¨r 0 < α < θ < β < 1 und 1 ≤ p < ∞ besteht zwischen den
drei Interpolationsra¨ume: stetigen, reellen und komplexen, der folgende Zusammenhang
(E0, E1)β,p ↪→ Eβ ↪→ (E0, E1)θ,1 ↪→ [E0, E1]θ ↪→ Eθ ↪→ (E0, E1)α,p
Da wir in stetigen Interpolationsra¨umen arbeiten, ist fu¨r uns die vierte Einbettung
besonders wichtig.
A.0.14 Beispiel. (Die Sobolevra¨ume W s,p(Ω) nicht ganzzahliger Ordnung)
Fu¨r nichtganzzahliges s > 0, s = m + µ mit m ∈ N0, 0 < µ < 1 und ein be-
schra¨nktes Gebiet Ω, definiert man W s,p(Ω) als Interpolationsraum zwischen Wm,p(Ω)
und Wm+1,p(Ω).
W s,p(Ω) := (Wm,p(Ω),Wm+1,p(Ω))µ,p.
Dann ist
(Wm−1,p(Ω),Wm,p(Ω)) 1
p′ ,p
= Wm−1/p,p(Ω).
Es gibt eine a¨quivalente Definition von W s,p(Ω) die ohne Interpolation auskommt. Fu¨r
1 ≤ p <∞, 0 < µ < 1 und Ω ⊂ Rn offen, definieren wir die Slobodeckii-Halbnorm
|u|µ,p;Ω :=
(∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+µp dx dy
)1/p
.
Fu¨r s = m+ µ erkla¨ren wir
W s,p(Ω) := {u ∈ Wm,p(Ω) : |Dαu|µ,p;Ω <∞ fu¨r |α| = m}
und statten diesen Raum mit der Norm
‖u‖W s,p(Ω) :=
‖u‖pWm,p(Ω) + ∑
|α|=m
|Dαu|pµ,p;Ω
1/p
aus.
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A.0.15 Beispiel. Wenn A : E0 ⊃ D(A) → E0 ein analytischer Erzeuger einer be-
schra¨nkten Halbgruppe auf einem Banachraum E0 ist, dann gilt die folgende Charak-
terisierung des Interpolationsraumes (E0,D(A))θ,p, der mit DA(θ, p) bezeichnet wird
(siehe [54], Prop.2.2.2)
(E0,D(A))θ,p =
{
x ∈ E0 : ‖t 7→ t1−θAetAx‖Lp(R+, dtt ,E0) <∞
}
.
Wichtig ist noch die folgende Interpolationsungleichung ([54], Corollary 1.2.7).
A.0.16 Satz. Sei (E0, E1)θ,p der reelle Interpolationsraum fu¨r das Paar (E0, E1). Dann
gibt es eine Konstante C = C(θ, p) > 0, so dass fu¨r alle x ∈ E0 ∩ E1 gilt
‖x‖(E0,E1)θ,p ≤ C‖x‖1−θE0 ‖x‖θE1
.
Das wohl wichtigste Ergebnis aus der Interpolationstheorie ist der Satz von der Rei-
teration ([54], 1.2.15).
A.0.17 Satz. Sei 1 ≤ p ≤ ∞, 0 < η < 1, und seien (E0, E1)θ0,p, (E0, E1)θ1,p zwei
Interpolationsra¨ume zu dem Paar (E0, E1). Dann ist fu¨r θ0 6= θ1
((E0, E1)θ0,p, (E0, E1)θ1,p)η,p = (E0, E1)θ,p
mit θ = (1− η)θ0 + ηθ1.
A.0.18 Beispiel. Setze X0 := E0 und X1 := (E0, E1)θ,p. Dann ist
(X0, X1)η,p = (E0, E1)ηθ,p.
A.0.19 Bemerkung. Eine weitere grundlegende Eigenschaft von Interpolati-
onsra¨umen ist die Interpolationseigenschaft. Wenn T gleichzeitig ein beschra¨nkter
linearer Operator von E0 nach F0, und von E1 nach F1 ist, dann ist T fu¨r 0 < θ < 1
automatisch beschra¨nkt als Operator vom Interplationsraum [E0, E1]θ nach [F0, F1]θ
mit der Abscha¨tzung
‖T‖L([E0,E1]θ,[F0,F1]θ) ≤ ‖T‖1−θL(E0,F0)‖T‖θL(E1,F1).
Das Cauchyproblem (A.1) kann man auch fu¨r eine gro¨ßere Klasse von Anfangswerten
als u0 ∈ D(A) betrachten. Dafu¨r braucht man eine scwa¨chere Definition fu¨r die Lo¨sung
von (A.1). Zuna¨chst definieren wir fu¨r das Banachsche Paar E1 ⊂ E0, mit E1 dicht
in E0, und fu¨r 0 < θ ≤ 1 zwei Familien von Ra¨umen, Eθ0 und Eθ1. Der Zweck dieser
Ra¨ume ist zweifach. Erstens sind dies Ra¨umen auf denen die bekannten und unbe-
kannten Daten aus (A.1) definiert sind. Zweitens ko¨nnen sie verwendet werden, um
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Interpolationsra¨ume fu¨r das Banachsche Paar (E0, E1) zu definieren. Fu¨r T > 0 und
J˙ := (0, T ], betrachten wir
Eθ0(J) := {u ∈ C(J˙ , E0) : lim
t→0+
‖t1−θu(t)‖E0 = 0}
und
Eθ1(J) := {u ∈ C1(J˙ , E0) ∩ C(J˙ , E1) : lim
t→0+
t1−θ(‖u′(t)‖E0 + ‖u(t)‖E1) = 0}.
Wir statten diese Ra¨ume mit den folgenden Normen
‖u‖Eθ0(J) := sup
t∈J˙
‖t1−θu(t)‖E0 ,
‖u‖Eθ1(J) := sup
t∈J˙
t1−θ(‖u′(t)‖E0 + ‖u(t)‖E1)
aus, die sie zu Banachra¨umen machen. Eine einfache Bemerkung ist, dass es fu¨r jedes
u ∈ Eθ1(J) ein C > 0 gibt mit ‖u′(t)‖E0 ≤ Ct1−θ.
Wir definieren noch folgende Banachra¨ume, die von Da Prato und Grisvard in [19]
eingefu¨hrt worden sind.
γEθ1(J) := {u(0) : u ∈ Eθ1(J)},
u(0) ist natu¨rlich limt→0+ u(t), und dieser Grenzwert existiert wegen der obigen Be-
merkung und der Darstellung
u(t) = u(T )−
∫ T
t
u′(x) dx.
Die Norm ist
‖x‖γEθ1(J) := inf{‖u‖Eθ1(J) : u ∈ Eθ1(J), u(0) = x}.
Es gilt E1 ⊂ γEθ1(J) ⊂ E0 und die Einbettungen sind stetig. Das ist der Grund warum
diese Ra¨ume auch stetige Interpolationsra¨ume genannt sind.
Die Abbildung γ : γEθ1 → E0, u 7→ u(0) ist also wohldefiniert, linear und stetig. Man
kann zeigen, dass γEθ1 der Abschluss von E1 in (E0, E1)θ,∞ ist (siehe [54], Prop.1.2.12
wo γEθ1 mit (X, Y )θ bezeichnet ist).
Wenn es ein Erzeuger A ∈ H(E1, E0) einer beschra¨nkten Halbgruppe gibt, dann ist
nach der obigen Charakterisierung von Interpolationsra¨ume mit
sup
t∈J˙
t1−θ‖AetAx‖E0
eine a¨quivalente Norm zu ‖x‖γEθ1(J) gegeben. Man kann eine weitere a¨quivalente Norm
zu ‖.‖γEθ1(J) mit einem beliebigen Operator A ∈ (E1, E0) geben, wenn man folgenden
Begriff einfu¨hrt.
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A.0.20 Definition. Die Halbgerade l = {reiφ : r ≥ R} heißt Strahl minimalen
Wachstums fu¨r A ∈ (E1, E0), falls (λ − A)−1 existiert und eine Konstante C > 0
existiert, so dass
‖(λ− A)−1‖ ≤ C|λ| ∀λ ∈ l, |λ| > ‖A‖
Jedes x ∈ E0 geho¨rt zu γEθ1(J) genau dann, wenn
lim
λ∈l,|λ|→∞
|λ|θ‖A(λ− A)−1x‖E0 = 0.
Die Zahl
lim
λ∈l,|λ|→∞
|λ|θ‖A(λ− A)−1x‖E0 (A.6)
ist dann wieder eine a¨quivalente Norm auf γEθ1(J). Fu¨r den Beweis sei auf [19] verwie-
sen.
A.0.21 Bemerkung. Wenn der Operator A ein analytischer Erzeuger ist, dann ist fu¨r
jedes φ < ωA die Halblinie l = {reiφ : r > ‖A‖} ein Strahl minimalen Wachstums fu¨r A.
Der Raum Eθ1(J) la¨sst sich besonders gut in Ra¨umen stetiger und Ho¨lderstetiger
Funktionen auf J einbetten.
A.0.22 Satz. Sei H(E1, E0) 6= ∅ und sei 0 < σ < θ < 1. Dann gelten die folgenden
Einbettungen:
1) Eθ1(J) ↪→ C0,θ(J,E0)
2) Eθ1(J) ↪→ C(J, γEθ1(J))
3) Eθ1(J) ↪→ C0,θ−σ(J, γEσ1 (J)).
Beweis. Wir werden die Konstantenkonvention verwenden, die besagt, dass die
in einer Ungleichungskette beschra¨nkende Konstante immer mit C bezeichnet wird,
obwohl es sich in jedem Schritt um eine neue Konstante handeln kann.
zu 1): Sei u ∈ Eθ1(J) und s, t ∈ J . Dann ist
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‖u(s)− u(t)‖E0 =
∥∥∥∥∫ s
t
u′(τ) dτ
∥∥∥∥
E0
≤
∫ s
t
τ θ−1 sup
τ∈J
τ 1−θ(‖u′(τ)‖E0 + ‖u(τ)‖E1) dτ
≤ ‖u‖Eθ1(J)
|sθ − tθ|
θ
≤ C‖u‖Eθ1(J)|s− t|θ.
zu 2): Sei u ∈ Eθ1(J) und s ∈ J . Sei ohne Einschra¨nkung u(0) = 0 und A ∈ H(E1, E0)
ein Erzeuger einer beschra¨nkten Halbgruppe. Dann gilt fu¨r alle t mit t ≤ s
t1−θ‖AetAu(s)‖E0 ≤ Cs1−θ‖u(s)‖E1
≤ C‖u‖Eθ1(J).
Aus der Darstellung u(t) =
∫ t
0
τ θ−1τ 1−θu′(τ) dτ folgt, dass
‖u(t)‖E0 ≤
tθ
θ
‖u‖Eθ1(J).
Dann ist im Fall s < t
t1−θ‖AetAu(s)‖E0 = t−θ‖tAetAu(s)‖E0
≤ t−θC‖u(s)‖E0
≤ C (s/t)
θ
θ
‖u‖Eθ1(J).
Auf jeden Fall gilt mit der a¨quivalenten Norm zu ‖x‖γEθ1(J)
‖u(s)‖γEθ1(J) = sup
t∈J˙
t1−θ‖AetAu(s)‖E0
≤ C‖u‖Eθ1(J).
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Daraus folgt die Behauptung.
zu 3): Sei u ∈ Eθ1(J) und s, t ∈ J . Aus dem Satz von der Reiteration folgt, dass
γEσ1 (J)
.
= (E0, γEθ1(J))σθ . Mit der Interpolationsungleichung erhalten wir
‖u(s)− u(t)‖γEσ1 (J) = ‖u(s)− u(t)‖(E0,Eθ1(J))σθ
≤ C‖u(s)− u(t)‖1−σ/θE0 ‖u(s)− u(t)‖
σ/θ
γEθ1(J)
Aus 1) ist
‖u(s)− u(t)‖1−σ/θE0 ≤ C‖u‖
1−σ/θ
Eθ1(J)
|s− t|θ−σ
und aus 2)
‖u(s)− u(t)‖σ/θ
γEθ1(J)
≤ C‖u‖σ/θEθ1(J)
Also, mit diesen beiden Ungleichungen folgt
‖u(s)− u(t)‖γEσ1 (J) ≤ C‖u‖Eθ1(J)|s− t|θ−σ
und damit die Behauptung.
Wenn man den Anfangswert u0 in (A.1) nun in dem gro¨ßeren Raum γEθ1 betrachtet,
dann muss der analytische Erzeuger A noch eine weitere Bedingung erfu¨llen. Das fu¨hrt
uns zu der Klasse Mθ(E1, E0).
Mθ(E1, E0) := {A ∈ H(E1, E0) : (∂t + A, γ) ∈ Isom(Eθ1,Eθ0 ⊕ γEθ1)} (A.7)
Mit anderen Worten, Mθ(E1, E0) entha¨lt jene analytischen Erzeuger A, fu¨r welche
(A.1) eine eindeutige Lo¨sung u ∈ Eθ1 fu¨r alle f ∈ E0 und alle u0 ∈ γEθ1 besitzt. Da die
Lo¨sung durch JAf gegeben ist, kann man die Bedingung der maximalen Regularita¨t
auch mit der Implikation
f ∈ E0 =⇒ JAf ∈ Eθ1
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ausdru¨cken. Wir bemerken, dass wegen Eθ0 ⊂ C(J,E0) und
Eθ1 ⊂ C1(J,E0) ∩ C(J,E1),
jedes A ∈Mθ(E1, E0) maximale Regularita¨t hat.
Anhang B
Maximale Regularita¨t und
beschra¨nkter H∞-Kalku¨l
Es ist nicht ganz einfach, die maximale Regularita¨t eines Operators A zu erkennen.
Es gibt einige nu¨tzliche hinreichende Bedingungen fu¨r die sogenannten sektoriellen
Operatoren, d.h. Operatoren, deren Spektrum in einem Sektor
Σφ := {z ∈ C : |arg(z)| < φ, z 6= 0}
der komplexen Ebene liegt und deren Resolvente Rλ(A) = (λ − A)−1 auf jedem kom-
plementa¨ren Teilsektor O(1/λ) ist. Eine solche Bedingung ist die Existenz eines be-
schra¨nkten H∞-Kalku¨ls von A. In diesem Abschnitt werden die wichtigsten Tatsachen
u¨ber H∞-Kalku¨l zusammengestellt.
B.0.1 Definition. Sei A ein dicht definierter abgeschlossener Operator auf einem
Banachraum X. A heißt sektoriell, wenn die folgenden zwei Bedingungen erfu¨llt sind
1) σ(A) ⊂ Σω fu¨r ein ω ∈ (0, pi)
2) ‖λRλ(A)‖ ≤ Cα fu¨r alle λ ∈ C\Σα, Σα ⊃ Σω.
Die Menge der sektoriellen Operatoren in X wird mit S(X) bezeichnet.
Der Sektorwinkel ωA ist definiert als das Infimum aller Winkel ω fu¨r welche 1) und
2) gelten. Es ist wohlbekannt, dass der sektorielle Operator −A genau dann der Er-
zeuger einer beschra¨nkten analytischen Halbgruppe ist, wenn ωA < pi/2 ist (siehe [27],
Theorem 4.6). Mit H∞(Σφ) bezeichnen wir die mit der Supremumsnorm versehene
Banachalgebra der beschra¨nkten analytischen Funktionen auf dem Sektor Σφ. Sei
H∞0 (Σφ) :=
{
h ∈ H∞(Σφ) : |h(z)| ≤ C |z|
s
1 + |z|2s , fu¨r C, s > 0
}
.
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Es sei nun A ein sektorieller Operator auf dem Banachraum X mit Sektorwinkel ωA
und sei φ > θ > ωA. Dann kann man fu¨r eine Funktion h ∈ H∞0 (Σφ) und eine Kurve
Γ := {teiθ : 0 < t <∞} ∪ {te−iθ : 0 ≤ t <∞}
einen Operator h(A) ∈ L(X) u¨ber das Dunfordsche Integral definieren:
h(A) :=
1
2pii
∫
Γ
h(λ)Rλ(A) dλ
Das Integral ist absolut konvergent. In der Tat
‖h(A)x‖ ≤ C
∫ ∞
0
ts
t(1 + t2s)
‖x‖ dt ≤ C‖x‖, x ∈ X.
Das ergibt h(A) ∈ L(X). Die Abbildung h 7→ h(A) ist ein Algebrenhomomorphismus
von H∞0 (Σφ) nach L(X). Dieser Algebrenhomomorhismus wird oft mit Φ : H∞0 (Σφ)→
L(X) bezeichnet.
B.0.2 Definition. (Beschra¨nkter H∞-Kalku¨l, McIntosh, 1986) Der sektorielle Opera-
tor A auf dem Banachraum X besitzt beschra¨nkten H∞(Σφ)-Kalku¨l, wenn ein φ mit
φ > ωA existiert, so dass
‖h(A)‖L(X) ≤ C‖h‖∞, ∀h ∈ H∞0 (Σφ) (B.1)
gilt. Der Winkel φ∞A := inf{φ ∈ (ωA, pi) : (B.1) gilt} heißt H∞-Winkel von A. Mit
H∞(X) bezeichnen wir die Menge aller sektorieller Operatoren auf X die einen be-
schra¨nkten H∞-Kalku¨l besitzen.
B.0.3 Bemerkung. Der folgende Zusammenhang besteht zwischen dem H∞-Kalku¨l
auf Lp Ra¨umen und den klassischen Lp-Multiplikatoren. Sei E ein UMD-Raum und
X := Lp(R, E), 1 < p < ∞. Sei weiter A ein Fouriermultiplikator auf X mit Symbol
p. A hat genau dann beschra¨nkten H∞(Σφ)-Kalku¨l, wenn h ◦ p ein klassischer Lp-
Multiplikator fu¨r alle h ∈ H∞(Σφ) ist.
B.0.4 Beispiel. Fu¨r einen UMD-Raum X, hat der Differentialoperator A := d
dt
be-
schra¨nkten H∞-Kalku¨l auf Lp(R, X), 1 < p < ∞, und es gilt φ∞d/dt = pi/2. A ist ein
Operator mit Symbol iξ, d.h. df
dt
= F−1(iξFf(t)). Sei h ∈ H∞(Σφ) mit φ > pi/2. Wir
setzen
Φ(h)f := F−1[h(i·)Ff(·)].
Da die Mengen
{|h(it)| : t ∈ R}, {|th′(it)| : t ∈ R}
beschra¨nkt sind, folgt aus einer operatorwertigen Version von Weis des klassischen
Mikhlin-Multiplikatorensatzes (siehe [76]), dass der Operator Φ(h)f beschra¨nkt auf
Lp(R, X) ist.
Anhang C
Beschra¨nkte imagina¨re Potenzen
und Interpolation
Eine der wichtigsten Eigenschaften eines Operators A mit beschra¨nktem H∞-Kalku¨l
ist, dass A beschra¨nkte imagina¨re Potenzen hat, d.h. Ait ∈ L(X), und es existieren
C, θ > 0 mit
‖Ait‖L(X) ≤ Ceθ|t|, ∀t ∈ R. (C.1)
Um das einzusehen bemerke, dass |zit| ≤ e−|t||arg z|. Dann ist fu¨r die Funktion h(z) := zit
nach (B.1)
‖Ait‖L(X) = ‖h(A)‖L(X) ≤ C‖h‖∞ ≤ Ce|t||arg z|.
Der Winkel θA := inf{θ ∈ (ωA, φ∞A ) : (C.1) gilt} heißt Potenzwinkel von A. Der Po-
tenzwinkel θA ist eigentlich der Typ der C0-Gruppe (A
it)t∈R. Die Menge der Operatoren
mit beschra¨nkten imagina¨ren Potenzen auf X bezeichnen wir mit BIP (X). Wir haben
gezeigt
H∞(X) ⊂ BIP (X) ⊂ S(X).
Dann gilt fu¨r die entsprechenden Winkel
φ∞A ≥ θA ≥ ωA.
C.0.1 Bemerkung. Falls X ein Hilbertraum ist, dann gilt auch BIP (X) ⊂ H∞(X),
[49, Theorem 11.9]. Es gibt jedoch auch im Hilbertraumfall sektorielle Operatoren ohne
beschra¨nkten H∞-Kalku¨l. Fu¨r ein solches Beispiel mit X = Lp, siehe [49, Example
10.17].
C.0.2 Bemerkung. Das Interesse an BIP-Operatoren kommt auch aus ihrem Zusam-
menhang zu der komplexen Interpolationstheorie. Wenn
A : E0 ⊃ D(A)→ E0
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ein abgeschlossener Operator ist, so dass −A der Erzeuger der analytischen Halbgruppe
e−tA auf E0 ist, dann kann man fu¨r jedes α > 0 die Operatoren
A−α :=
1
Γ(α)
∫ ∞
0
tα−1e−tA dt
definieren (siehe [61], S. 69 - 70), die sogenannten gebrochenen Potenzen von A . Man
zeigt nun, dass A−α ∈ L(E0) und dass dieser Operator invertierbar ist. Die Inverse
von A−α bezeichnen wir mit Aα. Der Definitionsbereich D(Aα) des abgeschlossenen
Operators Aα, D(Aα) = ran(A−α) ist ein Banachraum mit der Graphennorm. Wichtig
ist nun der folgende Satz (siehe [49], Theorem 15.28 oder [3], Theorem V.1.5.4):
C.0.3 Satz. Wenn A ein BIP-Operator auf X ist, dann gilt fu¨r den Definitionsbereich
D(Aα), 0 < α < 1, der gebrochenen Potenzen von A,
D(Aα) = [X,D(A)]α,
wobei [·, ·]α der komplexe Interpolationsraum ist.
C.0.4 Bemerkung. Dann ist nach dem Reiterationssatz (A.0.17), der auch fu¨r kom-
plexe Interpolation gilt,
D(Aγ) = [D(Aα),D(Aβ)]θ,
mit γ = (1− θ)α + θβ.
C.0.5 Bemerkung. Es ist eine wohlbekannte Folgerung aus dem beru¨hmten Satz
von Dore-Venni ([24]), dass die BIP Operatoren A mit Potenzwinkel θA < pi/2 auf
UMD-Ra¨umen maximale Lp-Regularita¨t haben. Insbesondere wenn A beschra¨nkten
H∞-Kalku¨l mit Winkel φ∞A ≤ pi/2 auf einem UMD-Raum hat, dann hat A auch
maximale Lp-Regularita¨t.
Der Satz von Dore-Venni von der Abgeschlossenheit zweier Operatoren A und B
macht symmetrische Voraussetzung in dem Sinne, dass die beiden Operatoren BIP
Operatoren sind. Ein fu¨r die Anwendungen flexibler Satz gibt dasselbe Ergebnis mit
einer schwa¨cheren Voraussetzung an den ersten und sta¨rkeren Voraussetzung an den
zweiten Operator.
C.0.6 Satz. (Kalton-Weis, 2001) Seien A und B zwei abgeschlossene Operatoren auf
X mit kommutierenden Resolventen. A habe H∞(Σφ)-Kalku¨l und B sei R-sektoriell
mit Winkel θ, so dass φ+ θ < pi. Dann ist A+B abgeschlossen auf D(A) ∩ D(B).
Fu¨r den Beweis siehe [45], Theorem 6.3.
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Es ist an der Zeit, die Definition diesen ha¨ufig auftretenden UMD Ra¨ume zu ge-
ben.
C.0.7 Definition. Ein Banachraum X heißt UMD-Raum (uniform martingale dif-
ferences) (oder HT Raum), wenn die Hilberttransformation
Hf(t) :=
1
pi
PV
∫
R
f(s)
t− s ds, f ∈ S(R, X)
fu¨r ein p, 1 < p <∞, (a posteriori fu¨r alle p) zu einem beschra¨nkten linearen Operator
Lp(R, X) fortgesetzt werden kann.
C.0.8 Bemerkung. Bemerke, dass wegen F(Hf) = −isign(·)F(f), X genau dann
ein UMD-Raum ist, wenn m(·) := isign(·) ∈ Mp(R, X), d.h. isign(·) ein Fouriermul-
tiplikator auf S(R, X) ist.
C.0.9 Beispiel. Beispiele von UMD-Ra¨umen sind Hilbertra¨ume und auch Lp-Ra¨ume
fu¨r 1 < p <∞. Da die Hilberttransformation nicht beschra¨nkt auf L1 und L∞ ist, sind
diese zwei Ra¨ume dagegen keine UMD-Ra¨ume.
C.0.10 Bemerkung. UMD-Ra¨ume sind gleichma¨ßig konvex und daher nach dem Satz
von Milman-Pettis auch reflexiv ([10], [65]). Wenn X ein UMD-Raum ist, dann vererbt
sich diese Eigenschaft auf seinen Dualraum X∗, die abgeschlossenen Unterra¨ume von
X, die Quotienten von X und Lp(R, X), 1 < p <∞.
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