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Available online 5 October 2016AbstractFor representation based image classification methods, it is very important to well represent the target image. As pixels at same positions of
training samples and test samples of an object usually have different intensities, it brings difficulty in correctly classifying the object. In this
paper, we proposed a novel method to reduce the effects of this issue for image classification. Our method first produces a new representation
(i.e. virtual image) of original image, which can enhance the importance of moderate pixel intensities and reduce the effects of larger or smaller
pixel intensities. Then virtual images and corresponding original images are respectively used to represent a test sample and obtain two rep-
resentation results. Finally, this method fuses these two results to classify the test sample. The integration of original image and its virtual image
is able to improve the accuracy of image classification. The experiments of image classification show that the proposed method can obtain a
higher accuracy than the conventional classification methods.
Copyright © 2016, Chongqing University of Technology. Production and hosting by Elsevier B.V. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Image classification is a significant branch of computer
vision. In this branch, the representation based classification
methods have attracted considerable attention. A good repre-
sentation for target images is greatly beneficial to improve the
performance of image classification [1,2]. An object can be
distinguished from the others when its image is well repre-
sented by the other images from this object. The combination
of multiple representations of images is an effective method to
improve the performance of representation based methods
[3,4]. Therefore, it is an important and meaningful topic to
find a proper representation for representation based image
classification methods.
At present, face recognition has been studied widely and
many useful methods have been presented [5e9]. However, we* Corresponding author.
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license (http://creativecommons.org/licenses/by-nc-nd/4.0/).still face with some great challenges. Different poses and ex-
pressions, various intensities of illuminations and insufficient
training samples seriously influence the recognition effects. In
order to address these challenges, people have made many ef-
forts. For various illuminations, by handling the original images
to enhance pixels with moderate intensities of the original im-
ages and reduce the importance of other pixels, Xu et al. [10]
obtained the complementary images to improve the accuracy
of image classification. Producing the mirror image of the face
and integrating the original face image and its mirror image are
also useful to improve the recognition accuracy of
representation-based face recognition [11]. For the problem of
insufficient training samples, Huang et al. [12] proposed a
robust kernel collaborative representation classification method
based on virtual samples for face recognition to reduce the in-
fluence of insufficient training samples. The use of symmetrical
face images generated from original face images is very useful
to overcome the problem of varying appearances of faces
[13,14]. Until now, many works focus on generating virtual or
synthesized face images to enhance the recognition accuracyhosting by Elsevier B.V. This is an open access article under the CC BY-NC-ND
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their virtual face images can improve the accuracy of face
recognition. What is more, several works have shown that vir-
tual image obtained by exploiting the adjacent rows of original
image are also useful for image classification [20e24].
Wright et al. [25] proposed the sparse representation clas-
sification (SRC) algorithm which can reach satisfactory result.
There are many SRC algorithms [26e30]. However, the orig-
inal SRC algorithm with the constraint of l1 minimization is
time consuming. Zhang et al. [31] proved that the essence to
obtain the satisfactory performance of the SRC algorithm is the
collaborative representation but not the sparsity, and proposed a
collaborative representation classification (CRC) method with
the constraint of l2 minimization. CRC methods can obtain
comparative performance to SRC algorithm, but is much faster
than SRC algorithm. Various representation methods with the
constraints of l2 minimization are also proposed, such as linear
regression classification (LRC) [32], and two phase sparse
representation [33e35]. They not only used simple constraint
conditions but also achieved satisfactory recognition accuracy.
In this paper, we propose a novel representation method
which can enhance the significances of pixels with moderate
intensities of images. The proposed method has the following
merits. (1) The novel representation method can classify im-
ages effectively. (2) It highlights the regions which has great
difference of pixel intensities, such as edges. Edges have been
shown to be beneficial to improve the recognition accuracy.
The method also exploits the correlation of adjacent rows in a
good way. (3) It increases the number of training samples, and
represents a test sample effectively by combining original and
virtual images.
The remainder of this paper is organized as follows. Section
2 presents the proposed novel representation method of im-
ages. Section 3 describes the underlying rationale of the pro-
posed method. Section 4 shows the experimental results.
Section 5 provides the conclusions of this paper.
2. The proposed method
The method proposed in [10] generated virtual images
which can enhance pixels with moderate intensities of the
original images. This method used the following scheme to
generate virtual images.
Jij ¼ Iij$

m Iij
 ð1Þ
where J stands for virtual image and Jij represents the pixel
intensity at the i-th row and j-th column of J. Then, it used the
difference between adjacent sorted results to automatically
decide syncretic coefficient.
Our method mainly includes two procedures. By the first
procedure, we obtain the novel representation of original im-
ages as follows. Let I stand for an original imagewhich has been
converted into a gray image, andIij represents the pixel intensity
at the i-th row and j-th column of I. Letm be the maximum pixel
intensity of the gray image. For conventional gray images,
m ¼ 255. Then the novel representation of I is denoted asJij ¼

255 Iij

*Iðiþ1Þj ð2Þ
Because Jij may be greater than 255, the normalization
measure is applied toJij.
By using Eq. (2), we obtain virtual images of corresponding
original images. The second procedure of our method can be
described as the method of fusing original and virtual images.
After obtaining virtual images, a classification algorithm is
respectively applied to the original and virtual images. Then,
the residual between the test sample and train samples is
calculated. Let rjo( j ¼ 1,2,… ,c) stand for the residual between
the test sample and original training samples of the j-th class.
Here, c is the number of classes in a database. Letrjv ( j ¼ 1,2,
… ,c) stand for the residual between the test sample and vir-
tual training samples of the j-th class. After that, the two re-
siduals are fused based on their weight. The syncretic formula
is
rjf ¼ a*rjo þ ð1 aÞ*rjv ð3Þ
where rjf ( j ¼ 1, … ,c) stands for the ultimate residual. a is
the syncretic coefficient and it is a number between 0 and 1. In
the end, the test sample will be classified into the r-th class
based on the following formula
r ¼ argminjrjf ð4Þ
The main steps of our method are presented as follows.
Step 1. Separate the database into two sets, a set of training
samples and a set of test samples.
Step 2. Obtain virtual images of all original images using
Eq. (2). Then all images are converted into unit column
vectors with the norm of 1.
Step 3. A classification algorithm is applied to the original
and virtual images to obtain corresponding residuals rjo and
rjv, respectively.
Step 4. Obtain residual rjf using Eq. (3).
Step 5. Use Eq. (4) to classify the test sample.3. Rationale of the proposed method
Different intensities of pixels have different importance in
image classification and we can exploit a subset of all image
pixels for image classification [36]. Hence, it seems that
setting different weights to different pixels is reasonable.
Furthermore, the important features of an image are mainly
concentrated on the moderate intensities of pixels, so it should
emphasize the moderate intensities of pixels [10]. Fortunately,
our method has the idea that different pixel intensities play
different roles in representing the object.3.1. Analysis of the proposed methodIn Section 2, we know that the obtained virtual image is
very different from its original image. From Eq. (2), we have
the following propositions.
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Fig. 2. The gray histogram of original image of the first sample of the first
subject in the ORL database.
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quite small no matter what Iðiþ1Þj is large or small.
Proposition 2. If Iij is very small, the computational result
changes overIðiþ1Þj. Moreover, the result is large whenIij and
Iðiþ1Þj have great difference. The result makes the edges
prominent.
Proposition 3. . If Iij is moderate, the result is moderate or
small no matter what Iðiþ1Þj is.
It is very easy to prove the above propositions. We can also
know that the importance of regions with moderate pixel will
be enhanced in the novel representation. Otherwise, the re-
gions with very large or small pixels except for edge regions
have a relative small value in the novel representation. The
virtual image is a nonlinear transform for the pixels of the
original image, and this can be known intuitively from Fig. 2
and Fig. 3. Moreover, when Iij is closed toIðiþ1Þj, Eq. (2) can be
regarded as a first and second order entry of the pixel value of
original image. Compared with virtual images obtained by
linear transform, virtual images obtained by nonlinear trans-
form have more complementarity with corresponding original
images. That’s to say, the integration of original and corre-
sponding virtual images can reflect more image information
than any one of them. For the deformable original image, the
pixel with moderate intensity may be more stable, so our
method is reasonable. Moreover, in order to exploit the in-
formation contained in original and virtual images, our method
simultaneously uses them to perform image classification.
When fusing the two residuals in Eq. (3), a is selected
according to the classification results of original and virtual
images. When the classification result of original images is
more reliable than virtual images, a is set to be a large value.
Otherwise, a is set to be a small value.3.2. Insight into the proposed methodIn this part, we give an intuitive explanation to the rationale
of our method. We take the ORL database as an example to
illustrate the difference between original and virtual images.
Fig. 1 shows five original images and their corresponding
virtual images of the first subject in the ORL database. From
these images, we know that virtual images are directly asso-
ciated with the corresponding original images but they alsoFig. 1. The original and corresponding virtual images of the first subject in the
ORL database.have clear differences in image appearance. Since original and
virtual images contain different features in different aspects
for a same subject, the simultaneous use of them allows the
image to be better recognized.
Fig. 2 shows original pixel intensities of the first sample of
the first subject in the ORL database. Fig. 3 shows pixel in-
tensities of reconstitution images came from different methods
of the same sample. From these figures, we see that most of
small and large intensities in Fig. 2 are converted into small
intensities (almost zero) in Fig. 3 (a). In the virtual image in
Fig. 3 (a), pixel intensities mainly concentrate on central area
and only a few distribute in high intensity area (such as the
edges). Compared with Fig. 3 (b) and (c), most pixels in Fig. 3
(a) are concentrated on regions with moderate intensity.
Though Fig. 3 (d) also has this merit, some large pixels in
Fig. 3 (a) are distributed in the regions which can easily reflect
image features. These illustrate that our method has more
advantage in representing images.
4. Experiments and results
We conduct image classification and face recognition ex-
periments to test our method. As shown later, the recognition
accuracy obtained by using our method is satisfactory. Three
databases including a non-face image database, the COIL20
database, are used in these experiments. Moreover, in order to
balance the classification results of different training samples,
a is set to be different value in CRC and LRC.4.1. Experiment on the ORL databaseIn this section, we use the ORL database to test our method.
The ORL database [37] includes 400 face images taken from
40 subjects each providing 10 face images. For some subjects,
the images were taken at different times, with varying lighting,
facial expressions, and facial details. Each image was resized
to a 92 by 112 image matrix. They are all converted into gray
images. In experiments of the ORL database, a ¼ 0:3 for CRC
and a ¼ 0:7 for LRC. Fig. 4 shows examples in the ORL
database.
We take the first 3, 5 and 7 images of each subject as
original training samples and treat the remaining images as
test samples. The experimental results on the ORL database
are shown in Table 1. From it, we can see the rates of clas-
sification errors have been reduced effectively. When the
(a) The gray histogram of virtual image of our method
(b) The gray histogram of reconstitution image of CRC
(c) The gray histogram of reconstitution image of LRC
(d) The gray histogram of reconstitution image of the 
method proposed in [10].
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Fig. 3. The gray histogram of reconstitution image of different methods of the
first sample of the first subject in the ORL database.
Table 1
The rates of classification errors (%) of different methods on the ORL
database.
The number of training samples per subject 3 5 7
CRC with original images 13.21 8.00 8.33
CRC with virtual images 13.57 9.00 6.67
The method in [10] with CRC 11.43 8.50 7.50
Our method with CRC 8.93 6.00 6.67
LRC with original images 14.29 7.00 4.17
LRC with virtual images 16.79 8.00 1.67
Our method with LRC 13.93 6.00 2.50
Fig. 5. The examples in the FERET database.
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errors of original CRC is 13.21% and our method's is 8.93%.
That is, our method can improve 4.28% for the recognition
accuracy. We also know that our method is better than the
method proposed in [10].Fig. 4. The examples in the ORL database.4.2. Experiment on the FERET databaseIn this section, we use FERET database to test our method.
The used the FERET database [38] consists of 1400 images
from 200 subjects each providing 7 images. We resized each
image to a 40 by 40 image matrix. They are all converted into
gray images. In experiments of the FERET database, a ¼ 0:7
for CRC and LRC. Fig. 5 shows examples in the FERET
database.
We take the first 4 to 6 images of each subject as original
training samples and treat the remaining images as test sam-
ples. Table 2 shows the rate of classification errors on the
FERET database. From it, we can see the rates of classification
errors have been reduced effectively. When the number of
training samples is 4, the rates of classification errors of
original CRC are 44.67% and our method's is 39.17%. That is,
our method can improve 5.50% for the recognition accuracy.
Moreover, it is better than the method proposed in [10]. This
means that our method is greatly useful for representing the
images.4.3. Experiment on the COIL-20 databaseIn this section, we use the COIL-20 database [39] to test
our method. The used database contains 360 images takenTable 2
The rates of classification errors (%) of different methods on FERET database.
The number of training samples per subject 4 5 6
CRC with original images 44.67 31.50 25.50
CRC with virtual images 45.17 38.75 36.50
The method in [10] with CRC 43.83 30.25 27.50
Our method with CRC 39.17 29.00 23.00
LRC with original images 21.50 16.50 21.50
LRC with virtual images 30.67 25.00 34.50
Our method with LRC 21.77 14.00 17.50
Fig. 7. The image examples of two classes in the AR database.Fig. 6. The examples in the COIL-20 database.
Table 4
The rates of classification errors (%) of different methods on the AR database.
The number of training samples per subject 7 8 9
CRC with original images 29.74 30.05 31.08
CRC with virtual images 37.15 36.16 37.89
The method in [10] with CRC 28.06 27.81 28.65
Our method with CRC 27.46 27.13 28.33
LRC with original images 38.77 40.37 42.84
LRC with virtual images 40.31 41.53 43.24
Our method with LRC 34.17 35.46 37.21
177Z. Ma et al. / CAAI Transactions on Intelligence Technology 1 (2016) 173e178from 20 classes and each class has 18 images. Images were
taken from several angles and we take an image for every 20
for a subject. We resized each image to a 128 by 128 image
matrix. They are all converted into gray images. In experi-
ments of COIL-20 database, a ¼ 0:3 for CRC and LRC. Fig. 6
shows examples in the COIL-20 database.
We take the first 9, 11 and 13 images of each subject as
original training samples and treat the remaining images as
test samples. Table 3 shows the rates of classification errors in
the COIL-20 database. From it, we can see the rates of clas-
sification errors have been reduced effectively. When the
number of training samples is 11, the rates of classification
errors of original CRC is 20.71% and our method's is 13.57%.
That is, our method can improve 7.14% for the recognition
accuracy. Compared with the recognition accuracy of the
method proposed in [10], our method is better.4.4. Experiment on the AR databaseIn this section, we use the AR database [40] to test our
method. The AR database contains over 4000 color face im-
ages of 126 people. In this paper, we only choose 120 people
of them. Hence, the used database contains 3120 images taken
from 120 people and each people has 26 images. We resized
each image to a 50 by 40 image matrix. In experiments of the
AR database, a ¼ 0:7 is set for CRC and LRC. Fig. 7 shows
image examples in the AR database.
We take the first 7 to 9 images of each subject as original
training samples and treat the remaining images as test sam-
ples. Table 4 shows the rate of classification errors on the AR
database. From it, we can see the rates of classification errors
have been reduced effectively. When the number of training
samples is 9, the rate of classification errors of original LRC is
42.84% and our method's is 37.21%. That is, our method canTable 3
The rates of classification errors (%) of different methods on the COIL-20
database.
The number of training samples per subject 9 11 13
CRC with original images 20.00 20.71 14.00
CRC with virtual images 15.56 17.14 10.00
The method in [10] with CRC 16.11 17.14 11.00
Our method with CRC 15.00 13.57 7.00
LRC with original images 11.67 8.57 8.00
LRC with virtual images 11.11 10.71 7.00
Our method with LRC 10.56 7.86 6.00improve 5.63% for the recognition accuracy. This means that
our method is very helpful for image classification.
5. Conclusions
In this paper, we proposed a novel representation based
classification method for image classification. This method
can effectively enhance the recognition rate by fusing original
and virtual images. Moreover, as original and virtual images
are simultaneously used, it can improve the number of training
samples for each subject and adequately exploit detail features
of each target so as to improve the recognition accuracy.
Compared with other algorithms which generate the virtual
images, our method is extremely simple and the computation
is quite efficient. The analyses and experimental results suf-
ficiently show the rationales of the proposed method.
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