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1 Einführung
In vielen Fragestellungen der Statistik ist es hilfreich, die beobachtbaren Zufallsvariablen
als die Summe zweier Teile zu betrachten. Dabei repräsentiert ein Teil üblicherweise ein
angenommenes Modell und der andere weißes Rauschen. In der Regressionsanalyse schreibt
man beispielsweise
Yi = m (Xi) + i; i = 1; : : : ; n:
Dabei ergibt sich der Output Yi jeweils aus der Summe des modellbasiert transformierten
Inputs m (Xi) und einem zentrierten Fehler i (siehe z.B. Draper et al. [7]).
In der Theorie stochastischer Prozesse gilt die Doob-Meyer-Zerlegung (Doob [5, 6]) für viele
F-adaptierte Prozesse, wobei F = (Ft)t2R eine geeignete Filtration ist. Danach lässt sich
solch ein F-adaptierter Prozess X = (Xt)t2R als Summe eines (trendfreien) F-Martingals
M = (Mt)t2R und eines (F-vorhersehbaren) Kompensators A = (At)t2R schreiben, d.h.
Xt = At +Mt; t 2 R:
Nun lassen sich für das F-Martingal M mit Hilfe von Stopptechniken Überschreitungswahr-
scheinlichkeiten berechnen, welche beispielsweise bei der Herleitung kritischer Bereiche sta-
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tistischer Tests Anwendung finden (siehe z.B. Koul und Stute [12]). Für den Prozess X sind
derartige Überschreitungswahrscheinlichkeiten in der Regel (ausgenommen den Fall A  0)
sehr viel schwieriger oder gar nicht berechenbar. Daher ist es sinnvoll, X geschickt zu trans-
formieren, sodass der transformierte Prozess einerseits ein F-Martingal ist und andererseits
die für das unterstellte Modell relevanten Informationen enthält.
Ein bekanntes Beispiel derartiger sogenannter Martingaltransformationen sind solche von
Brownschen Bewegungen. Die Doob-Meyer-Zerlegung bezüglich der natürlichen Filtration
F = (Ft)t2[0;1) der zugrundeliegenden Brownschen Bewegung B = (Bt)t2[0;1) wird hierbei
durch Itôs Formel (Itô [10]) geliefert. Sei dazu ' : [0;1)  R ! R stetig diﬀerenzierbar in
der ersten Komponente, welche die Zeit repräsentiert, sowie zweimal stetig diﬀerenzierbar in
der zweiten Komponente, welche für den Ort, also den ursprünglichen Prozess B, vorgesehen
ist. Der Prozess X = (Xt)t2[0;1) sei gegeben durch Xt = ' (t; Bt) für t 2 [0;1). Dann gilt
Xt = X0 +
t
0

@'
@s
(s;Bs) +
1
2
 @
2'
@x2
(s;Bs)

ds+
t
0
@'
@x
(s;Bs) dBs; t 2 [0;1) ;
wobei @'@s die Ableitung von ' nach der Zeitkomponente und
@'
@x bzw.
@2'
@x2 die Ableitungen
nach der Ortskomponente bezeichnet. Nun ist das zweite Integral ein Martingal bezüglich
F und das erste Integral beschreibt den F-vorhersehbaren Teil der Doob-Meyer-Zerlegung,
welcher oft auch als Trend bezeichnet wird. Falls nun ' die partielle Diﬀerentialgleichung
@'
@s
+
1
2
 @
2'
@x2
= 0 (1.1)
erfüllt, so verschwindet das erste Integral und X ist selbst ein F-Martingal. Die Gleichung
(1.1) wird daher auch als F-Martingaldiﬀerentialgleichung bezeichnet.
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Die vorliegende Arbeit beschäftigt sich mit Transformationen bzw. Martingaltransforma-
tionen der Empirischen Verteilungsfunktion. Im Vergleich zur Brownschen Bewegung, wel-
che stetige Pfade besitzt, werden hierbei also Sprungprozesse betrachtet. Und während die
Brownsche Bewegung ein Prozess mit unabhängigen und stationären Zuwächsen ist, triﬀt
dies auf die Empirische Verteilungsfunktion nicht zu. Außerdem ist die Empirische Ver-
teilungsfunktion im Gegensatz zur Brownschen Bewegung kein Martingal bezüglich ihrer
natürlichen Filtration. Eine ausführliche Übersicht zu sogenannten Zählprozessen - speziell
in Hinsicht auf zensierte Daten - befindet sich in Andersen et al. [1]. In Shorack und Well-
ner [17] wird umfassend auf die Empirische Verteilungsfunktion und verwandte Prozesse
eingegangen.
Sei ' : R2 ! R eine in der ersten Komponenten - der Zeitkomponenten - diﬀerenzierbare
Abbildung, Fn = (Fn (t))t2R die Empirische Verteilungsfunktion von unabhängig und iden-
tisch verteilten Zufallsvariablen X1; : : : ; Xn mit X1  F , F stetig, und X = (Xt)t2R mit
Xt = ' (t; Fn (t)). Für derartige Prozesse X wird die Doob-Meyer-Zerlegung bezüglich der
natürlichen Filtration F = (Ft)t2R von Fn ebenfalls eine F-Martingaldiﬀerentialgleichung
liefern. Deren Lösungen ergeben Martingaltransformationen bezüglich F , welche mit Hilfe
von Stopptechniken wiederum Überschreitungswahrscheinlichkeiten gewissser Transforma-
tionen der Empirischen Verteilungsfunktion ermöglichen. Als Ausgangspunkt für die Be-
rechnung derartiger Überschreitungswahrscheinlichkeiten wird ein alternativer Beweis eines
Ergebnisses dienen, welches auf Daniels [4] zurückgeht und von Rényi [15] bewiesen wurde.
Die Beweismethoden lehnen an jenen an, welche auch zu gewissen Überschreitungswahr-
scheinlichkeiten für die Brownsche Bewegung und die Brownsche Brücke führen (vgl. Rob-
bins [16] und Wald [19]).
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Ein weiteres Ziel wird sein, die Klasse der Martingaltransformationen X = (Xt)t2R der Form
Xt = ' (t; Fn (t)) bezüglich der natürlichen Filtration F von Fn vollständig zu charakteri-
sieren. Ähnlich haben dies beispielsweise Nualart und Schoutens [14] schon für eine spezielle
Klasse von Lévy Prozessen getan, welche jedoch die sehr einschränkende Forderung bein-
haltet, dass der zugrundeliegende Prozess Z = (Zt)t2R ein sogenanntes normales Martingal
bezüglich der betrachteten Filtration F = (Ft)t2R ist. Dies bedeutet, dass für ein c > 0
neben Z auch der Prozess Y = (Yt)t2R mit Yt = Z
2
t   ct ein F-Martingal sein muss. In
vielen Anwendungen ist es jedoch nicht gegeben, dass der Kompensator der quadratischen
Transformation linear oder überhaupt deterministisch ist.
Zu Beginn dieser Arbeit werden in Kapitel 2 anhand des Single-Event-Prozesses S = (St)t2R
- also der Empirischen Verteilungsfunktion für ein einziges Datum - strukturelle Eigenschaf-
ten von Transformationen X = (Xt)t2R der Form Xt = ' (t; St) untersucht. Dabei wird
die Martingaldiﬀerentialgleichung bezüglich F für derartige Prozesse hergeleitet und die
Menge ihrer Lösungen vollständig charakterisiert. Kapitel 3 enthält die Verallgemeinerung
auf den Fall von n unabhängig und identisch verteilten Daten und betrachtet zudem die
entsprechenden reversen Martingaltransformationen der Empirischen Verteilungsfunktion
bezüglich ihrer natürlichen reversen Filtration G = (Gt)t2R. Auch hierbei wird die Klas-
se der F-Martingaltransformationen X = (Xt)t2R der Form Xt = ' (t; Fn (t)) und zudem
die entsprechende Klasse der reversen G-Martingaltransformationen vollständig beschrieben.
Kapitel 4 widmet sich der Herleitung diverser Überschreitungswahrscheinlichkeiten der Em-
pirischen Verteilungsfunktion und gewisser Transformationen. Letztere werden in Kapitel 5
genutzt, um Goodness-of-Fit-Tests für Typ-II-zensierte Daten zu entwerfen.
4
2 Der Single-Event-Prozess
Bevor Eigenschaften der Empirischen Verteilungsfunktion von n unabhängig und identisch
verteilten Daten untersucht werden sollen, lohnt es sich zunächst den einfachsten Fall,
n = 1, gesondert zu betrachten. In diesem Fall wird also genau ein Datum beobachtet. Sei
S = (St)t2R mit St = 1fXtg der sogenannte Single-Event-Prozess, wobei X eine beliebige
Zufallsvariable ist. Der Single-Event-Prozess ist oﬀensichtlich rechtsseitig stetig und monoton
wachsend. Genauer gesagt ändert er seinen Wert nur an einer Stelle: Im Datum X springt er
von 0 auf 1. Bezüglich seiner natürlichen Filtration F = (Ft)t2R mit Ft =  (Su : u  t) ist er
aufgrund der Monotonie kein Martingal. Im folgenden wird nun die Doob-Meyer-Zerlegung
von (S;F) selbst sowie von transformierten Prozessen X = (Xt)t2R mit Xt = ' (t; St),
welche von Zeit und Ort des Single-Event-Prozesses abhängen, hergeleitet.
2.1 Doob-Meyer-Zerlegungen für den
Single-Event-Prozess
Auch wenn der Single-Event-Prozess sehr simpel erscheint, lohnt es sich einen Blick auf
seine Eigenschaften zu werfen, um auf einfache Weise einen ersten Eindruck von den Ei-
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t
S t
X
0
1 ●
Abbildung 2.1: Der Single-Event-Prozess S der Zufallsvariablen X.
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genschaften der Empirischen Verteilungsfunktion zu gewinnen. Hier sollen nun die Doob-
Meyer-Zerlegung des Single-Event-Prozesses und Doob-Meyer-Zerlegungen von Transforma-
tionen des Single-Event-Prozesses hergeleitet werden. Anhand letzterer lässt sich eine Mar-
tingaldiﬀerentialgleichung bezüglich der natürlichen Filtration des Single-Event-Prozesses
ableiten. Aufgrund der einfachen Struktur des Single-Event-Prozesses kann die Klasse der
F-Martingaltransformationen X = (Xt)t2R der Form Xt = ' (t; St) auf einfache Weise
vollständig charakterisiert werden.
2.1.1 Doob-Meyer-Zerlegung des Single-Event-Prozesses
Zunächst soll nun die Doob-Meyer-Zerlegung des Single-Event-Prozesses selbst hergeleitet
werden. Man betrachte dazu eine Zufallsvariable X  F , wobei F die zugehörige stetige
Verteilungsfunktion sei. Für ein festes t 2 R mit F (t) < 1 betrachte man die Zerlegung des
Intervalls ( 1; t] mittels t0 <    < tK = t mit K 2 N. Es soll zuerst die Doob-Meyer-
Zerlegung des diskretisierten Single-Event-Prozesses gefunden werden.
Satz 2.1. Sei (S;F) der Single-Event-Prozess mit natürlicher Filtration. Dann gilt für
k = 1; : : : ;K
E
 
Stk j Ftk 1

= Stk 1 +
 
1  Stk 1
 F (tk)  F (tk 1)
1  F (tk 1) :
Beweis. Es gilt
E
 
Stk j Ftk 1

= E
 
1fXtkg
Ftk 1
= 1fXtk 1g + E
 
1ftk 1<Xtkg
Ftk 1
= 1fXtk 1g + 1fX>tk 1gE
 
1ftk 1<Xtkg
X > tk 1
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= 1fXtk 1g + 1fX>tk 1gP ( tk 1 < X  tkjX > tk 1)
= 1fXtk 1g + 1fX>tk 1g
P (tk 1 < X  tk)
P (X > tk 1)
= 1fXtk 1g + 1fX>tk 1g
F (tk)  F (tk 1)
1  F (tk 1) :
Man betrachte den beliebigen Startzeitpunkt t0 2 R. Bezüglich der diskreten Filtration
FK =  FKtk k2f0;:::;Kg mit FKtk =  (Stl : l  k) gilt für das Innovationsmartingal M0;K =
M0;Ktk

k2f0;:::;Kg
der Doob-Meyer-Zerlegung von
 
SK ;FK, wobei SK = (Stk)k2f0;:::;Kg,
M0;Ktk = M
0;K
tk 1 + Stk   E

Stk j FKtk 1

= M0;Ktk 1 + 1ftk 1<Xtkg   1fX>tk 1g
F (tk)  F (tk 1)
1  F (tk 1) :
Setze M0;Kt0 := St0 . Dann gilt
M0;Ktk = Stk  
kX
j=1
1  Stj 1
1  F (tj 1) (F (tj)  F (tj 1)) für k = 0; : : : ;K:
Für den FK-Kompensator A0;K =

A0;Ktk

k2f0;:::;Kg
gilt demzufolge
A0;Ktk =
kX
j=1
1  Stj 1
1  F (tj 1) (F (tj)  F (tj 1)) für k = 0; : : : ;K:
Damit ist die diskrete Version der Doob-Meyer-Zerlegung gefunden und für die zeitstetige
Version ergibt sich nach Grenzübergang:
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Satz 2.2. Der Single-Event Prozess mit seiner natürlichen Filtration (S;F) besitzt das
Innovationsmartingal
 
M0;F und den Kompensator  A0;F, wobei M0 =  M0t t2R mit
M0t = St  

( 1;t]
1  Su 
1  F (u) F (du)
und A0 =
 
A0t

t2R mit
A0t =

( 1;t]
1  Su 
1  F (u) F (du) :
Dabei bezeichnet St  := lim
u"t
Su den linksseitigen Grenzwert von S in t.
2.1.2 Doob-Meyer-Zerlegungen von gewissen Transformationen des
Single-Event-Prozesses
Für eine beliebige Funktion ' : R2 ! R mit ' (; x) diﬀerenzierbar für x 2 f0; 1g betrachte
man den Prozess X = (Xt)t2R mit Xt = ' (t; St), wobei S der Single-Event-Prozess sei. Für
ein festes t 2 R mit F (t) < 1 betrachte man wiederum die Zerlegung des Intervalls ( 1; t]
mittels t0 <    < tK = t mit K 2 N.
Satz 2.3. Sei (X;F) die oben genannte Transformation des Single-Event-Prozesses mit der
natürlichen Filtration des Single-Event-Prozesses. Dann gilt für k = 1; : : : ;K
E
 
Xtk j Ftk 1

= '
 
tk; Stk 1

+ (' (tk; 1)  ' (tk; 0))
1  Stk 1
1  F (tk 1) (F (tk)  F (tk 1)) :
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t
M
t0
0 U 1
M
U−0
0
M
U0 ●
Abbildung 2.2: Das Doob-Meyer-Martingal
 
M0;F des Single-Event-Prozesses einer auf
[0; 1] gleichverteilten Zufallsvariablen U .
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Beweis. Es gilt
E
 
' (tk; Stk)j Ftk 1

= E
 
'
 
tk; 1fXtkg
Ftk 1
= E
 
1fXtk 1g'
 
tk; 1fXtkg

+ 1fX>tk 1g'
 
tk; 1fXtkg
Ftk 1
= E
 
1fXtk 1g' (tk; 1) + 1fX>tk 1g'
 
tk; 1ftk 1<Xtkg
Ftk 1
= 1fXtk 1g' (tk; 1) + 1fX>tk 1gE
 
'
 
tk; 1ftk 1<Xtkg
X > tk 1
= 1fXtk 1g' (tk; 1) + 1fX>tk 1g
E
 
1fX>tk 1g'
 
tk; 1ftk 1<Xtkg

P (X > tk 1)
= 1fXtk 1g' (tk; 1) + 1fX>tk 1g
E
 
1ftk 1<Xtkg' (tk; 1) + 1fX>tkg' (tk; 0)

P (X > tk 1)
= 1fXtk 1g' (tk; 1) + 1fX>tk 1g
' (tk; 1)P (tk 1 < X  tk) + ' (tk; 0)P (X > tk)
P (X > tk 1)
= 1fXtk 1g' (tk; 1) + 1fX>tk 1g
' (tk; 1) (F (tk)  F (tk 1)) + ' (tk; 0) (1  F (tk))
1  F (tk 1)
= 1fXtk 1g' (tk; 1) + 1fX>tk 1g' (tk; 1)
F (tk)  F (tk 1)
1  F (tk 1)
+ 1fX>tk 1g' (tk; 0)
1  F (tk)
1  F (tk 1)
= 1fXtk 1g' (tk; 1) + 1fX>tk 1g' (tk; 1)
F (tk)  F (tk 1)
1  F (tk 1)
  1fX>tk 1g' (tk; 0)

F (tk)  F (tk 1)
1  F (tk 1)   1

= 1fXtk 1g' (tk; 1) + 1fX>tk 1g' (tk; 0)
+ 1fX>tk 1g (' (tk; 1)  ' (tk; 0))
F (tk)  F (tk 1)
1  F (tk 1)
= '
 
tk; 1fXtk 1g

+ 1fX>tk 1g (' (tk; 1)  ' (tk; 0))
F (tk)  F (tk 1)
1  F (tk 1)
= '
 
tk; Stk 1

+ (' (tk; 1)  ' (tk; 0))
1  Stk 1
1  F (tk 1) (F (tk)  F (tk 1)) :
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Man betrachte den beliebigen Startzeitpunkt t0 2 R. Bezüglich der diskreten Filtration
FK =  FKtk k2f0;:::;Kg mit FKtk =  (Stl : l  k) gilt für das Innovationsmartingal MK = 
MKtk

k2f0;:::;Kg der Doob-Meyer-Zerlegung von
 
XK ;FK, wobei XK = (Xtk)k2f0;:::;Kg,
MKtk = M
K
tk 1 +Xtk   E
 
Xtk j Ftk 1

= MKtk 1 + '
 
tk; 1fXtkg
  '  tk; 1fXtk 1g
  1fX>tk 1g (' (tk; 1)  ' (tk; 0))
F (tk)  F (tk 1)
1  F (tk 1)
= MKtk 1 + 1ftk 1<Xtkg (' (tk; 1)  ' (tk; 0))
  1fX>tk 1g (' (tk; 1)  ' (tk; 0))
F (tk)  F (tk 1)
1  F (tk 1)
= MKtk 1 + (' (tk; 1)  ' (tk; 0))

1ftk 1<Xtkg   1fX>tk 1g
F (tk)  F (tk 1)
1  F (tk 1)

= MKtk 1 + (' (tk; 1)  ' (tk; 0))

MK;0tk  MK;0tk 1

:
Setze MKt0 := Xt0 . Dann gilt für k = 1; : : : ;K
MKtk = Xt0 +
kX
j=1
(' (tj ; 1)  ' (tj ; 0))

MK;0tj  MK;0tj 1

:
Nach Grenzübergang ergibt sich für die zeitstetige Version:
Satz 2.4. Sei t0 2 R ein beliebiger Startwert. Der Prozess X = (Xt)t2[t0;1) mit Xt =
' (t; St) besitzt das Innovationsmartingal (M;F), wobei F = (Ft)t2[t0;1) mit Ft =  (Su : u  t)
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und M = (Mt)t2[t0;1) mit
Mt = Xt0 +

(t0;t]
' (u; 1)  ' (u; 0) dM0u :
Korollar 2.5. Es existiere der Grenzwert
x 1 := lim
s! 1' (s; 0) :
Dann besitzt der Prozess X = (Xt)t2R mit Xt = ' (t; St) das Innovationsmartingal (M;F),
wobei F = (Ft)t2R mit Ft =  (Su : u  t) und M = (Mt)t2R mit
Mt = x 1 +

( 1;t]
' (u; 1)  ' (u; 0) dM0u :
Weiterhin liefert die Doob-Meyer-Zerlegung von
 
XK ;FK den Kompensator  AK ;FK,
wobei AK =
 
AKtk

k2f0;:::;Kg mit
AKtk = A
K
tk 1  Xtk 1 + E
 
Xtk j Ftk 1

= AKtk 1   '
 
tk 1; Stk 1

+ '
 
tk; Stk 1

+ (' (tk; 1)  ' (tk; 0))
1  Stk 1
1  F (tk 1) (F (tk)  F (tk 1))
= AKtk 1 + '
 
tk; Stk 1
  '  tk 1; Stk 1+ (' (tk; 1)  ' (tk; 0))AK;0tk  AK;0tk 1 :
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t
X t
0 U 1
0
X U
1
●
t
M
t
0 U 1
M
U−
0
M
U
1
●
Abbildung 2.3: Der Prozess X mit Xt = t2St und sein Doob-Meyer-Martingal (M;F), wobei
die unterliegende Zufallsvariable U gleichverteilt auf [0; 1] ist.
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Durch Induktion ergibt sich
AKtk =
kX
j=1
'
 
tj ; Stj 1
  '  tj 1; Stj 1+ kX
j=1
(' (tj ; 1)  ' (tj ; 0))

AK;0tj  AK;0tj 1

:
Nach Grenzübergang ergibt sich für den zeitstetigen Kompensator:
Satz 2.6. Der Prozess X = (Xt)t2R mit Xt = ' (t; St) besitzt den Kompensator (A;F),
wobei F = (Ft)t2R mit Ft =  (Su : u  t) und A = (At)t2R mit
At =

( 1;t]
@'
@F
(u; Su ) + (' (u; 1)  ' (u; 0)) 1  Su 
1  F (u) F (du) :
Die F-Doob-Meyer-Zerlegung von X liefert also ein Martingal, welches aus einem Start-
wert und einem Integral bezüglich M0 - dem F-Doob-Meyer-Martingal des Single-Event-
Prozesses - besteht, und einen Kompensator, welcher als Integral bezüglich F , also einer
deterministischen Funktion, geschrieben werden kann. Damit ähnelt sie der Darstellung von
Transformationen der Brownschen Bewegung in Itôs Formel (Itô [10]). Dort ergibt sich eine
Summe bestehend aus einem Startwert, einem Integral bezüglich der Brownschen Bewegung
und einem Lebesgue-Integral. Das Integral bezüglich der Brownschen Bewegung gemeinsam
mit dem Startwert ist ein Martingal. Das Lebesgue-Integral repräsentiert den Kompensator.
Verschwindet dessen Integrand, so ist der transformierte Prozess selbst ein Martingal. Dar-
aus lässt sich eine Martingaldiﬀerentialgleichung ableiten, deren Lösungen zu eben solchen
Martingaltransformationen führen. Dies soll im Folgenden auch für den Single-Event-Prozess
geschehen.
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2.1.3 Martingaltransformationen des Single-Event-Prozesses
Falls der Integrand im Kompensator aus Satz 2.6 verschwindet, so ist (X;F) ein Martin-
gal. Daraus leitet sich die folgende F-Martingaldiﬀerentialgleichung ab, deren Lösungen im
Anschluss hergeleitet werden.
Satz 2.7. Der Prozess X = (Xt)t2R mit Xt = ' (t; St) ist ein Martingal bzgl. F = (Ft)t2R
mit Ft =  (Su : u  t), falls für alle t 2 R und x 2 f0; 1g gilt
@'
@F
(t; x) + (' (t; 1)  ' (t; 0)) 1  x
1  F (t) = 0:
Im Folgenden werden zunächst aﬃne Lösungen der Martingaldiﬀerentialgleichung aus Satz
2.7 gesucht, wobei aﬃne Lösung bedeutet, dass für t 2 R die Funktion ' (t; ) aﬃn ist. Diese
Lösungen führen zu folgenden F-Martingaltransformationen des Single-Event-Prozesses.
Satz 2.8. Seien c0; c1 2 R. Dann ist der Prozess X = (Xt)t2R mit
Xt = c1
1  St
1  F (t) + c0
ein Martingal bzgl. F = (Ft)t2R mit Ft =  (Su : u  t).
Beweis. Sei
' (t; x) = a1 (F (t))x+ a0 (F (t)) :
Dann gilt
@'
@F
(t; x) =
@a1
@F
(F (t))x+
@a0
@F
(F (t))
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und Xt = ' (t; St) ist ein Martingal bzgl. F , falls

@a1
@F
(F (t))  a1 (F (t))
1  F (t)

x+
@a0
@F
(F (t)) +
a1 (F (t))
1  F (t) = 0:
Nun gilt
@a1
@F
(F (t))  a1 (F (t))
1  F (t) = 0 ,
@ ln (ja1 (F (t))j)
@F
=
1
1  F (t)
, ln (ja1 (F (t))j) = ln

1
1  F (t)

+ c für ein c 2 R
, a1 (F (t)) = c
1  F (t) für ein c 2 R
, a1 (F (t)) =   c1
1  F (t) für ein c1 2 R
sowie
@a0
@F
(F (t)) +
a1 (F (t))
1  F (t) = 0 ,
@a0
@F
(F (t)) =
c1
(1  F (t))2 für ein c1 2 R
, a0 (F (t)) = c1
1  F (t) + c0 für c0; c1 2 R:
Also ist für c0; c1 2 R
Xt = c1
1  St
1  F (t) + c0
ein Martingal bzgl. F .
Aufgrund der einfachen Struktur des Single-Event-Prozesses gibt es abgesehen von den ge-
nannten aﬃnen F-Martingaltransformationen keine weiteren F-Martingale dieser Form.
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t
X t
0 U 1
0
1
1
1
−
U
●
Abbildung 2.4: Das Martingal (X;F)mitXt = 1 St1 t , wobei die unterliegende Zufallsvariable
U gleichverteilt ist auf [0; 1].
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Satz 2.9. Alle Martingaltransformationen X = (Xt)t2R des Single-Event-Prozesses S =
(St)t2R bzgl. F = (Ft)t2R haben die Form
Xt = c1
1  St
1  F (t) + c0
mit c0; c1 2 R.
Beweis. Der Single-Event-Prozess S kennt nur zwei Zustände. Jeder Prozess X mit Xt =
' (t; St) lässt sich also wie folgt schreiben:
Xt = '0 (t) (1  St) + '1 (t)St:
Nach Eintritt des Events gilt Xt = '1 (t). Von da an ist X also eine deterministische Funkti-
on. Damit X ein Martingal bezüglich F ist, muss also '1 konstant sein. Sei also '1  a 2 R.
Falls X ein F-Martingal ist, gilt nun Xt = '0 (t) (1  St) + aSt und damit für t  s
'0 (s) = E (XtjXs = '0 (s))
= '0 (t)P (X > tjX > s) + aP (X  tjX > s)
= '0 (t)
P (X > t)
P (X > s)
+ a
P (s < X  t)
P (X > s)
= '0 (t)
1  F (t)
1  F (s) + a
F (t)  F (s)
1  F (s) :
Hierbei muss gelten
'0 (t) = '0 (s)
1  F (s)
1  F (t)   a
F (t)  F (s)
1  F (t) : (2.1)
Man betrachte den Startpunkt s0 = sup
s2R
fF (s) = 0g, wobei s0 =  1, falls F (s) > 0 für alle
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s 2 R. Nun gilt (2.1) auch für s = s0, also
'0 (t) = '0 (s0)
1
1  F (t)   a
F (t)
1  F (t)
bzw. falls s0 =  1
'0 (t) = lim
s! 1'0 (s)
1
1  F (t)   a
F (t)
1  F (t) :
Setze '0 (s0) = b 2 R, falls s0 2 R, bzw. lim
s! 1'0 (s) = b 2 R, falls s0 =  1. Dann folgt
also
'0 (t) = b
1
1  F (t)   a
F (t)
1  F (t)
und schließlich
Xt = (b  a) 1  St
1  F (t) + a:
Dies sind also die einzigen F-Martingale, welche sich aus S gewinnen lassen.
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Der Single-Event-Prozess ist ein Spezialfall der Empirischen Verteilungsfunktion. Für n 2 N
unabhängig und identisch verteilte Daten repräsentiert diese die Verteilung, die jedem Datum
die Masse 1n zuspricht. Seien also X1; : : : ; Xn unabhängig und identisch verteilte Zufallsva-
riablen mit X1  F , wobei F eine stetige Verteilungsfunktion sei. Dann ist Fn = (Fn (t))t2R
mit Fn (t) = 1n
nP
i=1
1fXitg die Empirische Verteilungsfunktion. Sie ist ein konsistenter und
erwartungstreuer Schätzer der wahren Verteilungsfunktion F (siehe Glivenko [9] und Cantelli
[3]).
Die Empirische Verteilungsfunktion ist oﬀensichtlich rechtsseitig stetig und monoton wach-
send. Bezüglich ihrer natürlichen Filtration F = (Ft)t2R mit Ft =  (Fn (u) : u  t) ist
sie aufgrund der Monotonie kein Martingal. Im folgenden wird die Doob-Meyer-Zerlegung
von (Fn;F) selbst sowie von Prozessen X = (Xt)t2R mit Xt = ' (t; Fn (t)), welche von
Zeit und Ort der Empirischen Verteilungsfunktion abhängen, hergeleitet. Anschließend wer-
den mit Hilfe der Doob-Meyer-Zerlegung bezüglich F Martingaltransformationen der Em-
pirischen Verteilungsfunktion bestimmt. Das Kapitel schließt mit der Herleitung der re-
versen Doob-Meyer-Zerlegungen von (Fn;G) und (' (; Fn ()) ;G), wobei G = (Gt)t2R mit
Gt =  (Fn (u) : u  t) die natürliche reverse Filtration bezeichnet, und den dazugehörigen
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Abbildung 3.1: Die Empirische Verteilungsfunktion Fn der Zufallsvariablen X1; : : : ; Xn.
reversen G-Martingaltransformationen.
3.1 Doob-Meyer-Zerlegungen für die Empirische
Verteilungsfunktion
In diesem Abschnitt werden die Ergebnisse aus Kapitel 2 auf die Empirische Verteilungs-
funktion ausgeweitet. Dabei wird erst die F-Doob-Meyer-Zerlegung der Empirischen Ver-
teilungsfunktion selbst und anschließend die F-Doob-Meyer-Zerlegung von Transformatio-
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nen X = (Xt)t2R der Form Xt = ' (t; Fn (t)) hergeleitet. Aus letzterer wird sich wie-
derum eine F-Martingaldiﬀerentialgleichung ergeben, deren Lösungen zum Abschluss des
Abschnitts erarbeitet werden. Dabei wird sich herausstellen, dass sich die Klasse der F-
Martingaltransformationen der genannten Form vollständig charakterisieren lässt.
3.1.1 Doob-Meyer-Zerlegung der Empirischen Verteilungsfunktion
Zunächst soll die Doob-Meyer-Zerlegung der Empirischen Verteilungsfunktion selbst her-
geleitet werden. Man betrachte die unabhängig und identisch verteilten Zufallsvariablen
X1; : : : ; Xn, n 2 N, mit X1  F , wobei F eine stetige Verteilungsfunktion sei. Für ein
festes t 2 R mit F (t) < 1 betrachte man die Zerlegung des Intervalls ( 1; t] mittels
t0 <    < tK = t mit K 2 N. Zunächst soll die Doob-Meyer-Zerlegung der diskretisierten
Empirischen Verteilungsfunktion gefunden werden.
Satz 3.1. Sei (Fn;F) die Empirische Verteilungsfunktion mit natürlicher Filtration. Dann
gilt für k = 1; : : : ;K
E
 
Fn (tk)j Ftk 1

= Fn (tk 1) + (1  Fn (tk 1)) F (tk)  F (tk 1)
1  F (tk 1) :
Beweis. Die Mengen
fXi  t0g ; ft0 < Xi  t1g ; : : : ; ftk 1 < Xi  tkg ; fXi > tkg
bilden eine Partition des Grundraumes für jedes i = 1; : : : ; n. Da X1; : : : ; Xn unabhängig
und identisch verteilt sind, ist die gemeinsame Verteilung der mit n multiplizierten Zuwächse
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der Empirischen Verteilungsfunktion eine Multinomialverteilung. Es gilt also
n (Fn (t0) ; Fn (t1)  Fn (t0) ; : : : ; Fn (tk)  Fn (tk 1) ; 1  Fn (tk))
 Mult (n; (F (t0) ; F (t1)  F (t0) ; : : : ; F (tk)  F (tk 1) ; 1  F (tk))) :
Damit gilt für 0  m0      mk  n
P

Fn (tl) =
ml
n
für alle l = 0; : : : ; k

= P

Fn (t1) =
m1
n
; Fn (t1)  Fn (t0) = m2  m1
n
; : : : ; Fn (tk)  Fn (tk 1) = mk  mk 1
n

=

n
m0 m1  m0    mk  mk 1 n mk

 F (t0)m1
k 1Y
l=0
(F (tl+1)  F (tl))ml+1 ml (1  F (tk))n mk
und für die bedingte Verteilung
P

Fn (tk) =
mk
n
Fn (tl) = ml
n
für alle l = 0; : : : ; k   1

=
P
 
Fn (tl) =
ml
n für alle l = 0; : : : ; k

P
 
Fn (tl) =
ml
n für alle l = 0; : : : ; k   1

=

n mk 1
mk  mk 1

F (tk)  F (tk 1)
1  F (tk 1)
mk mk 1  1  F (tk)
1  F (tk 1)
n mk
= P

Fn (tk) =
mk
n
Fn (tk 1) = mk 1
n

:
Somit ist Fn ein Markov-Prozess bzgl. seiner natürlichen Filtration. Weiter gilt schließlich
E

Fn (tk)jFn (tk 1) = mk 1
n

24
3 Die Empirische Verteilungsfunktion
=
nX
m=mk 1
m
n

n mk 1
m mk 1

F (tk)  F (tk 1)
1  F (tk 1)
m mk 1  1  F (tk)
1  F (tk 1)
n m
=
n mk 1X
m=0
mk 1 +m
n

n mk 1
m

F (tk)  F (tk 1)
1  F (tk 1)
m
1  F (tk)
1  F (tk 1)
n mk 1 m
=
mk 1
n
+

1  mk 1
n
 F (tk)  F (tk 1)
1  F (tk 1) :
Man betrachte einen beliebigen Startzeitpunkt t0 2 R. Bezüglich der diskreten Filtrati-
on FK =  FKtk k2f0;:::;Kg mit FKtk =  (Fn (tl) : l  k) gilt für das Innovationsmartin-
gal M0;K =

M0;Ktk

k2f0;:::;Kg
der Doob-Meyer-Zerlegung von
 
FKn ;FK

, wobei FKn =
(Fn (tk))k2f0;:::;Kg,
M0;Ktk = M
0;K
tk 1 + Fn (tk)  E

Fn (tk)j FKtk 1

= M0;Ktk 1 + Fn (tk)  Fn (tk 1)  (1  Fn (tk 1))
F (tk)  F (tk 1)
1  F (tk 1) :
Setze M0;Kt0 := Fn (t0). Dann gilt
M0;Ktk = Fn (tk) 
kX
j=1
1  Fn (tk 1)
1  F (tj 1) (F (tj)  F (tj 1)) für k = 0; : : : ;K:
Für den Kompensator A0;K =

A0;Ktk

k2f0;:::;Kg
gilt demzufolge
A0;Ktk =
kX
j=1
1  Fn (tk 1)
1  F (tj 1) (F (tj)  F (tj 1)) für k = 0; : : : ;K:
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Damit ist die diskrete Version der Doob-Meyer-Zerlegung gefunden und für die zeitstetige
Version ergibt sich nach Grenzübergang:
Satz 3.2. Die Empirische Verteilungsfunktion mit ihrer natürlichen Filtration (Fn;F) be-
sitzt das Innovationsmartingal
 
M0;F und Kompensator  A0;F, wobei M0 =  M0t t2R
mit
M0t = Fn (t) 

( 1;t]
1  Fn (u )
1  F (u) F (du)
und A0 =
 
A0t

t2R mit
A0t =

( 1;t]
1  Fn (u )
1  F (u) F (du) :
3.1.2 Doob-Meyer-Zerlegung von Transformationen der Empirischen
Verteilungsfunktion
Für eine beliebige Funktion ' : R2 ! R mit ' (; x) diﬀerenzierbar für x 2 0; 1n ; : : : ; 1	
betrachte man den Prozess X = (Xt)t2R mit Xt = ' (t; Fn (t)), wobei Fn die Empirische
Verteilungsfunktion sei. Für ein festes t 2 R mit F (t) < 1 betrachte man wiederum die
Zerlegung des Intervalls ( 1; t] mittels t0 <    < tK = t mit K 2 N.
Satz 3.3. Sei (X;F) die oben genannte Transformation der Empirischen Verteilungsfunk-
tion mit der natürlichen Filtration der Empirischen Verteilungsfunktion. Dann gilt für k =
1; : : : ;K
E
 
Xtk j Ftk 1

=
nX
h=0
n hX
m=0
hX
j=0
1fFn(tk 1)=mn g
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Abbildung 3.2: Das Doob-Meyer-Martingal
 
M0;F der Empirischen Verteilungsfunktion
von unabhängig und identisch auf [0; 1] gleichverteilten Zufallsvariablen
U1; : : : ; Un, n = 10.
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

n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
:
Beweis. Es gilt mit Hilfe des Beweises zu Satz 3.1
E

Xtk jFn (tk 1) =
m
n

= E

' (tk; Fn (tk))jFn (tk 1) = m
n

=
nX
j=m

n m
j  m

'

tk;
j
n

F (tk)  F (tk 1)
1  F (tk 1)
j m
1  F (tk)  F (tk 1)
1  F (tk 1)
n j
=
n mX
j=0

n m
j

'

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
j 
1  F (tk)  F (tk 1)
1  F (tk 1)
n m j
=
n mX
j=0

n m
j

'

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
j

n m jX
h=0

n m  j
h

 F (tk)  F (tk 1)
1  F (tk 1)
h
=
n mX
j=0
n m jX
h=0

n m
j

n m  j
h

( 1)h '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
j+h
=
n mX
j=0
n mX
h=j

n m
j

n m  j
h  j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
=
n mX
h=0
hX
j=0

n m
j

n m  j
h  j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
=
n mX
h=0
hX
j=0

n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
:
Damit gilt nun
E
 
Xtk j Ftk 1

=
nX
m=0
1fFn(tk 1)=mn gE

Xtk jFn (tk 1) =
m
n

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=
nX
m=0
1fFn(tk 1)=mn g
n mX
h=0
hX
j=0

n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
=
nX
m=0
n mX
h=0
hX
j=0
1fFn(tk 1)=mn g

n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
=
nX
h=0
n hX
m=0
hX
j=0
1fFn(tk 1)=mn g

n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
:
Man betrachte einen beliebigen Startzeitpunkt t0 2 R. Bezüglich der diskreten Filtration
FK =  FKtk k2f0;:::;Kg mit FKtk =  (Fn (tl) : l  k) gilt für das Innovationsmartingal MK = 
MKtk

k2f0;:::;Kg der Doob-Meyer-Zerlegung von
 
XK ;FK, wobei XK = (Xtk)k2f0;:::;Kg,
MKtk = M
K
tk 1 +Xtk   E

Xtk j FKtk 1

= MKtk 1 + ' (tk; Fn (tk)) 
nX
h=0
n hX
m=0
hX
j=0
1fFn(tk 1)=mn g


n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
= MKtk 1 + ' (tk; Fn (tk))  ' (tk; Fn (tk 1))
  1fFn(tk 1)n 1n gn (1  Fn (tk 1))


'

tk; Fn (tk 1) +
1
n

  ' (tk; Fn (tk 1))

F (tk)  F (tk 1)
1  F (tk 1)

 
nX
h=2
n hX
m=0
hX
j=0
1fFn(tk 1)=mn g


n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
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= MKtk 1 + ' (tk; Fn (tk))  ' (tk; Fn (tk 1))
  n (1  Fn (tk 1))

'

tk; Fn (tk 1) +
1
n

  ' (tk; Fn (tk 1))

F (tk)  F (tk 1)
1  F (tk 1)

 
nX
h=2
n hX
m=0
hX
j=0
1fFn(tk 1)=mn g


n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
:
Nun ergibt sich durch Induktion
MKtk = Xt0 +
kX
l=1
' (tl; Fn (tl))  ' (tl; Fn (tl 1))
 
kX
l=1
n (1  Fn (tl 1))

'

tl; Fn (tl 1) +
1
n

  ' (tl; Fn (tl 1))

F (tl)  F (tl 1)
1  F (tl 1)

 
kX
l=1
nX
h=2
n hX
m=0
hX
j=0
1fFn(tl 1)=mn g


n m
h

h
j

( 1)h j '

tl;
j +m
n

F (tl)  F (tl 1)
1  F (tl 1)
h
:
Es gilt weiter
kX
l=1
' (tl; Fn (tl))  ' (tl; Fn (tl 1))
=
kX
l=1
nX
m=0
1fFn(tl 1)=mn g (' (tl; Fn (tl))  ' (tl; Fn (tl 1)))
=
kX
l=1
n 1X
m=0
1fFn(tl 1)=mn g (' (tl; Fn (tl))  ' (tl; Fn (tl 1)))
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=
kX
l=1
n 1X
m=0
nX
j=m+1
1fFn(tl 1)=mn g1fFn(tl)= jng (' (tl; Fn (tl))  ' (tl; Fn (tl 1)))
=
kX
l=1
n 1X
m=0
nX
j=m+1
1fFn(tl 1)=mn g1fFn(tl)= jng

'

tl;
j
n

  '

tl;
m
n

=
kX
l=1
n 1X
m=0
nX
j=m+1
j 1X
h=m
1fFn(tl 1)=mn g1fFn(tl)= jng

'

tl;
h+ 1
n

  '

tl;
h
n

=
kX
l=1
n 1X
m=0
n 1X
h=m
nX
j=h+1
1fFn(tl 1)=mn g1fFn(tl)= jng

'

tl;
h+ 1
n

  '

tl;
h
n

=
kX
l=1
n 1X
m=0
n 1X
h=m
1fFn(tl 1)=mn g1fFn(tl)> hng

'

tl;
h+ 1
n

  '

tl;
h
n

=
kX
l=1
n 1X
h=0
hX
m=0
1fFn(tl 1)=mn g1fFn(tl)> hng

'

tl;
h+ 1
n

  '

tl;
h
n

=
kX
l=1
n 1X
h=0
1fFn(tl 1) hng1fFn(tl)> hng

'

tl;
h+ 1
n

  '

tl;
h
n

=
kX
l=1
nX
m=1
1ftl 1<Xm:ntlg

'

tl;
m
n

  '

tl;
m  1
n

:
Also gilt schließlich
MKtk = Xt0 +
kX
l=1
nX
m=1
1ftl 1<Xm:ntlg

'

tl;
m
n

  '

tl;
m  1
n

 
kX
l=1
n (1  Fn (tl 1))

'

tl; Fn (tl 1) +
1
n

  ' (tl; Fn (tl 1))

F (tl)  F (tl 1)
1  F (tl 1)

 
kX
l=1
nX
h=2
n hX
m=0
hX
j=0
1fFn(tl 1)=mn g


n m
h

h
j

( 1)h j '

tl;
j +m
n

F (tl)  F (tl 1)
1  F (tl 1)
h
:
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Durch Grenzübergang erhält man wieder die zeitstetige Version. Die Zuwächse quadratischer
und höherer Ordnung verschwinden hierbei und das resultierende Martingal lässt sich als
Integral bezüglich des F-Doob-Meyer-Martingals M0 der Empirischen Verteilungsfunktion
schreiben.
Satz 3.4. Sei t0 2 R ein beliebiger Startwert. Der Prozess X = (Xt)t2[t0;1) mit Xt =
' (t; Fn (t)) besitzt das Innovationsmartingal (M;F), wobei F = (Ft)t2[t0;1) mit Ft =
 (Fn (u) : u  t), und M = (Mt)t2[t0;1) mit
Mt = Xt0 +

(t0;t]
n

'

u; Fn (u ) + 1
n

  ' (u; Fn (u ))

dFn (u)
 

(t0;t]
n

'

u; Fn (u ) + 1
n

  ' (u; Fn (u ))

1  Fn (u )
1  F (u) dF (u)
= Xt0 +

(t0;t]
n

'

u; Fn (u ) + 1
n

  ' (u; Fn (u ))

dM0u :
Satz 3.5. Es existiere der Grenzwert
x 1 := lim
s! 1' (s; 0) :
Dann besitzt der Prozess X = (Xt)t2R mit Xt = ' (t; Fn (t)) das Innovationsmartingal
(M;F), wobei F = (Ft)t2R mit Ft =  (Fn (u) : u  t), und M = (Mt)t2R mit
Mt = x 1 +

( 1;t]
n

'

u; Fn (u ) + 1
n

  ' (u; Fn (u ))

dFn (u)
 

( 1;t]
n

'

u; Fn (u ) + 1
n

  ' (u; Fn (u ))

1  Fn (u )
1  F (u) dF (u)
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Abbildung 3.3: Der Prozess X mit Xt = t exp (Fn (t)) und sein Doob-Meyer-Martingal
(M;F), wobei die unterliegenden Zufallsvariablen U1; : : : ; Un, n = 10, unab-
hängig und identisch gleichverteilt sind auf [0; 1].
= x 1 +

( 1;t]
n

'

u; Fn (u ) + 1
n

  ' (u; Fn (u ))

dM0u :
Weiterhin liefert die Doob-Meyer-Zerlegung folgenden Kompensator
AKtk = A
K
tk 1  Xtk 1 + E

Xtk j FKtk 1

= AKtk 1   ' (tk 1; Fn (tk 1)) +
nX
h=0
n hX
m=0
hX
j=0
1fFn(tk 1)=mn g


n m
h

h
j

( 1)h j '

tk;
j +m
n

F (tk)  F (tk 1)
1  F (tk 1)
h
= Atk 1 + ' (tk; Fn (tk 1))  ' (tk 1; Fn (tk 1))
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+ n (1  Fn (tk 1))

'

tk; Fn (tk 1) +
1
n

  ' (tk; Fn (tk 1))

F (tk)  F (tk 1)
1  F (tk 1)
+
nX
h=2
n hX
m=0
hX
j=0
1fFn(tk 1)=mn g


n m
h

h
j

( 1)h j '

tk; Fn (tk 1) +
j
n

F (tk)  F (tk 1)
1  F (tk 1)
h
:
Durch Induktion ergibt sich
AKtk =
kX
l=1
' (tl; Fn (tl 1))  ' (tl 1; Fn (tl 1))
+
kX
l=1
n (1  Fn (tl 1))

'

tl; Fn (tl 1) +
1
n

  ' (tl; Fn (tl 1))

F (tl)  F (tl 1)
1  F (tl 1)
+
kX
l=1
nX
h=2
n hX
m=0
hX
j=0
1fFn(tl 1)=mn g


n m
h

h
j

( 1)h j '

tl;
j +m
n

F (tl)  F (tl 1)
1  F (tl 1)
h
:
Nach Grenzübergang ergibt sich auch der zeitstetige Kompensator:
Satz 3.6. Der Prozess (Xt)t2R mit Xt = ' (t; Fn (t)) besitzt den Kompensator (A;F), wobei
F = (Ft)t2R mit Ft =  (Fn (u) : u  t) und A = (At)t2R mit
At =

( 1;t]
@'
@F
(u; Fn (u ))+n

'

u; Fn (u ) + 1
n

  ' (u; Fn (u ))

1  Fn (u )
1  F (u) F (du) :
Die F-Doob-Meyer-Zerlegung von X liefert also auch hier ein Martingal, welches aus einem
Startwert und einem Integral bezüglichM0 - dem F-Doob-Meyer-Martingal der Empirischen
Verteilungsfunktion - besteht, und einen Kompensator, welcher als Integral bezüglich F ,
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also einer deterministischen Funktion, geschrieben werden kann. Daraus lässt sich wieder
eine Martingaldiﬀerentialgleichung ableiten, deren Lösungen zu Martingaltransformationen
führen. Dies soll im Folgenden geschehen.
3.1.3 Martingaltransformationen der Empirischen Verteilungsfunktion
Wie auch im Spezialfall des Single-Event-Prozesses ist (X;F) genau dann ein Martingal,
falls der Integrand im Kompensator aus Satz 3.6 verschwindet. Dies führt zu folgender
Martingaldiﬀerentialgleichung:
Satz 3.7. Der Prozess X = (Xt)t2R mit Xt = ' (t; Fn (t)) ist ein Martingal bzgl. F =
(Ft)t2R mit Ft =  (Fn (u) : u  t), falls für alle t 2 R und x 2

0; 1n ; : : : ;
n 1
n
	
gilt
@'
@F
(t; x) + n

'

t; x+
1
n

  ' (t; x)

1  x
1  F (t) = 0:
3.1.3.1 Aﬃne Martingaltransformationen der Empirischen Verteilungsfunktion
Wie zuvor sollen nun zunächst die aﬃnen Lösungen der Martingaldiﬀerentialgleichung aus
Satz 3.7 gesucht werden, wobei aﬃn wiederum bedeutet, dass für t 2 R die Funktion ' (t; )
aﬃn ist. Diese Lösungen führen zu folgenden F-Martingaltransformationen der Empirischen
Verteilungsfunktion.
Satz 3.8. Seien c0; c1 2 R. Dann ist der Prozess X = (Xt)t2R mit
Xt = c1
1  Fn (t)
1  F (t) + c0
ein Martingal bzgl. F = (Ft)t2R mit Ft =  (Fn (u) : u  t).
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Beweis. Sei
' (t; x) = a1 (F (t))x+ a0 (F (t)) :
Dann gilt
@'
@F
(t; x) =
@a1
@F
(F (t))x+
@a0
@F
(F (t))
und Xt = ' (t; Fn (t)) ist ein Martingal bzgl. F , falls

@a1
@F
(F (t))  a1 (F (t))
1  F (t)

x+
@a0
@F
(F (t)) +
a1 (F (t))
1  F (t) = 0:
Analog zum Beweis von Satz 2.8 muss also für c0; c1 2 R gelten, dass
a1 (F (t)) =   c1
1  F (t) und a0 (F (t)) =
c1
1  F (t) + c0:
Also ist für c0; c1 2 R
Xt = c1
1  Fn (t)
1  F (t) + c0
ein F-Martingal.
3.1.3.2 Polynomiale Martingaltransformationen der Empirischen Verteilungsfunktion
Die aﬃnen F-Martingaltransformationen aus dem vorhergehenden Abschnitt sind tatsäch-
lich nur ein Spezialfall aus der Klasse der polynomialen F-Martingaltransformationen der
Empirischen Verteilungsfunktion, wobei polynomial wiederum bedeutet, dass für t 2 R die
Funktion ' (t; ) ein Polynom ist. Im folgenden Satz werden Vertreter der Klasse der po-
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Abbildung 3.4: Das Martingal (X;F) mit Xt = 1 Fn(t)1 t , wobei die unterliegenden Zufallsva-
riablen U1; : : : ; Un, n = 10, unabhängig und identisch gleichverteilt sind auf
[0; 1].
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lynomialen F-Martingaltransformationen der Empirischen Verteilungsfunktion vorgestellt,
welche eine Basis aller polynomialen F-Martingaltransformationen der Empirischen Vertei-
lungsfunktion der Form X = (Xt)t2R mit Xt = ' (t; Fn (t)) sind.
Satz 3.9. Sei m 2 f0; : : : ; ng. Dann ist der Prozess Xm = (Xmt )t2R mit
Xmt =
(n m)!nm
n!
nY
j=n (m 1)
j
n   Fn (t)
1  F (t)
ein Martingal bzgl. F = (Ft)t2R mit Ft =  (Fn (u) : u  t).
Beweis. Setze
' (t; x) =
nQ
j=n (m 1)
 
j
n   x

(1  F (t))m :
Dann gilt
@'
@F
(t; x) =
m
nQ
j=n (m 1)
 
j
n   x

(1  F (t))m+1
und
n

'

t; x+
1
n

  ' (t; x)

1  x
1  F (t)
= n
0BBB@
nQ
j=n (m 1)
 
j 1
n   x

(1  F (t))m  
nQ
j=n (m 1)
 
j
n   x

(1  F (t))m
1CCCA 1  x1  F (t)
=
n (1  x)
 
n 1Q
j=n m
 
j
n   x
  nQ
j=n (m 1)
 
j
n   x
!
(1  F (t))m+1
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=
n (1  x)   n mn   x  (1  x) n 1Q
j=n (m 1)
 
j
n   x

(1  F (t))m+1
=  
m
nQ
j=n (m 1)
 
j
n   x

(1  F (t))m+1 :
Also erfüllt ' die Martingal-Diﬀerentialgleichung aus Satz 3.7 undXt =
(n m)!nm
n! ' (t; Fn (t))
ist ein Martingal bzgl. F .
Bemerkung 3.10. 1. Durch den Faktor (n m)!n
m
n! wird sichergestellt, dass die Martin-
gale aus Satz 3.9 alle im Wert 1 starten.
2. Die Martingale aus Satz 3.9 sind nichtnegativ und fallen auf den Wert 0, sobald die
Empirische Verteilungsfunktion den Wert 1 m 1n erreicht. Zur vollständigen Kenntnis
des Martingals werden also nur die ersten n   (m  1) Ordnungsstatistiken benötigt.
Dadurch werden diese Martingale interessant im Fall von Typ-II-Rechtszensierungen,
in denen nur die ersten n  (m  1) Ordnungsstatistiken beobachtet werden.
3. Durch Linearkombinationen der Martingale aus Satz 3.9 erhält man sämtliche poly-
nomiale F-Martingale, die sich aus Fn gewinnen lassen.
3.1.3.3 Exponentielle Martingaltransformationen der Empirischen Verteilungsfunktion
Auf der Suche nach weiteren Martingaltransformationen kann beispielsweise ein exponenti-
eller Ansatz gewählt werden. Auch hier ergeben sich eine ganze Reihe von Martingaltrans-
formationen.
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Abbildung 3.5: Das Martingal (Xm;F) aus Satz 3.9 mit n = 10 und m = 4, wobei die un-
terliegenden Zufallsvariablen U1; : : : ; Un, unabhängig und identisch gleich-
verteilt sind auf [0; 1].
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Satz 3.11. Seien c1; c2 2 R. Dann ist der Prozess X = (Xt)t2R mit
Xt = c2

1 +
c1
1  F (t)
n(1 Fn(t))
ein Martingal bzgl. F = (Ft)t2R mit Ft =  (Fn (u) : u  t).
Beweis. Setze
' (t; x) = exp (a1 (F (t))x+ a0 (F (t))) :
Dann gilt
@'
@F
(t; x) =

@a1
@F
(F (t))x+
@a0
@F
(F (t))

' (t; x)
sowie
n

'

t; x+
1
n

  ' (t; x)

= n

exp

a1 (F (t))

x+
1
n

+ a0 (F (t))

  ' (t; x)

= n

exp

a1 (F (t))
n

  1

' (t; x)
und Xt = ' (t; Fn (t)) ist ein Martingal bzgl. F , falls
0@@a1
@F
(F (t))  n
exp

a1(F (t))
n

  1
1  F (t)
1Ax+ @a0
@F
(F (t)) + n
exp

a1(F (t))
n

  1
1  F (t) = 0:
Somit gilt
@a1
@F
(F (t))  n
exp

a1(F (t))
n

  1
1  F (t) = 0 ,
@a1
@F
(F (t)) = n
exp

a1(F (t))
n

  1
1  F (t)
, a1 (F (t)) =  n ln

1 +
c1
1  F (t)

für ein c1 2 R
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sowie
@a0
@F
(F (t)) + n
exp

a1(F (t))
n

  1
1  F (t) = 0 ,
@a0
@F
(F (t)) =  n
exp

a1(F (t))
n

  1
1  F (t)
, @a0
@F
(F (t)) = n
c1
(1  F (t)) (1 + c1   F (t)) für ein c1 2 R
, a0 (F (t)) = n ln

1 + c1   F (t)
1  F (t)

+ c2 für c1; c2 2 R:
Es gilt also
' (t; x) = exp (a1 (F (t))x+ a0 (F (t)))
= exp

nx ln

1  F (t)
1 + c1   F (t)

+ n ln

1 + c1   F (t)
1  F (t)

+ ~c2

für c1; ~c2 2 R
= c2

1 + c1   F (t)
1  F (t)
n(1 x)
für c1; c2 2 R
= c2

1 +
c1
1  F (t)
n(1 x)
für c1; c2 2 R:
Bei genauerer Betrachtung sind die in Satz 3.11 beschriebenen exponentiellen Martingale
jedoch lediglich spezielle polynomiale F-Martingale.
Satz 3.12. Sei X = (Xt)t2R ein exponentielles F-Martingal mit c1; c2 2 R, d.h.
Xt = c2

1 +
c1
1  F (t)
n(1 Fn(t))
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Abbildung 3.6: Das Martingal (X;F) mit Xt = c2

1 + c11 t
n(1 Fn(t))
mit c1 = 18 und c2 =
1
2 , wobei die unterliegenden Zufallsvariablen U1; : : : ; Un, n = 10, unabhängig
und identisch gleichverteilt sind auf [0; 1].
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und seien Xm = (Xmt )t2R, m 2 f0; : : : ; ng, polynomiale F-Martingale mit
Xmt =
(n m)!nm
n!
nY
j=n (m 1)
j
n   Fn (t)
1  F (t) :
Dann gilt für alle t 2 R
Xt =
nX
m=0
amX
m
t ;
wobei
am =

n
m

cm1 c2:
Beweis. Es gilt einerseits
Xt = c2

1 +
c1
1  F (t)
n(1 Fn(t))
=
n(1 Fn(t))X
m=0
cm1 c2

n (1  Fn (t))
m

1
(1  F (t))m
und andererseits
nX
m=0
amX
m
t =
nX
m=0
am
(n m)!nm
n!
nY
j=n (m 1)
j
n   Fn (t)
1  F (t)
=
nX
m=0
am
(n m)!
n! (1  F (t))m
nY
j=n (m 1)
(j   nFn (t))
=
nX
m=0
am
(n m)! (n (1  Fn (t)))!
n! (n (1  Fn (t)) m)! (1  F (t))m
=
nX
m=0
am 
n
m
n (1  Fn (t))
m

1
(1  F (t))m :
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Für am =
 
n
m

cm1 c2 gilt also X =
nP
m=0
amX
m.
3.1.3.4 Allgemeine Martingaltransformationen der Empirischen Verteilungsfunktion
Satz 3.12 hat gezeigt, dass sich die exponentiellen F-Martingale als Linearkombinationen
der polynomialen F-Martingale darstellen lassen. Im Folgenden wird gezeigt, dass die po-
lynomialen F-Martingale tatsächlich eine Basis für den Raum aller Martingale (X;F) mit
X = (' (t; Fn (t)))t2R und F = (Ft)t2R mit Ft =  (Fn (u) : u  t) bilden.
Satz 3.13. Sei X = (Xt)t2R mit Xt = ' (t; Fn (t)) ein Martingal bzgl. F = (Ft)t2R. Dann
existieren c0; : : : ; cn 2 R, sodass
Xt =
nX
m=0
cmX
m
t ;
wobei
Xmt =
(n m)!nm
n!
nY
j=n (m 1)
j
n   Fn (t)
1  F (t) ; m 2 f0; : : : ; ng :
Beweis. Die Empirische Verteilungsfunktion kann nur die Zustände 0; 1n ; : : : ; 1 annehmen.
Daher lässt sich jeder Prozess X mit Xt = ' (t; Fn (t)) wie folgt schreiben:
Xt =
nX
m=0
'm (t) 1fFn(t)=mn g;
wobei 'm (t) = '
 
t; mn

für t 2 R und m 2 f0; : : : ; ng. Damit X ein F-Martingal ist, muss
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für m 2 f0; : : : ; ng und s  t gelten, dass
'm (s) = E

XtjFn (s) = m
n

=
nX
j=m
'j (t)P

Fn (t) =
j
n
Fn (s) = mn

=
nX
j=m
'j (t)

n m
j  m

F (t)  F (s)
1  F (s)
j m
1  F (t)
1  F (s)
n j
= 'm (t)

1  F (t)
1  F (s)
n m
+
nX
j=m+1
'j (t)

n m
j  m

F (t)  F (s)
1  F (s)
j m
1  F (t)
1  F (s)
n j
bzw.
'm (s) = 'm (t)

1  F (t)
1  F (s)
n m
+
nX
j=m+1
'j (t)

n m
j  m

F (t)  F (s)
1  F (s)
j m
1  F (t)
1  F (s)
n j
, 'm (t) = 'm (s)

1  F (s)
1  F (t)
n m
 
nX
j=m+1
'j (t)

n m
j  m

F (t)  F (s)
1  F (t)
j m
, 'm (t) = 'm (s)

1  F (s)
1  F (t)
n m
 
nX
j=m+1
'j (t)

n m
j  m

1  F (s)
1  F (t)   1
j m
, 'm (t) = 'm (s)

1  F (s)
1  F (t)
n m
 
nX
j=m+1
'j (t)

n m
j  m
 j mX
i=0

j  m
i

( 1)i

1  F (s)
1  F (t)
j m i
, 'm (t) = 'm (s)

1  F (s)
1  F (t)
n m
 
nX
j=m+1
'j (t)

n m
j  m
 jX
i=m

j  m
i m

( 1)i m

1  F (s)
1  F (t)
j i
:
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Man betrachte den Startpunkt s0 = sup
s2R
fF (s) = 0g, wobei s0 =  1, falls F (s) > 0 für alle
s 2 R. Dann gilt obige Gleichung auch für s = s0, also
'm (t) = 'm (s0)

1
1  F (t)
n m
 
nX
j=m+1
'j (t)

n m
j  m
 jX
i=m

j  m
i m

( 1)i m

1
1  F (t)
j i
bzw. falls s0 =  1
'm (t) = lim
s! 1'm (s)

1
1  F (t)
n m
 
nX
j=m+1
'j (t)

n m
j  m
 jX
i=m

j  m
i m

( 1)i m

1
1  F (t)
j i
:
Setze 'm (s0) = am 2 R, falls s0 2 R, bzw. lim
s! 1'm (s) = am 2 R, falls s0 =  1. Dann
folgt also
'm (t) = am
1
(1  F (t))n m  
nX
j=m+1
'j (t)

n m
j  m
 jX
i=m

j  m
i m

( 1)i m 1
(1  F (t))j i :
Mit vollständiger Induktion zeigt man nun, dass für gewisse bmj mit m 2 f0; : : : ; ng und
j 2 f0; : : : ; n mg für die explizite Darstellung gilt
'm (t) =
n mX
j=0
bmj
(1  F (t))j ; b
m
j 2 R:
Mit bn0 = an ist diese Behauptung für m = n oﬀensichtlich richtig. Die Behauptung gelte
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nun für alle m > m0, wobei m0 2 f0; : : : ; n  1g. Dann folgt
'm0 (t) =
am0
(1  F (t))n m0  
nX
m=m0+1
'm (t)

n m0
m m0
 mX
i=m0

m m0
i m0

( 1)i m0
(1  F (t))m i
=
am0
(1  F (t))n m0  
nX
m=m0+1
n mX
j=0
mX
i=m0
( 1)i m0

n m0
m m0

m m0
i m0

bmj
(1  F (t))m+j i
=
am0
(1  F (t))n m0  
nX
m=m0+1
mX
i=m0
n mX
j=0
( 1)i m0

n m0
m m0

m m0
i m0

bmj
(1  F (t))m+j i
=
am0
(1  F (t))n m0  
nX
m=m0+1
mX
i=m0
n iX
j=m i
( 1)i m0

n m0
m m0

m m0
i m0

bmj (m i)
(1  F (t))j
=
am0
(1  F (t))n m0  
nX
m=m0+1
n m0X
j=m m0

n m0
m m0

bmj (m m0)
(1  F (t))j
 
nX
m=m0+1
mX
i=m0+1
n iX
j=m i
( 1)i m0

n m0
m m0

m m0
i m0

bmj (m i)
(1  F (t))j
=
am0
(1  F (t))n m0  
n m0X
j=1
m0+jX
m=m0+1

n m0
m m0

bmj (m m0)
(1  F (t))j
 
nX
i=m0+1
nX
m=i
n iX
j=m i
( 1)i m0

n m0
m m0

m m0
i m0

bmj (m i)
(1  F (t))j
=
am0
(1  F (t))n m0  
n m0X
j=1
m0+jX
m=m0+1

n m0
m m0

bmj (m m0)
(1  F (t))j
 
nX
i=m0+1
n iX
j=0
i+jX
m=i
( 1)i m0

n m0
m m0

m m0
i m0

bmj (m i)
(1  F (t))j
=
am0
(1  F (t))n m0  
n m0X
j=1
m0+jX
m=m0+1

n m0
m m0

bmj (m m0)
(1  F (t))j
 
n m0 1X
j=0
n jX
i=m0+1
i+jX
m=i
( 1)i m0

n m0
m m0

m m0
i m0

bmj (m i)
(1  F (t))j :
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Also gilt
'm0 (t) =
n m0X
j=0
bm0j
(1  F (t))j ; b
m0
j 2 R
mit
bm00 =  
nX
m=m0+1
( 1)m m0

n m0
m m0

bm0 ;
bm0n m0 = am0  
nX
m=m0+1

n m0
m m0

bmn m
und
bm0j =  
m0+jX
m=m0+1

n m0
m m0

bmm0+j m  
n jX
l=m0+1
l+jX
m=l
( 1)l m0

n m0
m m0

m m0
l  m0

bml+j m
für j 2 f1; : : : ; n m0   1g.
Mit einer weiteren vollständigen Induktion zeigt man, dass
bmj =

n m
j
 jX
i=0

j
i

( 1)j i an i; m = 0; : : : ; n; j = 0; : : : ; n m:
Oﬀensichtlich gilt die Behauptung für m = n. Sei m0 2 f0; : : : ; n  1g. Die Behauptung
gelte für alle m > m0. Nun gilt
bm00 =  
nX
m=m0+1
( 1)m m0

n m0
m m0

bm0
=  
nX
m=m0+1
( 1)m m0

n m0
m m0

an
= an
 
1 
n m0X
m=0
( 1)m

n m0
m
!
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= an:
Weiter gilt
bm0n m0 = am0  
nX
m=m0+1

n m0
m m0

bmn m
= am0  
nX
m=m0+1

n m0
m m0
 n mX
i=0

n m
i

( 1)n m i an i
= am0  
n m0 1X
i=0
an i
n iX
m=m0+1

n m0
m m0

n m
i

( 1)n m i
= am0  
n m0 1X
i=0

n m0
i

an i
n iX
m=m0+1

n m0   i
m m0

( 1)n m i
= am0  
n m0 1X
i=0

n m0
i

an i
n m0 iX
m=1

n m0   i
m

( 1)n m m0 i
= am0  
n m0 1X
i=0

n m0
i

( 1)n m0 i an i
n m0 iX
m=1

n m0   i
m

( 1)m
= am0  
n m0 1X
i=0

n m0
i

( 1)n m0 i an i
 
 1 +
n m0 iX
m=0

n m0   i
m

( 1)m
!
= am0 +
n m0 1X
i=0

n m0
i

( 1)n m0 i an i
=
n m0X
i=0

n m0
i

( 1)n m0 i an i:
Schließlich gilt für j 2 f1; : : : ; n m0   1g:
bm0j =  
m0+jX
m=m0+1

n m0
m m0

bmm0+j m  
n jX
l=m0+1
l+jX
m=l
( 1)l m0

n m0
m m0

m m0
l  m0

bml+j m
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=  
m0+jX
m=m0+1
m0+j mX
i=0

n m0
m m0

n m
m0 + j  m

m0 + j  m
i

( 1)m0+j m i an i
 
n jX
l=m0+1
l+jX
m=l
l+j mX
i=0

n m0
m m0

m m0
l  m0

n m
l + j  m

l + j  m
i

( 1)j m i m0 an i
=  
j 1X
i=0
m0+j iX
m=m0+1

n m0
m m0

n m
m0 + j  m

m0 + j  m
i

( 1)m0+j m i an i
 
n jX
l=m0+1
jX
m=0
j mX
i=0

n m0
m+ l  m0

m+ l  m0
l  m0

n m  l
j  m

j  m
i

 ( 1)j m l i m0 an i
=  
j 1X
i=0
m0+j iX
m=m0+1

n m0
m m0

n m
m0 + j  m

m0 + j  m
i

( 1)m0+j m i an i
 
jX
i=0
j iX
m=0
n jX
l=m0+1

n m0
m+ l  m0

m+ l  m0
l  m0

n m  l
j  m

j  m
i

 ( 1)j m l i m0 an i
=  
j 1X
i=0
j iX
m=1

n m0
m

n m m0
j  m

j  m
i

( 1)j m i an i
 
jX
i=0
j iX
m=0
n m0 jX
l=1

n m0
m+ l

m+ l
l

n m0  m  l
j  m

j  m
i

( 1)j m l i an i
=  
j 1X
i=0

n m0
j

j
i

an i
j iX
m=1

j   i
m

( 1)j i m
 
jX
i=0
j iX
m=0

n m0
j

j
i

j   i
m

( 1)j i m an i
n m0 jX
l=1

n m0   j
l

( 1) l
=

n m0
j
 j 1X
i=0

j
i

( 1)j i an i
+
jX
i=0

n m0
j

j
i

( 1)j i an i
j iX
m=0

j   i
m

( 1) m
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=

n m0
j
 jX
i=0

j
i

( 1)j i an i:
Also gilt
'm0 (t) =
n m0X
j=0
 
n m0
j

(1  F (t))j
jX
i=0

j
i

( 1)j i an i; ai 2 R für i 2 f0; : : : ; ng :
Sei nun X = (Xt)t2R mit Xt = ' (t; Fn (t)) ein Martingal bzgl. F = (Ft)t2R : Dann gilt
Xt =
nX
m=0
n mX
j=0
 
n m
j

(1  F (t))j
jX
i=0

j
i

( 1)j i an i1fFn(t)=mn g:
Desweiteren gilt
Xm0t =
(n m0)!nm0
n!
nY
j=n (m0 1)
j
n   Fn (t)
1  F (t)
=
n m0X
m=0
(n m0)!
n!
nY
j=n (m0 1)
j  m
1  F (t)1fFn(t)=mn g
=
n m0X
m=0
(n m0)! (n m)!
n! (n m m0)! 
1
(1  F (t))m0 1fFn(t)=mn g
=
1
(1  F (t))m0
n m0X
m=0
 
n m0
m
 
n
m
 1fFn(t)=mn g:
Damit folgt
nX
m0=0
cm0X
m0
t =
nX
m0=0
cm0
1
(1  F (t))m0
n m0X
m=0
 
n m0
m
 
n
m
 1fFn(t)=mn g
=
nX
m=0
n mX
j=0
 
n j
m

cj 
n
m

(1  F (t))j 1fFn(t)=mn g:
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Weiter gilt
n mX
j=0
 
n m
j

(1  F (t))j
jX
i=0

j
i

( 1)j i an i =
n mX
j=0
 
n j
m

cj 
n
m

(1  F (t))j 8m 2 f0; : : : ; ng
,

n m
j
 jX
i=0

j
i

( 1)j i an i =
 
n j
m

cj 
n
m
 8m 2 f0; : : : ; ng ; j 2 f0; : : : ; n mg
, cj =
 
n
m
 
n m
j
 
n j
m
 jX
i=0

j
i

( 1)j i an i 8m 2 f0; : : : ; ng ; j 2 f0; : : : ; n mg
, cj =

n
j
 jX
i=0

j
i

( 1)j i an i 8j 2 f0; : : : ; ng :
Damit folgt schließlich die Behauptung.
Dem Beweis des vorhergehenden Satzes ist sogar die konkrete Darstellung eines F-Martingals
X = (Xt)t2R mit Xt = ' (t; Fn (t)) zu entnehmen.
Korollar 3.14. Sei X = (Xt)t2R mit Xt = ' (t; Fn (t)) ein Martingal bzgl. F = (Ft)t2R.
Dann existieren a0; : : : ; an 2 R mit
am = lim
s! 1'

s;
m
n

für m = 0; : : : ; n
und es gilt
Xt =
nX
m=0

n
m
 mX
i=0

m
i

( 1)m i an iXmt ;
wobei
Xmt =
(n m)!nm
n!
nY
j=n (m 1)
j
n   Fn (t)
1  F (t) ; m 2 f0; : : : ; ng :
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3.2 Reverse Doob-Meyer-Zerlegungen für die Empirische
Verteilungsfunktion
Für spätere Anwendungen ist es hilfreich, die Empirische Verteilungsfunktion und Trans-
formationen X = (Xt)t2R der Form Xt = ' (t; Fn (t)) auch in „umgekehrter Zeit“ zu be-
trachten, also bezüglich der natürlichen reversen Filtration der Empirischen Verteilungs-
funktion G = (Gt)t2R mit Gt =  (Fn (u) : u  t). Im Folgenden soll zuerst die reverse Doob-
Meyer-Zerlegung bezüglich G der Empirischen Verteilungsfunktion selbst und anschließend
die reverse Doob-Meyer-Zerlegung bezüglich G von Transformationen der genannten Form
gefunden werden. Daraus leiten sich wiederum reverse G-Martingaltransformationen ab, der
Lösungen zum Abschluss des Abschnitts hergeleitet werden. Dabei stellt sich heraus, dass
die gefundenen reversen G-Martingaltransformationen eine vollständige Klasse bilden.
3.2.1 Reverse Doob-Meyer-Zerlegung der Empirischen
Verteilungsfunktion
Man betrachte die unabhängig und identisch verteilten Zufallsvariablen X1; : : : ; Xn, n 2 N,
mit X1  F , wobei F eine stetige Verteilungsfunktion ist. Für ein festes t 2 R mit F (t) > 0
betrachte die Zerlegung des Intervalls [t;1) mittels t = t0 <    < tK mit K 2 N. Zunächst
soll die reverse Doob-Meyer-Zerlegung der diskretisierten Empirischen Verteilungsfunktion
gefunden werden.
Satz 3.15. Sei (Fn;G) die Empirische Verteilungsfunktion mit natürlicher reverser Filtra-
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tion. Dann gilt für k = 0; : : : ;K   1
E
 
Fn (tk)j Gtk+1

= Fn (tk+1)  Fn (tk+1)
F (tk+1)
(F (tk+1)  F (tk)) :
Beweis. Die Mengen
fXi  tkg ; ftk < Xi  tk+1g ; : : : ; ftK 1 < Xi  tKg ; fXi > tKg
bilden eine Partition des Grundraumes für jedes i = 1; : : : ; n. Da X1; : : : ; Xn unabhängig
und identisch verteilt sind, ist die gemeinsame Verteilung der Zuwächse der Empirischen
Verteilungsfunktion eine Multinomialverteilung. Es gilt also
n (Fn (tk) ; Fn (tk+1)  Fn (tk) ; : : : ; Fn (tK)  Fn (tK 1) ; 1  Fn (tK))
 Mult (n; (Fn (tk) ; Fn (tk+1)  Fn (tk) ; : : : ; Fn (tK)  Fn (tK 1) ; 1  Fn (tK))) :
Damit gilt für 0  mk      mK  n
P

Fn (tl) =
ml
n
für alle l = k; : : : ;K

= P

Fn (tk) =
mk
n
; Fn (tl+1)  Fn (tl) = ml+1  ml
n
für alle l = k; : : : ;K   1

=

n
mk mk+1  mk    mK  mK 1 n mK

 F (tk)mk
K 1Y
l=k
(F (tl+1)  F (tl))ml+1 ml (1  F (tK))n mK
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und für die bedingte Verteilung
P

Fn (tk) =
mk
n
Fn (tl) = ml
n
für alle l = k + 1; : : : ;K

=
P
 
Fn (tl) =
ml
n für alle l = k; : : : ;K

P
 
Fn (tl) =
ml
n für alle l = k + 1; : : : ;K

=

mk+1
mk

F (tk)
F (tk+1)
mk 
1  F (tk)
F (tk+1)
mk+1 mk
= P

Fn (tk) =
mk
n
Fn (tk+1) = mk+1
n

:
Somit ist Fn ein reverser Markov-Prozess bzgl. seiner natürlichen reversen Filtration. Weiter
gilt schließlich
E

Fn (tk)jFn (tk+1) = mk+1
n

=
mk+1X
m=0
m
n

mk+1
m

F (tk)
F (tk+1)
m
1  F (tk)
F (tk+1)
mk+1 m
=
mk+1X
m=1
m
n

mk+1
m

F (tk)
F (tk+1)
m
1  F (tk)
F (tk+1)
mk+1 m
=
mk+1
n
 F (tk)
F (tk+1)
mk+1 1X
m=0

mk+1   1
m

F (tk)
F (tk+1)
m
1  F (tk)
F (tk+1)
mk+1 1 m
=
mk+1
n
 F (tk)
F (tk+1)
=
mk+1
n
  mk+1
n
 F (tk+1)  F (tk)
F (tk+1)
:
Man betrachte einen beliebigen Startzeitpunkt tK 2 R. Bezüglich der diskreten reversen
Filtration GK =  GKtk k2f0;:::;Kg mit GKtk =  (Fn (tl) : l  k) gilt für das reverse Innovati-
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onsmartingalMK;0 =

MK;0tk

k2f0;:::;Kg
der reversen Doob-Meyer-Zerlegung von
 
FKn ;GK

,
wobei FKn = (Fn (tk))k2f0;:::;Kg,
M0;Ktk = M
0;K
tk+1
+ Fn (tk)  E

Fn (tk)j GKtk+1

= M0;Ktk+1 + Fn (tk) 

Fn (tk+1)  Fn (tk+1)
F (tk+1)
(F (tk+1)  F (tk))

:
Setze MK;0tK := Fn (tK). Dann gilt
MK;0tk = Fn (tk) +
K 1X
j=k
Fn (tj+1)
F (tj+1)
(F (tj+1)  F (tj)) für k = 0; : : : ;K:
Für den reversen Kompensator AK;0 =

AK;0tk

k2f0;:::;Kg
gilt demzufolge
AK;0tk =  
K 1X
j=k
Fn (tj+1)
F (tj+1)
(F (tj+1)  F (tj)) für k = 0; : : : ;K:
Damit ist die diskrete Version der reversen Doob-Meyer-Zerlegung gefunden und für die
zeitstetige Version ergibt sich nach Grenzübergang:
Satz 3.16. Die Empirische Verteilungsfunktion mit ihrer natürlichen reversen Filtration
(Fn;G) besitzt das reverse Innovationsmartingal
 
M0;G und den reversen Kompensator 
A0;G, wobei M0 =  M0t t2R mit
M0t = Fn (t) +

[t;1)
Fn (u)
F (u)
F (du)
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Abbildung 3.7: Das reverse Doob-Meyer-Martingal
 
M0;G der Empirischen Verteilungs-
funktion von unabhängig und identisch auf [0; 1] gleichverteilten Zufallsva-
riablen U1; : : : ; Un, n = 10.
und A0 =
 
A0t

t2R mit
A0t =  

[t;1)
Fn (u)
F (u)
F (du) :
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3.2.2 Reverse Doob-Meyer-Zerlegung von Transformationen der
Empirischen Verteilungsfunktion
Für eine beliebige Funktion ' : R2 ! R mit ' (; x) diﬀerenzierbar für x 2 0; 1n ; : : : ; 1	
betrachte man den Prozess X = (Xt)t2R mit Xt = ' (t; Fn (t)), wobei Fn die Empirische
Verteilungsfunktion ist. Für ein festes t 2 R mit F (t) > 0 betrachte wiederum die Zerlegung
des Intervalls [t;1) mittels t = t0 <    < tK mit K 2 N.
Satz 3.17. Sei (X;G) die oben genannte Transformation der Empirischen Verteilungsfunk-
tion mit der natürlichen reversen Filtration der Empirischen Verteilungsfunktion. Dann gilt
für k = 0; : : : ;K   1
E
 
Xtk j Gtk+1

=
nX
h=0
nX
m=h
hX
j=0
1fFn(tk+1)=mn g


m
h

h
j

( 1)h j '

tk;
m  j
n

F (tk+1)  F (tk)
F (tk+1)
h
:
Beweis. Es gilt
E

Xtk jFn (tk+1) =
m
n

= E

' (tk; Fn (tk))jFn (tk+1) = m
n

=
mX
j=0

m
j

'

tk;
j
n

F (tk)
F (tk+1)
j 
1  F (tk)
F (tk+1)
m j
=
mX
j=0

m
j

'

tk;
j
n

1  F (tk+1)  F (tk)
F (tk+1)
j 
F (tk+1)  F (tk)
F (tk+1)
m j
=
mX
j=0

m
j

'

tk;
j
n

F (tk+1)  F (tk)
F (tk+1)
m j jX
h=0

j
h

 F (tk+1)  F (tk)
F (tk+1)
h
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=
mX
j=0
jX
h=0

m
j

j
h

( 1)h '

tk;
j
n

F (tk+1)  F (tk)
F (tk+1)
m j+h
=
mX
j=0
mX
h=m j

m
j

j
h m+ j

( 1)h m+j '

tk;
j
n

F (tk+1)  F (tk)
F (tk+1)
h
=
mX
h=0
mX
j=m h

m
j

j
m  h

( 1)h m+j '

tk;
j
n

F (tk+1)  F (tk)
F (tk+1)
h
:
Damit gilt nun
E
 
Xtk j Gtk+1

=
nX
m=0
1fFn(tk+1)=mn gE

Xtk jFn (tk+1) =
m
n

=
nX
m=0
1fFn(tk+1)=mn g

mX
h=0
mX
j=m h

m
j

j
m  h

( 1)h m+j '

tk;
j
n

F (tk+1)  F (tk)
F (tk+1)
h
=
nX
m=0
mX
h=0
hX
j=0
1fFn(tk+1)=mn g


m
j +m  h

j +m  h
m  h

( 1)j '

tk;
j +m  h
n

F (tk+1)  F (tk)
F (tk+1)
h
=
nX
h=0
nX
m=h
hX
j=0
1fFn(tk+1)=mn g


m
j +m  h

j +m  h
m  h

( 1)j '

tk;
j +m  h
n

F (tk+1)  F (tk)
F (tk+1)
h
=
nX
h=0
nX
m=h
hX
j=0
1fFn(tk+1)=mn g

m
h

h
j

( 1)j '

tk;
j +m  h
n

F (tk+1)  F (tk)
F (tk+1)
h
=
nX
h=0
nX
m=h
hX
j=0
1fFn(tk+1)=mn g

m
h

h
j

( 1)h j '

tk;
m  j
n

F (tk+1)  F (tk)
F (tk+1)
h
:
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Man betrachte einen beliebigen Startzeitpunkt tK 2 R. Bezüglich der diskreten reversen
Filtration GK =  GKtk k2f0;:::;Kg mit GKtk =  (Fn (tl) : l  k) gilt für das reverse Innovati-
onsmartingal MK =
 
MKtk

k2f0;:::;Kg der reversen Doob-Meyer-Zerlegung von
 
XK ;GK,
wobei XK = (Xtk)k2f0;:::;Kg,
MKtk = M
K
tk+1
+Xtk   E

Xtk j GKtk+1

= MKtk+1 + ' (tk; Fn (tk))
 
nX
h=0
nX
m=h
hX
j=0
1fFn(tk+1)=mn g

m
h

h
j

( 1)h j '

tk;
m  j
n

F (tk+1)  F (tk)
F (tk+1)
h
= MKtk+1 + ' (tk; Fn (tk))  ' (tk; Fn (tk+1))
+ 1fFn(tk+1) 1ng
 nFn (tk+1)

' (tk; Fn (tk+1))  '

tk; Fn (tk+1)  1
n

F (tk+1)  F (tk)
F (tk+1)
 
nX
h=2
nX
m=h
hX
j=0
1fFn(tk+1)=mn g

m
h

h
j

( 1)h j '

tk;
m  j
n

F (tk+1)  F (tk)
F (tk+1)
h
= MKtk+1   (' (tk; Fn (tk+1))  ' (tk; Fn (tk)))
+ nFn (tk+1)

' (tk; Fn (tk+1))  '

tk; Fn (tk+1)  1
n

F (tk+1)  F (tk)
F (tk+1)
 
nX
h=2
nX
m=h
hX
j=0
1fFn(tk+1)=mn g

m
h

h
j

( 1)h j '

tk;
m  j
n

F (tk+1)  F (tk)
F (tk+1)
h
:
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Nun ergibt sich durch Induktion
MKtk = M
K
tK  
K 1X
l=k
' (tl; Fn (tl+1))  ' (tl; Fn (tl))
+
K 1X
l=k
nFn (tl+1)

' (tl; Fn (tl+1))  '

tl; Fn (tl+1)  1
n

F (tl+1)  F (tl)
F (tl+1)
 
K 1X
l=k
nX
h=2
nX
m=h
hX
j=0
1fFn(tl+1)=mn g


m
h

h
j

( 1)h j '

tl;
m  j
n

F (tl+1)  F (tl)
F (tl+1)
h
:
Es gilt
K 1X
l=k
' (tl; Fn (tl+1))  ' (tl; Fn (tl))
=
K 1X
l=k
nX
m=0
1fFn(tl+1)=mn g (' (tl; Fn (tl+1))  ' (tl; Fn (tl)))
=
K 1X
l=k
nX
m=1
1fFn(tl+1)=mn g (' (tl; Fn (tl+1))  ' (tl; Fn (tl)))
=
K 1X
l=k
nX
m=1
m 1X
j=0
1fFn(tl)= jng1fFn(tl+1)=mn g (' (tl; Fn (tl+1))  ' (tl; Fn (tl)))
=
K 1X
l=k
nX
m=1
m 1X
j=0
1fFn(tl)= jng1fFn(tl+1)=mn g

'

tl;
m
n

  '

tl;
j
n

=
K 1X
l=k
nX
m=1
m 1X
j=0
m 1X
h=j
1fFn(tl)= jng1fFn(tl+1)=mn g

'

tl;
h+ 1
n

  '

tl;
h
n

=
K 1X
l=k
nX
m=1
m 1X
h=0
hX
j=0
1fFn(tl)= jng1fFn(tl+1)=mn g

'

tl;
h+ 1
n

  '

tl;
h
n

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=
K 1X
l=k
nX
m=1
m 1X
h=0
1fFn(tl) hng1fFn(tl+1)=mn g

'

tl;
h+ 1
n

  '

tl;
h
n

=
K 1X
l=k
n 1X
h=0
nX
m=h+1
1fFn(tl) hng1fFn(tl+1)=mn g

'

tl;
h+ 1
n

  '

tl;
h
n

=
K 1X
l=k
n 1X
h=0
1fFn(tl) hng1fFn(tl+1)> hng

'

tl;
h+ 1
n

  '

tl;
h
n

=
K 1X
l=k
nX
m=1
1ftl<Xm:ntl+1g

'

tl;
m
n

  '

tl;
m  1
n

:
Setze MKtK := XtK . Dann gilt
MKtk = XtK  
K 1X
l=k
nX
m=1
1ftl<Xm:ntl+1g

'

tl;
m
n

  '

tl;
m  1
n

+
K 1X
l=k
nFn (tl+1)

' (tl; Fn (tl+1))  '

tl; Fn (tl+1)  1
n

F (tl+1)  F (tl)
F (tl+1)
 
K 1X
l=k
nX
h=2
nX
m=h
hX
j=0
1fFn(tl+1)=mn g


m
h

h
j

( 1)h j '

tl;
m  j
n

F (tl+1)  F (tl)
F (tl+1)
h
:
Nun erhält man durch Grenzübergang wieder die zeitstetige Version. Die Zuwächse quadra-
tischer und höherer Ordnung verschwinden hierbei und das resultierende reverse Martingal
lässt sich als Integral bezüglich des reversen G-Doob-Meyer-Martingals M0 der Empirischen
Verteilungsfunktion schreiben.
Satz 3.18. Sei tK 2 R ein beliebiger Startwert. Der Prozess X = (Xt)t2( 1;tK ] mit Xt =
' (t; Fn (t)) besitzt das reverse Innovationsmartingal (M;G), wobei G = (Gt)t2R mit Gt =
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 (Fn (u) : u  t), und M = (Mt)t2( 1;tK ] mit
Mt = XtK +

[t;tK)
n

' (u; Fn (u))  '

u; Fn (u)  1
n

dFn (u)
 

[t;tK)
n

' (u; Fn (u))  '

u; Fn (u)  1
n

Fn (u)
F (u)
dF (u)
= XtK +

[t;tK)
n

' (u; Fn (u))  '

u; Fn (u)  1
n

dM0u :
Satz 3.19. Es existiere der Grenzwert
x1 := lim
s!1' (s; 1) :
Dann besitzt der Prozess X = (Xt)t2R mit Xt = ' (t; Fn (t)) das reverse Innovationsmar-
tingal (M;G), wobei G = (Gt)t2R mit Gt =  (Fn (u) : u  t), und M = (Mt)t2R mit
Mt = x1 +

[t;1)
n

' (u; Fn (u))  '

u; Fn (u)  1
n

dFn (u)
 

[t;1)
n

' (u; Fn (u))  '

u; Fn (u)  1
n

Fn (u)
F (u)
dF (u)
= x1 +

[t;1)
n

' (u; Fn (u))  '

u; Fn (u)  1
n

dM0u :
Weiterhin liefert die Doob-Meyer-Zerlegung folgenden Kompensator
AKtk = A
K
tk+1
 Xtk+1 + E
 
Xtk j Gtk 1

= AKtk+1   ' (tk+1; Fn (tk+1))
64
3 Die Empirische Verteilungsfunktion
t
X t
0 U1:n U2:n Un:n 1
0
e
●
●
●
●
●
●
●
●
●
●
t
M
t
0 U1:n U2:n Un:n 1
0
1
e
● ● ●● ●
● ●
● ●
●
Abbildung 3.8: Der Prozess X mit Xt = t exp (Fn (t)) und sein reverses Doob-Meyer-
Martingal (M;G), wobei die unterliegenden Zufallsvariablen U1; : : : ; Un,
n = 10, unabhängig und identisch gleichverteilt sind auf [0; 1].
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+
nX
h=0
nX
m=h
hX
j=0
1fFn(tk+1)=mn g

m
h

h
j

( 1)h j '

tk;
m  j
n

F (tk+1)  F (tk)
F (tk+1)
h
= AKtk+1   ' (tk+1; Fn (tk+1)) + ' (tk; Fn (tk+1))
  nFn (tk+1)

' (tk; Fn (tk+1))  '

tk; Fn (tk+1)  1
n

F (tk+1)  F (tk)
F (tk+1)
+
nX
h=2
nX
m=h
hX
j=0
1fFn(tk+1)=mn g


m
h

h
j

( 1)h j '

tk; Fn (tk+1)  j
n

F (tk+1)  F (tk)
F (tk+1)
h
:
Durch Induktion ergibt sich
AKtk =  
K 1X
l=k
(' (tl+1; Fn (tl+1))  ' (tl; Fn (tl+1)))
 
K 1X
l=k
nFn (tl+1)

' (tl; Fn (tl+1))  '

tl; Fn (tl+1)  1
n

F (tl+1)  F (tl)
F (tl+1)
+
K 1X
l=k
nX
h=2
nX
m=h
hX
j=0
1fFn(tl+1)=mn g


m
h

h
j

( 1)h j '

tl; Fn (tl+1)  j
n

F (tl+1)  F (tl)
F (tl+1)
h
:
Nach Grenzübergang ergibt sich wiederum der zeitstetige reverse Kompensator:
Satz 3.20. Der Prozess (Xt)t2R mit Xt = ' (t; Fn (t)) besitzt den reversen Kompensator
(A;G), wobei G = (Gt)t2R mit Gt =  (Fn (u) : u  t) und A = (At)t2R mit
At =  

[t;1)
@'
@F
(u; Fn (u)) + n

' (u; Fn (u))  '

u; Fn (u)  1
n

Fn (u)
F (u)
F (du) :
66
3 Die Empirische Verteilungsfunktion
Die reverse G-Doob-Meyer-Zerlegung von X liefert wiederum ein reverses Martingal, wel-
ches aus einem Startwert und einem Integral bezüglich M0 - dem reversen G-Doob-Meyer-
Martingal der Empirischen Verteilungsfunktion - besteht, und einen reversen Kompensator,
welcher als Integral bezüglich F , also einer deterministischen Funktion, geschrieben werden
kann. Daraus lässt sich eine reverse Martingaldiﬀerentialgleichung ableiten, deren Lösungen
zu reversen Martingaltransformationen führen. Dies soll im Folgenden geschehen.
3.2.3 Reverse Martingaltransformationen der Empirischen
Verteilungsfunktion
Wie zuvor ist (X;G) genau dann ein reverses Martingal, falls der Integrand im reversen
Kompensator aus Satz 3.20 verschwindet. Dies führt zu folgender reverser Martingaldiﬀe-
rentialgleichung, deren Lösungen im Anschluss hergeleitet werden.
Satz 3.21. Der Prozess X = (Xt)t2R mit Xt = ' (t; Fn (t)) ist ein reverses Martingal bzgl.
G = (Gt)t2R mit Gt =  (Fn (u) : u  t), falls für alle t 2 R und x 2

1
n ; : : : ;
n 1
n ; 1
	
gilt
@'
@F
(t; x) + n

' (t; x)  '

t; x  1
n

x
F (t)
= 0:
3.2.3.1 Aﬃne reverse Martingaltransformationen der Empirischen Verteilungsfunktion
Wie auch im vohergehenden Abschnitt sollen zunächst die aﬃnen Lösungen der reversen
Martingaldiﬀerentialgleichung aus Satz 3.21 gefunden werden, wobei aﬃn bedeutet, dass für
t 2 R die Funktion ' (t; ) aﬃn ist. Diese Lösungen führen zu folgenden aﬃnen reversen
G-Martingaltransformationen.
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Satz 3.22. Seien c0; c1 2 R. Dann ist der Prozess X = (Xt)t2R mit
Xt = c1
Fn (t)
F (t)
+ c0
ein reverses Martingal bzgl. G = (Gt)t2R mit Gt =  (Fn (u) : u  t).
Beweis. Sei
' (t; x) = a1 (F (t))x+ a0 (F (t)) :
Dann gilt
@'
@F
(t; x) =
@a1
@F
(F (t))x+
@a0
@F
(F (t))
und Xt = ' (t; Fn (t)) ist ein Martingal bzgl. G, falls

@a1
@F
(F (t)) +
a1 (F (t))
F (t)

x+
@a0
@F
(F (t)) = 0:
Nun muss also gelten
a1 (F (t)) =
c1
F (t)
und a0 (F (t)) = c0:
Also ist für c0; c1 2 R
Xt = c1
Fn (t)
F (t)
+ c0
ein reverses G-Martingal.
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Abbildung 3.9: Das reverse Martingal (X;G) mit Xt = Fn(t)t , wobei die unterliegenden Zu-
fallsvariablen U1; : : : ; Un, n = 10, unabhängig und identisch gleichverteilt
sind auf [0; 1].
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3.2.3.2 Polynomiale reverse Martingaltransformationen der Empirischen
Verteilungsfunktion
Wie auch im nicht-reversen Fall sind die aﬃnen reversen Martingaltransformationen aus Satz
3.22 ein Spezialfall aus der Klasse der polynomialen reversen G-Martingaltransformationen
der Empirischen Verteilungsfunktion. Auch hier ist mit polynomial gemeint, dass für t 2 R
die Funktion ' (t; ) ein Polynom ist. Im folgenden Satz werden Vertreter der Klasse der
polynomialen reversen G-Martingaltransformationen der Empirischen Verteilungsfunktion
vorgestellt, welche eine Basis aller polynomialen reversen G-Martingaltransformationen der
Empirischen Verteilungsfunktion der Form X = (Xt)t2R mit Xt = ' (t; Fn (t)) sind.
Satz 3.23. Sei m 2 f0; : : : ; ng. Dann ist der Prozess Xm = (Xmt )t2R mit
Xmt =
(n m)!nm
n!
m 1Y
j=0
Fn (t)  jn
F (t)
ein reverses Martingal bzgl. G = (Gt)t2R mit Gt =  (Fn (u) : u  t).
Beweis. Setze
' (t; x) =
m 1Q
j=0
 
x  jn

F (t)
m :
Dann gilt
@'
@F
(t; x) =  
m
m 1Q
j=0
 
x  jn

F (t)
m+1
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und
n

' (t; x)  '

t; x  1
n

x
F (t)
= n
0BBB@
m 1Q
j=0
 
x  jn

F (t)
m  
m 1Q
j=0
 
x  j+1n

F (t)
m
1CCCA xF (t)
=
nx
 
m 1Q
j=0
 
x  jn
  mQ
j=1
 
x  jn
!
F (t)
m+1
=
mx
m 1Q
j=1
 
x  jn

F (t)
m+1
=
m
m 1Q
j=0
 
x  jn

F (t)
m+1 :
Damit erfüllt ' die reverse Martingaldiﬀerentialgleichung aus Satz 3.21 und
Xt =
(n m)!nm
n!
' (t; Fn (t))
ist ein reverses Martingal bzgl. G.
Bemerkung 3.24. 1. Durch den Faktor (n m)!n
m
n! wird sichergestellt, dass die reversen
Martingale aus Satz 3.23 alle im Wert 1 starten.
2. Die Martingale aus Satz 3.23 sind nichtnegativ und fallen auf den Wert 0, sobald
die Empirische Verteilungsfunktion den Wert m 1n erreicht. Zur vollständigen Kennt-
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Abbildung 3.10: Das reverse Martingal (Xm;G) aus Satz 3.23 mit n = 10 und m = 4, wobei
die unterliegenden Zufallsvariablen U1; : : : ; Un unabhängig und identisch
gleichverteilt sind auf [0; 1].
nis des Martingals werden also nur die letzten n   (m  1) Ordnungsstatistiken be-
nötigt. Dadurch werden diese reversen Martingale interessant im Fall von Typ-II-
Linkszensierungen, in denen nur die letzten n   (m  1) Ordnungsstatistiken beob-
achtet werden.
3. Durch Linearkombinationen der reversen Martingale aus Satz 3.23 erhält man sämtli-
che polynomiale reverse G-Martingale, die sich aus Fn gewinnen lassen.
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3.2.3.3 Exponentielle reverse Martingaltransformationen der Empirischen
Verteilungsfunktion
Nun sollen mit einem exponentiellen Ansatz weitere reverse Martingaltransformationen ge-
funden werden. Die entsprechenden Lösungen führen zu folgenden reversen Martingalen.
Satz 3.25. Seien c1; c2 2 R. Dann ist der Prozess X = (Xt)t2R mit
Xt = c2

1 +
c1
F (t)
nFn(t)
ein reverses Martingal bzgl. G = (Gt)t2R mit Gt =  (Fn (u) : u  t).
Beweis. Setze
' (t; x) = exp (a1 (F (t))x+ a0 (F (t))) :
Dann gilt
@'
@F
(t; x) =

@a1
@F
(F (t))x+
@a0
@F
(F (t))

' (t; x)
sowie
n

' (t; x)  '

t; x  1
n

= n

' (t; x)  exp

a1 (F (t))

x  1
n

+ a0 (F (t))

= n

1  exp

 a1 (F (t))
n

' (t; x)
und Xt = ' (t; Fn (t)) ist ein reverses Martingal bzgl. G, falls
0@@a1
@F
(F (t)) + n
1  exp

 a1(F (t))n

F (t)
1Ax+ @a0
@F
(F (t)) = 0:
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Nun gilt
@a1
@F
(F (t)) + n
1  exp

 a1(F (t))n

F (t)
= 0 , @a1
@F
(F (t)) =  n
1  exp

 a1(F (t))n

F (t)
, a1 (F (t)) = n ln

1 +
c1
F (t)

sowie
@a0
@F
(F (t)) = 0 , a0 (F (t)) = c2:
Damit gilt also
' (t; x) = exp (a1 (F (t))x+ a0 (F (t)))
= exp

nx ln

1 +
c1
F (t)

+ ~c2

= c2

1 +
c1
F (t)
nx
:
Bei genauerer Betrachtung sind die in Satz 3.25 beschriebenen exponentiellen reversen Mar-
tingale wieder lediglich spezielle polynomiale reverse G-Martingale.
Satz 3.26. Sei X = (Xt)t2R ein exponentielles reverses G-Martingal mit c1; c2 2 R, d.h.
Xt = c2

1 +
c1
F (t)
nFn(t)
74
3 Die Empirische Verteilungsfunktion
t
X t
0 U1 U2 Un 1
0
c 2
1
c 2
(1
+
c 1
)n
●
●
●
●
●
●
●
●
●
●
Abbildung 3.11: Das reverse Martingal (X;G) mit Xt = c2
 
1 + c1t
nFn(t) mit c1 = 18 und
c2 =
1
2 , wobei die unterliegenden Zufallsvariablen U1; : : : ; Un, n = 10, un-
abhängig und identisch gleichverteilt sind auf [0; 1].
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und seien Xm = (Xmt )t2R, m 2 f0; : : : ; ng, polynomiale reverse G-Martingale mit
Xmt =
(n m)!nm
n!
m 1Y
j=0
Fn (t)  jn
F (t)
:
Dann gilt für alle t 2 R
Xt =
nX
m=0
amX
m
t ;
wobei
am =

n
m

cm1 c2:
Beweis. Es gilt einerseits
Xt = c2

1 +
c1
F (t)
nFn(t)
=
nFn(t)X
m=0
cm1 c2

nFn (t)
m

1
F (t)
m
und andererseits
nX
m=0
amX
m
t =
nX
m=0
am
(n m)!nm
n!
m 1Y
j=0
Fn (t)  jn
F (t)
=
nX
m=0
am
(n m)!
n!F (t)
m
m 1Y
j=0
(nFn (t)  j)
=
nX
m=0
am
(n m)! (nFn (t))!
n! (nFn (t) m)!F (t)m
=
nX
m=0
am 
n
m
nFn (t)
m

1
F (t)
m :
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Für am =
 
n
m

cm1 c2 gilt also X =
nP
m=0
amX
m.
3.2.3.4 Allgemeine reverse Martingaltransformationen der Empirischen
Verteilungsfunktion
Satz 3.26 hat gezeigt, dass sich die exponentiellen reversen G-Martingale als Linearkom-
binationen der polynomialen reversen G-Martingale darstellen lassen. Im Folgenden wird
gezeigt, dass die polynomialen reversen G-Martingale eine Basis für den Raum aller reversen
Martingale (X;G) mit X = (' (t; Fn (t)))t2R und G = (Gt)t2R mit Gt =  (Fn (u) : u  t)
bilden.
Satz 3.27. Sei X = (Xt)t2R mit Xt = ' (t; Fn (t)) ein reverses Martingal bzgl. G = (Gt)t2R.
Dann existieren c0; : : : ; cn 2 R, sodass
Xt =
nX
m=0
cmX
m
t ;
wobei
Xmt =
(n m)!nm
n!
m 1Y
j=0
Fn (t)  jn
F (t)
; m 2 f0; : : : ; ng :
Beweis. Die Empirische Verteilungsfunktion kann nur die Zustände 0; 1n ; : : : ; 1 annehmen.
Daher lässt sich jeder Prozess X mit Xt = ' (t; Fn (t)) wie folgt schreiben:
Xt =
nX
m=0
'm (t) 1fFn(t)=mn g:
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Damit X ein reverses G-Martingal ist, muss für m 2 f0; : : : ; ng gelten, dass
'm (u) = E

XtjFn (u) = m
n

=
mX
j=0
'j (t)P

Fn (t) =
j
n
Fn (u) = mn

=
mX
j=0
'j (t)

m
j

F (t)
F (u)
j 
1  F (t)
F (u)
m j
= 'm (t)

F (t)
F (u)
m
+
m 1X
j=0
'j (t)

m
j

F (t)
F (u)
j 
1  F (t)
F (u)
m j
:
bzw.
'm (u) = 'm (t)

F (t)
F (u)
m
+
m 1X
j=0
'j (t)

m
j

F (t)
F (u)
j 
F (u)  F (t)
F (u)
m j
, 'm (t) = 'm (u)

F (u)
F (t)
m
 
m 1X
j=0
'j (t)

m
j

F (u)  F (t)
F (t)
m j
, 'm (t) = 'm (u)

F (u)
F (t)
m
 
m 1X
j=0
'j (t)

m
j

F (u)
F (t)
  1
m j
, 'm (t) = 'm (u)

F (u)
F (t)
m
 
m 1X
j=0
'j (t)

m
j
m jX
i=0

m  j
i

( 1)m j i

F (u)
F (t)
i
, 'm (t) = 'm (u)

F (u)
F (t)
m
 
m 1X
j=0
'j (t)

m
j
 mX
i=j

m  j
m  i

( 1)m i

F (u)
F (t)
i j
:
Man betrachte den Startpunkt u1 = inf
u2R
fF (u) = 1g, wobei u1 =1, falls F (u) < 1 für alle
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u 2 R. Nun gilt obige Gleichung auch für u = u1, also
'm (t) = 'm (u1)

1
F (t)
m
 
m 1X
j=0
'j (t)

m
j
 mX
i=j

m  j
m  i

( 1)m i

1
F (t)
i j
bzw. falls u1 =1
'm (t) = lim
u!1'm (u)

1
F (t)
m
 
m 1X
j=0
'j (t)

m
j
 mX
i=j

m  j
m  i

( 1)m i

1
F (t)
i j
:
Setze 'm (u1) = am 2 R, falls u1 2 R, bzw. lim
u!1'm (u) = am 2 R, falls u1 =1. Dann folgt
also
'm (t) =
am
F (t)
m  
m 1X
j=0
'j (t)

m
j
 mX
i=j

m  j
m  i

( 1)m i 1
F (t)
i j :
Mit vollständiger Induktion zeigt man nun, dass für gewisse bmj mit m 2 f0; : : : ; ng und
j 2 f0; : : : ; n mg für die explizite Darstellung gilt
'm (t) =
mX
j=0
bmj
F (t)
j
; bmj 2 R:
Mit b00 = a0 ist diese Behauptung für m = 0 oﬀensichtlich richtig. Die Behauptung gelte nun
für alle m < m0, wobei m0 2 f1; : : : ; ng. Dann folgt
'm0 (t) =
am0
F (t)
m0  
m0 1X
m=0
'm (t)

m0
m
 m0X
i=m

m0  m
m0   i

( 1)m0 i 1
F (t)
i m
=
am0
F (t)
m0  
m0 1X
m=0
mX
j=0
m0X
i=m
( 1)m0 i

m0
m

m0  m
m0   i

bmj
F (t)
i m+j
=
am0
F (t)
m0  
m0 1X
m=0
m0X
i=m
mX
j=0
( 1)m0 i

m0
m

m0  m
m0   i

bmj
F (t)
i m+j
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=
am0
F (t)
m0  
m0 1X
m=0
m0X
i=m
iX
j=i m
( 1)m0 i

m0
m

m0  m
m0   i

bmj (i m)
F (t)
j
=
am0
F (t)
m0  
m0 1X
m=0
m0X
j=m0 m

m0
m

bmj (m0 m)
F (t)
j
 
m0 1X
m=0
m0 1X
i=m
iX
j=i m
( 1)m0 i

m0
m

m0  m
m0   i

bmj (i m)
F (t)
j
=
am0
F (t)
m0  
m0X
j=1
m0 1X
m=m0 j

m0
m

bmj (m0 m)
F (t)
j
 
m0 1X
i=0
iX
m=0
iX
j=i m
( 1)m0 i

m0
m

m0  m
m0   i

bmj (i m)
F (t)
j
=
am0
F (t)
m0  
m0X
j=1
m0 1X
m=m0 j

m0
m

bmj (m0 m)
F (t)
j
 
m0 1X
i=0
iX
j=0
iX
m=i j
( 1)m0 i

m0
m

m0  m
m0   i

bmj (i m)
F (t)
j
=
am0
F (t)
m0  
m0X
j=1
m0 1X
m=m0 j

m0
m

bmj (m0 m)
F (t)
j
 
m0 1X
j=0
m0 1X
i=j
iX
m=i j
( 1)m0 i

m0
m

m0  m
m0   i

bmj (i m)
F (t)
j
:
Also gilt
'm0 (t) =
m0X
j=0
bm0j
F (t)
j
; bm0j 2 R
mit
bm00 =  
m0 1X
m=0
( 1)m0 m

m0
m

bm0 ;
bm0m0 = am0  
m0 1X
m=0

m0
m

bmm
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und
bm0j =  
m0 1X
m=m0 j

m0
m

bmm (m0 j)  
m0 1X
l=j
lX
m=l j
( 1)m0 l

m0
m

m0  m
m0   l

bmm (l j)
für j 2 f1; : : : ;m0   1g.
Mit einer weiteren vollständigen Induktion zeigt man, dass
bmj =

m
j
 jX
i=0

j
i

( 1)j i ai; m = 0; : : : ; n; j = 0; : : : ;m:
Oﬀensichtlich gilt die Behauptung für m = 0. Sei m0 2 f1; : : : ; ng. Die Behautung gelte für
alle m < m0. Nun gilt
bm00 =  
m0 1X
m=0
( 1)m0 m

m0
m

bm0
=  
m0 1X
m=0
( 1)m0 m

m0
m

a0
= a0
 
1 
m0X
m=0
( 1)m0 m

m0
m
!
= a0:
Weiter gilt
bm0m0 = am0  
m0 1X
m=0

m0
m

bmm
= am0  
m0 1X
m=0

m0
m
 mX
i=0

m
i

( 1)m i ai
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= am0  
m0 1X
i=0
ai
m0 1X
m=i

m0
m

m
i

( 1)m i
= am0  
m0 1X
i=0

m0
i

ai
m0 1X
m=i

m0   i
m  i

( 1)m i
= am0  
m0 1X
i=0

m0
i

ai
m0 i 1X
m=0

m0   i
m

( 1)m
= am0 +
m0 1X
i=0

m0
i

( 1)m0 i ai
=
m0X
i=0

m0
i

( 1)m0 i ai:
Schließlich gilt für j 2 f1; : : : ;m0   1g:
bm0j =  
m0 1X
m=m0 j

m0
m

bmm (m0 j)  
m0 1X
l=j
lX
m=l j
( 1)m0 l

m0
m

m0  m
m0   l

bmm (l j)
=  
m0 1X
m=m0 j
m (m0 j)X
i=0

m0
m

m
m  (m0   j)

m  (m0   j)
i

( 1)m (m0 j) i ai
 
m0 1X
l=j
lX
m=l j
m (l j)X
i=0

m0
m

m0  m
m0   l

m
m  (l   j)

m  (l   j)
i

( 1)j+m i+m0 ai
=  
j 1X
i=0
m0 1X
m=m0 (j i)

m0
m

m
m  (m0   j)

m  (m0   j)
i

( 1)m (m0 j) i ai
 
m0 1X
l=j
lX
m=l j
m (l j)X
i=0

m0
l

l
m

m
i

m  i
l   j

( 1)j+m i+m0 ai
=  
j 1X
i=0
m0 1X
m=m0 (j i)

m0
j

j
i

j   i
m0  m

( 1)m (m0 j) i ai
 
jX
i=0
j iX
m=0
m0 1X
l=j

m0
i

m0   i
m0   j +m

m0   j +m
m

m0   j
l   j

( 1)j+l m i+m0 ai
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=  
j 1X
i=0

m0
j

j
i

ai
j i 1X
m=0

j   i
m

( 1)m
 
jX
i=0
j iX
m=0
( 1)m0 m i

m0
i

m0   i
m0   j +m

m0   j +m
m

ai
m0 j 1X
l=0

m0   j
l

( 1)l
=
j 1X
i=0

m0
j

j
i

( 1)j i ai
+
jX
i=0
j iX
m=0
( 1)j m i

m0
i

m0   i
m0   j +m

m0   j +m
m

ai
=

m0
j
 j 1X
i=0

j
i

( 1)j i ai +
jX
i=0

m0
j

j
i

ai
j iX
m=0

j   i
m

( 1)j i m
=

m0
j
 jX
i=0

j
i

( 1)j i ai:
Also gilt
'm0 (t) =
m0X
j=0
 
m0
j

F (t)
j
jX
i=0

j
i

( 1)j i ai; ai 2 R für i 2 f0; : : : ; ng :
Sei nun X = (Xt)t2R mit Xt = ' (t; Fn (t)) ein reverses Martingal bzgl. G = (Gt)t2R : Dann
gilt
Xt =
nX
m=0
mX
j=0
 
m
j

F (t)
j
jX
i=0

j
i

( 1)j i ai1fFn(t)=mn g:
Desweiteren gilt
Xm0t =
(n m0)!nm0
n!
m0 1Y
j=0
Fn (t)  jn
F (t)
=
nX
m=m0
(n m0)!
n!
m0 1Y
j=0
m  j
F (t)
1fFn(t)=mn g
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=
nX
m=m0
(n m0)!m!
n! (m m0)! 
1
F (t)
m0 1fFn(t)=mn g
=
1
F (t)
m0
nX
m=m0
 
n m0
n m
 
n
m
 1fFn(t)=mn g:
Damit folgt
nX
m0=0
cm0X
m0
t =
nX
m0=0
cm0
1
F (t)
m0
nX
m=m0
 
n m0
n m
 
n
m
 1fFn(t)=mn g
=
nX
m=0
mX
j=0
 
n j
n m

cj 
n
m

F (t)
j
1fFn(t)=mn g:
Weiter gilt
mX
j=0
 
m
j

F (t)
j
jX
i=0

j
i

( 1)j i ai =
mX
j=0
 
n j
n m

cj 
n
m

F (t)
j
8m 2 f0; : : : ; ng
,

m
j
 jX
i=0

j
i

( 1)j i ai =
 
n j
n m

cj 
n
m
 8m 2 f0; : : : ; ng ; j 2 f0; : : : ;mg
, cj =
 
n
m
 
m
j
 
n j
n m
 jX
i=0

j
i

( 1)j i ai 8m 2 f0; : : : ; ng ; j 2 f0; : : : ;mg
, cj =
 
n
m
 
m
j
 
n j
n m
 jX
i=0

j
i

( 1)j i ai 8m 2 f0; : : : ; ng ; j 2 f0; : : : ;mg
, cj =

n
j
 jX
i=0

j
i

( 1)j i an i 8j 2 f0; : : : ; ng :
Damit folgt schließlich die Behauptung.
Dem Beweis des vorhergehenden Satzes ist wiederum die konkrete Darstellung eines reversen
84
3 Die Empirische Verteilungsfunktion
G-Martingals X = (Xt)t2R mit Xt = ' (t; Fn (t)) zu entnehmen.
Korollar 3.28. Sei X = (Xt)t2R mit Xt = ' (t; Fn (t)) ein reverses Martingal bzgl. G =
(Gt)t2R. Dann existieren a0; : : : ; an 2 R mit
am = lim
u!1'

u;
m
n

für m = 0; : : : ; n
und es gilt
Xt =
nX
m=0

n
m
 mX
i=0

m
i

( 1)m i an iXmt ;
wobei
Xmt =
(n m)!nm
n!
m 1Y
j=0
Fn (t)  jn
F (t)
; m 2 f0; : : : ; ng :
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4 Überschreitungswahrscheinlichkeiten
Für die Anwendung in statistischen Tests ist es von Interesse, mit welcher Wahrscheinlichkeit
die Empirische Verteilungsfunktion und gewisse Transformationen der Empirischen Vertei-
lungsfunktion bestimmte Schranken überschreiten. Derartige Überschreitungswahrschein-
lichkeiten lassen sich für Martingale mittels Stopptechniken berechnen. Die Martingale bzw.
reversen Martingale, die in Kapitel 3 hergeleitet wurden, sollen als Grundlage für die Berech-
nung solcher Überschreitungswahrscheinlichkeiten dienen. Als Ausgangspunkt dieses Kapi-
tels fungiert ein klassisches Resultat einer Überschreitungswahrscheinlichkeit, welches auf
Daniels [4] zurückgeht. Hier wird es nun unter Zuhilfenahme von Stopptechniken bewiesen.
Die eingesetzten Methoden werden anschließend für die Berechnung weiterer Überschrei-
tungswahrscheinlichkeiten eingesetzt. Dabei werden zunächst Überschreitungswahrschein-
lichkeiten gewisser Transformationen der Empirischen Verteilungsfunktion berechnet und
davon schließlich Überschreitungswahrscheinlichkeiten der Empirischen Verteilungsfunktion
selbst bezüglich verschiedener Schranken abgeleitet.
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4.1 Aﬃne Schranken
Das folgende klassische Resultat geht auf Daniels [4] zurück. Hier wird es mittels des reversen
Martingals aus Satz 3.22 unter Zuhilfenahme von Stopptechniken bewiesen.
Satz 4.1. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und identisch
verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F gilt für c > 1
P (Fn (t) > cF (t) für ein t 2 R) = c 1:
Beweis. Sei
 
Fn (t)

t2R die (uniforme) Empirische Verteilungsfunktion der Zufallsvariablen
F (X1) ; : : : ; F (Xn). Dann gilt
fFn (t) > cF (t) für ein t 2 Rg =

Fn (t) > ct für ein t 2 [0; 1]
	
:
Die Ungleichung ist f.s. niemals erfüllt für t = 0 und t = 1, daher gilt

Fn (t) > ct für ein t 2 [0; 1]
	
=

Fn (t) > ct für ein t 2 (0; 1)
	
:
Da (F (X1) ; : : : ; F (Xn)) absolutstetig verteilt ist auf (0; 1), gilt weiter

Fn (t) > ct für ein t 2 (0; 1)
	 L
=

Fn (t)  ct für ein t 2 (0; 1)
	
Schließlich gilt

Fn (t)  ct für ein t 2 (0; 1)
	
=
(
sup
t2(0;1)
Fn (t)
t
 c
)
:
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Nun ist der Prozess X = (Xt)t2(0;1) mit Xt =
Fn(t)
t ein reverses Martingal bzgl. G =
(Gt)t2(0;1) mit Gt = 
 
Fn (u) : u  t

. Man betrachte die reverse Stoppzeit
 = sup ft 2 (0; 1) : Xt  cg ;
wobei  = 0, falls Xt < c für alle t 2 (0; 1). Hier gilt(
sup
t2(0;1)
Fn (t)
t
 c
)
= f > 0g :
Auch der gestoppte Prozess (Xt_ )t2(0;1) ist ein reverses Martingal bzgl. G und es gilt
E (Xt_ ) = E (X1_ ) = X1 = 1:
Da X_ stückweise stetig ist und lediglich Sprünge nach oben hat, gilt
0  Xt_  c
und auf f > 0g
Xt_
t!0 ! X und X = c:
Unter Verwendung des Konvergenzsatzes von Lebesgue gilt nun
cP ( > 0) =

f>0g
c dP
=

f>0g
X dP
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=

f>0g
lim
t!0
Xt_ dP
= lim
t!0

f>0g
Xt_ dP
= lim
t!0
0B@1  
f=0g
Xt_ dP
1CA
= 1  lim
t!0

f=0g
Xt_ dP
= 1 

f=0g
lim
t!0
Xt_ dP
= 1 

f=0g
lim
t!0
Xt dP:
Nun gilt F (X1:n) > 0 f.s. und damit lim
t!0
Xt = 0 f.s. Daraus folgt also
P ( > 0) = c 1:
Eine ähnliche Aussage lässt sich mittels des Martingals aus Satz 3.8 beweisen.
Satz 4.2. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und identisch
verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F gilt für c > 1
P (Fn (t) < 1  c (1  F (t)) für ein t 2 R) = c 1:
Beweis. Sei
 
Fn (t)

t2R die (uniforme) Empirische Verteilungsfunktion der Zufallsvariablen
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Abbildung 4.1: Die Empirische Verteilungsfunktion Fn der unabhängig und identisch auf
[0; 1] gleichverteilten Zufallsvariablen U1; : : : ; Un, n = 10, und die aﬃne
Schranke ct mit c = 32 , welche mit Wahrscheinlichkeit c
 1 an mindestens
einer Stelle überschritten wird.
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F (X1) ; : : : ; F (Xn). Dann gilt analog zum Beweis von Satz 4.1

1  Fn (t)  c (1  t) für ein t 2 (0; 1)
	
=
(
sup
t2(0;1)
1  Fn (t)
1  t  c
)
:
Der Prozess X = (Xt)t2(0;1) mit Xt =
1  Fn(t)
1 t ist ein Martingal bzgl. F = (Ft)t2(0;1) mit
Ft = 
 
Fn (s) : s  t

. Man betrachte die Stoppzeit
 = inf ft 2 (0; 1) : Xt  cg ;
wobei  = 1, falls Xt < c für alle t 2 (0; 1). Hier gilt(
sup
t2(0;1)
1  Fn (t)
1  t  c
)
= f < 1g :
Auch der gestoppte Prozess (Xt^ )t2(0;1) ist ein Martingal bzgl. F und es gilt
E (Xt^ ) = E (X0^ ) = X0 = 1:
Da X^ stückweise stetig ist und lediglich Sprünge nach unten hat, gilt
0  Xt^  c
und auf f < 1g
Xt^
t!1 ! X und X = c:
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Unter Verwendung des Konvergenzsatzes von Lebesgue gilt nun
cP ( < 1) =

f<1g
c dP
=

f<1g
X dP
=

f<1g
lim
t!1
Xt^ dP
= lim
t!1

f<1g
Xt^ dP
= lim
t!1
0B@1  
f=1g
Xt^ dP
1CA
= 1  lim
t!1

f=1g
Xt^ dP
= 1 

f=1g
lim
t!1
Xt^ dP
= 1 

f=1g
lim
t!1
Xt dP:
Es gilt F (Xn:n) < 1 f.s. und damit lim
t!1
Xt = 0 f.s. Daraus folgt also
P ( < 1) = c 1:
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Abbildung 4.2: Die Empirische Verteilungsfunktion Fn der unabhängig und identisch auf
[0; 1] gleichverteilten Zufallsvariablen U1; : : : ; Un, n = 10, und die aﬃne
Schranke 1   c (1  t) mit c = 32 , welche mit Wahrscheinlichkeit c 1 an
mindestens einer Stelle unterschritten wird.
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4.2 Polynomiale Schranken
Mittels der reversen Martingale aus Satz 3.23 und der Martingale aus Satz 3.9 lassen sich
die Ergebnisse aus Satz 4.1 und Satz 4.2 verallgemeinern.
Satz 4.3. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und identisch
verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F gilt für c > 1 und
m 2 f1; : : : ; ng
P
0@ (n m)!nm
n!
m 1Y
j=0

Fn (t)  j
n

> cF (t)
m für ein t 2 R
1A = c 1:
Beweis. Sei
 
Fn (t)

t2R die (uniforme) Empirische Verteilungsfunktion der Zufallsvariablen
F (X1) ; : : : ; F (Xn). Dann gilt analog zum Beweis von Satz 4.1
8<: (n m)!nmn!
m 1Y
j=0

Fn (t)  j
n

 ctm für ein t 2 (0; 1)
9=; =
(
sup
t2(0;1)
Xmt  c
)
;
wobei Xm =
 
Xmt

t2(0;1) mit
Xmt =
(n m)!nm
n!
m 1Q
j=0
Fn(t)  jn
t ein reverses Martingal bzgl.
G = (Gt)t2(0;1) mit Gt = 
 
Fn (u) : u  t

ist. Man betrachte die reverse Stoppzeit
 = sup

t 2 (0; 1) : Xmt  c
	
;
wobei  = 0, falls Xmt < c für alle t 2 (0; 1). Hier gilt(
sup
t2(0;1)
Xmt  c
)
= f > 0g :
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Auch der gestoppte Prozess
 
Xmt_

t2(0;1) ist ein reverses Martingal bzgl. G und es gilt
E
 
Xmt_

= E
 
Xm1_

= Xm1 = 1:
Da Xm_ stückweise stetig ist und lediglich Sprünge nach oben hat, gilt
0  Xmt_  c
und auf f > 0g
Xmt_
t!0 ! Xm und Xm = c:
Unter Verwendung des Konvergenzsatzes von Lebesgue gilt nun
cP ( > 0) =

f>0g
c dP
=

f>0g
Xm dP
=

f>0g
lim
t!0
Xmt_ dP
= lim
t!0

f>0g
Xmt_ dP
= lim
t!0
0B@1  
f=0g
Xmt_ dP
1CA
= 1  lim
t!0

f=0g
Xmt_ dP
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= 1 

f=0g
lim
t!0
Xmt_ dP
= 1 

f=0g
lim
t!0
Xmt dP:
Nun gilt F (Xm:n) > 0 f.s. und damit lim
t!0
Xmt = 0 f.s. Daraus folgt also
P ( > 0) = c 1:
Satz 4.4. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und identisch
verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F gilt für c > 1 und
m 2 f1; : : : ; ng
P
0@ (n m)!nm
n!
nY
j=n (m 1)

j
n
  Fn (t)

> c (1  F (t))m für ein t 2 R
1A = c 1:
Beweis. Sei
 
Fn (t)

t2R die (uniforme) Empirische Verteilungsfunktion der Zufallsvariablen
F (X1) ; : : : ; F (Xn). Dann gilt analog zum Beweis von Satz 4.1
8<: (n m)!nmn!
nY
j=n (m 1)

j
n
  Fn (t)

> c (1  F (t))m für ein t 2 (0; 1)
9=;
=
(
sup
t2(0;1)
Xmt  c
)
:
wobei Xm =
 
Xmt

t2(0;1) mit
Xmt =
(n m)!nm
n!
nQ
j=n (m 1)
j
n  Fn(t)
1 t ein Martingal bzgl. F =
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Abbildung 4.3: Der Prozess Hmn mit Hmn (t) =
(n m)!nm
n!
Qm 1
j=0
 
Fn (t)  jn

, n = 10 und
m = 4, wobei die unterliegenden Zufallsvariablen U1; : : : ; Un unabhängig
und identisch gleichverteilt sind auf [0; 1] und die Schranke ctm mit c = 32 ,
welche mit Wahrscheinlichkeit c 1 an mindestens einer Stelle überschritten
wird.
98
4 Überschreitungswahrscheinlichkeiten
(Ft)t2(0;1) mit Ft = 
 
Fn (s) : s  t

ist. Man betrachte die Stoppzeit
 = inf

t 2 (0; 1) : Xmt  c
	
;
wobei  = 1, falls Xmt < c für alle t 2 (0; 1). Hier gilt(
sup
t2(0;1)
Xmt  c
)
= f < 1g :
Auch der gestoppte Prozess (Xt^ )t2(0;1) ist ein Martingal bzgl. F und es gilt
E
 
Xmt^

= E
 
Xm0^

= Xm0 = 1:
Da Xm^ stückweise stetig ist und lediglich Sprünge nach unten hat, gilt
0  Xmt^  c
und auf f < 1g
Xmt^
t!1 ! Xm und Xm = c:
Unter Verwendung des Konvergenzsatzes von Lebesgue gilt nun
cP ( < 1) =

f<1g
c dP
=

f<1g
Xm dP
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=

f<1g
lim
t!1
Xmt^ dP
= lim
t!1

f<1g
Xmt^ dP
= lim
t!1
0B@1  
f=1g
Xmt^ dP
1CA
= 1  lim
t!1

f=1g
Xmt^ dP
= 1 

f=1g
lim
t!1
Xmt^ dP
= 1 

f=1g
lim
t!1
Xmt dP:
Es gilt F
 
X(n m+1):n

< 1 f.s. und damit lim
t!1
Xmt = 0 f.s. Daraus folgt also
P ( < 1) = c 1:
4.3 Überschreitungswahrscheinlichkeiten für die
Empirische Verteilungsfunktion
Satz 4.1 zeigt die Überschreitungswahrscheinlichkeit der Empirischen Verteilungsfunktion
bezüglich einer aﬃnen Schranke auf. Durch Abwandlung der Überschreitungswahrschein-
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Abbildung 4.4: Der Prozess ~Hmn mit ~Hmn (t) =
(n m)!nm
n!
nQ
j=n (m 1)
 
j
n   Fn (t)

, n = 10 und
m = 4, wobei die unterliegenden Zufallsvariablen U1; : : : ; Un unabhängig und
identisch gleichverteilt sind auf [0; 1] und die Schranke c (1  t)m mit c = 32 ,
welche mit Wahrscheinlichkeit c 1 an mindestens einer Stelle überschritten
wird.
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lichkeiten aus Satz 4.3 lassen sich alternative Schranken mit der gleichen Überschreitungs-
wahrscheinlichkeit finden.
Korollar 4.5. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und iden-
tisch verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F gilt für c > 1
P
0@Fn (t) > 1 +
q
4 (n  1)ncF (t)2 + 1
2n
für ein t 2 R
1A = c 1:
Beweis. Nach Satz 4.3 gilt
P

n
n  1Fn (t)

Fn (t)  1
n

> cF (t)
2 für ein t 2 R

= c 1:
Für x 2 0; 1n ; : : : ; 1	 gilt jedoch
n
n  1x

x  1
n

> cF (t)
2 , x >
1 +
q
4 (n  1)ncF (t)2 + 1
2n
:
Korollar 4.6. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und iden-
tisch verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F gilt für c > 1
P (Fn (t) > f0 (F (t)) für ein t 2 R) = c 1;
wobei
f0 (t) = f1 (t)  1h
0; 3
q
2(n 3)!
3
p
3n!c
i (t) + f2 (t)  1 3q 2(n 3)!
3
p
3n!c
;1
i (t)
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Abbildung 4.5: Die Empirische Verteilungsfunktion Fn der unabhängig und identisch auf
[0; 1] gleichverteilten Zufallsvariablen U1; : : : ; Un, n = 10, und die Schranke
1+
p
4(n 1)nct2+1
2n mit c =
3
2 , welche mit Wahrscheinlichkeit c
 1 an mindes-
tens einer Stelle überschritten wird.
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mit
f1 (t) =
1
n
0@1 + 2p
3
cos
0@arccos

3
p
3n!ct3
2(n 3)!

3
1A1A
und
f2 (t) =
1
n
+
1
n
3
vuuut3p3 n!(n 3)!ct3 +
r
27

n!
(n 3)!
2
c2t6   4
6
p
3
+
1
n
3
vuuut3p3 n!(n 3)!ct3  
r
27

n!
(n 3)!
2
c2t6   4
6
p
3
:
Beweis. Nach Satz 4.3 gilt
P

n2
(n  2) (n  1)Fn (t)

Fn (t)  1
n

Fn (t)  2
n

> cF (t)
3 für ein t 2 R

= c 1:
Für festes t 2 R betrachte die Funktion g : R! R mit
g (x) = x

x  1
n

x  2
n

  (n  2) (n  1) cF (t)
3
n2
:
Hierbei handelt es sich um ein Polynom dritten Grades, welches mindestens eine und maxi-
mal drei reelle Nullstellen besitzt. Für die ersten beiden Ableitungen gilt
g0 (x) = 3

x  1
n
2
  1
n2
bzw.
g00 (x) = 6x  6
n
:
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Nun gilt also
g0 (x) = 0 , x = 1
n

1  1p
3

_ x = 1
n

1 +
1p
3

und
g00

1
n

1  1p
3

< 0 bzw. g00

1
n

1 +
1p
3

> 0:
Also hat g ein lokales Maximum in 1n

1  1p
3

, wobei
g

1
n

1  1p
3

=
2
p
3
9n3
  (n  2) (n  1) cF (t)
3
n2
:
Damit hat g drei Nullstellen, falls
F (t) < 3
s
2 (n  3)!
3
p
3n!c
;
genau zwei Nullstellen, falls
F (t) = 3
s
2 (n  3)!
3
p
3n!c
und genau eine Nullstelle, falls
F (t) > 3
s
2 (n  3)!
3
p
3n!c
:
Man betrachte zunächst den Fall F (t) = 0. Hierbei hat g oﬀensichtlich die drei Nullstellen
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0, 1n und
2
n . Damit gilt
g (x) > 0 , x 2

0;
1
n

[

2
n
;1

:
Für x 2 0; 1n ; : : : ; 1	 gilt hier also
g (x) > 0 , x > 2
n
:
Falls F (t) 2

0; 3
q
2(n 3)!
3
p
3n!c

liegen die beiden kleineren Nullstellen im Intervall
 
0; 1n

. Be-
zeichne x0 die größte Nullstelle, dann gilt also für x 2

0; 1n ; : : : ; 1
	
g (x) > 0 , x > x0:
Um für den Fall F (t) 2

0; 3
q
2(n 3)!
3
p
3n!c

die Nullstellen zu berechnen, betrachte g in der Form
g (x) = x3   3
n
x2 +
2
n2
x  (n  2) (n  1) cF (t)
3
n2
:
Um den quadratischen Term zu eliminieren, betrache die Funktion g1 : R! R mit g1 (x) =
g
 
x+ 1n

. Damit gilt nun
g1 (x) = x
3   1
n2
x  (n  2) (n  1) cF (t)
3
n2
:
Nun betrachte g2 : [0;1)  [0; 2) ! R mit g2 (r; ) = g1 (r cos ()). Mit Hilfe des Additi-
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onstheorems lässt sich zeigen, dass
cos (3) = 4 cos3 ()  3 cos () :
Damit folgt
g2 (r; ) =
r3 cos (3)
4
+

3r2
4
  1
n2

r cos ()  (n  2) (n  1) cF (t)
3
n2
und für r = 2p
3n
g2

2p
3n
; 

=
2 cos (3)
3
p
3n3
  (n  2) (n  1) cF (t)
3
n2
:
Es gilt
g2

2p
3n
; 

= 0 , cos () 2
8<:cos
0@arccos

3
p
3n!cF (t)3
2(n 3)!

3
+
2k
3

1A : k 2 f0; 1; 2g
9=; ;
wobei
cos
0@arccos

3
p
3n!cF (t)3
2(n 3)!

3
1A 2  p3
2
; 1
!
;
cos
0@arccos

3
p
3n!cF (t)3
2(n 3)!

3
+
2
3

1A 2   p3
2
; 1
2
!
und
cos
0@arccos

3
p
3n!cF (t)3
2(n 3)!

3
+
4
3

1A 2  1
2
; 0

:
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Daher gilt
x0 =
1
n
0@1 + 2p
3
cos
0@arccos

3
p
3n!cF (t)3
2(n 3)!

3
1A1A :
Im Fall F (t) = 3
q
2(n 3)!
3
p
3n!c
fallen die beiden kleineren Nullstellen zusammen und für die
größere Nullstelle gilt
x0 =
1
n

1 +
2p
3

:
Falls F (t) 2

3
q
2(n 3)!
3
p
3n!c
; 1
i
, hat g genau eine Nullstelle. Man betrachte wiederum g1 und
setze g3 : R2 ! R mit g3 (u; v) = g1 (u+ v). Dann gilt
g3 (u; v) =

3uv   1
n2

(u+ v) + u3 + v3   (n  2) (n  1) cF (t)
3
n2
:
Falls
3uv   1
n2
= 0 und u3 + v3   (n  2) (n  1) cF (t)
3
n2
= 0;
gilt also g3 (u; v) = 0. Nun gilt
3uv   1
n2
= 0 , v3 = 1
27n6u3
und damit
u3 +
1
27n6u3
  (n  2) (n  1) cF (t)
3
n2
= 0 , u6   (n  2) (n  1) cF (t)
3
n2
u3 +
1
27n6
= 0
,
 
u3   (n  2) (n  1) cF (t)
3
2n2
!2
=
27 (n  2)2 (n  1)2 n2c2F (t)6   4
108n6
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, u3 2
8>><>>:
(n  2) (n  1) cF (t)3
2n2
+ s
r
27

n!
(n 3)!
2
c2F (t)
6   4
6
p
3n3
: s 2 f 1; 1g
9>>=>>; :
Wähle
u =
3
vuut3p3n!cF (t)3 +q27 (n!)2 c2F (t)6   4 ((n  3)!)2
6
p
3n3 (n  3)! ;
dann gilt
v =
3
vuut3p3n!cF (t)3  q27 (n!)2 c2F (t)6   4 ((n  3)!)2
6
p
3n3 (n  3)!
und somit ist
x0 =
1
n
+
1
n
3
vuut3p3n!cF (t)3 +q27 (n!)2 c2F (t)6   4 ((n  3)!)2
6
p
3 (n  3)!
+
1
n
3
vuut3p3n!cF (t)3  q27 (n!)2 c2F (t)6   4 ((n  3)!)2
6
p
3 (n  3)!
die Nullstelle von g.
Korollar 4.7. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und iden-
tisch verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F gilt für c > 1
P
0BB@Fn (t) > 3 +
r
5 + 4
q
n!
(n 4)!cF (t)
4
+ 1
2n
für ein t 2 R
1CCA = c 1:
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Abbildung 4.6: Die Empirische Verteilungsfunktion Fn der unabhängig und identisch auf
[0; 1] gleichverteilten Zufallsvariablen U1; : : : ; Un, n = 10, und die Schranke
f0 (t) aus Korollar 4.6 mit c = 32 , welche mit Wahrscheinlichkeit c
 1 an
mindestens einer Stelle überschritten wird.
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Beweis. Nach Satz 4.3 gilt
P

(n  4)!n4
n!
Fn (t)

Fn (t)  1
n

Fn (t)  2
n

Fn (t)  3
n

> cF (t)
4 für ein t 2 R

= c 1:
Man betrachte die Funktion
g (x) = x

x  1
n

x  2
n

x  3
n

  n!cF (t)
4
(n  4)!n4 :
Hierbei handelt es sich um ein Polynom vierten Grades, welches maximal vier reelle Null-
stellen besitzt. Für die ersten beiden Ableitungen gilt
g0 (x) = 4x3   18
n
x2 +
22
n2
x  6
n3
bzw.
g00 (x) = 12x2   36
n
x+
22
n2
:
Um die Nullstellen der ersten Ableitung zu erhalten betrachte h1 : R ! R mit h1 (x) =
g0(x+ 32n )
4 . Hierbei gilt
h1 (x) = x
3 +
49
4n2
x
und es ergibt sich
g0 (x) = 4
 
x  3 
p
5
2n
!
x  3
2n
 
x  3 +
p
5
2n
!
:
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Damit gilt also
g0 (x) = 0 , x = 3 
p
5
2n
_ x = 3
2n
_ x = 3 +
p
5
2n
und
g00
 
3 p5
2n
!
=
10
n2
> 0; g00

3
2n

=   5
n2
< 0 bzw. g00
 
3 +
p
5
2n
!
=
10
n2
> 0:
Also hat g ein lokales Minimum in 3 
p
5
2n , wobei
g
 
3 p5
2n
!
=  n!cF (t)
4
+ (n  4)!
(n  4)!n4 < 0;
ein lokales Maximum in 32n , wobei
g

3
2n

=
9
16n4
  n!cF (t)
4
(n  4)!n4
und ein lokales Minimum in 3+
p
5
2n , wobei
g
 
3 +
p
5
2n
!
=  n!cF (t)
4
+ (n  4)!
(n  4)!n4 < 0:
Damit hat g vier Nullstellen, falls
F (t) <
4
r
9 (n  4)!
16n!c
;
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genau drei Nullstellen, falls
F (t) =
4
r
9 (n  4)!
16n!c
und genau zwei Nullstellen, falls
F (t) >
4
r
9 (n  4)!
16n!c
:
Man betrachte zunächst den Fall F (t) = 0. Hierbei hat g oﬀensichtlich die vier Nullstellen
0, 1n ,
2
n und
3
n . Damit gilt
g (x) > 0 , x 2

1
n
;
2
n

[

3
n
;1

:
Für x 2 0; 1n ; : : : ; 1	 gilt hier also
g (x) > 0 , x > 3
n
:
Falls F (t) 2

0; 4
q
9(n 4)!
16n!c

, ist die kleinste Nullstelle negativ und die beiden mittleren
Nullstellen liegen im Intervall im Intervall
 
1
n ;
2
n

. Bezeichne x0 die größte Nullstelle, dann
gilt also für x 2 0; 1n ; : : : ; 1	
g (x) > 0 , x > x0:
Im Fall F (t) = 4
q
9(n 4)!
16n!c fallen die beiden mittleren Nullstellen zusammen und im Fall
F (t) 2

4
q
9(n 4)!
16n!c ; 1

gibt es nur die negative kleinere Nullstelle und die größere Nullstelle
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x0. Es gilt
g (x) = x

x  1
n

x  2
n

x  3
n

  n!cF (t)
4
(n  4)!n4
= x4   6
n
x3 +
11
n2
x2   6
n3
x  n!cF (t)
4
(n  4)!n4
=

x2   3
n
x+
1
n2
2
  1
n4
  n!cF (t)
4
(n  4)!n4
=
 
x  3
2n
2
  5
4n2
!2
  n!cF (t)
4
+ (n  4)!
(n  4)!n4 :
Damit ergibt sich
x0 =
3 +
r
5 + 4
q
n!
(n 4)!cF (t)
4
+ 1
2n
:
Bemerkung 4.8. Da es im Allgemeinen nicht möglich ist, die Wurzeln von Polynomen
fünften Grades oder höher durch Radikale darzustellen, können die Ereignisse aus Satz 4.3
im Fall m  5 nicht nach Fn umgestellt werden. Wie in den vorherigen Korollaren ist aber
auch in diesen Fällen die größte Nullstelle ausschlaggebend. Mit numerischen Methoden
können damit die entsprechenden Kurven angenähert werden.
Bemerkung 4.9. Für die Schranke cF aus dem klassischen Resultat von Daniels [4] gilt
cF (t)  1 8t 2 F 1  c 1 ;1 :
Da Fn (t)  1 für alle t 2 R gilt, kann die Empirische Verteilungsfunktion die Schranke für
„große“ t nicht überschreiten. Der Fokus liegt also mehr auf den kleineren Zeitpunkten. Für
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Abbildung 4.7: Die Empirische Verteilungsfunktion Fn der unabhängig und identisch auf
[0; 1] gleichverteilten Zufallsvariablen U1; : : : ; Un, n = 10, und die Schran-
ke
3+
r
5+4
q
n!
(n 4)! ct
4+1
2n mit c =
3
2 , welche mit Wahrscheinlichkeit c
 1 an
mindestens einer Stelle überschritten wird.
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Abbildung 4.8: Zehn verschiedene Schranken, die von der Empirischen Verteilungsfunktion,
welcher unabhängig und identisch auf [0; 1] gleichverteilte Zufallsvariablen
U1; : : : ; U10 zugrundeliegen, jeweils mit der Wahrscheinlichkeit c 1, c = 32 ,
an mindestens einer Stelle überschritten werden.
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die Schranke aus Korollar 4.5 gilt
1 +
q
4 (n  1)ncF (t)2 + 1
2n
 1 8t 2
h
F 1

c 
1
2

;1

:
Hier ist es also möglich, dass Fn die Schranke nach dem Zeitpunkt F 1
 
c 1

überschreitet,
jedoch nicht nach dem Zeitpunkt F 1

c 
1
2

. Da die Schranke allerdings im Wert 1n startet,
kann sie erst mit dem zweiten Sprung der Empirischen Verteilungsfunktion überschritten
werden. Abbildung 4.8 macht deutlich, dass sich diese „Verschiebung des Überschreitungs-
zeitpunktes“ für wachsendes m fortsetzt, wobei m  n den Index des der Schranke zugrun-
deliegenden reversen Martingals aus Satz 4.3 bezeichnet. Die jeweilige Schranke startet in
m 1
n und erreicht den Wert 1 zum Zeitpunkt F
 1

c 
1
m

.
Dieser ungleiche Einfluss der Zeitpunkte auf die Überschreitungswahrscheinlichkeit findet
sich beispielsweise auch im Zusammenhang mit der Dvoretzky–Kiefer–Wolfowitz-Ungleichung
(siehe Dvoretzky, Kiefer und Wolfowitz [8] sowie Massart [13]) wieder. Dort wird für  > 0
das Ereignis 
sup
t2R
jFn (t)  F (t)j > 

betrachtet. Eine Überschreitung ist hier in der Umgebung des Medians der Verteilung wahr-
scheinlicher als in den Tails.
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5 Goodness-of-Fit-Tests für
Typ-II-zensierte Daten
Die Martingale aus Satz 3.9 und die reversen Martingale aus Satz 3.23 haben die spezi-
elle Eigenschaft, dass ihre Realsierung nur von der Realisierung der kleinsten bzw. größ-
ten Werte der unterliegenden Stichprobe abhängt. Daher eignen sich diese Prozesse für
Goodness-of-Fit-Tests im Fall Typ-II-zensierter Daten, wo eben gerade nur die ersten (Typ-
II-Rechtszensierung) bzw. letzten (Typ-II-Linkszensierung) Ordnungsstatistiken beobachtet
werden können. Die genannten Tests gehören zu der Klasse der nichtparametrischen Tests für
zensierte Daten, welche beispielsweise in Bagdonavicus, Kruopis und Nikulin [2] behandelt
werden.
5.1 Goodness-of-Fit-Tests für Typ-II-rechtszensierte
Daten
Man betrachte ein Szenario, in dem die Verteilung unabhängiger und identisch verteilter
Typ-II-rechtszensierter Daten X1; : : : ; Xn untersucht werden soll, wobei X1  F mit unbe-
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kannter stetiger Verteilungsfunktion F . Dabei seien nur die k kleinsten Daten beobachtbar.
Für eine feste Verteilungsfunktion F0 betrachte man die Hypothese
H0 : F  F0:
Aufgrund der Typ-II-Rechtszensierung wird nun eine Teststatistik benötigt, die nur von
den ersten k Ordnungsstatistiken abhängt. Das Martingal Xn k+1 aus Satz 3.9 erfüllt diese
Voraussetzung und es gilt:
Korollar 5.1. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und iden-
tisch verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F und für  2
(0; 1) und k 2 f1; : : : ; ng gilt unter der Hypothese H0
P
0@ (k   1)!nn k
(n  1)!
nY
j=k

j
n
  Fn (t)

>
(1  F0 (t))n k+1

für ein t 2 R
1A  :
Bemerkung 5.2. Kann die Menge der in Frage kommenden Verteilungsfunktionen derart
eingeschränkt werden, dass die Alternative
H1 : F < F0
lautet, so gilt unter H1
P
0@ (k   1)!nn k
(n  1)!
nY
j=k

j
n
  Fn (t)

>
(1  F0 (t))n k+1

für ein t 2 R
1A  :
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5.2 Goodness-of-Fit-Tests für Typ-II-linkszensierte Daten
Nun betrachte man ein Szenario, in dem die Verteilung unabhängiger und identisch verteilter
Typ-II-linkszensierter Daten X1; : : : ; Xn untersucht werden soll, wobei X1  F mit unbe-
kannter stetiger Verteilungsfunktion F . Hierbei seien nur die k größten Daten beobachtbar.
Für eine feste Verteilungsfunktion F0 betrachte man die Hypothese
H0 : F  F0:
Aufgrund der Typ-II-Linkszensierung wird nun eine Teststatistik benötigt, die nur von den
letzen k Ordnungsstatistiken abhängt. Das reverse Martingal Xn k+1 aus Satz 3.23 erfüllt
diese Voraussetzung und es gilt:
Korollar 5.3. Für die Empirische Verteilungsfunktion (Fn (t))t2R der unabhängig und iden-
tisch verteilten Zufallsvariablen X1; : : : ; Xn mit stetiger Verteilungsfunktion F und für  2
(0; 1) und k 2 f1; : : : ; ng gilt unter der Hypothese H0
P
0@ (k   1)!nn k
(n  1)!
n kY
j=0

Fn (t)  j
n

>
F0 (t)
n k+1

für ein t 2 R
1A  :
Bemerkung 5.4. Kann die Menge der in Frage kommenden Verteilungsfunktionen derart
eingeschränkt werden, dass die Alternative
H1 : F > F0
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lautet, so gilt unter H1
P
0@ (k   1)!nn k
(n  1)!
n kY
j=0

Fn (t)  j
n

>
F0 (t)
n k+1

für ein t 2 R
1A  :
Auch der Kolmogorov-Smirnov-Test (siehe Kolmogorov [11] und Smirnov [18]) basiert auf
dem Vergleich einer festen Verteilungsfunktion F0 mit der wahren Verteilungsfunktion F und
liefert einen nichtparametrischen Test (für unzensierte Daten). Während in der Kolmogorov-
Smirnov-Statistik allerdings die Diﬀerenz zwischen Fn und F als Vergleich dient, spielen bei
den Tests in diesem und dem vorangehenden Abschnitt Quotienten die entscheidende Rolle.
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