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Abstract
Let f1, f2 be holomorphic endomorphisms of P
k, of degrees d1 ≥ 2,
d2 ≥ 2. Assume that f1◦f2 = f2◦f1 and that dn11 6= dn22 for all integers
n1, n2. We then show that fj are critically finite. Moreover there is an
orbifold (Pk, n) such that f1, f2 are coverings of (P
k, n). In the P2 case
we give the list of commuting pairs satisfying the above conditions.
1 Introduction
Dans [20], S. Smale pose le proble`me suivant. Etant donne´ une varie´te´
compacte M , est-ce que tout diffe´omorphisme de M peut eˆtre approche´ par
des diffe´omorphismes qui commutent seulement avec leurs ite´re´s? Il ajoute
“I find this problem interesting in that it gives some focus in the dark realm,
beyond hyperbolicity, where even the problems are hard to pose clearly”.
Dans le cadre de la dynamique des applications rationnelles de P1 le
proble`me a vivement inte´resse´ Fatou [9] et Julia [13]. De fait ils ont re´solu
l’e´quation fonctionnelle:
f1 ◦ f2 = f2 ◦ f1 (1)
ou` f1 et f2 sont des polynoˆmes d’une variable complexe de degre´ d1 ≥ 2 et
d2 ≥ 2 [9, 13]. Ritt [15] a re´solu cette e´quation fonctionnelle pour les fractions
rationnelles. Fatou-Julia conside´raient que l’un des buts de la the´orie de
l’ite´ration e´tait l’investigation des e´quations fonctionnelles.
Lorsque deux applications rationnelles sont permutables (c’est-a`-dire si
elles ve´rifient la relation (1)), les objets dynamiques qui leur sont associe´s
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sont fortement lie´s. En particulier, elles ont meˆme ensemble de Julia et meˆme
mesure d’e´quilibre. Utilisant ces notions dynamiques Eremenko [8] a donne´
une version nouvelle des re´sultats de Ritt. Il utilise en particulier la notion
d’orbifold conside´re´e par Thurston [22].
Dans cet article nous nous inte´ressons a` l’e´quation (1) lorsque f1, f2 sont
des endomorphismes holomorphes de Pk.
Pour cela nous nous utilisons sur les progre`s re´cents de la the´orie de
l’ite´ration des applications rationnelles de Pk. Nous renvoyons a` [2, 10, 18]
pour une description de ces de´veloppements. L’expose´ [18] est adapte´ a` nos
besoins.
Si on pose hm := h◦ · · ·◦h (m fois) et hn := h◦ · · ·◦h (n fois). Il est clair
que hm et hn sont permutables lorsque h est un endomorphisme holomorphe
de Pk. Nous limiterons notre e´tude au cas ou`
fn11 6= fn22 pour tous nombres naturels non nuls n1 et n2 (2)
Cette condition est vraie en particulier si
dn11 6= dn22 pour tous nombres naturels non nuls n1 et n2 (3)
Notons w := [w0 : · · · : wk] (resp. z := (z1, . . . , zk)) les coordonne´es ho-
moge`nes (resp. les coordonne´es affines) de Pk ou` zs := ws/w0.
Dans le cas de dimension 1 (k = 1), les solutions de (1)(2) sont (pour une
certaine coordonne´e z, [8]):
1. f1(z) = z
±d1 et f2(z) = λz±d2 avec λ 6= 0 convenablement choisi;
2. f1(z) = ±Td1(z) et f2(z) = ±Td2(z) avec les signes ± convenables ou`
Tdi(cos z) := cos(diz) est le polynoˆme de Tchebychev de degre´ di;
3. f1 et f2 sont des applications de Latte`s, c’est-a`-dire il existe une appli-
cation holomorphe surjective ϕ : C −→ P1, des applications affines Λi
et un groupe d’automorphismes affines discret A de C, agissant tran-
sitivement sur les fibres de ϕ tels que fi ◦ ϕ = ϕ ◦ Λi.
Notre re´sultat principal est le the´ore`me suivant, qui dans le cas de di-
mension 1, permet de retrouver les trois solutions de´crites ci-dessus:
The´ore`me 1.1 Soient f1 et f2 deux endomorphismes holomorphes permuta-
bles de degre´s d1 ≥ 2 et d2 ≥ 2 de Pk. Supposons que dn11 6= dn22 pour tous
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n1, n2 entiers strictement positifs. Alors il existe une application holomorphe
ϕ : Ck −→ Pk et des applications affines holomorphes Λ1, Λ2 tels que ϕ(Ck)
soit un ouvert de comple´ment pluripolaire de Pk et tels que fi ◦ ϕ = ϕ ◦ Λi.
De plus, il existe un groupe discret d’applications affines holomorphes A de
Ck agissant transitivement sur les fibres de ϕ.
Remarque 1.2 Les applications ϕ qui interviennent dans ce the´ore`me sont
donc invariantes par le groupe A.
Soit X une varie´te´ complexe. Notons H(X) l’espace des sous-ensembles
analytiques irre´ductibles de codimension 1 de X . On appelle orbifold un cou-
ple (X, n) ou` n est une fonction de´finie sur H(X) a` valeurs dans N+ ∪ {∞}
e´gale a` 1 sauf sur une famille localement finie de sous-ensembles analy-
tiques de X . Un reveˆtement d’orbifolds π : (X1, n1) −→ (X2, n2) est
un reveˆtement ramifie´ de X1 \
⋃
n1(H)=∞H dans X2 \
⋃
n2(H)=∞H ve´rifiant
mult(π,H).n1(H) = n2(π(H)) pour tout H ∈ H(X1), ou` mult(π,H) de´signe
la multiplicite´ de π en un point ge´ne´rique de H .
Soit f une application holomorphe de Pk dans Pk de´finissant un reveˆtement
d’un orbifold O = (Pk, n) dans lui-meˆme. Alors, l’ensemble critique de f est
pre´pe´riodique, c’est-a`-dire fn(Cf ) = fm(Cf ) pour certains 0 ≤ n < m ou` Cf
de´signe l’ensemble critique de f . On dit qu’une telle application est critique-
ment finie. Dans le cas de dimension 1, le corollaire suivant se re´duit au
the´ore`me de Fatou-Julia-Ritt [8]:
Corollaire 1.3 Sous l’hypothe`se du the´ore`me 1.1, il existe un orbifold O =
(Pk, n) tel que les applications f1 et f2 de´finissent des reveˆtements de O dans
lui-meˆme. En particulier, f1 et f2 sont critiquement finies.
Pour tout k ≥ 3, le the´ore`me 1.1 et le corollaire 1.3 ne sont plus vrais si l’on
remplace la condition (3) par la condition (2). Donnons un exemple.
Exemple 1.4 Soient h1 et h2 deux fractions rationnelles de Latte`s permuta-
bles, de meˆme degre´ d ≥ 2 ve´rifiant hn1 6= hn2 pour tout n ≥ 1. On peut pren-
dre par exemple ϕ : C −→ P1 la fonction elliptique de Weierstrass de pe´riodes
1 et i; A le groupe engendre´ par les automorphismes z 7→ z+1, z 7→ z+ i et
z 7→ −z; Λ1(z) := (1+2i)z; Λ2(z) := (1−2i)z; d = 5 et les applications h1, h2
satisfaisant h1◦ϕ = ϕ◦Λ1, h2◦ϕ = ϕ◦Λ2 (voir [8]). Dans les coordonne´es ho-
moge`nes de P1, on peut e´crire hi = [Pi : Qi] ou` Pi et Qi sont des polynoˆmes
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homoge`nes de deux variables de degre´ d. Conside´rons les deux endomor-
phismes holomorphes de C3 de´finis par f1(z) = (P1(z1, z2), Q1(z1, z2), R(z3))
et f2(z) = (λP2(z1, z2), λQ2(z1, z2), R(z3)) ou` R est un polynoˆme de degre´ d
et λ est une constante non nulle. Ces endomorphismes se prolongent en des
endomorphismes holomorphes de P3 ve´rifiant (2). Pour des λ convenables,
ces endomorphismes sont permutables. Si R n’est pas critiquement fini, f1
et f2 ne sont pas critiquement finis. Le The´ore`me 1.1 n’est pas valide dans
ce cas car le groupe A n’existe pas.
Les exemples suivants sont des solutions du proble`me (1)(2). Pour sim-
plifier les notations, nous nous limitons au cas de P2.
Exemple 1.5 Soient h1 et h2 des endomorphismes holomorphes permuta-
bles de P1. Dans les coordonne´es homoge`nes de P1, il existe des polynoˆmes
homoge`nes a` deux variables Pi et Qi tels que hi = [Pi : Qi] pour i = 1 ou 2.
Les endomorphismes holomorphes fi de P
2 de´finis en coordonne´es affines z
par f1(z) := (P1(z1, z2), Q1(z1, z2)) et f2(z) := (λP2(z1, z2), λQ2(z1, z2)) sont
permutables pour des constantes λ 6= 0 convenables.
Exemple 1.6 Les endomorphismes holomorphes f1(w) := [w
d1
α0
: wd1α1 : w
d1
α2
]
et f2(w) := [λ0w
d1
ν0
: λ1w
d1
ν1
: λ2w
d1
ν2
] sont permutables lorsque {α0, α1, α2} et
{ν0, ν1, ν2} sont des permutations de {0, 1, 2} et λ0, λ1, λ2 sont des constantes
non nulles convenablement choisies.
Exemple 1.7 Les endomorphismes f1(z1, z2) := (z
±d1
1 ,±Td1(z2)) et f2(z1, z2) :=
(λz±d21 ,±Td2(z2)) sont permutables lorsque la constante λ 6= 0 et les signes
± sont convenablement choisis.
Exemple 1.8 Les endomorphismes fi(z1, z2) := (±Tdi(z1),±Tdi(z2)) ou
(±Tdi(z2),±Tdi(z1)) sont permutables lorsque les signes ± sont convenable-
ment choisis.
Exemple 1.9 Soient h1, h2 deux endomorphismes holomorphes permuta-
bles de P1. Soit π l’application holomorphe de P1 × P1 dans P2 qui de´finit
un reveˆtement ramifie´ a` deux feuillets tel que π(x, y) = π(y, x). Posons
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Fi(a, b) := (hi(a), hi(b)) deux endomorphismes de P
1 × P1. Il existe des en-
domorphismes holomorphes permutables fi de P
2 tels que fi ◦ π = π ◦ Fi.
Lorsque les hi sont des polynoˆmes, f1, f2 sont polynomiaux. Lorsque les hi
sont des applications des Latte`s, on obtient un cas particulier de l’exemple
1.10.
Exemple 1.10 Dans le contexte du the´ore`me 1.1, lorsque A est un groupe
cristallographique complexe (c’est-a`-dire un groupe co-compact d’isome´tries
complexes de Ck), on dite que f1 et f2 sont des applications de Latte`s
ge´ne´ralise´es. Lorsque Λ1◦Λ2 = Λ2◦Λ1 moduloA, les applications f1 et f2 sont
permutables. Certains sous-familles d’applications de Latte`s ge´ne´ralise´es
sont pre´cisement de´crites dans [3].
Nous obtenons le corollaire suivant qui ge´ne´ralise le re´sultat principal de
[7]:
Corollaire 1.11 Sous l’hypothe`se du the´ore`me 1.1, si k = 2, le couple
(f1, f2) est e´gal, dans un syste`me de coordonne´es convenable de P
2, a` l’un
des couples de´crits dans les exemples pre´ce´dents.
Remarque 1.12 Le meˆme proble`me pour les automorphismes polynomi-
aux de C2 est re´solu par Lamy [14]. Veselov [23] a donne´ aussi une liste
d’applications polynomiales permutables dites applications de Tchebychev.
Notre approche est semblable a` celle adopte´e par Fatou, Julia et Eremenko
a` une variable.
Soient f1, f2 deux endomorphismes permutables de P
k de degre´ alge´brique
respectifs d1 et d2. On montre a` l’aide d’un re´sultat de Briend-Duval [4] qu’ils
ont une infinite´ de points pe´riodiques re´pulsifs communs. Supposons pour
simplifier que f1(a) = f2(a) = a soit un tel point. On montre qu’il existe une
application (de Poincare´) ϕ : Ck −→ Pk telle que ϕ(0) = a, ϕ′(0) inversible
et
fi ◦ ϕ = ϕ ◦ Λi
ou` les Λi sont des applications triangulaires. Le proble`me est d’analyser
les applications Λi. Pour cela nous utilisons syste´matiquement la fonction
de Green commune associe´e aux deux applications fi. On montre que sous
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l’hypothe`se (3) le groupe de Lie Γ engendre´ par Λ1, Λ2 contient un sous-
groupe isomorphe a` R. Sous l’hypothe`se (2), si dn11 = d
n2
2 pour certains
entiers strictement positifs n1, n2 alors ce groupe contient un sous-groupe
compact non discret. Apre`s avoir observe´ que f1 et f2 ont meˆme mesure
d’e´quilibre µ, de support Jk, on montre sous l’hypothe`se (3) que Jk contient
un ouvert qui est une varie´te´ re´elle analytique. En effet, Jk est “lamine´” par
les images des orbites de Γ (par l’application ϕ) et on peut fabriquer des
“laminations” diffe´rentes graˆce a` des points pe´riodiques communs diffe´rents.
On est donc amene´ a` e´tudier la structure d’un endomorphisme f de Pk pour
lequel le support Jk de la mesure d’e´quilibre contient un ouvert Jk ∩ Ω qui
est une varie´te´ re´elle analytique. C’est ce que nous faisons au paragraphe 5.
On conside`re une application de Poincare´ ϕ associe´e a` un point fixe
re´pulsif b ∈ Jk∩Ω ve´rifiant ϕ(0) = b, ϕ′(0) inversible et satisfaisant l’e´quation
f ◦ ϕ = ϕ ◦ Λ.
On e´tudie alors les re´sonnances possibles entre les valeurs propres de Λ′(0).
Si f est de degre´ d, on montre que ces valeurs propres sont e´gales a` ±d ou
de module
√
d. On en de´duit que J∗ := ϕ−1(Jk) admet des e´quations de la
forme
Imz′′ = q(z′, z′) avec z′ ∈ Cn, z′′ ∈ Ck−n
ou` q est une application polynomiale homoge`ne de degre´ deux.
On montre ensuite que si g est un germe d’application holomorphe ve´rifiant
ϕ ◦ g = ϕ alors g se prolonge en application affine. Nous utilisons pour cela
l’analyse de la fonction G∗ := G ◦ ϕ ou` G est la fonction de Green associe´e
a` f . L’une des difficulte´s pour montrer ce re´sultat et construire le groupe
A, est que G∗ n’est pas diffe´rentiable et qu’il faut analyser les directions ou`
elle l’est dans un sens faible. Ces outils mis en place on peut construire un
orbifold associe´ a` l’application f comme au corollaire 1.3.
On le voit que les endomorphismes de Pk de degre´ d1 qui sont permutables
a` un endomorphisme de degre´ d2 avec d
n1
1 6= dn22 pour tout (n1, n2) 6= (0, 0)
sont assez rigides et rares.
2 Germes d’applications holomorphes
Dans ce paragraphe, nous de´montrons que les germes d’applications holo-
morphes permutables sont λ-triangulaires dans un syste`me de coordonne´es
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convenables lorsque 0 est un point fixe re´pulsif pour l’un d’eux. Ce re´sultat
ge´ne´ralise un re´sultat similaire sur la triangulation des matrices permutables.
Notons G le semi-groupe des germes d’applications holomorphes de (Ck, 0)
dans (Ck, 0). Notons G× (resp. G∗) le semi-groupe (resp. groupe) des germes
d’applications holomorphes a` fibres discre`tes (resp. inversibles) de (Ck, 0)
dans (Ck, 0). Soit g ∈ G. On dit que g est triangulaire si g est inversible et
s’il est de la forme
g(z) = (λ1z1, λ2z2 + P2(z), . . . , λkzk + Pk(z))
ou` pour tout 2 ≤ j ≤ k le polynoˆme Pj est une combinaison line´aire de
monoˆmes zα11 . . . z
αj−1
j−1 dont le multi-indice (α1, . . . , αj−1) satisfait la relation
λj = λ
α1
1 . . . λ
αj−1
j−1 . On dit que 0 est un point re´pulsif pour g ou que g est
dilatant si toute valeur propre de g′(0) est de module supe´rieur a` 1. D’apre`s
le the´ore`me de Sternberg [21], pour tout g ∈ G dilatant, il existe ϕ ∈ G∗ tel
que ϕ−1◦g◦ϕ soit triangulaire. Si g est triangulaire et dilatant nous pouvons
supposer que 1 < |λ1| ≤ |λ2| ≤ · · · ≤ |λk|.
Soit λ := (λ1, . . . , λk) ∈ (C∗)k. Un polynoˆme P (z) est dit λ-homoge`ne
d’ordre j s’il est combinaison line´aire de monoˆmes zα11 . . . z
αk
k ve´rifiant λj =
λα11 . . . λ
αk
k . Il s’agit donc des polynoˆmes qui ve´rifient P (λz) = λjP (z)
ou` λz := (λ1z1, . . . , λkzk). Un e´le´ment h = (h1, . . . , hk) ∈ G est dit λ-
triangulaire si hj est λ-homoge`ne d’ordre j pour tout 1 ≤ j ≤ k. Autrement
dit les monoˆmes qui interviennent dans l’e´criture de h sont ceux donne´s
par les re´sonnances de λ. Notons Gλ (resp. G∗λ) l’ensemble des e´le´ments λ-
triangulaires de G (resp. de G∗). On ve´rifie sans peine que si |λj| > 1 pour
tout 1 ≤ j ≤ k, le semi-groupe Gλ est un espace complexe de dimension finie
et le groupe G∗λ admet une structure naturelle de groupe de Lie. En effet il y
a seulement un nombre fini de re´sonnances.
Proposition 2.1 Soient g1 et g2 deux e´le´ments permutables de G×. Sup-
posons que 0 soit re´pulsif pour g1. Alors g2 est inversible.
Preuve— Quitte a` remplacer g2 par g
m
1 ◦ g2 pour m suffisamment grand, on
peut supposer que les valeurs propres non nulles de g′2(0) sont de module
plus grand que 1. Ceci est bien clair dans un syste`me de coordonne´es ou`
les matrices permutables g′1(0) et g
′
2(0) sont triangulaires. Supposons que
g′2(0) ne soit pas inversible. Soit V la varie´te´ stable de g2, c’est-a`-dire V :=
{z| limn→∞ gn2 (z) = 0} [16, p.27]. Comme g1 ◦ g2 = g2 ◦ g1, g1(V ) est
e´galement stable par g2. D’ou` V = g1(V ). Quitte a` remplacer gi par gi|V , on
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peut supposer que les valeurs propres de g′2(0) sont nulles. En remplac¸ant g2
par gm2 avec m suffisamment grand, on peut supposer que g
′
2(0) = 0. D’apre`s
le the´ore`me de Sternberg, on peut supposer que g1 est triangulaire. Comme
g2 est a` fibres discre`tes, g2(0, . . . , 0, zk) n’est pas constant. La relation g2 =
g−11 ◦ g2 ◦ g1 entraˆıne g2(0, . . . , 0, zk) = g−11 ◦ g2(0, . . . , 0, λkzk) ou` les λj
sont les e´le´ments de la diagonale principale de g′1(0). On peut supposer que
1 ≤ |λ1| ≤ · · · ≤ |λk|. Notons hj les fonctions coordonne´es de g2(0, . . . , 0, zk).
Soit hs la premie`re fonction non nulle. Alors hs(zk) = λ
−1
s hs(λkzk). Si l’on
conside`re la se´rie de Taylor de hs, la relation pre´ce´dente contredit le fait que
hs 6= 0, hs(0) = h′s(0) = 0 et 1 < |λs| ≤ |λk|.

Proposition 2.2 Soient g1 et g2 deux e´le´ments permutables de G×. Soient
λ1, . . . , λk les valeurs propres de g
′
1(0) range´s dans l’ordre de croissance de
leurs modules. Posons λ := (λ1, . . . , λk). Supposons que 0 soit re´pulsif pour
g1. Alors il existe ϕ ∈ G∗ (dite application de Poincare´) tel que ϕ−1 ◦ gi ◦ ϕ
appartienne a` G∗λ pour i = 1 ou 2.
Preuve— D’apre`s la proposition 2.1, g2 est inversible. Comme g1◦g2 = g2◦g1,
les matrices g′1(0) et g
′
2(0) commutent. Quitte a` faire un changement line´aire
de coordonne´es, on peut supposer que les matrices g′i(0) sont triangulaires.
De plus, on peut supposer que les e´le´ments de la diagonale principale de g′1(0)
sont λ1, ..., λk. D’apre`s le the´ore`me de Sternberg, on peut supposer que g1
est λ-triangulaire. Il suffit maintenant de montrer que g2 l’est aussi. On
peut e´crire g1(z) = (λ1z1, λ2z2+P2, . . . , λkzk+Pk) ou` Pj est un polynoˆme λ-
homoge`ne d’ordre j en z1, ..., zj−1. Posons g2 = (h1, . . . , hk). Soit s l’entier
maximal tel que hj soit λ-homoge`ne d’ordre j pour tout 1 ≤ j ≤ s − 1.
Montrons que s = k + 1. Supposons que s ≤ k. La relation g1 ◦ g2 = g2 ◦ g1
entraˆıne
hs(λ1z1, . . . , λkzk + Pk) = λshs + Ps(h1, . . . , hs−1).
Soit h la somme des termes dans le de´veloppement de Taylor de hs qui ne
sont pas λ-homoge`nes d’ordre s. Le choix de s entraˆıne que h 6= 0 et que
Ps(h1, . . . , hs−1) est λ-homoge`ne d’ordre s. On de´duit de l’e´quation ci-dessus
que h ◦ g1 = λsh. Posons Λ(z) := (λ1z1, . . . , λkzk). Comme g1 ◦ Λ = Λ ◦ g1,
on a h ◦Λn ◦ g1 = λsh ◦Λn pour tout entier relatif n. On choisit un monoˆme
zn11 . . . z
nk
k dont le coefficient dans h soit non nul et tel que c := |λn11 . . . λnkk |
soit minimal pour cette proprie´te´. Il existe alors une suite croissante d’entiers
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positifs {kj} telle que ckjh ◦ Λ−kj tende vers un polynoˆme non nul P . On a
donc P ◦g1 = λsP . Soit zm11 . . . zmkk le terme dominant de P , c’est-a`-dire pour
tout terme zs11 . . . z
sk
k de P il existe 1 ≤ j ≤ k ve´rifiant sj < mj et si = mi
lorsque i > j. En identifiant les coefficients de zm11 . . . z
mk
k dans P ◦ g1 = λsP
on obtient λm11 . . . λ
mk
k = λs. Ceci contredit la de´finition de h.

Le lemme suivant sera utilise´ pour prouver que f1 et f2 posse`dent une
infinite´ de points pe´riodiques re´pulsifs communs.
Lemme 2.3 Soient f , g et h trois e´le´ments de G× ve´rifiant f ◦ h = h ◦ g.
Si le point 0 est re´pulsif pour g alors il est re´pulsif pour f .
Preuve— Fixons un voisinage assez petit V de 0 et un n ≥ 1 tels que V ⊂
gn(V ). Posons U := h(V ). Comme h est a` fibres discre`tes, U est un ouvert.
La relation fn ◦ h = h ◦ gn entraˆıne U ⊂ fn(U). Cela entraˆıne que 0 est
re´pulsif pour f .

3 Applications de Poincare´
Dans ce paragraphe, nous rappelons quelques outils de la the´orie des
syste`mes dynamiques holomorphes: la fonction de Green, les courants in-
variants, les ensembles de Julia. On pourra trouver un expose´ de´taille´ dans
[18]. Nous allons de´montrer que f1 et f2 posse`dent une infinite´ de points
pe´riodiques re´pulsifs communs au voisinage desquels des ite´re´s de f1 et f2 sont
triangulables. L’application de Poincare´ repre´sente le changement de coor-
donne´es locales rendant des ite´re´s de f1 et f2 triangulaires. Cette application
se prolonge holomorphiquement en une application de Ck dans Pk. L’image
re´ciproque de la fonction de Green commune de f1 et f2 par l’application de
Poincare´ est invariante par les applications triangule´es.
Notons [w0 : w1 : · · · : wk] les coordonne´es homoge`nes de Pk et posons
zs := ws/w0 pour s = 1, . . . , k. Soit f un endomorphisme holomorphe de
degre´ d ≥ 2 de Pk. Un releve´ de f est une application polynomiale homoge`ne
F : Ck+1 −→ Ck+1 ve´rifiant F−1(0) = {0} et π ◦ f = F ◦ π ou` π est
l’application canonique de Ck+1 \ {0} dans Pk. L’application F est de´finie a`
une constante multiplicative pre`s.
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La suite de fonctions d−n log ‖F n(w)‖ converge vers une fonction continue,
plurisousharmonique G qu’on appelle la fonction de Green. Cette fonction
ve´rifie G ◦ F = dG et G(λz) = log |λ| + G(w). De plus, toute fonction v
ve´rifiant ces proprie´te´s est telle que v ≤ G. On peut de´finir un courant
positif ferme´ T de bidegre´ (1, 1) de Pk par la relation π∗T := ddcG. C’est un
courant de masse 1, invariant par f : f ∗T = d.T .
Pour tout 1 ≤ s ≤ k, on appelle ensemble de Julia d’ordre s le support
Js du courant T
s := T ∧ . . . ∧ T qui est un courant positif ferme´ de bidegre´
(s, s). Notons µ := T k la mesure de probabilite´ invariante de f , dite mesure
d’e´quilibre. Les ensembles de Julia ne sont pluripolaires dans aucun ouvert
qui les rencontre.
The´ore`me 3.1 (Fornaess-Sibony [18]) Soit f un endomorphisme holo-
morphe de Pk de degre´ d ≥ 2. La mesure µ, dite mesure d’e´quilibre satis-
faisant l’e´quation f ∗µ = dkµ. Il existe un ensemble pluripolaire E∗ tel que
pour a 6∈ E∗ les mesures
µan :=
1
dkn
∑
fn(ai)=a
δai
convergent vers µ ou` on a note´ δai la masse de Dirac en ai.
The´ore`me 3.2 (Briend-Duval [4]) Soit f un endomorphisme holomor-
phe de Pk de degre´ d ≥ 2. Soit An l’ensemble des points pe´riodiques re´pulsifs
d’ordre n de f . Alors les mesures
1
dkn
∑
ai∈An
δai
convergent vers µ. En particulier, les points pe´riodiques re´pulsifs de f sont
denses dans Jk.
Lorsque f est polynomiale, c’est-a`-dire si f est aussi un endomorphisme
de Ck = Pk \ {w0 = 0}, on peut de´finir le taux d’e´chappement vers l’infini
des orbites de f (note´e encore G et appele´ aussi fonction de Green) G(z) :=
limn→∞ d−n log
+ ‖fn(z)‖. C’est une fonction continue, plurisouharmonique,
a` croissance logarithmique a` l’infini (l’abus de notation ne preˆte pas a` con-
fusion). Cette fonction est e´gale a` la restriction de la fonction de Green
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de´finie pre´ce´demment, a` l’hyperplan {w0 = 1} de Ck+1 (ici l’application F
est choisie de sorte que sa premie`re fonction coordonne´e soit e´gale a` wd0).
Dans ce cas, on a T = ddcG. Notons que les ze´ros de cette fonction sont les
points d’orbite borne´e. En particulier, G s’annule aux points pe´riodiques.
Dans la suite de ce paragraphe, on note f1, f2 deux endomorphismes
holomorphes permutables de degre´s d1 ≥ 2 et d2 ≥ 2 de Pk. Soient F1 et F ∗2
des releve´s de f1 et f2. La relation f1◦f2 = f2◦f1 entraˆıne F1◦F ∗2 = λF ∗2 ◦F1
avec λ 6= 0. Posons F2 = θF ∗2 avec θd1−1 = λ. L’application F2 est un releve´
de f2. On ve´rifie facilement que F1 ◦ F2 = F2 ◦ F1. On note G1, G2 les
fonctions de Green de f1, f2 de´finies graˆce a` F1 et F2.
Proposition 3.3 Soient f1 et f2 deux endomorphismes holomorphes per-
mutables de Pk. On a alors G1 = G2. En particulier, les ensembles de Julia
d’ordre s de f1 et f2 sont e´gaux pour tout 1 ≤ s ≤ k.
Preuve— Conside´rons les fonctions Hn := d
−n
2 G1◦F n2 . Ces fonctions ve´rifient
les proprie´te´s suivantes:
1. Hn ◦ F1 = d1Hn.
2. Hn(λz) = log |λ|+Hn(z) pour tout λ 6= 0.
Par conse´quent, Hn ≤ G1. La fonction L(z) := G1(z) − log ‖z‖ est borne´e
car G1 est continue et G1(λz) = log |λ| + G(z). On de´duit facilement de la
relation Hn(z) = d
−n
2 log ‖F n2 (z)‖+d−n2 L◦F n2 (z) que Hn tend vers G2 lorsque
n tend vers l’infini. Par suite G2 ≤ G1. On montre de meˆme que G1 ≤ G2.

Lemme 3.4 Les endomorphismes f1 et f2 posse`dent une infinite´ de points
pe´riodiques communs qui sont re´pulsifs pour f1. De plus, si a est un point
pe´riodique re´pulsif pour f1, alors il existe un entier m ≥ 0 tel que fm2 (a) soit
pe´riodique re´pulsif pour f1 et pe´riodique pour f2.
Preuve— Soit a un point pe´riodique re´pulsif d’ordre n de f1. Comme f
n
1 ◦f2 =
f2 ◦fn1 , b := f2(a) est pe´riodique d’ordre s pour f avec s|n. D’apre`s le lemme
2.3 applique´ a` f(z) := fn1 (z+b)−b, g(z) := fn1 (z+a)−a et h(z) := f2(z+a)−b,
le point b est re´pulsif pour f1.
Notons pour tout n, An l’ensemble des points pe´riodiques re´pulsifs d’ordre
n pour f1. Alors l’ensemble fini A1 ∪ A2 ∪ . . . ∪ An est invariant par f2. Par
conse´quent, il existe un m tel que fm2 (a) soit pe´riodique pour f2.
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Pour tout nombre premier n, l’ensemble fini A1∪An est invariant par f2.
Par conse´quent, pour n premier suffisamment grand, An est invariant par f2.
D’apre`s le The´ore`me 3.2, An est non vide pour n suffisamment grand. On
en de´duit qu’il existe au moins un point pe´riodique an de f2 appartenant a`
An. Il est clair que l’ensemble de tels points est infini.

Nous dirons qu’une application ϕ : Ck −→ Ck est rigide s’il existe une
application line´aire l : Ck −→ Ck−1 telle que pour tout u ∈ Ck−1 l’image de
l−1(u) par ϕ soit une droite complexe passant par 0.
Proposition 3.5 Soit f un endomorphisme holomorphe de degre´ d ≥ 2 de
Pk. Soit b un point fixe re´pulsif pour f . Alors il existe une application
holomorphe ϕ : Ck −→ Pk (dite l’application de Poincare´) et une application
triangulaire Λ telles que ϕ(0) = b, ϕ′(0) inversible et f ◦ϕ = ϕ ◦Λ. De plus,
Pk \ϕ(Ck) est un ferme´ pluripolaire. Si f est polynomiale on a G∗ ◦Λ = dG∗
ou` G∗ := G ◦ ϕ. Si f est polynomiale homoge`ne, ϕ est rigide.
Preuve— D’apre`s le the´ore`me de Sternberg, il existe une application holomor-
phe ϕ d’un voisinage de 0 ∈ Ck dans Pk telle que ϕ(0) = b, ϕ′(0) inversible et
telle que Λ := ϕ−1◦f◦ϕ soit triangulaire. On a e´galement ϕ◦Λn = fn◦ϕ pour
tout n ≥ 1. Comme b est re´pulsif pour f , Λ est dilatante. Par conse´quent,
l’application ϕ se prolonge en une application holomorphe de Ck dans Pk en
posant ϕ(z) := fn ◦ ϕ ◦ Λ−n(z) pour tout z ∈ Ck et pour un n suffisamment
grand. On ve´rifie sans peine que la de´finition ne de´pend pas de n.
Il en re´sulte que si z 6∈ ϕ(Ck), l’ensemble ⋃n≥0 f−n(z) ne contient pas
b. En particulier, la mesure µzn du the´ore`me 3.1 ne tend pas vers µ quand
n→ +∞. Par conse´quent, Pk \ ϕ(Ck) est pluripolaire; il est ferme´ car ϕ est
ouverte.
Si f est polynomiale on a G ◦ f = dG. D’ou`
G∗ ◦ Λ = G ◦ ϕ ◦ Λ = G ◦ f ◦ ϕ = dG ◦ ϕ = dG∗
Supposons maintenant que f soit polynomiale homoge`ne. Sans perte de
ge´ne´ralite´, on peut supposer que b = (0, ..., 0, 1). Posons f = (P1, . . . , Pk).
L’application h := [P1 : · · · : Pk] de´finit un endomorphisme holomorphe de
Pk−1 et b′ := [0 : · · · : 0 : 1] est un point fixe de h. Posons um := zm/zk pour
m = 1, . . . , k − 1. Alors u′ := (u1, . . . , uk−1) est un syste`me de coordonne´es
affines de Pk−1. On a h(u′) = (R1, . . . , Rk−1) au voisinage de b′ ou` Rm :=
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Pm(u
′, 1)/Pk(u′, 1). Posons uk := d log zk + logPk(u′, 1)/(d − 1). On ve´rifie
facilement que u := (u′, uk) est un syste`me de coordonne´es d’un voisinage de
b. On a e´galement f(u) = (h(u′), duk). D’apre`s la partie pre´ce´dente applique´e
a` h en b′, il existe une application ϕh : Ck−1 −→ Ck−1 telle que ϕ−1h ◦ h ◦ ϕh
soit triangulaire. Soit ϕ : Ck −→ Ck de´finie par ϕ(z′, zk) := (ϕh(z′), zk).
Alors ϕ−1 ◦f ◦ϕ est triangulaire. Il est clair que ϕ est rigide pour l’aplication
l : Ck −→ Ck−1 avec l(z) := z′.

Proposition 3.6 Soient f1, f2 deux endomorphismes holomorphes de P
k
de fonction de Green commune G. Soit a un point fixe commun a` f1, f2
re´pulsif pour f1. Soient λ1, ..., λk les valeurs propres de f
′
1(a) range´es dans
l’ordre croissant de leurs modules. Alors il existe une application holomorphe
ϕ : Ck −→ Pk et des applications permutables Λi ∈ G∗λ telles que ϕ(0) = a,
ϕ′(0) inversible et fi ◦ ϕ = ϕ ◦ Λi ou` λ := (λ1, . . . , λk). De plus, Pk \ ϕ(Ck)
est un ferme´ pluripolaire. Si les fi sont polynomiales on a, G
∗ ◦ Λi = diG∗
ou` G∗ := G ◦ ϕ. Si les fi sont polynomiales homoge`nes, ϕ est rigide.
Preuve— D’apre`s la proposition 2.2, il existe une application holomorphe ϕ
d’un voisinage de 0 ∈ Ck a` valeurs dans Pk telle que ϕ(0) = a, ϕ′(0) soit
inversible et ϕ−1 ◦ fi ◦ ϕ soient λ-triangulaires. Posons Λi := ϕ−1 ◦ fi ◦ ϕ.
Comme dans la proposition 3.5, on montre que ϕ se prolonge en une appli-
cation holomorphe de Ck dans Pk et que Pk \ϕ(Ck) est un ferme´ pluripolaire.
De plus G∗ ◦ Λi = diG∗ si les fi sont polynomiales. Lorsque les fi sont
polynomiales homoge`nes, on peut choisir comme dans la proposition 3.5 une
application ϕ rigide.

Remarque 3.7 Notons T ∗ := ddcG∗, µ∗ := (T ∗)k et J∗s le support de (T
∗)s
pour tout 1 ≤ s ≤ k. On a J∗s = ϕ−1(Js), (T ∗)s = ϕ∗(T s), µ∗ = ϕ∗(µ),
Λ±1i (J
∗
s ) = J
∗
s et Λ
∗
i ((T
∗)s) = dsi (T
∗)s.
4 Laminations de la mesure d’e´quilibre
Nous supposons dans ce paragraphe que f1 et f2 sont deux applications
polynomiales permutables de Ck qui se prolongent en des endomorphismes
holomorphes de Pk. Nous montrons sous l’hypothe`se du the´ore`me 1.1 qu’il
existe un ouvert Ω ⊂ Ck ve´rifiant les proprie´te´s suivantes:
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1. Jk ∩ Ω est une sous-varie´te´ re´elle analytique non vide de Ω.
2. Il existe une forme re´elle analytique φ de degre´ maximal de´finie sur
Jk ∩ Ω telle que µ = φ ∧ [Jk] dans l’ouvert Ω.
Sous l’hypothe`se de la proposition 3.6, on montrera que a est re´plusif
pour f2 et que le groupe ferme´ engendre´ par les automorphismes Λ1 et Λ2
contient un sous-groupe multiplicatif a` un parame`tre re´el. Par conse´quent,
l’ensemble J∗ := ϕ−1(Jk) est ”lamine´” par les courbes re´elles analytiques qui
sont des orbites de ce sous-groupe. On obtient la premie`re partie graˆce a`
l’utilisation des laminations obtenues par des points pe´riodiques diffe´rents.
La deuxie`me partie se de´duit e´galement en utilisant la structure lamine´e de
la mesure µ. Cette approche est celle d’Eremenko en dimension 1 [8].
Lemme 4.1 Soit {gn} une famille non e´quicontinue de germes d’applications
holomorphes de´finies au voisinage de 0 ∈ Ck a` valeurs dans Cm ⊂ Pm. Alors
il existe un vecteur non nul v ∈ Ck , une suite de nombres complexes {zi}
tendant vers 0, une suite de nombres re´els positifs {ρi} tendant vers 0 et une
suite croissante d’entiers positifs {ni} tels que gni(ziv+ ρiξv) tende vers une
application holomorphe non constante h(ξ) de C dans Cm.
Preuve— Montrons d’abord qu’il existe une droite L passant par 0 telle que
la famille {gn|L} ne soit pas e´quicontinue en 0. Raisonnons par l’absurde.
Supposons que pour toute droite L passant par 0, la famille {gn|L} est
e´quicontinue en 0. Notons F la famille des droites complexes passant par 0.
On peut supposer que gn(0) = 0 pour tout n. Soit U un voisinage suffisam-
ment petit de 0. Alors pour toute droite L il existe rL rationnel positif tel
que pour tout n l’image de L∩{‖z‖ ≤ rL} par gn soit contenue dans U . Par
conse´quent, il existe un r > 0 et une famille non pluripolaire F ′ ⊂ F tels que
pour tout n et pour toute L ∈ F ′ l’image de Lr := L∩ {‖z‖ ≤ r} par gn soit
contenue dans U . Il existe une constante M telle que ‖gn(z)‖ ≤M pour tout
z ∈ Lr et pour tout n. D’apre`s [19, 1], l’enveloppe polynomialement convexe
de
⋃
L∈F ′ L ∩ {‖z‖ ≤ r} contient un voisinage de 0. Alors il existe r′ > 0 tel
que ‖gn(z)‖ ≤M pour tout n et tout |z| ≤ r′. D’apre`s le the´ore`me de Montel,
la famille {gn} est e´quicontinue en 0. C’est la contradiction recherche´e.
Soit L une droite passant par 0 telle que la famille {gn|L} ne soit pas
e´quicontinue en 0. Soit v ∈ L un vecteur non nul. Posons hn(ξ) := gn(ξv).
Alors la famille {hn} n’est pas e´quicontinue en 0. Il faut montrer qu’il existe
{ni}, {zi}, {ρi} et h tels que hni(zi + ρiξ) tende vers h. Ceci dans le cas
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ou` m = 1 est un lemme duˆ a` Zalcman [17]. La preuve au cas ou` m ≥ 2 se
de´roule exactement de la meˆme manie`re.

Lemme 4.2 Soit Ac := {(m,n) ∈ Z2| dm1 dn2 ≤ c} ou` c est une constante.
Alors sous l’hypothe`se de la proposition 3.6, la famille des Λm1 ◦ Λn2 avec
(m,n) ∈ Ac est un sous-ensemble borne´ de Gλ.
Preuve— On peut se limiter au cas ou` f1 et f2 sont des endomorphismes
polynomiaux. Supposons que les coefficients de Λm1 ◦Λn2 ne soient pas borne´s.
Alors l’ensemble de telles applications n’est pas e´quicontinue. D’apre`s le
lemme 4.1, il existe des entiers relatifsmi, ni, un vecteur non nul v, des suites
{zi} et {ρi} tendant vers 0 tels que dmi1 dni2 ≤ c et tels que Λmi1 ◦Λni2 (ziv+ρiξv)
tende vers une application holomorphe non constante h(ξ) de C dans Ck.
Comme G∗ est continue, on a
G∗(h(ξ)) = limG∗(Λmi1 ◦ Λni2 (ziv + ρiξv)) = lim dmi1 dni2 G∗(ziv + ρiξv) = 0.
En effet, G∗(0) = 0, dmi1 d
ni
2 ≤ c et zi, ρi tendent vers 0. La fonction G
s’annulle donc sur ϕ(h(C)). Or l’ensemble de ze´ros de G est un compact de
C
k; il ne peut donc contenir une image holomorphe de C.

Corollaire 4.3 Soient f1, f2 deux endomorphismes satisfaisant l’hypothe`se
de la proposition 3.6. Supposons de plus que les suites d’ite´re´s de f1 et
f2 soient disjointes. Alors le groupe d’automorphismes polynomiaux de C
k
engendre´ par Λ1 et Λ2 n’est pas discret. Le groupe ferme´ engendre´ par Λ1
et Λ2 contient un sous-groupe additif a` un parame`tre re´el {Λt}t∈R ve´rifiant
G∗ ◦Λt = exp(ct)G∗ ou` c = 1 si dn11 6= dn22 pour tout (n1, n2) 6= (0, 0) et c = 0
sinon. De plus si c = 1 on a limt→−∞ Λt = 0.
Preuve— Soient mi, ni des entiers relatifs ve´rifiant lim d
mi
1 d
ni
2 = 1, 0 < mi <
mi+1 et 0 > ni > ni+1 pour tout i. Les suites d’ite´re´s de f1 et f2 e´tant
disjointes, les germes fmi1 ◦ fni2 , de´finis au voisinage de a, sont deux a` deux
diffe´rents. L’application de Poincare´ e´tant la meˆme, les automorphismes
Λmi1 ◦ Λni2 sont donc deux a` deux diffe´rents. D’apre`s le lemme 4.2, cette
suite est borne´e dans Gλ, donc elle a des points d’accumulation et n’est pas
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discre`te. De meˆme la suite Λ−mi1 ◦ Λ−ni2 est auusi borne´e. On en de´duit que
les points d’accumulation de ces deux suites sont inversibles. Par conse´quent,
le groupe d’automorphismes engendre´ par Λ1 et Λ2 n’est pas discret.
Notons Γ le groupe ferme´ engendre´ par Λ1 et Λ2. C’est un sous-groupe de
G∗λ qui est un groupe de Lie commutatif de dimension finie. Par conse´quent,
Γ est un sous-groupe de Lie. Soit Γ0 la composante de l’identite´. On a
dimΓ0 ≥ 1. Par conse´quent, Γ0 contient un sous-groupe a` un parame`tre
(Λt)t∈R.
Conside´rons l’application Ψ : Γ0 −→ R de´finie par la relation G∗ ◦ Λ =
exp(Ψ(Λ))G∗ pour tout Λ ∈ Γ0. C’est un morphisme de groupes de Lie.
Si le groupe Γ0 est compact, l’ensemble Ψ(Γ) est un sous-groupe discret de
R. Or l’image de Ψ contient l’ensemble {m log d1+n log d2 avec (m,n) ∈ Z2}.
Si cet ensemble est dense dans R, c’est le cas si log d2/ log d1 est irrationnel,
alors Ψ est surjective et on peut choisir un sous-groupe (Λt)t∈R sur lequel Ψ
est surjective.
Posons α(t) := Ψ(Λt). On a α(t + t′) = α(t)α(t′). Il existe donc un
c ∈ R tel que α(t) = exp(ct). Si dn11 6= dn22 pour tout (n1, n2) 6= (0, 0), on a
log d2/ log d1 irrationnel et donc c 6= 0. Le changement de parame`tre t 7→ t/c
permet de prendre c = 1. Dans le cas contraire, Ψ n’est pas surjectif et
ne´cessairement c = 0.
Supposons que c = 1. Notons Λ ∈ Gλ une valeur adhe´rente de la famille
{Λt} pour t → −∞. Par continuite´ de G∗, la relation G∗ ◦ Λt = exp(t)G∗
implique que G∗ ◦ Λ = 0. Comme G∗ ne peut s’annuler sur aucune image
holomorphe non constante de C, on a ne´cessairement Λ = 0.

Nous allons introduire une notion de lamination adapte´e a` nos besoins.
Soit X une varie´te´ re´elle analytique de dimension n et soit J ⊂ X un ferme´
et b ∈ X . On dit que J est m-lamine´ en b s’il existe un voisinage U de b
muni des coordonne´es re´elles analytiques (x1, . . . , xm, xm+1, . . . , xn) tels que
Ω = U × V , J ∩ Ω = U × K ou` U (resp. V ) est un ouvert de Rm (resp.
Rn−m) et K est un ferme´ de V . Par de´finition, si J est m-lamine´ en b, il est
m-lamine´ en tout point d’un voisinage de b.
Notons π : Ω = U × V −→ V la projection de Ω dans V . Soit G une
fonction re´elle non ne´gative de´finie sur X . On dit que dans Ω, l’application
π lamine G s’il existe une fonction re´elle positive δ de´finie sur un intervalle
[0, ǫ[, tendant vers 1 en 0, telle que pour tout v ∈ V la restriction Gv de G
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dans U × {v} soit re´elle analytique et Gv(u) ≤ δ(‖u− u′‖)Gv(u′) pour tous
u, u′ ∈ U et ‖u− u′‖ < ǫ.
Soit µ une mesure de X . On dit que µ est m-lamine´e en b s’il existe un
voisinage Ω = U × V de b muni des coordonne´es re´elles analytiques locales
(u, v) = (x1, . . . , xm)× (xm+1, . . . , xn) tel que µ soit le produit de la mesure
dx1∧ . . .∧ dxm de´finie sur U et d’une mesure ν de´finie sur V . Par de´finition,
µ est m-lamine´ en tout point de Ω. On dit que G et µ sont simultane´ment
m-lamine´es si les ouverts Ω, U et V sont les meˆmes pour G et µ.
L’ensemble J (resp. µ) est m-lamine´(e) dans un ouvert W s’il (resp. si
elle) l’est en tout point b ∈ W .
D’apre`s le corollaire 4.3, les ensembles J∗s sont 1-lamine´s en tout point
sauf e´ventuellement en 0. Par conse´quent, Js est 1-lamine´ en b ∈ Js ∩ ϕ(Ck)
lorsque b 6= a et ϕ−1(b) n’est pas contenu dans l’ensemble critique de ϕ.
L’ensemble des points b qui ne ve´rifient pas ces deux proprie´te´s, est un ferme´
pluripolaire (voir la proposition 3.5).
Proposition 4.4 Soient f1 et f2 deux endomorphismes polynomiaux per-
mutables de Ck qui se prolongent en des endomorphismes holomorphes de
Pk. Supposons que dn11 6= dn22 pour tous n1 ≥ 1, n2 ≥ 1. Alors il existe un ou-
vert Ω = U×V ⊂ Ck muni des coordonne´es re´elles analytiques (x1, . . . , xm)×
(xm+1, . . . , x2k) tel que Jk ∩ Ω = U × {0}, µ = dx1 ∧ . . . ∧ dxm ∧ [Jk] dans
Ω. De plus la projection π de Ω dans V lamine la fonction G et l’entier m
ve´rifie k ≤ m < 2k.
Preuve— Soit m l’entier maximal tel qu’il existe un ouvert Ω = U × V ,
muni des coordonne´es re´elles analytiques (x1, . . . , xm)×(xm+1, . . . , x2k), une
mesure ν de V tels que Jk ∩ Ω 6= ∅ avec µ = dx1 ∧ . . . ∧ dxm ⊗ ν dans Ω,
la projection de Ω dans V lamine G. Notons K le support de ν. On a
Jk ∩ Ω = U × K. D’apre`s le the´ore`me 3.2, il existe un point b ∈ Jk ∩ W
pe´riodique re´pulsif pour f1. Pour simplifier les notations, supposons que
b = (0, 0). Si 0 est un point isole´ dans K, quitte a` remplacer Ω par un ouvert
convenable on peut supposer que K = {0}; la proposition est alors vraie. En
effet, m ≥ k car la varie´te´ re´elle analytique Jk ∩ Ω n’est pas pluripolaire et
m < 2k car f1 et f2 sont polynomiales et le support de µ ne peut contenir
un ouvert [18, p.163].
Supposons maintenant que 0 ne soit pas isole´ dans K. Nous en de´duirons
que m n’est pas maximal. L’ide´e est qu’on peut fabriquer une (m + 1)-
lamination a` partir d’une m-lamination et d’une 1-lamination transverse a` la
premie`re. La 1-lamination sera choisie graˆce au corollaire 4.3.
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D’apre`s le lemme 3.4, pour un n convenable le point a := fn2 (b) est un
point pe´riodique commun pour f1 et f2, re´pulsif pour f1. Pour simplifier les
notations, on suppose que a est fixe pour f1 et f2. D’apre`s le corollaire 4.3, on
a (Λt)∗(µ∗) = exp(kt)µ∗ et G∗ ◦ Λt = exp(t)G∗. Soient Σ l’ensemble critique
de fn2 , Y := ϕ
−1 ◦ fn2 (Σ) et Θ un voisinage suffisamment petit de 0. On a
J∗∩Θ 6⊂ Y car Y est pluripolaire ou` J∗ := ϕ−1(Jk). Soient c ∈ Θ\Y et z ∈ Ω
ve´rifiant fn2 (z) = ϕ(c). Alors la mesure µ et la fonction G sont simultane´ment
m-lamine´es en ϕ(c) car fn2 re´alise une biholomorphisme d’un voisinage de z
dans un voisinage de ϕ(c) satisfaisant les relations (fn2 )
∗(µ) = dn2µ et G◦fn2 =
dn2 ◦ G. Par conse´quent, µ∗ et G∗ sont simultane´ment m-lamine´es en c. De
plus, lorsque c appartient a` J∗, la mesure µ∗ et la fonction G∗ ne sont pas
simultane´ment (m+ 1)-lamine´es en c car on a choisi m maximal.
Soit x′′ ∈ K \{0} un point suffisamment proche de 0 ve´rifiant U×{x′′} 6⊂
Σ. Posons U0 := ϕ
−1 ◦ fn2 (U × {0}) ∩ Θ et U1 := ϕ−1 ◦ fn2 (U × {x′′}) ∩ Θ.
D’apre`s le corollaire 5.14, l’orbite de tout point c ∈ U1 par Λt est une courbe
re´elle analytique de limite 0 quand t 7→ 0. Par conse´quent, l’orbite d’un point
ge´ne´rique c ∈ U1 coupe U1 transversalement en c. On fixe un point c ∈ J∗
ve´rifiant cette proprie´te´. On montrera que µ∗ et G∗ sont simultane´ment
(m+ 1)-lamine´e en c, ce sera la contradiction cherche´e.
On choisit un syste`me de coordonne´es re´elles analytiques (y1, . . . , ym, ym+1, . . . , y2k)
d’un voisinage Ω2 = U2 × V2 de c et une mesure ν∗ de V2 tels que c = (0, 0)
et µ∗ = dy1 ∧ . . . ∧ dym ⊗ ν∗ dans Ω2 et tels que la projection π1 de Ω2 dans
V2 lamine G
∗. Pour tout z ∈ Ω2, notons γz l’orbite de z par Λt. On va mon-
trer qu’apre`s changement de coordonne´es, on peut supposer que {0}×V2 est
lamine´ par les courbes γz; un second changement de coordonne´es les redresse
et fournit une (m+ 1)-lamination.
Sans perte de ge´ne´ralite´, on peut supposer que la droite tangente de γc
en c est {y1 = · · · = ym = ym+2 = · · · = y2k = 0}. Posons L := {y1 =
· · · = ym+1 = 0} ∩ Ω2 et H :=
⋃
z∈L γz ∩ Ω2. Pour Ω2 suffisamment petit, H
est le graphe d’une application re´elle analytique h = (h1, . . . , hm) au-dessus
de V2. Quitte a` effectuer le changement de coordonne´es (y1, . . . , y2k) 7→
(y1 − h1, . . . , ym − hm, ym+1, . . . , y2k) on peut supposer que h = 0. On iden-
tifie H a` {0} × V2. Il suffit maintenant de montrer que ν∗ et G∗|H sont
simultane´ment 1-lamine´es. D’apre`s le corollaire 4.3, G∗|H ◦ Λt = exp(t)G∗|H
et (Λt)∗(νH) = exp(kt)νH dans H pour |t| assez petit. On peut trouver un
syste`me de coordonne´es re´elles analytiques (u, y′m+2, . . . , y
′
2k) de H tel que
G∗|H ◦ τ = exp(t)G∗|H et τ ∗t (ν∗) = exp(kt)ν∗ dans H pour |t| assez petit ou`
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τt(u, y
′
m+2, . . . , y
′
2k) := (u + t, y
′
m+2, . . . , y
′
2k). Posons ν
∗′ := exp(−ku)ν∗.
Alors τ ∗t (ν
∗′) = ν∗′ dans V2. Par conse´quent, il existe une mesure σ de
{u = 0} telle que ν∗′ = du ⊗ σ. D’ou` ν∗ = exp(ku)du⊗ σ. Posons y′m+1 :=
k−1 exp(ku). Dans les coordonne´es (y′m+1, . . . , y
′
2k) deH , on a ν
∗ = dy′m+1⊗σ.
On ve´rifie facilement que la projection (y′m+1, . . . , y
′
2k) 7→ (y′m+2, . . . , y′2k)
lamine G∗|H . On en de´duit que G
∗ et µ∗ sont simultane´ment (m+1)-lamine´es
dans Ω2 par l’application
(y1, . . . , ym, y
′
m+1, . . . , y
′
2k) 7→ (y1, . . . , ym, y′m+1).
Ceci contredit le fait que m est maximal.

5 Line´arisation et groupe A
Dans ce paragraphe on se propose de de´montrer le the´ore`me suivant qui
dans le cas ou` m = 2k − 1 et f est homoge`ne, se re´duit au the´ore`me de
Berteloot-Loeb [3]:
The´ore`me 5.1 Soit f un endomorphisme polynomial de degre´ alge´brique
d ≥ 2 de Ck qui se prolonge en un endomorphisme holomorphe de Pk. Soient
G, µ et Jk sa fonction de Green, sa mesure d’e´quilibre et son ensemble de Ju-
lia d’ordre maximal. Supposons qu’il existe un ouvert Ω = U ×V ⊂ Ck muni
de coordonne´es re´elles analytiques (x1, . . . , xm) × (xm+1, . . . , x2k) ve´rifiant
Jk ∩Ω = U ×{0}, µ = dx1 ∧ . . .∧ dxm ∧ [Jk] dans Ω et tels que la projection
π de Ω dans V lamine la fonction G. Alors il existe une application holo-
morphe ϕ : Ck −→ Ck et une application affine holomorphe Λ satisfaisant
l’e´quation f ◦ ϕ = ϕ ◦ Λ et telles que ϕ(Ck) soit un ouvert de comple´ment
pluripolaire de Pk. De plus, il existe un groupe discret d’applications affines
holomorphes A de Ck agissant transitivement sur les fibres de ϕ.
Remarque 5.2 En fait, le the´ore`me est vrai en supposant que les coor-
donne´es de la lamination sont de classe C2. Quant a` l’ensemble Jk, il est
re´el analytique lorsqu’il est de classe C2. En effet, il est invariant par des
applications localement triangulables. Nous nous contentons d’en donner la
preuve dans le cas re´el analytique car c’est ce cas que nous utilisons. On
verra que graˆce a` la proposition 4.4, le the´ore`me 1.1 sera prouve´ de la meˆme
manie`re.
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Esquissons les ide´es de la preuve. Soit b ∈ Jk ∩ U un point pe´riodique
re´pulsif de f . Dans un premier temps, on suppose que b est fixe pour simplifier
les notations. Le fait que la pe´riode de b ne soit pas ne´cessairement e´gale a`
1 sera e´tudie´ a` la fin de la de´monstration du the´ore`me.
Notons ϕ : Ck −→ Ck une application de Poincare´ de f en b ve´rifiant
ϕ(0) = b, ϕ′(0) inversible et telle que Λ := ϕ−1 ◦ f ◦ ϕ soit triangulaire
(voir la proposition 3.5). On peut supposer que les e´le´ments de la diagonale
principale de Λ sont range´s selon les modules croissants. On montrera que Λ
est line´aire et de´finie par une matrice diagonale. De plus, toute valeur propre
de Λ′(0) est e´gale a` ±d ou e´gale a` √d en module. La nature des valeurs
propres de Λ permettra, en utilisant l’invariance de Jk par f de montrer que
J∗ := ϕ−1(Jk) admet pour e´quations
Imz′′ = q(z′, z′)
dans des coordonne´es convenables z′ := (z1, . . . , zn), z′′ := (zn+1, . . . , zk) et
z := (z′, z′′), ou` q est une application polynomiale homoge`ne de degre´ 2. En
changeant de coordonne´es on peut e´liminer les termes harmoniques de q. On
montre ensuite que G∗ := G ◦ ϕ est constante sur les varie´te´s
Imz′′ = q(z′, z′) + c, c ∈ Rk−n.
Cela permet de prouver que les biholomorphismes locaux qui permettent de
passer d’un point sur la fibre de ϕ a` un autre se prolongent en applications
affines. Ces applications affines forment le groupe A. On ve´rifie ensuite que
A ope`re transitivement sur les fibres de ϕ. Pour cela, on utilise la dynamique
de f sur Jk.
Commenc¸ons par quelques remarques sur la ge´ome´trie de J∗. On sait que
l’ensemble Jk∩Ω n’est pas pluripolaire, or c’est une varie´te´ re´elle analytique,
sa dimension m est donc supe´rieure ou e´gale a` k. Posons n := m − k. Le
sous-espace tangent complexe de Jk en un point ge´ne´rique z ∈ Jk ∩Ω est de
dimension n car sinon Jk serait contenu dans une hypersurface complexe de
Ω. Par continuite´, on peut choisir Ω de sorte que Jk ∩ Ω soit CR-ge´ne´rique,
c’est-a`-dire le sous-espace tangent complexe en tout point de Jk ∩ Ω soit
de dimension n. Cela e´quivaut a` dire que l’espace complexe engendre´ par
l’espace tangent de Jk ∩ Ω en tout point est de dimension k. Comme f est
polynomiale, Jk qui est diffe´rent de C
k, ne contient aucun ouvert de Ck [18,
p.163] et par suite n < k.
Notons H l’espace tangent re´el a` J∗ en 0 et L l’espace tangent com-
plexe de J∗ en 0. Dans un voisinage de 0, J∗ est une sous-varie´te´ re´elle
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analytique. Comme J∗ est invariant par l’automorphisme dilatant Λ, c’est
une sous-varie´te´ re´elle analytique de Ck. L’ensemble J∗ e´tant invariant
par Λ, il en re´sulte que H et L sont invariants par Λ′(0). Quitte a` ef-
fectuer un changement line´aire de coordonne´es, on peut supposer qu’il existe
1 ≤ s1 ≤ · · · ≤ sn ≤ k tels que H = {Imzs = 0 pour tout s 6= s1, . . . , sn}.
Ce changement ne modifie pas la forme triangulaire de Λ. Il est clair aussi que
si f est homoge`ne, ce changement de coordonne´es ne change pas la rigidite´
de ϕ.
Lemme 5.3 Soient γ1, ..., γk les e´le´ments de la diagonale principale de
Λ′(0). On a |γs| ≤ d pour tout 1 ≤ s ≤ k.
Preuve— On a suppose´ ci-dessus que 1 < |γ1| ≤ · · · ≤ |γk|. Il suffit de
montrer que |γk| ≤ d. Notons l la droite re´elle {z1 = · · · = zk−1 = Imzk = 0}.
On a l ⊂ H et la droite complexe engendre´e par l est invariante par Λ
car Λ est triangulaire. Soit l′ une courbe re´elle analytique contenue dans
J∗ et tangente a` l. Soit {ni} une suite croissante d’entiers positifs telle
que lim arg γnik −→ 0. Utilisant le de´veloppement de Taylor des e´quations
de´finissant l′, on ve´rifie facilement que Λni(l′) tend vers l quand i tend vers
l’infini. La droite l est donc contenue dans J∗ car J∗ est un ferme´ invariant
par Λ. Notons Gk la restriction de G
∗ a` la droite complexe {z1 = · · · =
zk−1 = 0}. La fonction Gk est sous-harmonique non identiquement nulle et
elle ne prend que des valeurs positives ou nulles. De plus, Gk s’annule sur
Imzk = 0 et Gk(γkz) = dGk(z). Donc on a, si d < |γk|,
Gk(z) ≤
(
d
|γk| |z|+ const
)
.
En effet on peut supposer que G est radiale, |γk|s ≤ |z| < |γk|s+1 et on obtient
G(z) ≤ G(|γk|s+1) = ds+1G(1) = G(1)
(
d
|γk|
)s
|γk|sd
≤ |γk|sd+ const ≤ |z| d|γk| + const
Le principe de Phragme´n-Lindelo¨f impliquerait que Gk serait identiquement
nulle. Par conse´quent, |γk| ≤ d.

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Proposition 5.4 Soit H = {Imzs = 0 pour s 6= s1, . . . , sn} l’espace tangent
de J∗ en 0. Alors sj = j pour tout j = 1, . . . , n. De plus, |γj| =
√
d pour
1 ≤ j ≤ n et γj = ±d pour n+ 1 ≤ j ≤ k. En particulier, Λ est de degre´ au
plus deux et les e´quations de J∗ au voisinage de 0 sont de la forme
Imzj = hj(z1, z1, . . . , zn, zn), n + 1 ≤ j ≤ k
ou` les hj sont des polynoˆmes homoge`nes de degre´ 2.
Preuve— Soit s le plus grand indice ve´rifiant |γs| ≤
√
d. Posons s = 0 si
|γ1| >
√
d. Posons Hs := {z1 = · · · = zs = 0}. Comme dans le lemme 5.3,
en utilisant le de´veloppement de Taylor des e´quations d’une varie´te´ contenue
dans J∗ et tangente a` Hs et en prenant des limites des images par Λn, on
peut montrer que J∗ contient H∩Hs. Donc H∩Hs ne contient aucune droite
complexe. On en de´duit que sj ≤ s pour tout 1 ≤ j ≤ n. Donc |γsj | ≤
√
d
pour tout 1 ≤ j ≤ n. Par conse´quent, le jacobien re´el de la de´rive´e de Λ|J∗
en 0 est majore´ par (
√
d)2ndk−n = dk. De la relation f ∗µ = dkµ on de´duit
que Λ∗(µ∗) = dkµ∗ au voisinage de 0 car ϕ∗(µ∗) = µ. Le jacobien de Λ|J∗ en
0 est donc e´gal a` dk. Par suite, |γsj | =
√
d pour tout 1 ≤ j ≤ n et |γj| = d si
j 6= s1, . . . , sn. En particulier, {1, . . . , n} = {s1, . . . , sn}. D’ou` sj = j pour
j = 1, . . . , n.
On a alors H = {Imzn+1 = · · · = Imzk = 0}. Comme H est invariant
par Λ′(0), γj est un nombre re´el pour tout j ≥ n + 1. D’ou` γj = ±d pour
j ≥ n+ 1.
Le fait que Λ est de degre´ au plus deux re´sulte des re´sonnances possibles
entre les valeurs propres de Λ′(0).
La varie´te´ J∗ e´tant re´elle analytique et tangente a` H en 0, au voisinage
de 0 elle est de´finie par les e´quations
Imzj = hj(z1, z1, . . . , zn, zn,Rezn+1, . . . ,Rezk)
les fonctions hj e´tant re´elles analytiques pour j = n + 1, . . . , k. Utilisant le
de´veloppement de Taylor des hj et l’invariance de J
∗ par Λ, on montre que
les hj sont de la forme
hj(z1, z1, . . . , zn, zn,Rezn+1, . . . ,Rezk) = Pj(z1, z1, . . . , zn, zn)+Lj(Rezn+1, . . . ,Rezk)
ou` les Pj sont des polynoˆmes homoge`nes de degre´ 2 et les Lj sont line´aires.
La varie´te´ J∗ e´tant tangente a` H , les Lj sont donc nuls.

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Nous avons besoins du lemme suivant que nous appliquerons a` des re-
strictions convenables de G∗. Pour tout R > 0 on pose
vR(z) := 2R− 2R
π
(
arctan
R − Rez
Imz
+ arctan
R + Rez
Imz
)
.
La somme dans les parenthe`ses repre´sente l’angle en z du triangle de sommets
z, −R et R.
Lemme 5.5 Soit v ≥ 0 une fonction continue sous-harmonique de´finie sur
le demi-plan H+ := {z ∈ C| Imz ≥ 0} et nulle sur R. Soit R un nombre re´el
positif. Supposons qu’il existe une constante c ≥ 0 telle que v(z) ≤ c|z| pour
tout z ve´rifiant |z| = R. Alors v(z) ≤ cvR(z) pour tout z ∈ H+ ve´rifiant
|z| < R. S’il existe un nombre re´el d > 1 tel que v(dz) = dv(z) pour tout
z ∈ H+, alors v(z) = cImz ou` c ≥ 0 est une constante.
Preuve— La fonction cvR(z) est harmonique dans le demi-disque {|z| < R}∩
H+ nulle sur ]−R,R[∩H+ et e´gale a` cR sur {|z| = R}∩H+. Par conse´quent,
cvR majore la fonction v dans ce demi-disque. D’ou` v(z) ≤ cvR(z) pour tout
z ∈ H+ ve´rifiant |z| < R.
Supposons que v(dz) = dv(z). Soit a ∈ H+ tel que |a| = 1 et v(a) =
max{|z|=1|}∩H+ v(z). Posons c = v(a). On a v(dsz) ≤ cds pour tout s ≥ 1
et tout |z| = 1. On de´duit de la partie pre´ce´dente que v(z) ≤ cvRs(z) pour
tout z ∈ H+ et tout Rs := ds > |z|. Alors v(z) ≤ lims→∞ cvRs(z) = cImz.
Pour z = a, cette ine´galite´ nous donne a = i. La fonction sous-harmonique,
v(z) − cImz, atteint donc son maximum en a; elle est donc identiquement
nulle et v(z) = cImz.

Proposition 5.6 L’automorphisme Λ est line´aire et de´fini par une matrice
diagonale. On peut choisir les coordonne´es z telles que J∗ soit de´fini par
des e´quations de la forme Imz′′ = q(z′, z′) ou` z′ := (z1, . . . , zn), z′′ :=
(zn+1, . . . , zk) et q est une forme hermitienne a` valeurs vectorielles ve´rifiant
q−1(0) = {0}. De plus les nouvelles coordonne´es ne changent pas la rigidite´
e´ventuelle de ϕ.
Preuve— L’ide´e est que l’existence de termes non diagonaux dans Λ et
l’invariance de G∗ par Λ permettent de construire une droite complexe sur
laquelle G∗ est nulle; ce qui est impossible.
23
Notons Λ1, ..., Λk les fonctions coordonne´es de Λ. Montrons d’abord que si
j ≥ n+1, Λj est inde´pendante de zs pour tout s ≥ n+1 et s 6= j. On sait que
Hn := {z1 = · · · = zn = 0} est invariant par la de´rive´e Λ′(0) et que Λ′(0) est
e´gale a` Λ sur Hn car Λ est triangulaire et qu’il n’y a pas de re´sonnances dans
cet espace. Par conse´quent, Hn est invariant par Λ. D’apre`s la proposition
5.4, J∗ ∩ Hn = {Imzn+1 = · · · = Imzk = 0}. L’application line´aire Λ|Hn
pre´serve le sous-espace re´el J∗ ∩ Hn. Par conse´quent, ses coefficients sont
re´els. Montrons que Λ|Hn est de´finie par une matrice diagonale. Si tel n’e´tait
pas le cas, quitte a` effectuer un changement line´aire de coordonne´es, on peut
suposer que Λ|Hn contient le bloc de Jordan (Λk−1,Λk) = (αzk−1, αzk+dzk−1)
ou` α = ±d. Quitte a` remplacer Λ par Λ2, on peut supposer que α = d.
Posons K := {z1 = · · · = zk−2 = 0}. La fonction G∗ e´tant continue, il
existe donc une constante c > 0 telle que G∗(z) ≤ c pour tout z ve´rifiant
‖z‖ ≤ 1. Soit GK la restriction de G∗ sur K. Posons D := {zk−1 = 0} ∩K,
D′ := {zk = 0} ∩K et Ds := Λs(D′) = {(a, sa) ∈ K avec a ∈ C} pour tout
s ≥ 1. Les relations G∗ ◦ Λ = dG∗ et G∗(z) ≤ c pour ‖z‖ ≤ 1 impliquent
GK(z) ≤ c|zk|/s pour tout z = (zk−1, zk) ∈ Ds ve´rifiant |zk−1| ≤ ds. Puisque
G∗ est nulle sur l’ensemble J∗ qui contient {Imzk−1 = Imzk = 0}∩K, d’apre`s
le lemme 5.5, pour tout z = (zk−1, zk) ∈ Ds et tout s tel que ds ≥ |zk−1| on a
GK(z) ≤ cvds(zk−1) = cvds(zk/s).
Par continuite´ on a
GK(0, zk) = lim
s→∞
GK(zk/s, zk) ≤ lim
s→∞
cvds(zk/s) = 0.
La fonction G∗ est donc nulle sur la droite D. C’est la contradiction cherche´e.
Par suite Λ|Hn est line´aire et de´finie par une matrice diagonale.
Montrons maintenant que Λj est inde´pendant de zs pour tout s 6= j et
tout 1 ≤ j ≤ n. Raisonnons par l’absurde. Supposons qu’il existe 1 ≤ j ≤ n
et s 6= j tel que Λj de´pende de zs. D’apre`s la proposition 5.4, on a s ≤ j − 1
et Λi est line´aire pour tout i ≤ n. Quitte a` faire un changement line´aire
des coordonne´es en z1, ..., zn, on peut supposer que Λn(z) := γnzn + zn−1 et
γn−1 = γn. Ce changement ne modifie pas la forme triangulaire de Λ. Notons
Hn−2 := {z1 = · · · = zn−2 = 0}. Ce sous-espace est invariant par Λ car Λ est
triangulaire. L’ensemble J∗ ∩Hn−2 est une varie´te´ re´elle analytique dont le
plan tangent en 0 est H ∩Hn−2. Cette varie´te´ est de´finie par k−n e´quations
Imzj = lj(zn−1, zn−1, zn, zn) ou`
lj(zn−1, zn−1, zn, zn) := hj(0, . . . , 0, zn−1, zn−1, zn, zn)
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pour j = n + 1, . . . , k.
Fixons un j ≥ n + 1. Quitte a` remplacer Λ par Λ2, on peut supposer
que γj = d. On a Λj |Hn−2(z) = dzj + P (zn−1, zn) ou` P est un polynoˆme
holomorphe. Le fait que J∗ ∩Hn−2 soit invariant par Λ entraˆıne que
lj(γnzn−1, γnzn−1, γnzn+zn−1, γnzn+zn−1) = dlj(zn−1, zn−1, zn, zn)+ImP (zn−1, zn).
Soient αj, αj , βj les coefficients de zn−1zn, zn−1zn et |zn|2 de lj. On
supprime les termes harmoniques et les termes |zn|2 de l’e´quation pre´ce´dente.
On obtient
γnβjzn−1zn + γnβjzn−1zn + (γnαj + γnαj + βj)|zn−1|2 = 0
Par conse´quent, βj = 0. Donc les lj sont harmoniques en zn. Posons Hn−1 :=
{z1 = · · · = zn−1 = 0}. Alors J∗∩Hn−1 est de´fini par k−n e´quations du type
Imzj = αjz
2
n + αjz
2
n et J
∗ ∩Hn−1 contient la courbe holomorphe de´finie par
les e´quations zj = 2iαjz
2
n. Ceci contredit le fait que J
∗ ne contient aucune
image holomorphe non constante de C et par conse´quent Λj ne de´pend pas
de zs pour s 6= j et 1 ≤ j ≤ n.
Il reste a` prouver que Λj est inde´pendante de zs pour tous 1 ≤ s ≤ n
et n + 1 ≤ j ≤ k. On suppose qu’il existe j ≥ n + 1 et 1 ≤ s1 ≤ s2 ≤ n
tels que Λj contienne le terme zs1zs2 avec un coefficient α 6= 0. Comme
Λ est triangulaire, on a γj = γs1γs2. La varie´te´ J
∗ est de´finie par k − n
e´quations Imzs = hs(z1, z1, . . . , zn, zn) pour j = n + 1, . . . , k ou` les hs sont
des polynoˆmes re´els homoge`nes de degre´ 2. En tenant compte l’invariance
de J∗ par Λ on a
hj(γ1z1, γ1z1, . . . , γnzn, γnzn) = ImΛj(γ1z1, . . . , γnzn, hj(z1, z1, . . . , zn, zn))
ou` Λj(z) = γjzj + P (z1, . . . , zn) est inde´pendant de zn+1, ..., zj−1 et P est
un polynoˆme. Soit β est le coefficient de zs1zs2 dans hj . Les coefficients de
zs1zs2 des deux membres de cette e´quation sont γs1γs2β et γjβ + γs1γs2α. Or
γj = γs1γs2 6= 0 et α 6= 0; c’est la contradiction cherche´e.
La varie´te´ J∗ est comme on a vu de´finie par k − n e´quations Imzj =
hj(z1, z1, . . . , zn, zn) ou` les hj sont des polynoˆmes re´els homoge`nes de degre´
2 pour tout j avec n + 1 ≤ j ≤ k. Posons z′ := (z1, . . . , zn), z′ :=
(z1, . . . , zn) et z
′′ := (zn+1, . . . , zk). Il existe des polynoˆmes holomorphes ho-
moge`nes Pj(z
′) de degre´ 2 et des formes hermitiennes qj(z′, z′) tels que hj =
ImPj + qj . L’ensemble J
∗ e´tant invariant par Λ, on a Pj(γ1z1, . . . , γnzn) =
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γjPj(z1, . . . , zn) et qj(γ1z1, . . . , γnzn) = γjqj(z1, . . . , zn). Quitte a` effectuer
le changement de coordonne´es zj 7→ zj −P (z′), on peut supposer que Pj = 0
pour tout j ≥ n + 1. Comme J∗ ne contient aucune droite complexe,
l’ensemble {z′| q(z′, z′) = 0} est e´gal a` {0} ou` q := (qn+1, . . . , qk). Ob-
servons que si f est homoge`ne, le changement de coordonne´es ci-dessus ne
modifie pas la rigidite´ de ϕ.

Proposition 5.7 Pour tout vecteur c ∈ Rk−n, la fonction G∗ est constante
sur la varie´te´ J(c) := {Imz′′ = q(z′, z′) + c}. Par conse´quent, il existe une
fonction continue Φ telle que Φ(Imz′′ − q(z′, z′)) = G∗(z).
Preuve— Par le choix de l’ouvert Ω contenant le point fixe b, la fonction G∗
et la mesure µ∗ sont simultane´ment lamine´es au voisinage de 0. Conside´rons
les plaques de la lamination comme des graphes au-dessus de H , l’espace
tangent a` J∗ en 0. Il existe un voisinage X de 0 ∈ Cn × Rk−n = H , un
voisinage Y de 0 ∈ Rk−n, une application re´elle analytique ψ(z′,Rez′′, v) de
X × Y dans Rk ve´rifiant les proprie´te´s suivantes:
1. ψ(z′,Rez′′, 0) = q(z′, z′);
2. ψ(0, 0, v) = v pour tout v ∈ Y ;
3. G∗ est re´elle analytique sur Xv := {Imz′′ = ψ(z′,Rez′′, v)};
4. Pour tous w1, w2 dans Xv, on a G
∗(w1) ≤ δ(‖w1−w2‖)G∗(w2) ou` δ est
une fonction re´elle positive inde´pendante de v et tendant vers 1 en 0.
L’application ψ s’e´crit sous la forme:
ψ(z′,Rez′′, v) = v + q(z′, z′) + vO(‖z′‖) + vO(‖Rez′′‖).
Posons w := (0, 0, c) ∈ J(c). Soit x = (α, β, γ) ∈ J(c). On a γ = c+ q(α, α).
Il suffit de montrer que G∗(x) = G∗(w). Soit s un entier suffisamment
grand. On pose v := cd−s, ws := (0, 0, v), (αs, βs, 0) := Λ−s(α, β, 0), γs :=
ψ(αs, βs, v), ys := (αs, βs, γs) et xs := Λ
s(ys). On a que Λ
−s(J(c)) = J(dsc).
En utilisant le de´veloppement ci-dessus de ψ, on montre facilement que xs
tend vers x quand s tend vers l’infini. Comme G∗ est continue, il suffit de
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montrer que limG∗(xs) = G∗(w). On a G∗(xs) = dsG∗(ys) et G∗(w) =
dsG∗(ws). D’apre`s la condition 4, on a
δ(‖ys − ws‖)−1G∗(xs) ≤ G∗(w) ≤ δ(‖ys − ws‖)G∗(xs).
Quand s tend vers l’infini, on obtient G∗(x) = G∗(w) car ys et ws tendent
vers 0 et δ(‖ys − ws‖) tend vers 1.

Nous voulons a` pre´sent construire les e´le´ments du groupe A qui ope`re
transitivement sur les fibres de ϕ. Il est clair que pour deux points p, q d’une
meˆme fibre G∗(p) = G∗(q) et que pour des points p, q ge´ne´riques il existe une
application holomorphe g telle que g(p) = q, ϕ ◦ g = ϕ et G∗ ◦ g = G∗. On
veut e´tudier les de´rive´es de g a` l’aide de la relation pre´ce´dente. Cependant
G∗ n’est pas de´rivable, cela oblige a` quelques de´tours. On va e´tudier d’abord
la restriction de G∗ aux droites complexes.
Soit D ⊂ {z′ = 0} une droite complexe passant par 0. On dit que D
est non ge´ne´rique si dimRD ∩ {z′ = 0, Imz′′ = 0} = 1. Notons D+ ⊂ D et
D− ⊂ D deux demi-plans complexes dont le bord est {z′ = 0, Imz′′ = 0}∩D.
Corollaire 5.8 Pour toute droite non ge´ne´rique D ⊂ {z′ = 0}, il existe
des constantes non ne´gatives c+ et c− de´pendant continuˆment de D+ et D−
telles que G∗(z) = c+‖Imz‖ sur D+ et G∗(z) = c−‖Imz‖ sur D−. Pour toute
droite complexe D′ ⊂ {z′′ = 0} passant par 0, il existe une constante c′ > 0
de´pendant continuˆment de D′ telle que G∗(z) = c′‖z‖2.
Preuve— Remarquons qu’une droite non ge´ne´rique rencontre J∗ le long d’une
droite re´elle comme il re´sulte des e´quations de J∗ (voir la proposition 5.6).
Observons que D est invariante par Λ car Λ est diagonale. L’e´quation
fonctionnelle G∗(Λz) = dG∗(z) et le lemme 5.5 entraˆınent l’existence de c+ et
c−. Ces constantes de´pendent continuˆment de D+ et D− car G∗ est continue.
Pour de´terminer G∗ sur une droite ge´ne´rique, on utilise la connaissance
de G∗ sur les droites non ge´ne´riques et l’invariance de G∗ sur J(c). Fixons
un z = (z′, 0) ∈ D′. On pose w := (0, 0,−q(z′, z′)) ∈ {z′ = 0,Rez′′ = 0}.
D’apre`s la proposition 5.7, on a G∗(z) = G∗(w). Il existe un vecteur re´el
v ∈ Rk qui ne de´pend que de D′ telle que q(z′, z′) = v‖z‖2. D’apre`s la
partie pre´ce´dente, il existe une constante c > 0 telle que G∗(z) = c‖v‖‖z‖2.
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Posons c′ := c‖v‖. On a G∗(z) = c′‖z‖2. Il est clair que c′ = c‖v‖ de´pend
continuˆment de D′.

Nous allons a` pre´sent de´finir des “de´rive´es” de G∗ dans certaines direc-
tions. Soit h une fonction de´finie sur une surface de Riemann S, a` valeurs
dans C. Soit z une coordonne´e locale de S nulle en a. Si u est un vecteur
tangent en a a` S, il existe une constante c telle que u = c ∂
∂z
. Etant donne´
une fonction harmonique l, on de´finit u ⊗ u(h) := c limz→0[h(z) − l(z)]|z|−2
lorsque cette limite existe. Observons que cette de´finition est inde´pendante
de la coordonne´e z et que lorsque la limite existe elle est inde´pendante l.
C’est une formalisation de ∂2/∂u∂u.
Lemme 5.9 i. Soit v un vecteur non nul de {z′ = 0,Rez′′ = 0}. Soit σ ⊂ Ck
un arc re´el lisse issu de 0 et tangent a` v. Alors la de´rive´e v(G∗|σ) existe, elle
est inde´pendante de σ et de´pend continuˆment de v. On la note v(G∗). De
plus v(G∗) = c+‖v‖ ou` c+ est la constante associe´e a` la demi-droite non
ge´ne´rique contenant v qui est de´finie dans le corollaire 5.8.
ii. Soit u un vecteur holomorphe tangent a` {z′′ = 0} en 0. Soit S ⊂ Ck
une courbe holomorphe tangente a` u en 0. Alors u ⊗ u(G∗|S) existe, elle est
inde´pendante de S et de´pend continuˆment de u⊗ u. On la note u⊗ u(G∗)
Preuve— i. D’apre`s la proposition 5.7, il suffit de conside´rer le cas ou` σ
est contenue dans {z′ = 0,Rez′′ = 0}. Les e´quations de J∗ entraˆınent que
{z′ = 0, Imz′′ = 0} est contenu dans J∗. Par conse´quent, G∗ s’annule sur cet
ensemble. Soient w = (w′, w′′) ∈ σ \ {0} et Dw la droite complexe passant
par 0 et w. C’est une droite non ge´ne´rique. On conside`re D+w ⊂ Dw le
demi-plan complexe contenant w dont le bord est la droite re´elle {Imz′′ =
0} ∩ Dw. Notons e´galement D (resp. D+) la droite complexe (resp. le
demi-plan complexe) qui contient v. D’apre`s le corollaire 5.8, il existe une
constante c+w qui ne de´pend que de D+w telle que G∗(w) = c+w |Imw′′|. On a
donc v(G∗|σ) = |v| limw→0 c+w . Comme G∗ est continue, cette limite existe et
e´gale a` |v|c+. Il est clair que cette constante ne de´pend que de v. De plus,
elle de´pend continuˆment de v.
ii. Pour simplifier les notations, on suppose que u = ∂/∂z1. Alors la
courbe S est de´finie par les e´quations zs = ψs(z1) pour s = 2, . . . , k ou`
les fonctions ψs sont holomorphes. Posons ψ
′ := (z1, ψ2, . . . , ψn), ψ′′ :=
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(ψn+1, . . . , ψk) et φ := (1, 0, . . . , 0). On note Π la projection Π(z) := z1 et
GS := G
∗ ◦ (Π|S)−1. D’apre`s la proposition 5.7, on a GS(z1) = G∗(w) ou`
w := (w′,Rew′′, Imw′′) = (0, 0, Imψ′′(z)− q(ψ′, ψ′)).
On note D+ la limite de D+w quand z1 → 0. Alors D+ est un demi-plan
complexe qui ne de´pend que de u ⊗ u. Sans perte de ge´ne´ralite´, on peut
supposer que D+ = {z1 = · · · = zk−1 = 0, Imzk ≥ 0}. Pour z1 suffisamment
petit, zk est une coordonne´e de Dw et on a D+w = {Imzk ≥ 0} ∩ Dw. D’apre`s
le corollaire 5.8, il existe une constante cw de´pendant continuˆment de w telle
que GS(z1) = cw|Imwk| pour z1 suffisamment petit. On pose c := lim cw.
Comme S est tangente a` u, il existe des constantes cs telles que ψs(z1) =
csz
2
1 + o(|z1|2) pour tout s = 2, . . . , k. Posons c′′ := (cn+1, . . . , ck). Alors
Imw′′ = Imc′′z21 − |z1|2q(φ, φ) + o(|z1|2). D’ou`
GS(z1) = c[Imckz
2
1 − |z1|2qk(φ, φ)] + o(|z1|2).
On en de´duit que u ⊗ u(G∗|S) = −cqk(φ, φ) car Imckz21 est harmonique. La
continuite´ de cette quantite´ est e´vidente.

Lemme 5.10 Soit K un sous-ensemble borne´ de Rn (resp. Cn). Supposons
K non contenu dans aucun sous-espace re´el (resp. complexe) propre de Rn
(resp. Cn). Alors il existe un syste`me line´aire de coordonne´es dans lequel
toute application line´aire L : Rn −→ Rn (resp. L : Cn −→ Cn) ve´rifiant
L(K) = K est une isome´trie (resp. isome´trie complexe).
Preuve— On conside`re le cas de Cn; la preuve est valable aussi pour le
cas de Rn. Soit K ′ l’ensemble des points λz ou` |λ| ≤ 1 et z ∈ K. Soit H
l’enveloppe convexe de K ′. Comme K est borne´ et engendre Cn, H est borne´
et d’inte´rieur non vide. Notons OK (resp. OH) le groupe des applications
line´aires complexes L : Cn −→ Cn ve´rifiant L(K) = K (resp. L(H) = H).
On a OK ⊂ OH . Comme H est borne´ et d’inte´rieur non vide, le groupe
OH est compact. On en de´duit que OK est compact. On note e1, ..., en les
vecteurs de la base orthonormale canonique de Cn et < z, z′ >:=
∑n
i=1 ziz
′
i
le produit hermitien usuel de Cn. On de´finit
< z, z′ >K :=
∫
OK
< L(z), L(z′) > dν(L)
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ou` ν est la mesure de Haar de OK . On ve´rifie facilement que < ., . >K est
un produit scalaire et que < z, z′ >K=< L(z), L(z′) >K pour tout L ∈ OK .
Soit M la matrice carre´e de rang n de´finie par M := (< ei, ej >K). Elle est
de´finie positive. Il existe donc une matrice inversible N ve´rifiant τNN =M.
Posons w := N z. Pour ces nouvelles coordonne´es, on a
< w,w′ >=< N z,N z′ >= τz τNN z′ = τzMz′ =< z, z′ >K .
Par conse´quent, < w,w′ >=< L(w), L(w′) > pour tout L ∈ OK . Dans ces
nouvelles coordonne´es, L est bien une isome´trie.

Soit N l’espace {z′ = 0,Rez′′ = 0}. Notons KN l’ensemble des vecteurs
v ∈ N ve´rifiant v(G∗) < 1 et (−v)(G∗) < 1. Soit H l’espace complexe
{z′′ = 0}. On identifie H avec l’espace des vecteurs holomorphes tangents
a` H . Notons KH l’ensemble des vecteurs u ∈ H ve´rifiant u ⊗ u(G∗) < 1.
Les ensembles KN et KH repre´sentent la variation de G
∗ au voisinage de 0
suivant les directions tangentes de N et de H .
Lemme 5.11 KN (resp. KH) est un ouvert borne´ de N (resp. de H) con-
tenant le point 0.
Preuve—D’apre`s le lemme 5.9, v(G∗) de´pend continuˆment de v. Par conse´quent,
KN est un ouvert. Il est clair que 0 ∈ KN . Il reste a` montrer que KN est
borne´.
Sinon, soient vs ∈ KN tels que lim ‖vs‖ = +∞. Notons Ds la droite
complexe qui est engendre´e par vs. Notons e´galement D+s (resp. D−s ) le demi-
plan complexe contenant vs (resp. −vs) dont le bord est {z′ = 0, Imz′′ = 0}∩
Ds. Alors pour tout z ∈ D±s , on a G∗(z) = c±s ‖Imz‖ et (±vs)(G∗) = c±s ‖vs‖.
On en de´duit du lemme 5.9 que lim c+s = lim c
−
s = 0 car lim ‖vs‖ = +∞ et
(±vs)(G∗) < 1. La fonction G∗ e´tant continue, elle doit s’annuler sur toute
droite complexe adhe´rente a` la suite {Ds}. C’est la contradiction cherche´e
car G∗ ne peut s’annuller sur aucune droite complexe.
D’apre`s le lemme 5.9, u⊗ u(G∗) de´pend continuˆment de u. Donc KH est
ouvert. Il est clair que 0 ∈ KH . Il reste a` montrer que KH est borne´.
Sinon, d’apre`s le corollaire 5.8, pour toute droite complexe D ⊂ H il
existe une constante c telle que pour tout z ∈ D on ait G∗(z) = c‖z‖2.
Si KH n’est pas borne´, il existe des droites Ds ⊂ H et des constantes cs
tendant vers 0 telles que G∗(z) = cs‖z‖2 pour tout z ∈ Ds. Comme G∗ est
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continue, elle doit s’annuller sur toute droite adhe´rente a` la suite {Ds}. C’est
la contradiction cherche´e.

D’apre`s le lemme 5.11, quitte a` effectuer des changements line´aires de
coordonne´es dans {z′′ = 0} et dans {z′ = 0}, on peut supposer que toute
application line´aire (resp. line´aire holomorphe) de N (resp. H) pre´servant
KN (resp. KH) est une isome´trie (resp. isome´trie complexe). Il est clair que
ces changements de coordonne´es pre´servent toutes les proprie´te´s de J∗, G∗
ainsi que la rigidite´ de ϕ, mais l’application line´aire Λ n’est plus de´finie par
une matrice diagonale.
Notons M la matrice du changement de coordonne´es effectue´. Il existe
des matrices carre´es M1 et M2 de rangs n et k − n telles que
M =
( M1 0
0 M2
)
La matrice MΛM−1 est diagonale. Ses e´le´ments diagonaux sont e´gaux a`
±d ou a` √d en module. On constate que les n premie`res (resp. k − n
dernie`res) fonctions coordonne´es de Λ sont inde´pendantes de z′ (resp. z′′).
Quitte a` remplacer Λ par Λ2 on peut supposer que 1
d
Λ′′ = id ou` Λ = (Λ′,Λ′′).
D’apre`s les propositions 5.7, 5.12 et le corollaire 5.8, l’application 1√
d
Λ′ est
une isome´trie complexe de Cn. En effet, ( 1√
d
Λ′, id) pre´serve la fonction G∗.
Pour tout u = (u′, u′′) ∈ J∗, on pose τu l’application line´aire de Ck dans
lui-meˆme de´finie par
τu(z
′, z′′) := (z′ + u′, z′′ + 2iq(z′, u′) + u′′).
Alors τu(0) = u. D’apre`s la proposition 5.7, on a G
∗◦τu = G∗ car τu pre´serve
J(c).
Proposition 5.12 Soit W un ouvert de Ck rencontrant J∗. Soit τ = (τ ′, τ ′′)
une application holomorphe ouverte de W dans Ck ve´rifiant G∗◦τ = G∗ dans
W . Alors l’application τ ′ ne de´pend pas de z′′ et elle de´finit une isome´trie
complexe de Cn. L’application τ est line´aire. Il existe u ∈ J∗ et v ∈ J∗ tels
que τu◦τ et τ◦τv soient line´aires isome´triques. De plus, les n premie`res (resp.
k − n dernie`res) fonctions coordonne´es des applications τu ◦ τ et τ ◦ τv sont
inde´pendantes de z′ (resp. z′′). En particulier si τ(0) = 0 alors u = v = 0 et
τ ′, τ ′′ sont line´aires isome´triques.
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Pour de´montrer cette proposition nous aurons besoin de quelques pre´liminaires:
Lemme 5.13 Soit τ = (τ ′, τ ′′) une application holomorphe inversible d’un
voisinage de 0 dans Ck ve´rifiant τ(0) = 0 et G∗ ◦ τ = G∗. Alors ∂τ ′
∂z′′
(0) = 0,
∂τ ′′
∂z′
(0) = 0, ∂τ
′
∂z′
(0) et ∂τ
′′
∂z′′
(0) sont des isome´tries complexes. De plus, ∂τ
′′
∂z′′
(0)
est une matrice a` coefficients re´els.
Preuve— Comme G∗ ◦ τ = G∗ dans un voisinage W de 0, on a τ(J∗ ∩W ) =
J∗ ∩ τ(W ). Donc ∂τ
∂z
(0) pre´serve l’espace tangent complexe H et l’espace
tangent re´el L de J∗ en 0. D’ou` ∂τ
′
∂z′′
(0) = 0. La de´rive´e ∂τ
′
∂z′
(0) est une
application line´aire de H . Cette application pre´serve KH car G
∗ ◦ τ = G∗.
C’est donc une isome´trie complexe.
Comme τ pre´serve J∗, on a Imτ ′′(z) = q(τ ′(z), τ ′(z)) pour tout z =
(z′, z′′) ∈ W ve´rifiant Imz′′ = q(z′, z′). Le de´veloppement de Taylor d’ordre 1
en 0 des deux membres de l’e´quation pre´ce´dente permet de voir que ∂τ
′′
∂z′
(0) =
0. La de´rive´e ∂τ
′′
∂z′′
(0) pre´serve {z′ = 0, Imz′′ = 0}, elle est donc une isome´trie
complexe de Ck−n a` coefficients re´els et par suite elle pre´serve N := {z′ =
0,Rez′′ = 0}. Par conse´quent, elle pre´serve KN car G∗ = G∗ ◦ τ . C’est donc
une isome´trie complexe de Ck−n dont les coefficients sont re´els.

Preuve de la proposition 5.12— Quitte a` remplacer W par un ouvert con-
venable, on peut supposer que τ est injective. Comme G∗ ◦ τ = G∗, on a
τ(J∗ ∩W ) = J∗ ∩ τ(W ). Soient w1 = (w′1, w′′1) ∈ J∗ ∩W et w2 = (w′2, w′′2) :=
τ(w1) ∈ J∗∩τ(W ). Posons τ˜ := τ−1w2 ◦τ ◦τw1 . On a τ˜(0) = 0, ∂τ˜
′
∂z
(0) = ∂τ
′
∂z
(w1)
et G∗ ◦ τ˜ = G∗. D’apre`s le lemme 5.13, ∂τ˜ ′
∂z′′
(0) = 0. D’ou` ∂τ
′
∂z′′
(w1) = 0. Ceci
est vrai pour tout w1 ∈ J∗ ∩ W . C’est donc vrai pour tout w1 ∈ W car
τ est holomorphe et J∗ ∩W est non pluripolaire. On en de´duit que τ ′ est
inde´pendant de z′′.
D’apre`s le lemme 5.13, ∂τ˜
′
∂z′
(0) est une isome´trie de Cn. Donc ∂τ
′
∂z′
(w1) est
une isome´trie de Cn pour tout w1 ∈ J∗ ∩W . Comme τ ′ est inde´pendant de
z′′, ∂τ
′
∂z′
(w) est une isome´trie de Cn pour tout w ∈ W . Ceci implique que τ ′
est une isome´trie et par suite τ ′ est affine.
On va montrer que τ˜ est une isome´trie. D’apre`s la partie pre´ce´dente, τ˜ ′
est une isome´trie de Cn. D’apre`s le lemme 5.13, il suffit de montrer que τ˜ ′′
est une application line´aire inde´pendante de z′. L’application τ˜ pre´servant
J∗, on a
Imτ˜ ′′(z′,Rez′′ + iq(z′, z′)) = q(τ˜ ′(z′), τ˜ ′(z′)).
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Le membre de gauche est donc inde´pendant de z′′, τ˜ e´tant holomorphe, τ˜ ′′
s’e´crit sous la forme τ˜ ′′(z) = σ(z′)+l(z′′) ou` σ est une application holomorphe
et l est une application line´aire a` coefficients re´els. On a donc
Imσ(z′) = −l(q(z′, z′)) + q(τ˜ ′(z′), τ˜ ′(z′)).
Par conse´quent, Imσ(z′) = 0 car le membre a` droite ne contient aucun terme
harmonique. On a σ = 0 et donc τ ′′(z) = l(z′′).
Finalement, τ est line´aire. Soient u = τ−1(0) et v = τ(0). Alors τu ◦ τ
et τ ◦ τv ve´rifient les meˆmes proprie´te´s que τ˜ . Ce sont donc des applications
line´aires isome´triques. De plus, les n premie`res (resp. k − n dernie`res)
fonctions coordonne´es de ces applications sont inde´pendantes de z′ (resp.
z′′).

Corollaire 5.14 Soit W un ouvert de Ck rencontrant J∗. Soit τ une ap-
plication holomorphe ouverte de W dans Ck ve´rifiant ϕ = ϕ ◦ τ dans W .
Alors τ est une application affine holomorphe. De plus, l’ensemble A de ces
applications affines est un groupe et pour tout τ ∈ A on a τ(J∗) = (J∗).
Preuve— Comme G∗ = G ◦ϕ, la relation ϕ = ϕ ◦ τ implique G∗ ◦ τ = G∗ sur
W . D’apre`s la proposition 5.12, τ est une application affine holomorphe.
Par prolongement analytique, ϕ = ϕ ◦ τ dans Ck. Comme τ est ouverte,
elle est inversible. On a ϕ = ϕ ◦ τ−1. Donc τ−1 ∈ A. De plus, si τ ′ est une
application affine ve´rifiant ϕ = ϕ ◦ τ ′, on a ϕ = ϕ ◦ τ ◦ τ ′. Par conse´quent,
A est un groupe. La relation J∗ = ϕ(J) implique
τ(J∗) = τ ◦ ϕ−1(Jk) = ϕ−1(Jk) = J∗.

En utilisant une ide´e de Berteloot-Loeb [3], on montre la proposition
suivante:
Proposition 5.15 Soit A|J∗ le groupe des automorphismes τ|J∗ de J∗ avec
τ ∈ A. Alors A|J∗ est co-compact, ϕ(J∗) = Jk et A agit transitivement sur
les fibres de ϕ.
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Preuve— Par rapport a` [3], la seule diffe´rence dans notre cas est le fait que
les e´le´ments de A|J∗ ne sont pas tous isome´triques. La proposition 5.12 nous
permet d’adapter l’ide´e de Berteloot-Loeb.
L’application Λ e´tant dilatante, pour montrer que A|J∗ est co-compact,
il suffit de montrer qu’il existe un ouvert borne´ W de J∗ contenant 0 tel que
pour tout w ∈ ∂W , il existe w∗ ∈ W ve´rifiant ϕ(w∗) = ϕ(w). En effet, ceci
implique que W contient un domaine fondamental de A.
Notons Π la projection de J∗ dans Cn × Rk−n de´finie par Π(z′, z′′) :=
(z′,Rez′′). Soit M > 1 tel que ‖q(z′, u′)‖ ≤ M‖z′‖‖u′‖ pour tous z′ et u′.
On choisit un nombre fini des points as = (a
′
s, a
′′
s) ∈ J∗ pour s = 1, 2, ...
ve´rifiant les proprie´te´s suivantes:
1. Pour tout s, on a 1/2 < ‖Π(as)‖ < 1.
2. Dans Cn × Rk−n, l’enveloppe convexe U des points Π(as) contient la
boule de centre 0 est de rayon 1/2.
3. Pour tout u ∈ ∂U , il existe un s tel que ‖u−Π(as)‖ < 1/16M .
On choisit b0 ∈ J∗ tel que ‖b0‖ < 1/100 et tel que la mesure
1
dsk
∑
fs(z)=ϕ(b0)
δz
tende vers µ quand s tend vers l’infini. Alors l’ensemble
⋃
s≥0 f
−s(ϕ(b0)) est
dense dans Jk. Quitte a` pertuber le´ge`rement les points as, on peut supposer
qu’il existe un p tel que f p(ϕ(as)) = ϕ(b0) pour tout s. Posons bs := Λ
p(as).
Soit V l’enveloppe convexe des Π(bs) et W := Π
−1(V ).
Pour w ∈ ∂W , soit s tel que ‖Π(Λ−p(w)) − Π(as)‖ < 1/16M . Si τ =
(τ ′, τ ′′) ∈ A est tel que τ(b0) = bs et w∗ := τ−1(w) alors ϕ(w∗) = ϕ(w). On
montre que w∗ ∈ W . Observons que V est de taille dp/2 dans les directions
complexes et dp dans les directions re´elles. D’apre`s la condition 2, il suffit
donc de montrer que ‖w∗′‖ < dp/2/4 et ‖Rew∗′′‖ < dp/4. Comme τ ′ et 1√
d
Λ′
sont des isome´tries de Cn ou` Λ = (Λ′,Λ′′), on obtient
‖w∗′ − b′0‖ = ‖w′ − b′s‖ = dp/2‖Λ−p(w)′ − a′s‖ < dp/2/16M ≤ dp/2/16.
D’ou` ‖w∗′‖ < dp/2/4 car ‖b0‖ < 1/100.
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Posons τ˜ = (τ˜ ′, τ˜ ′′) := τ−1bs ◦ τ ◦ τb0 , w1 := τ−1bs (w) et w2 := τ˜−1(w1). On a
alors w∗ = τb0(w2). D’apre`s la proposition 5.12 applique´e a` τ˜ , τ˜ est line´aire
isome´trique et on obtient
‖w′2‖ = ‖w′1‖ = ‖w′ − b′s‖ ≤ dp/2/16M.
On a aussi Rew′′1 = w
′′ − Reb′′s + 2Imq(w′ − b′s, b
′
s). D’ou`
‖Rew′′1‖ ≤ ‖w′′ − Reb′′s‖+ 2M‖w′ − b′s‖‖b′s‖ ≤ 3dp/16
car
‖w′′ − Reb′′s‖ = dp‖Λ−p(w)′′ − a′′s‖ < dp/16M ≤ dp/16
et
‖w′ − b′s‖‖b′s‖ = dp‖Λ−p(w)′ − a′s‖‖a′s‖ ≤ dp/16M ≤ dp/16.
D’apre`s la proposition 5.12 applique´ a` τ˜ , on a ‖Rew′′2‖ ≤ 3dp/16 car w2 =
τ˜−1(w1). Comme w∗ = τb0(w2), on a Rew
∗′′ = Rew′′2 + Reb0 − 2Imq(w′2, b0).
Par conse´quent,
‖Rew∗′′‖ ≤ ‖Rew′′2‖+ ‖Reb′′0‖+ 2M‖w′2‖‖b0‖ ≤
3dp
16
+
1
100
+
dp/2
800
≤ d
p
4
.
Il en re´sulte que A|J∗ est co-compact. On a ϕ(J∗) = Jk, en effet ϕ(J∗)
est un compact de Jk et contient l’ensemble dense
⋃
s≥0 f
−s(ϕ(b0)).
Montrons que A agit transitivement sur les fibres de ϕ. La proposition
5.12 montre que A agit transitivement sur la fibre ϕ−1(z) pour tout z ∈ Jk.
Comme #f−1(z) ≤ dk pour tout z, l’ensemble Λ−1(Aw) est une re´union d’au
plus dk orbites de A pour tout w ∈ J∗. Si ϕ(w) 6∈ f(Cf ), on a #f−1(w) = dk
ou` C signifie l’ensemble critique. La relation f ◦ ϕ = ϕ ◦ Λ implique que
ϕ−1(Cf ) ⊂ Λ−1(Cϕ). Alors pour tout w ∈ J∗ \ Λ−1(Cϕ), l’ensemble Λ−1(Aw)
est une re´union de dk orbites de A. Pour un w ∈ J∗ \ Λ−1(Cϕ) fixe´, on peut
choisir τ1, ..., τdn des e´le´ments de A avec τ1 = id tels que
⋃A.Λ−1(τs(w)) =
Λ−1(A.w).
Par prolongement analytique, ceci est vrai pour tout w ∈ Ck a` l’exception
d’une hypersurface complexe qu’on notera S. Supposons que A n’agisse
pas transitivement sur les fibres de ϕ. Il existe donc w et u tels que u 6∈
A.w et ϕ(w) = ϕ(u). Quitte a` pertuber le´ge`rement w et u on peut sup-
poser que Λ−n(Aw) ∩ S = ∅ et Λ−n(Au) ∩ S = ∅ pour tout n ≥ 1. Par
suite, ϕ(Λ−1(τs(w)) (resp. ϕ(Λ−1(τs(u))) sont les dk pre´images diffe´rentes de
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ϕ(w) = ϕ(u) par f . On en de´duit qu’il existe s1 tel que ϕ(Λ
−1 ◦ τ1(w)) =
ϕ(Λ−1 ◦ τs1(w)). Comme τ1 = id, on a ϕ(Λ−1(w)) = ϕ(Λ−1(τs1(w))).
Par re´currence, il existe s1, s2, ... tels que pour tout n ≥ 1 on ait
ϕ(wn) = ϕ(un) ou` wn := Λ
−n(w) et un := Λ−1 ◦ τsn ◦ · · · ◦ Λ−1 ◦ τs1(u).
Comme u 6∈ A.w, on a un 6∈ A.wn pour tout n. La suite un est borne´e. En
effet Λ−1 est contractante et la proposition 5.12 permet de controˆler les τsj
qui sont proches d’isome´tries (on montre facilement que la composante en z′
est borne´e; une re´currence facile permet de ve´rifier que la composante en z′′
l’est aussi). Soit u0 une valeur limite de cette suite. Comme wn tend vers 0,
ϕ(u0) = ϕ(0). Il existe donc τ ∈ A tel que τ(u0) = 0. La suite vnr := τ(wnr)
tend vers 0 et ve´rifie ϕ(vnr) = ϕ(wnr). De plus puisque un 6 inAwn on a
vnr 6= wnr . C’est la contradiction recherche´e car ϕ est injective au voisinage
de 0.

Fin de la preuve du the´ore`me 5.1— Rappelons que nous devons ici traiter
le cas ou` la pe´riode s de b n’est pas e´gale a` 1. Posons F := f s. Le point b
est fixe pour F . La fonction de Green de F est e´gale a` celle de f . D’apre`s
les lemmes et les propositions pre´ce´dents, on peut construire une application
holomorphe ϕ et une application ΛF tels que F ◦ϕ = ϕ◦ΛF et tels que ϕ(Ck)
soit de comple´ment pluripolaire. On peut e´galement construire un groupe
A agissant transitivement sur les fibres de ϕ. Nous allons montrer que ϕ
convient pour f .
On choisit w1 et w2 deux points de J
∗ ve´rifiant f ◦ϕ(w1) = ϕ(w2). Quitte
a` pertuber le´ge`rement ces points, on peut supposer qu’ils n’appartiennent pas
a` l’ensemble critique de ϕ. Soit Λ := ϕ−1 ◦ f ◦ ϕ l’application holomorphe
de´finie au voisinage de w1 ve´rifiant Λ(w1) = w2. Alors G
∗ ◦ Λ = dG∗ car
G ◦ f = dG. Il suffit de montrer que Λ est affine. Posons Λ := τ−1w2 ◦ Λ ◦ τw1 .
On a G∗ ◦ Λ = dG∗ et Λ(0) = 0. Il reste a` montrer que Λ est line´aire.
Posons L(z′, z′′) := (
√
dz′, dz′′). D’apre`s le corollaire 5.8, on a G∗ ◦L = dG∗.
En effet, d’apre`s la proposition 5.7, il suffit de ve´rifier cette relation sur les
droites non ge´ne´riques.
Posons τ := L−1 ◦Λ. On a G∗ ◦τ = G∗. D’apre`s la proposition 5.12, τ est
une isome´trie complexe. Donc Λ est line´aire et Λ est affine. Par prolongement
analytique, on a f ◦ ϕ = ϕ ◦ Λ dans Ck.

Corollaire 5.16 Pour tout z ∈ Jk l’ensemble
⋃
s≥0 f
−s(z) est dense dans
Jk.
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Preuve— Supposons que
⋃
s≥0 f
−s(z) ne soit pas dense dans Jk. Posons
U := Jk\
⋃
s≥0 f
−s(z). Alors U est un ouvert non vide. D’apre`s la proposition
5.15, il existe un ouvert non vide V ⊂ U qui est une varie´te´ re´elle analytique
lisse. Soit b ∈ V un point pe´riodique re´pulsif de f . D’apre`s la proposition
5.15, toute voisinage de b contient une pre´image de z par un ite´re´ de f . Donc
U est vide.

Fin de la preuve du the´ore`me 1.1— La preuve du the´ore`me 1.1 se termine
exactement de meˆme manie`re que celle du the´ore`me 5.1. Supposons d’abord
que les fi soient polynomiales. Dans les notations de la proposition 4.4, on
choisit un point b ∈ Jk ∩ Ω pe´riodique re´pulsif pour f1. Posons F := f s1 ou`
s est la pe´riode de b. On peut construire l’application ϕ, l’application ΛF
et le groupe A comme dans la preuve du the´ore`me 5.1. On peut e´galement
construire une application affine Λ1 ve´rifiant f1 ◦ ϕ = ϕ ◦ Λ1. Le fait que f1
et f2 ont la meˆme fonction de Green nous permet de construire Λ2 de meˆme
manie`re que celle de Λ1.
Le fait qu’on peut choisir ϕ rigide dans le cas des applications homoge`nes
permet de passer du cas polynomial au cas ge´ne´ral.

6 Ensemble exceptionnel et orbifolds
Dans ce paragraphe, nous donnons quelques proprie´te´s de l’ensemble
exceptionnel puis nous de´montrons le corollaire 1.3. Commenc¸ons par la
proposition suivante.
Proposition 6.1 Sous l’hypothe`se du the´ore`me 5.1, l’ensemble exception-
nel E := Pk \ ϕ(Ck) contient un nombre fini d’hypersurfaces complexes.
La re´union E ′ de telles hypersurfaces est totalement invariante, c’est-a`-dire
f−1(E ′) = E ′. Si k = 2 l’ensemble E est alge´brique.
Preuve— Notons E∗ l’ensemble de z ∈ Pk tel que la mesure
µzs :=
1
dks
∑
fs(w)=z
δw
ne tende pas vers la mesure d’e´quilibre µ quand s → +∞. D’apre`s [5],
E∗ contient un nombre fini d’hypersurfaces alge´briques. L’ensemble E e´tant
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totalement invariant par f , le support Jk de µ e´tant compact dans P
k \ E
(proposition 5.15), E est donc contenu dans E∗. Par conse´quent, il contient
un nombre fini d’hypersurfaces alge´briques. La re´union E ′ de ces ensembles
alge´briques est totalement invariante par f car E l’est.
Supposons maintenant que k = 2. D’apre`s [5], E∗ est le plus grand
sous-ensemble analytique propre de P2 totalement invariant par f . On a
E ⊂ E∗. Il suffit de montrer que E∗ = E . Supposons que E∗ 6= E . Avec les
notations du paragraphe pre´ce´dent, le point pe´riodique re´pulsif b appartient
a` l’ensemble
⋃
s≥0 f
−s(c) ⊂ E∗ pour tout c ∈ E∗ \ E . D’apre`s le corollaire
5.16,
⋃
n≥0 f
−n(b) est dense dans Jk. Par conse´quent, Jk est contenu dans
E∗. C’est la contradiction cherche´e car Jk n’est pas pluripolaire. On a donc
E∗ = E .

Preuve du corollaire 1.3— On construit maintenant l’orbifold O = (Pk, n)
associe´ a` f1 et f2.
Soit H une hypersurface irre´ductible de Pk. On pose n(H) =∞ si H ⊂ E
et n(H) = m si H 6⊂ E et si la multiplicite´ de ϕ sur ϕ−1(H) est e´gale a` m.
D’apre`s le proposition 6.1, il y a qu’un nombre fini d’hypersurfaces H ve´rifiant
n(H) = ∞. D’apre`s le corollaire 5.14, si H 6⊂ E , les multiplicite´s de ϕ sur
les composantes irre´ductibles de ϕ−1(H) sont e´gales car on passe de l’une a`
l’autre par une application de A. La fonction n est donc bien de´finie.
Montrons maintenant que fi de´finit un reveˆtement de O dans lui-meˆme.
Il est clair que fi de´finit un reveˆtement ramifie´ de P
k \⋃n(H)=∞H dans lui-
meˆme. SoitH 6⊂ E une hypersurface irre´ductible de Pk. Il reste a` montrer que
n(fi(H)) = mult(fi, H)n(H). Posons K := ϕ
−1(H), L := Λi(K). D’apre`s
la relation fi ◦ ϕ = ϕ ◦ Λi, on a fi ◦ ϕ(K) = ϕ ◦ Λi(K). En comptant les
mutiplicite´s, la dernie`re relation nous donne
mult(ϕ,K)mult(fi, H) = mult(ϕ, L).
D’ou` n(H)mult(fi, H) = mult(ϕ, L) = n(fi(H)) car L = Λi(K) = Λi ◦
ϕ−1(H) ⊂ ϕ−1 ◦ fi(H).

On obtient aussi avec la meˆme de´monstration le corollaire suivant:
Corollaire 6.2 Sous l’hypothe`se du the´ore`me 5.1, il existe un orbifold O =
(Pk, n) tel que f de´finisse un reveˆtement de O dans lui-meˆme.
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7 Endomorphismes permutables de P2
Dans ce paragraphe, nous donnons la preuve du corollaire 1.11. L’ide´e
est que si l’ensemble exceptionnel E = P2 \ϕ(C2) est vide le groupe A est co-
compact et le couple (f1, f2) se trouve dans l’exemple 1.10; sinon on montre
que E contient une droite complexe et on se rame`ne au cas polynomial ou` les
endomorphismes permutables sont de´termine´s dans [7].
Notons F1, F2 les releve´s permutables de f1, f2 et et JF l’ensemble Julia
d’ordre 3 de F . Cet ensemble est de dimension re´elle 5, 4 ou 3.
Conside´rons le cas ou` JF est de dimension re´elle 5. L’ensemble de Julia
d’ordre 2 de f1 et f2 est e´gal a` π(JF ) = P
2 ou` π : C3 \ {0} −→ P2 est
l’application canonique. En effet, d’apre`s la proposition 5.15, l’application ϕ
(de´finie pour f1 et f2) est surjective sur J2, qui est e´gal a` P
2 car il contient un
ouvert. Le groupe d’applications affines A de C2 qui agit transitivement sur
les fibres de ϕ, est co-compact. On de´duit de la construction du paragraphe 5
que les e´le´ments deA sont des isome´tries complexes de C2 (voir la proposition
5.12). Le couple (f1, f2) se trouve donc dans l’exemple 1.10.
Supposons maintenant que JF soit de dimension 4. Montrons que dim E ≥
1. D’apre`s les paragraphes pre´ce´dents, il existe une application line´aire di-
agonale Λ et un nombre re´el α 6= 0 tels que f ◦ ϕ = ϕ ◦ Λ, J∗ := ϕ−1(J2) =
{Imz2 = α|z1|2} ou` f est un certain ite´re´ de f1. Par suite dim J2 = 3. Les
e´le´ment de A du type τ ◦ τv ou` τ est une application line´aire isome´trique
complexe, v = (v1, v2) ∈ J∗ et
τv(z1, z2) := (z1 + v1, z2 + 2iαv1z1 + v2).
Observons que τv pre´serve les varie´te´s {Imz2 = α|z1|2 + const}.
Quitte a` effectuer un changement de coordonne´es du type (z1, z2) 7→
(z1,±z2), on peut supposer que α ≥ 0. Posons Bn := {‖z‖ ≤ n} et Dm :=
{z2 = −2mi}. Notons D∗m := ADm. Les e´le´ments de A sont de´crits ci-
dessus. On montre facilement que D∗m ∩ Bn = ∅ pour m >> n. D’apre`s le
corollaire 5.14 et la proposition 5.15, ϕ−1 ◦ϕ(Dm) = D∗m. Par conse´quent, on
a ϕ(Bn)∩ϕ(Dm) = ∅ pour m >> n car ϕ−1(ϕ(Dm))∩Bn = ADm ∩Bn = ∅.
Le comple´mentaire de ϕ(Bn) pour n assez grand. On en de´duit qu’il contient
une image holomorphe non constante de C: ϕ(Dm). Donc dim E ≥ 1. De
meˆme manie`re, on montre que si dim JF = 3 et dim J2 = 2 on a dim E ≥ 1.
Notons F la courbe alge´brique contenue dans E , c’est-a`-dire on ne con-
side`re pas les points isole´s e´ventuels de E (voir la proposition 6.1). Alors
f−11 (F) = f−12 (F) = F . D’apre`s [11, 6], F contient une droite complexe.
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Si F contient trois droites complexes, f1 est e´gale a` [λ0wd1α0 : λ1wd1α1 :
λ2w
d1
α2
] et f2 est e´gale a` [β0w
d2
ν0
: β1w
d2
ν1
: β2w
d2
ν2
] ou` (α0, α1, α2), (ν0, ν1, ν2)
sont des permutations de (0, 1, 2) et λi, βi sont des constantes non nulles.
On en de´duit que (f1, f2) est conjugue´ a` un couple dans l’exemple 1.6.
Supposons que F contienne exactement deux droites complexes. Notons
E1 et E2 ces deux droites. Alors f 2i (Ej) = Ej. Par conse´quent les f 2i sont
polynomiales. D’apre`s [7], il existe un syste`me de coordonne´es affines tel que
l’une de deux conditions suivantes soit vraie:
1. f 2i = (λiz
d2i
1 ,±Td2i (z2));
2. f 2i = (λiz
d2i
1 ,±zd
2
i /2
1 Td2i (z2/
√
z1))
ou` les λi sont des constantes non nulles.
Il existe alors des constantes non nulles βi et des fonctions rationnelles Ri
telles que fi = (βiz
±di
1 , Ri(z1, z2)).
Dans le premier cas, comme l’application f 2i pre´serve la fibration {z1 =
const}, elle pre´serve aussi la fibration fi({z1 = const}). On en de´duit que
ces deux fibrations sont e´gales. Par conse´quent, Ri est inde´pendante de z1.
Les fractions Ri sont permutables et R
2
i = ±Td2i . Donc Ri = ±Tdi et (f1, f2)
se trouve dans l’exemple 1.7.
Dans le deuxie`me cas, on montre comme ci-dessus que fi pre´serve la
fibration {z1 = cz22}. Par conse´quent, il existe des fonctions rationnelles
d’une variable, permutables, Si telles que Ri(z1, z2) = z
±d1/2
1 Si(z2/
√
z1) et
S2i = ±Td2i . On en de´duit que Si = ±Tdi et on ve´rifie facilement que (f1, f2)
est conjugue´ a` un couple obtenu dans l’exemple 1.9 pour hi = z
±di [7].
Si F contient une seule droite complexe, le couple (f1, f2) est conjugue´ a`
un couple d’applications polynomiales. D’apre`s [7], il est conjugue´ a` l’un des
couples de´crits dans les exemples 1.5-1.9.
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