Low-textured image stitching remains a challenging problem. It is difficult to achieve good alignment and is easy to break image structures, due to the insufficient and unreliable point correspondences. Besides, for the viewpoint variations between multiple images, the stitched images suffer from projective distortions. To this end, this paper presents a line-guided local warping with global similarity constraint for image stitching. A two-stage alignment scheme is adopted for good alignment. More precisely, the line correspondence is employed as alignment constraint to guide the accurate estimation of projective warp, then line feature constraints are integrated into mesh-based warping framework to refine the alignment while preserving image structures. To mitigate projectve distortions in non-overlapping regions, we combine global similarity constraint with the projective warps via a weight strategy, so that the final warp slowly changes from projective to similarity across the image. This is also integrated into local multiple homographies model for better parallax handling. Our method is evaluated on a series of images and compared with several other methods. Experiments demonstrate that the proposed method provides convincing stitching performance and outperforms other state-of-the-art methods.
Introduction
Limited by the narrow field of view (FOV) of cameras, image stitching has been proposed to combine a group of images with overlapping regions to generate a single while larger mosaic with a wider FOV, and has been widely used in many tasks in photogrammetry [1] , remote sensing [2] and computer vision [3, 4] .
In the literatures [5] , to produce image stitching results with satisfied visual effects, there are often two aspects that we can make the effort: (1) developing better alignment models for image stitching, or (2) employing image composition algorithms, such as seam cutting [6] , blending [7] . Image alignment is the first and also crucial step in image stitching. Although the advanced image composition methods can relieve stitching artifacts and improve stitching performance, they cannot address obvious misalignments. If the seam or blending areas coincide with the misaligned areas, the image composition schemes may fail to provide a satisfactory stitching of images [8] .
Most previous image stitching methods often estimate the global geometric transformations (e.g. similarity, affine or projective transformation) that bring the overlapping images into alignment. They require the camera rotation with a fixed projective center, or a limited depth variance in the scenes [9] . These restrictive imaging assumptions are often violated in practice, resulting in artifacts in the stitched images, e.g. misalignments or ghosting.
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To compensate these geometry assumptions, some spatially-varying warping methods for image stitching have been proposed in recent years. These methods can be roughly categorized into two groups: multiple homographies and mesh-based warping. The former estimates multiple homographies that are compatible with local geometries to align input images, e.g. as-projective-as-possible (APAP) warp [5] . The latter first pre-warps the image with the global homography, then adopts some energy functions to optimize the alignment as a mesh warping problem, e.g. content preserving warping (CPW) [10] . With high degrees of freedom (DOFs), these methods can better handle parallax than the global transformations and provide satisfactory stitching results. However, there are still some challenges need to be addressed: -These methods often fail to achieve satisfactory alignment in low-texture images. Due to the high DOFs, it is inevitable that these methods heavily depend on point correspondences. In some lowtexture images, key-points are difficult to be detected because of homogeneous regions, such as indoor walls, sky, artificial structures, thus they are not sufficient and distinctive enough to provide rich and reliable correspondences. Hence, the warping model is often erroneously estimated, which causes misalignments.
-The influence of projective distortions has not been fully considered. As many methods are based on projective transformation, e.g. CPW [10] , APAP [5] , for the images taken under various photographing viewpoints, the stitched results may suffer from projective distortions [11] in the non-overlapping regions, including shape and perspective distortions. For instance, some regions in the stitched image may be stretched or non-uniformly enlarged, and the perspective of each image is difficult to be preserved ( Fig. 1 (b) , Fig. 7 (a) ).
-The distortion of image structures is not fully taken into consideration. Some local warping models, e.g. CPW [10] , APAP [5] , may bend the line structure, especially when stitching the low-texture images. For instance, due to insufficient or unreliable key-points, some local transformations are erroneously estimated in APAP. This makes the local regions misaligned and then causes distortions on the line structures that span multiple local regions. In addition, CPW only employs feature correspondences and content smoothness to optimize the global transformation, without considering the structure constraints.
These challenges can be clearly seen in Fig.1 . Fig.1 (a) shows the original images and the detected features (points and lines). In some homogeneous regions, only a few points are detected and matched, making it difficult to estimate an accurate transformation. Fig.1 (b) shows the stitching results by the methods of global homography [12] , CPW [10] , APAP [5] and the proposed method. Violating of the restrictive imaging conditions, the global homography model does not fit for the data, thus it results in obvious misalignments which can be seen in red boxes. In the low-textured areas with insufficient correspondences (in red boxes), CPW lacks data to further align the pre-warping result, and APAP also cannot estimate accurate local homographies, so the misalignments remain obvious. Besides, the lack of point correspondences leads to the structure deformation in CPW and APAP shown in blue boxes, where straight lines are deformed into curves. Due to the projective transformation used in these three models and that no measures taken to eliminate distortions, the stitched images by these methods suffer from severe projective distortions. This can be seen in yellow boxes, where the chairs are enlarged non-uniformly.
The above problems raise a strong motivation for improving the performance of image stitching. To our knowledge, only a few works dedicated to handle the aforementioned one or two problems, so more efforts are still demanded. [13] and [14] have recently presented that line features can be used to improve the performance of alignment. [11] and [15] have recently showed that similarity transformation has advantages in reducing distortions. Inspired by these studies, our work is based on the following two consensus:
-In most man-made environment, the line features are relatively abundant, thus they can be regarded as effective supplement to provide rich correspondences for accurate warping model estimation. What's The stitching results. From top to bottom, the results are: global homography [12] , CPW [10] , APAP [5] , and the proposed method. For better comparison, the details are highlighted. Red boxes show alignment errors, yellow boxes show distortions, blue boxes show the deformation of structures, and green boxes show the satisfactory stitching without misalignments or distortions.
more, the line feature depicts the geometrical and structural information of scenes [16, 17] , so it can also be used to preserve the image structures.
-Similarity transformation [11] does not introduce shape distortion as it only consists of translation, rotation and uniform scaling. Also it can be regarded as a combination of panning, zooming and in-plane rotation of a camera, so it can preserve the viewing direction.
It is thus of great interest to investigate how to integrate line features and global similarity transformation to improve the performance of image stitching. To this end, this paper presents a line-guided local warping model for image stitching with global similarity constraint. More precisely, this method adopts two-stage scheme to achieve good alignment. First, the pre-warping is estimated jointly by point and line features. Then the extended mesh-based warping is used to further align the pre-warping result. Meantime, line features are integrated into mesh-based warping framework as structural constraints to preserve image structures. Besides, to prevent the undesirable distortions, the global similarity transformation is adopted as similarity constraint to adjust the estimated warping model. The contributions of our work are as follows:
-We introduce the line features to guide the warping estimation, especially in low-texture cases. The line feature plays a significant role mainly in two aspects: providing sufficient and reliable corresponding information for accurate alignment, and imposing multiple constraints (line correspondence and line colinearity) to refine the stitching performance.
-We present a weight integration strategy to combine the global similarity constraint with global homography or multiple homographies model. With this strategy, the resultant warping can achieve smooth transition from projective to similarity across the image, so it can significantly mitigate projective distortions in the non-overlapping regions.
-We propose a robust and effective two-stage stiching framework, which combines local multiple homographies model and mesh-based warping model with line and global similarity constraints. The proposed method can handle local variation well to ensure image alignment by locally stitching and flexible refinement. The method also preserves image structures and multi-perspective by strong geometrical and structural constraints.
The rest of this paper is organized as follows. Section 2 gives a brief review of the related work. Section 3 describes the proposed method in detail. The experimental results and analysis are reported in Section 4. Finally, we draw some conclusions and remarks in Section 5.
Related work
Tremendous studies have been devoted to image stitching, a comprehensive survey of which can be found in [9] . The global homography model [12] works well for planar scenes or parallax free camera motion, but violation of these assumptions may lead to ghosting artifacts.
Recently, spatially-varying warping methods have been proposed to handle parallax flexibly. Liu et al. [10] proposed the content preserving warping (CPW) which was first used in video stabilization. CPW adopts registration error and content smoothness to refine the pre-warping result obtained by the global homography. A simple extension of global homography method was presented in [18] , called dual-homography warping (DHW), which divides the whole scene into two planes: a distant plane and a ground plane. The final warping is obtained by the linear combination of these two homographies estimated by point correspondences of each plane. But it is difficult to handle complex scenes. Lin et al. [19] proposed the smoothly varying affine (SVA) warping for image stitching, which can handle local deformations while preserving global affinity. However because of insufficient DOFs of affine model, SVA cannot achieve projective warping. Zaragoza et al. [5] extended the previous method and proposed an as-projective-as-possible (APAP) warping for image stitching, which achieves a smoothly varying projective stitching field estimated by moving direct linear transformation (DLT) [20] . It maintains globally projective and allows local non-projective deviations. Zhang et al. [3] proposed a parallax-tolerant image stitching method. The method seeks for the optimal homography evaluated by the seam cost, and further uses CPW to refine the alignment. However, these methods are based on projective transformation except SVA, thus the stitched images often suffer from projective distortions. In addition, the resulting images may suffer from structure deformations because of the nonlinear local transformations in the model.
In recent years, similarity transformation has been introduced to reduce the distortions. Chang et al. [11] proposed a shape-preserving half-projective (SPHP) warping for image stitching, which adopts projective, transition and similarity transformation to achieve gradually change from projective to similarity across the image. It can significantly reduce the distortions and preserve the image shape. But it may introduce structure deformations, e.g. line distortions, when the scene is dominated by line structures. Lin et al. [15] proposed an adaptive as-natural-as-possible (AANAP) warping, which linearizes the homography in the nonoverlapping regions and combines these homographies with global similarity transformation by the direct and simple distance-based weight strategy to mitigate the perspective distortion. However, some distortions locally still exist when stitching images ( Fig. 12(b) ).
It is worth noting that the above mentioned methods greatly depend on point correspondences. If there is no sufficient and reliable points, such as low-texture images, the estimated model will lose their effect. More recently, Joo et al. [13] first introduced the line correspondences into local warping model, but it needs user's annotations of the straight lines, and the parameter setting is complex. Li et al. [14] proposed a dual-feature warping for motion model estimation, which combines line segments and points to estimate the global homography. However it still suffers from projective distortions.
The proposed approach
This section introduces the proposed method for image stitching in detail. The main idea is to integrate line constraints and global similarity constraint into a two-stage alignment framework. The outline of our method is given in Fig. 2 . The first-stage alignment (presented in Section 3.1) is to estimate the accurate warping model under the line guidance. Line features are adopted as an alignment constraint to jointly estimate global or local homography with point correspondences, which provides rich and reliable correspondences in low-texture images. To further improve alignment, we extend the content preserving warping framework, presented in Section 3.2. Line feature constraints, i.e. line correspondence and line colinearity, are combined into the CPW framework to further refine the alignment and also preserve the image structures. Then, in order to mitigate projective distortions, global similarity transformation is employed to integrate into the warping model estimated in the first-stage via a reasonable weight strategy (Section 3.3). Based on the proposed warping model, we finally able to achieve accurate and distortion-free image stitching.
Line-guided warping model
Given the target and reference images I, I : R × R → R, and a pair of matching points:
] with x, y ∈ R represented by homogeneous vectors between I and I . The global homography H ∈ R 3×3 that maps p to p satisfies: p = Hp. Through direct linear transformation, it can be rewritten as a cross product: p × Hp = 0 3×1 . The homography can be estimated by minimizing the algebraic distance:
with a set of matching points, where i is the index of matching points. However, as stated previously, key-points extracted from images are very limited in some textureless scenarios, thus it is difficult to estimate an accurate global homography for image stitching. Hence, we resort The homography can be then estimated jointly by point and line correspondences:
where
is the column vector representation of H, A i , B j ∈ R 2×9 are the coefficient matrix computed by the i-th matching point and j-th matching line, respectively. Note that 6 A i ∈ R 2×9 , because only two rows of the coefficient matrix are independent.
where κ j is a scale parameter for balancing with A i , and
Stacking vertically all the coefficient matrices of points (A i ) and lines (B j ) into a unified matrix:
, where N and M are the number of point and line correspondences respectively, the Eq.(1) can be rewritten asĥ = arg min
The global homography H is the smallest significant right singular vector of C. Note that before estimation, all the entries of stacked matrices [A i ; B j ] should be normalized for numerical stability. In our case, the point-centric normalization approach proposed in [21] is adopted. According to [5] , local homography can handle parallax better than global homography due to the higher DOFs. Therefore, we extend the line-guided global homography to local homographies. The input images are first divided into uniform grid mesh. The local homography h k of k-th mesh located at p * = [x * , y * ] is estimated by:
and w l ∈ R 2M denote weight factors of point and line correspondences, respectively. Specifically,
. So the solution is the smallest significant right singular vector of WC.
The point weight factor w p is calculated by Gaussian weighted Euclidean distance,
where p i is the i-th key-point, σ is the scale parameter, and η ∈ [0, 1] is used to avoid the numerical issues caused by the small weights when the mesh center p * is far away from key-point p i , as shown in Fig. 3 (a) . The line weight factor w l is calculated as:
where d l (p * , l j ) is the shortest distance between mesh center p * and line l j .
As shown in Fig. 3 (b) , if p * is in the R 1 or R 2 region, the d l is calculated by (a), and if p * is in the R 3 region, d l is calculated by (b). From Eq.(6) and (7), the weight is higher when the key-point or line is closer to mesh center p * , which makes the local homography better fit for the local structure around p * . 
Alignment refinement with line constraints
In this section, we adopt the content-preserving warping framework as the second step of the two-stage alignment scheme to further improve the performance of image stitching. Content preserving warping is one of the mesh-based warping methods, which was first used in video stabilization [10] and then successfully applied in image stitching [22] [23] [24] . It is well suited for small local adjustment. In our work, the content-preserving warping framework is extended with line feature constraints, e.g. line correspondence constraint and line collinearity constraint, so that it can well maintain the image structures as well as refine the alignment.
The target image I is first divided into regular grid mesh. In our case, the grid mesh is used to guide the image warping. Supposing V denotes the vertices of grid mesh in the pre-warping image transformed by line-guided warping model. Alignment refinement is to find a group of deformed vertices V by energy optimazation. For arbitrary point p in pre-warping image, it can be represented by a linear combination of four mesh vertices
T in its locating quad: p = w T V, and w = [w 1 , w 2 , w 3 , w 4 ] T is calculated by the inverse bilinear interpolation [25] and sum to 1. So the image warping problem can be formulated as a mesh warping problem. In fact, it is an optimization problem aiming to accurately align pre-warping image to the reference image and avoid obvious distortions. The energy terms in this paper are detailed below.
Content preserving warping
Content preserving warping [22] terms include three energy terms: point alignment term, global alignment term and smoothness term.
Point alignment term E p is used to align the feature points in the target image or pre-warping image to the corresponding points in the reference image as much as possible, and defined as
where p i is the matching point in the reference image. This term ensures the alignment of overlapping region. Global alignment term E g is used to constraint the image regions without feature correspondences to be consistent with the pre-warping result as much as possible.
where V i is the corresponding vertex in the pre-warping result.
Smoothness term E s encourages each grid in the pre-warping result to preserve similarity during warping to avoid shape distortions as mush as possible. Precisely, given a triangle V 0 V 1 V 2 in the pre-warping result, the vertex V 0 can be represented by V 1 and V 2 ,
where µ, ν are the coordinate value of V 0 in the coordinated system defined by the other two vertices. During warping, the triangle takes a similarity transformation to preserve the relative relationship of three vertices and avoid the local distortions. The smoothness term is
where ϕ is a weight used to measure the salience of triangle using the same method as [10] . The weight is to preserve the shape of salient regions stronger than low salient regions. The full smoothness energy term is formed by summing Eq. (12) over all the vertices.
Line correspondence term
Content preserving warping terms only ensure the point alignment in the overlapping regions, thus the line correspondences are taken into consideration to further improve the alignment. Line correspondence term is utilized to ensure the line correspondences are well aligned. Let l j , l j be a pair of line correspondences in the target and reference images respectively. Line l j is cut into several short line segments by the edges of mesh if the line l j goes across this mesh. The endpoints of short line segments from l j are denoted by p j,k , where k is the index of endpoints. p j,k denotes the endpoints in pre-warping image transformed from p j,k by the foregoing warping, p j,k = w T j,k V j,k . The line correspondence term can be expressed as the distance from p j,k to the corresponding line l j should be the minimum.
The line correspondence term not only enhances the image alignment but also preserves the straightness property of line structures, together with line collinearity term below.
Line collinearity term
The above terms may not reduce the distortions, e.g. line structure distortion, in the non-overlapping regions where there are few point or line correspondences. To make use of line features and preserve the line structure, the line collinearity constraint is adopted.
Line collinearity term is used to preserve the straightness of line structures of the target image as much as possible. Let p i,k denote the endpoints and intersection points of line l i in the non-overlapping regions with the grid. Supposing p i,k is the corresponding points of p i,k in the pre-warping result. The line should maintain straightness when warping, that is, the transformed points p i,k should lie on the same line. This can be represented by the distance from endpoints p i,k to the linel i which should be the minimum. Linel i is calculated by the head and tail endpoints of p i,k . The term is defined as
The line collinearity term maintains the line structures well, together with line correspondence term.
Objective function
The above five energy terms are then combined as an energy optimization problem, the objective function is:
where α, β, γ, δ, ρ are weight factors of each energy term. The above function is quadratic, so it can be solved by sparse linear solver. The final result is obtained through texture mapping.
Distortion reduction by global similarity constraint
To reduce the projective distortions in the non-overlapping regions, the global similarity transformation is adopted to adjust the local warping model. Chang et al. [11] has shown that similarity transformation is effective for mitigating distortions. If we can find the similarity transformation which can represent the camera motion of image projection plane approximately, it can be utilized to offset the camera motion. According to [15] , RANSAC [26] is used to iteratively segment the matching points. Each group of point correspondences can estimate a similarity transformation. The one with the smallest rotation angle is chosen as the optimal candidate [27] . As shown in Fig. 4 , the group of points with green color is chosen to estimate global similarity transformation. We can also see the plane comprised of green points approximates the image projection plane, because the camera is near upright to ground when shooting. Figure 4 : The optimal point correspondences for global similarity transformation estimation.
Similarity constraint
The global similarity transformation is combined with the global or local homographies by weight factor. For smooth transition, the whole image is taken into consideration. The weight integration is calculated as
where H i is the homography in i-th grid mesh, and H i is the final homography in i-th grid mesh. S is the similarity transformation. α and β are weight coefficients with α + β = 1. For global homography model, the homography of every grid mesh is the same. The corresponding warping should also be applied for the reference image, since the similarity transformation also adjust the overlapping regions. The warping for the reference image can be formulated as
where T i is the warping for the reference image in the i-th grid mesh. As shown in Fig. 5 , if the point is far from the overlapping regions, especially the distorted non-overlapping regions, it assigns a high weight for similarity transformation so that it can mitigate the distortions as much as possible, while for the point near the overlapping regions, it assigns a high weight for the homography so as to ensure the accuracy of alignment. With the weight combination, the final warping smoothly changes from projective to similarity across the image, so that it can preserve the image shape and multi-perspective. 
Weighting strategy
The calculation of weight coefficients comes from the analysis of projective transformation. According to [28] , let R be a rotation transformation that transfroms the image coordinate (x, y) to a new coordinate (u, v). Based on p = Hp, a new projective transformation Q that transform (u, v) to (x , y ) meets: Supposing the rotation angle θ = arctan (h 8 /h 7 ), we can obtain: q 8 = −h 7 sin θ + h 8 cos θ = 0. Then Q 11 can be decompsed as:
where c = h 2 7 + h 2 8 , Q a is the affine transformation, and Q p is the projective transformation. According to [29] , defining the local scale change at point (u, v) under the projective transformation as the determinant of the Jacobian of Q at point (u, v), the local scale change is calculated as:
where det denotes the determinant, and λ a is independent of u and v. It can be seen: the local area change derived from Q only relies on u. In other words, the distortions of projective transformation only occurs along the u-axis. Therefore, in our case, the weight coefficients are calculated in (u, v) coordinate.
As shown in Fig. 6 , the centre of reference image is used as the origin of coordination o, and the unit vector on u-axis denotes − → ou = (1, 0). For the arbitrary mesh center p, d is the projected length of vector − → op on the vector − → ou. The projected point p max with maximum length of d and the projected point p min with minimum length of d can be calculated. For the i-th grid, the weight coefficients are calculated as:
where As shown in Fig. 7 , APAP adopts the local homographies for alignment, which aims to be globally projective and also allows local deviations. However, the stitched image suffers from projective distortions, for instance, the buildings are undesirably stretched and not parallel to temples, in addition, the perspective distortion in the non-overlapping regions is obvious. With global similarity constraint, the proposed warping model preserves the shape of objects and maintains the perspective of each image.
Given a pair of input images, the key-points are detected and matched by SIFT [30] in VLFeat library [31] . The line features are detected by line segment detector (LSD) [32] and matched by line-point invariants [33] or line-junction-line [34] . Then RANSAC is used to remove the mismatches, and the remaining inliers are given to the stitching algorithms. We compare our approach with several other methods, and the parameters of other methods are set as the same suggested in the respective papers. We use the code provided by the authors of the papers to obtain the results for comparison. For our method, σ is 8.5, η is 0.01, and the weight factors of energy terms α, β, γ, δ, ρ are 1, 0.001, 0.01, 1, 0.001, respectively.
To better compare the methods and reduce the interference, the post-processing methods like blending or seam cutting detailed in [9] are avoided. The aligned images are simply blended by intensity average so that any misalignments remain obvious.
To assess the alignment accuracy of image stitching quantitatively, the correlation (Cor ) [15] and mean geometric error (Err mg ) [13] are adopted. Cor is defined as one minus normalized cross correlation (NCC) over a neighborhood of 3 × 3 window, that is
where N is the number of pixels in overlapping region π, p and p are the pixels in image I and I respectively. Cor shows the similarity of two images in the overlapping regions. The smaller the Cor is, the better the stitching result is. Err mg is defined as the mean geometric error on point and line, that is
where f : R 2 → R 2 is the estimated warping, M is the number of point correspondences, p i and p i are a pair of point correspondences, K is the number of line correspondences, d l denotes the projected distance of endpoints of l j to its correspondence line l j . The smaller Err mg means the better stitching result.
In the following subsections, we first verify the performance of the proposed method on image alignment and distortion reduction. Then we report the experimental comparison results including the comparison with the global-based methods and the local-based methods. Fig. 8 illustrates the performance of each constraint in the proposed method, inlcuding line-guided local warping estimation, line correspondence constraint and line collinearity constraint. Fig. 8(b) shows the result of line-guided warping combined with APAP (LAPAP), which alignment has been largely improved compared with APAP, as can be clearly seen in green and blue boxes. However, LAPAP brings about structure distortions, e.g. the bending lines on buildings shown in the red circle of blue box. With point alignment constraint, LAPAP+CPW refines the alignment performance, but it remains slight errors ( Fig. 8(c) ). Combined with line correspondence (LineCorr) constraint, LAPAP+CPW+LineCorr provides good alignment (Fig. 8(d) ). While the structure distortion is not handled gracefully in CPW constraints and line correspondence constraint. With line collinearity constraint to restrain the structure deformation, the proposed method provides a good stitching result with less distortion in this example (Fig. 8(e) ). The quantitative ecaluation on Cor and Err mg are shown in Table 1 , which demonstrate consistent conclusions with visual effect.
Image alignment
Then the proposed method is compared against other flexible warping methods to evaluate the alignment performance, namely, global homography (baseline) [12] , CPW [10] , APAP [5] . For completeness, the proposed method is also compared with the Image Composite Editor (ICE) [35] (one of the common commercial tools for image stitching) by inputting two images at once. The final post-processed results are used since the original alignment results are not obtainable in the standard version of ICE. The quantitative comparison of ICE are also not given. Fig. 9 shows the Desk image pair and the detected feature. For most low-textured areas, the key-points are difficult to be extracted, which results in insufficient matching points for the estimation of warping model. Line features can be used as an effective complement for alignment.
line−point ransac im1 line−point ransac im2 Figure 9 : The Desk image pair for the assessment of image alignment.
The comparison results are given in Fig. 10 . For the violation of the assumptions, the baseline warp is unable to align the images, and produces obvious misalignments (red boxes in Fig. 10(a) ). ICE, CPW, APAP can provide relatively better stitching results, but ghost artifacts remain non-negligible. From Fig. 10(b) , although ICE uses blending and pixel selection to conceal the misalignments, it is clear that the postprocessing is not completely successful, for instance, the misalignments on vertical edge of the desk are obvious. Due to the insufficient corresponding key-points along the vertical edge of the desk, CPW and APAP cannot provide an accurate warping model for image alignment, so ghosting occurs in thses regions (red boxes in Fig. 10(c)(d) ). With the help of line correspondences and the two-stage robust alignment scheme, our method provides satisfactory stitching performance with accurate alignment and few ghost artefacts ( Fig. 10(e) ). It can be also found that our method reduces dependency on post-processing. Table 2 depicts the Cor and Err mg of the compared methods on Desk image pairs. As we can see, owing to the stronger constraint on point correspondences, CPW provides smaller alignment error on point Err 
Distortion reduction
To demonstrate the performance of distortion reduction, SPHP [11] and AANAP [15] have been compared on Railtracks and Temple Square images 1 . Fig . 11 shows the results of APAP [5] , SPHP that restricts the similarity warp with rotation (SPHP0) [11] , SPHP that restricts the similarity warp with no rotation (SPHP1) [11] , and our method. Due to the simple extrapolation of projective transformation to non-overlapping regions, the result of APAP (Fig. 11(a) ) shows projective distortions in the non-overlapping regions. Observing the closeup of blue box, the car is enlarged and the palm tree is obvious inclined. Introducing the similarity transformation, SPHP can largely mitigate the projective distortions. In Fig. 11(b) , SPHP0 preserves the shape of car, but it has the problem with unnatural rotation. In addition, the construction site in red box is tilted to the left. SPHP1 preserves the shape and reduces the perspective distortion, but the construction site is slightly tilted to the right (11(c)). By our weight integration with similarity transformation, our method provides pleasing stitching result with less distortions in this example (11(d) ). Fig. 12 compares the proposed method with AANAP [15] on distortion reduction. Fig. 12(a) shows the good alignment of APAP, but it suffers from the problems of shape and perspective distortions, e.g. the stretched and tilted buildings in the right of image. Through linearizing homography and similarity transformation, AANAP provides an attractive result which the projective distortions have been largely mitigated ( Fig. 12(b) ). However, as shown in the red circle of enlarged view, the lines on ground are slightly deformed. Our method gives more appealing stitching result in this example (Fig. 12(c) ).
Comparisons with global-based methods
In this section, the proposed method is compared with the global-based methods, including global homography (Baseline) [12] , ICE [35], SPHP [11] . For our method, the global homography is adopted in the first-stage of alignment and jointly estimated by point and line correspondences to pre-warp the source images, called global version. Fig. 13 shows the two pairs of original images for stitching: Ceiling and Temple 2 . From feature detection, because of the low-textured content of Ceiling, the number of detected key-points is limited, which making it challengeable for the accurate estimation of warping model. Despite Temple provides more rich point correspondences, the complex structure and the different imaging view remain a challenge for the globalbased methods. 14 and 15 show the results of global-based methods on Ceiling and Temple image pairs. As can be seen, for the model deficiency, the baseline warp cannot provide a satisfactory stitching results, getting into trouble of misalignments and projective distortions. ICE and SPHP improve the performance of stitching, especially in the aspect of the reduction of projective distortions, for instance, the door in Fig. 14 and the people in Fig. 15 suffer from less distortions, but the bricks of ceiling in the non-overlapping in ICE result (Fig. 14 (b) ) remain to be slightly stretched. In addition, alignment errors in these two pair of images (red circles in Fig. 14 and 15 ) remain obvious. In contrast, the proposed method is not only more flexible and robust to handle the alignment because of the line-guided warping estimation, but also because of the alignment constraints in the mesh-based framework. With similarity constraint, our method provides good stitching results with minimal distortions. Table 3 and Table 4 gives the quantitative comparison of Ceiling and Temple. It can be seen that our method provides the results with least errors. As for Ceiling, our method performs the best as the line feature play an important role in such scenes without reliable key-point correspondences. For Temple with rich reliable key-points, the role of line feature may be reduced, but it still helps to improve the accuracy of alignment. 
Comparisons with local-based methods
The global version works well in preserving the content and perspective, but it maybe a little helpless on alignment when images are taken with large views. For high DOFs and flexible local homographies, our method with local homography in pre-warping stage (called local version) can handle parallax issue, so it is compared with other local-based methods in this section, including CPW [10] , APAP [5] , SPHP+APAP [11] . Fig. 16 illustrates the original images for compared experiments: Church, Block, and Wall images 3 . Some images are low-textured and the extracted features are limited. Moreover, the images corresponding views vary greatly. The stitching results on these three pairs of images are provided in Fig. 17 . In terms of alignment accuracy, CPW and APAP allows higher DoFs than global homography, but they also produce misalignments at the regions where lack of point correspondences (partially highlighted in red boxes). Except that, CPW and APAP may cause local structure deformation on structural regions where lack of key-points, such as stair railing in Church (the left red boxes in Fig. 17 (a) ), the building boundary in Block (the bottom red boxes), the wall boundary in Wall (the left red boxes), where the lines become curved. With the similarity transformation, SPHP+APAP can reduce the projective distortions and preserve the shape and perspective, shown in Church and Block, where the distortions of buildings in the right are mitigated. In contrast, our method can not only provide accurate alignment which benefits from the two-stage alignment scheme, but also preserve image structure and perspective for the line and similarity constraints. mg . But it provides unsatisfactory result in other criteria in Church result. As a whole, our method provides the best quantitative results. 
Conclusion
This paper proposes a line-guided local warping for image stitching by imposing similarity constraint. Our method integrates multiple constraints, including line feature constraints and global similarity constraint, into a two-stage image stitching framework, which achieves accurate alignment and also mitigate distortions. The line feature is employed as an effective complement to the point feature for alignment. Then the line feature constraints, line matching and line collinearity, are integrated into the mesh-based warping framework, aiming to further improve the alignment while preserving the image structures. Additionally, the global similarity transformation is combined with the projective warping to maintain the image content and perspective.
From the experiments, a good image stitching with least alignment errors and distortions is achieved by the proposed method.
