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ABSTRACT
Thermobaric convection (type II convection) and thermobaric cabbeling (type III convection) might
substantially contribute to vertical mixing, vertical heat transport, and deep-water formation in the World
Ocean.However, the extent of this contribution remains poorly constrained. The concept of ocean convective
available potential energy (OCAPE), the thermobaric energy source for type II and type III convection, is
introduced to improve the diagnosis and prediction of these convection events. OCAPE is analogous to
atmospheric CAPE, which is a key energy source for atmospheric moist convection and has long been used to
forecast moist convection. OCAPE is the potential energy (PE) stored in an ocean column arising from
thermobaricity, defined as the difference between the PE of the ocean column and its minimum possible PE
under adiabatic vertical parcel rearrangements. An ocean column may be stably stratified and still have
nonzero OCAPE. The authors present an efficient strategy for computing OCAPE accurately for any given
column of seawater. They further derive analytical expressions for OCAPE for approximately two-layer
ocean columns that are widely observed in polar oceans. This elucidates the dependence of OCAPE on key
physical parameters. Hydrographic profiles from the winter Weddell Sea are shown to contain OCAPE
(0.001–0.01 J kg21), and scaling analysis suggests that OCAPE may be substantially enhanced by wintertime
surface buoyancy loss. The release of this OCAPEmay substantially contribute to the kinetic energy of deep
convection in polar oceans.
1. Introduction
Deep-water formation in the Labrador, Greenland,
andMediterranean Seas is the result of open-ocean deep
convection (Schott and Leaman 1991; Clarke and
Gascard 1983; Marshall and Schott 1999; Harcourt et al.
2002). Formation of Antarctic Bottom Water (AABW)
is induced either by deep convection or by processes
occurring around the continental margins (Gordon
1978). Deep convection significantly contributes to the
global ocean overturning circulation and has a prominent
influence on the global transport of heat, salt, and nutri-
ents (Macdonald and Wunsch 1996).
Akitomo (1999a,b) classified ocean deep convection
into two types. The first type (type I) is the convection
of a ‘‘gradually deepening mixed layer’’ in a nearly ho-
mogeneous ocean, driven mainly by a continuous neg-
ative surface buoyancy flux and other preconditioning
processes. The second type (type II) is thermobaric
convection. The term thermobaricity refers to the ther-
mal expansion coefficient of seawater increasing with
pressure, which is larger near the freezing point than at
higher temperatures (McDougall 1987). Harcourt
(2005) was the first to simulate type III convection, also
called thermobaric cabbeling, which involves strong
modulation from cabbeling as well as thermobaricity.
Type II convection involves plumes of cold freshwater
(CFW) sinking into warm salty water (WSW). Type III
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convection involves convective plumes of a CFW–WSW
mixture sinking into WSW due to cabbeling instability
(Harcourt 2005). Cabbeling instability is a convective
phenomenon that occurs when water masses with dif-
ferent temperatures are mixed diabatically to produce a
water mass with greater density than the parent waters
(Carmack 1979). For both types, thermobaricity and
cabbeling are critical for the acceleration of convective
plumes by generating negative buoyancy anomalies.
Note that ‘‘cabbeling’’ in this manuscript always means
the quadratic dependency of water density on potential
temperature (McDougall 1987).
Harcourt (2005) suggested that type III convection
may be responsible for thick, deep internal layers and
localized ‘‘chimney’’ structures observed in theWeddell
Sea. Akitomo (2006) suggested that the overturning of
type II convection may penetrate to a depth of about
1.5 km on the flanks of the Maud Rise in the Weddell
Sea. Type II and type III convection may contribute to
the observed water properties and velocities (;10cms21)
of convective plumes in theGreenlandSea (Akitomo2011;
Denbo and Skyllingstad 1996). Type II and type III con-
vection may also be formation mechanisms for certain
open-ocean Weddell Polynyas due to their ability to
transport heat rapidly upward resulting in sea ice melt
(McPhee 2000, 2003; Harcourt 2005; Akitomo 2007).
In this paper, we focus on the effect of thermobaricity
only. As illustrated in Fig. 1a (Fig. 1b), for a column that
is stably stratified, the movement of a parcel of CFW,
or a CFW–WSW mixture, downward (upward) through
the WSW adiabatically may lead to the density of that
parcel becoming greater (smaller) than that of the
surrounding WSW. This is a result of the thermobaric
effect; the effect of temperature on density increases
with depth, so the CFWmay become denser (less dense)
than the WSW at depth (height). In this case, potential
energy (PE) will be released as the parcel sinks (rises)
further. Note that moving a WSW parcel up (down)
through the CFWnever leads to a lower PE state. This is
because theWSWparcel loses (gains) buoyancy relative
to the CFW as it rises (sinks). Therefore, both type II
and type III convection have an important source of
kinetic energy (KE) that comes from the stored PE of
the ocean column due to thermobaricity.
In this paper and its companion (Su et al. 2016,
hereinafter Part II), we define and investigate a new
concept, the ocean convective available potential energy
(OCAPE) as an energy source for type II and type III
convection due to thermobaricity. In this first paper, we
focus on the conceptual importance of OCAPE and
provide examples of its amplitude based on observations
in the Weddell Sea. Dynamical analyses relevant to the
OCAPE release and its transformation efficiency into
KE are presented in Part II. In Part II, we also evaluate
the KE contribution to type II and type III convection
due to diabatic processes (e.g., effects due to cabbeling
and stratification).
OCAPE is conceptually important: it parallels atmo-
spheric convective available potential energy (CAPE), a
key energy source in atmospheric moist convection that
has long been used to forecast moist convection (see,
e.g., chapter 7.4.1 of Salby 1996; Arakawa and Schubert
1974; Emanuel et al. 1994; Trenberth 2005; Zhang 2009).
Both CAPE and OCAPEmeasure the maximum stored
FIG. 1. Illustration of thermobaric instability by an adiabatic parcel displacement from the
CFW to theWSW (a) when CFW lies aboveWSWor (b) when CFW lies belowWSW, detailed
in section 1.
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PE that can be released under adiabatic vertical parcel
rearrangements.1 CAPE arises from moisture in the
lower atmosphere, whereas OCAPE arises from the
ocean stratification with CFW lying above or below
WSW. CAPE is released when moist air parcels gain
buoyancy via the release of latent heat, when they are
perturbed upward and saturate at a critical pressure.
OCAPE is released when parcels of CFW, or a CFW–
WSWmixture, lose (gain) buoyancy via thermobaricity,
when they aremoved down (up) through theWSW layer
past a critical depth. CAPE can be calculated by com-
paring the adiabatic lapse rate of moist parcels with the
background temperature profile (Salby 1996). OCAPE
can be calculated by the strategy developed in this pa-
per. CAPE is widely used in subgrid-scale convective
parameterization closures in atmospheric general cir-
culation models (GCMs) (Zhang and McFarlane 1995;
Gregory et al. 2000). OCAPE might be similarly useful
to improve the subgrid-scale parameterizations of type
II and type III convection in present ocean GCMs, as
demonstrated in this paper and Part II.
In section 2, we quantitatively define OCAPE, which
is the maximal PE, including internal energy and grav-
itational energy, of an ocean column available to be
transformed into KE by vertical adiabatic parcel re-
arrangements. OCAPE is similar to available potential
energy (APE) in the sense that they are both based on
adiabatic parcel rearrangements and are both based on
the global minimum PE state. However, OCAPE arises
from thermobaricity, whereas APE arises mainly from
baroclinicity (for APE, see Winters et al. 1995; Huang
2005; Vallis 2006). In section 3, we develop an accurate
strategy to compute OCAPE, which is applicable to any
vertical profile of seawater. In section 4, we derive an-
alytical expressions for OCAPE in approximately two-
layer profiles to elucidate the dependence ofOCAPE on
key parameters in the real ocean. In section 5, we in-
vestigate OCAPE in the Weddell Sea using hydro-
graphic profiles. Section 6 comprises our discussion and
conclusions.
2. Definition of ocean convective available
potential energy
A system tends to deform to minimize its PE
according to the principle of minimum total potential
energy (e.g., Reddy 2002). For most complex systems,
there is one state of global minimumPE andmany states
of local minimum PE in which the system can reside.
This is true for ocean columns because of the nonlinear
equation of state (EOS) of seawater (see section 3 for
details). Specifically, stably stratified profiles of tem-
perature and salinity may not be equivalent to a global
minimum PE state. For these profiles, type II or type III
convectionmay release PE and evolve the system from a
state of local minimum PE into a state of lower local
minimum PE or even global minimum PE. Note that the
states of local or global minimum PE may be modified
significantly by diabatic processes that typically occur
during the convection.
In this paper, we follow the definition of APE, a key
concept for ocean mesoscale geostrophic turbulence, to
define OCAPE. APE is defined as the maximal PE that
can be released by adiabatic parcel rearrangements,
arising mainly from the baroclinicity of the system.2
OCAPE is defined for an ocean column (i.e., without
horizontal inhomogeneity and thus without baroclinicity)
as the maximal PE that can be released by adiabatic
vertical parcel rearrangements, arising from thermobar-
icity. We use the term ‘‘reference state’’ with regard to
the state of global minimum PE that can be reached by
adiabatic parcel rearrangements from the ‘‘current
state.’’ Therefore, our definition of OCAPE is
OCAPE5PE (current state)2PE (reference state) ,
(1)
where PE includes gravitational energy and internal
energy. As mentioned above, the reference state (and
thus OCAPE) may evolve over time if water prop-
erties are modified diabatically during convection. In
other words, all the terms in (1) may be a function of
time. We investigate this effect of diabatic processes
for OCAPE (and type II and type III convection) in
Part II.
Calculating OCAPE directly using (1) is awkward
because PE is not a thermodynamic variable. For a
single column with the bottom at a constant level zbot,
PE can be generally defined as
PE
area
5
ðztop
zbot
(U1 gz)r dz1 z
top
P
top
, (2)
where U is the internal energy, gz is the gravitational
energy with g constant, ztopPtop is the work done by at-
mospheric pressure on the column, and ztop is the level
1An adiabatic process in this paper always refers to a reversible
process with no viscous dissipation and no exchanges of heat
and salt.
2 See section 3.10 of Vallis (2006), section 2b of Huang (2005),
and section 3 of Winters et al. (1995).
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of the ocean surface. By inserting the hydrostatic bal-
ance
Ð ztop
zbot
gzr dz52zPjtopbot1
Ð ztop
zbot
Pdz into (2), we obtain
PE
area
5
ðztop
zbot
(U1P/r)r dz1 z
bot
P
bot
5H1 z
bot
P
bot
, (3)
where (U 1 P/r) is the specific enthalpy and
H5
Ð ztop
zbot
(U1P/r)r dz is the total enthalpy of the col-
umn per unit area. For an isolated column with a fixed
bottom, zbotPbot is constant during convection because
of mass conservation. Thus, from (3) we can use column
enthalpy to represent column PE, consistent with Reid
et al. (1981). Therefore, OCAPE can also be defined as
OCAPE5H (current state)2H (reference state) .
(4)
Here, OCAPE has dimensions of energy/area; later for
convenience we also use dimensions of energy/mass for
OCAPE (column averaged). Enthalpy is a thermody-
namic variable and is therefore easier to diagnose than
PE for both theoretical and numerical studies. Given the
vertical profiles of temperature and salinity of an ocean
column, we can calculate the column enthalpy directly,
for example, using the Gibbs function (Feistel 2003).
For a stably or neutrally stratified ocean column (N2$ 0),
the existence of OCAPE is entirely due to thermobaricity.
To demonstrate this, we perform the following thought ex-
periment: First, note that the salinity contraction coefficient
is nearly independent of pressure (as shown in section 4a),
that is, the density satisfies ›2r/›S›Pju ’ 0, where S and
u are salinity and potential temperature, respectively. If
there is no thermobaricity, that is, ›2r/›u›PjS5 0, then the
adiabatic compressibility ›r/›P is independent of u and S.
Therefore, r must have the form r 5 r1(u, S)1 r2(P), and
r1 increases monotonically with depth since N
2 $ 0 here.3
Therefore, any exchange of parcels with different r1 leads to
an unstable stratification, as the rearrangement necessarily
leads to a nonmonotonic profile of r1 with depth. Now we
demonstrate that in this scenario the PE (or enthalpy) of the
system cannot be reduced by adiabatically swapping the
positions of any parcels of equal mass. First, note that in
general any parcel rearrangement can bedecomposed into a
series of equal-mass two-parcel exchanges. For adiabatic
exchanges there is no change in entropy or salinity, so the
variation of specific enthalpy dh of any exchanged parcel is
dP/r. We denote the swapped parcels as i and j with equal
masses m, and their initial pressures as Pi and Pj, where
Pi, Pj. It may be shown that the change in the system’s
enthalpy associated with the exchange is
m
ðPi
Pj
½ 1r
1
(u
j
,S
j
)1 r
2
(P)
2
1
r
1
(u
i
, S
i
)1 r
2
(P) dP. (5)
This quantity is always positive or zero because r1(uj, Sj)$
r1(ui, Si) and dP , 0. Thus, any parcel exchanges cannot
decrease the system’s enthalpy, and so thermobaricity is
necessary for a column to contain nonzero OCAPE.
3. Calculation strategy for OCAPE
Equation (4) shows that we can calculate OCAPE
only if we are able to find the reference state. Again, the
reference state has global minimum PE (or global min-
imum enthalpy) and can be reached through an adia-
batic rearrangement of parcels from the current state.
However, this reference state is difficult to determine be-
cause of the nonlinear EOS of seawater (Huang 2005).
Consider a statically stable ocean column, divided into
M vertical layers with the same mass. Thus, we haveM
parcels and M vertical pressure positions defined by
hydrostatic balance. We need to adiabatically rearrange
the M parcels into the M vertical pressure positions to
find the reference state. For realistic continuous profiles,
each parcel has its own unique salinity and potential
temperature, and the column has a total of M! (the
factorial of M) rearrangement states, among which the
reference state is the one with minimum enthalpy. Note
that M typically needs to be larger than 50 to ensure
sufficient accuracy of the OCAPE calculation. The
number of rearrangement states is so large (M! . 3 3
1064 even forM5 50) that it would be impossible for any
modern computer to iterate through all of them (e.g., see
Burkard et al. 2009).We therefore need to develop amore
effective strategy to solve this problem.
We label theM parcels as 1, 2, . . . ,M and label theM
vertical pressure positions as P1, P2, . . . , PM. For parcel
i, with salinity Si and potential temperature ui, its en-
thalpy at Pj is hi,j 5 h(ui, Si, Pj). Note again that salinity
and potential temperature of a parcel are conserved under
an adiabatic rearrangement. For a rearrangement state in
which parcel m (m 5 1, 2, . . . ,M) is at pressure position
Pk, we can define a matrix x 5 [xi,j] (i, j 5 1, . . . , M)
that maps the current state to the rearrangement state,
with xm,k 5 1 and xm,l 5 0 (l 6¼ k, 1 # l #M) for m 5 1,
2, . . . , M. Thus, the column enthalpy in this rearrange-
ment state is Mi51
M
j51hi,jxi,j. Similarly, we can define a
matrix h 5 [hi,j](i, j5 1, . . . ,M). Therefore, the problem
of searching for the reference state with global minimum
enthalpy is to solve the following problem:
3 In this scenario,N2 is independent of r2(P) by its definition. See
section 2.9.2 of Vallis (2006).
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Given an M3M matrix h, find an M3M matrix x to minimize
M
i51

M
j51
h
i,j
x
i,j
,
where x
i,j
5 0 or 1, subject to
M
i51
x
i,j
5 1 for any j, and 
M
j51
x
i,j
5 1 for any i . (6)
Equation (6) is easy to solve if hi,j is a linear function of
j( j 5 1, . . . , M). However, in our case it is difficult to
solve (6) because enthalpy hi,j is a nonlinear function of
pressure Pj due to thermobaricity. Fortunately, our
problem (6) is actually the famous ‘‘assignment prob-
lem’’ in computational mathematics (Derigs 1985;
Martello and Toth 1987; Bertsekas 1988; Martello et al.
2000; Burkard et al. 2009; Krokhmal and Pardalos 2009).
This problem was effectively solved by the Hungarian
algorithm (HA) with 100% accuracy (Kuhn 1955;
Lawler 1976; Burkard et al. 2009). TheHA is an iterative
procedure that employs combinatorial optimization to find
the minimum cost assignment Mi51
M
j51hi,jxi,j. It can
achieve a time complexity of O(M3), which is many or-
ders of magnitude smaller than the O(M!) time com-
plexity of iterating through all the rearrangement states.
In summary, given profiles of potential temperature
and salinity of an ocean column, we interpolate them
vertically into M continuous layers with the same mass
in each layer. Then we compute the M 3 M matrix h
numerically using the formula for enthalpy from Feistel
(2003) and solve for the reference state following the
HA. Finally, we compute OCAPE using (4). In this
manuscript, we use the shorthand ‘‘HA-FullEOS’’ to
refer to the strategy of computingOCAPEusing theHA
with the full nonlinear EOS. Our algorithm takes less
than 0.2 s on a personal computer with M 5 200. The
calculation converges quickly withM; for almost all the
profiles, the difference between the calculated OCAPE
atM 5 200 and M 5 4000 is less than 1%.
4. The parameter dependence of OCAPE
In this section, we elucidate the mechanism for the
existence of OCAPE quantitatively and exhibit the de-
pendence of OCAPE on key ocean parameters. In sec-
tions 4a–c, we derive analytical expressions for the
OCAPE of idealized two-layer profiles (i.e., piecewise
constant u and S, one of which is CFW and the other is
WSW). In section 4d, we derive approximate analytical
expressions for the OCAPE of more realistic profiles
with a finite thickness interface and a stably stratified
WSW layer. Such analytical expressions allow OCAPE
to be estimated for many real ocean profiles; since ap-
proximately two-layer profiles are frequently observed
in wintertime polar oceans (see examples in section 5;
Garwood et al. 1994; Akitomo 1999a; Harcourt 2005).
This approach offers clearer insights as compared to the
complex steps of the HA-FullEOS discussed in section 3;
however, the HA-FullEOS has the advantage of being
applicable to any profile of seawater. The accuracy of the
analytical expressions is verified by comparison to
OCAPE computed via the HA-FullEOS in sections 4d,
4e, and 5.
a. Two-layer configuration
To simplify our analysis we make the Boussinesq ap-
proximation. Since OCAPE is based on adiabatic parcel
rearrangement, cabbeling has a minimal impact on
OCAPE.4 Thus, we use the following EOS that excludes
cabbeling but includes thermobaricity:
r5 r
0
(12a
u
du1bdS1 gdP) , (7)
where r0 is the constant basic state density equal to
1030kgm23. The anomalies of potential temperature,
salinity, and pressure are given by du, dS, and dP, re-
spectively; the basic states are u0, S0, and P0. The co-
efficients of thermal expansion, salinity contraction, and
adiabatic compressibility are denoted as au, b, and g,
respectively. Note that u0 and S0 are constant, but au, b,
g, and P0 may depend on the vertical coordinate z.
Under these approximations, Ingersoll (2005) derived
the following expression for the column PE (internal
energy plus gravitational energy) per unit area:
PE
area
5
ð0
2D
(c
0
du1m
0
dS)r
0
dz1 constant, and (8a)
c
0
(z)5
ð0
z
a
u
g dz0, m
0
(z)52
ð0
z
bg dz0 . (8b)
4 This is because the leading cabbeling density term 2r0guuDu
2
[e.g., see (17) of Harcourt 2005] remains approximately constant
for a parcel undergoing adiabatic rearrangements. Here, guu 5
21/(2r)(›2r/›u2)jP,S, which is the coefficient of cabbeling, is es-
sentially independent of pressure: it varies by less than 10% for a
pressure change from the sea level to 1500-m depth (IOC et al.
2010). The independence of OCAPE from cabbeling is verified in
Fig. 3 or Table 1, which compares the OCAPE computed via the
HA-FullEOS and the OCAPE computed analytically via the sim-
plified EOS (7) that excludes cabbeling.
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Equation (8a) is essentially the Boussinesq dynamic
enthalpy of the ocean column [see (13) of Young 2010]
that represents the system’s enthalpy (thus PE) under
adiabatic conditions. Here, D is the column depth; z 5
0 corresponds to the ocean surface, and z 5 2D corre-
sponds to the base of the column. The ‘‘constant’’ on the
right-hand side of (8a) is a fixed reference PE that makes
no contribution to OCAPE; only PE variations are dy-
namically meaningful. The symbols m0 and c0 are the
thermodynamic potentials for salinity and potential
temperature, respectively.
Consider an ocean column with a homogeneous
upper CFW layer (uCFW, SCFW) stably overlying a
homogeneous lower WSW layer (uWSW, SWSW), as
illustrated in Fig. 2a. We refer to this as the current
state. The interface between the layers lies at
z 5 2(1 2 l)D, where 0 , l , 1 represents the
fraction of WSW in the whole column. We denote
Dr $ 0 as the downward density jump across the
CFW–WSW interface. In this case, the basic state
variables and their anomalies in each layer are de-
fined as
FIG. 2. (a) Schematic of the current and reference states for two-layer ocean profiles. The column depth isD, of which lD is WSW
and (1 2 l)D is CFW. There is a downward density jump Dr $ 0 at the CFW–WSW interface in the current state. The densities of
adiabatically repositioned CFW and WSW parcels would be equal at the critical depth z 5 zS. We define d as the thickness of the
upper CFW layer in the reference state. (b) The vertical profile of thermal expansion coefficient au (black line) and saline con-
traction coefficient b (red line), computed from constant vertical profiles u 5 218C and S 5 34.0 psu via the full EOS of seawater
(Jackett et al. 2006). The linearity of au and the independence of b on depth validate our assumptions in (10a)–(10d). (c) The
current and reference states of six distinct cases, discussed in section 4. The cases are distinguished by the position of the critical
depth zS (and thus Dr) and l, as described in the text. Cases 1–3 have vertical mirror symmetry to cases 4–6. (d) Schematic of the
transformed current state and the transformed rearrangement state discussed in section 4d. Consider a current state that has
a homogeneous CFW overlying a stratified WSW (the stratification is represented by the variation of the red color). We take the
mean WSW (u and S) to define the transformed current state. Further, we consider a rearrangement state that is statically stable
(since the reference state is always statically stable). Analogously, we take the meanWSW and define a corresponding transformed
rearrangement state.
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u
0
5
u
WSW
1 u
CFW
2
, S
0
5
S
WSW
1 S
CFW
2
, (9a)
du
WSW
52du
CFW
5Du5
u
WSW
2 u
CFW
2
, and (9b)
dS
WSW
52dS
CFW
5DS5
S
WSW
2 S
CFW
2
. (9c)
Figure 2b shows that b is almost independent of depth,
while au varies almost linearly with depth. For simplic-
ity, we approximate b as a constant and au as a linear
function of z:
a
u
(z)5a
0
1a
z
z , (10a)
a
0
52
1
r
0
›r
›u

u0,S0,z50
, (10b)
a
z
52
1
r
0
D
ð0
2D
›2r
›u›z

u0,S0,z
dz, and (10c)
b5
1
r
0
D
ð0
2D
›r
›S

u0,S0,z
dz, (10d)
where a0 is the surface thermal expansion coefficient.
Both a0 and b are positive constants, while az is a neg-
ative constant, all of which can be computed according
to the full EOS of seawater (e.g., Jackett et al. 2006). It
follows from (7) and (9b)–(10d) that
bDS5 [a
0
2 (12 l)Da
z
]Du1
Dr
2r
0
. (11)
This equation illustrates that the variation in S and
u across the CFW–WSW interface at z 5 2(1 2 l)D,
denoted as DS and Du, respectively, produce a down-
ward density jump Dr.
When Dr . 0, the CFW–WSW interface is stable; the
WSW beneath the interface is denser than the CFW
above. Consider moving a parcel of CFW down across
the CFW–WSW interface and through the WSW layer
adiabatically. Its density increases because of thermo-
baricity (see Fig. 1a) and finally equals the density of
background WSW at a depth that we refer to as the
critical depth z 5 zS. Therefore, this level zS lies below
the CFW–WSW interface zint 5 2(1 2 l)D. Using (7)
and (9b)–(11), we obtain
z
S
5 z
int
1
Dr
2r
0
a
z
Du
52(12 l)D1
Dr
2r
0
a
z
Du
. (12)
Parcels of CFW and WSW conserve their u and S
properties during an adiabatic parcel rearrangement.
Thus, zS is a uniquely defined depth at which the re-
arranged parcels of CFW and WSW have the same
density, according to our simplified EOS (7).
While the CFW parcel is above the level zS and below
the CFW–WSW interface zint, it is positively buoyant,
and this region represents an energy barrier; thus, extra
energy is required to make the parcel sink. Below the
critical depth zS, the parcel experiences a negative
buoyancy force, and potential energy is released as it
sinks. Horizontal convergence caused by wind forcing
may be responsible for deepening a well-mixed layer of
CFW to this critical depth zS and therefore triggering
convection, as is the case in deep lakes (Weiss et al. 1991;
Akitomo et al. 1995; Schmid et al. 2008).
b. Analytical expressions for OCAPE in two-layer
profiles
Conceptually, we have the following three cases for
OCAPE:
(i) If zS lies at the midplane of the WSW layer, the
energy input (required to move a CFW parcel from
the upper boundary of the WSW layer to zS) is
approximately equal to the energy release (from
moving the same CFW parcel from zS to the
bottom of theWSW layer). This equality is because
of the nearly linear dependence of au on depth (see
details in section 4c). If zS lies below the midplane
of the WSW layer, the energy input to the fluid in
crossing the barrier is greater than the energy
released once the barrier is crossed. In both sce-
narios moving CFW downward cannot produce a
lower energy state. Thus, the current state is the
reference state andOCAPE5 0.We refer to this as
case 1 and illustrate it in Fig. 2c.
(ii) When zS lies above the midplane of the WSW
layer in the current state, the energy required to
move a CFW parcel from the upper boundary of
the WSW layer to z 5 zS is smaller than the
energy released when the parcel descends from
z 5 zS to the bottom of the WSW layer. Thus,
moving CFW to the bottom of the WSW layer
leads to a lower column PE (i.e., OCAPE . 0).
This process also raises the midplane of the
WSW. Eventually the midplane will coincide
with the level zS, and then moving more CFW
to the bottom of the WSW layer can no longer
lead to a lower column PE, as in case 1 above.
This is the reference state for case 2, in which a
portion of the CFW lies above the WSW layer
and a portion lies below the WSW layer.
(iii) Case 3 occurs whenmoving all of the CFWbelow the
WSW layer still does not raise the midplane of the
WSW layer as high as the level zS. This state is
the reference state. For similar reasons to case 2
above, OCAPE is positive for case 3.
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We now analytically derive the reference state and
OCAPE for these three cases.
The reference (minimum PE) state, by definition, has
zero OCAPE and is statically stable to infinitesimal
perturbations. Consider moving CFW andWSWparcels
adiabatically to the same level z. According to the def-
inition of zS, CFW is less dense thanWSW if z. zS, is as
dense as WSW if z5 zS, and is denser than WSW if z,
zS. Therefore, for the reference state to be statically
stable, it must have CFW above WSW for z $ zS and
CFW beneath WSW for z, zS (Fig. 2a). Therefore, the
WSW–CFW interface z 5 2d 2 lD in the reference
state has to lie beneath z5 zS, where d is the thickness of
the upper layer of CFW in the reference state (Fig. 2a).
Thus, the lower bound of d is (2zS 2 lD). The upper
bound of d is the total thickness of CFW [i.e., (12 l)D].
Therefore, given a current state with parameters D, zS,
and l (0 , l , 1), the possible reference states are
CFW at: 2d, z, 0, 2D, z,2d2 lD,
WSW at: 2d2 lD, z,2d,
with max(0,2z
S
2lD)# d# (12 l)D . (13)
Here, d is a variable; the reference state by definition
corresponds to a d that globally minimizes the PE of the
state (13), where
PE
area
52r
0
ga
z
DulD

d21 2

z
S
1
1
2
lD

d

1 constant .
(14)
This can be derived by evaluating the integral on the
right-hand side of (8a). The constant on the right-hand
side of (14) again makes no contribution to the OCAPE.
Every possible reference state belongs to one of three
cases, distinguished by whether no CFW (case 1), a
fraction of the CFW (case 2), or all of the CFW (case 3)
moves beneath the WSW. These cases are determined
by solving d that minimizes PE given by (14). These
cases are detailed individually below.
1) CASE 1
For stratification Dr sufficiently large that zS lies be-
neath the center of the WSW,
z
S
#2(12l/2)D, i. e.Dr$2r
0
a
z
DulD , (15a)
the reference state is simply the current state (Fig. 2c),
that is, (13) with
d5 (12l)D , (15b)
and therefore the column contains no OCAPE:
OCAPE5 0. (15c)
2) CASE 2
For sufficiently weak stratification Dr such that zS lies
above the center of the WSW and deeper than half the
WSW layer thickness,
2(12 l/2)D, z
S
,2(l/2)D,
i. e. 2 r
0
a
z
DulD.Dr$2r
0
a
z
Du(3l2 2)D , (16a)
the reference state is (13) with
d5

12
3
2
l

D2
Dr
2r
0
a
z
Du
52z
S
2
1
2
lD . (16b)
In this case, a portion of the CFW moves below the
WSW, leaving theWSW exactly centered around z5 zS
to reach the reference state (Fig. 2c), and
OCAPE52ga
z
DuD2
2
41
4
l
 
l1
Dr
Dr
0
a
z
Du
!235 . (16c)
Here, OCAPE is column averaged, with dimensions of
energy/mass.
3) CASE 3
For only l$ 2/3 and sufficiently weak stratification Dr,
such that both the level z 5 zS and the CFW–WSW in-
terface lie no deeper than half the WSW thickness,
z
S
$2(l/2)D,2(12 l)D$2(l/2)D,
i. e. 2 r
0
a
z
Du(3l2 2)D.Dr$ 0, (17a)
and then the reference state is (13) with
d5 0. (17b)
Thus, in this case all of the CFWmoves below theWSW
to reach the reference state (Fig. 2c), and OCAPE
(column averaged, with dimensions of energy/mass) is
OCAPE52ga
z
DuD2
(
l(l2 1)
"
(122l)2
Dr
Dr
0
a
z
Du
#)
.
(17c)
Type II convection can also occur in a two-layer
profile with WSW overlying CFW. This type of con-
vection has not yet been observed, but in principle
it could occur in the real ocean (see discussion in
section 6). In this scenario, following similar deriva-
tions as above, we find that there are still three cases,
denoted as cases 4, 5, and 6. They have mirror sym-
metry in the vertical (including the critical depth zS)
with cases 1, 2, and 3, respectively, as shown in
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Fig. 2c. The analytical expressions for their OCAPE
are therefore also identical (for cases 4–6, d should
denote the bottom CFW thickness in the reference
state; Dr is still the positive downward density jump
across the interface in the current state). Note again
that the PE release is always associated with moving
CFW through the WSW vertically and never the re-
verse (see Fig. 1).
c. Alternative explanation for the threshold of
cases 1–3
Here, we explain the thresholds of Dr (or zS) of
cases 1–3 from the viewpoint of a single parcel re-
arrangement, similar as points i–iii in section 4b but
using a quantitative approach. We begin from a hy-
pothetical state in which a thickness Dz of CFW has
already been displaced adiabatically from the CFW–
WSW interface z 5 zint to the bottom z 5 zbot. Now
consider moving a single CFW parcel adiabatically
from the new upper CFW–WSW interface zint1Dz to
the lower WSW–CFW interface zbot 1 Dz. The as-
sociated change in the column’s PE DPE is equal to
the change of column’s enthalpy DH, as in section 2.
The entropy and salinity of this parcel remain un-
changed. Via a derivation similar to that of (A.5) of
Adkins et al. (2005), we obtain an expression for DH
as follows:
DPE5DH5
mg
r
0
ðzbot1Dz
zint1Dz
r0(z) dz , (18a)
z
int
52(12 l)D, z
bot
52D, and (18b)
r0(z
int
)52Dr, r0(z
S
)5 0,
›r0
›z
5 constant . (18c)
Here,m is themass of this moving parcel, and r0(z) is the
density anomaly of this parcel with respect to the am-
bient WSW, which depends linearly on z since au varies
linearly with z.
This parcel rearrangement can be considered a
two-step process. The first step is the displacement
from zint 1 Dz to zS, which requires external work
input to overcome buoyancy resistance (r0 , 0). The
second step is the displacement from zS to zbot 1 Dz,
which releases PE (i.e., decreases DPE) because r0 is
positive throughout these depths (due to thermo-
baricity). If the PE released in the second step is
larger than the external work input in the first step,
then DPE is negative and this column contains
OCAPE. Since r0(z) is linear with depth, this situa-
tion occurs only if zS . zc, according to (18a) and
(18c). Here, zc is the depth of the center of the two
new interfaces:
z
c
5 0:5[(z
int
1Dz)1 (z
bot
1Dz)]52(12 0:5l)D1Dz,
where 2(12 0:5l)D# z
c
#20:5lD,
since 0#Dz# (12 l)D .
(19)
Therefore, there are three categories for the initial
OCAPE, which are determined by zS. (i) When
zS # 2(1 2 0.5l)D, this ensures zS # zc for any Dz
according to (19). Thus, the initial column contains no
OCAPE; this corresponds to case 1. (ii) When 2(1 2
0.5l)D , zS #20.5lD, there exists a range of Dz such
that zS . zc. Therefore, the initial column contains
OCAPE, and the reference state corresponds to the
value of Dz that makes zS 5 zc. This is case 2.
(iii) When 20.5lD , zS, the condition zS , zc is sat-
isfied for any Dz. Therefore, the initial column contains
OCAPE, and the reference state corresponds to Dz 5
(1 2 l)D (i.e., all of the CFW moves beneath the
WSW). This is case 3.
d. Analytical expressions for OCAPE of more
realistic profiles: With stably stratified WSW
We now derive analytical expressions for the
OCAPE in somewhat more realistic water column
profiles. The profiles still have two layers, as above,
but we consider a CFW–WSW interface of finite
thickness and introduce a constant positive stratifi-
cation in theWSW layer. Harcourt (2005) pointed out
that realistic CFW–WSW transitions have finite ver-
tical extent due to mixed layer entrainment or shear,
which can significantly impact the dynamics by in-
ducing cabbeling instability. However, the thickness
of this interface is still much thinner than the ocean
column under consideration [about 20–100 vs 1000m;
see realistic profiles in section 5 and also Harcourt
(2005)]. It therefore minimally impacts the OCAPE
value (,10% in our tests), since the OCAPE is de-
fined by adiabatic rearrangements of water parcels
throughout the entire column parcels. We verify this
later in Table 1.
To estimate the OCAPE for this configuration we
modify the two-layer current state discussed in the
previous sections: the current state now not only has a
stable density jump Dr across the CFW–WSW interface,
but also has a linearly stratifiedWSW layer with positive
buoyancy frequency N2wsw (see examples in Table 1).
To a good approximation, our analytical expressions for
the OCAPE (15a)–(17c) still apply, except that Dr must
be replaced by dr throughout, where dr is as the density
change from the bottom of the CFW to the middepth of
the WSW:
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dr5Dr1
r
0
2g
ð2(12l)D
2D
N2wsw dz , (20)
where 2D and 2(1 2 l)D are again, respectively, the
depths of the lower and upper boundary of the WSW
layer in the current state. We define a ‘‘transformed
current state,’’ which is identical to the current state ex-
cept that theWSW layer is replaced with a homogeneous
layer having the depth-averaged WSW properties of the
current state (Fig. 2d). By definition, N2wsw is zero in the
transformed current state, and the downward density
jump across the interface is approximately dr, defined in
(20). Recall that any rearrangement state is attainable via
adiabatic vertical parcel rearrangements from the current
state. We only consider those rearrangement states that
are potentially the reference state: they always have the
denserWSW lying beneath the less denseWSW, since the
reference (minimumPE) state should be statically stable.
Similarly we can define a ‘‘transformed rearrangement
state,’’ which is the same as the rearrangement state ex-
cept that its WSW layer(s) should be again replaced by
the mean WSW (Fig. 2d). Thus, this transformed re-
arrangement state is a rearrangement state from the
transformed current state. The key point is that the PE
difference between the current state and the rearrange-
ment state is well approximated by the PE difference
between the transformed current state and the trans-
formed rearrangement state.5 This PE difference is
exactly the OCAPE when the rearrangement state is
the reference state. Therefore, the current state has
approximately the sameOCAPE as the corresponding
transformed current state, whose OCAPE can be
computed analytically from (15a) to (17c) (using dr
to replace Dr). Note that N2WSW has an upper bound,
above which the water column contains zero OCAPE
[from (20) the upper bound of N2WSW is determined by
the upper bound of dr stated in (16a) and (17a), where
we again should use dr to replace Dr]. This upper
bound of N2WSW ensures that the reference state, as
estimated by the OCAPE calculation strategy above,
is always statically stable at its CFW–WSW and
WSW–CFW interfaces (by following the arguments ii
and iii in the beginning of section 4b).
This is verified by the eight examples in Table 1,
which show agreement between the OCAPE estimated
analytically and the OCAPE computed via the HA-
FullEOS (see also section 5 for further verification
using realistic profiles). Note that the OCAPE com-
puted via the HA-FullEOS uses the exact water column
stratification described in Table 1, whereas our ana-
lytical estimate neglects the finite thickness interface
between the CFW and WSW, as described above.
e. Implications
Equations (15a)–(17c) provide thorough information
about the parameter dependence of OCAPE in a two-
layer profile, which is uniquely determined by the fol-
lowing five parameters: az, Du, D, l, and Dr (or, more
generally, dr). The sensitivity of OCAPE to these five
parameters is plotted in Figs. 3a–e, respectively. The
dashed black lines in Figs. 3a–d have been computed
using theHA-FullEOS in section 3. The solid black lines
in Figs. 3a–d and the colored lines in Fig. 3e have been
TABLE 1. OCAPE by analytical expressions derived in section 4d vs the OCAPE computed via the HA-FullEOS described in section 3.
The latter uses the exact water column stratification described below, whereas the former neglects the finite thickness interface between
the CFW andWSW (assumed to be CFW instead). These two methods differ by less than;10% in all eight examples. All examples have
a column depth of 1000m and a homogeneous CFW (u521.68C and S5 34.47 psu) overlying a stratifiedWSW layer that has a constant
positive buoyancy frequency N2wsw. The l is the fraction of the WSW in the whole column, Dr is the downward density jump across the
CFW–WSW interface, and dr is the density change from the bottom of the CFW to the middepth of theWSW [defined in (20)]. Examples
1–4 have aWSWof constant u5 0.98C, with a S stratification (which can be determined fromDr,N2wsw, the S of the CFW, and the column’s
u profile). Examples 5–8 have aWSW of constant S5 34.65 psu, with a u stratification (similarly determinable as above). Within the finite
thickness CFW–WSW interface, the u and S properties vary linearly with depth. The classification into cases 1–3 follows section 4b.
Example No. 1 2 3 4 5 6 7 8
l 0.7 0.7 0.9 0.9 0.7 0.7 0.9 0.9
Interface thickness (m) 0 0 40 40 40 40 40 40
Dr (kgm23) 5 3 1023 3 3 1023 4 3 1023 5 3 1023 5 3 1023 4 3 1023 1 3 1023 6 3 1023
N2wsw(s
22) 6 3 1027 1 3 1027 4 3 1027 5 3 1027 2 3 1027 1 3 1027 4 3 1027 3 3 1027
dr (kgm23) 2.7 3 1022 6.7 3 1023 2.2 3 1022 2.8 3 1022 1.2 3 1022 7.4 3 1023 1.9 3 1022 2.0 3 1022
Classification Case 1 Case 2 Case 3 Case 2 Case 2 Case 2 Case 3 Case 3
OCAPE, analytical (J kg21) 0 1.8 3 1022 7.2 3 1023 2.6 3 1023 8.1 3 1023 1.5 3 1022 1.0 3 1022 0.9 3 1022
OCAPE, HA-FullEOS (J kg21) 0 1.7 3 1022 7.5 3 1023 2.5 3 1023 7.7 3 1023 1.4 3 1022 1.1 3 1022 1.0 3 1022
5 In other words, the PE difference between the current state and
the transformed current state is well approximated by the PE dif-
ference between the rearrangement state and the transformed re-
arrangement state. This PE difference is approximately equal to
the change of the system’s gravitational energy when the stratified
WSW is replaced by the mean WSW (Fig. 2d).
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computed using the analytical expressions in section 4b.
The strong agreement of these methods (differing by
less than 2%) confirms the accuracy of our analytical
approach.
As shown in Fig. 3a, OCAPE is linearly proportional to
az, which is defined by (10c) and represents the strength
of thermobaricity. We found that az is essentially in-
dependent of S0 and D (not shown), but it is sensitive to
u0 (the mean u of the CFW andWSW). This is illustrated
in the inset in Fig. 3a, inwhichwehave computedaz using
fixed S05 34.0psu andD5 1000m and the full EOS for
seawater (Jackett et al. 2006). Therefore, the polar
oceans may contain more OCAPE because of the
larger magnitude of az at lower temperatures. This
may partially explain less frequent observations of
thermobaric convection at lower latitudes (e.g., see the
summary of observations in the modeling studies of
Akitomo 1999a,b). In wintertime polar oceans, u0 is
approximately in the range of 228 to 48C (Garwood
et al. 1994; McPhee 2000; Wadhams et al. 2002), so az is
approximately a constant ;23 3 1028 8C21m21.
Figure 3b shows that OCAPE is linearly proportional
to the potential temperature contrast between CFWand
WSW (i.e., 2Du), which is required for thermobaric in-
stability. In the winterWeddell Sea, Du is approximately
0.58–28C (Gordon 1991; Gordon and Huber 1995;
McPhee 2003).
OCAPE depends quadratically on the column depth
D, as shown in Fig. 3c. This quadratic dependence occurs
because the vertical distance that CFW must move to
reach the reference state and the thermobarically induced
density change of the adiabatically transported CFW
both increase linearly with D. The most dynamically
relevant D is the maximum depth of convection, which
we propose a strategy to predict in Part II.
OCAPE depends strongly on l, the WSW fraction in
the whole column (Fig. 3d). Different WSW fractions
may result in qualitatively different reference states and
FIG. 3. Parameter dependence of OCAPE, as discussed in section 4e. The dashed black lines in (a)–(d) have been computed using the
HA-FullEOS in section 3. The solid black lines in (a)–(d) and the colored lines in (e) have been computed using analytical expressions in
section 4. These are for two-layer profileswithCFWoverlyingWSW.Here,az is the derivative of thermal expansion coefficient with respect
to vertical coordinate; Du is half of the difference of potential temperature between the CFW and the WSW;D is the ocean column depth;
l is the fraction of theWSW in the whole column; and Dr is the downward density jump across the CFW–WSW interface. (a) Sensitivity to
az, with fixed Du5 18C,D5 1000m, l5 9/10, and Dr5 0. The inset shows the sensitivity of az to potential temperature u0, computed via
(10c) using the full EOS of seawater (Jackett et al. 2006) with fixed S0 5 34.0 psu and D 5 1000m. (b) Sensitivity to Du, with fixed az 5
22.43 1028 8C21m21 (u05 48C) and the sameD, l, andDr as (a). (c) Sensitivity toD, with fixedaz523.03 10
28 8C21 m21 (u05 08C) and
the sameDu, l, andDr as (a). (d) Sensitivity to l, with the same az as (c) and the sameDu,D, andDr as (a). (e) Sensitivity toDr for different
D and l, with the same az and Du as (c).
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thus different OCAPE (e.g., case 3 requires l$ 2/3 as in
section 4b). When l equals 0 or 1, OCAPE is zero, as
there is no temperature variation. OCAPE has a
maximum at l; 0.8 for profiles with zero stratification
(Fig. 3d).
The downward density jump across the interface
Dr may have values between 0 and 0.1 kgm23 in the
winter Weddell Sea (McPhee 2000, 2003). Figure 3e
shows that Dr can significantly impact OCAPE within
this range. This dependence is quadratic for case 2 and
linear for case 3. The dashed blue line and the dashed
red line both suggest the transition from case 1 to case 2
with a decreasingDr but never reach case 3, since l, 2/3.
All other curves have l . 2/3 and therefore suggest the
transition from case 1 to case 2 and then from case 2 to
case 3 with a decreasing Dr. OCAPE is always positive
for Dr 5 0.
Given the parameter space, Fig. 3 produces a rough
estimate for the magnitude of OCAPE in wintertime
polar oceans, which is about 0–0.05 J kg21. The release
of this OCAPE can induce convection with vertical ve-
locities of ;0–10 cm s21, using a 10% release fraction6
(see Part II for detailed discussions). This value might
partly contribute to the observed strong deep convec-
tion of ;7–10 cm s21 in polar oceans (Schott et al. 1993;
Marshall and Schott 1999).
5. OCAPE in the winter Weddell Sea
We estimate OCAPE in profiles from wintertime
observations in the Weddell Sea. A characteristic
feature of the Weddell Sea water masses is the warm
(;0–18C) and salty deep water (Circumpolar Deep
Water) found immediately beneath the pycnocline at
100- to 200-m depth, especially around Maud Rise,
known as the ‘‘warm pool’’ (Gordon and Huber 1995;
De Steur et al. 2007). During winter, nearly the entire
extent of the Weddell Sea is covered by sea ice due to
strong surface cooling, and the mixed layer is close to
the freezing point ;21.98C (Parkinson and Cavalieri
2012; Renfrew et al. 2002). This gives rise to an ap-
proximately two-layer stratification (CFW overlying
WSW) that is frequently observed (Gordon and
Huber 1990; McPhee 2003; Harcourt 2005).
Figure 4a shows one such two-layer observation
(McPhee et al. 1996), in which the water column prop-
erties were measured down to ;1500-m depth. The
CFW–WSW interface is located between depths of
;180 and ;200m. The finite thickness of this interface,
as opposed to a discontinuous jump, is due to mixed
layer entrainment or shear and is key to inducing
cabbeling instability (Harcourt 2005). The OCAPE of
this profile is displayed in Fig. 4b as a function of depth
(i.e., the OCAPE for the part of the ocean between the
surface and the specified depth) and has been calculated
using both the HA-FullEOS from section 3 and the
analytical method described in section 4d. For the ana-
lytical method, l is estimated based on an interface
depth of 190m; Du is estimated using (9b) based on the
mean properties of the CFW (above 180-m depth) and
the mean of the WSW (beneath 200-m depth); dr is es-
timated using (20). Similar to Fig. 3c, OCAPE has a
quadratic dependence on the depth [see (16c) and
(17c)]. OCAPE is approximately zero between depths
of 0–700m and increases to 0.009 J kg21 at 1500-m
depth. For an actual convection event, the OCAPE
based on the maximum depth of convection (;1000m
for this case) is most dynamically relevant. In Part II, we
propose to evaluate the maximum depth of convection
from an energetic perspective.
The OCAPE of a profile can be significantly modi-
fied because of wintertime surface buoyancy forcing.
The profiles of Fig. 4a come from sea ice–covered re-
gions, and we assume a sea ice production rate of
1.5 cmday21 (1–1.5 cmday21 is common for the winter
Weddell Sea; see Harcourt 2005; Lange et al. 1989).
Therefore, CFW remains at the freezing point but
becomes saltier by brine rejection; thus, the interface
between the mixed layer and the WSW beneath be-
comes less stably stratified (i.e., Dr decreases), which
leads to increased OCAPE. Here, we estimate the in-
crease of OCAPE based on the profiles of Fig. 4a,
except with a homogeneously saltier mixed layer fol-
lowing sea ice production. This is rather a scaling
analysis and the assumption is idealized (see similar
assumptions applied in Garwood et al. 1994; Årthun
et al. 2013): In reality, cabbeling instability at the in-
terface could induce type III convection before Dr is
completely eroded (Harcourt 2005), resulting in the
shoaling of the mixed layer and also the partial release
of OCAPE (see simulation in Part II). Our result is
shown in Fig. 4c for the column depth of 1000m (the
maximum depth of convection); 4.5 days’ ice formation
reduces Dr to approximately zero and increases the
OCAPE from ;0.001 to ;0.01 J kg21. Figure 4c re-
sembles Fig. 3e and is determined by the dependence
of OCAPE on Dr, which is quadratic for Dr of mod-
erate strength [case 2; see (2)] and becomes linear for
smaller Dr [case 3; see (17c)].
In Fig. 4d, we show another approximately two-layer
profile from observations (McPhee et al. 1996). In this
case, the dependence of the OCAPE on the column
6 That is, (2 3 0.05 J kg21 3 10%)0.5 5 0.1m s21 according to
KE 5 0.5 3 mass 3 velocity2.
1092 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 46
depth (Fig. 4e) and on the surface buoyancy forcing
(Fig. 4f) is similar to the previous example (Figs. 4b,c).
There is a difference (#35%) between their OCAPE
values for the same parameters (the column depth and the
days of surface forcing). This is mainly due to the differing
thickness of CFW and also the stratification N2 of the
WSW layer. In all of these examples, the OCAPE calcu-
lated via the HA-FullEOS and our analytical expressions
agree well with each other (differing by less than 15%).
6. Discussion and conclusions
a. Key results
We summarize our key results as follows:
(i) We develop the concept of OCAPE to evaluate
the contribution of thermobaricity to the KE of
type II and type III ocean convection. OCAPE
parallels convective available potential energy
(CAPE), a key energy source for atmospheric
moist convection that has long been used to fore-
cast moist convection. Both OCAPE and CAPE
measure the upper limit of stored PE in a fluid
column that can be released under adiabatic
vertical parcel rearrangements.
(ii) OCAPE can also be conceptually compared to
available potential energy (APE), a major energy
source for oceanmesoscale geostrophic turbulence.
OCAPE arises from thermobaricity, while APE
arises mainly from baroclinicity. OCAPE is due to
vertical rearrangement of parcels, while APE re-
quires both vertical and lateral rearrangement of
parcels. Both OCAPE and APE are based on
adiabatic parcel rearrangements.7
FIG. 4. (a) Profiles of potential temperature u and salinity S from the wintertime Weddell Sea, obtained from Maud Rise (65.46058S,
2.40078E) on 2 Aug 1994, Antarctic Zone Flux Experiment (ANZFLUX) CTD profile station 48 (courtesy of Bruce Huber; McPhee et al.
1996). (b) OCAPE vs depth of the profiles shown in (a); at each depth we computed the OCAPE, assuming that depth to be the bottom of
the ocean (i.e., not permitting any adiabatic rearrangement of the fluid below that depth). The dashed and solid blue lines are from the
HA-FullEOS in section 3 and the analytical solution derived from section 4d, respectively (see section 5 for details). (c) Estimated
temporal evolution ofOCAPE for 1000-m depth of profiles in (a) during a winter surface brine rejection forcing. This forcing equals an ice
formation rate of 1.5 cm day21, which is common for the winterWeddell Sea (Harcourt 2005; Lange et al. 1989). Calculation methods are
described in the text of section 5. (d),(e),(f) As in (a)–(c), but for profiles observed over Maud Rise (65.51778S, 1.13158E) on 1 Aug 1994,
ANZFLUX CTD profile station 46; 1500m is approximately the maximum depth of measurement for profiles in both (a) and (d). Panels
(b),(c),(e), and (f) share the same legend.
7 For APE, see section 2b of Huang (2005), section 3 of Winters
et al. (1995), and Vallis (2006).
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(iii) We propose an innovative strategy, the HA-FullEOS,
to accurately solve the global minimum PE state of an
ocean column and thus determine OCAPE for any
ocean column profile (section 3).
(iv) For approximately two-layer profiles, which are
widely observed in wintertime polar oceans, we
derive an analytical solution for OCAPE. This
illustrates the dependence of OCAPE on key
parameters in the real ocean such as the column
depth and the density stratification (Fig. 3). We
quantitatively classify OCAPE into three differ-
ent cases (section 4b).
(v) We find an OCAPE ;0.001–0.01 J kg21 from hy-
drographic profiles from the wintertime Weddell
Sea. Wintertime surface buoyancy loss may signif-
icantly enhance OCAPE (e.g., by ;0.01 J kg21;
Fig. 4). This OCAPE of 0.01 J kg21, if totally re-
leased into KE, would induce a significant vertical
velocity of ~14 cm s21 and hence cause strong ver-
tical tracer transports and mixings.
b. Limitations
OCAPE is a quantitative concept that evaluates the
contribution of KE due to thermobaricity in type II and
type III convection. OCAPE, like APE and CAPE, is
defined based on adiabatic parcel rearrangements. As a
result, it excludes the effects of diabatic processes. It also
excludes cabbeling, since cabbeling essentially contrib-
utes nothing to the density change of a parcel under
adiabatic rearrangements (see footnote 4 for details).
However, cabbeling and diabatic processes, like ther-
mobaricity, are also key factors that modulate type II
and type III convection (Harcourt 2005; Akitomo 2011).
In Part II, we investigate their associated contributions
to the KE budget of type II and type III convection. We
also investigate the dynamics of the conversion of
OCAPE to KE that is not included in this paper.
c. Discussion
Hoppema et al. (2006) have observed frequent and
precipitous warming events (sometimes up to 18C warm-
ing) at 91-m depth in Maud Rise occurring in late winter
and early spring (the same region and timing of our
Weddell Sea profiles in Fig. 4). We will investigate the
possible contribution of the release of OCAPE to these
warming events in a subsequent study. Indeed,MaudRise
has a semipermanent two-layer stratification (e.g., see
Fig. 8 of De Steur et al. 2007) that could easily accumulate
OCAPE during the winter. The release of OCAPE may
also impact the dynamics of the Weddell Gyre through
strong vertical mixing [e.g., see Su et al. (2014) for the
related dynamics]. OCAPE may exist in the Greenland
Sea and may contribute to the formation of North At-
lantic Deep Water (NADW) by deep convection. The
potential role of OCAPE in other deep convection sites,
such as the Ross, Labrador, and Mediterranean Seas, re-
quires further evaluation. Especially in the Ross Sea, an
important region for the production of AABW, two-layer
stratification with CFW overlying WSW has been fre-
quently observed over the western continental slope (see
Fig. 2 of Gordon et al. 2009). For the Arctic deep water at
the Canada basin (below 2.7-km depth), a recent study by
Carmack et al. (2012) proposes that thermobaric in-
stability might effectively transfer geothermal heat up-
ward. They have observed CFW overlying WSW (see
their Figs. 2 and 3), which indicates the potential existence
of OCAPE in the Arctic Ocean.
Our theory demonstrates that OCAPE can also exist
when WSW lies above CFW (Fig. 2c, cases 5–6). A po-
tential instance is the two-layer stratification in the winter
Japan Sea (see Fig. 6 of Talley et al. 2004). Talley et al.
(2003) observe Japan Sea deep convection in late winter
2000 and 2001. They find that the strong surface cooling
densifies the warm salty surface water (about 0.6 to 1.68C)
outside the ice-covered area until it finally becomes as
dense as or denser than the cold freshwater beneath (about
08C); see Fig. 3 of Talley et al. 2003). This nearly neutrally
stratified two-layer profile may contain positive OCAPE
according to our theory in section 4. Thus, OCAPEmight
contribute to the observed convection events down to 1.5-
km depth. We plan to investigate this in a separate study.
In the Last Glacial Maximum (LGM), the Atlantic
Ocean had highly stable stratification, with cold, salty
AABW lying beneath cold, fresh NADW (Labeyrie et al.
1992).However,Adkins et al. (2005) argue that geothermal
heating for thousands of yearsmightwarm theAABWbya
fewdegrees and thus charge the thermobaric capacitor (i.e.,
in our terminology, accumulate OCAPE). They further
propose that the induced thermobaric instability might
partly account for the observed global Dansgaard/
Oeschger events, the abrupt and large-amplitude climate
changes in the LGM (e.g., sudden surface warming).
Thiagarajan et al. (2014) provide observational evidence
that intermediate water (about 1800-m depth) in the
glacial North Atlantic had an abrupt warming (about
58C) within a few hundred years, which occurred about
15000yr ago. This is a reversal of the ocean’s usual
thermal stratification, with intermediate WSW that is
warmer (about 38C; see their Fig. 1e) than the overlying
CFW. Thiagarajan et al. (2014) argue that static stability
of the interface requires increased salinity of the warm
intermediate water. They propose that this WSW below
CFW could represent potential energy for thermobaric
convection (i.e., OCAPE), which might reinvigorate the
Atlantic meridional overturning circulation (AMOC)
1094 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 46
and facilitate the transition between the LGM and
modern ocean stratification. We are performing an as-
sociated simulation study of these processes based on this
observation and our theory of OCAPE.
Note added in proof: During the revision of this work,
we found that Hieronymus and Nycander (2015) re-
cently used the HA for some other energy diagnoses
(i.e., computing the APE in their case). This implies that
the HA has multiple applications for studying ocean
energetics.
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