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Abstract
The purpose of this paper is to study the controllability for the second-order differential inclusion
in Banach spaces. We rely on a fixed point theorem for condensing maps due to Martelli. We consider
the damping term x′(·) and find a control u such that the solution satisfies x(T )= x1 and x′(T )= y1.
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1. Introduction
Problems of the controllability for the second-order differential systems have been stud-
ied by Balachandran [1], Park and Han [5].
Balachandran [1] investigate the controllability for the semilinear second-order Volterra
integrodifferential system in Banach spaces by using the Schauder’s fixed point theorem:{
x ′′(t)=Ax(t)+ ∫ t0 g(t, s, x(s)) ds +Bu(t), t ∈ [0, T ],
x(0)= x0, x ′(0)= y0,
where A is the infinitesimal generator of the strongly continuous cosine family {C(t), t ∈
R} of bounded linear operators in X, g is a nonlinear unbounded mapping from [0, T ] ×
[0, T ] ×X to X.
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by using the theory of strongly continuous cosine families:{
x ′′(t)=Ax(t)+ f (t, x(t))+Bu(t), t ∈ [0, T ],
x(0)= x0, x ′(0)= y0,
where the state x(·) belongs to the Banach space X,x0, y0 ∈X.
Nevertheless the controllability for the second-order system they found the control u
such that the solution x(·) of system satisfies x(T )= x1 for every x0, y0, x1 ∈X.
Such problems of the controllability for the second-order differential inclusions have
been studied by Benchohra and Ntouyas [2].
Benchohra and Ntouyas [2] establish sufficient conditions for the controllability of the
second-order differential inclusions in Banach spaces with nonlocal conditions:{
y ′′(t)−Ay(t) ∈ F(t, y(t))+ (Bu)(t), t ∈ [0, b],
y(0)+ f (y)= y0, y ′(0)= y1,
where F : [0, b] ×E→ 2E is a bounded closed convex multivalued map, f :C([0, b],E)
→ E, y0, y1 ∈ E and A is a linear infinitesimal generator of a strongly continuous cosine
family {C(t): t ∈ R} in a Banach space E = (E, | · |).
They found the control u such that the solution y(·) of system satisfies y(b)+f (y)= x1
for every y0, y1, x1 ∈E.
Park et al. [6] study the controllability for the second-order neutral functional differen-
tial inclusions in Banach spaces:{
d
dt
[y ′(t)− g(t, yt )] ∈Ay(t)+F(t, yt )+ (Bu)(t), t ∈ [0, T ],
y(0)= φ, y ′(0)= x0,
where F : [0, T ] × C([−r,0] : X)→ 2X is a bounded, closed, convex multivalued map,
g : [0, T ]×C([−r,0] :X)→X is given function, and continuous function φ : [−r,0]→X.
Also, they found the control u such that the solution y(·) of system satisfies y(T )= x1
for every φ ∈ C([−r,0] :X) with φ(0) ∈D(A), x0 ∈X and x1 ∈X.
In this paper, we establish sufficient conditions for the controllability of the second-
order differential inclusions in Banach spaces using a fixed point theorem for condensing
maps due to Martelli [4]. More precisely, we consider the following semilinear system:{
x ′′(t)−Ax(t) ∈ F(t, x(t))+ (Bu)(t), t ∈ I = [0, T ],
x(0)= x0, x ′(0)= y0,
(1.1)
where F : [0, T ]×X→ 2X is a bounded closed convex multivalued map, x0, y0 ∈X and A
is a linear infinitesimal generator of a strongly continuous cosine family {C(t): t ∈ R} in a
Banach space X = (X, | · |). Also the control function u(·) is given in L2(I,U), a Banach
space of admissible control functions with U as a Banach space. Finally, B is a bounded
linear operator from U to X.
We consider the damping term x ′(·) and find a control u ∈ L2(I,U) such that the solu-
tion x(·) of (1.1) satisfies x(T )= x1 and x ′(T )= y1 for every initial state x0 ∈D(A) and
y0 ∈E, respectively.
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In this section, we introduce definitions, notations, hypotheses, lemmas and preliminary
facts from multivalued analysis which are used throughout this paper.
C(I,X) is the Banach space of continuous functions from I into X normed by
‖x‖∞ = sup
{∣∣x(t)∣∣: t ∈ I}.
A measurable function x : I → X is Bochner integrable if and only if ‖x‖ is Lebesgue
integrable.
Let L1(I,X) denote the Banach space of continuous functions x : I → X which are
Bochner integrable, normed by
‖x‖1L =
T∫
0
∣∣x(t)∣∣dt.
A multivalued map G :X→ 2X is convex closed valued if G(x) is convex closed for all
x ∈X.
If the multivalued map G is completely continuous with nonempty compact values, then
G is u.s.c. if and only if G has a closed graph, i.e.,
xn → x∗, yn→ y∗, yn ∈Gxn ⇒ y∗ ∈Gx∗.
G has a fixed point if there is x ∈X such that x ∈Gx.
In the following, BCC(X) denotes the set of all nonempty bounded closed convex sub-
sets of X. A multivalued map G : I → BCC(X) is said to be measurable if, for each x ∈X,
the distance between x and G(t) is a measurable function on I .
We say that a family {C(t), t ∈ R}, of bounded linear operators in the Banach space X
is called a strongly continuous cosine family iff
(i) C(s + t)+C(s − t)= 2C(s)C(t) for all s, t ∈ R,
(ii) C(0)= I,
(iii) C(t)x is continuous in t on R for each fixed x ∈X.
If C(t), t ∈ R, is a strongly continuous cosine family in X, then S(t), t ∈ R, is the one
parameter family of operators in X defined by
S(t)x =
t∫
0
C(s)x ds, x ∈X, t ∈R.
The infinitesimal generator of a strongly continuous cosine family {C(t), t ∈ R} is the
operator A :X→X defined by
Ax = d
2
dt2
C(0)x,
where D(A)= {x ∈X: C(t)x is a twice continuously differentiable function of t}.
We shall also make use of the set E = {x ∈X: C(t)x is a once continuously differen-
tiable function of t}.
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finitesimal generator A. If g :R→ X is continuously differentiable, x0 ∈D(A), y0 ∈ E,
and
w(t)= C(t)x0 + S(t)y0 +
t∫
0
S(t − s)g(s) ds, t ∈R,
then w(t) ∈D(A) for t ∈ R, w is twice continuously differentiable, and w satisfies
w′′(t)=Aw(t)+ g(t), t ∈ R, w(0)= x0, w′(0)= y0. (2.1)
Conversely, if g :R→X is continuous, w(t) :R→X is twice continuously differentiable,
w(t) ∈D(A) for t ∈R, and w satisfies (2.1), then
w(t)= C(t)x0 + S(t)y0 +
t∫
0
S(t − s)g(s) ds, t ∈R.
Definition 2.1. A continuous solution x(t) of the integral inclusion
x(t) ∈ C(t)x0 + S(t)y0 +
t∫
0
S(t − s)F (s, x(s)) ds +
t∫
0
S(t − s)Bu(s) ds
is called a mild solution of (1.1) on I .
We define the controllability concept for the second-order differential inclusion.
Definition 2.2. The system (1.1) is said to be controllable on [0, T ] if, for every x0 ∈D(A)
and y0 ∈ E, there exists a control u ∈ L2([0, T ],U) such that the solution x(·) of (1.1)
satisfies x(T )= x1 ∈D(A) and x ′(T )= y1 ∈E.
For the proof of the main result in Section 3, we will use the following assumptions:
(H1) A is the infinitesimal generator of a strongly continuous cosine family {C(t), t ∈ I },
of bounded linear operator in the Banach space X. There exists constant M  1 such
that ∣∣C(t)∣∣Keω|t | M for all t ∈ [0, T ].
(H2) The associated sine family {S(t), t ∈ R}, is compact with |S(t)|N.
(H3) The linear operator G1 :U →X is defined by
G1u=
T∫
0
S(T − s)Bu(s) ds,
and there exists an bounded invertible operator G1−1 defined on L2(I,U)/kerG1
and there exists positive constant M1 such that ‖G−1‖M1.1
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G2u=
T∫
0
C(T − s)Bu(s) ds
and there exists an bounded invertible operator G2−1 defined on L2(I,U)/kerG2
and there exists positive constant M2 such that ‖G−12 ‖M2.
(H5) There exist positive constants M3 and M4 such that ‖B‖M3 and ‖A‖M4.
(H6) F : I ×X→ BCC(X) is measurable with respect to t for each x ∈ X, upper semi-
continuous with respect to x for each t ∈ I, and for each fixed x ∈C(I,X), the set
SF,x =
{
g ∈ L1(I,X): g(t) ∈ F (t, x(t)), for a.e. t ∈ I}
is nonempty.
(H7) |F(t, x)| = sup{|v|: v ∈ F(t, x)} p(t)Ψ (|x|), for almost all t ∈ I and all x ∈ X,
where p ∈L1(I,R+) and Ψ :R+ → (0,∞) is continuous and increasing with
N
T∫
0
p(s) ds <
∞∫
c
1
Ψ (u)
du,
where
c=M|x0| +N |y0| +NM3TK,
K = 1
2
[
M1
{
|x1| +M|x0| +N |y0| +N
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}
+M2
{
|y1| +M4N |x0| +M|y0| +M
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}]
.
(H8) For each bounded set D ⊂ C(I,X), x ∈D and t ∈ I , the set{
C(t)x0 + S(t)y0 +
t∫
0
S(t − s)g(s) ds: g ∈ SF,x
}
is relatively compact.
The following lemmas are crucial in the proof of our main theorem.
Lemma 2.2 [3]. Let I be a compact real interval, and let X be a Banach space. Let F be a
multivalued map satisfying (H6), and let Γ be a linear continuous mapping from L1(I,X)
to C(I,X). Then, Γ ◦ SF :C(I,X)→ BCC(C(I,X)) defined by
Γ ◦ SF (x)= Γ (SF,x)
is a closed graph operator in C(I,X)×C(I,X).
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If the set
Ω = {x ∈X: λx ∈Nx, for some λ > 1}
is bounded, then N has a fixed point.
3. Controllability
This section is concerned with the controllability for the second-order differential in-
clusion (1.1).
Now, we prove the result of controllability for the system (1.1) with the assumptions.
Theorem 3.1. If the hypotheses (H1)–(H8) are satisfied, then the system (1.1) is control-
lable on I .
Proof. Using the hypotheses (H3) and (H4), for an arbitrary function x(·) define the con-
trol
ux(t)= 12
{
G−11
(
x1 −C(T )x0 − S(T )y0 −
T∫
0
S(T − s)g(s) ds
)
+G−12
(
y1 −AS(T )x0 −C(T )y0 −
T∫
0
C(T − s)g(s) ds
)}
(t),
where
g ∈ SF,x =
{
g ∈ L1(I,X): g(t) ∈ F(t, x(t)), for a.e. t ∈ I}.
We shall now show that, when using this control, operators Φ1 :C1(I,X)→ 2C1(I,X)
and Φ2 :C(I,X)→ 2C(I,X), respectively defined by
Φ1x =
{
y ∈ C1(I,X): y(t)= C(t)x0 + S(t)y0 +
t∫
0
S(t − s)g(s) ds
+
t∫
0
S(t − s)Bux(s) ds, g ∈ SF,x
}
,
Φ2x
′ =
{
y ′ ∈C(I,X): y ′(t)=AS(t)x0 +C(t)y0 +
t∫
0
C(t − s)g(s) ds
+
t∫
0
C(t − s)Bux(s) ds, g ∈ SF,x
}
,
have a fixed point. This fixed point is then a solution of (1.1).
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We shall show that Φ1 and Φ2 are completely continuous with bounded closed convex
values and they are upper semicontinuous.
Step 1. Φ1x and Φ2x ′ are convex for each x ∈ C1(I,X) and x ′ ∈ C(I,X). Indeed, if
y1, y2 belong to Φ1x and y ′1, y ′2 belong to Φ2x ′ there exist g1, g2 ∈ SF,x such that, for each
t ∈ I, we have
yi(t)= C(t)x0 + S(t)y0 +
t∫
0
S(t − s)Bux(s) ds +
t∫
0
S(t − s)gi(s) ds,
y ′i (t)=AS(t)x0 +C(t)y0 +
t∫
0
C(t − s)Bux(s) ds
+
t∫
0
C(t − s)gi(s) ds, i = 1,2.
Let 0 α  1. Then for each t ∈ I , we have
(
αy1 + (1− α)y2
)
(t)= C(t)x0 + S(t)y0 +
t∫
0
S(t − s)Bux(s) ds
+
t∫
0
S(t − s)[αg1(s)+ (1− α)g2(s)]ds,
(
αy ′1 + (1− α)y ′2
)
(t)=AS(t)x0 +C(t)y0 +
t∫
0
C(t − s)Bux(s) ds
+
t∫
0
C(t − s)[αg1(s)+ (1− α)g2(s)]ds.
Since SF,x is convex (because F has convex values), then
αy1 + (1− α)y2 ∈Φ1x, αy ′1 + (1− α)y ′2 ∈Φ2x ′.
Step 2. Φ1 and Φ2 are bounded on bounded sets of C1(I,X) and C(I,X), respectively.
Indeed, it is enough to show that there exist a positive constants l1 and l2 such that for each
y ∈Φ1x, x ∈Br =
{
x ∈ C1(I,X): ‖x‖∞  r
}
,
y ′ ∈Φ2x ′, x ′ ∈B ′r =
{
x ′ ∈C(I,X): ‖x ′‖∞  r
}
,
one have ‖y‖∞  l1 and ‖y ′‖∞  l2. If y ∈Φ1x and y ′ ∈Φ2x ′, then there exists g ∈ SF,x
such that
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t∫
0
S(t − s)Bux(s) ds +
t∫
0
S(t − s)g(s) ds,
y ′(t)=AS(t)x0 +C(t)y0 +
t∫
0
C(t − s)Bux(s) ds +
t∫
0
C(t − s)g(s) ds, t ∈ I.
By (H3)–(H5) and (H7), we have that, for each t ∈ I,
∣∣y(t)∣∣ ∣∣C(t)∣∣|x0| + ∣∣S(t)∣∣|y0| +
t∫
0
∣∣S(t − s)Bux(s)∣∣ds +
t∫
0
∣∣S(t − s)g(s)∣∣ds
M|x0| +N |y0|
+ 1
2
NM3T
[
M1
{
|x1| +M|x0| +N |y0| +NT ‖p‖L1 sup
t∈I
Ψ
(∣∣x(t)∣∣)}
+M2
{
|y1| +M4N |x0| +M|y0| +MT ||p‖L1 sup
t∈I
Ψ
(∣∣x(t)∣∣)}]
+NT ‖p‖L1 sup
t∈I
Ψ
(∣∣x(t)∣∣)= l1,
∣∣y ′(t)∣∣ ∣∣AS(t)∣∣|x0| + ∣∣C(t)∣∣|y0| +
t∫
0
∣∣C(t − s)Bux(s)∣∣ds +
t∫
0
∣∣C(t − s)g(s)∣∣ ds
M4N |x0| +M|y0|
+ 1
2
MM3T
[
M1
{
|x1| +M|x0| +N |y0| +NT ‖p‖L1 sup
t∈I
Ψ
(∣∣x(t)∣∣)}
+M2
{
|y1| +M4N |x0| +M|y0| +MT ‖p‖L1 sup
t∈I
Ψ
(∣∣x(t)∣∣)}]
+MT ‖p‖L1 sup
t∈I
Ψ
(∣∣x(t)∣∣)= l2.
Step 3. Let t1, t2 ∈ I , t1 < t2, and let Br and B ′r be a bounded set of C1(I,X) and
C(I,X), respectively. For each x ∈ Br , x ′ ∈ B ′r , y ∈Φ1x and y ′ ∈Φ2x ′, there exists g ∈
SF,x such that
y(t)= C(t)x0 + S(t)y0 +
t∫
0
S(t − s)Bux(s) ds +
t∫
0
S(t − s)g(s) ds,
y ′(t)=AS(t)x0 +C(t)y0 +
t∫
0
C(t − s)Bux(s) ds +
t∫
0
C(t − s)g(s) ds, t ∈ I.
Thus
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
∣∣C(t2)−C(t1)∣∣|x0| + ∣∣S(t2)− S(t1)∣∣|y0|
+
t2∫
0
∣∣S(t2 − s)− S(t1 − s)∣∣12M3
×
[
M1
{
|x1| +M|x0| +N |y0| +N
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}
+M2
{
|y1| +M4N |x0| +M|y0| +M
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}]
(τ ) dτ
+
t2∫
t1
∣∣S(t1 − s)∣∣12M3
[
M1
{
|x1| +M|x0| +N |y0| +N
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}
+M2
{
|y1| +M4N |x0| +M|y0| +M
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}]
(τ ) dτ
+
t2∫
0
∣∣S(t2 − s)− S(t1 − s)∣∣p(s)Ψ (∣∣x(s)∣∣)ds
+
t2∫
t1
∣∣S(t1 − s)∣∣p(s)Ψ (∣∣x(s)∣∣)ds,
∣∣y ′(t2)− y ′(t1)∣∣

∣∣AS(t2)−AS(t1)∣∣|x0| + ∣∣C(t2)−C(t1)∣∣|y0|
+
t2∫
0
∣∣C(t2 − s)−C(t1 − s)∣∣12M3
×
[
M1
{
|x1| +M|x0| +N |y0| +N
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}
+M2
{
|y1| +M4N |x0| +M|y0| +M
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}]
(τ ) dτ
+
t2∫ ∣∣C(t1 − s)∣∣12M3
[
M1
{
|x1| +M|x0| +N |y0| +N
T∫
p(s)Ψ
(∣∣x(s)∣∣)ds
}t1 0
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{
|y1| +M4N |x0| +M|y0| +M
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}]
(τ ) dτ
+
t2∫
0
∣∣C(t2 − s)−C(t1 − s)∣∣p(s)Ψ (∣∣x(s)∣∣)ds
+
t2∫
t1
∣∣C(t1 − s)∣∣p(s)Ψ (∣∣x(s)∣∣)ds.
As t2 → t1 the right-hand side of the above inequality tends to zero. As a consequence of
Step 2, Step 3 and (H8), together with the Ascoli–Arzela theorem, we can conclude that
Φ1 and Φ2 are completely continuous.
Step 4. Φ1 and Φ2 have closed graph. Let
xn → x∗, yn ∈Φ1xn, yn→ y∗,
x ′n → x ′∗, y ′n ∈Φ2x ′n and y ′n→ y ′∗.
yn ∈Φ1xn and y ′n ∈Φ2x ′n mean that there exists gn ∈ SF,x such that
yn(t)= C(t)x0 + S(t)y0 +
t∫
0
S(t − s)Buxn(s) ds +
t∫
0
S(t − s)gn(s) ds,
y ′n(t)=AS(t)x0 +C(t)y0 +
t∫
0
C(t − s)Buxn(s) ds +
t∫
0
C(t − s)gn(s) ds, t ∈ I,
where
uxn(t)=
1
2
{
G1
−1
(
x1 −C(T )x0 − S(T )y0 −
T∫
0
S(T − s)gn(s) ds
)
+G2−1
(
y1 −AS(T )x0 −C(T )y0 −
T∫
0
C(T − s)gn(s) ds
)}
(t).
We must prove that there exists g∗ ∈ SF,x∗ such that
y∗(t)= C(t)x0 + S(t)y0 +
t∫
0
S(t − s)Bux∗(s) ds +
t∫
0
S(t − s)g∗(s) ds,
y ′∗(t)= AS(t)x0 +C(t)y0 +
t∫
C(t − s)Bux∗(s) ds +
t∫
C(t − s)g∗(s) ds, t ∈ I,0 0
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1
2
{
G1
−1
(
x1 −C(T )x0 − S(T )y0 −
T∫
0
S(T − s)g∗(s) ds
)
+G2−1
(
y1 −AS(T )x0 −C(T )y0 −
T∫
0
C(T − s)g∗(s) ds
)}
(t).
Set
u¯x(t)= 12
{
G1
−1(x1 −C(T )x0 − S(T )y0)+G2−1(y1 −AS(T )x0 −C(T )y0)}(t).
Since G1−1 and G2−1 are continuous, then
u¯xn(t)→ u¯x∗(t), for t ∈ I.
Clearly, we have that
∣∣∣∣∣
(
yn(t)−C(t)x0 − S(t)y0 −
t∫
0
S(t − s)Bu¯xn(s) ds
)
−
(
y∗(t)−C(t)x0 − S(t)y0 −
t∫
0
S(t − s)Bu¯x∗(s) ds
)∣∣∣∣∣→ 0,
∣∣∣∣∣
(
y ′n(t)−AS(t)x0 −C(t)y0 −
t∫
0
C(t − s)Bu¯xn(s) ds
)
−
(
y ′∗(t)−AS(t)x0 −C(t)y0 −
t∫
0
C(t − s)Bu¯x∗(s) ds
)∣∣∣∣∣→ 0,
as n→∞. Define operators Γ1 :L1(I,X)→ C1(I,X) and Γ2 :L1(I,X)→ C(I,X) re-
spectively by
Γ1(g)(t)=−12
t∫
0
S(t − s)
[
B
{
G1
−1
( T∫
0
S(T − s)g(s) ds
)
+G2−1
( T∫
C(T − s)g(s) ds
)}
− 2g(s)
]
ds,0
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t∫
0
C(t − s)
[
B
{
G1
−1
( T∫
0
S(T − s)g(s) ds
)
+G2−1
( T∫
0
C(T − s)g(s) ds
)}
− 2g(s)
]
ds.
Clearly Γ1 and Γ2 are linear and continuous. Indeed, one have
‖Γ1g‖∞ N
{
1
2
M3(M1NT +M2MT )+ 1
}
‖g‖L1 ,
‖Γ2g‖∞ M
{
1
2
M3(M1NT +M2MT )+ 1
}
‖g‖L1 .
From Lemma 2.2, it follows that Γ1 ◦SF and Γ2 ◦SF are closed graph operators. Moreover,
we have that
yn(t)−C(t)x0 − S(t)y0 −
t∫
0
S(t − s)Bu¯xn(s) ds ∈ Γ1(SF,xn),
y ′n(t)−AS(t)x0 −C(t)y0 −
t∫
0
C(t − s)Bu¯xn(s) ds ∈ Γ2(SF,xn).
Since xn→ x∗, x ′n→ x ′∗, it follows from Lemma 2.2 that
y∗(t)−C(t)x0 − S(t)y0 −
t∫
0
S(t − s)Bu¯x∗(s) ds
=−1
2
t∫
0
S(t − s)
[
B
{
G1
−1
( T∫
0
S(T − s)g(s) ds
)
+G2−1
( T∫
0
C(T − s)g(s) ds
)}
− 2g(s)
]
ds,
y ′∗(t)−AS(t)x0 −C(t)y0 −
t∫
0
C(t − s)Bu¯x∗(s) ds
=−1
2
t∫
0
C(t − s)
[
B
{
G1
−1
( T∫
0
S(T − s)g(s) ds
)
+G2−1
( T∫
C(T − s)g(s) ds
)}
− 2g(s)
]
ds,0
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with bounded closed convex values and it is upper semicontinuous. In order to apply
Lemma 2.3, we need one more step.
Step 5. Sets Ω1 and Ω2 are bounded. Here,
Ω1 =
{
x ∈ C1(I,X): λx ∈Φ1x, for some λ > 1
}
,
Ω2 =
{
x ′ ∈ C(I,X): λx ′ ∈Φ2x ′, for some λ > 1
}
.
Let x ∈ Ω1, x ′ ∈ Ω2. Then, λx ∈ Φ1x , λx ′ ∈ Φ2x ′ for some λ > 1. Thus, there exists
g ∈ SF,x such that
x(t)= λ−1C(t)x0 + λ−1S(t)y0 + λ−1
t∫
0
S(t − s)Bux(s) ds
+ λ−1
t∫
0
S(t − s)g(s) ds,
x ′(t)= λ−1AS(t)x0 + λ−1C(t)y0 + λ−1
t∫
0
C(t − s)Bux(s) ds
+ λ−1
t∫
0
C(t − s)g(s) ds,
where
ux(t)= 12
{
G1
−1
(
x1 −C(T )x0 − S(T )y0 −
T∫
0
S(T − s)g(s) ds
)
+G2−1
(
y1 −AS(T )x0 −C(T )y0 −
T∫
0
C(T − s)g(s) ds
)}
(t).
By (H3)–(H5) and (H7) this implies that, for each t ∈ I, we have
∣∣x(t)∣∣M|x0| +N |y0| +NM3TK +N
t∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds,
where
K = 1
2
[
M1
{
|x1| +M|x0| +N |y0| +N
T∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds
}
+M2
{
|y1| +M4N |x0| +M|y0| +M
T∫
p(s)Ψ
(∣∣x(s)∣∣)ds
}]
.0
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v(0)=M|x0| +N |y0| +NM3TK,∣∣x(t)∣∣ v(t), t ∈ I,
v′(t)=Np(t)Ψ (∣∣x(t)∣∣), t ∈ I.
Using the nondecreasing character of Ψ, we get
v′(t)Np(t)Ψ
(
v(t)
)
, t ∈ I.
This implies that, for each t ∈ I,
v(t)∫
v(0)
1
Ψ (u)
duN
T∫
0
p(s) ds <
∞∫
v(0)
1
Ψ (u)
du.
This inequality implies that there exists a constant d such that v(t)  d , t ∈ I , and hence
‖x‖∞  d where d depends only on the functions p and Ψ.
Similarly
∣∣x ′(t)∣∣M4N |x0| +M|y0| +MM3TK +M
t∫
0
p(s)Ψ
(∣∣x(s)∣∣)ds.
As a consequence of Lemma 2.3, we deduce that Φ1 and Φ2 have a fixed point and thus
the system (1.1) is controllable on I . ✷
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