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We investigate the conditions needed for a Borel summable sequence to be convergent. The
results of this paper extend and improve the well-known result of Hardy and Littlewood
(1913) [1].
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1. Introduction and the main results
The first Tauberian theorem related to Borel summability method which gives the relation between Borel and Cesàro
summabilitymethods is given byHardy and Littlewood [1]. A number of authors including Lord [2], Hardy [3], Jakimovski [4],
Rajagopal [5], Zeller and Beekmann [6], Parameswaran [7], Kwee [8] and Borwein and Markovich [9] have investigated
conditions under which Borel summability implies (C, ρ). Our main result in this paper extends and improves the well-
known theorem of Hardy and Littlewood [1].
We now explore some properties of Borel summability method. First, let us recall the definition of Borel summability.
We say that a sequence (un) is Borel summable to s if the corresponding series
∑∞
n=0
un
n! x
n converges for all x and
e−x
∞∑
n=0
un
n! x
n → s, n→∞.
In this case, we write un → s (B).
Borel summability method is regular; that is, if un → s as n → ∞, then un → s (B) ([3], Theorem 122]). Borel
summability method is linear; that is, if un → s (B), vn → t (B), and w is any complex number, then un + vn → s + t (B)
andwun → ws (B) ([3], Theorem 127).
Throughout this paper, the symbols un = o(1) and un = O(1)mean that un → 0 as n→∞ and that (un) is bounded for
large enough n, respectively.
The classical control modulo of the oscillatory behavior of (un) is denoted by ω
(0)
n (u) = n∆un, where ∆un = un − un−1
and u−1 = 0. The general control modulo of the oscillatory behavior of integer order m ≥ 1 of a sequence (un) is defined
inductively in [10,11] by ω(m)n (u) = ω(m−1)n (u)− σ (1)n (ω(m−1)(u)).
∗ Corresponding author. Tel.: +90 256 212 8498; fax: +90 256 213 5379.
E-mail addresses: icanak@adu.edu.tr (İ Çanak), utotur@adu.edu.tr (Ü Totur).
0893-9659/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2009.09.028
İ Çanak, Ü Totur / Applied Mathematics Letters 23 (2010) 302–305 303
Define
σ (k)n (u) =

1
n+ 1
n∑
j=0
σ
(k−1)
j (u) = u0 +
n∑
j=1
V (k−1)j (∆u)
j
, k ≥ 1
un, k = 0,
where
V (k)n (∆u) =

1
n+ 1
n∑
j=0
V (k−1)j (∆u), k ≥ 1
1
n+ 1
n∑
j=0
j∆uj, k = 0.
The Kronecker identity
un − σ (1)n (u) = V (0)n (∆u) (1.1)
is well known and used extensively. Since arithmetic means of (un) can be also expressed in the form
σ (1)n (u) = u0 +
n∑
k=1
V (0)k (∆u)
k
,
we may rewrite (1.1) as
un = V (0)n (∆u)+
n∑
k=1
V (0)k (∆u)
k
+ u0.
A sequence u = (un) is slowly oscillating [10,11] if
lim
λ→1+
lim
n
max
n+1≤k≤[λn]
|uk − un| = 0,
where [λn] denotes the integer part of λn. Dik [10] showed that a sequence (un) is slowly oscillating if and only if (V (0)n (∆u))
is slowly oscillating and bounded.
We say that a sequence (un) is Cesàro summable to s if σ
(1)
n (u)→ s as n→∞ and write un → s(C, 1).
It is proved in ([3], Theorem 147) that if un → s (B) and∆un = o(nρ), ρ ≥ − 12 , then un → s (C, 2ρ + 1).
Theorems 1.1 and 1.2 are the cases ρ = 0 and ρ = − 12 , respectively.
Theorem 1.1. Let un → s (B). If ∆un = o(1), then un → s (C, 1).
Theorem 1.2 ([3], Theorem 143). Let un → s (B). If ω(0)n (u) = o(√n), then un → s as n→∞.
Hardy and Littlewood [12] obtained the following strong result using Theorem 1.2. See Hardy and Littlewood [13] for
another proof.
Theorem 1.3 ([3], Theorem 156). Let un → s (B). If ω(0)n (u) = O(√n), then un → s as n→∞.
We now prove that Theorem 1.3 remains valid when the condition ω(0)n (u) = O(√n) is replaced by the condition
ω
(m)
n (u) = O(√n) for any integer m ≥ 1 or slow oscillation of (ω(m)n (u)) for any integer m ≥ 1. We require the following
Lemmas for the proofs of our results.
Lemma 1.4 ([14]). Let un → s (C, 1). If (un) is slowly oscillating, then un → s as n→∞.
Lemma 1.5 ([15]). If un → s (B), then σ (1)n (u)→ s (B).
2. Results
Theorem 2.1. Let un → s (B). If ω(m)n (u) = O(√n), then un → s as n→∞.
Proof. By hypothesis, we have ω
(m)
n (u)√
n = O(1). Thus we have
√
n∆(σ (1)n (ω
(m−1)(u))) = ω
(m)
n (u)√
n
= O(1). (2.1)
Since un → s (B), by Lemma 1.5 we obtain that
σ (1)n (ω
(m−1)(u))→ 0 (B). (2.2)
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It follows by applying Theorem 1.3 to the sequence (σ (1)n (ω(m−1)(u))) that
σ (1)n (ω
(m−1)(u)) = o(1). (2.3)
From (2.3) we have σ (1)n (ω(m−1)(u)) = O(1). From the equality
n∆(σ (2)(ω(m−2)(u))) = σ (1)n (ω(m−1)(u))
it follows that
√
n∆(σ (2)n (ω
(m−2)(u))) = σ
(1)
n (ω
(m−1)(u))√
n
= O(1). (2.4)
Since un → s (B), by Lemma 1.5 we obtain that
σ (2)n (ω
(m−2)(u))→ 0 (B). (2.5)
From (2.4) and (2.5) we have by Theorem 1.3 that
σ (2)n (ω
(m−2)(u)) = o(1). (2.6)
From (2.3) and (2.6) and the identity
σ (1)n (ω
(m−2)(u))− σ (2)n (ω(m−2)(u)) = σ (1)n (ω(m−1)(u))
it follows that
σ (1)n (ω
(m−2)(u)) = o(1).
Continuing in this vein, we see that
σ (1)n (ω
(0)(u)) = o(1),
which implies that
√
n∆σ (1)n (u) =
σ
(1)
n (ω
(0)(u))√
n
= O(1).
By Lemma 1.5, σ (1)n (u) → s (B). It then follows by Theorem 1.3 that σ (1)n (u) → s as n → ∞. Since σ (1)n (ω(0)(u)) =
V (0)n (∆u) = o(1), then un → s as n→∞ by the Kronecker identity. 
We notice that the casem = 0 is known as Theorem 1.3.
Corollary 2.2. Let un → s (B). If ω(m)n (u) = O(1), then un → s as n→∞.
Proof. Since un → s (B), then σ (1)n (ω(m−1)(u))→ s (B). Using the identityω(m)n (u) = n∆σ (1)n (ω(m−1)(u)) and the hypothesis
ω
(m)
n (u) = O(1), we obtain σ (1)n (ω(m−1)(u)) = o(1) by Theorem 1.3. The rest of the proof is as in Theorem 2.1. 
Corollary 2.3. Let un → s (B). If ω(m)n (u) = o(1), then un → s as n→∞.
Before proceeding to the proof of Theorem 2.6 which says that slow oscillation of (ω(m)n (u)) is a Tauberian condition for
Borel summability method, we need some preliminary Tauberian theorems for Borel summability.
Theorem 2.4. Let un → s (B). If (un) is slowly oscillating, then un → s as n→∞.
Proof. By the definition of slow oscillation,∆un = o(1). Since un → s (B), we conclude by Theorem 1.1 that un → s (C, 1).
Using Lemma 1.4, we obtain that un → s as n→∞. 
Theorem 2.5. Let un → s (B). If (V (0)n (∆u)) is slowly oscillating, then un → s as n→∞.
Proof. Since un → s (B), by Lemma 1.5 it follows that σ (1)n (u)→ s (B). Hence V (0)n (∆u)→ 0 (B) by the Kronecker identity.
By the definition of slow oscillation, we conclude that ∆V (0)n (∆u) = o(1). By Theorem 1.1 we have V (0)n (∆u) → 0 (C, 1).
Using Lemma 1.4 we obtain V (0)n (∆u) = o(1)which leads us to the consequence that
√
n∆σ (1)n (u) =
V (0)n (∆u)√
n
= o(1).
By applying Theorem 1.2 to the sequence (σ (1)n (u)) it follows that σ
(1)
n (u) → s as n → ∞. By the Kronecker identity it
follows that un → s as n→∞. 
Theorem 2.6. Let un → s (B). If (ω(m)n (u)) is slowly oscillating, then un → s as n→∞.
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Proof. Since un → s (B), σ (1)n (ω(m)(u)) → 0 (B). It is obvious that slow oscillation of (ω(m)n (u)) implies slow oscillation of
(σ
(1)
n (ω
(m)(u))). It follows by Theorem 2.4 that σ (1)n (ω(m)(u)) = o(1). This is the same asω(m)n (u)→ 0 (C, 1). Since (ω(m)n (u))
is slowly oscillating, it follows by Lemma 1.4 that
ω(m)n (u) = o(1). (2.7)
Therefore, it is clear that (σ (1)n (ω(m)(u))) = (V (0)n (∆σ (1)(ω(m−1)(u)))) is slowly oscillating. Since σ (1)n (ω(m−1)(u)) → 0 (B),
it follows by Theorem 2.5 that
σ (1)n (ω
(m−1)(u)) = o(1). (2.8)
From (2.7), (2.8) and the following identity
ω(m−1)n (u)− σ (1)n (ω(m−1)(u)) = ω(m)n (u)
we obtain that
ω(m−1)n (u) = o(1).
Continuing in this vein, we have that
ω(0)n (u) = o(1). (2.9)
Taking the arithmetic mean of (2.9) we see that V (0)n (∆u) = o(1). Therefore, (V (0)n (∆u)) is slowly oscillating. The proof is
completed by Theorem 2.5. 
We terminate this section with the following result.
Theorem 2.7. Let un → s (B). If ω(m)n (u) = O(ψn), where ψ = (ψn) is monotone and slowly oscillating, then un → s as
n→∞.
Proof. Assume that ψ = (ψn) is monotone increasing. It is shown by Dik [10] that slow oscillation of ψ = (ψn) implies
that V (0)n (∆ψ) = O(1). Since ψ = (ψn) is monotone increasing, we have ω(m+1)n (u) = O(ψn). It follows by the identity
ω
(m+1)
n (u) = V (0)n (∆ω(m)(u)) that
ω(m+1)n (u) = O(1). (2.10)
Hence we have
√
n∆σ (1)n (ω
(m)(u)) = ω
(m+1)
n (u)√
n
= O(1).
Since un → s (B) implies σ (1)n (ω(m)(u))→ 0 (B), we then conclude by Theorem 1.3 that
σ (1)n (ω
(m)(u)) = o(1). (2.11)
From (2.10), (2.11) and the following identity
ω(m)n (u)− σ (1)n (ω(m)(u)) = ω(m+1)n (u)
we obtain that ω(m)n (u) = O(1). The proof follows by Corollary 2.2. The proof in the case of monotone decreasing is as in the
case of monotone increasing. 
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