ABSTRACT In recent years, semantic segmentation methods based on fully convolutional networks (FCNs) have achieved great success. However, these methods tend to produce inconsistency and isolated class labels, mainly because the end-to-end mapping of FCN essentially treats each pixel independently. As a postprocessing approach, the conditional random field (CRF) has been widely used to alleviate this problem. However, the inference of CRF is usually very time-consuming in computation. To solve this problem, we present a new method, called locally shared features (LSFs), to model local dependence between pixels. The LSF encourages adjacent pixels to have similar features by making them share certain properties with each other. This is achieved by concatenating features around a pixel, including the pixel itself. Our experimental results indicate-the LSF approach delivers comparable or better performance than the CRF method with respect to the accuracy and local smoothness in segmentation output, while obtaining a significant gain in computational efficiency.
I. INTRODUCTION
Semantic segmentation, also known as scene labeling, refers to a process of assigning a semantic label (e.g. apple) to each pixel of an image [1] . It plays an essential role in many applications that require accurate scene understanding. Most early methods [2] - [4] formulated this task as a pixel-or regionwise classification problem based on hand-engineered features, such as scale invariant feature transform (SIFT) [5] and histograms of oriented Gradients(HOG) [6] . However, this line of method encounters a bottleneck due to the difficulty in designing suitable features.
With the development of deep convolutional neural networks(CNN)(e.g. VGG [7] and ResNet [8] ), the semantic segmentation community has recently paid great attention to the learned features [9] - [16] . One of the earliest examples can be found in [9] , which applied a CNN-classifier to multiscale image patches centered at each pixel and produced better results than all previously published methods. However, a main disadvantage of this approach is that there is a large number of redundant convolutions when separately extracting features for each pixel. As a result, the fully convolutional network(FCN) based model [10] that computes convolution FIGURE 1. DenseNet-DeepLab+LSF. Our DenseNet-DeepLab modifies the DenseNet to FCN and removes the last two sub-sampling operations to produce fine-resolution(1/8) feature maps. Dilated convolution is introduced into block 4 and 5 to ensure the receptive field size. The atrous spatial pyramid pooling(ASPP) is adopted to make predictions at different scales. For each spatial location, LSF for classification is constructed by concatenating features lying in the pixel's 4-connected region.
only once for the whole input image is more popular in recent years.
However, FCN based methods can produce inconsistency and isolated points in the output since their style of endto-end mapping treats each pixel as an independent sample. One popular way to alleviate this problem is to incorporate a post-processing step based on the CRF model [17] - [19] . For example, Chen et al. [17] applied dense CRF [20] over outputs of their DeepLab model and obtained significant improvements. The CRF strategy, despite effective, has at least two drawbacks. First, it usually involves a time-consuming inference stage. Second, the dense CRF contains several manually controlled parameters that are difficult to determine.
An alternative way to solve the inconsistency problem is to consider as much image contexts as possible. Toward this goal, many methods [14] , [21] - [23] fuse predictions at difference scales based on multi-scale inputs. However, these methods also significantly decrease the efficiency of semantic segmentation. Additionally, training with multi-scale inputs requires considerable GPU memory, which hampers the training of high-resolution images.
In this paper, we present a new method to exploit contexts for semantic segmentation. We revisit the basic idea of CRF and simplify it as: ''the label of each pixel should be not only dependent on features of itself but also the features of its neighbors''. Based on this, we propose the concept of Locally Shared Features(LSF) to enable pixels to share features with its neighbors. Specifically, for each pixel, the LSF is constructed by concatenating the features of itself and those around it. Our experimental results demonstrate that this approach can significantly alleviates the inconsistency problem mentioned above.
The rest of this paper is organized as follow. The next section describes the framework of our baseline. The motivations and principles of our LSF is presented in Section III. The effectiveness of the LSF is demonstrated in Section IV. Finally, we conclude this paper in Section V
II. DENSENET-DEEPLAB FOR BASELINE
Our segmentation model is shown in Fig. 1 . We extend the DenseNet-169 [24] to the DeepLabV2 [21] architecture, a well-known semantic segmentation model, and take it as baseline to validate the effectiveness of our LSF. We modify the DenseNet to DenseNet-DeepLab for semantic segmentation by introducing three important modifications as follow. Firstly, we modify the DenseNet to FCN to produce dense predictions. Secondly, the atrous convolution (also called dilated convolution) is adopted to obtain fine resolution feature maps. Finally, the atrous spatial pyramid pooling(ASPP)module is introduced to capture multi-scale contexts.
A. DENSENET TO FCN 1) MOTIVATION
The repeated pooling or sub-sampling operations in typical CNN is useful to abstract images to high-level descriptions. These descriptions are important to identify ''what''(image classification) in the images. However, this process leads to a significant loss of low-level information that is essential to resolve the ''where''(segmentation) issue. We suggest to reconcile the contradicting effects by a very recent CNN model called DenseNet, in which low-level information is allowed to reach into deep layers implicitly through the dense connectivity detailed later. Thus, we propose to extend DenseNet to the FCN segmentation architecture so that the strengths of these two models are combined.
2) DENSE BLOCK(DB)
Before proceeding to the FCN-DenseNet, we first briefly review the structure of DenseNet. As shown in Fig.2 , the DenseNet is composed of multiple combinations of dense block and transition block, followed by a global average pooling layer to convert spatial maps to an image-level descriptor.
Denoting x l the output of the l th layer, each layer in a typical CNN implements the following non-linear transformation:
In order to alleviate the vanishing-gradient problem, the DenseNet introduces direct connections between every two layers in each DB, consequently, the output of l th layer can be written as where [. . .] represents the concatenation operation, H is a composite function of Batch Normalization(BN) [25] , rectified linear unit(ReLu) and convolution. In addition, each layer produces feature maps of fixed channels k, which is called as growth rate since the number of feature maps n in DenseNet grows linearly with the depth l given k, i.e., n = l × k.
The skip connections and layers of fixed channels make DenseNet share several compelling advantages compared to current commonly used VGG and ResNet: 1) Encourage feature reuse. It is easy to reuse intermediate feature maps by adding skip connections; 2) Implicit deep supervision. The skip connections make each layer receive additional supervision from the loss function, this can be interpreted as a kind of ''deep supervision'' [26] which has been proven useful for learning discriminative features. 3) High parameter efficiency. The number of parameters N conv = m 2 × c in × c out in a convolutional layer is increased with the feature channels, where m is the kernel size, c in and c out is the number of input and output channels respectively. Fixing the layers' output to a small number substantially reduces the number of parameters (see Table 1 ). 
3) TRANSITION BLOCK(TB)
The transition block consists of a 1 × 1 convolution layer and a 2 × 2 pooling layer. The convolution layer is used to reduce the number of feature maps so as to further improve computational efficiency of the convolution afterwards.
The pooling layer performs sub-sampling for each map, which aims to ensure robustness of the learned feature to small translations.
4) FCN-DENSENET
The DenseNet takes inputs of fixed-size and produces a single prediction. We re-purposed it for dense prediction by replacing the global average pooling layer with a convolution layer to output classes scores at every spatial position. Due to a process of five times sub-sampling with a rate of 2, the final score maps are 2 5 = 32 times smaller than the original image in terms of spatial resolution. Thus, we up-sample the score maps to the image resolution by using bilinear interpolation. Let s c|i be the score of class c at pixel i, the pixel-level prediction, i.e., the predicted probability distribution over classesp c|i is computed bŷ
For true probability distribution of classes at pixel i, we assign p c|i to 1 if pixel i is labeled with c, and 0 otherwise.
Given the ground truth and predictions of (3), the network can be trained end-to-end with multi-class cross entropy loss function. One main challenge towards this goal is that the Batch Normalization used in DenseNet requires large batch sizes for training. However, semantic segmentation usually uses small batch sizes due to the memory limitation. We solve this problem by fixing the parameters of Batch Normalization during fine-tuning our segmentation model. This strategy works well in our experiments(See section IV).
B. ATROUS CONVOLUTION
As mentioned previously, the FCN-DenseNet involves a up-sampling of rate 32. Intuitively, such up-sampling process could cause a significant loss of image details. One can remove several down-sampling operations to obtain VOLUME 7, 2019 finer-resolution score maps. Unfortunately, doing so could decrease the receptive field sizes of the last convolution layer and thus lead to a loss of global and contextual information crucial to semantic segmentation. The DeepLab solves this problem by using the atrous convolution [17] . The basic idea is to dilate(up-sample) the convolution filters behind the removed sub-sampling layers. Such up-sampling with rate r is implemented by inserting r − 1 zeros between consecutive filter values, it thus can enlarge the receptive field size of the convolution without introducing other parameters. To construct the DeepLab with DenseNet, we divided the DenseNet into five blocks according to the resolution of feature maps and removed the down-sampling operations before the block 4 and block 5. Then, the convolution masks in block 4 and 5 are dilated with rates two and four , respectively(see Fig. 1 ). Thus, the output size of DenseNet-DeepLab is 1/8 of the original image after three down-sampling operations of rate two.
C. ATROUS SPATIAL PYRAMID POOLING
Zhou et al. [27] proved that the valid receptive field of deep CNN is much smaller than the theoretical computed receptive field. This proof suggests that the image context is not fully exploited in CNN based segmentation network. On the other hand, we can easily enlarge the field of view of atrous convolution by increasing the dilation rate. For example, dialing a convolution kernel of 3×3 with rate 2 actually yields a kernel of 5 × 5. Thus, we further apply the ASPP module [21] to the DenseNet-DeepLab. This module is composed of multiple parallel 3 × 3 atrous convolution layers(see ASPP in Fig. 1 ) with different rates (6, 12, 18, 24) and thus can capture multiscale contexts.
III. LOCALLY SHARED FEATURES A. MOTIVATION
Previous work [19] , [21] , [28] usually adopted the CRF to smooth segmentation results or produce sharp boundaries. Denoting x i the features and y i the label at pixel i, in the CRF framework, the labeling y = {y 1 , y 2 , . . . , y n } of an image is usually obtained by minimizing the following energy function
where ϕ(y i |x i ) and ψ(y i , y j |x i , x j ) are unary potential and pairwise potential, respectively, and ε is the set of edges between adjacent pixels. The unary potential reflects how appropriate the assigned label y i for a pixel i given observations x i . The pairwise potential is used to add contextual constraints to the predicted labels between pixels. However, demonstrated by our experiments(see Table 6 ), minimizing the CRF energy is usually very time-consuming, especially when the input image has high resolution or many semantic classes are considered. We found that minimizing the energy of (4) is equivalent to performing pixel-wise classification if the pairwise potential is removed. Thus, we simplify the idea behind the CRF as: ''the label of each pixel y i should depend on not only the features of itself x i but also the features of its neighbors x j|(i,j)∈ε ''.
B. LOCALLY SHARED FEATURES
Based on our simplified interpretation of CRF, we enrich the features of each pixel with features of its neighbors to capture local dependencies and name this newly formed feature as locally shared features(LSF). We then apply the LSF x i_LSF = {x i , x j|(i,j)∈ε } to pixel-wise classification and the energy of (4) is thus simplified as
Specifically, the LSF for each pixel is constructed by concatenating features lying in its close neighborhood. We choose four neighbors rather than eight neighbors in consideration of memory efficiency. In this case, the LSF can be generated by a two-stage process: shift and concatenate. In the shift stage, the original feature maps are shifted in four directions (up, down, left and right), which form four groups of neighbor feature maps. Then, the second stage concatenates the original feature maps and neighbor feature maps.
For implementation details, the shift operation is performed by padding the original feature maps with zeros and then extracting slices. In particular, for the up shift, we can first pad a zero row on the bottom of the original feature maps. Then, the up shift is equivalent to discard the first row(see LSF in Fig.1 ) of the padded maps. However, as the output of block 5 of DenseNet contains more than 2000 feature channels, performing such concatenation would quickly reach memory limits of GPU. Thus, we reduce the feature channels to 512 by applying a 1 × 1 convolution layer over the output of DeepLab-DenseNet. We then adopted the Group Normalization [29] , a recently released batch-size independent normalization strategy, to normalize these feature maps. In light of the fact that prediction at each pixel should mainly depend on its own features, we multiply the neighbor feature maps with a feature balance factor(FBF) α(less than 1) before the concatenation. The influence of this parameter will be detailed in the experiment section.
IV. EXPERIMENTS
In this section, we first conduct a series of experiments using benchmark dataset PASCAL VOC 2012 [30] to validate the effectiveness of our LSF method. Then, we evaluate our method using other two challenging datasets: Cityscapes [31] and ADE20K [32] .
A. GENERAL SET UP 1) EVALUATION METRICS
The performances of different models are measured quantitatively by two commonly used metrics: the mean Intersection-over-Union (mIoU) and Pixel wise Accuracy (P-ACC). The IoU for a specific class k is computed by (6) wherel i and l i are, respectively, the predicted label and the ground truth of pixel i , N is the total number of pixels of all test images, and δ(x, y) is an indicator function, given by
With the same notation, the P-ACC can be written as
The efficiency of different models was evaluated by Frame Per Second''(FPS) computed by averaging the time cost on the validation set or test set. The computer on which our experiments conducted was equipped with: a CPU of Intel i7-6850k (6cores, 3.6 GHz), a GPU of Titan X(12G) and a 32G RAM. Tensorflow [33] was used as the software platform.
2) TRAINING DETAILS
We modified the DenseNet pre-trained on ImageNet [34] to DenseNet-DeepLab(DDL) for semantic segmentation. We trained the model with the standard stochastic gradient descent(SGD) algorithm by defining a loss function as the sum of cross entropy terms at each pixel location. Similar to [35] , we used the high-momentum training policy where the batch size was set to one and the momentum was set to 0.99. The learning rate λ was updated with the ''poly'' policy(λ = br(1 − step max_step ) 0.9 ) adopted in [21] , where the base learning rate br was set to 1e-10 and the max_step, i.e., the total number of training iterations, was set to 100K,100K,200K for PASCAL VOC, Cityscapes and ADE20K respectively.
B. EXPERIMENTS ON PASCAL VOC 2012 1) DATASET
PASCAL VOC is one of the most widely used datasets in the semantic segmentation community. It contains 1,464 images for training, 1,449 images for validation and 1,456 images for testing. As in most studies using this dataset, we augment the training sets to 10,582 images by additional annotated images of Semantic Boundaries Dataset [36] .
2) COMPARISON WITH BASELINE
We first implemented the DDL, i.e., our baseline, and achieved 70.55% mean IoU (mIoU) on PASCAL VOC2012 val set. Note that multi-scale inputs (MSC) and CRF post-processing were not used since they were timeconsuming during the test stage. We then applied our LSF (FBF is not used) over DDL and obtained 1.31% improvement (71.86% mIoU). It proves that our method, which is very easy to implement, is effective in semantic segmentation.
It may be argued that the improvements may be caused by the fact that the layer our LSF added increase the depth of FCN. To clarify this issue, we directly added a convolution layer to DDL and rerun the experiment. Our result indicated that no significant improvement was obtained. 
3) EFFECT OF FBF
To evaluate how the FBF affects the performance of our method, we first set the FBF to 0.8 and then gradually decreased it to 0.2. It can be seen from the Table 2 that introducing FBF into the LSF brings a minor gain over the basic LSF. This experiment demonstrates that performing a weighted concatenation in our LSF makes sense. By setting the FBF to 0.8, our method achieved 72.14% mIOU, the highest among all the cases. 
4) COMPARISON WITH THE CRF STRATEGY
To compare with the CRF based post-processing strategy, we also applied dense CRF over the outputs of the baseline and produce a 1.66% improvement (see Table 3 ). Although the CRF based post-processing strategy performs slightly better than our LSF, our method is significantly faster in terms of FPS. Also, the qualitative comparisons shown in Fig. 3 demonstrate that the LSF method performs comparatively or even better than the CRF based strategy on the goal of ensuring local smoothness. Note that one can still apply dense CRF after using our method to obtain sharp boundaries.
5) COMPARISON WITH MULTI-SCALE STRATEGY
As stated in section I, fusing segmentation results produced from multi-scale inputs is another important strategy for capturing contexts. To evaluate how the performance of semantic segmentation is affected by the use of multi-scale strategy, we conducted a series of experiments using the baseline by feeding it with different combinations of scaled inputs. The results are listed in Table 4 , which yields the following observations: 1) Incorporating additional scaled version of the input does not always produce an improvement over the baseline that considers only the original input(e.g., row 2, row 4); 2) An optimum combination of scales may exist in choosing the input for different segmentation models, our optimum chosen here is to feed the model at scale {1,0.75,1.25}; 3) Similar to the CRF, the multi-scale strategy produces improvements over the baseline at a high cost of efficiency. In contrast, our LSF requires only a marginal increase in computation cost.
6) APPLY LSF TO OTHER MODELS
We also applied the LSF to other semantic segmentation models, including basic FCN, ResNet based DeepLabV2 and two state of the art models: PSPNet [22] and DeepLabV3 [37] .
Since the performances of PSPNet and DeepLabV3 are highly relied on the batch size, we adopted a large batch size training instead of the high-momentum policy (described in Section IV-A.2) when training these two models. However, limited by GPU memories at hand, we could only set batch size to 4 with image size 473*473, so we fixed the Batch Normalization(BN) parameters in pre-trained ResNet and only updated the newly added BN parameters in PSP module and ASPP module. Our result indicated a lower performance than the original PSPNet and DeepLabV3 which were both trained with batch size 16. We also trained the ResNet used in this experiment with MS COCO dataset [38] to check if the LSF can make improvements over stronger baselines. The results are listed in Table 5 , which indicates 1) Employing LSF can yield consistent improvements over different segmentation models. 2) Although the performance of LSF is generally higher (similar to CRF), it is not significantly higher than the state-of-the-art methods..
C. EXPERIMENTS ON CITYSCAPES AND ADE20K
To further validate the generality of our method in different scenes, we also conduct experiments on other two challenging datasets: Cityscapes [31] and ADE20K [32] .
1) CITYSCAPES
Cityscapes contains 5000 fine-annotated images of 50 European cities and considers 19 classes for pixel-level semantic labeling task. The training set, validation set and test set contain 2975, 500 and 1525 images respectively. The images in Cityscape have very high resolution (1024×2048). We found that it is difficult to train our model using images of such high resolution with a single GPU. Thus, we randomly cropped the original images to 778 × 778 during training.
2) ADE20K 
3) RESULTS
Our experiment results are presented in Table 6 . It shows that both LSF and CRF perform better than our baseline(DDL). However, employing the CRF in complex semantic segmentation tasks that consider large scenes(Cityscapes) or large number of classes(ADE20K) decreases the computational efficiency by tens of times. On the contrary, the LSF added computational cost only marginally. The qualitative results on ADE20K ( Fig.4) and Cityscape (Fig. 5) 
