Abstract: We present a method for photon-counting sensing with three-dimensional (3-D) integral imaging for object recognition using independent component analysis (ICA). A lenslet array is used to capture multiple perspective images of a 3-D scene projected onto an image sensor. Photon-counting images of the captured elemental images are generated using a Poisson distribution. A kurtosis-maximization-based algorithm is used as a nonGaussian maximization method to extract independent features from the photon-counting training data set. The photon-counting image data are preprocessed using principal component analysis to reduce the number of dimensions, increase the speed of the ICA step, and improve the classification performance. A photon-counting image of unknown input scene is classified using k-nearest neighbor and cosine angle metrics. Experimental results are presented, and the probability of classification errors is measured.
Introduction
Three-dimensional (3-D) imaging has been a subject of interest among researchers in recent years [1] - [12] . Integral imaging (II) is a passive 3-D imaging technique in which a microlens array or a pinhole array is used to capture multiple perspective images onto an image sensor such as a CCD array [1] - [6] . Each perspective image is referred to as an elemental image (EI). A scene captured by an II system can be optically reconstructed by projecting the EIs through a lenslet array or computationally reconstructed by image processing. Pattern recognition techniques that classify data objects [13] - [23] have been applied in II for 3-D object recognition [24] - [26] . It has also been shown that 3-D objects can be classified using photon-counting II in the presence of only a small number of photon counts [27] [28] . Applications of photon counting can be found in night vision, medical imaging, radiological imaging, etc.
The independent component analysis (ICA) technique has been considered as a method to extract statistically independent component features from a given data set. ICA has been researched and used for two-dimensional (2-D) and 3-D object recognition [29] - [32] . In this paper, we extend the application of ICA in 3-D object recognition to using photon-counting II. ICA is applied to extract independent features from photon limited EIs of a 3-D scene. The EIs are pre-processed using principal component analysis (PCA).
Experimental results are presented using a simulated photon-counting model of EIs. Probability of classification error is measured for distorted 3-D objects.
The paper is organized as follows: Section 2 overviews FastICA. We present the simulated photon-counting model in Section 3. Section 4 describes a photon-counting II system. Section 5 shows 3-D object classification experiment results, and we conclude in Section 6.
The Fast Fixed-Point ICA Algorithm Based on Kurtosis Maximization
The fast fixed-point ICA algorithm is based on the maximization of non-Gaussianity. We assume that there are k dimensions in a data vector x ¼ ½x 1 ; x 2 ; . . . ; x k T , and m statistically independent components in a component vector s ¼ ½s 1 ; s 2 ; . . . ; s m T , where m k. Assuming that the data vector x is synthesized by linear combinations of s using the mixing matrix A, then:
and the unmixing matrix, W , can be estimated such that:
We use kurtosis as a measure of the non-Gaussianity of a random variable, which is defined as follows [32] :
where E denotes the expectation operator. Kurtosis of a Gaussian random variable is zero while non-Gaussian random variables have a nonzero kurtosis. The fast fixed-point algorithm uses kurtosis to find the direction so that y ¼ w T z is maximally nonGaussian, and is defined as:
where T denotes the transpose operation, and w is a row of the matrix W . In (4), z is the whitened data vector which is obtained by
where D ¼ diagðd 1 ; . . . ; d n Þ is the diagonal matrix of the eigenvalues of the covariance matrix E ðxx T Þ. E ¼ ðe 1 ; . . . ; e n Þ is the eigenvector matrix, and x is the data vector. It is required that the vectors w i are orthogonal to prevent convergence to the same maxima when several independent components are estimated. i ¼ 1; . . . ; m, where m is the number of independent components to estimate. We orthogonalize the w i vectors using the method of symmetric orthogonalization, where the w i vectors are estimated in parallel. The Gram-Schmidt orthogonalization approach is applied as follows:
where w i is the ith row of matrix W, and hi is the inner product.
Photon-Counting Model
The Poisson distribution is followed for our photon-counting model. In order to generate photoncounting images, we assume that the mean photon counts n p ðiÞ at each pixel is proportional to the irradiance of the pixel in a detector. We have the probability of the photon event at pixel i given by [28] , [33] :
Àn p ðiÞ
where y i is the number of photon counts detected at pixel i. The expected number of photon counts n p ðiÞ is calculated as follows:
where N P is the mean photon counts in the image; x i is the normalized irradiance at pixel i, N T is the total number of pixels in the image.
Photon-Counting II System Description
The system setup for capturing and reconstructing 3-D Integral Images is described in Fig. 1 . To perform photon-counting rotation-tolerant object classification experiments, an object is placed on a turnable stage and imaged by a lenslet array onto a CCD. The camera is connected to a computer in order to store the captured images. Each microlenslet in the array creates a 2-D image of the object on the CCD camera, which is an EI containing the partial information of the whole 3-D scene from one perspective. A set of EIs in an integral image contains perspective information of the 3-D object.
The photon-counting integral images are generated from the captured images using the photoncounting model described in Section 3. We then use a combination of PCA and ICA in our proposed classification system (see Fig. 2 ). The acquired photon-counting EIs are split into training and testing data sets. In the training stage, we calculate the principal eigenvectors from the covariance matrix. Projection on the basis of chosen principal components reduces the number of dimensions. The FastICA algorithm is applied to PCA projected vectors to estimate a transform which is used in the testing stage. 
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To reduce the number of data dimensions, C 0 is used instead of the covariance matrix C [34] :
where X is the zero-mean data matrix of X. Data vectors are in columns of X where X 2 < MxR . R is the number of input data, M is the number of dimensions.
The covariance matrix C 0 can be decomposed as follows:
where U 0 is an eigenvector matrix which contains eigenvectors on its columns and 0 is an eigenvalue matrix which contains eigenvalues on its diagonal, respectively. So the eigenvalues and eigenvectors are calculated as:
The size of matrix C 0 (R Â R) is much smaller than C (M Â M) when R ( M because image dimensions are much larger than the number of training data samples. Thus, the number of eigenvectors are R ( M. The projection along the directions of eigenvectors with the highest eigenvalues retains the highest variability of the original data set. By choosing the m highest value eigenvectors, we can decrease the number of dimensions such that the principal component space retains most of the percentage of variance of the data set. Here, the first m eigenvectors are chosen and normalized to be PCA transform W PCA ðm RÞ. The representation x PCA in PCA domain of a matrix x of training photon-counting EIs is expressed as:
The representation in ICA domain is:
where W ICA is the estimated ICA transform. Similarly, we obtain the ICA representation for testing data as:
where x test is the zero-mean matrix of testing photon-counting EIs, whose column vectors are formed by testing images. In the cosine angle classification method, the cosine angle between the testing projected vectors and the training projected vectors is calculated: Another classification method is the use of k-nearest neighbor (knn) as follows. There are n i samples labeled ! i in N training samples. Consider a cell of volume V around the test sample t which contains k training samples, k i of which are labeled ! i . The joint probability pðt ; ! i Þ is calculated as [35] :
The a posteriori probability follows by:
It illustrates that the a posteriori probability is based on the majority of the samples within the cell. The test sample is labeled ! i if the class ! i has the majority in k samples of the cell. We shall compare the classification results obtained by both the cosine angle method and the knn method applied to photon-counting images.
Experimental Results
An experiment is performed to demonstrate the capabilities of the proposed photon-counting II classification method. Three toy cars, each about 2.5 cm Â 2.5 cm Â 4.5 cm in size, are used for training and testing purposes and are shown in Fig. 3 . The green car is assigned to class 1, the white car to class 2, and the yellow car to class 3. The microlenslet array has a 3-mm focal length and a 1.09-mm pitch. An imaging lens of focal length 50 mm is used to relay the lenslet images onto a CCD sensor and is placed about 29 mm from the lenslet array and 72 mm from the CCD. This optical setup produces 140 Â 140 pixel EIs. II data sets are acquired for each car at object rotation angles of 30 , 33 , 36 , 39 , 42 and 45 . The RGB planes of a full spectrum II are averaged to get a gray-level II. We choose to crop each EI to the size of 60 Â 125 pixels so that the object is centralized; the size of the column vector formed from each EI is 7500 pixels. Fig. 4 shows the cropped II sets of the three cars at a 36 rotation angle. Photon-counting images are generated from the cropped II data sets using (7) and are shown in Fig. 5 with the mean number of photon counts N p ¼ 1000 and N p ¼ 1500. We observe that the number of photon counts is very small compared to the whole image size of 225 000 pixels. Histograms of the photon-counting IIs are shown in Fig. 6 and appear almost binary with only a few pixels having more than one photon count.
One cropped II taken at rotation angle of 36 from each class is used for training purposes. Poisson distribution photon-counting EIs are then generated. We sum all the photon-counting EIs to constitute a training vector. This process is repeated 400 times for each class to create the training data set. The size of the training data set containing all three objects is 7500 Â 1200.
The testing data set is formed using the same approach, where all IIs, including the ones used for training, are used. All photon-counting EIs in a photon-counting II are added to form a testing vector. This process is repeated 50 times for each II. The size of the testing data set is 7500 Â 900. The data mean is removed from the training data set. We then apply PCA to reduce the number of dimensions to 10 out of 1200 and choose only the dimensions with the largest eigenvalues. Test vectors are projected on the selected eigenvectors. We apply ICA on PCA test coefficients of photoncounting EIs. Fig. 7 illustrates the basis images in the columns of matrix A [see Fig. 2 and (1)].
Classification performance is tested using knn [see (16) and (17)] and cosine angle classifiers [see (15) ]. Every test sample is presented as an ICA projected vector, and classified as class 1, class 2 or class 3. We sum the number of misclassified samples for each class and calculate the correct classification rate. We can observe that when k increases, the correct classification rate also increases (see Fig. 8 ). With k ¼ 20 and N p ¼ 1000 photon counts, the classification system works at a 99.7% success rate for every class. The cosine classifier works fine in this case, with the class 2 correct classification rate slightly less than the case of knn with k ¼ 20, but higher than other knn cases.
With N p ¼ 1300 photon counts, the cosine method does not work as well as knn. Fig. 8(c) shows the case of N p ¼ 1500, and class 2 (green car) attains the lowest correct rate among the 3 classes. The method of knn with k ¼ 20 works perfectly for class 1 and 3 (correct classification rate of 100%), but k ¼ 10 works better for class 2 (99.3%).
The classification performance at different object rotation angles is presented in Fig. 9 and Table 1 . Confusion matrix is presented in Table 1 . Cosine angle method does not work well since 10 samples are misclassified from class 2 into class 1, and 2 samples are misclassified to class 3.
Type I errors (false positives) and type II errors (false negatives) calculated from the confusion matrix are presented in Table 2 . We see that the method of knn with k ¼ 10 performs better than others. The cosine method gives high type I errors for class 1 and high type II errors for class 2. 
Conclusion
We have proposed a method to classify 3-D objects with photon-counting II using ICA. Lenslet II is used to capture multiple perspective images from a 3-D scene. Photon-counting images of the captured IIs are generated using a Poisson model and are used for training and testing. We apply a kurtosis-maximization-based algorithm as a non-Gaussian maximization method to extract the independent features from the training image data set. PCA is used to reduce the number of dimensions and increase the speed of the ICA step. A knn method and cosine angle similarity metrics are used for classification of the ICA transformed photon-counting IIs. The performance of the proposed method for 3-D object recognition and classification is illustrated using experimental results and the probability of classification errors is measured. 
