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a b s t r a c t
Our article considers the class of recently developed stochastic models that combine claims payments
and incurred losses information into a coherent reserving methodology. In particular, we develop a
family of hierarchical Bayesian paid–incurred claims models, combining the claims reserving models of
Hertig (1985) and Gogol (1993). In the process we extend the independent log-normal model of Merz
andWüthrich (2010) by incorporating different dependence structures using a Data-Augmentedmixture
Copula paid–incurred claims model.
In this way the paper makes two main contributions: firstly we develop an extended class of model
structures for the paid–incurred chain ladder models where we develop precisely the Bayesian formula-
tion of such models; secondly we explain how to develop advanced Markov chain Monte Carlo sampling
algorithms tomake inference under these copula dependence PICmodels accurately and efficiently, mak-
ing such models accessible to practitioners to explore their suitability in practice. In this regard the focus
of the paper should be considered in two parts, firstly development of Bayesian PIC models for general
dependence structures with specialised properties relating to conjugacy and consistency of tail depen-
dence across the development years and accident years and between Payment and incurred loss data are
developed. The second main contribution is the development of techniques that allow general audiences
to efficiently work with such Bayesian models to make inference. The focus of the paper is not so much
to illustrate that the PIC paper is a good class of models for a particular data set, the suitability of such PIC
typemodels is discussed inMerz andWüthrich (2010) andHapp andWüthrich (2013). Insteadwedevelop
generalised model classes for the PIC family of Bayesian models and in addition provide advanced Monte
Carlo methods for inference that practitioners may utilise with confidence in their efficiency and validity.
© 2014 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/3.0/).1. Introduction
As discussed in Merz and Wüthrich (2010) the main task of re-
serving actuaries is to predict ultimate loss ratios and outstanding
loss liabilities. That is, in order to ensure the financial security of
an insurance company, it is important to predict future claims li-
abilities and obtain the corresponding prediction intervals which
take into account parameter uncertainty. In general such predic-
tions are based on past information that comes from a variety of
sources. Under a credibility based framework, the weighting of
different data sources and their relative contribution to the esti-
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0167-6687/© 2014 The Authors. Published by Elsevier B.V. This is an open access articmated reserve can be difficult to determine. Therefore, it is im-
portant to consider the development of other unified prediction
frameworks for the outstanding loss liabilities. Early attempts at
such unified combining methods go back to the Munich chain lad-
der method introduced by Quarg and Mack (2004) which is one of
the first claims reserving approaches in the actuarial literature to
unify outstanding loss liability prediction based on both sources of
information. This method aims to reduce the gap between the two
chain ladder predictions that are based on claims payments and
incurred losses data, respectively. It is achieved by adjusting the
chain ladder factors with paid–incurred ratios to reduce the gap
between the two predictions. Themain drawbackwith theMunich
chain laddermethod is that it involves several parameter estimates
whose precisions are difficult to quantifywithin a stochasticmodel
framework.
le under the CC BY license (http://creativecommons.org/licenses/by/3.0/).
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develop models to combine these two important sources of in-
formation, the payment and incurred loss data, into a consis-
tent claims reserving model. The approach proposed in Merz and
Wüthrich (2010) is known as a sub-family of the paid–incurred
chain ladder (PIC) class of models. As a first instance of such a
PICmodel, Merz andWüthrich (2010) introduced a log-normal PIC
model and used Bayesianmethods to estimate themissing (future)
part of the claims reserving triangles based on both payment and
loss incurred information. The major advantage of the PIC model
structure is that the full predictive distribution of the outstanding
loss liabilities can be quantified. One important limitation of the
model of Merz and Wüthrich (2010) is that it does not develop
the dependence properties of the PIC model that may be appli-
cable or of interest to consider in loss reserving data observed in
practice.
The first attempt to address the incorporation of dependence
was recently proposed in Happ and Wüthrich (2013) where a re-
stricted class ofmodelswas proposed for a very simple dependence
structure, see Happ andWüthrich (2013, Figure 1.1). This model is
parsimonious butwas limited to only three parameters for the cor-
relations which were not incorporated into a formal Bayesian es-
timation approach, and instead fixed deterministically a priori via
some hybrid of Bayesian and frequentist methods.
Our article extends the proposed Bayesian PIC models to cap-
ture a more flexible range of dependence structures that in-
cludes as special cases the model classes of Merz and Wüthrich
(2010) and Happ and Wüthrich (2013). We note that in our
framework we also show how to extend the model of Happ
and Wüthrich (2013) into a complete Bayesian estimation frame-
work rather than a hybrid frequentist and Bayesian approach that
they considered. We aim to significantly enhance the class of de-
pendence model structures one may consider in the PIC setting
whilst sticking to a complete and formal Bayesian formulation
of the problem. Achieving this is non-trivial in both the devel-
opment of the Bayesian model structures and the estimation un-
der such models. We note that in some cases we will show that
this can also be done in a parsimonious manner under mixture
Archimedean copula structures. This will be particularly relevant
if only vague a-priori information is known about the PIC model
parameters and the loss payment and incurred loss triangles are
small.
In general one may consider three forms of dependence,
namely, dependence within payment data, within incurred loss
data, and even between payment and incurred loss data. In gen-
eral it will be up to practitioners as to which of these forms of
dependence they find most practically relevant in practice. The
intention of this paper is not to advocate that dependence is always
present, instead we provide a general class of PIC Bayesian models
that can accommodate a wide array of dependence structures as
well as a suitable estimation framework based on MCMCmethods
that practitioners can utilise to explore aspects of their given data
accurately.
It is important to recognise that in this paper we are not at-
tempting to argue for or against particular model structures or de-
pendence features in the PIC family of models for application in
practice. Instead we simply demonstrate carefully how to develop
generalised classes of such models that are complete in a Bayesian
sense and preserve certain important statistical assumptions such
as consistency of the tail dependence assumptions throughout the
development and accident year structures in the likelihood, even
in the presence of unobserved components as arises in the triangle
structures of the payment and incurred loss triangles.2. Contributions: extending dependence structures for PIC
Bayesian models
The main focus of this paper is to develop new flexible classes
of copula dependent PIC Bayesian models with appropriate non-
trivial inference procedures that will allow practitioners and actu-
aries to explore in their given applications this class of models in
order to test their worth in practical settings. To be able to utilise
efficiently general dependence structures in PIC Bayesian models
in practice we introduce to the actuarial literature the data aug-
mentation method which is an auxiliary variable framework that
is not previously utilised in the actuarial literature. Given these
extended Bayesian PIC models we also provide the appropriate
MCMC methods to handle these new PIC Bayesian models, since
standard MCMC methods will not be adequate to efficiently work
with such models in practice. This is an important contribution
to introduce to the actuarial literature modern classes of adaptive
MCMCand auxiliary variablemethods recently developed in statis-
tics that actuaries can then explore for their given applications. In
particularwemake twomain contributions to the literature for this
class of PIC models.
Contribution 1: We extend the class of dependence structures
available for the PIC reserving models in the process making the
inference procedure into a consistent and coherent fully Bayesian
formulation. This is unlike previous proposed approaches in Happ
and Wüthrich (2013) which have only very simple and restrictive
correlation based dependence structures which were highly
constrained in the form of dependence between the development
and accident years of the payments and incurred claims triangles
and which did not allow for the possibility of interesting features
such as tail dependence. In addition we note that we achieve
this also in more sophisticated dependence structures in some
cases without incurring an increase in the number of parameters
relative to the simplified model of Happ and Wüthrich (2013). In
other cases since our approach produces a complete and consistent
fully Bayesian formulation we may utilise prior beliefs to inform
the a-priori belief in a particular form of dependence which
can therefore still be estimated sensibly in applications where
the size of the loss reserving triangle is not large. Then since
we are developing complete Bayesian models, practitioners can
utilise standard model selection methods to select appropriate
dependence structures for their data and application.
There are two technical difficulties we address when extend-
ing the dependence structures utilised in the PIC reserving mod-
els within a formal complete Bayesian framework. The first occurs
when working with general linear dependence structures in the
PIC model likelihood, as encoded by covariance-correlation struc-
tures between rows (columns) of the payment or incurred or both
loss data triangles. The challenge involves being able to specify and
evaluate in closed form ‘‘point-wise’’ the PIC Bayesian posterior
model (up to proportionality). This is challenging as we need to
ensure the prior and posterior admit appropriate restrictions on
the support upon which they are defined to produce densities for
different structures of positive definite symmetric covariance ma-
trices (with constraints). The second problem occurs when other
forms of dependence are considered such as those obtained when
considering copula dependence models not purely obtained from
a covariance-correlation matrix structure.
We solve the first challenge through development of a generic
PIC Bayesian model with special specification of a class of matrix-
variate Inverse-Wishart priors defined over the space of positive
definite matrices that will admit conditional posterior conjugacy
structures under our family of PIC Bayesian models. The second
problem is addressed by developing models for general copula de-
pendence structures in the likelihood thatwill produce closed form
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tion information in each column or row of the payment and in-
curred claims data sets. This problem is specified in a class of PIC
Bayesian models with the joint likelihood over the payment and
incurred loss data triangles which has a mixture copula structure
defined over the observedpayments and incurred losses in each ac-
cident year row (or column) of the reservingmatrix. This last point
is non-trivial to achieve if one wishes to preserve the same tail de-
pendence features across the predictions to be consistent with the
observed payments or incurred losses that have developed so far
to that point. This copula ‘‘consistency’’ is defined with respect to
for instance an entire row (or column) of for instance the payment
data likelihood when the likelihood for that row is only marginally
observed in a given set of columns. This can be stated as the chal-
lenge of specifying a family of Bayesian models for PIC likelihood
structureswhichwill ensure that the likelihood evaluated on a par-
tially observed sub-vector of the observations will still produce a
consistent dependence structure for the entire row, i.e. predictions,
whilst also admitting a consistent and tractable Bayesian posterior
distribution conditioned only upon the marginal information ob-
served.
The incorporation of both payment and incurred losses into es-
timating of the full predictive distribution of the outstanding loss
liabilities and the resulting reserves is demonstrated in the follow-
ing cases for what we consider an illustrative toy model:
(i) an independent payment data model;
(ii) the independent payment and incurred claims data model of
Merz and Wüthrich (2010);
(iii) a novel dependent lag-year telescoping block diagonal Gaus-
sian copula payment and incurred claim data model incorpo-
rating conjugacy via transformation. Note: by a telescoping
block diagonal matrix we mean one in which the main diag-
onal is comprised of sub-blocks for which each incremental
sub-block contains one less row and column compared to the
previous;
(iv) a novel data-augmentedmixture Archimedean copula depen-
dent payment and incurred claim data model. This involves a
mixture of Clayton and Gumbel copulas for upper and lower
tail dependence features in the development years for pay-
ments and incurred losses.
In constructing thesemodels we consider hierarchical Bayesian
models with hyperparameters on the priors for development fac-
tors and specially developed matrix-variate priors on the covari-
ance structures which preserves the conjugacy properties of the
independencemodels developed inMerz andWüthrich (2010) and
Merz and Wüthrich (2013).
Such extended models will allow practitioners to further ex-
plore questions such as when it may be suitable to consider a fixed
covariance structure to describe the correlation between payment
and incurred loss which would assume that the correlations be-
tween different development periods are identical. By extending
the class of PIC Bayesianmodelswe allow practitioners to also con-
sider that perhaps correlations differ across development periods
for various reasons, such as different stages of the life cycle for a
claim and internal policy changes. So for instance in our extended
class of PIC Bayesian models, in order to fully incorporate such
correlation structures, we introduce a block covariance structure
to allow for the variation between different development periods
within payment and incurred losses. In addition, we also develop a
class of PIC Bayesianmodels that allows for the possibility for prac-
titioners to explore upper and lower asymmetric tail dependence
features within the PIC Bayesian model class so that practitioners
may also consider testing for such features in their applications.
We note that in practice using our methods actuaries can now
make accurate complete Bayesian inference based on their a-
priori beliefs inmodel structure and dependence structure and testfor such model features in their given applications via standard
Bayesian model selection methods such as Bayes factor ranking or
information criteria such as BIC or DIC. As such this is not at all the
focus of this paper, we simply aim to provide the tools for actuar-
ies to have confidence to get to the point of being able to under-
take this model analysis accurately and efficiently in a proper full
Bayesian formulation.
Contribution 2: We develop efficient and accurate Markov chain
Monte Carlo (MCMC) sampling methods for practitioners to work
with these classes of PIC Bayesian models. This is challenging as it
involves designing Markov transition kernels used in the MCMC
to sample from the posterior, which involve generation of posi-
tive definitematrices from the posterior under different constraint
structures, such as block-wise telescoping covariance structures. In
particular we develop a family of adaptive Markov chain samplers
that restricts the proposed Markov chain states to remain on the
manifold of such matrices.
In the case of general copula dependence structures such as
mixtures of Archimedean copulas we preserve the dependence
structure in the joint data likelihood as well as in the posterior
predictive for the reserves by using a data augmentation strategy
which treats the unobserved parts of the loss triangle as missing
data so that one can perform evaluation of the copula based likeli-
hood required for inference on the model parameters.
3. Review of the Merz–Wüthrich independence copula paid–
incurred claims model
This section introduces the first independent PIC model which
involves two sources of information. The first is the claimspayment
data, which involves payments made for reported claims. The sec-
ond source of data incorporated into the statistical estimation are
the incurred losses corresponding to the reported claim amounts.
The differences between the incurred losses and the claim pay-
ments are known as the case estimates for the reported claims
which should be equal once a claim is settled. This imposes a set of
constraints on any statistical model developed to incorporate each
of these sources of data into the parameter estimation. We use the
constraints proposed inMerz andWüthrich (2010) which are used
to specify amodel based on a claims triangle constructed from ver-
tical columns corresponding to development years of claims and
rows corresponding to accident years. This structure for the ob-
served data is summarised in triangular form which is utilised for
both the claims payments and the incurred losses, as presented in
Fig. 1.
Without loss of generality, we assume an equivalent number J
of accident years and development years. Furthermore, we assume
that all claims are settled after the Jth development year. Let Pi,j be
the cumulative claims payments in accident year i after j devel-
opment periods and Ii,j the corresponding incurred losses. More-
over, for the ultimate loss we assume the constraint discussed on
the case estimates corresponds to the observation that predicted
claims should satisfy Pi,J = Ii,J with probability 1, which means
that ultimately (at time J) the claims reach the same value and
therefore satisfy the required constraint.
Wedefine (i) P0:J,0:j =

Pk,l : 0 ≤ k ≤ J, 0 ≤ l ≤ j

. (ii) LetA and
B be square matrices. Then diag(A, B) is the diagonal matrix, with
the diagonal elements of A appearing topmost, then the diagonal
elements of B. Let the matrices A and B be as in (ii). Then the direct
sum of A and B, written as A ⊕ B is the block diagonal matrix
with A in the top left corner and B in the bottom right corner. It
is clear that the definitions in (ii) and (iii) can be iterated. That is
diag(A, B, C) = diag(diag(A, B), C) and A⊕ B⊕ C = (A⊕ B)⊕ C .
(iv) Define the d×d diagonal square identitymatrix according to Id.
(v) Define the indicator of an event by the dirac-delta function δi.
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zero case estimates at development period J .
Source:Merz and Wüthrich (2010).
(vi) Define the vectorisation operator on a p× nmatrix A, denoted
by Vec(A), as the stacking of the columns to create a vector.
As in Merz andWüthrich (2010), we consider a Log-Normal PIC
model as this facilitates comparison between existing results and
the results we derive based on different dependence frameworks
in extensions to this model.
We now introduce the PIC model and the statistical assump-
tions for the independent case, followed by remarks on the result-
ingmarginal posteriormodels for the payment and incurred losses.
Model Assumptions 3.1 (Independent PIC Log-Normal (Model I)).
The model assumptions for the independent model of Merz and
Wüthrich (2010) are:
– The cumulative payments Pi,j are given by the forward recursion
Pi,0 = exp

ξi,0

and
Pi,j
Pi,j−1
= exp ξi,j for j = 1, . . . , J.
– The incurred losses Ii,j are given by the backward recursion
Ii,J = Pi,J and Ii,j−1Ii,j = exp
−ζi,j−1 .
– The random vector (ξ0,0, . . . , ξJ,J , ζ0,0, . . . , ζJ,J−1) has indepen-
dent components with
ξi,j ∼ N

Φj, σ
2
j

for i ∈ {0, . . . , J} and j ∈ {0, . . . , J},
ζk,l ∼ N

Ψl, τ
2
l

for k ∈ {0, . . . , J} and l ∈ {0, . . . , J − 1}.
– The parameter vector for the model is2 = Φ0, . . . ,ΦJ ,Ψ0, . . . ,
ΨJ−1, σ0, . . . , σJ , τ0, . . . , τJ−1

. It is assumed that the compo-
nents of 2 are independent a priori. The prior density for 2 has
independent components, with σj, τj both positive for all j.
– It follows that
log

Pi,j
Pi,j−1

∼ N Φj, σ 2j  and
log

Ii,j
Ii,j+1

∼ N −Ψl, τ 2l  . (3.1)
Let {P, I} = {Pi,j, Ik,l; 0 ≤ i, j, k,≤ J, 0 ≤ l ≤ J−1}. Then, based
on Model Assumptions 3.1 and the observed matrices P and I , the
likelihood for 2 is given by three components, see derivation in
Merz and Wüthrich (2010, Section 3.3, Equation 3.5). The first and
third components correspond to the payment and incurred data
and the second component corresponds to the imposition of the
restriction that ultimate claims for payments Pi,J match incurred
Ii,J for all accident years, giving Eq. (3.2) given in Box I.
As noted inMerz andWüthrich (2010), there are several conse-
quences of the model assumptions made regarding the restriction
Ii,J = Pi,J which applies for all i ∈ {1, 2 . . . , J}. The first is that this
condition is sufficient to guarantee that the ultimate loss will coin-
cide for both claims payments and incurred loss data. The secondis that this model assumes that there is no tail development factor
beyond the ultimate year J . However this could be incorporated
into such models, see Merz and Wüthrich (2013).
Merz andWüthrich (2010) discuss the relationship between the
proposed Independent Log-Normal PIC model and existing models
in the literature for payment loss based reserving and incurred loss
based reserving. In particular, Merz and Wüthrich (2010, Section
2.1 and 2.2) show that the resulting cumulative payments Pi,j, con-
ditional on model parameters 2, will satisfy the model proposed
in Hertig (1985) and the incurred losses Ii,j, conditional on model
parameters 2, will satisfy the model proposed in Gogol (1993).
Lemma 3.2 summarises their results.
Lemma 3.2. The relationships between consecutive payment devel-
opment year losses in a given accident year is given conditionally ac-
cording to
log

Pi,j
Pi,j−1
 P0:J,0:j−1,2 ∼ N Φj, σ 2j  , ∀j ≥ 0 (3.3)
in agreement with Hertig’s model. With conditional moments given
according to the Chain Ladder property as in Merz and Wüthrich
(2010, Lemma 5.2) by,
E

Pi,j|P0:J,0:j−1,2
 = Pi,j−1 exp Φj + σ 2j /2 . (3.4)
Furthermore, conditional upon the model parameters 2, for all 0 ≤
j < j + l ≤ J the relationships between consecutive incurred losses
in a given accident year are given in Merz and Wüthrich (2010,
Proposition 2.2) according to
log

Ii,j+l
 I0:J,0:j−1, Ii,J ,2
∼ N

µj+1 +
ν2j+1
ν2j

log(Ii,j)− µj

, ν2j+1(1− ν2j+1/ν2j )

. (3.5)
These results are consistent with the model assumptions of Gogol, and
are derived using properties of multivariate normal distribution, see
Lemma 2.1 in Merz and Wüthrich (2010).
Furthermore, for all accident years i ∈ {1, 2, . . . , J}, the re-
sulting conditional expected ultimate payment loss equals the
expected ultimate incurred loss, given the model parameters 2,
and is expanded in terms of the model parameters according to
Eq. (3.6), which are given by Merz and Wüthrich (2010, Equa-
tion 1.1) as,
E

Pi,J
2 = E Ii,J 2 = exp J
m=0
Φm + σ 2m/2

. (3.6)
4. Extended Gaussian copula structures for PIC Bayesian
models
This section discusses an important aspect of extending the
original Log-Normal PIC model of Merz and Wüthrich (2010). In
particular, when this model was developed in the independent
setting it was observed by the authors that the assumption of
conditional independence between ξi,j and ζk,l for all i, j, k, l ∈{1, 2, . . . , J} was not necessarily consistent with observations. In
particular, they note that Quarg and Mack (2004) discovered evi-
dence for strong linear correlation between incurred and paid ra-
tios.
In general we note that payment and incurred loss ratios in the
previous development period are likely to impact that of the next
development period. Hence, correlation between development pe-
riods is practically appealing in claims reserving practice. More-
over, incurred loss is essentially payment data plus case estimates
which are projections foreseen by case managers to estimate the
remaining payments. Correlation between payment and incurred
loss data is also found previously to be important in simple cases
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.2)f (P, I|2) =
J
j=0
J−j
i=0
1√
2πσjPi,j
exp

− 1
2σ 2j

Φj − log

Pi,j
Pi,j−1
2
  
Component1: payment
×
J
i=1
1
2π(υ2J−i − ω2J−i)Ii,J−i
exp

− 1
2(υ2J−i − ω2J−i)

µJ−i − ηJ−i − log

Pi,J−i
Pi,J−i
2
  
Component2: Discounted final development year restricted payment and incurred
×
J−1
j=0
J−j−1
i=0
1√
2πτjIi,j
exp

− 1
2τ 2j

−Ψj + log

Ii,j
Ii,j+1
2
  
Component3: incurred
. (3
where υ2j =
J
m=0 σ 2m +
J−1
n=j τ 2n ; ω2j =
j
m=0 σ 2m; ηj =
j
m=0Φm; and µj =
J
m=0Φm −Σ J−1n=j ϕn.
Box I.byHapp andWüthrich (2013) sowe use this study asmotivation to
develop amore complete picture of the PIC Bayesianmodel classes
and inference approaches.
4.1. Dependence via payment loss ratios and incurred loss ratios
(Bayesian model II)
We use a complete Bayesian approach, based on results in
Lemma A.2 and Model Assumptions 4.1, to estimate the extended
models. We use properties of the matrix-variate Wishart and In-
verseWishart distributions to develop aGaussian copula based sta-
tistical model. The relevant matrix-variate distributional assump-
tions and properties are provided in Lemmas A.2 and A.3.
Model Assumptions 4.1 (Dependent Payment–Incurred Ratios: PIC
Log-Normal (Model II)). The model assumptions for the Bayesian
Gaussian copula PIC Log-Normal model involve:
– The random matrix Σi ∈ R(2 J+1)×(2 J+1) representing the co-
variance structure for the random vector constructed from log
payment ratios

ξi,j = log

Pi,j
Pi,j−1

and log incurred loss ratios
ζi,j = log

Ii,j
Ii,j+1

in the ith development year, denoted byΞi =
ξi,0, ξi,1, ζi,1, ξi,2, ζi,2, . . . , ξi,J , ζi,J

, is assumed distributed ac-
cording to an inverseWishart distribution prior (see definition and
properties in Lemmas A.2 and A.3),
Σi ∼ IW (Λi, ki) (4.1)
whereΛi is a ((2 J + 1)× (2 J + 1)) positive definite matrix and
ki > 2 J .
– Conditionally, given 2 = Φ0, . . . ,ΦJ ,Ψ0, . . . ,ΨJ and the
(2 J + 1)× (2 J + 1)-dimensional covariance matrixΣ , we have:
∗ The random matrix, constructed from log payment ratios
ξi,j = log

Pi,j
Pi,j−1

and log incurred loss ratios
ζi,j = log

Ii,j
Ii,j+1

, denoted byΞ and comprised of columns
Ξi = (ξi,0, ξi,1, ζi,1, ξi,2, ζi,2, . . . , ξi,J , ζi,J), is assumed dis-
tributed according to a matrix-variate Gaussian distribu-
tion f MVNΞ

Ξ |M,Σ,Ω, see the definition and properties
in Lemma A.1. The sufficient matrices are then the
((2 J + 1)× (J + 1)) mean matrix M = 2′, . . . ,2′,
column dependence given by ((2 J + 1)× (2 J + 1)) dimen-
sional covariance matrix Σ and row dependence given by
((J + 1)× (J + 1)) dimensional matrix Ω . If Ω = IJ+1, thecovariance of the vectorisation of Ξ = Vec(Ξ) is
Σ = Cov Ξ = J
i=0
Σi =

Σ0 0 · · · 0
0 Σ1 · · · 0
...
. . .
. . .
...
0 0 0 ΣJ
 , (4.2)
where it is assumed in the model in Happ and Wüthrich
(2013) that Σi = Cov(Ξi) = Σ . However, this need not be
the case and it is possible to consider two extensions, the first in
whichCov(Ξi) varied as a function of i ∈ {0, 1, . . . , J} and the
second being the most general of these model structures given
by the assumption
Cov
Ξ = Σ ⊗Ω. (4.3)
∗ For all accident years, i ∈ {0, 1, . . . , J}, the ultimate payment
losses and incurred losses are equal a.s., Pi,J = Ii,J .
– The matrix Σ is positive definite and the components of 2 are in-
dependent with prior distributions
Φi ∼ N

φi, s2i

and Ψj ∼ N

ψj, t2j

, (4.4)
and hyper-prior distributions
s2i ∼ IG (αi, βi) and t2j ∼ IG

aj, bj

, (4.5)
for all i ∈ {1, . . . , J} and j ∈ {0, . . . , J}.
Thismodel extends themodel developed inHapp andWüthrich
(2013) which assumes that Σ is fixed and known with a tri-
diagonal structure. The extension we consider generalises the
dependence structure to be unknown a priori and given an inverse
Wishart prior for matrix Σ , so it forms part of the inference given
the data, in the Bayesian inference. In addition, unlike in Happ
and Wüthrich (2013) where they assume Σ = Σi,∀i ∈ {0, 1,
. . . , J}, we also allow for variation inΣi across development years.
Given these model assumptions, we now consider two conse-
quences of the proposed model structures for the dependence be-
tween the log payment ratios and the log incurred loss ratios given
in Lemmas 4.2 and 4.5.
Lemma 4.2. Conditional uponΛi and ki, for all i in {0, 1, . . . , J}, and
given the marginal distributions for Σi follow Σi ∼ IW (Λi, ki)
with Λi a ((2 J + 1)× (2 J + 1)) positive definite matrix and ki >
2 J , the joint distribution for the

(2 J2 + 3 J + 1)× (2 J2 + 3 J + 1)
covariance matrix Σ for the vectorised matrix for Ξ , given by Ξ =
Vec(Ξ), under the assumption of independence between development
years,
Σ = Cov Ξ = J
i=0
Σi = (Σ0 ⊕ · · · ⊕ΣJ), (4.6)
G.W. Peters et al. / Insurance: Mathematics and Economics 59 (2014) 258–278 263results in a joint distribution given by:Σ ∼ IW Λ,k , (4.7)
with degrees of freedomk =Ji=0 ki > 2 J2 + 3 J and scale matrix
Λ = J
i=0
Λi. (4.8)
Furthermore, the joint prior mean and mode for the distribution of the
random matrix Λ are
E
Σ |Λ,k = 1 J
i=0
ki

− 2 J2 + 3 JΛ, and
m
Σ = 1
2 J2 + 3 J + 1+
J
i=0
ki
Λ. (4.9)
The proof of this result is a consequence of the results in Lemma A.2,
the model assumptions and the properties of an inverse Wishart
distributions; see Gupta and Nagar (2000) [Chapter 3]. 
Remark 4.3. We can demonstrate that under the proposed model
assumptions the selection of the factorised covariance structure in
Lemma 4.2 produces Bayesian conjugacy in the joint posterior of
themodel parameters given observed payment losses and incurred
losses.
Remark 4.4. It is noted in Happ and Wüthrich (2013) and
Lemma 4.2 that in formulating the likelihood structure for this
dependent model it is more convenient to work with the one-
to-one (invertible) transformation for the observed data defined
marginally for the ith development year according to
[Xi|2] = [BiΞi|2] ∼ N

BiMi, BiΣiB′i

, (4.10)
where Mi is the ith column of matrix M and Xi ∈ R2 J+1 defined
by Xi =

log Ii,0, log Pi,0, log Ii,1, log Pi,1, . . . , log Ii,J−1, log Pi,J−1,
log Ii,J

. This results in the joint matrix variate Normal distribution
for random matrix X = X ′0,X ′1, . . . ,X ′J  of all observed losses for
payment and incurred data given after vectorisationX = Vec (X)
byX |θ = BΞ |2 ∼ N BVec(M), B (Σ ⊗Ω) BT  . (4.11)
Furthermore, if we consider the property of multivariate Gaus-
sian distributions given in Lemma 4.5 we can find for the ith acci-
dent year the required conditional distribution of the unobserved
claims for payment and incurred loss data under the specified
model. Furthermore, we can find the conditional distribution for
unobserved claims for payment and incurred losses in the ith ac-
cident year, given all observed claims triangles for payments and
incurred losses data, see Lemma 4.5 below. This is directly relevant
for specifying the resulting likelihood model.
Lemma 4.5. Consider a (n × 1) random vector Y with multivariate
Gaussian distribution, Y ∼ N (µ,Σ), where µ = [µ1, . . . , µn] and
Cov (Y ) = Σ , and partition Y =

Y (1)
′
, Y (2)
′′
. Then the conditional
distribution of Y (1) given Y (2) and the marginal distribution of Y (1) is
Y (1)|Y (2) ∼ N µ¯, Σ¯ , (4.12)
with µ¯ = µ1 + Σ1,2Σ−12,2

Y (2) − µ(2) and the Schur complement
Σ¯ = Σ1,1 − Σ1,2Σ−12,2Σ2,1 under the partitioning of the mean andcovariance given by
µ =

µ1
µ2

and Σ =

Σ1,1 Σ2,1
Σ1,2 Σ2,2

. (4.13)
Definition 4.6 below defines a family of permutation matrix
operators. This permutation family allows the representation of
the vectorisation of the two loss triangles under different permu-
tations that facilitate dependence specifications in the proposed
models that admit conjugacy.
Definition 4.6. Let Y be an n×nmatrix, withY = Y1,1, Y1,2, . . .′
and with Vec(Y ) defined as Vec(Y ) = Y1,1, Y1,2, . . . , Y1,n, Y2,1,
. . . , Y2,n, . . . , Yn,n
′
. Define the family of permutation matrix op-
erators, denoted by P ∗i and indexed by p × 2, p ≤ n2,
indices matrix (vector of tuple elements) i with jth element
[i]j = {(k, l) ; k, l ∈ {1, 2, . . . , n}}, and defined according to the
mapping P ∗i : Vec(Y ) → Vec(Y )∗ given by
P ∗i (Vec(Y )) = P∗i Vec(Y )
= Y[i]1 , Y[i]2 , . . . , Y[i]p ,Vec(Y )′\i′ , (4.14)
where we define Y[i]j as the element of matrix Y corresponding to
the resulting tuple index location in the jth element (column) of
(tuple vector) i, P∗i an n2 × n2 permutation matrix defined by
P∗i = Pi ⊕ In2−p =

Pi 0n2−p,n2−p
0n2−p,n2−p In2−p

, (4.15)
and Pi is a matrix with only non-zero identity elements at the p
locations in the indices matrix tuples in i corresponding to index
elements.
Using the property of the multivariate Gaussian distribution in
Lemma 4.5, one can state the result in Proposition 4.7 which is
based on a generalisation of the result inHapp andWüthrich (2013,
Lemma 2.1) to the model developed above. We consider two cases
for the dependence structures in Propositions 4.7 and 4.8.
Proposition 4.7. Consider the ith accident year. Conditional on the
model parameters 2 and the covariance matrix of the ith accident
year
Σi =

[Σi]1,1 [Σi]2,1
[Σi]1,2 [Σi]2,2

, (4.16)
the dependence structure Ω = IJ+1 and the observed pay-
ment losses and incurred losses in the ith accident year, denoted by
X (1)i =

log Ii,0, log Pi,0, log Ii,1, log Pi,1, . . . , log Ii,J−i, log Pi,J−i

with Xi ∈ Rq, the conditional distribution for the log of the un-
observed payment losses and incurred losses

X (2)i =

log Ii,J−i+1,
log Pi,J−i+1, . . . , log Ii,J−1, log Pi,J−1, log Ii,J

is given by
X (2)i |X (1)i ,2

∼ N

µ¯(2), Σ¯i
(2)

(4.17)
where µ¯(2)i = µ(2)i + [Σi]2,1 [Σi]−11,1

X (1)i − µ(1)i

and
Σ¯i
(2) = [Σi]22.
Proposition 4.8 (Conditional Distribution of Unobserved Payment
and Incurred Losses). Consider the ith accident year and define indices
for this year (vector of tuples), given by matrix i = {(k, j) : ∀j ∈
{J − k+ 1, . . . , J}} ∪ (k, j) : ∀k ∈ {0, 1, . . . , J} , j ∈ {0, . . . ,
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incurred losses P ∗i
X defined by
P ∗i
X ∼ N P∗i Vec(M), P∗i (Σ ⊗Ω) (P∗i )′ , (4.18)
for which the first J − i elements of the permuted random vectorX∗(1) = P ∗i X1:J−i−1 correspond to all un-observed payment
and incurred loss random variables, and the remaining J − i to
J − i +
J
n=−1(J − n)

elements are the observed payment and
incurred data, denoted
X∗(2) = P ∗i XJ−i:J−i+Jn=−1(J−n). Then,
conditional on the model parameters 2, the general dependence
structure Σ = Σ ⊗ Ω with matrices Σ and Ω , and X∗(2) the
following results hold:
– The conditional distribution for the log of theunobservedpayment
losses and incurred losses in the ith year, corresponding to the
first J − i elements of the permuted random vector X∗(1) =
P ∗i
X1:J−i−1 is given byX∗(1) | X∗(2) ,2 ∼ N µ¯(1), Σ¯i(1) . (4.19)
– The covariance matrix Σ¯i
(1) is the positive definite
J − i+
J
n=−1(J − n)

×

J − i+
J
n=−1(J − n)

sub-
matrix denoted below by Γ and defined by the top subblock of the
permuted covariance matrix
P∗i (Σ ⊗Ω) (P∗i )′
=

Γ

P∗i (Σ ⊗Ω) (P∗i )′

2,1
P∗i (Σ ⊗Ω) (P∗i )′

1,2

P∗i (Σ ⊗Ω) (P∗i )′

2,2

. (4.20)
– Given, this covariance matrix one specifies the conditional mean
vector, denoted by µ¯(1) = µ(1) + Γ2,1Γ −11,1
X∗(2) − µ(2),
according to the subblocks of the Γ covariance matrix defined
with respect to the first J − i elements X∗(1) and remaining el-
ements of
X∗(2) as well as µ(1) = P∗i Vec(M)1:J−i and the
second J − i to J − i +
J
n=−1(J − n)

elements are given by
µ(2) = P∗i Vec(M)J−i:J−i+Jn=−1(J−n).
Having specified these statistical assumptions, we can formu-
late the joint likelihood from the observed data for both payments
and incurred claims conditional upon the model parameters
according to Eq. (4.21). The joint data likelihood function in
the dependent Log-Normal PIC Model I for the random vec-
tor of observations corresponding to the first
J
n=−1(J − n) el-
ements of the permuted random vector, given by
X∗(1) =
P ∗i
X
1:
J
n=−1(J−n)
, where we define indices in this case by
i = {(i, j) : ∀i ∈ {0, 1, . . . , J} , j ∈ {0, . . . , J − i}}. The resulting
likelihood is given by the matrix-variate Gaussian distribution in
Eq. (4.21) which is given in Box II.
We note that our proposed models also allow one to consider
the dependence structures of Happ and Wüthrich (2013) who as-
sume that Σi = Σ,∀i ∈ {0, 1, . . . , J} and Ω = IJ+1, with
the specific setting of Σ via a tri-diagonal correlation matrix with
three correlation parameters which are assumed either known a
priori or estimated prior to inference in the PIC model. Such an
approach was motivated by the belief that a positive change in
incurred loss results in an immediate payment in the same devel-
opment period, and the remaining increased expectation is paidwith some settlement delay. Therefore, the incurred losses incre-
ments ζ ji are assumed to be positively correlated to the claims pay-
ments increments ξi,j, ξi,j+1 and ξi,j+2 with positive correlations
ρ0, ρ1, ρ2, respectively. However, the argument for more general
dependence structure that were introduced as extensions to the
model of Happ and Wüthrich (2013) are developed to account for
the fact that these assumption may not be true, especially in long
tail portfolios, such as compulsory third party. If the status of a
claimant changes and requires long term medical treatment and
rehabilitation, it might result in substantially high loss in the sub-
sequent lengthy lag periods. The paper also assumes that the de-
pendence is the same across different lag years,which is not always
a realistic feature of such data. Our article aims to fill this gap and
enhance the correlation structure in PICmodelswhilstmaintaining
a parsimonious model specification.
4.2. Dependence between development lag years for payment and
incurred losses (Bayesian model III)
This section considers an alternative dependence structure
motivated by the fact that dependence between lag years is prac-
tically appealing in claims reserving practice. It affects the estima-
tion of outstanding claims the most, and is widely recognised by
actuaries in claims reserving. Lag is the measure of the difference
between incurredmonth andpaidmonth. Depending on thenature
of the portfolio, many insurance claims often have lengthy settle-
ment periods due to various reasons such as late reported claims,
judicial proceedings, or schedules of benefits for employer’s liabil-
ity claims. During the lengthy lag periods, large payments in the
previous lag period normally follow by small payments in the sub-
sequent lag period. There may in fact be positive correlation if all
periods are equally impacted by a change in claims status, e.g. if
a claim becomes litigated, resulting in a huge increase in claims
cost. There may also be negative correlation if a large settlement
in one period replaces a stream of payments in later periods. The
model developed in this section mainly focuses on capturing this
feature of dependence between lag years. To achieve this we pro-
pose a block covariance structure for the covariance matrix, which
will respect the dependence between each lag point. Themodelwe
propose is summarised in Model Assumptions 4.9 below.
Model Assumptions 4.9 (Dependent Development Lag Years: PIC
Log-Normal (Model III)). The following statistical model assumptions
are developed:
– Let ΣPi ∈ SD+(J − i) be the (J − i)× (J − i) random covariance
matrix on the space SD+(J − i) of positive definite covariance
matrices of dimension (J−i)×(J−i) corresponding to the observed
payment data

log Pi,0, log Pi,1, . . . , log Pi,J−i

in the ith accident
year and analogously for incurred loss data Σ Ii ∈ SD+(J − i).
When i = 0 we consider ΣP0 ∈ SD+(J + 1) and for incurred loss
data log I0,0:J−1 with Σ I0 ∈ SD+(J). Assume an inverse Wishart
distribution (see Lemmas A.3 and A.2 ) for each matrix defined
according to
ΣPi ∼ IW

ΛPi , k
P
i

and Σ Ii ∼ IW

ΛIi , k
I
i

, (4.22)
where ΛPi and Λ
I
i are the inverse scale matrices for the prior for
the payment and incurred loss data covariance priors respectively.
Hence, the joint covariance between all observed payment and
incurred loss data satisfies the telescoping diagonal block size
covariance structure:Σ = Cov log P0,0, . . . , log P0,J , log P1,0,
log P1,J−1, . . . , log PJ,0, log I0,0, . . . ,
log I0,J−1, . . . , log IJ,0

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1)f
X∗(1)2,Σ,Ω = exp
X∗(1) − P ∗i (Vec(M))(1) P∗i (Σ ⊗Ω) (P∗i )′(1)−1 X∗(1) − P ∗i (Vec(M))(1)
(2π)
1
2
J
n=−1
(J−n) P∗i (Σ ⊗Ω) (P∗i )′(1) 12
J
n=−1
(J−n)
. (4.2
Box II.=

J
i=0
ΣP0

⊕

J
i=0
Σ I0

∼ IW

J
i=0
ΛP0

⊕

J
i=0
ΛI0

,
J
i=0

kPi + kIi

. (4.23)
– Conditionally, given 2 = Φ0, . . . ,ΦJ ,Ψ0, . . . ,ΨJ and the
covariance matrix Σ , we have the following results
∗ Consider the marginal distribution of the first
J
n=−1(J − n)

elements of the vectorised random matrix of observed payment
and incurred losses, with ith column Xi ∈ R2 J+1 given by
Xi =

log Ii,0, log Pi,0, log Ii,1, log Pi,1, . . . , log Ii,J−1,
log Pi,J−1, log Ii,J

.
Then given thematrix of permutation indices i = (1, 2), (1, 4),
. . . , (1, 2(J − 1)), (2, 2), (2, 4), . . . , (2, 2 J − 4), . . . , (J, 1),
(1, 1), (1, 3), . . . , (J − 1, 1), (J − 1, 2) characterising the
elements of the marginal distribution for the observations,
the transform P ∗i (Vec(X)) has multivariate Gaussian distri-
bution with covariance structure Σ . Note, P ∗i (Vec(X)) =
log P0,0, log P0,1, . . . , log P0,J , . . . , log PJ,0,
log I0,0, . . . , log I0,J−1, log I1,0, . . . , log IJ−1,0, log IJ−1,1

.
∗ For all accident years, i ∈ {0, 1, . . . , J}, the ultimate payment
losses and incurred losses are equal almost surely, Pi,J = Ii,J .
– The matrix Σ is positive definite and the components of 2 are
independent with prior distributions
Φi ∼ N

φi, s2i

and Ψj ∼ N

ψj, t2j

(4.24)
and hyper-prior distributions
s2i ∼ IG (αi, βi) and t2j ∼ IG

aj, bj

(4.25)
for all i ∈ {1, . . . , J} and j ∈ {0, . . . , J}.
This proposed model is therefore another generalisation of the
dependence structure of the model structure proposed in Happ
and Wüthrich (2013). As such, the likelihood structure is given by
the multivariate Gaussian given in Eq. (4.21) with the covariance
matrix given by the telescoping diagonal block size covariance
matrix structure in Eq. (4.23).
5. Mixture-Archimedean copula structures for PIC Bayesian
models: model IV
We next present alternative dependence structures for the
PIC Bayesian model that admit tail dependence features in the
likelihood for the data. Previous studies on claims reserving that
have incorporated copula based models, such as Zhang and Dukic
(2013) have done so through regression based frameworks. In
this paper we construct a mixture copula allowing for upper and
lower tail dependence asymmetry to be considered in the data. To
consider such a model structure in the likelihood of the payment
and incurred data requires the introduction of auxiliary variables
to enable computation and ensure consistency of dependence
structures across rows or columns that are partially observed. The
approach developed involves modifying the posterior distribution
by embedding the target posterior distribution for the modelparameters into a higher dimensional support comprised of the
original model parameters and additional auxiliary variables. The
reason for this expansion of the posterior dimensions will be come
clear below and is in general known in Bayesian statistics as an
auxiliary variable framework.
The dependence can be considered over the following combi-
nations such as:
1. Independent accident years and dependence between payment
losses over the development years;
2. Independent accident years and dependence between incurred
losses over the development years;
3. Independent accident years and dependence jointly between
payment and incurred losses over the development years via a
mixture copula, hierarchical copula (HAC) as in Kurowicka and
Joe (2010), or a vine copula (d-vine, canonical vine) e.g. Aas et al.
(2009);
4. Dependent accident years and independent development years
for payment, incurred or both sets of losses.
Our article concentrates on themixture copulamodel which al-
lows for combinations of upper and lower tail dependence of dif-
ferent strengths. We detail the class of auxiliary variable methods
known in statistics as data augmentation and demonstrate how
this class of models can be used to allow for consistent use of cop-
ula models in the PIC framework. There are many variations that
can be explored in this approach. We give one such approach for
Model IV, Assumptions 5.3, that is directly comparable to that used
for Model II in Assumptions 4.1.
We present fundamental properties of members of the
Archimedean family of copula that we consider when construct-
ing mixture copula models in the PIC framework in the Appendix,
see Lemma B.1 for the characteristics of the Archimedean family
of copulas and Lemma B.2 for the required distribution and densi-
ties for threemembers of this family. In addition references Denuit
et al. (2005), Aas et al. (2009), Embrechts (2009), Min and Czado
(2010) and Patton (2009) provide more detail.
In Lemma B.1 the property of associativity of Archimedean
copula models is particularly useful in the PIC model framework
as it allows us to obtain analytic expressions for the likelihood
structure of thematrix-variate PICmodel. This is particularly useful
if one specifies the model as a hierarchical Archimedean Copula
(HAC) construction.
We consider the followingpopularmembers of theArchimedean
family of copula models, due to their analytic tractability, their
non-zero tail dependence properties and their parsimonious pa-
rameterisations. In addition, generating random variates from
these class of models is trivial given the generator for the member
of the Archimedean family of interest. Lemma B.2 in the Appendix
presents the three Archimedean copulas for Clayton, Gumbel and
Frank copulas that we consider and their properties. We use the
following notation for copula densities we consider on [0, 1]d, see
Nelsen (2006, Section 4.3, Table 4.1) and Lemma B.2: the Clayton
copula density is denoted by cC (u1, . . . , un; ρC )with ρC ∈ [0,∞)
the dependence parameter; the Gumbel copula density is denoted
by cG(u1, . . . , un; ρG) with ρG ∈ [1,∞) the dependence parame-
ter; and the Frank copula density is denoted by cF (u1, . . . , un; ρF )
with ρF ∈ R/{0} the dependence parameter. The upper and lower
tail dependence, in terms of copula parameters, for these mixture
components are given in Hofert et al. (2012) and the fact that the
mixture copula is still a copula is provided in Lemma 5.1.
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Ci(u1, u2, . . . , un) ∈ An, whereAn defines the space of all possible n-
variate distributional members of the Archimedean family of copula
models, specified in Lemma B.2. Any finite mixture distribution
constructed from such copula components that admit tractable
density functions ci (u1, u2, . . . , un), denoted by
c˜ (u1, u2, . . . , un) =
m
i=1
wici(u1, u2, . . . , un),
such that
m
i=1wi = 1, is also the density of a copula distribution.
The proof of Lemma 5.1 is provided in Appendix C.
To proceed with developing a mixture copula structure for the
PIC Bayesian model we first need to introduce the concept of data
augmentation within a Bayesian model structure. This approach is
typically invoked to deal with situations in which the likelihood
evaluation would otherwise be intractable to evaluate point-wise.
For instance in the setting we encounter in the PIC models, we
can generically consider the data random vector observation is
partitioned into two vector sub-components Y = Y (1), Y (2), of
which only one component, say Y (1), is actually observed. Then
evaluation of the likelihood pointwise for θ given a realisation of
Y (1)1:n would require solving the integral in Eq. (5.1)
p

Y (1)1:n |θ

=

p

Y (1)1:n |θ, Y (2)1:n

p

Y (2)1:n |θ

dY (2)1:n . (5.1)
Generally, this integral will not admit a closed form solution.
Therefore, the Bayesian Data Augmentation approach involves ex-
tending the target posterior p

θ|Y (1)1:n

which is intractable due to
the intractability of the likelihood to a new posterior model on
a higher dimensional space, in which the target distribution is a
marginal as given in Eq. (5.2)
p

θ, Y (2)∗1:n |Y (1)1:n

=
p

Y (1)1:n |θ, Y (2)∗1:n

p

Y (2)∗1:n |θ

p (θ)
p

Y (1)1:n
 (5.2)
where Y (2)∗1:n are auxiliary random vectors with prior distribution
p

Y (2)∗1:n |θ

, ‘augmented’ to the posterior parameter space to allow
tractability of the posterior inference.
To interpret this approach within the PIC Bayesian model
structure we first introduce some useful notation in Definition 5.2.
Definition 5.2 (Auxiliary Data for Data Augmentation). Consider
the defined loss data under the one-to-one (invertible) transfor-
mation for the observed data given by the joint matrix for all ob-
servations and auxiliary variables given by X = X ′0,X ′1, . . . ,X ′J .
In this framework, the ith accident year is defined according to,
Xi = [log Ii,0, log Pi,0, log Ii,1, log Pi,1, . . . , log Ii,J−1, log Pi,J−1,
log Ii,J ]. Consider the permutation of each vector of log payments
and log incurred losses given byXi = P ∗i (Xi) = [log Pi,0, log Pi,1,
. . . , log Pi,J , log Ii,0, log Ii,1, . . . , log Ii,J−1]. Now consider the fur-
ther partition by the decomposition of observed log payment losses
and unobserved log payment losses as well as these quantities
for the incurred losses defined for the ith accident year by using
Eq. (5.3) given in Box III. Therefore the total data matrix of losses
is given byX = X0, . . . ,XJ. Note, the introduction in this section
of the notation subscripts obs and aux allows us to make explicit
the fact that the upper triangle of log payment losses and the up-
per triangle of log incurred losses are un-observed quantities for
these randomvariables, while the lower triangular regions for such
losses are observed. We denote these random variables as auxil-
iary variables (augmented) to the observed data random variables
to create a complete data set of all losses.Given this notation we now observe that the PIC copula model
equivalent of Eq. (5.2) is the observed data likelihood given for the
ith accident year by
p
XPi,obs,X Ii,obs|2,Σ,Ω, ρ
=

· · ·

p
XPi,obs,X Ii,obs|2,Σ,Ω, ρ,XPi,aux,X Ii,aux
× p XPi,aux,X Ii,aux|2,Σ,Ω, ρ dXPi,auxdX Ii,aux
=

· · ·

c˜P
ρPi

F
XPi,obs,XPi,aux; [M]P•i,Σ c˜ IρIi
× F X Ii,obs,X Ii,aux; [M]I•i,Σ
× f MVNXi,aux
xi,aux;Mi,aux,ΣP2 ⊕Σ I2
× f MVNXi (xi;Mi,Σ) dXPi,aux dX Ii,aux
where matrix-variate Gaussian distributions f MVNX () and f
MVN
X are
as defined in Lemma A.1 with Xi,aux = Vec XPi,aux,X Ii,aux ,
Mi,aux = Vec
[ΦJ−i+1:J ]′, [ΨJ−i+1:J−1]′ ,Xi = [XPi,obs,XPi,aux,X Ii,obs,X Ii,aux] and Mi = [Φ0, . . . ,ΦJ ,Ψ0, . . . ,ΨJ ]
the equivalent mean. Clearly, the marginalisation required to eval-
uate the observed data likelihood involves intractable integration,
except in special cases in which the copula models are Gaussian or
independence copulas.
To overcome this intractability in evaluation of the likelihood
we consider the unobserved data in the lower payment and
incurred loss triangles as auxiliary variables to be jointly estimated
along with the model parameters, we will demonstrate below that
only under this approach is consistency ensured in the copula
structure of the PIC model. However, we first make the following
model assumptions about the statistical features of the PIC model.
Model Assumptions 5.3 (Data-Augmented Mixture Copula PIC
(Model IV)). The model assumptions and specifications for the copula
model we develop involve:
– Let the random matrix Σi ∈ R(2 J+1)×(2 J+1) be the covariance forXi = XPi,obs,XPi,aux,X Ii,obs,X Ii,aux with Xi ∈ R2 J+1 for all i =
0, . . . , J . We assume that Σ is diagonal where
Σi,i ∼ IG (αi, βi) , ∀i ∈ {0, . . . , J} , (5.4)
where αi and βi are the known hyper-parameters for shape and
scale.
– Marginal distribution: given 2 = Φ0, . . . ,ΦJ ,Ψ0, . . . ,ΨJ
and covariance matrices Σ,Ω ∈ R(2 J+1)×(2 J+1) and ρ, we
assume the marginal distribution of the random matrix, of all
log payments and log incurred lossesX, comprised of columns Xi
for the ith accident year is matrix-variate Gaussian with density,
defined as in Lemma A.1, with the (2 J + 1) × (J + 1) mean
matrix M = 2′, . . . ,2′, column dependence given by (2 J +
1) × (2 J + 1) covariance matrix Σ and row dependence given
by (J + 1)× (J + 1) matrixΩ . Here we only consider the case of
Ω = IJ+1 for the marginal independent case.
– Data augmented PIC copula likelihood: Given XP0,aux,XP1,aux,
. . . ,XPJ−1,aux, X I0,aux,X I1,aux, . . . ,X IJ−1,aux, 2 = (Φ0, . . . ,ΦJ ,
Ψ0, . . . ,ΨJ), covariance matrices Σ,Ω ∈ R(2 J+1)×(2 J+1) and ρ,
the joint distribution of the random matrix (X) of all log permuted
payment and incurred losses is assumed (in this example) to
be independent between accident years. For the ith column
(corresponding to ith accident year), the joint distribution of all
losses (Xi) is assumed to be hierarchical Archimedean Copula
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.3)Xi = XPi,obs,XPi,aux,X Ii,obs,X Ii,aux
= XP0,i,obs, . . . ,XPJ−i,i,obs,XPJ−i+1,i,aux, . . . ,XPJ,i,aux,X I0,i,obs, . . . ,X IJ−i,i,obs,X IJ−i+1,i,aux, . . . ,X IJ−1,i,aux
=
log Pi,0, . . . , log Pi,J−i  
observed Payments
, log Pi,J−i+1, . . . , log Pi,J  
unobserved Payments
, log Ii,0, . . . , log Ii,J−i  
observed Incurred
, log Ii,J−i+1, . . . , log Ii,J−1  
unobserved Incurred

′
. (5
Box III.(HAC) mixture copula specified by distribution,X•,i ∼Cρi F XPi,obs,XPi,aux,X Ii,obs,X Ii,aux; [M]•,i,Σ
=CP
ρPi

F
XPi,obs,XPi,aux; [M]P•i,Σ
×C I
ρIi

F
X Ii,obs,X Ii,aux; [M]I•i,Σ , (5.5)
with super script P and I denote the components for the log pay-
ments and log incurred losses in the ith development year respec-
tively and the density is given by
f
XPi,obs,XPi,aux,X Ii,obs,X Ii,aux|[M]•i,Σ, ρPi , ρIi
= c˜P
ρPi

F
XPi,obs,XPi,aux; [M]P•i,Σ (5.6)
× c˜ Iρi

F
X Ii,obs,X Ii,aux; [M]I•i,Σ
×
2 J+1
j=1
φ(Xj,i;Mj,i,Σi,i),
where
c˜Sρi

F
X Si,obs,X Si,aux; [M]S•i,Σ
= w1cG
ρ
(G,S)
i

F1,i
X S1,i,obs; M˜S1,i,Σ1,1 , . . . ,
FJ,i
X SJ,i,aux; M˜SJ,i,ΣJ,J
+w2cF
ρ
(F ,S)
i

F1,i
X S1,i,obs; M˜S1,i,Σ1,1 , . . . ,
FJ,i
X SJ,i,aux; M˜SJ,i,ΣJ,J
+ (1− w1 − w2)cC
ρ
(C,S)
i

F1,i
X S1,i,obs; M˜S1,i,Σ1,1 , . . . ,
FJ,i
X SJ,i,aux; M˜SJ,i,ΣJ,J , S ∈ {P, I} ,
and such that w1+w2+ (1−w1−w2) = 1. This specifies a mix-
ture of central, upper and lower tail dependence as denoted by the
mixture of Archimedean copula models made up of Frank, Clayton
and Gumbel members, such that for the source of data S, the cop-
ula parameters for each Archimedean family member is given by
ρ
(G,S)
i > 0, ρ
(C,S)
i > 1 and ρ
(F ,S)
i ∈ R/ {0}. Therefore the total
conditional distribution corresponding to the likelihoodmodel con-
sidered is given by,
f

X˜ |M,Σ,Ω, ρ

=
J
i=0
c˜P
ρPi

F
XPi,obs,XPi,aux; [M]P•i,Σ c˜ IρIi F X Ii,obs,X Ii,aux; [M]I•i,Σ  
Copula Dependence in Data Augmented PIC Likelihood
×
exp

− 12 tr

Ω−1
X −M′Σ−1 X −M
(2π)(2 J
2+3 J+1)/2 |Ω|(2 J+1)/2 |Σ |(J+1)/2  
Marginal Distribution in Data Augmented Likelihood PIC Model
. (5.7)
– Assume that the tail dependence features of the Data-Augmented
copula PIC model are such that the dependence structure is ho-mogeneous across accident years, ρP = ρPi and ρI = ρIi for all
i ∈ {0, 1, 2, . . . , J}.
– Conditional on Σ , 8 = [Φ0,Φ1, . . . ,ΦJ ] and 9 = [Ψ0,Ψ1,
. . . ,ΨJ ] the hierarchical prior distribution on the auxiliary pay-
ment data for the ith accident year is given by a normal distribu-
tion, centred on the development year mean,XPi,aux ∼ N ΦJ−i+1,ΦJ−i+2, . . . ,ΦJ ,ΣP2  . (5.8)
The hierarchical prior distribution on the auxiliary incurred loss
data for the ith accident year is given byX Ii,aux ∼ N ΨJ−i+1,ΨJ−i+2, . . . ,ΨJ ,Σ I2 , (5.9)
with Σ2 the lower portion of covariance Σ corresponding to the
lower triangle matrix from (J − i + 1) through to J for all i ∈
{0, 1, 2, . . . , J}.
– For all accident years, i ∈ {0, 1, . . . , J}, the ultimate payment
losses and incurred losses are equal a.s., Pi,J = Ii,J , P− a.s.
– The matrix Σ is positive definite and components of 2 are inde-
pendent with prior distributions
Φi ∼ N

φi, s2i

and Ψj ∼ N

ψj, t2j

(5.10)
and hyper-prior distributions
s2i ∼ IG (αi, βi) and t2j ∼ IG

aj, bj

(5.11)
for all i ∈ {1, . . . , J} and j ∈ {0, . . . , J}.
– The matrix Σ is distributed as Σ ∼ IW (Λ, k) and the
copula parameters are distributed as ρG,P ∼ IG αG, βG,
ρC,P ∼ IG αC , βC and ρF ,P ∼ N 0, σ F .
Hence, we have made precise the auxiliary data scheme used
in formulating the Data-Augmented-PIC model. In particular illus-
trating the importance of the role of the auxiliary data in evaluation
of the model and estimation of the PIC claim development factors.
Also we note we get indirectly via the data augmentation the dis-
tribution for the predicted payment and incurred Loss reserves.
6. Efficient Markov chain Monte Carlo methods for PIC
Bayesian models with dependence
Having defined a range of different Bayesian PIC models with
different dependence structures we now develop a specialised
framework for working with such models based on Markov chain
Monte Carlo (MCMC)methods. This is important for actuaries who
will require thesemethods to efficiently sample from the posterior
distributions considered. This is particular the case in thesemodels
since standard MCMCmethods may be very inefficient under such
model structures.
We start by considering Gaussian copula models I, II and III
and discuss a block-wise Metropolis within Gibbs sampler with
specialised adaptive MCMC samplers for the covariance structures
considered. In addition, we show that one can exploit for the pos-
terior model parameters efficient full conditional conjugacy prop-
erties to provide several components which admit exact sampling
in the block Gibbs MCMC structure.
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dent PIC: models I, II, III
Under the Gaussian copula based dependence models, the abil-
ity to obtain the observed data likelihood in the formof amultivari-
ate Gaussian distribution means that we obtain conjugacy prop-
erties. This makes the estimation of such models by MCMC more
efficient because we can us Gibbs sampling in blocks. This section
presents a generic set of such conjugate models for any of the de-
pendence structures specified in Models I, II and III.
Lemma 6.1. Conditional upon the parameters2 and the covariance
matrix Σ , the permuted data P ∗i (Vec(X)) can be transformed to
produce the independent likelihood in Eq. (3.2). This is achieved by
considering the class of vector transformations T : R(d×1) → R(d×1),
such that if the initial covariance structure of random vector X was
given by Σ = Cov (X), then the resulting covariance structure
Cov (T (X)) = Id. The required rotation–dilation transformation is
obtained by the spectral decomposition of the covariance according to
a spectral decomposition (see Stoica and Moses, 1997)Σ = UΛ 12U ′
where U is a (d× d)matrix of eigenvectors of Σ andΛ is a diagonal
d × d matrix of the eigenvalues of Σ . Therefore the following holds
for each of the models under a transform of the vector of permuted
observations T

P ∗i (Vec(X))

:
1. Model II—When Σ˜ = Σ ⊗Ω , withΩ = IJ+1 then,
T

P ∗i (Vec(X))

=

UΛ
1
2 ⊗ IJ+1

P ∗i (Vec(X)), where the
((2 J + 1)× (2 J + 1)) covarianceΣ is decomposed as UΛ 12U ′.
2. Model II—When
Σ˜ =
J
i=0
Σi, T

P ∗i (Vec(X))
 =  J
i=0
UiΛ
1
2
i

P ∗i (Vec(X)) ,
where each accident year’s dependence between payments and
incurred losses is given by the (2 J + 1) × (2 J + 1) matrix Σi
which is decomposed as UiΛ
1
2
i U
′
i .
3. Model III—When Σ˜ =
J
i=0Σ
P
0

⊕
J
i=0Σ
I
0

,
T

P ∗i (Vec(X))
 =  J
i=0
UPi

ΛPi
 1
2

⊕

J
i=0
U Ii

ΛIi
 1
2

P ∗i (Vec(X))
where each of the covariance matricesΣPi andΣ
I
i decomposed to
UPi

ΛPi
 1
2 (UPi )
′ and U Ii

ΛIi
 1
2 (U Ii )
′.
In each case, the resulting transformed random vector
T

P ∗i

Vec(X)

, with elementsPi,j andIi,j, will produce a likelihood
model given for the transformed data according to the independent
Model I of Merz andWüthrich (2010) as defined in Eq. (3.2). Of course
this is defined now with respect to components in the likelihood cor-
responding to the transformed components, as detailed in Eq. (4.11).
Remark 6.2. The consequence is that results in Lemma 6.1 are
that the conjugacy properties derived for the independent model
in Merz and Wüthrich (2010) can be directly applied post-
transformation. This is of direct interest for MCMC based sampling
schemes.
In the models described so far, the following full conditional
posterior distributions are now of relevance to the BayesianMCMC
estimation procedures developed for Models I, II and III.Lemma 6.3. The full conditional posterior distributions for sub-
blocks of the model parameters can be decomposed under Model I, II
and III into a conjugate model.
– Conjugate posterior distribution for development factors: un-
der the transformations T

P ∗i (Vec(X))

on the data, described
in Lemma 6.1, the full conditional posterior distributions for sub-
blocks of the transformed model parameters
Φ0:J ,Ψ0:J are given
by (see Merz and Wüthrich, 2010, Theorem 3.4 for the indepen-
dent case):Φ0:J ,Ψ0:J |Σ,Ω, T P ∗i (Vec(X)) ∼ N (Π,∆) (6.1)
with posterior mean Π and posterior covariance ∆, where the
components of ∆−1 = an,m0≥n,m≤2 J are each given by
an,m =

s−2n + (J − n+ 1)σ−2n

δn=m
+
(n−1)∧(m−1)
i=0

ν2i − ω2i
−1
, for 0 ≤ n,m ≤ J,
aJ+1+n,J+1+m =

t−2n + (J − n)τ−2n

δn=m
+
n∧m
i=0

ν2i − ω2i
−1
,
for 0 ≤ n,m ≤ J − 1,
an,J+1+m = ∆n,J+1+m = −
(n−1)∧m
i=0

ν2i − ω2i
−1
,
for 0 ≤ n ≤ J, 0 ≤ m ≤ J − 1;
(6.2)
where δn=m is the indicator of the event that index m matches n,
m∧ n is the minimum of m and n and the posterior mean is given
on the transformed scale by,Φ0:J ,Ψ0:J = ∆ c0,c1, . . . ,cJ ,b0, . . . ,bJ , (6.3)
with
cj = s−2j φj + σ 2j J−j
i=0
log
 Pi,jPi,j−1

+
J
i=J−j+1

ν2J−i − ω2J−i
−1
log
Ii,J−iPi,J−i

,
bj = t−2j ψj + τ 2j J−j−1
i=0
log
 Ii,jIi,j+1

−
J
i=J−j

ν2J−i − ω2J−i
−1
log
Ii,J−iPi,J−i

.
(6.4)
Given the transform vector
Φ0:J ,Ψ0:J, the parameters on the
original scale can be expressed according to the unique solution
to the system of linear equations:
1. Model II—On the untransformed scale, the solution is given by
the following system of equations
Φ0:J ,Ψ0:J
′ = U−1Λ− 12 Φ0:J ,Ψ0:J . (6.5)
2. Model II—On the untransformed scale, the solution is given by
the following system of equations for each i ∈ {0, 1, . . . , J},
where we can randomly select i or deterministically scan
through i for the results,
Φ0:J ,Ψ0:J
′ = U−1i Λ− 12i Φ0:J ,Ψ0:J . (6.6)
3. Model III—On the untransformed scale, the solution is given by
the following system of equations,
Φ0:J ,Φ0:J−1,Φ0:J−2, . . . ,ΦJ
′
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J
i=0

UPi
−1 
ΛPi
− 12 Φ0:J ,Φ0:J−1,Φ0:J−2, . . . ,ΦJ ,
Ψ0:J ,Ψ0:J−1,Ψ0:J−2, . . . ,ΨJ
′
=
J
i=0

U Ii
−1 
ΛIi
− 12 Ψ0:J ,Ψ0:J−1,Ψ0:J−2, . . . ,ΨJ .
– Conjugate posterior distribution for the covariance matrix:
Given the transformed observed payment and incurred losses have
a multivariate Gaussian likelihood, as specified in Eq. (4.21), with
covariance matrix Σ = Σ ⊗ Ω and mean vector Vec (M).
Then the posterior for the covariance matrix is the Inverse-
Wishart–Gaussian distribution detailed in Kannan et al. (2010,
Section 3) and Kannan et al. (2011)Σ |Φ0:J ,Ψ0:J , T P ∗i (Vec(X))
∼ IW

Λ+ T P ∗i (Vec(X)) T P ∗i (Vec(X))′ ,
dim (Vec(X))+k. (6.7)
In cases in which the covariance matrix Σ takes any of the block
diagonal forms presented in Models II and III, we may utilise
Lemma A.2 and the result in Eq. (6.7) to further decompose the
posterior covariance into blockwise components.
– Conjugate posterior distribution for the hyper-parameters on
development factors: For all i we have the following Inverse
Gamma–Gaussian conjugacy for the hyper parameters in Models
II and III,
s2i |Φi
 ∼ IGαi + 12 , βi + (Φi − φi)22

and

t2i |Ψi
 ∼ IGai + 12 , bi + (Ψi − ψi)22

.
6.2. Estimation via adaptive data-augmented MCMC for claims
reserving PIC models
This section presents the adaptive proposal we use to sample
the parameters and the auxiliary variables. The advantage of an
adaptive MCMC mechanism is that it automates the proposal
design through consideration of a proposal distribution that learns
the regions in which the posterior distribution for the static
model parameters and auxiliary data has most mass. As such, the
probability of acceptance under such an on-line adaptive proposal
is likely to improve as the iterations progress and the generated
MCMC samples will ideally have reduced autocorrelation. In such
cases the variance ofMonte Carlo estimators of integrals of smooth
functionals formed from such samples will be reduced.
It is not familiar to actuarial literature that there are nowseveral
classes of adaptive MCMC algorithms, see Roberts and Rosenthal
(2009). The distinguishing feature of adaptive MCMC algorithms,
compared to standardMCMC, is the generation of theMarkov chain
via a sequence of transition kernels. Adaptive algorithms utilise
a combination of time or state inhomogeneous proposal kernels.
Each proposal in the sequence is allowed to depend on the past
history of the Markov chain generated, resulting in many possible
variants.
Haario et al. (2005) develop an adaptive Metropolis algorithm
with proposal covariance adapted to the history of the Markov
chainwas developed. Andrieu and Thoms (2008) is presenting a tu-
torial discussion of the proof of ergodicity of adaptiveMCMCunder
simpler conditions known as Diminishing Adaptation and Bounded
Convergence. We note that when using inhomogeneous Markovkernels it is particularly important to ensure that the generated
Markov chain is ergodic, with the appropriate stationary distri-
bution. Two conditions ensuring ergodicity of adaptive MCMC are
known as Diminishing Adaptation and Bounded Convergence. These
two conditions are summarised by the following two results for
generic Adaptive MCMC strategies on a parameter vector θ. As in
Roberts and Rosenthal (2009), we assume that each fixed MCMC
kernelQγ , in the sequence of adaptions, has stationary distribution
P (·) which corresponds to the marginal posterior of the static pa-
rameters. Define the convergence time for kernelQγ when starting
froma state θ ∈ E, asMϵ (θ, γ ) = inf{s ≥ 1 : ∥Q sγ (θ; ·)−P (·) ∥} ≤
ϵ. Under these assumptions, they give the following two conditions
which are sufficient to guarantee that the sampler produces draws
from the posterior distribution as the number of iterates tend to
infinity. The two sufficient conditions are:
– Diminishing adaptation:
limn→∞ supθ∈E ∥QΓs+1 (θ, ·) − QΓs(θ, ·)∥tv = 0 in probability.
Note, Γs are random indices.
– Bounded convergence: For ϵ > 0, the sequence {Mϵ

θ,Γj
}∞j=0 is
bounded in probability.
The sampler converges asymptotically in two senses,
– Asymptotic convergence: limj→∞ ∥Law (θ) − P (θ) ∥tv = 0 in
probability.
– Weak lawof large numbers: limj→∞ 1j
j
i=1 φ (θ) =

φ(θ)P(dθ)
for all bounded φ : E → R.
In general, it is non-trivial to develop adaption schemes which
can be verified to satisfy these two conditions. In this paper we use
the adaptive MCMC algorithm to learn the proposal distribution
for the static parameters in our posterior 8. In particular we
work with an adaptive Metropolis algorithm utilising a mixture
proposal kernel known to satisfy these two ergodicity conditions
for unbounded state spaces and general classes of target posterior
distribution, see Roberts and Rosenthal (2009) for details.
The Adaptive Metropolis algorithm that we utilise is combined
with Data-Augmentation to obtain an MCMC sampler for the Data
Augmented Mixture Copula PIC Model proposed. This involves
specifying the details of the proposal distribution in the AdMCMC
algorithm which samples a new proposed update vector ϒ∗ and
matrix Σ∗ from an existing Markov chain stateϒ with
ϒ = 8,9, s20:J , t20:J , ρ,XP1,aux, . . . ,XPJ,aux,X I1,aux . . . ,X IJ,aux
and matrix Σ . At the jth iteration of the Markov chain we have
existing state ϒ(j−1) and Σ (j−1) which is used to construct the
proposal distribution q

ϒ(j−1),ϒ∗

q
Σ (j−1), Σ∗. The choiceswe
make for the two proposals will involve a novel development of a
new adaptive proposal for positive definite matrices, required for
the covariance matrix Σ should we choose not to specify it as di-
agonal. We provide the specific details of the adaptive MCMC pro-
posal structures we recommend for adaptively proposing MCMC
moves in both parameters with posterior support in Euclidean
space and posterior parameters with support on the manifold for
positive definite symmetric matrices, see Appendix D.
7. Analysis of MCMC sampler efficiency: real data illustration
To illustrate the proposed models and compare with existing
models and estimation methods in the actuarial literature we
consider, as in Merz and Wüthrich (2010), the example presented
in Dahms (2008) and Dahms et al. (2009, Tables 10 and 11). As
in the second analysis framework in Merz and Wüthrich (2010),
we treat the claim development factors, the likelihood dependence
parameters and the hyper-parameters on the claim development
factor priors as parameterswhichwe incorporate into the posterior
inference.
270 G.W. Peters et al. / Insurance: Mathematics and Economics 59 (2014) 258–278Fig. 2. Top panel: Heatmap of the posterior distribution for the Gaussian copula covariance matrix (100 × 100), summarised by the heat map for the mean of correlation
structure using samples from the Riemannian Manifold Adaptive Metropolis sampler under restriction to a telescoping diagonal block form. Bottom Left Panel: Heatmap for
the posterior distribution sub-block covariance matricesΣP0 andΣ
P
1 converted to correlation matrices. Bottom Right Panel: Heatmap for the posterior distribution sub-block
covariance matricesΣ I0 andΣ
I
1 converted to correlation matrices. The colour key is given at the top left.Wepresent two sets of results, the first studies the performance
of the adaptive Markov chain Monte Carlo algorithms developed
for the estimation and inference of the posterior distributions
for the PIC-Copula models for Gaussian Copula (Models III) and
the Data-Augmented-Mixture-Copula PIC (Models IV). The second
stage of results are relevant for practical outputs for actuarial
applications which involves assessing the estimation of predictive
distributions and dependence features of the PIC claims reserving
models compared to the independent PICModel, the payment only
model and the incurred only models.
In the simulation results, we consider a block Gibbs sampler
with the following three stages performed at each iteration of the
adaptive Metropolis-within-Gibbs sampler for the PIC Model III
and Model IV:
Stage 1: Performexact sampling of the development factors and
their hyperparameters under the conjugacy results developed.
Stage 2: Perform Euclidean space Adaptive Metropolis updates
of the Augmented Data variables using proposal in Eq. (D.1).
Stage 3: (Gaussian Copula Model III)—Perform Riemannian
space Adaptive Metropolis updates of the covariance matrix in
the Gaussian copula. Note, we consider the constrained specifi-
cations presented in the ‘‘Dependent Lag Years’’ model specifi-
cation in Section 4.2, Eq. (4.23). Under this hierarchical Bayesianmodel, the joint covariance between all observed payment and
incurred loss data under the dependent development years as-
sumption, satisfies a telescoping diagonal block size form co-
variancematrix structure. Hence, the sampling of this structure
can be performed blockwise on each covariance sub-block;
(Mixture Clayton–Gumbel Copula Model IV)—Perform Eu-
clidean space Adaptive Metropolis updates of the mixture cop-
ula parameters.
Convergence analysis: In all the Markov chain Monte Carlo sim-
ulations, for each model (payment, payment–incurred Gaussian
copula Model III; and Data-Augmented hierarchical Archimedean
mixture copulaModel IV), we carried out convergence diagnostics.
This included the Gelman–Rubin R-statistics (all less than 1.5), the
ACF plots for each parameter were checked to ensure all parame-
ters had ACF’s which were less than 10% by lag 20. Then the first
20% of samples were discarded as burn in and the remaining sam-
ples were used in inference results presented below.
7.1. Hierarchical Bayesian PIC model III: adaptive MCMC results
This section presents the estimation results for the Gaussian
Copula based PIC models (Model III) on the real data. Fig. 2 sum-
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Posterior covariance matrix for payments and incurred loss Gaussian copula.
Sub-block Ave.λ(s)i Std. Devλ(s)i [Q0.05;Q0.95] forλ(s)i Ave. principal eigenvectorv
ΣP0 2.52 13.15 [0.15; 11.09] [0.10,−0.12,−0.07,−0.03,−0.05,−0.03, 0.01,−0.06,−0.03]
ΣP1 1.97 13.92 [0.15; 8.30] [0.05,−0.08,−0.04,−0.02,−0.01,−0.01,−0.02,−0.01,−0.01]
ΣP2 0.94 8.48 [0.14; 3.19] [0.06,−0.10,−0.06,−0.02,−0.02,−0.01,−1.1e−3,−0.01]
ΣP3 0.75 6.38 [0.14; 1.92] [0.08,−0.12,−0.05,−0.03,−0.01,−6.9e−5,−2.3e−3]
ΣP4 0.76 6.81 [0.13; 0.25] [0.12,−0.13,−0.06,−0.03,−0.01, 0.01]
ΣP5 0.70 5.93 [0.12; 0.23] [0.14,−0.15,−0.08,−0.01, 0.01]
ΣP6 1.11 9.90 [0.12; 0.24] [0.21,−0.20,−0.07, 0.03]
ΣP7 2.16 18.07 [0.10; 0.26] [0.27,−0.25, 0.07]
ΣP8 5.44 34.67 [0.08; 20.92] [−0.47, 0.43]
ΣP9 1.95 10.28 [0.06; 11.56] Not applicable
Σ I0 1.69 4.78 [0.13; 6.57] [0.10,−0.12,−0.07,−0.03,−0.05,−0.03, 0.01,−0.06,−0.03]
Σ I1 1.08 3.66 [0.13; 4.93] [0.03,−0.12,−0.05,−0.03,−0.01, 2.4e−3, 0.01, 0.01]
Σ I2 0.80 3.26 [0.12; 3.76] [0.09,−0.12,−0.06,−0.02,−0.01, 3.2e−3,−0.01]
Σ I3 0.66 3.15 [0.11; 3.27] [0.10,−0.12,−0.07,−0.03,−0.02, 1.5e−3]
Σ I4 0.65 3.97 [0.10; 3.23] [0.15,−0.15,−0.07,−0.02, 0.02, ]
Σ I5 1.00 5.02 [0.09; 5.62] [6.6e−12,−6.6e−12,−2.9e−12,−1.0e−12, 8.5e−13]
Σ I6 1.15 7.52 [0.08; 6.31] [0.31,−0.24, 0.07]
Σ I7 5.26 25.29 [0.06; 32.87] [−0.50, 0.42]
Σ I8 1.03 3.82 [0.04; 6.30] Not applicablemarises the dependence structure by a heatmap for the poste-
rior distribution of the Gaussian copula covariance matrix. The
telescoping block covariance refers to the fact that the covariance
structure is reducing in rank by 1 on each diagonal block for the
payment data and then the incurred data. This model has the joint
covariance between all observed payment and incurred loss data
under the assumption that the development years are dependent,
satisfying a telescoping diagonal block size form covariance ma-
trix structure. Summarising the information from such posterior
samples for distributions of covariance matrices is non-trivial as
discussed in Tokuda et al. (2011), where they develop a four layer
approach. Our article adopts aspects of the ideas proposed in
Tokuda et al. (2011) to interpret the features of the posterior dis-
tribution samples for the dependence structures.
The posterior mean for estimated PIC covariance structure
is obtained by using Monte Carlo samples from the Riemann-
Manifold Adaptive Metropolis sampler and given by the estimator,
E

Σ˜ |P, I = 1
S
S
s=1

J
i=0
ΣPi

⊕

J
i=0
Σ Ii
(s)
, (7.1)
where
J
i=0Σ
P
0

⊕
J
i=0Σ
I
0
(s)
is the sth sample of the J(J−
1) × J(J − 1) covariance matrix. The estimated posterior mean
covariance matrix is reported in a heatmap for the correlation
matrix in Fig. 2. In addition, we present examples based on
posterior mean covariance for covariance sub-blocks p

ΣP4 |P, I

and then for p

Σ I4|P, I

, where ΣP4 ∈ SP+(6) and Σ I4 ∈ SP+(5),
again converted to heatmaps of the correlation. We see that
although the priors selected for the dependence features in Model
III in all cases favoured independence, since the scale matrices
were all diagonal i.e. ΛP5 = I6 and ΛI4 = I5, the resulting
summaries of the marginal posteriors of the covariances clearly
indicate non-trivial dependence patterns in the development years
within the payments data and the incurred loss data. This is
observed throughout each sub-block covariance matrix.
Table 1 provides a second summary of the posterior for the co-
variancematrixwhich further demonstrates features of the depen-
dence properties in the payment and incurred data per accident
year and involves the estimates of the largest eigenvalue of eachblock diagonal matrix for the payment and incurred data as sum-
mary statistics. These estimates are given by
λ(s)i = argmax det(Σ (s)i − λI) = 0 . (7.2)
The largest eigenvalue provides information on the posterior
distribution of the magnitude of the first principal component of
each development year, decomposed by accident year. That is, we
can quantify in the PIC model, by accident year, the proportion of
residual variation in the log payments for accident year i currently
unexplained by the development factorsΦ0:J−i, which were jointly
estimated in the PIC model and assumed constant across each
accident year (i.e. constant per development year) for parsimony.
We can also repeat this for the incurred loss data. Suppose that
a principal component analysis is performed, decomposing the
variation in the payment and incurred data for each accident year
i with respect to the variation unexplained by the development
factors in the PIC model. Then, up to proportionality, the
distribution of the eigenvalues corresponds to the proportion of
contribution from the leading eigenvector (principal component).
When this is coupled with the fact that we can also easily obtain
samples from the marginal posterior distribution of the leading
eigenvector of the covariance matrix for the ith accident year’s
payment of incurred loss data in the PIC model, then we get
complete information per accident year on the ability of the
development factors in the PIC model to explain variation in the
observed loss data. Table 1 summarises the results for the average
PCAweight (largest eigenvalue) and average posterior eigenvector.
Tokuda et al. (2011) develops a framework which formalises
an approach to the summary of dependence structures. For the
running example of results that we present for distributions
p

ΣP4 |P, I

and p

Σ I4|P, I

, under such an approach the third and
fourth layers of summary are presented in Fig. 3. This involves the
presentation of contour maps of these marginal posteriors that are
constructed using adaptive MCMC samples of these matrices.
In Fig. 4, the development factors for payment and incurred
data marginal posterior distributions are presented along with the
posteriors of the hyper-parameters for the Gaussian Copula based
PIC models (Model III). Finally, we also compare the estimated
posterior marginal distributions of the development factors for the
payment and incurred loss triangles for the models: payment only
model; the incurred only model; the Gaussian Copula (Model III)
272 G.W. Peters et al. / Insurance: Mathematics and Economics 59 (2014) 258–278Fig. 3. Heatmaps for the block diagonal covariance matricesΣP4 (2× 2 sub-plot 1)
andΣ I4 (2× 2 sub-plot 2). These are obtained using samples from the Riemannian
Manifold Adaptive Metropolis sampler. Samples from the Posterior distribution
of the telescoping diagonal block size form covariance matrix structures of the
Gaussian copula under the hierarchical Bayesian model which has the joint
covariance between all observed payment and incurred loss data under the
dependent development years. Each set of 4 × 4 panels, starting from the top,
summarises the posterior distributions for the covariance matrices for s ∈ {P, I}
according to: Top Left Panel: contour map of posterior samples log

Σ s4

1,1 vs.
log

Σ s4

5,5 . Top Right Panel: contour map of posterior samples log

Σ s4

1,1 vs.
Σ s4

1,5 . Bottom Left Panel: kernel density estimator of the posterior distribution of
the trace of the covariance matrix using samples

log tr

Σ s4

. Bottom Right Panel:
scatter plot of posterior samples of the first, second and third largest eigenvalues
scaled by total of the eigenvalues (PCA weights—for linear combinations of the
development factors when explaining variation in observed payment and incurred
data for a given accident year).
dependent model; the PIC [Full] independent model and the PIC
[Partial] independent model of Merz and Wüthrich (2010). The
results of this comparison include the posterior mean estimates ofE [Φi|P, I] and E [Ψi|P, I], for all i ∈ {0, 1, . . . , J} and the posterior
quantiles for left and right tails asmeasured by the fifth and ninety-
fifth percentiles, given in Table 2.
The results of the comparison between the Gaussian copula PIC
model and the independent PIC model illustrated that whilst the
posterior marginal mean development factor estimates are not af-
fected by the dependence feature included, the marginal poste-
rior shape is affected. This is reflected by the comparison of the
posterior confidence intervals for the Gaussian copula PIC model
when compared to the payment or incurred individual models
where there is a significant difference present in the shapes of the
marginal posterior. It is expected that this will have implications
for the estimation of reserves using these different will be quanti-
fied in the next section.
7.2. Data-augmented hierarchical Bayesian PIC model IV: adaptive
MCMC results
This section presents the estimation results for the mixture of
Clayton and Gumbel Copula based PIC models (Model IV) on the
real data. Fig. 5 presents a summary of the mixture copula de-
pendence structure obtained from posterior samples of the copula
parameters under the hierarchical Bayesian model. The figures
summarise succinctly the estimated posterior dependence struc-
ture for the hierarchical Bayesian mixture Copula model, through
plots of the dependence structure as captured by the estimated
mixture copula distribution, the scatter plots of copula param-
eter for the lower tail and rank correlation (Kendall’s tau) and
the upper tail copula parameter versus rank correlation. These
results demonstrate posterior evidence for non-trivial tail depen-
dence features in the payment and incurred data, as well as poten-
tial for asymmetry in the upper and lower tail dependence. Note,
uniformative prior choices were made on the copula parameters
with uniform priors over [0, 50] and [1, 50] respectively, indicat-
ing these estimated copula parameters are data driven results.
Fig. 6 presents the development factors for payment and in-
curred data marginal posterior distributions along with the hyper-
parameter marginal posteriors for the Data-Augmented Mixture
Copula based PIC models (Model IV).
8. Bayesian PIC copula reserving estimates
This section studies the effect on reserving estimates obtained
by incorporating dependence structures into the PIC model. First
we note two important details in calculating the reserves.We need
to be able to draw samples from the predictive distributions for the
payment and incurred data given below, for each accident year i,
using
p

Pi,J |P, I
 =  p Pi,J |Pi,1:J−i,2 p (2|P, I) d2 and
p

Ii,J |P, I
 =  p Ii,J |Ii,1:J−i,2 p (2|P, I) d2.
In general it is not possible to solve these integrals analytically.
However, for the Gaussian copula models developed in this pa-
per, under the results in Lemma 6.1, one adopt the results of Merz
andWüthrich (2010, Theorem2.4) to obtain analytic Gaussian pre-
dictive distributions. Alternatively, the predictive distributions can
be estimated as described in Peters et al. (2010, Section 3.3). Al-
though the results in Table 2 demonstrate that the incorporation
of the dependence structures does not significantly alter the pos-
terior mean of the development factors for the payment and in-
curred loss data, it is clearly possible for the predictive distribu-
tion to be altered, since the shape of the posterior distribution
is altered by the dependence features. Second, regarding the hi-
erarchical mixture Archimedean copula model, it does not admit
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Posterior marginal distributions for development factors.
Factor PIC Gaussian copula (Full) PIC Independent (Full) Payment or incurred only
(Full)
Merz and Wüthrich
(2010) PIC
Independent (Partial)
PIC Mixture
Clayton–Gumbel copula
(Full)
Post. Ave. [Q0.05;Q0.95] Post. Ave. [Q0.05;Q0.95] Post. Ave. [Q0.05;Q0.95] Post. Ave. Post. Ave. [Q0.05;Q0.95]
Φ0 13.79 [13.55; 14.03] 14.51 [13.19; 15.01] 13.77 [13.68; 13.86] 13.78 13.72 [13.63; 15.96]
Φ1 0.21 [−0.16; 0.58] 0.18 [0.05; 0.29] 0.20 [0.12; 0.27] 0.22 13.98 [13.64; 15.05]
Φ2 0.25 [−0.25; 0.77] 0.22 [0.08; 0.34] 0.23 [0.14; 0.31] 0.24 14.10 [12.80; 15.14]
Φ3 0.18 [−0.44; 0.81] 0.17 [0.04; 0.30] 0.15 [0.06; 0.24] 0.17 14.32 [13.92; 15.29]
Φ4 0.15 [−0.55; 0.86] 0.16 [0.02; 0.30] 0.13 [0.04; 0.23] 0.16 14.61 [14.32; 15.60]
Φ5 0.13 [−0.63; 0.91] 0.15 [1.9e–3; 0.30] 0.12 [0.01; 0.22] 0.14 14.71 [14.64; 16.85]
Φ6 0.10 [−0.71; 0.92] 0.12 [−0.04; 0.30] 0.08 [−0.04; 0.20] 0.11 14.92 [14.82; 16.50]
Φ7 0.07 [−0.79; 0.93] 0.13 [−0.05; 0.33] 0.05 [−0.09; 0.19] 0.07 14.96 [14.90; 16.44]
Φ8 0.08 [−0.81; 0.97] 0.11 [−0.09; 0.32] 0.05 [−0.12; 0.22] 0.05 15.06 [14.97; 17.59]
Φ9 0.04 [−0.88; 0.98] 0.10 [−0.04; 0.52] 0.02 [−0.19; 0.24] 0.08 15.10 [13.26; 15.86]
Ψ0 0.51 [−0.84; 1.85] 0.45 [0.31; 0.56] 0.52 [0.38; 0.64] 0.50 13.73 [13.69; 15.33]
Ψ1 −0.15 [−1.50; 1.20] −0.08 [−0.11; 0.12] 0.01 [−0.11; 0.12] −0.15 14.01 [13.94; 15.78]
Ψ2 −0.13 [−1.49; 1.23] −0.09 [−0.15; 0.20] 0.01 [−0.12; 0.12] −0.14 14.30 [14.23; 15.77]
Ψ3 −3.7e−2 [−1.39; 1.34] 0.01 [−0.05; 0.21] 0.01 [−0.13; 0.13] −0.04 14.54 [14.43; 16.46]
Ψ4 −1.7e−2 [−1.39; 1.36] −0.01 [−0.06; 0.23] −0.01 [−0.15; 0.14] −0.02 14.67 [14.58; 16.07]
Ψ5 −7.1e−3 [−1.39; 1.38] 0.02 [−0.06; 0.21] −0.06 [−0.17; 0.15] −0.02 14.89 [14.72; 18.10]
Ψ6 −7.3e−3 [−1.40; 1.39] −0.02 [−0.05; 0.30] −0.01 [−0.19; 0.16] −0.01 14.82 [14.51; 15.87]
Ψ7 −2.4e−3 [−1.40; 1.39] 0.02 [−0.05; 0.34] −0.06 [−0.40; 0.22] −0.01 14.85 [14.62; 16.05]
Ψ8 −2.0e−4 [−1.40; 1.40] −0.01 [−0.02; 0.52] −0.13 [−0.52; 0.25] −0.01 15.07 [14.98; 16.76]
Note: (Full) corresponds to PIC models with results for the FULL hierarchical Bayesian PIC model with priors on development factors, observation variances and hyperpriors
on precisions on development factors. The PIC Independent (Partial) of Merz andWüthrich (2010) are the Bayesian posterior results in which σm and τn are assumed known.
In addition, the PIC Mixture Copula model has posterior development factors on the scale of log cumulative payment data (not ratio data), so the reported posterior mean
development factors are for the cumulative payment marginal posterior means (log scale).Fig. 4. Boxplot summaries of the marginal posterior distributions obtained using samples from the Riemannian Manifold Adaptive Metropolis sampler. Samples from the
Posterior distribution under a telescoping diagonal block size form covariancematrix structures of the Gaussian copula under the hierarchical Bayesianmodel which has the
joint covariance between all observed payment and incurred loss data under the dependent development years. Top Left Panel: box plots of marginal posterior distributions
for p (Φi|P, I). Top Right Panel: box plots of marginal posterior distributions for p (Ψi|P, I). Bottom Left Panel: box plots of marginal posterior distributions for p (si|P, I).
Bottom Right Panel: box plots of marginal posterior distributions for p (ti|P, I).an analytic solution for the predictive distribution. This does not
matter if a data augmentation stage is set up in the joint posterior
distribution to sample cumulative payments, since thenwe can use
the MCMC sampler output for the ultimate cumulative payment
and incurred losses in each accident year.
Fig. 7 presents the log posterior predictive distribution for the
ultimate total claim given by the predictive distribution for the log
of the cumulative payment over each accident year
J
i=0 Pi,J for
the full Bayesian models which incorporate priors on observation
error, development factors and hyperpriors for precision of the de-velopment factors. We see that all three models are in good agree-
ment with each other with the dependence parameters affecting
the variance and tail behaviour of the distributions.
Next we consider the distributions of the outstanding loss lia-
bilities estimated using the S samples from theMCMC obtained for
the posterior PIC model. We denoted these by random variables
R(P, I)(s)

s=1:S where R(P, I)
(s) = Pi,J − Pi,J−i and depending on
whether payment, incurred, or both data is present we denoted by
R(P)(s), R(I)(s) and R(P, I)(s) respectively. Fig. 8 presents theMCMC
estimated claims reserve marginal posterior predictive distribu-
274 G.W. Peters et al. / Insurance: Mathematics and Economics 59 (2014) 258–278Fig. 5. Copula Dependence Parameter Posterior distributions estimated under the Data-AugmentedMixture Copula PIC Model IV. A mixture of Archimedean copula models
is considered, with Clayton and Gumbel copula choices, allow for possible asymmetry in the tail dependence over development years. We chose uniformative uniform priors
U[0, 20] for the copula parameters. Top Left Panel: Contour map of posterior estimated mixture copula dependence distribution between development years over paid and
incurred loss data, with homogeneous dependence assumptions over accident years (estimated from posterior mean of ρMMSEC and ρ
MMSE
G ). Top Right Panel: Surface plot of
posterior estimated mixture copula dependence distribution between development years over paid and incurred loss data, with homogeneous dependence assumptions
over accident years (estimated from posterior mean of ρMMSEC and ρ
MMSE
G ). Bottom Left Panel: Scatter plot of posterior samples used to estimate Kendall’s tau rank correlation
versus copula parameter for the Clayton mixture component. Bottom Right Panel: Scatter plot of posterior samples used to estimate Kendall’s tau rank correlation versus
copula parameter for the Gumbel mixture component.Fig. 6. Boxplots of the marginal posterior distributions of the development factors and hyperparameters. Top Left Panel: box plots of marginal posterior distributions for
p (Φi|P, I). Top Right Panel: box plots of marginal posterior distributions for p (Ψi|P, I). Bottom Left Panel: box plots of marginal posterior distributions for p (si|P, I). Bottom
Right Panel: box plots of marginal posterior distributions for p (ti|P, I).tions for each accident year per model developed. We compared
our results to those obtained inMerz andWüthrich (2010) and find
good agreement between the mean reserve per accident year and
each proposedmodel. In addition, we note the possible differences
between the distributions can be attributed to the utilisation of the
full versus partial hierarchical Bayesian models in this paper and
the different dependence structures considered. Additionally, we
note that further analysis on comparisons to existingmodels in theliterature can be obtained for the models of Mack (1993), Dahms
(2008) and Quarg and Mack (2004) for this data analysis in Merz
and Wüthrich (2010, Table 4) and in the spreadsheet provided by
Professor Mario Wüthrich at URL.1
1 URL:http://www.math.ethz.ch/~wueth/claims_reserving3.html.
G.W. Peters et al. / Insurance: Mathematics and Economics 59 (2014) 258–278 275Fig. 7. Boxplots of the predictive distributions obtained from the MCMC samples. Ultimate Bayesian predictive distributions for log payment data from the payment only
predictive distribution, the Full Independent PIC model, and the hierarchical PIC Mixture Copula model via Data Augmentation predictive distribution. Left Panel: Posterior
predictive distribution box plots from samples. Right Panel: Kernel density estimates of the predictive distributions.Fig. 8. Boxplots of log ultimate Bayesian predictive reserve distributions for payment data per accident year, compared to (Partial) PIC Independent posteriormean estimates
from Merz and Wüthrich (2010) (large unfilled black circles). Top Row: the (Full) hierarchical PIC Mixture Copula model via Data Augmentation; Second Row from Top: the
(Full) hierarchical PIC Gaussian Copula model; Third Row from Top: the (Full) Independent PIC model; Bottom Row: the (Full) payment Only model.9. Conclusions
This paper extends the class of PIC models to combine the
two different channels of information as proposed in Merz and
Wüthrich (2010) by introducing several novel statistical models
for the dependence features present within and between the pay-
ment and incurred loss data. This allows us to obtain a unified ul-
timate loss prediction which incorporates the potential for general
dependence features. To achieve this we developed full hierarchi-
cal Bayesian models which incorporate several different potential
forms of dependence. These included generalised covariance ma-
trix structure priors based on inverse Wishart distributions and
conditional Bayesian conjugacy in the PIC independent log-normal
model. This forms a general class of Gaussian copula models
which extends the approach of Happ andWüthrich (2013). Second,
we develop a class of hierarchical mixture Archimedean copula
models to capture potential for tail dependence in the payment
and incurred loss data, again developing anddemonstrating how to
appropriately construct a full Bayesianmodel incorporating hyper-
priors. In this regard, we also develop a class of models in which
data-augmentation is incorporated to both overcome challenging
marginal likelihood evaluations required for the MCMC method-
ology to sample from the PIC Bayesian models. This had the addi-
tional feature that it also allowed for joint Bayesian inference of the
reserves as part of the posterior inference.Finally, to perform inference on these approacheswedeveloped
an adaptive Markov chain Monte Carlo sampling methodology in-
corporating novel adaptive Riemann-manifold proposals restricted
to manifold spaces (positive definite symmetric matrices) to sam-
ple efficiently the covariance matrices in the posterior marginal
for the Gaussian copula dependence. We make these advanced
MCMC accessible to the actuarial audience to address challenging
Bayesian inference problems in Claims Reserving modelling.
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Appendix A
Lemma A.1 (Properties of Matrix-Variate Gaussian Distribution). A
p × n random matrix X is said to have a matrix variate Gaussian
distribution with p×nmeanmatrix M and covariance matrixΣ⊗Ψ
where Σ and Ψ are in the spaces of symmetric positive definite
matrices given by Σ ∈ SD+ (Rp) and Ψ ∈ SD+ (Rn) if the pn ×
1 dimensional random vector Vec

X ′

has a multivariate normal
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
X ′
 ∼ N Vec(M ′),Σ ⊗ Ψ . Furthermore, if X is
distributed according to matrix-variate Gaussian distribution X ∼
Np,n (M,Σ ⊗ Ψ ) then the density is given by
f MVNX (x;M,Σ,Ψ )
= exp
− 12 tr Σ−1 (X −M)′ Ψ−1 (X −M)
(2π)np/2 |Σ |n/2 |Ψ |p/2 . (A.1)
In addition the following properties are satisfied for a matrix-variate
Gaussian (see Gupta and Nagar, 2000 Chapter 2):
1. If X ∼ Np,n (M,Σ ⊗ Ψ ), then X ′ ∼ Nn,p

M ′,Ψ ⊗Σ.
2. If X ∼ Np,n (M,Σ ⊗ Ψ ), and partition X, M,Σ , and Ψ as
X =

X1r
X2r

, and X = X1c X2c (A.2)
with X1r the (m× n) sub-matrix, X2r the (p−m× n) sub-matrix,
X1c the (p × t) sub-matrix and X2c the (p × n − t) sub-matrix.
With analogous partitions of the mean matrix M1r , M2r , M1c and
M2c and covariance matrices
Σ =

Σ11 Σ12
Σ21 Σ22

, and Ψ =

Ψ11 Ψ12
Ψ21 Ψ22

, (A.3)
withΣ11 the (m×m) sub-matrix,Σ12 the (m×p−m) sub-matrix,
Σ22 the (p−m× p−m) sub-matrix, Ψ11 the (t × t) sub-matrix,
Ψ22 the (n− t × n− t) sub-matrix. Then the following properties
are true
X1r ∼ Nm,n (M1r ,Σ11 ⊗ Ψ ) and
X1c ∼ Np,t (M1c,Σ ⊗ Ψ11)
X2r |X1r ∼ Np−m,n

M2r +Σ21Σ−111 (X1r −M1r) ,
Σ22.1 ⊗ Ψ )
X2c |X1c ∼ Np,n−t

M2c + (X1c −M1c)Ψ−111 Ψ12,
Σ ⊗ Ψ22.1)
(A.4)
withΣ22.1 = Σ22−Σ21Σ−111 Σ12 andΨ22.1 = Ψ22−Ψ21Ψ−111 Ψ12.
Lemma A.2 (Properties ofMatrix VariateWishart Distributions). Sup-
pose that the (p×p) positive definite matrixΣ has an inverseWishart
distribution, with positive definite (p × p) scale matrix Λ, degrees of
freedom parameter k > p− 1, and density
f (Σ |Λ, k) = |Λ|
m/2 |Σ |−(k+p+1)/2 e−trace(ΛΣ−1)/2
2kp/2Γp(k/2)
, (A.5)
where Γp(·) is the multivariate gamma function. The mean and mode
of this distribution are given respectively by
E [Σ |Λ, k] = 1
k− p− 1Λ, and m (Σ) =
1
k+ p+ 1Λ. (A.6)
Furthermore, the following marginal and conditional properties of the
inverse Wishart distribution are relevant. Consider a partition of the
matricesΛ and Ψ as
Λ =

Λ11 Λ12
Λ21 Λ22

, Σ =

Σ11 Σ12
Σ21 Σ22

(A.7)
withΛij andΣij denoting pi× pj matrices, then the following proper-
ties are satisfied (seeGupta andNagar, 2000, Chapter 3, Section 3.4):
1. The random sub-matrixΣ11 is independent of Σ−111 Σ12.
2. The marginal distribution of any sub matrix on the diagonal of
the matrix Σ is distributed as inverse Wishart. For example,
the sub random matrix Σ11 is as inverse Wishart with Σ11 ∼
IW (Λ11, k− p2);3. The marginal distribution of sub random matrix Σ22·1 is inverse
Wishart Σ22·1 ∼ IW (Λ22·1, k).
In Lemma A.3 below we present details for the matrix-variate
Inverse Wishart distribution, see Gupta and Nagar (2000, Chapter
3.4, Definition 3.4.1 and Theorem 3.4.1).
Lemma A.3 (Properties of Matrix-Variate Inverse Wishart Distribu-
tion). A random p × p matrix V = Σ−1 is distributed as Inverse
Wishart, with degrees of freedom m and p × p parameter matrix Ψ ,
denoted V ∼ IWp(m,Ψ ) with density
f (Σ |Ψ ,m) = 2
−1/2(m−p−1)p|Ψ |1/2(m−p−1)
Γp [1/2(m− p− 1)] |V |1/2 m etr
−1/2 V−1Ψ  ,
V > 0, Ψ > 0, m > 2p. (A.8)
Appendix B
The family of Archimedean copula models has the following
useful properties presented in Lemma B.1.
Lemma B.1. Let C be an Archimedean copula with generator ϕ. Then
according to Nelsen (2006, Lemma 4.1.2 and Theorem 4.1.5), the
following properties hold:
1. C is an Archimedean copula if it can be represented by
C(u, v) = ϕ[−1] (ϕ(u)+ ϕ(v))
where ϕ is the generator of this copula and is a continuous, strictly
decreasing function from [0, 1] to [0,∞] such that ϕ(1) = 0 and
ϕ[−1] is the pseudo inverse of ϕ.
2. C is symmetric, C(u, v) = C(v, u) ∀(u, v) ∈ [0, 1] × [0, 1]
3. C is associative, C(C(u, v), w) = C(u, C(v,w)) ∀(u, v, w) ∈
[0, 1]3.
4. If c > 0 is any constant, then cϕ is a generator of C.
5. According to Denuit et al. (2005, Definition 4.7.6), the extension
of the Archimedean copula family to n-dimensions is achieved by
considering the strictly monotone generator function ϕ such that
ϕ : (0, 1] → R+ with ϕ(1) = 0, then the resulting Archimedean
copula can be expressed as,
C(u1, u2, . . . , un) = ϕ−1

n
i=1
ϕ(ui)

.
The members of the Archimedean copula family utilised in this
manuscript are given below in Lemma B.2.
Lemma B.2. From the results in Nelsen (2006, Section 4.3, Table
4.1) the distribution and density functions of the Clayton copula are
given respectively as:
CC (u1, . . . , un) =

1− n+
n
i=1
u−ρ
C
i
−1/ρC
, (B.1)
cC (u1, . . . , un) =

1− n+
n
i=1
(ui)−ρ
C
−n− 1
ρC
×
n
i=1

(ui)−ρ
C−1(i− 1)ρC + 1, (B.2)
where ρC ∈ [0,∞) is the dependence parameter. The Clayton copula
does not have upper tail dependence. Its lower tail dependence is
λL = 2−1/ρC . The distribution function of the Gumbel copula is
CG(u1, . . . , ud) = exp
− d
i=1
− log(ui)ρG
1
ρG
 , (B.3)
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does not have lower tail dependence. The upper tail dependence of the
Gumbel copula is λU = 2 − 21/ρG . The distribution function of the
Frank copula is
C F (u1, . . . , un) = 1
ρ
ln
1+
n
i=1
(eρ
F ui − 1)
(eρF − 1)n−1
 , (B.4)
where ρF ∈ R/{0} is the dependence parameter. The Frank copula
does not have upper or lower tail dependence.We note that the density
functions for Gumbel and Frank does not admit simple recursive
expressions in terms of their density functions, but they can be
obtained via partial differentiation
c(u1, . . . , un) = ∂
n
∂u1, . . . ∂un
C(u1, . . . , un). (B.5)
Appendix C
Proof. The proof of Lemma 5.1 requires one to demonstrate that
the resulting distribution functionC (u1, u2, . . . , un)
=

[0,u1]×[0,u2]×···×[0,un]
c˜ (x1, x2, . . . , xn) dx1:n
=

i=1m
wi

[0,u1]×[0,u2]×···×[0,un]
ci (x1, x2, . . . , xn) dx1:n
=

i=1m
wiCi (u1, u2, . . . , un)
satisfies the two conditions of a n-variate copula distribution given
in (Definition 2.10.6) of Nelsen (2006). The first of these conditions
requires that for every u = (u1, u2, . . . , un) ∈ [0, 1]n, one can
show that C (u) = 0 if at least one coordinate of u is 0. Clearly
since we have shown that C (u) = i=1m wiCi (u) and given
each member Ci (u1, u2, . . . , un) ∈ An is define to be in the
family of Archimedean copulas each of which therefore satisfies
this condition for all such points u, then it is trivial to see that
the probability weighted sum of such points also satisfies this first
condition. Secondly onemust show that for every a and b in [0, 1]n,
such that a ≤ b (i.e. ai < bi ∀i ∈ {1, 2, . . . , n}) the following
condition on the volume for copulaC is satisfied, VC ([a, b]) ≥ 0.
As in Nelsen (2006) we adopt the notation for the n-box, [a, b],
representing [a1, b1] × [a2, b2] × · · · × [an, bn] and we define the
n-box volume for copula distributionC by (Definition 2.10.1, p. 43)
of Nelsen (2006) giving
VC ([a, b]) =  sgn(c)C (c)
= △b1a1 △b2a2 · · · △bnanC (c)
where the domain DomC of the mixture copulaC satisfies [a, b] ⊆
DomC . In addition we note that this sum is understood to be taken
over all vertices c of n-box [a, b] and sgn(c) = 1 if ck = ak for an
even number of k’s or sgn(c) = −1 if ck = ak for an odd number
of k’s. Equivalently, we consider
△bkakC (t) = C(t1, t2, . . . , tk−1, bk, tk+1, . . . , tn)
−C(t1, t2, . . . , tk−1, ak, tk+1, . . . , tn).
In the case of themixture copula, we can expand the volume of the
n-box [a, b] as followsVC ([a, b]) =  sgn(c)C (c) = m
i=1

wisgn(c)Ci (c)
=
m
i=1

wiVCi([a, b])
hence we see that since each component Ci (u1, u2, . . . , un) is a
member of the set of Archimedean copula distributionsAn, there-
fore for each component we have that VCi([a, b]) ≥ 0 for all
i ∈ {1, 2, . . . ,m}. 
Appendix D
Euclidean space adaptive metropolis for static parameters:
We first detail the proposal for updating ϒ using a mixture of
multivariate Gaussian distributions as specified for an Adaptive
Metropolis algorithm which involves sampling from the proposal
q

ϒ(t−1), · = w1N ϒ;ϒ(t−1), (2.38)2d Cov ϒ(j)0≤j≤t−1

+ (1− w1)N

ϒ;ϒ(t−1), (0.1)
2
d
Id,d

, (D.1)
where we define the sample covariance for Markov chain past his-
tory by Cov

ϒ(j)

0≤j≤t−1

and we note the following recursive
evaluation, which significantly aids in algorithmic computational
cost reduction
E

ϒ(j)

0≤j≤t

= E

ϒ(j)

0≤j≤t−2

+ 1
t

ϒ(t−1) − E

ϒ(j)

0≤j≤t−1

Cov

ϒ(j)

0≤j≤t

= 1
t + 1

ϒ(t−1) − E

ϒ(j)

0≤j≤t

×

ϒ(t−1) − E

ϒ(j)

0≤j≤t
′
−Cov

ϒ(j)

0≤j≤t−1

+Cov

ϒ(j)

0≤j≤t−1

. (D.2)
The theoretical motivation for the recommended choices of scale
factors 2.38, 0.1 and dimension d are provided in Rosenthal et al.
(2008).
Riemannian manifold adaptive metropolis for covariance ma-
trices: Next we develop a novel proposal distribution for the sam-
pling of the covariance matrix Σ ∈ Sym+(d) in an adaptive MCMC
proposal, restricted to the Riemann manifold of symmetric, posi-
tive definite (d× d)matrices, denoted by the space Sym+(d).
Remark D.1. First, we note two properties of the marginal pos-
terior p
Σ XPi,obs,X Ii,obs0≤i≤J: its distribution is restricted to
the Riemann-manifold of symmetric positive definite matrices,
but in general will not be Inverse-Wishart; second, the Markov
chain samples drawn from this marginal distribution at iteration
t ,
Σ (s)0≤s≤t , are not independent. The consequence of this is that
we cannot simply apply the property of closure under convolution
of independentWishart distributed randommatrices to find a suit-
able proposal.
Therefore, we will adopt a strategy to perform adaptive mo-
ment matching of a distribution with support Sym+(d). We detail
one possibility involving an inverse Wishart distribution fitted to
the sample mean of the marginal posterior for the covariance. We
note that future work could also consider specifying a distribution
on the superset of the Riemannian manifold of symmetric positive
278 G.W. Peters et al. / Insurance: Mathematics and Economics 59 (2014) 258–278definite matrices, given by the Riemannian manifold of symmetric
matrices Sym+(d) ⊂ Sym(d).
Adaptive metropolis inverseWishart mixture: We note that one
way to achieve this is a mixture of inverse Wishart distributions
given by
q
Σ (t−1), · = w1IW Σ;Λadapt Σ (s)0≤s≤t−1 , p
+ (1− w1) IW
Σ;Λ, p . (D.3)
Here, the adaptive proposal mixture component is specified
through fixing the degrees of freedom p and then selecting Λadapt
with respect to the sample average of the covariance matricesΣ (s)0≤s≤t−1 which are samples from thematrix-variatemarginal
posterior in the Markov chain, thereby adapting the proposal to
the Markov chain history. To perform the moment matching (Eq.
(D.4)), we note that we need to ensure that the sample average
considered is restricted to the Riemann-manifold of positive defi-
nite matrices.
Λ
adap
t
Σ (s)0≤s≤t−1 = Σ (t−1) p− dim(Σ)− 1 . (D.4)
This is satisfied through the choice of the estimator
Σ (t−1) = 1
t − 1
t−1
s=1
Σ (s). (D.5)
To see this we observe that sincewe only form positive linear com-
binations of matrices on this manifold, with a scaling, such linear
combinations will always remain on the manifold Sym+(d).
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