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INTRODUCTION 
The notion of viscosity solutions introduced in [7,6] has provided the 
basis for a complete theory of Hamilton-Jacobi equations of first order in 
finite dimensions-see [ 17, 91, for example. The relations with optimal 
control of ordinary differential equations (or the calculus of variations) 
have been established in [ 17, 161 while the relation to differential games is 
considered in [22, 11, 13, 191. The extension of this theory to equations in 
infinite dimensions with “bounded Hamiltonians” has been carried out 
in [S]. 
On the other hand, the dynamic programming argument indicates that 
the optimal control of evolution problems (such as, for example, parabolic 
partial differential equations) corresponds to Hamilton-Jacobi equations 
with Hamiltonians which do not fit into the framework of [S]. More 
precisely, if H is a real separable infinite dimensional Hilbert space and A 
is an unbounded, linear, and densely defined maximal monotone operator. 
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controlling the semigroup generated by --A leads to the stationary and 
evolutionary Hamilton-Jacobi equations (see [3] for the details) 
24 + (Ax, Vu) + F(x, Vu) = 0 in H (S) 
or 
24, + (Ax, vu ) + F( t, x, Vu) = 0 in (0, T] x H, (El 
where the solution U(X) or u(t, X) is a real-valued function defined on H or 
on (0, T] x H, T> 0 is given, F(t, x, p) and F(x, p) are real-valued and 
uniformly continuous on each bounded subset of H x (0, T] x H, Vu 
corresponds to the Frkchet differential of u with respect to x E H, ( ., ) is 
the scalar product of H, and we identify H with its dual. 
In this work we show how to interpret (S) and (E) in the viscosity sense 
when the solutions may be expected to be weakly sequentially con- 
tinuous-in particular, we introduce notions which allow us to handle the 
terms (.4x, Vu) and for which we can obtain existence and uniqueness 
results in a variety of circumstances. For example, special cases of the 
results herein include existence and uniqueness for (S) under conditions on 
F essentially the same as those imposed in the finite dimensional case and 
existence and uniqueness for the Cauchy problem for (E) under an 
additional condition on F provided that A is self-adjoint and has a compact 
resolvent. Moreover, we are able to obtain analogous results in cases in 
which A is skew adjoint under other conditions on F. Other general cases 
and applications to the optimal control of partial differential equations will 
be taken up in subsequent papers of this series. 
We defer discussion of the appropriate notions to Section 1, where one 
also finds precise statements of existence and uniqueness results, but let us 
mention the nature of the difficulties to be overcome. In order to consider 
viscosity solutions of, for example, (S), we would typically consider 
maxima and minima I’ of functions u - cp, where cp is differentiable, and 
evaluate the equation at Vcp(y) in place of Vu at these points. By contrast 
with the theory of [6] in the “bounded case” (i.e., A = 0), we will not have 
difficulties producing extrema of u - cp since we will assume weak sequen- 
tial continuity of U. However, the expression (Ay, Vq(r)) is not defined in 
general, and we must overcome this substantial difficulty. In order to have 
this expression defined, one might attempt to force, somehow, y to lie in 
D(A) or Vcp( ~1) to lie in D(A’), where A* is the adjoint of A. In the latter 
case we would understand (A>‘, Vq(y)) to be (J’. A*vq(~x)). It turns out 
that the first possibility seems relatively difficult to achieve while something 
close to the second idea works in considerable generality. We will augment 
our willingness to define (A>>, :) when >‘ is in the domain of A or z is in 
the domain of A* by the idea that “(As. X) 30” (or, more accurately, 
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(I, A *.I-) > 0) for any x in accordance with the maximal monotonicity of 
A. The precise notions corresponding to these rough ideas are given in 
Section 1. Proofs of comparison results then rely on augmentations of the 
usual ideas used in such proofs in conjunction with the discovery of 
structure conditions relating A and an auxiliary operator B which gives rise 
to suitable functions cp to use above. (See Section I in this regard.) For 
example, if A is self-adjoint we use B= (I+ A) ‘. However, existence 
results are more delicate than in previous studies and one needs to take 
care that the notions used are not so strong as to’preciude existence. In the 
current work, existence is proved by approximating (S) and (E ) by equations 
to which previous theory applies and using limiting .arguments with several 
new features to overcome the technical difficulties arising from the 
unbounded terms in (S) and (E). We remark that these difficulties seem to 
preclude using Perron’s method in the present context, although it may be 
used in the bounded case (see [ 121). 
Section 1 is devoted to the formulation of the notion of solution we will 
use, the various conditions on F and A, and the statements of the main 
existence and uniqueness results (which are given in the stronger form of 
comparison theorems). The proofs are given in Section 2 for (S) and in 
Section 3 for (E). Section 4 contains a variety of comments and results 
concerning variations and extensions of the model situations treated in the 
first three sections. Finally. there is an appendix ir. which technical con- 
siderations concerning alternative definitions are discussed. 
We remark that preliminary versions of the main results of this paper 
were announced in [lo]. Other works treating aspects of related problems 
in infinite dimensions include [2-5, 18, 211. 
1. NOTIONS, NOTATIONS, AND STATEMENTS 
Throughout this work we assume that 
A is a linear and densely defined maximal monotone operator in H, (A) 
where H is a separable real Hilbert space which carries the inner-product 
( ., ) and the norm /I 11. A* will denote the adjoint of A and eefA is the 
strongly continuous semigroup generated by -A. 
Let us begin by formulating the notion of a solution for the general 
equation 
(Ax, Vu) + F(x, u, Vu)=0 in Q, (1.1) 
where 52 is an open set in H and F: H x R’ x HI--+ R. Certain radial functions 
on H will play an important role in this detinitior and throughout the 
240 CRANDALL AND LIONS 
exposition, so we adopt some notational conventions in this regard. 
A mapping g: H++ R is radial if it has the form g(x) = h( jjxlj) for some 
h: R H R; g is called nondecreasing if h is nondecreasing. We wiil hereafter 
abuse notation by writing g(x) = g( llxll ). A radial function g(x) = g( JJxjJ ) is 
differentiable at x E H\$ (0) if and only if g(r) is differentiable at Y = IjxJJ and 
then 
Vg(x) = g’( llxll ) -jk (1.2) 
where 
i-=& for x in H\jO}. (1.3) 
Moreover, g is differentiable at 0 if and only if g’(0) = 0 and then Vg(0) = 0 
and g is continuously differentiable on H exactly when g’(r) is continuous 
and g’(O) = 0. We will use the notation (1.2) in this case even if x = 0 with 
the understanding that Vg(0) = 0. 
We are now ready to present the definition of viscosity solutions. 
However, we shall hereafter drop the modifier “viscosity” and simply talk 
about “solutions.” 
DEFINITION 1.1. Let UE C(Q). Then u is a subsolution (respectively, 
supersolution) of (1.1) if for every q: Q ++ R with the properties 
cp is weakly sequentially lower semicontinuous 
and VP and A*Vcp are continuous (1.4) 
and every g: H H IR satisfying 
g is radial, nondecreasing, and continuously differentiable on H (1.5) 
and local maximum (respectively, minimum) z E D of u - cp - g (respec- 
tively u + cp f g) we have 
(2, A*Vq(z)) + F(z, u(z), Vqo(z) +Vg(z)) ~0 (I.61 
(respectively, 
- (z, A*V&z)) + F(z, u(z), - Vrp(z) -V&z)) 2 0). (1.7) 
Finally, u is a solution of (1.1) if it is both a subsolution and a super- 
solution. 
The assumptions concerning Vq in (~1.4) mean that the Frtchet 
derivative Vq of cp is continuous on SL, it takes its values in the domain 
D(A*) of A*, and A*Vq is continuous. In accordance with the remarks 
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in the Introduction, the appearance of (1.6) and (1.7) is exactly as one 
would expect that terms involving the formal expression g’( llxll) (A.u, .<) 
(or g’( /IX /I ) (x, A *X ) ) have been dropped-they are not assigned a mean- 
ing here, but the idea is that they are “nonnegative” and hence consistent 
with the inequalities (1.6) and (1.7). This treatment has singled out 0 as a 
special point in D(A*) and we could indeed work with radial functions 
centered at other points in D(A*) besides G-these remarks are made 
precise and proofs are given in the Appendix. 
Remurk. We pause to compare the definition above with the standard 
one in the event that A = 0 when the equation is of the type already treated 
in [S]. If A is bounded, the requirement that A*Vcp be continuous is a con- 
sequence of the continuity of Vq, and this is consistent with the standard 
definition. The weak upper-semicontinuity of cp (for a subsolution) is not 
present in the standard definition, however, we note that it always sufficed 
to consider functions of the form cp(.u) = (s, p) + /I( I/X - rli), where p E H 
is arbitrary and 11 is any C’ function on [O. cry) such that h’(O) = 0. Since 
these funcions are weakly sequentially lower-semicontinuous. the equiv- 
alence follows immediately from existence and uniqueness. 
Equation (S) is included directly in (I .1) and equation (E) is included if 
we replace H by R x H and A by the operator A^(t, s) = (0, Ax) on 
D(a) = R x D(A) in the space Rx H. However, in what follows we will 
actually work with what seems to be a slight variant of this interpretation 
when treating (E). It is more pleasant and convenient to introduce this 
variant via a new definition at this time, but for weakly continuous 
functions it coincides with the above. The technical arguments needed to 
establish this are given in the Appendix. 
In the definition which follows and hereafter, VP means the derivative of 
cp with respect to XYE H. 
DEFINITION 1.1’. Let UE C((0, T] x H). Then u is a subsolution (respec- 
tively, supersolution) of (E) on (0, T] x H if for every continuously dif- 
ferentiable cp: (0, T] x H H R’ satisfying (1.4) and g: H H iw satisfying (1.5) 
and local maximum (respectively, minimum) (s, 2) E (0, r] x H of u - cp-g 
(respectively u + cp + g) we have 
fp,(s, z)+ (z, A*Vq(“, ;)) +F(.s, z, u(s, z), Vcp(.s, ~)+vg(~))<o (1.8) 
(respectively, 
- ($‘r(.c 2) + (2, A*Vq(s, z))) + F(s, :, u(.s, I). - Vq(s, z) - vg(=)) > 0). 
(1.9) 
242 CRANDALL AND LIONS 
Finally, u is a solution of (E) on (0, T] x H if it is both a subsolution and 
a supersolution. 
In the proofs the functions cp satisfying (1.5) which will play the largest 
role will be scalar multiples of quadratic functions of the form 
cp(ru)= (B(x-z), s-z), where :E H and 
B is a linear bounded positive self-adjoint operator on H 
and A*B is a bounded operator on H. (B) 
Indeed, then Vq(.\-) = 2B(x-z) so A*Vq is continuous if (B) holds. Every 
closed densely defined operator A admits an operator B with the properties 
(B)-namely B= (I+ AA*) I ‘. Later we will restrict A*B further and 
make other choices of B. 
We will use a variety of spaces. Let V be a locally convex vector space 
and 52 be a subset of V. Then, as above, 
C(Q)= ,u. ’ 52 H R; u is continuous 1 
and 
C,,(Q) = {u: si! H R; u is continuous and bounded on 
bounded subsets of Q}, 
UC(Q) = jzl: Q ++ R; u is uniformly continuous 1, 
UC,>([O, T]xSZ)= jzlEC(SZX [O, T]):u(t, .)E UC(Q) 
uniformly in t E [0, T] ), 
BUC(Q)= (ug UC(Q); u is bounded}, 
BUC, ([0, T] x Q) = {U E UC, ([O, r] x Q); u is bounded ). 
We will have occasion to use the following choices for V: V= H, 
V=HxR, V=H,, V= H, x !I& and V= H,, where H, is H equipped 
with its weak topology and H, is H equipped with the norm 
IIxII~= (Bx,s)“. (1.10) 
We remark that, e.g., u E C,(H, ) is just a way to say that u is weakly 
sequentially continuous and H, is in general incomplete. We use the 
notations 
.Y,, + .Y and I,, - .\ 
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to denote, respectively, norm convergence and weak convergence of s,, to 
s and 
B(J’, r)= (SE H; ((.Y- yj( GY;, B, = B(0, R). 
In what follows the nonlinearity F: [0, T] x H x H -+ R will be independ 
ent of r when discussing (S). We always assume that 
F is uniformly continuous on bounded sets. (1.11 
The conditions (A), (B). and (1.11) will always be in force and we will refer 
to them in statements as the “basic assumptions.” 
We will present comparison results under two quite different assump- 
tions concerning the relationship between A and the operator B of (B). For 
the results of the first type we will make an assumption which is usually 
satisfied if, for example, A is the realization in L’ of an elliptic differential 
operator of second order on a bounded domain in R” subject to Dirichlet 
boundary conditions. The condition is that, in addition to (B). we have 
~C,ER such that for XEH, ((A*B+C,,B)s,s>,ll.~iJ’. (1.12) 
Let us consider some cases where this condition is satisfied. First of all, 
if A is self-adjoint, then (1.12) clearly holds if we take B = (I+ A ) ’ and 
C,, = 1. Next, we consider perturbations of this self-adjoint case and let 
A = A, + A,, where A, is self-adjoint and maximal monotone, and try 
B, = (I+ A,) ~ ‘. Assuming that A, is closeable and A : B,, is bounded and 
obeys an estimate 
-(AI”B,x,.u)6vllxll’+C,(Bo-u,s) for all .YE H (1.13) 
for some \I E (0, 1) and C, 3 0, then it is immediate that 
and then that (1.12) holds with C, = 1 + C, and B= (l/( 1 - II)) B,. In 
particular, standard functional analytic remarks show (1.13) holds for any 
v E (0, 1) and a choice of C, depending on v if A T B, is compact. 
We now illustrate these conditions on the example of second-order ellip- 
tic operators on bounded domains under (for instance) Dirichlet boundary 
conditions. Consider an operator of the form 
A= -C(7,(a,.,c?,)+Ch,c?,+CS,(p,)+(‘, (1.14) 
I_ ; I I 
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where u,, , = a ,,,, h,, [I,, C E L ‘- (a), Sz is a bounded domain in R”, and we 
assume the ellipticity condition 
(1.15) 
a.e. in Q. Then, in the usual way, A may be considered as an operator 
acting on L2(Q) on the domain D(A) = { UE H,!,(O); AUE L’(Q)}. Notice 
that we are now using u to denote a function on Q rather than on H, etc. 
Moreover, the A above incorporates Dirichlet conditionsPwe could as 
well consider Neumann or oblique derivative conditions. We assume A is 
monotone. 
If h, = fi, =0 for all i, then A is self-adjoint and (1.12) holds with 
B=(I+A) ’ as remarked above. If h, =0 for all i, we let A,, be the 
operator obtained by setting h, = 0, = c = 0 for all i, B,, = (I+ A,) ‘, 
A, = A -A,, and observe that B, maps bounded subsets of Lz(Q) into 
compact subsets of HA(Q) and thus A 7 B, = ( -x,/3,8, + c) B, is compact 
as a map in L2(Q). It then follows from the abstract remarks above that 
(1.12) holds in this case with B a multiple of II,,. 
If pi = 0 for all i, we proceed as above but with A,, the operator obtained 
from A by replacing /I, by h, and c replaced by a constant E large enough 
so that A,, is monotone. Then A;” =C,h,i,+(.-? and again we see that 
A f B,, is compact, so (1.12) holds. 
Let us conclude these examples by indicating one other choice for B 
when b, = 0, u,,, E W’.-c(Q): indeed. in this case, we may choose B = iA ‘, 
where a is defined by 
D(i)= (uEH;,(Q); -hzL’(Q)), a,= -Au for L(E o(A). 
Then (1.12) holds if A is large enough-this is a simple consequence of the 
Sobolevskii inequality [ 14, 20, 151. Furthermore, the constant it can be 
chosen in a way that depends only on the constant 8 in (1.15). the W’. ’ 
norm of the U, ,, and the L’ norms of p,, c. 
Existence results using (1.12) will be proved under various additional 
assumptions. For the cases above, the operator B above is compact, and 
this will imply existence. Observe, however, that (1.12) cannot hold with a 
compact B if A is skew adjoint, for upon choosing x to be an eigenvector 
of B in (1.12), we see then that the spectrum of E is bounded away from 
0. Thus, in order to accommodate (for example) the skew-adjoint generator 
in H’ x L2 associated with the wave equation under Dirichlet boundary 
conditions on a bounded domain (for instance) written as a system, we will 
use the following weakened variant of (1.12): 
~C,,ER such that for XEH, ((A*B+C,,B)x,.u)30. (1.12), 
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We will refer to (1.12) as the “strong B” assumption and to (1.12), as the 
“weak B” assumption. Observe that if A is skew adjoint. then (1.12), holds 
with B=(I--A’) I” and C,= I. 
Assumptions on F which will be used in conjunction with the strong B 
assumption are described next. These are written for F: [0, T] x H x H + R 
and have the obvious interpretation for functions independent of t. In the 
existence and comparison results we will assume that there is a modulus (11 
(i.e., w: [0, ZZ) + [0, ,X) is continuous, subadditive, and ~(0 + ) = 
o(O)=O) such that 
f’(~,~>p)-F(~, x,P)~~I--~~II (1 + Ilpll 1) (1.16) 
for all t E [0, T] and X, JI, p E H. The other assumptions involve functions 
p, v: H H R satisfying 
,Y and v are Lipschitz continuous, radial C’, nondecreasing, 
and lim 
V(.Y) 
p(x) = x and lim inf ~ 3 1: 
111.11 - * Il.XII 
(1.17) 
II -c II- -c 
we will assume that 
max( F( t, x, p) - F( t, x, p + iVp(x)), F( f, x, p - IVp(.r)) 
- F(t, -y, P)) d u(j., IIpII 1 (1.18) 
for j-30 and -u,p E H, where u satisfies o(O+ 1 R) = 0 for R 30. When 
dealing with possibly unbounded solutions we will also require 
F( t, x, p + NV(X)) - F( t, x, p) 3 - C, (1.19) 
for x E H, llp[I < R, 0 d i. d R, where C, is a constant depending only on 
R 3 0. 
We have the following existence and comparison theorem for (S): 
THEOREM 1.2. Let the husic ussumption.v hold rogethrr lvith (I. 12). 
(1.16), (1.18). 
Comparison for (S): Let u, c E UC(H) n C’, (H, ) be, respectiwl,~, u sub- und 
u supersolution of (S) in H. If’ either u and - L: ure bounded uhocr or (1.19) 
hob, then u < 1; in H. 
Existence,for (S): Let B he compact. 
(i) If F( . , 0) is bounded on H then ~herr is N unique solution 
UE BUC(H,) qf (S). 
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(ii) [f (1.19) holds and there is a nondecreusing ,function G: [w H 1w 
such thut W(X, y) = G( 11.~ -y/l ) i\ an everywhere d$ferentiuhle Lipschit: :
continuous solution of 
w(.u, j’) + F(x, v, w) - F(J’, -v, 11’) 3 0 (1.20) 
on H x H, then there is (I unique solution u E UC( H, ) of’ (S). 
The analogous theorem for the Cauchy problem is a bit more subtle. 
To see why, let us write the formal solution of the Cauchy problem 
u, + (A.u, Vu) + F( 1, x, Vu) = 0 in (0, T] x H, 
u(0, s) = l/?(x) in H, (CP) 
in the linear case F = 0; that is, 
u(t, x) = lj(e “(x). (1.21) 
It is obvious that u will not be weakly sequentially continuous on the 
closed strip [0, T] x H unless Ic/ is weakly continuous (and we do not want 
to assume so here) and that the way u approaches $ as tJ0 is somewhat 
delicate (in particular, it is not uniform on bounded sets). Regularizing 
effects will imply that u in (1.21) belongs to UC,( [0, T] x H) n 
C, ((0, T] x H, ) if B is compact and the strong B assumption holds, and 
we will treat solutions of (CP) which assume the initial value in much the 
same way as the solution of the linear problem. We have: 
THEOREM 1.3. Let the husic assumptions hold together ,z,ith ( 1,12))( 1 .18). 
Compurison for (CP): Let u, v E UC,( [0, T] x H) n C,( (0, T] x H, ) be, 
respectively, a sub- und u .supersolution of (E) in (0, T) x H. Assume that 
lim (~(f, x) - LV(O, e 14x)) + =0 uniformly on H ( 1.22 ) 
110 
for, respectivel??, w = u (with the + ) and M‘ = v (wlith the - ). If’ either u und 
- v are bounded ubovr or ( 1.19 ) holds, then 
u(t, x) - u(t, u) <sup (U(Z, 0) - v(-‘, 0)) in [0, T] x H. (1.23) 
;c ff 
Existence for (CP): Tf B is compact, rl, E UC(H), 
F(t, .u,p) is bounded on [0, T] x H x B, for R >O ( 1.24) 
and either (1.19) ho& or $ is bounded, then (CP) has u unique solution 
u E UC, ( [0, T] x H) n UC, ( [S, T] x H, ) for 6 > 0 sutisfying ( 1.22) with 
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12’ = u and u(x, 0) = l)(x) lithich is h ounded lf II/ is bounded. Moreover, there 
is a modulus p such that 
lu(r. s) - u(s, e I’ ““.Y)I < p( t -s) for O<.r<t<Tund.u~H. (1.25) 
Remurk. It is possible to assume (1.22) on balls instead of on H 
provided we assume that U, c E iJC,( [0, T] x H, ) n C, ((0, T] x H, ) and 
then ( 1.23) still holds. Furthermore, if II/ E UC( H, ), the existence assertions 
are still valid without assuming (1.24) and the solution lies in 
L’C( [0, T] x HR). 
To formulate the analogous results in the case of the weak B assumption 
we need to modify the conditions required of F. The appropriate variant of 
(1.16) is 
F(r,.v, i.B(x-y))- F(t, x, E”B(x-!,))6cu(ll,~-!,Il,(l +i. ij.~-)‘Ij~)) (1.26) 
for all t~[0, r] and x,yEHand E.20. 
The versions of Theorem 1.2 and Theorem 1.3 we will prove with the 
weak B condition and (1.26) in place of (1.16) are given next. In reading 
these statements, observe that if B is compact then UC( H, ) c C, (H, ). etc. 
THEOREM 1.4. Lrf thr basic ussumptions ho/d together ,c,ith (I. 12),, 
(1.17) (1.18), und (1.26). 
Comparison ,fbr (S): Let u, c E UC (H, ) n C, (H, ) he, respectiveljl, u sub- 
and a supersolution of (S) in H. Lf either u and - 1: are bounded ahwe or 
(1.19) holds, then u<v in H. 
E.~i.stenc,e .for (S): Let B be compact. 
(i) Lf F( ., 0) is bounded on H then there is u unique solution 
UE BUC(H,) c+“(S). 
(ii) Lf’ ( 1.19) holds and there is a nondecreasing function G: [w H [w 
such that 11.(.x, J) = G( 11.~ -J’II B ) is un ecerybt,here differentiable Lipschit: 
continuous solution qf 
ll.(.~,~‘)-CCO((.~.V,.lt.)+(?‘,V,.ll.))+ F(s,V,w)- F(y, -V,w)>O 
(1.27) 
on H x H, then there is a unique solution u E UC( HB) of (S). 
In the weak B version of the Cauchy problem we will ask that the initial 
value be assumed uniformly on bounded sets; this is appropriate here since 
(in contrast to Theorem 1.3) we will need to ask that the initial values lie 
in UC(H,) (see the proofs). 
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THEOREM 1.5. Let the hasic~ u.ssumption.s hold together with (1.12),, 
(1.17) (1.18), and (1.26). 
Comparison ,for (CP): Let u, 11 E UC’,( [0, T] x H, ) n C,( (0, T] x H, ) hc, 
re.spectil;elJ>, u sub- and u .supersolution of(E) in (0, T) x H. Assume that ,fin 
euch R > 0 
lim (\t( t, X) - ~(0, x)) + = 0 
I 1 0 
un$wrnl?~ on B, (1.28) 
holds ,for, re.spectit!ely, I(’ = u and w = 1’. If‘ eithrr u and - 11 ure hounded 
above or ( 1.19) holds, then ( 1.23) ho&. 
Existence ,for (CP): [f B is compuct, $ E UC( H,), und either (1.19) ho& 
or $ und F( t, x, 0) are bounded, then (CP) has a unique .wlution 
u E UC, ([0, T] x H, ) satisfj~ing (1.28) with ~1‘ = u and ~(0, x) = $(.Y) wthich 
is bounded lf’ I/I and F( t, s, 0) are bounded. Moreocer, ,fbr R > 0, u( t, .v) is 
uniJbrm1~ continuous in t un(fbrmly ,for s E B,. 
2. EXISTENCE AND COMPARISON FOR THE STATIONARY PROBLEM 
We will begin by giving the complete proof of Theorem 1.2 and then 
indicate the modifications necessary to prove Theorem 1.3. 
Procf c~f Theorem 1.2: Comparison. Let u, 1’~ UC(H) n C,( H, ) be, 
respectively, sub- and supersolutions of (S) in H. Next let E, E. > 0 and put 
@(.u, y) = U(T) - l!(y) - 
! 
(B(-u-.J,),.-.Jt) +;(p(~y)+~((v)) ~ 
21: 1 
(2.1) 
for X, 1’~ H, where p is from (1.17) and (1.18). We will show that, under the 
various assumptions, @ attains its maximum (which depends on I: and ;“) 
in HxHand 
lim sup lim sup max @ < 0. 
i. 1 0 L 1 0 (2.2) 
Since 
u(-u) ~ I:(X) = lim @(.u, x) < lim sup lim sup max @ 
i 10 /. 10 ; 10 
we conclude that u d 1: as claimed. 
We begin with the simplest case in which u and --c are bounded from 
above. Since (D is weakly lower-semicontinuous, the coercivity of p (( 1 .17)) 
implies that @ does indeed attain its maximum. 
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To continue, let rn be a modulus for which 
14-x) - u(L’)l, I4.Y) - v(y)1 < m( /Is - .I(( 1. (2.3) 
At a maximum (x, y) of @ we have 
which implies that 
(2.4) 
Assuming again that (x, J,) is a maximum of (D, using Definition I .1 and 
then (1.18) we find 
u(x) + 
(.Y,A*B(x-.r)) < _ F 
\ i: 
- F 
B(.u - J’) 
x, 
c 
and 
which further implies, upon addition and use of (2.4), that 
u(.y)-L;(?.)42gjl. ~~~(~y~~j+y(c). 
where 
(2.5) 
and 
We claim that 
f = j(x,~,)~Hx H:(2.4) holds). (2.7) 
!i$ y(c) = ~(0 + ) = 0. (2.8) 
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To see that this is so, observe that if (x, 1’) E r, (1.16) and (2.4) yield 
Next we use the crude estimate 
(2.9) 
and (2.4) again to conclude that if Y = 11.~ - ~‘11 then 
IlB(.\- - y)II < (llB112cm(r))’ ’ 
and so, from the above, 
The functions c?, and m have at most linear growth since they are moduh. 
Therefore, the function of Y on the right-hand side of (2.10) can be 
estimated above by an expression of the form 
which is positive only in a region of the form 
r < C?t:’ ’ 
for E < 1. Using this in (2.10), we conclude that indeed ~(0 + ) = 0 and, 
moreover, the estimate on Y(E) depends only on IlEll, w, m, and C,,. 
We next show that if (x, y) is a maximum point of @, then I/ B(.u - J)/E~/ 
remains bounded for fixed c > 0 as I. JO. If (s, 1’) is a maximum of CD, and 
M‘ is a unit vector in H, we have 
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which amounts to 
CM’, ax- VI) d (Bw, u3> 
& 2t: 
+ u(x) - u(x + w) + i(U(X) - p(x + w)) 
and so 
for 0 < i. < 1, where m is from (2.4) and L, is a Lipschitz constant for p. 
In sum, we have the following: If (x, y) is the maximum point of @ then 
@(x, y) 6 u(x) - u(y) 6 2a(i, R,, ) + Y(E), (2.12) 
where R, is the bound on ilf?(x - Y)/E~I independent of ,?. Therefore at any 
point (x, y) (not necessarily the maximum of @) we have 
u(x) - u( 4’) - (‘(.’ - 4’)~ x - ?‘) = lim sup ~(x ~) 
E ;10 
d lim sup max @ < .~(a), 
i. 1 0 
(2.13) 
where l(O+ ) =O. Putting x = y in (2.13), we see again that ud u. 
Moreover, if u = u (that is, u is a viscosity solution), we deduce that 
u(x) - u(y) d <B(-x- .V)> J- .v> +“(F) i > c (2.14) 
where g is determined entirely by the o, m, llBl1, and Co. We return to 
(2.14) in the corollary below. 
The assumption that u and v are bounded played a role above only when 
arguing that @ had a maximum. We complete the proof of comparison for 
(S) by showing this is the case if u, u are uniformly continuous and (1.19) 
holds. Uniform continuity implies that u and u grow at most linearly, so 
there is a constant K such that 
4.x) - 4~) d K(ll.4 + /IA + 1). (2.15) 
Choose a function g: 58 H R such that 
0 d g’(r) d 2, g(r) = 0 for O<rb l,g(r)=r for large r (2.16) 
and A4 positive and consider a maximum of 
Ul(-K,y)=u(x)-u(?))-(B(x-~),.K-1’) 
- 2Kg( v(-u) + v( y ) - 2~4) 
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over H x H. Now (2.15) (2.16), and considerations of weak semicontinuity 
imply that there is a maximum point (x, y) of V and use of the equations 
and (1.19) leads, in a way parallel to the derivation of (2.5) to the relation 
u(.u)-u(J)+ (A*B(.U-.ls),.u-?‘) 
62c,+o(I~x-~l/(l + llB(-~-P)//)); 
here R is a bound on Ij B( x ~ J) 11 + 4K and C, is from ( 1.19). The analogue 
of (2.4) holds and states 
(4x - .I-), .Y - .I’> d m( I/x ~ )‘/I ) 
while the analogue of (2.11) is a bound on B(.u - J) depending only on 
K, m, IlBll, and the Lipschitz constant for V. Continuing as above, we see 
that Y is bounded independently of A4 and letting M -+ x we conclude 
that u(x) - U(J) - (B(.u - JI), .Y - ~1) is bounded on H x H. It now follows 
easily that @ in the previous proof attains its maximum value when 
0 < F < 1, and the proof is complete. 
Remark 2.1. In fact, we did not need the full force of the assumptions 
in the above analysis. For example, the assumption (1.16) was used 
primarily to see that Y(E) given by (2.6) satisfied (2.8). We could simply 
assume this-see Section 4 for a result under other conditions which yield 
this conclusion. 
We note for future use the following continuity estimate which we have 
established in the course of proof. 
COROLLARY 2.2. Let t: > 0. Let the assumptions qf Theorem 1.2 hold und 
u E UC(H) n C, (H, ) he u viscosity solution of (S) with the modulus qf con- 
tinuity m. Then if either u is bounded or (1.19) holds, there is a fbction 7 
depending onfy on m, o, IlBll, and C,, such thut y(O+ ) =0 und (2.14) ho& 
for 0 < E < 1 and x, ,V E H. 
This corollary is also valid, as is evident, for the usual notion of a 
viscosity solution u in the event that A is bounded, B is not compact, and 
u is not weakly continuous provided the remaining assumptions hold. 
Proof of Theorem 1.2: Existence. We turn to the question of existence. 
Let P, be the spectral projection of B on the part of H on which B> l/n 
so that 
1 
(BP,,.x, x) 3 - /I P,,.vll’ for .X-E H (2.17) 
n 
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and consider the equation 
u,, + (A,,x, Vu, > + F( P,l.~, Vu, ) = 0 in H, (2.18) 
where A,, is the bounded operator on H given by 
A,, = (P,A*P,,)*. (2.19) 
The fact that A,, is bounded on H follows from the assumption that A*B 
is bounded. Indeed, R( P,, ) c R(B) c D(A *), so A *P,l is bounded. It is clear 
that A,, is monotone. Moreover, 
H,, = P,, H (2.20) 
is invariant for A,, and A,T. The problem 
u,, + (A,,s, Vu,, > + F( P,,x, Vu,, ) = 0 in H,, (2.21 )
is closely related to (2.18). Indeed, it is easy to see that if U, is a solution 
of (2.21) (in the sense of [S] and hence in the sense of Definition 1.1 since 
A,, is monotone), then 
u,(-u) = u,,( P,J) (2.22) 
extends U, to a solution of (2.18). When the assumptions of Theorem 1.2 
concerning existence hold, the results of [S] imply that (2.21) has a unique 
uniformly continuous solution which is bounded if F(x, 0) is bounded. In 
this regard, in the course of checking the hypotheses of [S, Part II 
Theorem 1. lii] one needs to observe that 
satisfies 
@(J-, i-(x- y))- f(.u, 2.(x- y))<w(llx- ,tll(l + i.1l.u - ~11)) (2.23) 
for A 3 0 and x, y E H,, in view of the monotonicity of A,, and ( 1.16), while 
u’(x, y) = G( I/x- y/l) (where N is from (1.20)) solves 
M’(X, 11) + F(x, V,w) - &I’, -V,.w) 3 0 on H,, x H,, 
Likewise, (1.18) and (1.19) for F imply (1.18) and (1.19) for i? Observe 
that if 
B,, = BP,, (2.24) 
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we have 
(A,*B,x,x)+C,(B,.u,x)= (A*BP,,x, P,x) 
+ C, (BP,,x, P,,x) 3 /I P,,xII 2. (2.25) 
It follows from the proofs in [S] that there is a common modulus of 
continuity m independent of n for all of the u,, and this together with (2.23) 
and Corollary 2.2 implies the existence of another common modulus mB 
such that 
for X, y E H,, and hence, extending u,, to a solution of (2.18) as in (2.22) for 
X, y E H. We also have a uniform estimate of the form 
I%(,~)I <a + bll.4 (2.27) 
on H. We consider the family {u,, } in the weak topology of H on the 
closed ball B, of radius R. This topology is compact and metric since H is 
assumed to be separable. We claim that (u,, } is equicontinuous in this 
metric. From considerations of compactness, it sufftces to show that if 
xi - x, yi - x (where - denotes weak convergence), then 
sup 1%(.X, I- U,,(!‘I )I + 0. (2.28) 
However, since B is compact, we then have B(x, - yi) + 0 so 
llx, - y, II R d II B(x, - y, )ll ’ ’ II-Y, - yg II ’ 2 + 0 
and (2.26) implies (2.28). Recalling also the estimate (2.27), we invoke the 
ArzelLAscoli theorem to assert that it is a subsequence u,,~ of u,, and a 
function u on H with the property that 
x, - x implies u,,, (x, ) + u(x). (2.29) 
Clearly (2.26) holds with u in place of u,~. 
We claim that u is a solution of (S) with the desired properties. To see 
that u is a supersolution, let cp, g satisfy (1.4), (1 S), y E H, and 
u(x) - q(x) - g(x) d u(y) - q(y) - g(y) for x E B(y, d), (2.30) 
where B(y, 6) is the closed ball of radius 6 centered at y. We now make the 
crucial observation that we may assume that 
g is strictly increasing on the interval [ II ~11, a ). (2.31) 
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Indeed, putting (for example) 
i(r) = g(r) + ((r - II >‘jl) + 1’. 
(2.30) will hold with g in place of g and the relation we seek to verify, 
namely 
U(Y) + (Y, A*vdJt)) + F(y, Vdy) +Vg(y)) GO, (2.32) 
is the same for R as for g. We assume, for simplicity in writing, that u,,, = u,. 
Since 
is weakly lower-semicontinuous on bounded sets, there is a .y,, E B(y, 6) 
such that 
U,(X)-(B(x-I‘),.~-I’)-(P(X)-g(x) 
6u,,(Zfn)-(B(l’n-?f)1?I,,-~)-(p(~,,)-gglll,,) (2.33) 
for x E B(y, 6). We will now show that if 
1’n - z (2.34) 
then z = y and lim sup,, _ 3( 11 y, 1) d IIyll, so yI, -+ J. The arguments used to 
do this will work equally well on subsequences of (lx, }, and therefore we 
conclude that in fact yn -*y. Assuming that (2.34) holds we may pass to the 
limit in (2.33) using (2.29) to find 
u(x) - (B(x - y), x - y) - q(x) - g(x) 
< u(z) - (B(z - J), z - .I!> - lim sup (CP(Y, )+ &,, )), 
,z - x 
Putting x = p and using (2.34), the lower-semicontinuity of cp and g and 
(2.30) yields 
4.Y) - cpb) - 8(Y) 
e~(~)-(B(z--L’),z-4’)-limsup((~(~’,,)+g(1’,,)) II - 7. 
<U(Z)-(B(z-y),z-y-(P(Z)-g(z) 
~uU(L’)-(B(z-I‘),Z-y)-cp(~)-g(l?). 
The inequality of the extremes above implies (B(z - y), 2 - .I’) ~0 and 
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since B is assumed to be positive we conclude that y =z. Once we know 
that v = z, the first inequality above implies that 
limsup((P(L’,I)+g(l‘rr))b(P(?‘)+8(~) ,, + % 
and by the lower-semicontinuity of cp and g we conclude that g( y, ) -+ g(y). 
On the other hand, g is nondecreasing, radial, and satisfies (2.3) so we 
conclude that 
whence y,, + J. 
At this point we know that y,, is interior to B(y, 6) for large n, so we 
may use the equation satisfied by u,~ to conclude that 
u,?(J-,,)+ (IS,,> A,Tv4Q,,))+ F(!,,,,V~(~,,)+Vg(~,,)) 
I%+ (.,q,,, A,T(V~(I’,,)+Vg(l’,,))) 
+ w,i, Vd.l’,, I+ Vdr,, 1) 6 0. 
It remains to use that ( J,~, A,TVg(y,,)) 30 since AZ is monotone and then 
to take the limit to arrive at (2.32). There is only one term which must be 
discussed. We claim that 
This is a consequence of the assumption that A*Vq is continuous and the 
following lemma: 
LEMMA 2.3. Let (1.12) hold. Let .‘c ,,,. YED(A*),.Y,,+x, and A*x,,+ 
A*x. Then A,*x, -+ A*x. 
Proof. Set 
Q=A*B+C,,B. (2.35) 
By (1.12) this operator is bounded and strongly monotone, so it has a 
bounded inverse. Since we have 
A*=QB--‘-C,I and A,T = P,,QB ‘P,-COP,, (2.36) 
we conclude that D(B-‘) = D(A*) and the assumptions imply that 
B-lx,, -+ Bm ‘x. (2.37) 
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Using (2.35) and the commutativity of B and P,, we have 
(,4*.u,,-A,T-\--,,)=(I-P,,)QB ‘.u,,+(P,,Q)(I-P,,) B ‘r,,+c,,(P,,-I)s,, 
and it is obvious from this, the strong convergence of the P,, to the identity, 
and (2.37) that A,* s,, + A *.Y. 
Proof of Theorem 1.4: Comparison. Let u, I: E UC( H, ) n C, (H, ) be, 
respectively, sub- and supersolutions of (S) in H. Let @ be given again by 
(2.1) and m be a modulus such that 
lU(-K) - U(.Y)l, l4.K) - 4v)l d fi7(Il.u - ?‘I/ ,3 1. (2.38) 
We begin with the case in which u(x) - P(J%) is bounded from above. 
(Again, (1.17) implies that @ does indeed attain its maximum.) 
At a maximum (x, y) of @ we have, in place of (2.4), 
Assuming again that (x, v) is a maximum of @, we still have (2.5), where 
7 is given by (2.6) but now with 
I‘= j(x,y)~Hx H:(2.39) holds). (2.40) 
We claim that y(O+ ) =0 still holds. Indeed, using (1.26) instead of (1.16) 
and (1.12), instead of (1.12) and (2.39) instead of (2.7), one arrives at 
however, 
j’(E)< sup 7 r-<2 ,,,), (?.) i+++i))+?): 
(2.41 ) 
lim sup 
i 
r’ 
R 1 0 
;:r’<2&m(r) =0 
i 
and y(O+) =0 follows from this. 
The rest of the proof of u < u parallels arguments given for the case of 
Theorem 1.2 in a reasonable way. 
Proof qf Theorem 1.4: Existence. We turn to the question of existence. 
With the same meaning for P,,, A,,, H,, as in the proof of Theorem 1.2, we 
again consider Eq. (2.21): 
u,, + (A ,1-y, Vu,, > + F(f’,,-x, Vu,! I= 0 in H,,. (2.21) 
Again we may use the results of [S] to solve (2.21) under the current 
assumptions. However, this time we use /I-Y- .)l/lR on H,, in the role of 
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d(x - v) of [8]. Then P(x, p) = (A,,x, p) + F(P,,x, p) satisfies the requisite 
conditions with respect to this metric. Since V, 11x - !>I1 H= 
B(x-p)/l/x-~/I~, (1.12), and (1.26) imply that 
&,I,, iv, d(x, y)) - P(.Y, - AV, d(x, I’)) 
6 C,,d(x, y) + co(d(x, J-) + id(x, y)*) 
and w (from (1.27)) is a solution of (2.23). It follows that (2.21) has a solu- 
tion U, and there is a common modulus such that’ (2.26) holds. However, 
the proof cannot be completed as in the case of Theorem 1.2 because we 
do not have the analogue of Lemma 2.3. This is an essential difference 
between the strong and the weak B conditions. 
To clarify this point even more, let us observe that if B,, B, are two 
operators for which (B) and ( 1.12) both hold, then R( B, ) = R( B, ) = D( A ), 
as we have noted in the proof of Lemma 2.3. Hence (B, ) ‘(B2) is boun- 
ded. However, if A is self-adjoint and unbounded, then B, = (I + A) ’ and 
B,= (I+A))* are both operators satisfying (B) and (1.12), with Co=O, 
but they do not have the same ranges. Proceeding as in the proof of 
Theorem 1.2 here will lead to the conclusion that (2.32) holds for those 4” 
satisfying, in addition, the requirement that B iVq is continuous, and this 
depends on the choice of B. 
To overcome this difficulty, we need to use another layer of approxima- 
tion. The weak B condition implies that A + C,I is a monotone operator 
in the space H,. It follows that if A, is the Yosida approximation 
A( 1 + ,?A))’ of A, then A j. + (C,/( 1 - j.C,)) I is monotone in H, and then 
Hence we may begin by replacing A by A,, solving (2.21) and letting 
n + cc to obtain a solution of (S) with A, in place on A (since we are now 
dealing with a bounded operator, Lemma 2.3 is trivial). After this, we 
repeat the limiting arguments and let AJO to obtain the desired solution. 
(The analogue of Lemma 2.3 is well known if A,, is replaced by A i.) 
3. PROOFS FOR THE CAUCHY PROBLEM 
Proof of Theorem 1.3: Comparison. The comparison assertions of 
Theorem 1.3 will follow from the following proposition and lemma: 
LEMMA 3.1. Let (A ), (B), 1’ 3 0, and assume thut 
(x, A*Bx) + Co (x, Bx) 2 ;‘I/.u//’ for .YE H. (3.1 1 
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Then ,for .Y E H and t 3 0 
Ile rA~Ili + 2tyIle ‘A.x1/2 6 e2(‘o’~J.xIJ~. (3.2) 
This lemma will be used with y = 1 (so (3.1) is the strong B condition) 
for the proof of Theorem 1.3 and with y = 0 (so (3.1) is the weak B condi- 
tion) in the discussion of Theorem 1.5. 
PROPOSITION 3.2. Let the assumptions of Theorem 1.3 concerning com- 
parison be sati:fied and let $, ye E UC(H,). Then 
u(t, x-ta(t, x)dsup (I+@:)-q(z))+sup (u(0, z)-$(z))+ 
1 t H ZEH 
+sup (q(‘)-U(O,z))+). (3.3) 
1 F ff 
We may now complete the proof of the comparison assertions of 
Theorem 1.3: indeed, (3.1) holds with 7 = 1 and it follows from Lemma 3.1 
that if T > 0, $(x) = ~(0, e -IAx), q(x) = ~(0, eprA,u) belong to UC(H,) 
since I + e ~iAx is bounded from H, into H. Then, applying Proposi- 
tion 3.2 on the interval [z, T] in place of [0, T], we find 
u(t, .u) - u(t, x) d sup ((u(0, em ‘“z) - ti(O, e ‘“2)) 
:tH 
fsup (~(r,~)-z4O,e~‘~~))+ 
z;tH 
+ yy; (~(5, em ‘“;)-~(0, z))+) (3.4) 
for XE H and T < t < T. Since (1.22) is assumed to hold, we obtain the 
desired inequality in the limit r JO. 
We first prove Lemma 3.1. 
Proof qf Lemma 3.1. It suffices to treat x E D(A). Let X(t) = e IA.x so 
that 
Forming the inner-product of this relation with 2BX we find 
$X1,; +2(X, A*BX) =O. 
Using (3.1) in (3.5) we obtain the inequality 
(3.5) 
-$ llJ4 :, + 2YllW2 - 2C” II4 i 6 0 
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which implies, upon integration, that 
Now, the integrand in (3.6) is nonincreasing, so the integral may be 
estimated from below by te “‘~i’l~ X( t)il’, and we conclude upon solving the 
resulting inequality. 
The proof of Proposition 3.2 requires the following preliminary result: 
PROPOSITION 3.3. Lrt the basic ussumptions hold und u, D E n C,((O, T] 
x H, ) he N sub- und N .vupersolution of (E) on (0, T] x H. Let q(f, X, J!) 
he continuous&, d~f$wntiahle on (0, T] x H x H, A*V, cp, A*V, rp be 
continuous, und g(.u, ~3) he radial and nondecreasing in each argument und 
continuously dl~ferentiahle on H x H. Let 
@(t, .c y)= u(t, .u)- ti(t, y- q(t, .u, J’)- g(x, y). (3.7) 
!f (t, X. y) E (0, T] x H x H is N 10~1 maximum of @, then 
cP,(t,%.v)+ (.Y A*V,cp(t.-u,y)) + (.I,, A*V,.V,(t,r,.r)) +F(.~,V,cp(r, .u,,r)) 
+V,g(-?.I)- Fly, ~V,cp(r,.u,~)~V,g(.~.1.))do. (3.8) 
Proqf: Let (i, .f, F) E (0, r] x H be a maximum of @ over the set 
N={(t,x,y)~(O, T]xH:~(.Y-~.C-/~‘, ii~~-j1l~,(t-f)“<rj 
for some 0 < r < f. We seek to verify (3.8) at (t, X, y) = (i, ,f, j). Replacing 
cp by 
cp(t,x,I’)+(B(x-.~),.~-,~)+(B(~--):),~~~~)+(t~t^)’ 
and g by 
g~~,~)+(~~-l//~//~+~2+~~~~-Il~ll~+~2 
we may assume that (I, i, j) is the unique maximum in N and 
dr, lI~ll)~dll~~ll, 1)g(lld3 IIPII) for r > Il.?/l .s> llyll 
Let 
(3.9) 
@,, (t, x, s, J)) = u(t, x) - ti(s, x) - cp( 1, x, y) - g(x, J,) - n( t ~ s 1’ 
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and consider a maximum point (t,,, .Y,?, s,,, y,, ) of @,, on the set 
Since 
qt, .Y, y)= @,,(t, -Y, t, .I) < @,,(r,,, s,,, s,,,?‘,, 16 c-n(t,, -.v,,)’ 
for (t, X, J,) E N, one easily sees from the lower-semicontinuity of cp and R 
that any weak limit point of (i, x, s, J) of the (r,,, x,,, s,,, ,)I,,) will have the 
property that i= .S and (i, -U, 7) is a maximum of @ in N. Therefore, by the 
uniqueness of the maximum (i, .t f). 
(t,,, -Y,,, J,,, !‘,!I - (i, .t i, I;) 
and then one sees that the convergence is strong by using the strictness 
property (3.9) (see the arguments following (2.34)). Using that (f,,, .u,,) is 
a maximum of the function (t, X) + u( t, x) - cp( t, .Y, y,,) ~ g( .Y, j*) ~ n( t - ,s,, )? 
and Definition 1.1’ we have 
wr,, - s,, 1 + 0, (t,,, s,, , J’,) 1 + (.r,, , ‘4 *vcp( I,, , x,,, j’,, ,) 
+F(t,,,u(f,,,.u,,),V,.cp(t,,,~~,,,~,,)+V,R(.u,,,~‘,,))~o. 
The result follows upon forming the similar inequality for (s,,, I’,,), adding 
and letting n + ‘XI. 
Proof qf Proposition 3.2. Let C, t: > 0 and put 
qt. s, y ) = u( t, x) - v( t, J) 
-i 
(Rx - y), x - y ) 
2c 
+ 4p(-u) + p(y)) + C’t 
1 
for (t, I, J) E (0, 7J x H x H and t 3 0. Let wz be a modulus such that 
If 
lu(t, A) - u(t, ,v)l, Iv(t, x) - rqt, 4’)/ 
d m( lI,x - A 1 for (t, I, .I,) E [O. r] x H x H. 
as would be the case if (t, x, JJ) were a maximum of @, we conclude that 
(4x-Y),X-y) 
2E 
d max( u( t, X) - u( t, .I,), (I( t, X) - r:( t, ,r)) 
(3.10) 
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We are going to show that there is a choice for C depending on t: and 
3., C = C,:,,, in the definition of @ with the properties that @ cannot have 
a maximum (t, x, y) over [0, r] x H x H with t > 0 and 
lim lim sup C,j. = 0. 
rio ;j0 
After this we will estimate @(O, X, y) and the proposition will follow upon 
combining these things. 
To continue, assume that (t, X, ~1) is a maximum point of @ over 
[0, T] x H x H and t > 0. Using Proposition 3.3, and arguing as in the 
derivation of (2.9, we find 
where 
(A*B(x-y),.u-y) 
c I 
(3.11) 
where r = {(t, x, J)): the analog of (2.4) holds }, so (2.10) holds and 
;J(O + ) = 0 just as before. The estimate 
where m is from (3.10) and L,, is a Lipschitz constant for p, follows just as 
in (2.11). Thus if 
we have the desired properties. We conclude with this choice of C that if 
@ has a maximum it must occur at t = 0. 
To continue, we estimate supH x H @(O, s, y). Let mR be a modulus such 
that 
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We have 
@(O, 9, y) 6 z/(x, 0) - u( ?‘, 0) - 
(B(x - J-1, .Y - y> 
c 
c sup (40, r) - $ (=))+ + sup ($(z) - q(z)) 
ZEH :tH 
+ sup (q(z) - c(0, 2)) + 
-tH 
<sup (40,-)-$(z))+ +sup ($(:)-q(z)) 
rtH ZE H 
+ sup (y(z) - v(0, z))+ 
ZEH 
+mm,(ll-~-ylIL3)- 
(B(x-y),x-y) 
i; 
Now 
satisfies 6(0 + ) = 0 and if 
~=sup(u(O,=)-~(~))++sup(~(~)-~(~))+sup(~(~)-t’(O,;))+ 
:tH .EH =cH 
(3.14) 
the above implies that @(O, X, 4’) <M+ C?(E). Combining these results we 
conclude that if CD has a maximum it must occur at t = 0 and so for every 
(r,.u,y)~[O, T]xHxH 
4 
(4x- .v), -Y- .r> 
2c +i(u(x)+~(y))+C,,j.t G"+6,. > 
(3.15) 
Letting 1. JO and then E JO we conclude that u - u d M as claimed. 
If 11 = u (in particular, if u is a viscosity solution), we deduce from (3.15) 
that 
u(t,.u)-U(f,JJ)GMf 
(B(x-Y)>,y-YL’ +lj(E)+6(F) 
2c 3 > 
(3.16) 
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where 
satisfies fl(O + ) = 0 and depends only on o, m, 11 Bil, and C,,. 
The proof that @ has a maximum under the assumptions of the proposi- 
tion is quite parallel to the proof in the stationary case, and is omitted. 
Proof qf Thrown 1.3: E.uistencr. We turn to the proof of existence. In 
order to produce a solution of (CP) where $ is uniformly continuous on 
H, we consider the approximation 
u, + (A,,x, Vu) + F(t, P,,s, Vu) 
=o in (0, T] x H,,, ~(0, .u) = i(x) in H,,, (3.17) 
where A,,, etc., are given in (2.17))(2.20). 
This problem is solvable under our assumptions with a solution u = u,, 
which we extend to H as before. Regarding the data o, Co, llBll and the 
function 
as fixed below (so we do not indicate the dependence on this data), we 
have the following information about u,,: 
(i) u,? is uniformly continuous in .Y E H uniformly in t E [0, T] with 
a modulus that depends only on the modulus of $. 
(ii) There is a modulus p depending only on the modulus of Ic/ such 
that 
IU,,(t,.Y)--,l(S,e~~” “%)( <p(r-s) for s~H,Ods<tdT. (3.18) 
The property (i) is clear and (ii) will follow if we can show there is such 
a modulus for which 
lu,,(t, X-$(e ‘An.x)I <p(r) for 06t6T (3.19) 
because we can “restart” this estimate at t = s in place of t = 0 in view of (i). 
Suppose, to begin, that Ic/ is Lipschitz continuous. Then VV= $(e “,x) is a 
solution of 
H’, + (A,,x, VW) = 0, w(0, x) = $(.u) 
whose sub- and superdifferentials are bounded by L,. Hence )I‘ + tF,,$ and 
MI - tFLi are super- and subsolutions of the equation satisfied by u,,. Thus 
lu,,(t. x) ~ $(e “‘fl!Y)l < tF,,,,. 
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In the general case, we approximate IJ by a Lipschitz continuous I/? for 
which the corresponding solution of (3.17 ) is li,, . We have 
IU,,(I,.Y)-$(e- ‘ns,‘)l < IU,,(f,.Y)--lj,,(f,S)I + Ilj(r %-fj(e ‘%Y)l 
+ 1 fi,,( t, .Y ) - $5 (e i 4rx.\- ) I 
d 2suplsi/ - $I+ fF,,, 
and the infimum of the right-hand side over $ provides p(r). 
With these preliminaries in hand, two main points remain. First we 
discuss the equicontinuity of the u,, in the weak topology and then the 
assumption of the initial value by the limiting function. Using (3.16) (for 
(3.17) in place of (E) and T in place of 0) with u= c = u,,. 
II/(r) = q(z) = I) (6’ r-r~l~) in (3.14) and ( ‘) b I a ove, there is a p with fi(0-t ) = 0 
such that if 
Ilif(c ‘%-t#/(e ‘“y)I ,< m,,( 1I.y - J.11 H1 (3.20) 
for some modulus m,,, then 
<p(*)+ (4=I‘),-y-.r) 
. 
2r-: 
+sup 
I ‘> 0i 
m,.,(r)-; +fl(t;) 
1 
(3.21 ) 
for .Y, I’ E H, r ,< t d T. Moreover, in view of Lemma 3. I, (3.20) holds with 
mR,r(r) = m,((C/yr) ) z r , w h ere nzti is a modulus for $ and C is a suitable 
constant. Altogether these considerations imply that for each T > 0 there is 
a modulus nz, such that 
I%(f,-x)--U,(t,y)I 6~~,(ll-~-~~lIB) for r<t<T. (3.22) 
Combining (3.22) and (3.18) above will yield the desired equicontinuity; 
however, we must first observe some properties of the dependence of e ~‘.4n 
on n. 
LEMMA 3.4. Lez (A),(B), and (1.12) hold. Let A,, he giwn hi! (2.19). 
Then for s E H 
lim (-’ rAn.~ = CJ “.Y (3.23) 
,I f., 
un[firmly on [0, T]. 
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Proqf From Lemma 2.3 and the Trotter-Kato theorem, it follows that 
lim e ‘AZ,y = e r.4*uy 
,1 - I 
uniformly on compact t sets. Taking adjoints we learn that 
e 1.4, x-6 IAx 
for t 3 0 and x E H. Now the solution of 
(3.24) 
is 
while the solution of 
is 
s 
Id 
u(x) = e -‘lie ‘A,~l/ dt. 
0 
Indeed, one easily shows that the preceding formula defines a weakly 
continuous viscosity solution of the above equation. From (3.24) we know 
that 
lim inf lie ‘AnP,lXll 3 l(e ‘nXll (3.25) 
II - I 
and from the proof of existence for Theorem 1.2 we know that L’, --) u, so 
,,‘iJy- i’ c e ‘11~ ‘AnP,,A~yll dt = 
0 s 
’ e ‘Ile m’A~ll dt. (3.26) 
0 
Together with Fatou’s lemma, (3.25) and (3.26) imply that 
lie m’An.ull -+ llep’““u(l 
a.e. on [0, CD) and this with (3.24) implies 
e ranx ---t e ‘AX 
a.e. It follows in the standard way that (3.23) holds. 
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We remark that we were unable to prove this lemma by direct functional 
analytic arguments. 
To complete the proof of existence, one sees easily from (3.22) 
Lemma 3.4, and (3.18) that if 
t,, ) .Y,, + s > 0 and .Y ,], .I’,, - - 
then 
/~,,(/,,,.y,i)--l’,l(s,,,~,,)I -0; 
this implies the equicontinuity of the u,, in the weak topology on bounded 
sets of [r, r] x H for t > 0. It follows as in the proof of Theorem 1.3 that 
if u is the limit of (a subsequence) of the u,,, then it is a solution of (E). 
Moreover, (3.19) and Lemma 3.4 imply that the initial value is assumed in 
the sense required. 
Proofqf Tiworcw~ 1.5: C’ompurisow. Let nz be a modulus such that 
lu(t, s) - u(t, )-)I, lt’(t, .u) - c(t, .I)1 
~~~(/l-~-JlI.) for (I, X,J)E [0, T] x Hx H (3.27) 
and 
Assuming that we know that .Y,T are bounded when @ is near its 
supremum, we have either that @ assumes its maximum value over 
[0, T] x H at a point (t, X, JS) with t > 0 or that there is a maximizing 
sequence i (t,,, x,,, J’,, )) such that 
f,, 10 and @(t, -Y, y ) 6 lim @(t,,, .Y,,, .r,, ) (3.28) I,- c 
for all (t, s, 4’). However, in this latter case, in view of (1.28) (3.27) and 
the assumed boundedness of x,,, J,,. 
lim @(r,,, -Y,,, .vII) d sup ~(0, S) - ~(0, .I%) - 
Il.\--.G 
,1- I If x If c : 1 
21 
,< sup (U(0, X) - c(0, x)) 
If 
+ sup 
I/ x H i 
P(O, X) - Ll(0, j’) - IHuy ,i31’;) 
<SUP (40, X) - v(0, x)) + sup 
If 
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and it follows that 
@(t, x, y) <sup (U(0, X) - V(O, X)) + sup 
II 
. 
Now assume that @ assumes its maximum at a point (t, X, J’) with t > 0. 
Working in the usual way then leads to 
and 
Hence if 
c = c;,, = 40 
where y is given by (2.41), then we must have (3.29). In sum, 
6 SUP (~(0, x) - ~(0, x)) + sup m(r) - - . 
If :,,,i 3 
Now we put x = J’ and let i and then c tend to zero to conclude. 
Proof of Theorem IS: E.Gstencr. As in the proof of Theorem 1.4, we 
first approximate A by its Yosida approximation A,. We seek to solve the 
resulting problem for solutions which are uniformly continuous in the weak 
topology on bounded sets uniformly in i. We use a second stage of 
approximation and replace A;. by A ,,,,, = (A ,. ),, and then solve (3.17 ) for a 
solution u jr,,, One checks easily that 
~t.(l,.K)=E(l+t)+C,/l.Y--?.//ge/C’ 
is a supersolution of 
where 
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for suitable large C, and K, and then concludes, in the usual way, that 
there is a common modulus m such that 
We first seek to let tz --+ s and must obtain a modulus of continuity in 
time for this purpose. We argue as in [ 11. Fix .v E H,, and E > 0 and set 
Since ~~,,,!(t, x) is uniformly continuous in the variable x and H,, is finite 
dimensional, g,: is well-defined and continuous in 1. We claim next that 
there is a constant CT,,,. depending on 
R = I/.~11 + IIA j,,,l.~II and t’ (3.32) 
such that 
s:(t) d CR., on (0. 27 (3.22) 
in the viscosity sense. Indeed, if YE C’(0, T) and g,, - Y has a maximum 
at t, we choose J which maximizes ~;,,,,(t, .) - (l/2&) 11 - .x/I i and then we 
have 
Y’(r) < A j..nJtr 
B( J’ - x) 
> i 
+ F t, J’, (3.34) 
c 
However, 
A,..,,Y, 
B( J’ - s) B(y-x) 
E E 
A,..,, (.r - Y). 
B(p.v) B( j’ - x) 
= 
E E 
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with a suitable constant C,. By the choice of ~9 and (3.30), 
which implies that 
r 
/ 
= II--#3 +. as ~40. 
c 
Altogether, (3.34), the relations above, and the estimate (2.9) imply (3.33) 
with 
C,,,=C,r,.+(u(J~+r,)+IlA;.,,-ull (3.35) 
where 
M,L, = SUP F(t, 2, P): llzll d R and (3.36) 
We have left the expression IIA,,,,l.~/l in (3.35) rather than estimating it by 
R as we should have done, but this will be convenient later. Now 
+ SUP U,.,,(f, =)-u;,,,(r,X)- 
i 
Ik.4; 
.-EH* 2E 1 
(3.37) 
Hence we see that we may choose i-: small and then s small so as to guaran- 
tee that (u;.,,(t+s, .u)- ~;,,,(r, x))+ is as small as we please uniformly for 
JJx// and JIA,.,,.uJJ bounded. An estimate of the same form is obtained on 
(~,,,(t + s, X) - ~,,,,(t, x)) in the same way. It follows that we may pass to 
the limit as n + a3 and obtain a solution u;, of the problem (3.17) with A,~ 
in place of A. Clearly 14;. satisfies 
uj.(f~-u)~uj,(r~~~)~m(llx~~ll~) 
(3.38) 
and the above process of estimating the modulus of continuity in time still 
applies. However, when we seek to let 3-10, there are further difficulties. 
The term involving IIA;,.,,.YII in (3.35) remained bounded on bounded .Y 
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sets as n + x, but in the limit it becomes liA;..yll, which does not remain 
bounded when i 10. To deal with this, proceed as follows: Since IIA,..yil < 
llA.vl/ for x E D(A) (this is a property of Yosida approximations), the above 
proof shows that for R>O there is a modulus pR such that 
/cr;(t+.v,s)--u;(t..u)l 
6 PH(S) for XED(A) and ~/XII + llAxl1 <R; (3.39 
we claim that any family of functions satisfying (3.38) and (3.39 
simultaneously is in fact equicontinuous in t uniformly for s in a bounded 
set. To prove this, it suffices to show that if c,(t, x) is any sequence of 
functions enjoying these properties, X, is bounded, 06 t, d t, + a,, and 
6, -+ 0 then 
1’,(f,+h,,x,)-r(t,,x,)+O. 
Indeed, passing to a subsequence if necessary, we may assume that 
5, - .Y and II-Y, - .Y/I B -+ 0. (3.40) 
Then for z E D(A ) we have 
+ IL.,(t,, -I- dt, + d,, :)I 
+ Jt.(t,, =)- tl(t,, x,)1 
d 2M lI,y, - ;I/ B) + P ,:I, + ,I 4r,I (6,). 
Using (3.40) we conclude that 
limsupJr:,(t,+~,,s,)-r,(f,,~~,)/~-f~f~121N(lI.~--~IB)=0, 
,+ L 
whence the result. 
4. EXTENSIONS AND VARIANTS 
We present some auxiliary results which extend the applicability of the 
previous theorems. We begin with some results concerning the domain of 
dependence of solutions of (E); these results have important applications to 
the existence and uniqueness theory as we will see later on. There are many 
possible results of this type and we will give proofs only in the simplest 
(and most important) case-namely, the case in which F is Lipschitz in p. 
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However, all the related results presented in the finite dimensional case in 
[9] have variants in the present framework. We thus assume that 
(4.1) 
for x, p, q E H and t E [0, T] together with the following variant of (1.16): 
l~(t,-GP)-F(t,Y,P)l ~:w.(ll.-.lll(1 + IIPII)) (4.2) 
for all t E [0, T], x, J, PE H, R >O, lI-ull,Il~II d R, and a modulus oR 
depending on R. In the results which follow we will be working under the 
strong B assumption but it will be clear that appropriate analogues with 
the weak B assumption are valid as well. 
For each R>O we set 
A,= {(C .Y)E [o, T] x H:lIxil d R- Lt, O<t< R/L), (4.3 1 
~~,={(~,.Y)E[O,T]XH:I/.//<R-Lt,O<t<R/L}. (4.4) 
THEOREM 4.1 (Domain of Dependence). Let the basic assumptions hold 
together b&h (4.1), (4.2), and (1.12). Let R > 0 and u, v E UC,( [0, T] x BR) 
he, respectively, lveakly sequentially upper- and loM?er-semicontinuous on 
A,r\ {t >0} and be, respectively, a sub- and a supersolution of (E) in the 
interior of A,. Assume that 
lim sup 
110 (r.l/..Y)td,q; 
(wft, x) - ~(0, e “x))’ = 0 (4.5) 
.for, respectively, ~3 = u and MI= L’. Then 
u(t, x) - v(t, x) d sup (u(0, z) - v(0, 2)) in A R. (4.6) 
Z_EBR 
Sketch of Proof: For I. > 0 let u;., v, be defined on A”, by 
Using (4.1) and the definitions, it is straightforward to check that u;, v, are 
still, respectively, sub- and supersolutions of (E) in the interior of AR. 
Then, observing that u,, -L?, + - CC as distance( (t, x), rR ) + 0, where 
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I-/(= {(S,,Y)Ed., l/I'll =R-Ls), 
we can now mimic the proof of 
Theorem 2 and find that on A,( 
u,(t, .K)-u,(f, .K)~ “p (Uj.(O, ~)-c,.(o, ‘)) 
:cBH 
< sup (U(0, z) - u(0, z)). 
:inH 
The conclusion follows upon letting 3. J, 0. 
The Lipschitz condition (4.1) can be relaxed significantly-- done can 
replace (4.1) by 
IF(j> x3 P) - F(j, -y> 411 d 1:( lip - 41/t 1 + II-4 IL (4.7) 
where 1’ is a modulus, and obtain results of a similar nature exactly as in 
[9]. It is straightforward to use such results to obtain existence and 
uniqueness results for (E). We state one such result without proof in the 
strong B case: 
THEOREM 4.2. Let the basic assumptions hold together \z+h (1.12), (4.2), 
and (4.7). 
Comparison: Let u, v E UC,,( [0, T] x BR) j or every R > 0 be weakly sequen- 
tiully continuous on (0, T] x H and he, respectively*, u .suh- und a super- 
solution of(E) on (0, T) x H. Assume that 
lim (~jr. 5) - kv(O, e “.~))i =0 holds unijbrml~~ on hounded sets (4.8 ) 
110 
,for, respectively, 1%’ = u and +t’ = I:. Then the comparison ussertion (1.23) 
holds. 
Es&fence: !f’B is compact and $ E UC(B,) for R > 0, then (E) has a solution 
u E UC,( [0, T] x BR) .for R > 0 which is weak/j’ sequentialI?* continuous on 
[0, T] x H and satisjies (4.8) with M’ = u, ~$0,‘) = $( .). 
We now consider another possible extension of the existence and unique- 
ness results: to simplify the presentation we will only consider the case of 
bounded data and Eq. (S). Furthermore, we will work only with the strong 
B condition. The main idea is that the assumptions we really use in the 
comparison proof of Theorem 1.1 (in the bounded case) are 
F(y, 1B(x- y))-F(x, iB(x- y))<w(//s- ~.Il(l +AlI.- J,/)~)) (4.9) 
for all /1> 0, X, J E H, and some modulus (11, and 
F(.Y, B”‘p) - F(x, B’ ‘p + I.Vp(.r)) < 0,&j.), 
F(x, B”*p - AVp(.r)) - F(s, B’ ‘p) < a,(j,), 
(4.10) 
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for all i 3 0, .Y E ff, llpI/ < R, and some modulus cK and this for all R > 0. 
In fact, the result which follows shows that the existence assertions still 
hold under these weaker (in comparison with (1.16) and (1.18)) assump- 
tions. 
THEOREM 4.3. Let the basic awmptions hold together ivith ( 1.12), 
(1.17), (4.9), und (4.10). 
Compcrrison: Let u, ~$6 BUC(H) n C,(H,) he, respectively>, a .suh- und CI 
supersolution qf (S) in H. Then u < c in H. 
E.uistence: Let B he compuct and assume that F( -, 0) is bounded in H. Then 
there is LI unique .solurion u E BUC( HA) of’ (S). 
Sketch sf‘ Proof: We just have to sketch the existence assertion (see 
Remark 2.1 for a sufficient hint as regards uniqueness). Since F( ., 0) is 
bounded on H, the principal modification of the proof of Theorem 1.2 we 
need to supply concerns obtaining a modulus of continuity in the H, 
topology. To obtain such a modulus (in view of standard techniques) we 
need only to obtain a suitable supersolution $(.u,~)=cp(ll.u- J,)~) of the 
differenced inequation 
on the strip ((.u, J’) E H x H; 11.x - ~*lj f = (B(x - J), x- y) < 1 ) which 
satisfies 
cp(l)>M,,=2supF(.,O). 
H 
If $(x, .I)) = cp( j/x - ~11 B) a formal calculation yields 
w Y) + (&V,$) + (Al’, V,.$> +fqx, V,$) - F(y, -V,.$, 
3 cp(l1.y - ?‘I1 B) + 
v’( 11-x - 1’11 B)
II= .I’IIR 
(1I.y - ?‘I1 * ~ c,, II-T - ?‘II Xl 
provided q’(r) > 0. In the above inequality we used ( 1.12) and (4.9). Since 
w is a modulus, we see that for any 6 > 0, the quantity on the right above 
may be bounded below by an expression of the form 
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for some constant K, 3 0 provided cp’ 3 1 on (0, 11. Therefore we see that 
if C, is sufficiently large and we can find a cp,, E C’((0, 11) which satisfies 
V,,(r) 3 S + C,Cp’(V) r on (@II, cp,(1)3M,,,cp:,3 1, 
then we have the estimate 
on any solution u E BUC( H) n C’,( H,) of (S) which is bounded by 
M,,,‘2. Since we can choose (pii = 6 + Mr;‘tl, where ;‘n = min( l/C,, 1 ), 
A4 = max( Ijyh, M,,), and since 6 > 0 is arbitrary, the desired modulus of 
uniform continuity in the H, topology follows. 
Another useful observation concerns the possibility of replacing the 
assumption (A) when treating (E) by 
3E,3 A + Xl is a linear and densely defined maximal 
monotone operator in H. (4.1 I ) 
Indeed, the simple change of dependent variable given by 17(t, x) = 
u( t, e “.Y) allows us to pass from Eq. (E) for u to the equation 
12, + ((A + il) x, Vii) + F( t, P “x, @Vii) = 0 (4.12) 
and we may apply the previous results to this new equation. 
It is also worth remarking that our methods and arguments allow us to 
treat extensions of (S) and (E) such as 
and 
u+inf sup ((A”“.\-, Vu) + FzP(,~, VU)) =0 in H (4.13) 
I /I 
U, + inf sup ( (A ““,Y. VU ) + F”“( t, .Y, VU) ) = 0 in [0, r] x H, (4.14) 
2 /I 
where c(, /3 are parameters varying in arbitrary given sets .oL/ and %5’ and we 
ask that all the assumptions be satisfied by A”“, F”” uniformly in c( and fl 
(and in the case of (4.14) we might even let A”” depend on t). Extensions 
of this form of (S) and (E) are relevant for the study of problems 
in optimal control and differential games involving partial differential 
equations with controls entering into the coefficients of the operator. 
The uniform satisfaction of (B), (1.12) or (1.12), means that we can 
find a fixed linear positive bounded operator B on H such that (Agii)*B is 
bounded on H and (1.12) or (1.12), holds for A = A”” all with con- 
stants independent of 3, p. Observe that these conditions hold when (A”“) 
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is a family of second-order elliptic operators in a bounded domain (under 
Dirichlet or Neumann boundary conditions ) with uniformly bounded 
coefficients, uniformly Lipschitr continuous coefficients in the principal 
part, and uniform ellipticity constants, provided we take B= il( -A ) ’ with 
i sufficiently large as we explained in Section 1. 
Our final observation concerns the Cauchy problem for (E) when F is 
independent of X. In Part III of this series, we presented some existence 
and uniqueness results based upon the following notion of solution: 
u(t, x) = u(r, t? ‘n.K), (4.15 
where c is continuous on [0, 7’1 x H and solves 
v, t F(t, r ‘“‘Vc) = 0 in (0, 7’1 x H. (4.16) 
We want to explain here that the solutions constructed in Theorem 1.3 and 
1.5 coincide with the solutions obtained in the above way. In both cases, 
the solutidns were built via the ad hoc approximation procedures, namely 
u;+(A,,x,Vd')+F(t,Vu")=O in (0, T] x H,,, ~“(0, x) =$(-KU) in H,, 
(4.17) 
in the strong B case and 
u:‘, + (A/ ,,,,. Y, Vu:, ) + F( t, Vu; ) 
=o in (0, T] x H,,, ~‘~(0, x) = $(x) in H,, (4.18) 
in the weak B case. Obviously, we may now write 
u’l( t, x) = u”( t, e ‘Aga.K), u;( t, s) = c’l( t, e “, I,.K) E [0, T] x H,, (4.19) 
where L”‘, u’j: solve, respectively, 
v:+F(t,e ~ ‘AXVL,fI) = 0 in (0, T] x H,,, ~“(0, x) = $x(.x) in H,, (4.20) 
and 
v’;‘,+F(t,e ‘“:“vq) = 0 in (0, 77 x H,,, v;(O, x) = 1,4(x) in H,,. 
(4.21) 
Under the strong B condition one easily checks that there is a modulus m 
such that 
lv”(t, x) - t’“( f, >,)I < m( /Ix - ).I/ ) for all I E [0, T], x, y E H,, (4.22) 
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while, in the weak B case, we have 
ll$(f, x) - Lgt, y)l 6 m( /Ix - I’ll B) for all t E [0, r], u, J’ E H,,. (4.23 ) 
We argue in either case that there are subsequences of the solutions of the 
approximated problems which converge uniformly on bounded set of 
[0, r] x H (as n + a in the former case and as n -+ z, and then j. + 0 in 
the latter) to the solution c of (4.16). In the weak B case this follows from 
(4.23) and the compactness of B while in the strong B case it follows from 
comparison results and the fact that 
for all (5, R> 0. This last claim may be proved by observing that if 
t, + t >0 and p,,-p, then e InAXP,,p,, -e lA*p, e ‘tfAzp,I -e ‘“‘p and 
therefore 
Ilc ‘nA’:P,,p,I I/‘= (p,,, e ‘J,.4ne ‘rJAfP,,p,,) + (p, 6, “(3 ““p) = 11~ ‘~4*pllz 
and 
lie m’“A*p,,I12 = (p,,, ep’“AW ‘nAdp,l) + (p, e ‘“e 14*p) = lie rA*pllI 
in view of the compactness of B and Lemma 3.1. Hence r ‘P1n,* P,,p,, - 
I,, A * pn + 0 and the claim is proven. The convergence of i:” or c:’ 
zoncludes the proof (4.15). 
APPENDIX 
This appendix is devoted to some technical considerations concerning 
the notions given in Definitions 1.1 and 1.1’. In particular, we will show 
that if u is weakly continuous on bounded sets, then it is a solution of (E) 
in the sense of Definition 1.1 if and only if it is a solution in the sense of 
Definition 1.1’. We will also explain how to replace 0 in Definition 1.1 
(where 0 played a special role because of the way radial functions g entered 
the conditions) by any point x0 E D(A * ). 
We will treat only the case of subsolutions in the discussion which 
follows as the cases of subsolutions and solutions are treated in a com- 
pletely parallel way. 
We begin with some easy but useful remarks. First we observe that in 
Definition 1.1, z can be assumed to be the unique maximum in a 
neighborhood of z. This weak strictness property follows upon replacing rp 
by 
y?(x)=cp(x)+ (B(.Y-z),s-z). 
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where B is any operator satisfying (B). Next we may also assume that g 
satisfies (2.31) in Definition 1.1 by adding (r - l/z//)+’ to g if necessary. 
These observations were used several times in the proofs above. Using 
these facts we now show that we may further assume g to be C” or even 
C” in Definition 1.1 provided that u is weakly sequentially upper-semicon- 
tinuous. Indeed, if I’ > 0 and z is the unique maximum of II- cp - g in a 
closed ball B(z, 6) where g satisfies (1.5) and (2.31), we may approximate 
g by a sequence g,, E C ’ satisfying (1.5) so that g,, converges uniformly to 
g on compact subsets of [0, a) and then find a maximum point z,~ of 
*- cp - g,, over B(r, (5) by the assumed weak upper-semicontinuity. We 
claim that z,, converges to z in H and 
*(r,,) 4 *(,-I, cp(r,, 1 + 47(=), ,=?,I(-,,I + g(=). (A. 1) 
Indeed, z,, + .r weakly for some point J’ E B(z, 1.) and we have 
4~) - d.v) - K(Y) 3 lim SUP 4:,,I - TP(;~~) - R,,(-,,I 
,I-- r 
Since JJ E B(z, r) and ; is a unique maximum we deduce that J‘ = 2. In addi- 
tion, the above chain of inequalities becomes a chain of equalities and we 
deduce (A.1 ). Finally, from the assumed convergence of g,, to g and the 
assumption (2.31) we also conclude that 
and thus the convergence of z,~ to z in H. Arguing in this way one can also 
show that it is enough to consider the case where g’(r) > 0 for r > 0. 
We are now in a position to show that Definition 1.1 is equivalent to an 
apparently stronger translation invariant formulation given below (at least 
when applied to functions which are weakly semicontinuous). 
Let us first write the analogue of Definition 1 .I which uses radial func- 
tions based at an arbitrary point -Ye) E D(A *) rather than at 0. We say that 
u is a subsolution of 
(Ax,Vu)+F(xl u, Du)dO in Q (A.2) 
in the x,-furmutation if whenever u, cp, g satisfy the assumptions of 
Definition 1.1 (for subsolutions) and z is a local maximum of 
u(x) - q(x) - g( 11.~ -x0 I/ ) in Q we have 
+ u:, U(L), Vcp(r) +Vg(: -.x0)) < 0. (A.3) 
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The inequality (A.3) is natural in view of the monotonicity of A *, which 
would imply 
(z, A*Vg(:-.Y”)) =g’(“-“)(_, A*(l-.y,,)) 
/I= - so II 
> -fm--bll) (- A*.u,,) , 
II= - -yo II -’ 
if I were in D(A*). There is a question concerning the meaning of the 
second term in (A.3) in the event that z =,Y~. As we observed above, we 
may assume that g is smooth and then this term could be taken to be 
-g”(O)(.v,,, A*.\-,), which is nonpositive; we will interpret (A.3) in this 
fashion if z =s(,. With this convention. the concept given in Definition 1.1 
is just the O-formulation. 
If u is a subsolution in the .\-,,-formulation for all .vCI E D(A *) we say that 
u is a subsolution in the trunslution-invuriunt fbrmulation. 
PROPOSITION A. 1. [f u is ~~wkl~~ sequentially upper-semicontinuous on Q, 
x0 E D(A*), and u is u subsolution of (A.2) in the .x,,Tfbrmulation, then u is 
cl subsolution in the translation-invariant ,formulution. 
Proof: It will suffice to show that if II is a subsolution in the 
O-formulation, then u is a subsolution in the .u,,-formulation, the converse 
being established in a similar way. Of course, the remarks made at the 
beginning of this appendix are valid in every formulation and we may con- 
sider a maximum point z of u(x) - V(X) ~ g( 11.~ - -vO 11) which is the unique 
maximum in a ball B(:, 6) and where g is smooth and g’(r) > 0 for r > 0. 
If :=so, we set c=g”(O)/2 and use g(r) 6 (c>+ E)r’ for r:>O and small 
r 30 and I~.Y--Y~,~~’ = ~I.Y~~’ - 2(s, .I-,~) + ~/sJ’ to conclude that ,- =.Y(, 
is a maximum of U(Y) - (Il/(.u) + (c+ E)~~.Y!I’) where $(.u) = V(X) - 
(c-t i:) 2(r, x,,); clearly V+(s) =VCP(.Y)-2(c+ c).Y(, and A*V$ is con- 
tinuous. Hence we may apply the zero formulation to deduce that 
(xc,, A *vcp(s(,)) ~ (I(), 2( C’ + z:) A *A-,,) + F(.Y,,, U(.Y,)). Vcp(.Y,,)) < 0: 
we conclude upon letting ~10. 
Let us outline the strategy we will follow for the rest of the proof. To 
deduce the .u,,-formulation from the O-formulation, we assume we have a 
maximum I of u(.Y) - cp(.u) - g( I/x - xc, 11 ) and then estimate g( 11s - x(, (/ ) 
above by an expression of the form g,( I/s/l ) + q,(x) so that z is a maximum 
of u - (cp + cpl) - g, and we may apply the O-formulation to this maximum 
and deduce the .u,-formulation. To this end, if r # .Y(), we proceed by 
observing that the inequality 
g(r) d g(r,) + E.(r’- ri) + C(r’- ri)2 for Y E [0, r,) + S] (A.4) 
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where C, = XC. We then introduce 
g, (r) =g(r(,)+ ir’+ C’,(r’- liz~l’)‘, 
cp,(.y)= ~2E.(.r-_,.u,,)+c,((.u~r,,~u,,))’ 
and deduce from the above inequality that 
,- is a local maximum point of u - (cp + 47, ) - g,( lI.vlI ). (A.5) 
In addition, we compute 
g;(r)=2isr+4C’,r(r’- ll:/1’)>0 for r close to l/z11 
VQ , (.Y) = ~ 2i.u,, + 2C, ( .Y ~ r, .yg ) .Y,, 
and therefore x, is increasing for z close to s and A*Vcp, is continuous. 
These properties combined with (A.5) allow us to use the O-formulation to 
conclude that 
(r, A*Vq(=)) + (z, A*Vq,(=)) 
+F(:, u(~),v~(~)+v~,(~)+vg,(~))~o 
and we conclude since 
Vq, (z) = _ 2 j-x,, = _ g'( 'I' - .'(' Ii ) -yg 
II- - -yo I/ 
Vq,(r)+Vg,(z)= -2j..r,,+2i;=‘i”(~~~-i’;,i’)(;-.1,,) 
‘0 
= Vg( z ~ so). 
We may now explain why, in the case of (E). Definitions 1.1 and I .1’ are 
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equivalent. Let u(t, X) be a weakly upper-semicontinuous subsolution of 
(E) according to Definition 1.1 in the sense that it is a subsolution when 
we replace H by fi = R x H and A by the operator a(?, u) = (0, Ax) on 
o(a) = R x D(A) in the space H. We want to conclude that II is also a sub- 
solution of (E) in the sense of Definition 1.1’. However, if (s, z) is a maxi- 
mum of u(t, X) - ~(t, X) - g( /1.x1/ ), then it is also a maximum of u - cp ~~ ,< 
where g(t, X) = g(( /Ix112 + (t - .Y)~)‘,’ and we may use the (s, 0)-formulation 
in fi to conclude that the desired inequality holds. Thus Definition 1.1 
implies Definition 1.1’. To prove the converse, we just mimic the proof of 
Proposition A.1 and write 
and we conclude upon introducing 
g,(a)=i(i- llz~12)+C,(a2- 11$)2 for 030, 
cP,(t,.Y)=E.(t’-.s’). 
We will conclude this appendix with some further remarks concerning 
Definition 1.1. We showed above that 0 may be replaced by any point so 
in D(A*). It is, of course, tempting to replace 0 by points in D(A) instead. 
More precisely, one might attempt to consider maximum points I of 
14 - cp - g( 11.x - x0 II ) where x0 E D(A) is arbitrary and cp and g satisfy the 
same assumptions as in Definition 1.1 and to impose the condition 
This is clearly a more restrictive notion than the one introduced in 
Definition 1.1, since this definition is the case ,Y,) = 0. Note also that (A.6) 
(formally) relies on the monotonicity of A, i.e., 
(A-u - Ax 0, .y - 2x0 > 3 0 
In fact, inspecting the existence proofs, one can see that the (unique) 
solutions constructed there in fact satisfy these conditions. However, the 
question of whether these two formulations are equivalent in general 
remains open, although it is possible to see that they are under more 
restrictive assumptions: we show that this is the case if A is self-adjoint. 
Let A be self-adjoint and monotone, .x0 E D(A), and I be the unique 
maximum of u - cp - g( 11.~ -Y,, Ij ) over a ball B(z, 6). As above, we may 
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assume that I’ #.Y~~ and g’( /I: -.yg I/ ) > 0. The appropriate function to 
maximize over B(z, 6) now is 
where J, = (I + EA ) ’ and F > 0. By weak sequential upper-semicontinuity, 
a maximum z,. exists and we can prove, by slight changes in the arguments 
given several times before, that z,, converges in H to Z. In particular, for c 
small enough, .Y, is a local maximum of u - cp, - g, , where 
cp , = cp + g( (J, (.Y ~ .Y(, ), .Y ~ .Y() ’ L ), RI = (II-4 - Il.~olI I’?. 
Applying Definition 1.1, we obtain 
(z,:, AVqQ;,)) + n:jrl!,z,, AJ,(r, -x0)) 
g’(r, 1+ e:,:, 4=,,), VW,) + ~ r J!(--, --h)+2(l/=ll,:- /l.u/l,,)‘.f,),<O, 
(A.7) 
where r, = (J,(;, - x,,), Z, - x0) ’ ‘. To conclude, we let E J 0 and use 
2,: + 2, r, -+ 11~ - ,yg 11, and 
(=,, AJ,,(=, -x,,,> 3 f-r,,, AJ,(:,:-,q,)) = (A.Q,, JA=, --M) 
to find the desired inequality in the limit. 
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