Abstract. This paper explores the convergence of nonlinear conjugate gradient methods without restarts, and with practical line searches. The analysis covers two classes of methods that are globally convergent on smooth, nonconvex functions. Some properties of the Fletcher-Reeves method play an important role in the first family, whereas the second family shares an important property with the Polak-Ribire method. Numerical experiments are presented.
of several conjugate gradient methods for nonlinear optimization. We consider only the case where the methods are implemented without regular restarts, and ask under what conditions they are globally convergent for general smooth nonlinear functions. The analysis will allow us to highlight differences among various conjugate gradient methods, and will suggest new implementations.
Our problem is to minimize a function of n variables, ( Here, (.,.) is the scalar product used to compute the gradient and II" denotes its associated norm. The numerical performance of the Fletcher-Reeves [6] method is somewhat erratic: it is sometimes as efficient as the Polak-Ribire and HestenesStiefel methods, but it is often much slower. Powell [18] gives an argument showing that, under some circumstances, the Fletcher-Reeves method with exact line searches will produce very small displacements, and will normally not recover unless a restart along the gradient direction is performed. In spite of these drawbacks, Zoutendijk [27] has shown that the method cannot fail. He proved that the Fletcher-Reeves method with exact line searches is globally convergent on general functions. Al-Baali [1] extended this result to inexact line searches.
The Hestenes-Stiefel and Polak-Ribire methods appear to perform very similarly in practice, and are to be preferred over the Fletcher-Reeves method. Nevertheless, in a remarkably laborious paper, Powell [19] was able to show that the Polak-Ribire method with exact line searches can cycle infinitely without approaching a solution point. The same result applies to the Hestenes-Stiefel method, since the two methods are identical when (gk, dk-1) 0, which holds when line searches are exact. Since the steplength of Powell's example would probably be accepted by any practical line search, it appears unlikely that a satisfactory global convergence result can be found for the Polak-Ribire and Hestenes-Stiefel methods. In contrast, A1-Baali's convergence result for the less efficient Fletcher-Reeves method is very satisfactory. This disconcerting state of affairs motivated the present study.
In this paper we will consider various choices of k and various line search strategies that result, in globally convergent methods. In 2 we describe the approach used in our analysis, and summarize some of the previous work in the area. Section 3 establishes global convergence for the class of methods with Ikl --< R /k and describes a modification of the Polak-Ribire formula. In 4 we consider methods that use only nonnegative values for k, and which are, in some sense, related to the Polak-Ribire method. In particular, we show that a suggestion of Powell [20] to set k max{/R, 0} results in global convergence, even for inexact line searches.
Further remarks on the convergence results are made in 5, and the results of some numerical experiments are presented in 6. We note that this paper does not study the rate of convergence of conjugate gradient methods. For some results on this subject, see Crowder and Wolfe [5] , Cohen [4] , Powell [17] , Baptist and Stoer [2] , and Stoer [22] . 2 . Preliminaries. Some important global convergence results for conjugate gradient methods have been given by Polak and Ribire [16] , Zoutendijk [27] , Powell [19] , and A1-Baali [1] . In this section we will see that the underlying approach used for these analyses is essentially the same, and we will describe it in detail, since it is also the basis for the results presented in this paper. Before doing so, we describe our notation, state the assumptions we make about the objective function, and consider the line search strategy. Notation [25] , [26] . We shall call (2.7) the Zoutendijk condition.
We can now describe the basic ideas used for the convergence analysis. The first results, by Polak and Ribire [16] and Zoutendijk [27] , assume exact line searches.
The term exact line search can be ambiguous. Sometimes, it implies that a onedimensional minimizer is found, but often it simply means that the orthogonality condition (2.8)
is satisfied. Throughout the paper we will indicate in detail the conditions required of the line search. Let us suppose that dk-1 is a descent direction and that the line search satisfies Zoutendijk's condition and condition (2.8) . From The motivation for this strategy arises from Powell's analysis of the PR method.
Powell [19] assumes that the line search always finds the first stationary point, and
shows that there is a twice continuously differentiable function and a starting point such that the sequence of gradients generated by the PR method stays bounded away from zero. Since Powell's example requires that some consecutive search directions become almost contrary, and since this can only be achieved (in the case of exact line searches) when k < 0, Powell [20] suggests modifying the PR method as in (2.19) . In 4 we show that this choice of k does indeed result in global convergence, both for exact and inexact line searches. Moreover, we show that the analysis also applies to a family of methods with k 0 that share a common property with the PR methodwe call this Property (.). Proof. The objective function is taken from the fourth example of Powell [19] . It is twice continuously differentiable. For this function, there is a starting point from which the PR method with a line search providing the first stationary point fails to converge, in the sense that IIgll >-"Y > 0 for all k. Therefore, using (1.5) [18] . Even though this criterion was designed to ensure the convergence of Beale's method, we will apply it to the PR method, and see that it has some of the flavor CONVERGENCE OF CONJUGATE GRADIENT METHODS 29 of the modifications described in this section. Powell [18] [12] , Fletcher [7] , or Mord and Thuente [15] , to reduce I(gk, dk-)l sufficiently and obtain (4.1). This will be discussed in detail in 6.
We now prove a global convergence result for methods that are related to the PR method, but that allow only nonnegative values of/k. The idea of our analysis is simple, but is somewhat concealed in the proofs. We establish the results by contradiction, assuming that the gradients are bounded away from zero: 
Taking norms, [19] . In this example, the sequence {/3R//3} has exactly three accumulation points: (-3, 3) , the PR method with exact line searches gives where the function will be such that (5.1) (x) 0 Vx B(0, 1), and e will be a small positive number. As the line joining xl and 2 does not intersect the closure of B(0, 1), we see that the PR method on this new function f, starting from the same point xl, will give x2 :2 and d2 d2. We now show how to choose the function and the number e > 0 so that f is strongly convex and/R is negative.
We take for a function of the form (15.1) , and has bounded second-order derivatives. Therefore, by choosing e sufficiently small, say 0 < e < e, the Hessian of f will be uniformly positive definite and f will be a C strongly convex function. Now, when the function f is determined in this manner, there is a unique minimum of f from x2 in the direction d.. As
is orthogonal to d2 2, the one-dimensional minimum is still obtained at x3 (0, 0) (but this is no longer the solution point). Therefore,
We see that/R < -a < 0, if 0 < e < e2 := 2/51. By taking e e (0, min(el,e2)),
we obtain the desired result. D This proposition shows that the convergence result given by Polak and Ribire [16] The following are the methods tested; they differ only in the choice of k and, possibly, in the line search. Mor and Thuente has bracketed a one-dimensional minimizer, and if the line search iteration is continued it will give, in the limit, a point Xk with (gk, dk-1} O. By continuity and (4.2) it is clear that the line search will find a point satisfying the sufficient descent condition (4.1) in a finite number of iterations. In the numerical tests we set a3 10 -e in (4.1). This line search can fail to produce a descent direction for P N Our numerical experience with conjugate gradient methods indicates that it is advantageous to perform a reasonably accurate line search. Therefore, in addition to setting if2 to the small number 0.1, we ensured that the line search evaluated the function at least twice. The choice of the initial trial value for the line search is also important. For the first iteration we set it to 1/llglll, and for subsequent iterations we used the formula recommended by Shanno and Phua [21] , which is based on quadratic interpolation.
The tests were performed on a SPARCstation 1, using FORTRAN in double The sign "**" means that the run stopped because the line search procedure described above failed to find a steplength. This occurred when the stopping criterion was very demanding.
It is interesting to note that /R was constrained in most of the iterations of the method PR-FR, but was only rarely modified in the PR + method. Many of the problems were run again for a larger number of variables. The results are given in Table 3 .
In these runs the methods were implemented without restarting. We also performed tests in which the methods were restarted along the steepest descent direction every n iterations. (Since n is large, very few restarts were performed.) The FR method improved substantially, but this method was still the least efficient of the four. The other three methods performed similarly with and without restarts, and we will not present the results here.
In Table 4 we summarize the results of Tables 2 and 3 by giving the relative number of function evaluations required by the four methods. We have normalized the numbers so that PR + corresponds to 1. The symbol > means that FR requires more function evaluations than the number given, since for some runs the method was 
