Abstract-This paper investigates an important problem in stream mining, i.e., classification under streaming emerging new classes or SENC. The SENC problem can be decomposed into three subproblems: detecting emerging new classes, classifying known classes, and updating models to integrate each new class as part of known classes. The common approach is to treat it as a classification problem and solve it using either a supervised learner or a semi-supervised learner. We propose an alternative approach by using unsupervised learning as the basis to solve this problem. The proposed method employs completely-random trees which have been shown to work well in unsupervised learning and supervised learning independently in the literature. The completely-random trees are used as a single common core to solve all three subproblems: unsupervised learning, supervised learning, and model update on data streams. We show that the proposed unsupervised-learning-focused method often achieves significantly better outcomes than existing classification-focused methods.
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INTRODUCTION
T HIS paper investigates an important problem on data streams, i.e., classification under streaming emerging new classes or SENC. In many real-world data mining problems, the environment is open and changes gradually. In the streaming classification problem, new classes may emerge as the environment changes. The predictive accuracy of a previously trained classifier will be severely degraded if it is used to classify instances of a previously unseen class in a data stream. Ideally, we would like instances of a new class to be detected as soon as they emerge in the data stream; and only instances which are likely to belong to known classes are passed to the classifier for prediction.
We assume that true class labels are not available throughout the entire process, except a training set of known classes which is used to train a classifier (and a detector for new classes) at the beginning of the data stream. After the deployment of the classifier (and the detector), any future updates of the models must rely on the unlabelled instances as they appear in the data stream. Note that this assumption does not prevent the proposed method from using true class labels when they are available. It sets the hardest condition in the SENC problem.
An illustrative example is provided in Fig. 1 which shows a news image classifier system making predictions in a data stream. Assume that a classifier about news content is built in early 2015, which starts with two classes (money and airplane); then some new classes (football and phone) emerge in two later periods in the data stream. The system must have the ability to detect those new classes and update itself timely in order to maintain the predictive accuracy.
Conceptually, the SENC problem can be decomposed into three subproblems: detecting emerging new classes, classifying known classes, and updating models to enable classification of instances of the new classes and detection of more emerging new classes. For every test instance in a data stream, the detector acts as a filter to determine whether it is likely to belong to a known class. If yes, the instance is passed on to the classifier to produce a class prediction. Otherwise, the instance is declared a new class and placed in a buffer which stores candidates of previously unseen class. When the candidates have reached the buffer size, they are used to update the model. The process repeats in the data stream after the models are updated.
The overall aim of the task is to maintain high classification accuracy continuously in a data stream. Thus, the challenges in the SENC problem are to detect emerging new classes and classify instances of known classes with high accuracy, and to perform model update efficiently on data streams. In order to maintain the model complexity to a reasonable size, model components related to currently inactive classes must be eliminated from the current model.
We show that all these challenges can be met by using completely-random trees, and the proposed method often achieves better outcomes than existing more complicated methods. The proposed method has the following distinguishing features:
The proposed method employs an unsupervised learning method as the basis to solve the SENC problem, and has a single common core which acts as distinct unsupervised learner and supervised learner. In contrast, most existing methods treat this problem as a classification problem and employ a supervised or semi-supervised approach [1] , [2] to solve it. Compared with previous unsupervised clusteringbased methods [3] , [4] , the proposed method uses the isolation-based anomaly detection method to construct the classifier and the detector. The method explicitly differentiates anomalies of known classes from instances of emerging new classes using an unsupervised learning anomaly detection approach. The model is updated without the initial training set because the proposed method does not need to train new models for every future model updated. Our main contribution is the proposal to shift the focus of treating SENC as a classification problem to one based on unsupervised anomaly detection problem. In other words, the focus is shifted from the second subproblem to the first subproblem which is more critical in solving the entire problem. This shift brings about an integrated approach to solve all three subproblems in SENC.
The rest of this paper is organized as follows: Section 2 describes the intuition of the proposed algorithm. Section 3 reviews the related work. Sections 4 and 5 describe related definitions and the details of the proposed algorithm. We report the experimental results in Section 6. The conclusion is provided in the last section.
THE INTUITION
Detecting Emerging New Classes
The intuition is that anomalies of known classes are at the fringes of the data cloud of known classes, and instances of any emerging new classes are far from the known classes. To detect emerging new classes, we propose to treat instances of any new class as "outlying" anomalies which are significantly different from both instances and anomalies of the known classes.
The anomaly detector for the SENC problem must be able to differentiate between these two types of anomalies. The assumption is that anomalies of the known classes are more "normal" than the "outlying" anomalies. This is a reasonable assumption in this context because only instances of the known classes are available to train the anomaly detector.
An anomaly detector often categorizes the feature space into two types of regions: anomaly and normal. Following the above idea, we propose to further subdivide each anomaly region into two subregions: "outlying" anomaly subregion and anomaly subregion: (1) The instances in anomaly subregion is closer to the region of normal instances than instances from emerging new classes as the anomalies and normal instances are generated from the same distribution. (2) "Outlying" anomaly subregion is further away from the normal region and anomaly subregion. A test instance is regarded as belonging to an emerging new class if it falls in the "outlying" anomaly subregion. Fig. 2 shows the normal and anomaly regions constructed by an anomaly detector. The anomaly region is further partitioned into two subregions. The subregion outside the anomaly subregion is the "outlying" anomaly subregion.
The construction of "outlying" anomaly subregions assumes that anomaly regions can be identified. We show in Section 5.2 that this can be easily achieved using a threshold of the anomaly scores provided by an anomaly detector to categorize all regions into two types: anomaly and normal.
Classification and Efficient Model Update
If we treat the second subproblem, i.e., classification, as having no relation to the first subproblem for detecting emerging new classes, then any classifier can be applied. However, in order to facilitate efficient model update that enables classification of newly detected class and detection of more emerging new classes on the data stream, we suggest an integrated approach which has a single common core for both the detection and classification tasks.
An unsupervised learner iForest [5] , which induces completely-random trees, has enabled us to implement the integrated approach. This is because previous works [6] , [7] have shown that, ensemble of completely-random trees [8, Chap.3.5], as an extreme case of variable-random trees [9] , can be successfully applied as a powerful classifier. We use exactly the same completely-random trees, generated for the purpose of anomaly detection, for classification. This can be easily achieved by simply recording the class labels (provided in the training set) in each leaf. This is the only additional step that needs to be done in the training process to produce an ensemble of completely-random trees that will act as both an unsupervised learner (to detect emerging new classes) and a supervised learner (to classify known classes) on data stream.
As the single core for both tasks is completely-random trees only, they can be updated easily when a sufficient number of instances of emerging new classes have been detected. The single core also facilitates to maintain the model complexity in a reasonable size by using effective model retiring mechanism and growing mechanism in the model update process.
In a nutshell, we introduce a simple and unique method to solve the SENC problem and show that the proposed method can detect emerging new classes and classify known classes with high accuracy, and perform model update efficiently on data stream. Our empirical evaluation shows that it often performs significantly better than existing more complex methods.
RELATED WORK
Class-incremental learning(C-IL) [15] is a branch of incremental learning which strengthens a previously trained classifier to deal with emerging new classes. It has been found to be useful in various applications, e.g., detecting bots [16] , face recognition [17] and video concept detection [18] . As far as we know, there are two directions to address C-IL: (1) Learning with Augmented Class(LAC) [2] is an effort for C-IL on batch setting. The framework of LACU-SVM [2] works as a SVM regularization, which assigns a test instance to either one of the known classes or the emerging new class at that point in time; (2) The problem of classification under Streaming Emerging New Classes (SENC) is a C-IL problem in the data stream context. Some existing methods (e.g., ECSMiner [3] , CLAM [4] and SAND [19] ) for the SENC problem use a clustering approach to detect instances of new classes. Although clustering is an unsupervised method, but it is not a proven method for anomaly detection. As a result, the detection performance is not usually satisfactory. In this paper, the proposed method, that uses the isolation-based anomaly detection method to construct the classifier and detector, is a new effort for this problem; and it is substantially different method from the previous clusteringbased method. In addition, many methods are designed for practical application, e.g., activity recognition [11] and document classification [20] .
The aim of novel class detection is to identify data from classes which are not previously seen by a machine learning system during training [13] , [14] . This is the first subproblem of SENC. An example of this work in Bioinformatics [21] employs an one-class SVM approach to detect novel classes. This approach does not make a distinction between novel class detection and anomaly detection (or outlier detection) [22] , which is the identification of items, events or observations which do not conform to an expected pattern in a data set. Because it is designed in batch mode only, it does not work in the streaming context.
The goal of change point detection is to detect changes in the generating distributions of the time-series. Many works have been conducted to tackle this problem [23] which include parametric methods [24] and non-parametric methods [25] . In an ensemble method, a weighted voting scheme of multiple models [26] is used to detect change point. The models are trained on consecutive windows. This problem is equivalent to the first subproblem in SENC, without addressing the classification and model update issues. Yet, others have focused on classification on data stream [27] , [28] , without addressing the emerging new classes problem.
The stream classification problem in dynamic environment is an important problem of great practical value, and there are several challenges as mentioned in [29] . In this paper, the SENC problem we focus on is a portion of these challenges, and we review the related works with respect to these challenges of SENC problem in Table 1 and will discuss further challenges in Section 7.
Recently Zhou [30] proposed the new concept of learnware, with properties of reusability, evolvability and comprehensibility. The evolvability emphasizes the ability of getting accustomed to environment changes, whereas the solution to SENC problem can be viewed as a preliminary step.
DEFINITIONS
Before introducing the detail of our proposed algorithm, we will give the formal definitions of many important concepts used in this paper. Few or no true labels are available in the entire data stream [10] , [11] , [12] , [13] [40] Store no data permanently from data streams [10] , [3] , [4] , [11] , [12] , [13] , [14] [40], [3] Classification and detection in the data stream [10] , [3] , [4] , [12] [40], [ [10] , [3] , [4] , [11] , [12] , [13] , [14] [40], [3] LACU-SVM: [2] ; SAND: [10] ; ECSMiner: [3] ; CLAM: [4] ; Anynovel: [11] ; MINAS: [12] ; DETECTNOD: [13] ; and OLINDDA: [14] . streaming data S ¼ fðx
. . . ; Mg with M > K. The goal of learning with the SENC problem is to learn an initial model f with D; then f is used as a detector for emerging new class and a classifier for known class. f is updated timely such that it maintains accurate predictions for known and emerging new classes on streaming data S.
The SENC problem can have different variations. The hardest condition is when true class labels are not available throughout the entire process, except that the initial training set of known classes is used to train a classifier (and a detector for new classes) at the beginning of the data stream. A relaxation of this condition produces easier SENC problems. For example, true class labels are available at some intervals in streaming data S. In this paper, we show that the proposed method can deal with the hardest condition in Section 6.2 as well as some easier condition in Section 6.3; and both conditions in a realworld data set in Section 6.4.
Definition 4.2 (Score a test instance).
Model f produces a score for test instance x, which determines x as belonging to either a known class or an emerging new class (i.e., an "outlying" anomaly). Note that multiple new classes may exist in a data stream at a short period of time. The proposed method (as well as existing methods such as ECSMiner and LACU-SVM) deals with them as follows: these new classes are treated as a single new meta-class; and all instances from these classes are identified as the meta-class, after the classifier has been updated.
THE PROPOSED ALGORITHM
In this section, we propose an efficient algorithm to deal with the SENC problem named SENCForest which is composed of SENCTrees, and it assigns each instance in a data stream a class label: Emerging New Class or one of the known classes. Instead of treating it as a classification problem, we formulate it as a detection problem for new classes and solve it using an unsupervised anomaly detector as the basis to build SENCForest which will finally act as both unsupervised learner and supervised learner. We provide an overview of the procedure in Section 5.1. The pertinent details in the procedure are then provided in the following sections.
SENCForest: An Overview
SENCForest has four major steps:
1. Train a Detector for Emerging New Classes. Given the initial training set of known classes D, an unsupervised anomaly detector SENCForest is trained, ignoring the class information, as follows:
2) Determine the path length [5] thresholdt, and achieve anomaly region (A) in each tree. 3) Within each region A, construct ball B which covers all training instances which fall into this region. B is the anomaly subregion of A. Any test instance which fall into B is regarded as anomalies of known classes; those that fall outside B are regarded as instances from emerging new classes. We regard the path length, introduced in iForest [5] , as the score to differentiate known class regions from anomaly regions (Definition 4.3). After training SENCForest, it can be deployed to produce a final score for each test instance through aggregating scores from all trees in SENCForest. The training procedure for iForest will be described in the next section. Fig. 3 illustrates the regions constructed by a SENCTree which has axis-parallel boundaries, and the additional subdivision employs a ball to partition each anomaly region into two subregions. The anomaly subregion outside the ball is the "outlying" anomaly subregion.
Noise instances 1 which appear at the fringes of normal classes are dealt with by the method described above.
2. Using the Known Class Information to Build a Classifier from a Detector. Once the above new class detector is constructed, class distributions based on known class labels are recorded in each K or B region. Each region with class distribution acts as a classifier that outputs the majority class as the classification result for a test instance which fall into the region. The training set is discarded once the training process is completed.
3. Deployment in a Data Stream. SENCForest is now ready to be deployed in a data stream, and it is assumed that no true class labels are available for model update throughout the entire data stream. An instance in the data stream is given a class prediction by SENCForest if it falls into K or B region; otherwise, it is identified as an instance from an emerging new class and placed in a buffer of size s. 1. Note that instances which have large deviations from the norm will enlarge the ball. This affects many existing methods. However, these instances can be easily detected in a preprocessing step using an anomaly detector to filter them before the training a SENCForest.
4.
Model Update. The model update process in SENCForest is simple. It begins when the buffer is full. Using instances from the buffer, the same tree growing process is then applied to each leaf of every existing tree until the stopping criterion is satisfied. The rest of the model update process follows the same steps from 1.12 onwards, as described above. Note that the update largely involves newly grown subtrees, i.e., replacing leaf nodes which have the number of instances more than a set limit after taking new instances from the buffer into consideration. Thus, the whole process can be completed quickly. To maintain model size, mechanisms to retire SENCForest are also employed in the model update process. Section 5.2 describes the pertinent details of training SENCForest as both unsupervised detector and supervised learner. Deploying SENCForest and model update on data stream are provided in Sections 5.3 and 5.4.
SENCForest: Training Process
The training procedure to build an SENCForest with both detection and classification functions is detailed in Algorithms 1 and 2. These are the combined step to build iForest [5] and to produce a classifier from a detector. The trees are then used to determine the path length threshold and to construct "outlying" anomaly subregions. Note that the procedure is the same as in building iForest, except in line 2 of Algorithm 2. As the trees constructed are not exactly iTrees, we name the trees with the new classification capability, SENCTrees.
Algorithm 1. Build SENCForest
Input: D -input data, z -number of trees, c -subsample size. Build an iForest. The anomaly detector iForest [5] is an ensemble of Isolation Tree (iTrees). "Isolation" is a unique concept in anomaly detection, as each iTree is built to isolate every instance from the rest of the instances in the training set. The idea is based on the fact that since anomalies are 'few' and 'different', they are more susceptible to isolation than normal instances. Hence, an anomaly can be isolated using fewer partitions in an iTree than a normal instance.
Algorithm 2. SENCTree
Input: X -input data, MinSize-minimum internal node size Output: SENCTree 1: if jXj < MinSize then 2: return LeafNode{jXj; F ½Á; c; r}, as defined in Section 5.2. 3: else 4: let Q be a list of attributes in X 5: randomly select an attribute q 2 Q 6: randomly select a split point p from max and min values of attribute q in X 7: X L filterðX; q pÞ 8: X R filterðX; q > pÞ 9: return inNode{Left SENCTree(X L ), 10:
Right SENCTree(X R ), 11:
SplittAtt q, 12:
SplittValue p }, 13: end if Liu et al. [5] show that iTrees can be created using a completely random process to achieve the required isolation. Given a random subsample of size c, a partition is produced by randomly selecting an attribute and its cut-point between the minimum and maximum values in the subsample. To produce an iTree, the partitioning process is repeated recursively until every instance in the subsample is isolated. An iForest is an ensemble of z iTrees, each generated using a subsample randomly selected from the given training set.
In the testing process, an instance having a short path length, which is the number of edges it traversed from the root node to a leaf node of an iTree, is more likely to be an anomaly than an instance having long path length. The average path length from all iTrees is used as the anomaly score for each test instance.
For instances of emerging new classes and anomalies of known classes, iForest will produce short path lengths because they all are individually 'few' and 'different' from the known classes. In order words, they are all in the regions with short path length in iTrees. We called this type of region, anomaly region A to differentiate them from normal region K which have long path length.
In order to detect emerging new classes, we first need to determine a path length threshold to differentiate A from K. Then, build a subregion B in each A region which covers all training instances in the region. As these instances are from known classes, they are anomalies of known classes. These two processes are described in the following paragraphs.
Determine the Path Length Threshold. As each region in iTree has its own path length, and anomaly regions A are expected to have shorter path length than that from normal regions K, we employ the following method to determine the path length threshold to separate these two types of regions.
We produce a list L which orders all path lengths representing all regions in an iTree in ascending order. A threshold t in this list yields two sub-lists. Let L l and L r be the left sub-list and the right sub-list respectively. To find the best threshold, we use the following criterion which minimises the difference in standard deviations sðÁÞ
The thresholdt is used to differentiate anomaly regions A from normal regions K, where the former has low path length and the latter has long path length. Using an iTree, Fig. 4 shows an example of cumulative distribution for list L and its SD diff (¼ jsðL r Þ À sðL l Þj) curve. Note that the minimum SD diff point separates into two clear regions: anomaly and normal regions.
Note that (i) because thresholdt is determined automatically, no additional parameter is introduced; and (ii) this process does not require training data.
Construct "Outlying" Anomaly Subregions. Aftert is determined, ball B is constructed using all training instances in every region A of a tree, according to Definitions 4.4 and 4.5.
When B have been built for all A regions in every SENCTree, the SENCForest has the first function as an unsupervised detector and is ready to detect instances of emerging new classes. A test instance which falls into A but outside B is an "outlying" anomaly, i.e., an instance of an emerging new class.
Produce a Classifier from a Detector. To incorporate the second function of being a classifier into SENCForest, all we have to do is to record class distribution F ½j in each K or B region using the training subsample, where F ½j denotes the number of class j instances in a region. Note that this is the only step class labels are required.
Once the above training steps are completed, SENCForest is ready to be deployed to a data stream.
Deployment in Data Stream
Given a test instance x, SENCForest(x) produces a class label y 2 fb 1 ; . . . ; b m ; NewClassg, where m is the number of known classes thus far and NewClass is the label given for an emerging new class. Note that though SENCForest can detect instances of any number of emerging new classes, they are grouped into one new class for the purpose of model update. We will focus on model update on one new class in one period (but multiple new classes could emerge in different periods of a data stream) for the rest of the paper. We discuss the issue of model update for multiple new classes in Section 6.4.
Algorithm 3 describes the testing process during the deployment of SENCForest in a data stream. In line 3 of Algorithm 3, SENCForest(x) outputs the majority class among all classes produced from z trees. A tree outputs NewClass if test instance x falls into an A region but outside the B region; otherwise, it outputs the majority of class from arg max
where F ½j is the class frequency for class j recorded in the region (K or B) into which x falls.
If SENCForest(x) outputs NewClass, x is placed in buffer B which stores the candidates of the previously unseen class (line 5). When the number of candidates has reached the buffer size, the candidates are used to update both the classifier and the detector (line 7).
Algorithm 3. Deploying SENCForest in Data Stream
Input: SENCForest, B -buffer of size s Output: y -class label for each x in a data stream 1: while not end of data stream do 2: for each x do 3: y SENCForest(x) 4: if y ¼ NewClass then 5: B B [ fxg 6: if jBj ! s then 7: Update (SENCForest, B) 8: B NULL 9: m m þ 1 10: end if 11: end if 12: Output y 2 fb 1 ; . . . ; b m ; NewClassg. 13: end for 14: end while Once these updates are completed, the buffer is reset and the new model is ready for the next test instance in the data stream.
Model Update
Growing Mechanism
There are two growing mechanisms: one for growing a subtree in an SENCTree, and the other for the growing multiple SENCForests.
Growing a Subtree in a SENCTree. Updating SENCForest with buffer B is a simple process of updating each leaf node in every tree using c instances, randomly selected from B. This is depicted in Algorithm 4. The update at each node (line 10) involves either a replacement with a newly grown subtree or a simple update of the class frequency to include the new class b mþ1 . If the total number of instances, which fall into a leaf node, exceeds MinSize (see line 1 in Algorithm 2), then a subtree needs to be grown as follows. As the previous training set is not stored, pseudo instances are generated for the leaf node which have the same attribute-values as centre c.
The
0 (i.e., the subset of B 0 which falls into the same leaf node) is used as input to SENCTree (line 10).
An example procedure is depicted in Fig. 5 . In the top left figure, three emerging new class instances (green triangle) fell into node 1 in a SENCTree. The combined set consists of pseudo instances and instances of the emerging new class. A new subTree is built by using the combined set. Finally, in the bottom left figure, node 1 is replaced with this new subTree. Every leaf node goes through the same process.
Note that the update process retains the original tree structure, and all pseudo instances in a leaf node will still be placed into a single leaf node of the newly grown subtree. Thus, the predictions for the known classes are not altered in the update process. Once each tree has completed the model update,t is recalculated as described in Section 5.2.
Growing Multiple SENCForests. When the number of classes in a SENCForest reaches u, its SENCTrees will stop growing for any emerging new class. A new SENCForest is grown instead for the next u emerging new classes.
Prediction Using Multiple SENCForests
In a model with multiple SENCForests, the final prediction is resolved as follows. For a given x, SENCForest i yields prediction y i and probability
Number of SENCTrees predicting y i Total number of SENCTrees :
The final prediction is NewClass only if all SENCForests predict x as belonging to NewClass. Otherwise, the final prediction is the known class which has the highest p i . This procedure is given in Algorithm 5.
Algorithm 5. Final Prediction from E SENCForests
Input: x-an instance in the data stream Output: y { -class label for 
Retiring Mechanism
A mechanism to retire SENCForest is required as the data stream progresses. A SENCForest is retired under the following scenarios: 1) When a SENCForest is not used for predicting known classes for a certain period of time, it is eliminated for any future predictions. In other words, a SENCForest which outputs "NewClass" for a long time will be retired.
2) In the event that the number of SENCForests has reached the preset limit r and no SENCForest can be retired based on (1), then the least used SENCForest in the last period is chosen to retire. The number of known class predictions is recorded for each SENCForest in data stream. The one which has made the minimum number of predictions for known classes is identified to be the least used SENCForest. In the following experiments, u ¼ r to reduce the number of parameters. This user-defined parameter is set based on the memory space available.
Complexity Analysis
In the training stage, the overall time complexity has two components: construct SENCTrees and anomaly subregions, which take Oðzc log cÞ and OðzdcÞ, respectively. To predict a test instance in the evaluating stage, it takes Oðzðlog c þ dÞÞ time to traverse each of the z trees and compute whether the test instance is within the ball in each tree. During update, growing a subtree using a s size buffer takes Oðzs log sÞ and OðzdsÞ time. The total space required includes the buffer with size s and all centres in leaf nodes. Thus, the space complexity is Oðs þ zdcÞ.
EXPERIMENT
This section reports the empirical evaluation we have conducted to assess the performance of SENCForest in comparison with several state-of-the-art methods.
Experimental Setup
Data Stream. To simulate emerging new classes in a data stream, we assume that an initial training set with two known classes is available to train the initial models. When the trained models are deployed at the beginning of a data stream, instances of the two known classes and an emerging new class appear in the first period of the data stream with uniform distribution. It is assumed that the method employed will update its models sometime within the first period. In the second period, instances of the three classes seen in the first period and another emerging new class appear with uniform distribution. Instances appear one at a time, and the deployed method is expected to make a prediction for each instance before processing the next, i.e., each instance is predicted as belonging to either an emerging new class or one of the known classes thus far.
No true class labels for all instances are available throughout the entire data stream. 2 Model update is based on the instances of the emerging new class identified at the time the model update is triggered.
The class composition in the two distinct periods in a data stream are described as follows:
Known classes New class
First period:
In the first period, all instances of the emerging new class identified by a method are placed in a buffer B. When the buffer is full (marked as t 1 ), those instances will all be treated as new known class b 3 in updating the model. While it is possible that the assumption could be wrong for some instances, as long as most of the instances detected belonged to the true new class, then the proposed method will work well. Fig. 6 shows an example data stream using the KDDCUP 99 data set. Note that t 1 differs for different methods as their detection rates for the new class are different, as shown in Figs. 6b and 6c for iForest+SVM and SENCForest. The buffer is reset to be empty when the model of a method has been updated. Note that after the model is updated, the new class in t 0 -t 1 becomes a known class b 3 of the updated model in t 1 -t 2 , as shown in the table above. Similarly, in the second period between t 2 and t 4 , t 3 is the time when the buffer is full and the model of a method is updated for the second time. The new class in t 2 -t 3 becomes a known class b 4 in t 3 -t 4 , after the updated model. Evaluation Measures. To evaluate the predictive accuracy of algorithms in the SENC problem, we introduce EN_Accuracy in a fixed window size. Let N be the total number of instances in a window; A n be the total number of emerging class instances identified correctly; and A o be the total number of known class instances classified correctly, Fig. 6a shows examples of EN_Accuracy results of three methods in a data stream.
To evaluate the accuracy of new class detection, we compute F-measure in t 0 -t 1 and t 2 -t 3 to measure the detection performance in these two durations. This measure produces a combined effect of precision (P) and recall (R) of the detection performance. F-measure = 1 if a detector identifies all instances of emerging new class with no false positives
The cumulative numbers of instances of the true and predicted new class are also plotted in four consecutive durations. In t 1 -t 4 , it shows that both methods make some false positives resulting in more instances predicted as belonging to the new class than it actually has. The F-measures achieved by each detection method in t 0 -t 1 and t 2 -t 3 are shown in Figs. 6b & 6c. In this example, SENCForest performs better than iForest+SVM because it has better F-measure, fewer false positives and higher EN_Accuracy.
In the experiments reported in Section 6.2, the difference in performance between two methods is considered to be significance on paired t-tests at 95 percent significance level.
Contenders. The complete list of the methods used for new class detection, classification and model update methods is shown in Table 2 . As some of these methods can act as a new class detector only, a state-of-the-art classifier, i.e., multi-class SVM [31] , is employed to classify instances of known classes. Note that three types of information, additional to that was provided to SENCForest, are required for other methods. First, ECSMiner assumes that true labels are given at the end of a fixed interval (T l ) in order to update model. Second, LACU-SVM needs to have additional unlabelled data before training at each model update. Third, the initial training set must be stored and incorporated at some models updating. SENCForest is the method which does not require (i) true labels during the entire data stream after the initial training, (ii) to store the initial training set, and (iii) unlabelled training set.
A brief description of each of the methods used in the experiment is given as follows: 1) LOF or Local Outlier Factor [32] is a density-based anomaly detector which employs k-nearest neighbour procedure to estimate density. 2) One-class SVM [33] is a state-of-the-art outlier detector [1] which learns from normal instances only. It computes a binary function to capture regions in input space where the probability density of the data lives, i.e., a function such that most of the data will live in the region where the function is nonzero. 3) One-versus-rest SVM is a scheme for multi-class classification [34] . To adapt it to predict the Table 2 .
emerging new class, the classifier produces a classification prediction only if max k f k ðxÞ > 0; otherwise x is predicted as belonging to the emerging new class. 4) LACU-SVM [2] produces a classifier which predicts one of the known classes or the new class. This method also trains k binary classifiers f k ðÁÞ for each known class. Like One-versus-rest SVM, LACU-SVM makes a prediction for the known class if max k f k ðxÞ > 0; otherwise x is predicted as belonging to the emerging new class. 5) ECSMiner [3] employs the clusters identified by kmeans to detect novel classes: instances which are not within the boundaries of any clusters are treated as novel class candidates and placed in a buffer, then a new measure is defined to decide whether they are emerging new classes. 6) CLAM [4] employs a clustering method to find representative instances for each class; and use these representative instances in a condensed nearest neighbour classifier. Instances which have distances farther than a set threshold from any of the known classes are regarded as candidates of an unseen class. Each of these instances is confirmed to be a new class if it belongs to a cluster satisfying some criterion. CLAM uses the same measure to identify new class as used in ECSMiner. 7) iForest [5] is an unsupervised anomaly detector which builds a model to isolate each training instance from the rest of the training set. In the experiments, all methods were executed in the MATLAB environment. The following implementations are used: SVM in the LIBSVM package [31] ; LACU-SVM and iForest were the codes as released by the corresponding authors; and LOF is in the outlier detection toolbox. 3 The ECSMiner and CLAM use the K-means clustering 4 as the basic classifier. For SENCForest 5 and iForest, the maximum depth of each tree is set to 300 to limit the size of the trees. All other parameter settings used for these algorithms are provided in Table 5 in Appendix.
Data Sets. Five data sets are used to assess the performance of all methods, including Synthetic, KDDCup 99, 6 Forest Cover, 7 MHAR [35] and MNIST. 8 For Forest Cover data set, we use 10 attributes, and all binary attributes are removed because the isolation mechanism relies on random splits on numeric attributes. A brief description of the Synthetic is provided in Appendix. A summary of the data characteristics is provided in Table 3 . In section 6.2, we use the four largest classes in KDDCup 99 data set as testing data such as normal, neptune, smurf and back. In section 6.3, we conduct experiment in a long data stream by using the 10 percent version of KDDCup 99.
Simulation. In the following experiments, each data set is used to simulate a data stream over ten trials. In each trial, the initial training set has two classes, and the emerging new class in each period is a class different from the known classes. These classes are randomly selected from the available classes. The instances in the initial training set and the data sequence in the data stream are randomly selected from the given data set, but following uniform class distribution. For all real-world data sets, the data size of the initial training set D is 500 per class; the buffer size jBj ¼ 250 9 ; and the total number of instances which has appeared in the data stream at the end of the first period at t 2 is 1,000; and the second period (t 2 -t 4 ) has a total of 1,500 instances. As we can afford to generate more data in the synthetic data set, D, B, and the data size at each period are double to examine the effect of larger data sizes. The average result of ten trials is reported.
Four experiments are conducted in the following four sections. Section 6.2 describes the empirical evaluation under the condition that no true labels are available after the initial trained model is deployed in the data stream. Section 6.3 reports results in long stream scenarios. Section 6.4 presents the results of SENCForest on a realworld long stream. Section 6.5 examines the sensitivity of two parameters of SENCForest. . This is a trade-off parameter, the larger size means algorithm needs more memory. In practice, we can use the value which is greater than the subsample size c to guide the setup of this parameter.
SENCForest on Data Streams without True Labels
The results for the five data sets are shown in Fig. 7 . In terms of new class detection, SENCForest produced the highest F-measure in all data sets. Recall that SENCForest+SVM uses SENCForest only for new class detection; thus both SENCForest and SENCForest+SVM have the same F-measure performance. The closest contenders are LACU-SVM and 1R-SVM, each had the second or third highest F-measure in three data sets. SENCForest was significantly better than all contenders, except in MNIST (wrt LACU-SVM) and Forest Cover (wrt ECSMiner). An analysis is provided below:
LOF and one-class SVM: the poor detection performance of these two methods wrt to iForest is likely to be due to the parameter search range, i.e., a search for a wider range of values may improve their performance. However, such search is a computationally expensive process, and this makes them unsuitable for data stream applications. iForest performed worse than SENCForest in all data sets, and the differences were significant in four data sets. This shows that an unsupervised anomaly detector can be successfully used in the SENC problem if anomaly regions are reshaped (as described in Sections 5.2) to detect emerging new classes. While One-versus-rest SVM performed reasonably well in classification, it is not a good choice for the detection of emerging new classes, in comparison with SENCForest. LACU-SVM is the only method which requires additional unlabelled instances in training the initial model and in every model update. While obtaining unlabelled instances may not be a problem in real applications, it is important to note that its detection performance is highly depended on the existence of a new class in the set of unlabelled instances. Insufficient instances of the new class will severely limit LACU-SVM's ability to detect the new class. In the experiment, LACU-SVM was provided a set of unlabelled instances in t 0 , t 1 and t 3 , in addition to those instances in the initial training set and the buffer, in order to update its model. This additional data set was not available to all other methods. Despite this additional training information, LACU-SVM still performed worse than SENCForest in four data sets in terms of F-measure. ECSMiner is the algorithm which was provided with true labels in order to train a new classifier in each fixed interval, which occurs more often than at each model update, over the entire data stream. Despite this advantage, it still performed worse than SENCForest in four out of five data sets(except Forest Cover in F-measure) in both measures. CLAM performs worse than SENCForest because the poor detection performance and the less-than-ideal classifier used. It has poor performance detection performance of new classes due to the clustering method used as basic detector. Fig. 7 . Average result over 10 trials. In each trial, the following is computed: Average F-measure in t 0 -t 1 and t 2 -t 3 ; and average accuracy over the entire duration from t 0 to t 4 . Two standard errors over 10 trials are shown as the error bar. Note that SENCForest and SENCForest +SVM are using the same detector to detect emerging new class; thus, they have the equivalent F-measure result.
SENCForest is the best choice detector and a competitive classifier in the SENC problem. While it is possible that a more sophisticated classifier may yield a higher accuracy in classifying known classes, it often comes at a high computational cost in an extensive parameter search. While using SVM, in addition to SENCForest, could potentially produce a better accuracy than that from SENCForest alone, this comes with a computational cost which is usually too expensive in the data streams context. Note that to achieve the performance of SENCForest+SVM presented in Fig. 7 , it needs to store all instances thus far, which is impossible on data streams. In contrast, SENCForest achieves comparable result as SENCForest+SVM without the need to store any data.
SENCForest on Long Data Streams
The aims of this section are to examine the ability of SENCForest to (i) maintain good performance using limited memory in long data streams; and (ii) make use of true class labels when they are available. We conducted two simulations of long data streams using the MNIST and KDDCup 99 data sets.
MNIST. This stream has twelve emerging new classes. 10 The initial training data set has two classes, and every subsequent period has 1,000 instances from one emerging new class and two known classes. The maximum number of classes which can be handled by each SENCForest is set to 3.
Other settings are the same as used in the last section. In addition, true class labels are assumed to be available in Q percentage of instances in the buffer before a model update. SENCForest with Q ¼ 0, 50 and 100 percent are compared with LACU-SVM in the experiment. Recall that, as in the previous experiment, LACU-SVM is given 100 percent true labels at each model update and an additional set of unlabelled instances; and ECSMiner is also provided with 100 percent true labels at each model update. The result in Fig. 8a shows that SENCForest with Q ¼ 0% maintains good predictive accuracy over the long stream. SENCForest is able to make use of true class labels to improve its performance along the stream. The extent of the improvement increases as Q increases. In contrast, the predictive accuracy of ECSMiner and LACU-SVM continued to decrease as the stream progressed.
The number of SENCForests is maintained at a preset memory limit through retiring not-in-use SENCForests. Note that the model size is constrained within the preset limit of three SENCForests which allows the proposed method to deal with infinite data streams. In contrast, LACU-SVM continues to demand larger and larger memory size to accommodate larger training set size as the stream progresses. Table 4 shows additional information about SENCForests (Q=0%) at the start of each time period. The first three rows provide the overall information; and the last three lines show the detailed information of the only evolving SENCForest at each time period, e.g., periods 2, 3 & 4 for SENCForest B , periods 5, 6 & 7 for SENCForest C and so on. Note that the number of leaves in anomaly regions may decrease as SENCForest grows. This happens when instances of new classes fall into a few leaves only.
KDDCup 99. Fig. 8b shows the result of a long data stream on the KDDCup 99 dataset. We simulated a long data stream by using the 10 percent version of this dataset which consists of the 12 largest classes. The initial training data set has two classes, and a new class emerges after an extended period of known classes until all 12 classes are exhausted.
As can be seen in Fig. 8b for the KDDCup 99 dataset, SENCForest is superior to all other methods, as in the case on the MNIST dataset.
SENCForests on a Real-World Data Stream
NYTimes.com is an unparalleled source of news and information. News categorization for a news stream is an important issue, where a new topic of news may arise due to a newly occurred event. We crawled the news data over a period of time using the New York Times API.
11 Fig. 10a shows a summary of this stream information; and there are 10k news items categorised into six classes, i.e., "Oscar", "NBA","Business" etc. Each item is preprocessed using the 10. Classes are reused in the simulation when they are no more in use in the current period. Because this simulation needs a number of classes, that is why only the MNIST and KDDCup99 datasets, out of the five datasets, can be used in the long stream simulation. And, this simulation is like "recurring classes" [4] .
11. http://developer.nytimes.com/ "word2vec" technique 12 to produce a 300-dimension feature vector. We use the most common four classes, i.e., "Presidential election", "Oscar", "NBA" and "Business day", as the initial known classes to train the initial model. The class "Samsung mobile"and "Terrorist attack" are regarded as new classes which may occur in the data stream. This is a long stream with emerging multiple classes. Although SENCForest is designed to deal with one emerging new class in each period, it can still perform well by treating these emerging classes as a single new class. The experiment is conducted under two separate conditions: model update without true labels, and the easier condition that true class labels are available during model update. Note that we treat all new emerging classes as a single new class on the whole stream on the hardest condition. Figs. 10b and 10c) show the results. This shows that a detector is necessary in the SENC problem. ECSMiner is the algorithm which requires to have true labels in order to train a new classifier. Despite this advantage, it still performed worse than SENCForest because of poor classification performance. SENCForest performs better than all three methods under both the hardest condition and the easier condition.
If the aim is to identify each class in the buffer (under the hardest condition), the clustering algorithms [12] , [36] can be used to achieve this aim before proceeding to do the model update in SENCForest.
Parameter Analysis
In this section, we study the influences of two major parameters, i.e., the number of SENCTrees z and subsample size c. We use the same initial conditions as mentioned before, and evaluate SENCForests on the MNIST data set with different settings of one parameter while the other parameter is fixed. Fig. 11a shows that the performance of SENCForests is stable when we set z greater than 50; In Fig. 11b , we observe that the EN_Accuracy of SENCForests converges quickly at a small c. Similar results are also observed on the other data sets.
DISCUSSION
In addition to the SENC problem (i.e., new concept detection and classification of known classes), the broader stream classification problem in real-world applications includes detection of concept drift, issues with outdated data, adaptation to the current state [29] , and recurring contexts [4] . These issues will be considered for future work.
For example, to efficiently handle concept drift of known classes, similar to previous work [10] , a change detection mechanism must be included. In our framework, due to concept drift, some instances of known classes will be misidentified as new classes and placed in the buffer. When the ground truths of known classes are available (as assumed in Section 4), we can then transfer instances of the known classes to the second buffer. Then, existing concept drift solutions [12] , [13] can be adopted to detect concept drift for each known class in the second buffer. If the concept drift is detected, the existing SENCTrees will be updated by using instances in the second buffer.
CONCLUSIONS AND FUTURE WORK
This paper decomposes the SENC problem into three subproblems and posits that the ability to tackle the first subproblem of detecting emerging new classes is crucial for the Note that only the latest SENCForest at any time period is evolving or growing; and all earlier built SENCForests (if any) have stopped growing. The subscript indicates the latest SENCForest shown in Fig. 9 . W indicates anomaly regions. Fig. 10 . New York Times news stream. One news item belongs to one class. The buffer size is set to 300. 12. https://radimrehurek.com/gensim/index.html whole problem. We show that the unsupervised-anomalydetection-focused approach, coupled with an integrated method using completely-random trees, provides a solution for the entire SENC problem. The strength of SENCForest is its ability to detect new class with high accuracy. The use of an unsupervised anomaly detector, incorporated with the new ability to differentiate between anomalies of known classes and instances of new classes, underlines the source of the strength. Our empirical evaluation shows that SENCForest outperforms eight existing methods, despite the fact that it was not given the true class labels in the entire data stream; and other methods were given the true class labels at each model update. In addition, it works effectively in long streams under the limited memory environment.
In the future, we plan to improve the proposed method to deal with concept drift and to differentiate two or more emerging new classes (if they exist) before model updates.
APPENDIX
Parameter Settings. The parameter settings of all algorithms used in the experiments are provided in Table 5 . A 10-fold cross-validation on the training set is used in the parameter search to determine the final settings for all SVM algorithms. The parameter search for LOF is as described in [2] . ECSMiner and CLAM employ K-means and K is set to 5 in the experiment. Other parameters are chosen default values used in each literature.
Synthetic Data. We simulate a data stream using a two dimensional synthetic data set as shown in Fig. 12 . It contains 20,000 instances and has four overlapping Gaussian distribution. The first two initial known classes are marked with purple. In the first period, instances of class blue emerge as the first new class. In the second period, instances of class red emerge as the second new class. 
