We extend the classical one-dimensional Bayes binary classifier to create a classification rule that has a region of neutrality, to account for cases where the implied weight of evidence is too weak for a confident classification. The new classifier is illustrated using a microorganism community profiling application. In this application, ribosomal ribonucleic acid (rRNA) genes are hybridized with a series of oligonucleotide probes to determine if specific sequences of nucleotides are present. The outcome of the probe experiments provides a DNA fingerprint for the gene, which is subsequently used to predict the identity of the microorganism. The available measurement for determining presence or absence of a particular nucleotide sequence is a measured intensity level.
Introduction
It is estimated that there are 160 different taxa of bacteria and other prokaryotes (single-celled organisms without a nucleus) in every milliliter of ocean water, while in a gram of soil there could be in the range of 6,400 -38,000 different taxa [Curtis et al., (2002) ]. The majority of microorganisms present in nature cannot be cultured for study under standard laboratory conditions [Amann et al., (1995) ]. It is possible, however, to study these microorganisms via analysis of the molecules they produce. Ribosomal ribonucleic acid (rRNA) genes, which are found in the deoxyribonucleic acid (DNA) of every microorganism, are the most commonly used molecule for such studies. Comparative nucleotide sequence analysis of these genes have been used to provide an evolutionary basis for prokaryotic taxonomy [Woese and Fox (1995) ], rRNA genes can be obtained from DNA extracted from environmental samples, and so an approach for identifying the microorganisms present in environmental samples is to identify particular rRNA gene sequences obtained from those samples. Although several rapid and cost-effective molecular methods for the analysis of rRNA genes in environmental samples exist [see, for example, Borneman and Triplett (1997) , Liu et al. (1997) , Muyzer et al. (1993) and Schwieger and Tebbe (1998) ], these methods typically generate only superficial descriptions of microbial community composition.. Thorough descriptions of microbial communities based on rRNA gene profiles require a method that can identify thousands of genes simultaneously. One method for looking at many rRNA gene sequences at once in a cost-effective way is known as Oligonucleotide Fingerprinting of rRNA Genes, or OFRG [Valinsky et al. (2002a [Valinsky et al. ( , 2002b [Valinsky et al. ( , 2004 ].
An OFRG experiment consists of PCR (polymerase chain reaction) amplifying rRNA genes from environmental DNA, separating this mixture of rRNA genes into individuals by the gene cloning process, arraying the gene inserts from the clones in a grid pattern on a nylon membrane (or macroarray) and subsequently hybridizing the arrayed genes with a series of oligonucleotide probes. Each probe consists of a particular sequence of ten nucleotides (A, C, G, T). A probe will usually bind to an rRNA gene sequence when a complimentary nucleotide sequence is present, and usually will not bind otherwise. Each probe is labeled with a radioisotope, and probe binding can be measured by the amount of radioactivity associated with each position in the macroarray.
The amount of radioactivity across the macroarray is translated into an image, where more radioactivity becomes a darker area of the image. When the visual image is quantified using image analysis software, darker areas will have larger intensity values, and so large intensity levels give stronger evidence of probe binding. In typical applications, 30-40 different probes are used, each of which gives some information on the presence or absence of a particular 10-nucleotide long sequence in each rRNA gene. The result of all the probe hybridization trials is a fingerprint, which consists of a sequence of 0/1 indicators corresponding to the absence or presence of these specific 10-nucleotide long sequences.
The rRNA gene sequences from similar organisms will have similar fingerprints, while different organisms will tend to have different fingerprints. By determining which macroarray positions have fingerprints that are similar to each other (e.g., through the use of an unsupervised clustering algorithm) we can identify positions containing genes that are likely to be from the same or very similar microorganisms. We can then choose one of these positions, obtain the full sequence the rRNA gene in the clone associated with it, and match the gene with genes of known organisms in public databases. In this way we can get useful information about a large number of rRNA genes from a sample without having to resort to obtaining the nucleotide sequence of each gene, an option that is still too costly for most laboratories to consider for large numbers of genes.
The aspect of OFRG that we focus on in this paper is the rule used to determine whether or not a probe successfully bound to the rRNA genes present in the macroarray. To assist in this decision, it is typical to calibrate the probes by analyzing a set of control clones, where the full nucleotide sequence, and therefore the binding result for each probe, is already known for the gene sequence in each clone. The analysis of the control clones consists of hybridizing them to each probe to generate a set of intensity values as depicted in Table 1 The ij Y observations in Table 1 can be used to build reference distributions for each probe of the measured intensity levels, given that binding occurs and given that it does not. The conditional distributions are obtained by separating the measured intensity levels for each probe into two groups, corresponding to the known a-priori binding status (0 or 1) of the control clones. Once the conditional distributions for a given probe are obtained, the binding status of an experimental clone with respect to that probe can be predicted by comparing its measured intensity to each of the conditional distributions associated with that probe. Based on such a comparison, a statistical prediction can be made about whether or not the probe bound to the clone. Proceeding this way for all K probes, a predicted OFRG fingerprint is obtained for the unknown rRNA gene sequence.
In the experiment reported in Bent et al. (2005) , there are 9,600 clones, of which there are binding is expected, respectively. Intensity measurements can occasionally be negative when the radioactivity in the clone sample is especially weak and background shade of the nylon membrane is darker than the spotted sample itself. It is customary to remove negative values from the analysis so that transformations such as log can be used when analyzing the data [see, for example, Edwards (2003) ]. As a consequence, the number of intensity measurements is not the same for all probes.
It is not uncommon to have a large number of control clones in an OFRG experiment, and in what follows we assume that both j n and j m are sufficiently large to adequately characterize the distribution of intensity levels for both populations. In the present mode of operation, the OFRG fingerprint prediction for an experimental clone proceeds by considering separately each probe and referencing the measured intensity levels to the two sets of data , and makes no definitive declaration
In what follows, we refer to this rule as the min-max rule. The rationale for use of N is that there is too much 'noise' in the observation to get a clear indication of whether binding occurred or not, and rather than forcing a hard determination of 0 or 1 and risking a misclassification that could confuse the clustering algorithm, the result from the probe experiment will just be ignored.
Using the min-max rule for all probes
, results in a predicted fingerprint for an unknown rRNA gene sequence which can be satisfactorily utilized by the clustering algorithm . As the amount of overlap increases, the min-max rule becomes more likely to classify a clone as N. When a predicted OFRG fingerprint contains a lot of Ns, the subsequent clustering algorithm loses sensitivity and accuracy. Practioners of the min-max rule typically screen the intensity data from the analyses of the control microorganisms for outliers in an attempt to reduce the overlap problem.
However, the identification of outlier points is largely subjective, and their removal in a data analysis procedure can be questionable.
In this paper, we develop an improved classification rule for use with OFRG experiments that has a rigorous interpretation and removes the subjectivity associated with the min-max rule. Our proposed rule has the same form as the min-max rule, in that it makes 0, 1 and N predictions based on the observed intensity level. However, the region corresponding to N predictions is derived through a more formal approach where the relative cost of misclassifying the binding status is traded off against the cost of making an N classification. The cost structure of the new classification is a natural mechanism to control for the frequency of N classifications.
The rest of this paper is organized as follows. In Section 2 we review the formulation of a standard Bayesian classification rule for deciding which of two specified distributions an observation is most likely to have come from. Bayes rules always make a classification, and thus would not ever classify an observation as N. Section 3 modifies the Bayes rule in a very natural way to allow observations to be "too close to call" and thereby classify them as N. A cost function and the minimum cost modified Bayes rule is derived in Section 4. In Section 5, the modified Bayes rule is detailed for the special case of normal distributions. In Section 6, we return the OFRG application and develop the modified Bayes rule for use on the Bent et al.
(2005) data set. We also present a comparative analysis that demonstrates the improvement afforded by the modified Bayes rule over the min-max rule.
Bayes Classification Rule
Suppose it is known that an object belongs to one of two classes, say 0 C = or 1 C = , and that an 
can be estimated by the proportion of objects in a random sample that belong to 0 C = . In some cases, but not always, the training sample can be regarded as a random sample. In cases where a random sample is not available, values for 0 p and 1 p can be derived through the specification of subjective prior information (i.e., a Bayesian formulation). In cases where no subjective prior information is available, 0 1 0.5 p p = = can be used (i.e., a uniform prior).
Classification rules are mappings from Y to the set {0,1}. That is, a classification rule is a function d whose input is Y and whose output is 0 or 1. The outputted value for an object is a prediction for which class C that the object belongs too. The quality of a classification rule can be measured by the probability that it gives a correct prediction. In particular,
= is defined as the risk associated with the classification rule d . It is well known [see, for example, Press (1989) ] that the classification rule that has the smallest risk is Bayes rule that is defined as follows
Note that the decision to classify as 1 when equality holds is arbitrary, but also inconsequential as the probability of equality is zero since Y is assumed to be continuous. Equivalently, ( ) 
Modified Bayes Rule
Bayes rule have a probabilistic interpretation that points us toward a natural way to modify the rule for cases where the information in Y about which class the object belongs too is ambiguous.
In particular, a straightforward application of Bayes rule shows that the posterior probability of the event 1 C = is given by
The representation in (2) suggests that when the posterior probability of the event 1 C = is close to 0.5 (on either side), then there is relatively weak evidence in Y to distinguish between 0 C = and 1 C = . An intuitively appealing modifed Bayes Rule is the rule of the form
The idea with (4) by Y is required by the user before they feel comfortable about making a classification decision.
In the following section, we offer further guidance in selecting 0 L and 1 L by relating their values to the Type-1 and Type-2 misclassification rates of
Minimum Cost Modified Bayes Rule
Because modified Bayes rules have three possible values (0, 1 and N), there are four types of error. Table 2 Table 2 . Costs of Misclassifications Denote the classification regions of (5) as
Letting C and Ĉ denote the true and predicted class membership for an object, the probability of each type of error can be found as
The conditional expected costs of misclassifications are
each depending on 0 L and 1 L through the regions
We can then seek the value is appropriate, and an applicationspecific approach will be needed to determine a suitable value. In Section 6, we describe the approach we employed for the OFRG fingerprinting application described in Section 1.
The uniqueness of the minimum cost modified Bayes result has not yet been proved, but our application (Section 6) does provide some insight on the issue. In particular, we found that when there were two values
That is, the form of the modified Bayes rule is the same for any two
( , ) L L that have the same expected cost, a condition that is sufficient for the minimum expected cost modified Bayes rule to be unique. More generally, the issue of uniqueness is a topic of on-going work, but certainly in all applications the uniqueness of the rule can be easily checked empirically.
Modified Bayes Rule with Normal Distributions
In this section, we develop explicit forms of the modified Bayes rule 
To ease notation, we will at times write i r rather than ( )
In applications, the training data sets would be used to estimate the parameters 0 µ , 1 µ and 2 σ . Figure 1 is a partition of the values for Y according to the rule specified by (9). 
The expressions in (11) characterize the four types of conditional misclassification rates of the modified Bayes rule. Inserting (11) into (8) 
That is,
, and we find optimal values of 0 L and 1 L by minimizing Table 3 . Hence, depending on the value of ρ , 0 1 ( , ) f L L can simply be evaluated at the points shown in Table 3 to identify where the minimum occurs. Letting
denote the location of the minimum, the minimum expected cost modified Bayes rule is then 
The rule (13) can be written explicitly as a function of y, though the form varies as a function of the partition set that the point 0 1 ( , ) L L falls into. Figure 2 shows a partition of the region
S , eight line segments (a) thru (h), and five points 0 P thru 4 P . Table 4 shows the different forms that the rule
each partition set. We note that in the particular case of 1 S , it can be shown that Form of Rule   3  2  1  3 , , , , , ,
Partition Set
0 if or with Figure 1 , some insight is gained on the effect of unequal variances. Tables 5a and 5b give the required expressions. For a given cost ratio ρ , a numerical algorithm for finding the optimal modified Bayes rule is as follows. Figure 2 , including the boundaries. 
Define a fine grid over the region shown in
, , , , , , > . An important difference, however, is that the necessary and sufficient condition for the roots to be real is
which is the reverse of (16). Again referring to Figure 2 , the form of the modified Bayes rule depends on which partition set 0 1 ( , ) L L fall into. Table 6 shows the different forms of the rule for each partition set. We note that in the particular case of 3 S , it can be shown that 
Partition Set Form of Rule
2 P 0 1 ( ; , ) 0 B d y L L ≡ 0 5 1 1 , , , , , , P f P P a S g 0 1 ( ; , ) 1 B d y L L ≡ 4 3 , , P d P 0 1 ( ; , ) B d y L L N ≡ b (0) (1) 0 1 0 if ( ; , ) 1 if otherwise B R y R d y L L ≤ ≤ ⎧ ≡ ⎨ ⎩ c * * (0) (1) 0 1 0 if ( ; , ) N if otherwise B R y R d y L L ≤ ≤ ⎧ ≡ ⎨ ⎩ 2 , , e S h (0) (1) 0 1 1 if or ( ; , ) N if otherwise B y R y R d y L L ≤ ≥ ⎧ ≡ ⎨ ⎩ 3 S * * (0) (1) * * 0 1 (0) (0) (1) (1) (0) (1) 0 if ( ; , ) N if or 1 if or B R y R d y L L R y R R y R y R y R ≤ ≤ ⎧ ⎪ ≡ < < < < ⎨ ⎪ ≤ ≥ ⎩R (0) R (1) R * (1) R 1 = Cˆ1 = Ĉ 0 = CĈ N = C N = * (0) R (0) R (1) R * (1) R 1 = Cˆ1 = Ĉ 0 = CĈ N = C N =
Minimum Expected Cost Modified Bayes Rule
The procedure for finding the optimal modified Bayes rule is similar to what is described in Section 5.2.2 for the case 2 2 0 1 σ σ > . For a given cost ratio ρ , the numerical algorithm described in steps (1)- (4) for finding the minimum expected cost modified Bayes rule * ( ; ) B d y ρ can be followed, substituting Tables 7a -7b for Tables 5a -5b in step (2c) and substituting Table 6 for Table 4 in step (4). 
Partition Set
( 1| 0) Pr C C = = ( 0| 1) Pr C C = = 2 P 0 1 0 5 1 1 , , , , , , P f P P a S g 1 0 4 3 , , P d P 0 0 b ( 0 ) 0 ( 1 ) 0 0 0 1 R R µ µ σ σ − − ⎛ ⎞ ⎛ ⎞ Φ + −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ ( 1 ) 1 ( 0 ) 1 1 1 R R µ µ σ σ − − ⎛ ⎞ ⎛ ⎞ Φ −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ c 0 * * ( 1 ) 1 ( 0 ) 1 1 1 R R µ µ σ σ ⎛ ⎞ ⎛ ⎞ − − Φ −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ 2 , , e S h ( 0 ) 0 ( 1 ) 0 0 0 1 R R µ µ σ σ − − ⎛ ⎞ ⎛ ⎞ Φ + −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ 0 3 S ( 0 ) 0 ( 1 ) 0 0 0 1 R R µ µ σ σ − − ⎛ ⎞ ⎛ ⎞ Φ + −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ * * ( 1 ) 1 ( 0 ) 1 1 1 R R µ µ σ σ ⎛ ⎞ ⎛ ⎞ − − Φ −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠σ σ > Partition Set ( N| 0) Pr C C = = ( N| 1) Pr C C = = 2 P 0 0 0 5 1 1 , , , , , , P f P P a S g 0 0 4 3 , , P d P 1 1 b 0 0 c * * ( 0 ) 0 ( 1 ) 0 0 0 1 R R µ µ σ σ ⎛ ⎞ ⎛ ⎞ − − Φ + −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ * * ( 0 ) 1 ( 1 ) 1 1 1 1 R R µ µ σ σ ⎛ ⎞ ⎛ ⎞ − − Φ + −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ 2 , , e S h ( 1 ) 0 ( 0 ) 0 0 0 R R µ µ σ σ − − ⎛ ⎞ ⎛ ⎞ Φ −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ ( 1 ) 1 ( 0 ) 1 1 1 R R µ µ σ σ − − ⎛ ⎞ ⎛ ⎞ Φ −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ 3 S * (0) 0 (0) 0 0 0 * (1) 0 (1) 0 0 0 R R R R µ µ σ σ µ µ σ σ ⎛ ⎞ − − ⎛ ⎞ Φ −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ ⎛ ⎞ − − ⎛ ⎞ + Φ − Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ * (0) 1 (0) 1 1 1 * (1) 1 (1) 1 1 1 R R R R µ µ σ σ µ µ σ σ ⎛ ⎞ − − ⎛ ⎞ Φ −Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠ ⎛ ⎞ − − ⎛ ⎞ + Φ − Φ ⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠
Application of Modified Bayes Rules
In this Section, we return to the OFRG application introduced in Section 1. Consistent with some of the other previously literature, we found that a log transformation made the normality assumption for ij Y reasonable. In our particular application, there were 28 K = probes and 432 N = control clones. There were 68 control clones that did not bind properly to the probes, so the effective number of control clones had to be reduced to 364. Table 8 shows summary statistics for the log-intensity measurements for each probe. Columns 2-5 summarize the measurements for the control clones where no binding to the probe should occur, and the columns correspond to the sample size, the maximum value, the sample mean and the sample standard deviation, respectively. Columns 6-9 provide the same information for the control clones where binding to the probe should occur. The min-max rule for each probe utilizes the information in columns 3 and 7. Only fourteen of the probes (1, 2, 6, 8, 12, 21, 30, 40, 42, 43, 44, 45, 46, and 48) satisfy the non-overlapping property ( )
, and in some cases the extent of overlap is quite significant, implying the min-max rule will have a high probability of classifying a clone as N.
Control Clones Without a-Priori Binding (0)
With a-Priori Binding (1) Tables 5a and 5b . In particular, we have Table 9 shows the optimal rules ( Table 9 . Minimum Expected Cost Modified Bayes Rules for Probe #1
We can see from Table 9 that Figure 2 . It is also evident that as ρ increases, the misclassification rates e10 and e01 decrease while eN0 and eN1 increase. An interpretation of this last observation is that the intervals where the minimum expected cost modified Bayes classifier predicts N, namely
( , ) R R and
6.2 Selection of ρ for Minimum Cost Modified Bayes Rules
As discussed in Section 1, if a predicted OFRG fingerprint has too many N values, the subsequent clustering algorithm loses sensitivity and accuracy. As illustrated in Table 9 , the probability of an N value increases with the value of ρ , suggesting we should try to select ρ as small as possible. On the other hand, the probability of a hard misclassification (classifying a 0 as 1 or vice-versa) is a decreasing function of ρ , suggesting we should try to select ρ as large as possible. Our solution to this tradeoff is to select the set of 1 { } K j j ρ = values such that the probability of having more N values than the maximum number that can be tolerated by the clustering algorithm is satisfactorily small, and that otherwise minimize the probability of a hard misclassification.
Assuming K probes, we can think of the process of constructing an OFRG fingerprint as a sequence of K independent trials where the j-th trial corresponds to classifying the j-th probe as either 0, 1 or N using the rule * ( ; ) with reference to either Table 5b or Table 7b , depending on which of the two variances is larger, for the appropriate conditional probability expressions.
For our application, we use values 0.1 α = and 0 3 s = , which implies 0.064 p = . To determine 1
ρ , for example, we note from Table 8 Table 8 ).
Probe to obtain the OFRG fingerprint of the sample. As described in Section 1, this process is repeated on all the experimental clones and a clustering algorithm is then used to group the clones based on similarities of their OFRG fingerprints. A taxonomic identity for each group is then made by selecting several of the clones from each group, obtaining the full sequence the rRNA gene from these clones, and finding the best match of the sequences within a public database containing known microorganism gene sequences [e.g., Benson et al. (2005) ].
Comparison of Modified Bayes Rule and Min-Max Rule
In this Section, we compare the performance of the set of modified Bayes rules given in Table 10 to the set of min-max rules that follow from columns 3 and 7 of Table 8 . Performance is assessed by applying both sets of rules to 130 validation clones. The validation clones are like the control clones in that the binding outcome to each of the 28 probes is theoretically known;
however they are independent of the control clones and can be used to obtain unbiased estimates of the misclassification rates associated with using each set of rules. In particular, each set of rules makes 130 28 3,640 × = predictions and by direct comparison with the theoretically known outcomes the misclassification rates can be estimated. The results for the modified Bayes rules and the min-max rules are shown in Table 11 We see from Table 11 that the rate of a hard misclassification (i.e., classifying a 0 as a 1 or viceversa) rate for the set of min-max rules is (24 799) / 3640 22.6% + = , whereas for the MBR rules it is (170 61) / 3640 6.35% + = . In addition, the rate of an N classification for the set of min-max rules is (27 755) / 3640 21.5% + = , while for the MBR rules it is (87 55) / 3640 3.9% + = . The MBR rules clearly outperform the min-max rules with respect to these two metrics. We can also see from Table 11 that the performance of the MBR rules is balanced in the sense that conditional error rates, given the true binding status, are comparable for both values of true binding status. In contrast, the performance of the min-max rules is very unbalanced in that they work well, given that the true binding status is 0, but they work poorly, given that the true binding status is 1.
Summary
In this paper, we have extended the classical one-dimensional Bayes binary classifier in a natural way to create a rule that has a region of neutrality, where there weight of evidence is too weak for a confident classification. The rule is derived under a cost structure that weighs the penalty for not making a definite classification against the penalty for making an incorrect definite classification. Explicit details for implementing the rule under assumed normal distributions were provided. The extended classifier was illustrated using a microbial community profiling application where the motivation and need for a region of neutrality was described. The new rule was shown to have superior performance for this application, compared to a commonly used alternative classifier.
