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Positive one–point commuting difference
operators ∗
Gulnara S. Mauleshova, Andrey E. Mironov
Abstract
In this paper we study commuting difference operators containing
a shift operator with only positive degrees. We construct examples of
such operators in the case of hyperelliptic spectral curves.
1 Introduction and Main Results
Every maximal commutative ring of difference operators is isomorphic to a
ring of meromorphic functions on an algebraic spectral curve Γ with poles
p1, . . . , ps. Such operators are called s–point operators. Common eigenfunc-
tions of these operators form a vector bundle of rank l over an affine part
of Γ, where l is called the rank of the operators. Krichever [1] (see also [2])
∗The research was supported by the Russian Foundation for Basic Research (Grant
18-01-00411)
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found two–point operators of rank one. Krichever and Novikov [3], [4] essen-
tially developed a classification of commuting rings of difference operators,
but the classification is not completed. The existence of one–point higher
rank operators is proved in [3], [4]. Such operators were studied [5] in the
case of hyperelliptic spectral curves. We mention here that in every maximal
ring of operators discovered in [1]–[5], there are operators of the form
vm(n)T
m + . . .+ v0(n) + v−1(n)T
−1 + . . .+ v−k(n)T
−k, m, k > 0,
where Tψ(n) = ψ(n + 1), i.e. the shift operator is included in the operator
with positive as well as negative degrees. In our short note [6] we found a new
class of rank one commuting difference operators such that these operators
have the form
Lm = T
m + um−1(n)T
m−1 + . . .+ u0(n),
i.e. T has only positive degrees in Lm. We call such operators positive oper-
ators.
In this paper we give proofs of the results announced in [6], construct
new examples (Theorem 5, see below), and also generalise the construction
from [6] to the higher rank operators.
We choose the following spectral data
S = {Γ, γ1, . . . , γg, q, k
−1, Kn},
where Γ is a Riemann surface of genus g, γ = γ1 + · · ·+ γg is a non–special
divisor on Γ, q ∈ Γ is a fixed point, k−1 is a local parameter near q, Kn ∈ Γ,
n ∈ Z is a set of points in general position. If Kn does not depend on n, i.e.
Kn = q
+ 6= q then we get the spectral data for two–point operators of rank
one (see [1]).
Theorem 1 ([6]) There exists a unique function ψ(n, P ), n ∈ Z, P ∈ Γ,
which has the following properties:
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1. The divisor of zeros and poles of ψ has the form
γ1(n) + . . .+ γg(n) +K1 + . . .+Kn − γ1 − . . .− γg − nq,
if n > 0 and has the form
γ1(n) + . . .+ γg(n)−K−1 − . . .−Kn − γ1 − . . .− γg − nq,
if n < 0.
2. In the neighborhood of q, the function ψ has the form
ψ = kn +O(kn−1).
3. ψ(0, P ) = 1.
The function ψ(n, P ) is called the Baker–Akhiezer function. For a meromor-
phic function g(P ) on Γ with a unique pole of orderm in q, g = km+O(km−1)
there exists a unique operator such that Lmψ(n, P ) = g(P )ψ(n, P ).
Remark 1 In the case of the two–dimensional discrete Schro¨dinger opera-
tor, Krichever [7] considered spectral data in which an additional set of points
Kn appears similar to our construction.
We consider the hyperelliptic spectral curve Γ given by the equation
w2 = Fg(z) = z
2g+1 + c2gz
2g + . . .+ c0,
we choose q =∞. Let ψ(n, P ) be the corresponding Baker–Akhiezer function.
There exist commuting operators L2, L2g+1 such that
L2ψ = ((T + Un)
2 +Wn)ψ = zψ, L2g+1ψ = wψ.
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Theorem 2 ([6]) The following identity holds:
L2 − z = (T + Un + Un+1 + χn(P ))(T − χn(P )),
where
χ =
ψ(n+ 1, P )
ψ(n, P )
=
Sn
Qn
+
w
Qn
, Sn(z) = −Unz
g + δg−1(n)z
g−1 + . . .+ δ0(n),
Qn = −
Sn−1 + Sn
Un−1 + Un
, (1)
Functions Un,Wn, Sn satisfy the equation
Fg(z) = S
2
n + (z − U
2
n −Wn)QnQn+1. (2)
The equation (2) can be linearized. Namely, if we replace n by n + 1 in (2),
take a difference with (2) and apply (1), then the right hand side is divisible
by Qn+1. So, we obtain the linear equation on Sn.
Corollary 1 ([6]) Functions Sn(z), Un,Wn satisfy the equation
(Un+Un+1)(Sn−Sn+1)−(z−U
2
n−Wn)Qn+(z−U
2
n+1−Wn+1)Qn+2 = 0. (3)
In the case of the elliptic spectral curve Γ given by the equation
w2 = F1(z) = z
3 + c2z
2 + c1z + c0,
the equation (2) is exactly solvable.
Corollary 2 ([6]) Operator
L2 = (T + Un)
2 +Wn,
where
Un = −
√
F1(γn) +
√
F1(γn+1)
γn − γn+1
, Wn = −c2 − γn − γn+1, (4)
γn is an arbitrary functional parameter, commutes with the operator
L3 = T
3 +
(
Un + Un+1 + Un+2
)
T 2 +
(
U2n + U
2
n+1 + UnUn+1 +Wn − γn+2
)
T+
+
(√
F1(γn) + Un(U
2
n +Wn − γn)
)
.
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Theorem 2 allows us to construct explicit examples.
Theorem 3 ([6]) Operator
L2 = (T + r1 cos(n))
2 +
r21 sin(g) sin(g + 1)
2 cos2(g + 1
2
)
cos(2n), r1 6= 0
commutes with an operator L2g+1 of order 2g + 1.
Theorem 4 ([6]) Operator
L2 = (T + α2n
2 + α0)
2 − g(g + 1)α22n
2, α2 6= 0
commutes with an operator L2g+1 of order 2g + 1.
Theorem 5 Operator
L2 = (T + β1a
n)2 +
a2g + a2g+2 − a4g+2 − 1
(a2g+1 + 1)2
β21a
2n, β1 6= 0, a 6= 1,
commutes with an operator L2g+1 of order 2g + 1.
Remark 2 Theorem 2 has the following remarkable application.
Let ℘(x), ζ(x) are Weierstrass functions
(℘′(x))2 = 4℘3(x) + g2℘(x) + g3, −ζ
′(x) = ℘(x).
Set
A1 = −2ζ(ε)− ζ(x− ε) + ζ(x+ ε),
A2 = −
3
2
(ζ(ε) + ζ(3ε) + ζ(x− 2ε)− ζ(x+ 2ε),
Further, for odd g = 2g1 + 1 we set
Ag = A1
g1∏
k=1
(
1 +
ζ(x− (2k + 1)ε)− ζ(x+ (2k + 1)ε)
ζ(ε) + ζ((4k + 1)ε)
)
,
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for even g = 2g1 we set
Ag = A2
g1∏
k=2
(
1 +
ζ(x− 2kε)− ζ(x+ 2kε)
ζ(ε) + ζ((4k − 1)ε)
)
.
Set
L2 =
T 2ε
ε2
+ Ag(x, ε)
Tε
ε
+ ℘(ε),
where Tε is the shift operator, Tεψ(x) = ψ(x+ ε).
Theorem 6 ([8]) The operator L2 commutes with an operator of the form
L2g+1 =
2g+1∑
j=0
Bj(x, ε)
T jε
εj
.
There is a decomposition
L2 = ∂
2
x − g(g + 1)℘(x) +O(ε).
We checked that when g = 1, 2, and numerically checked that when g =
3, . . . , 6 the spectral curve of L2, L2g+1 does not depend on the parameter ε
and coincides with the spectral curve of the Lame´ operator ∂2x−g(g+1)℘(x).
So, we have a remarkable discretization of the Lame´ operator preserving all
integrable properties. The proof of Theorem 6 is very long, so we do not
present it in this paper.
In Section 2 we give proofs of Theorems 1–5 and examples. In Section 3
we point out the spectral data for one–point positive commuting difference
operators of higher rank.
2 Proofs of Theorems 1–5
In this section we give proofs of Theorems 1–5.
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2.1 Theorem 1
Consider the case n > 0 (the case n < 0 is similar). By the Riemann–Roch
theorem, the dimension of the space of meromorphic functions on Γ with the
pole divisor γ1 + . . .+ γg + nq is equal to
l(γ1 + . . .+ γg + nq) = n + 1.
The requirement that a function from this space vanishes at points
K1, . . . , Kn extracts a one–dimensional subspace of this space. Condition
(2) gives us the unique function. Theorem 1 is proved.
For any meromorphic function g(P ) on Γ with the unique pole of order
m at q there exists a unique operator of the form
Lm = T
m + um−1(n)T
m−1 + . . .+ u0(n)
such that
Lmψ = g(P )ψ.
Indeed, consider the case n > 0 (the case n < 0 is similar). Let us note that
for any uj(n) the pole divisor of the function
ϕ(n, P ) = Lmψ − g(P )ψ
has the form
γ1 + . . .+ γg + (m+ n− 1)q.
Moreover, the function ϕ(n, P ) has zeros at pointsK1, . . . , Kn. Therefore, we
can choose functions um−1(n), . . . , u0(n) such that the function ϕ(n, P ) has
zeros at points K1, . . . , Kn, Kn+1, . . . , Km+n. Thus ϕ(n, P ) = 0. Similarly, for
a meromorphic function f(P ) with the unique pole of order s at q there exists
an operator Ls such that Lsψ = f(P )ψ. Operators Lm and Ls commute.
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2.2 Theorem 2
We have the identity
L2ψ =
(
(T + Un)
2 +Wn
)
ψ = zψ.
Set χn(P ) =
ψ(n+1,P )
ψ(n,P )
, then (T − χn(P ))ψ(n, P ) = 0.
The operator L2 − z can be factorized
(T + Un)
2 +Wn − z = (T + χ˜n)(T − χn(P )), (5)
where
χ˜n = Un + Un+1 + χn+1(P ),
herewith χn(P ) satisfies the equation
− z + U2n +Wn + χn(P )(Un + Un+1 + χn+1(P )) = 0. (6)
The equation (6) follows from the direct comparison of the left and right parts
in (5). The function ψ(n, P ) satisfies (1)–(3), consequently, the function
χn(P ) =
ψ(n+1,P )
ψ(n,P )
has the first order pole in q, as well as simple poles in
γ1(n), . . . , γg(n). Thus χn(P ) is a rational function with the pole divisor
(
χn(P )
)
∞
= γ1(n) + . . .+ γg(n) + q,
and in the neighborhood of q it has the expansion
χn(P ) =
1
k
+O(1).
Let γi(n) have coordinates (αi(n), µi(n)).We denote the polynomial of degree
g with respect to z by Qn
Qn = (z − α1(n)) . . . (z − αg(n)).
Then the rational function χn(P ) has the form
χn(P ) =
Sn
Qn
+
w
Qn
, (7)
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where Sn is a polynomial of degree g with respect to z
Sn = δg(n)z
g + δg−1(n)z
g−1 + . . .+ δ0(n).
Substituting (7) in (6), we get that the polynomial Qn has the form
Qn = −
Sn−1 + Sn
Un−1 + Un
.
Hence δg(n) = −Un. Thus
Sn = −Unz
g + δg−1(n)z
g−1 + . . .+ δ0(n) (8)
satisfies the equation (2). Theorem 2 is proved.
In the proof of theorems 3 and 4 we use the following observation. Let
us assume that Un, Wn and Sn are even functions in n
Un = U−n, Wn = W−n, Sn = S−n.
Let Rn be the left hand side of (3)
Rn = Sn−1(Un+1 + Un+2)(z − U
2
n −Wn)+
Sn(Un+1 + Un+2)(z + UnUn+1 + Un−1(Un + Un+1)−Wn)−
Sn+1(Un−1 + Un)(z + UnUn+1 + (Un + Un+1)Un+2 −Wn+1)−
Sn+2(Un−1 + Un)(z − U
2
n+1 −Wn+1).
Then Rn is skew invariant under the replacement n → −n − 1, i.e. Rn =
−R−n−1.
2.3 Theorem 3
To prove Theorem 3 it is enough to show that for
Un = r1 cos(n), Wn =
r21 sin(g) sin(g + 1)
2 cos2(g + 1
2
)
cos(2n)
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there is a polynomial (8) satisfying (3).
In our case the equation (3) has the form
Rn =
1
2
r1Sn−1(cos(n+ 1) + cos(n+ 2))
(
2z − r21(2 cos
2(n)+
sin(g) sin(g + 1)
cos2(g + 1
2
)
cos(2n))
)
+
1
2
r1Sn(cos(n+ 1) + cos(n + 2))
(
2z+
r21(2 cos(1) + cos(2) +
cos2(1
2
)(2 cos(2g + 1) + 1)
cos2(g + 1
2
)
cos(2n))
)
−
r1Sn+1(cos(1− n) + cos(n))
(
z +
1
2
r21(cos(1) + 2 cos(n)(cos(n+ 1)+
cos(n+ 2)) + cos(2n + 3)−
sin(g) sin(g + 1)
cos2(g + 1
2
)
cos(2(n+ 1))
)
−
1
2
r1Sn+2(cos(1− n) + cos(n))
(
2z − r21(2 cos
2(n+ 1)+
sin(g) sin(g + 1)
cos2(g + 1
2
)
cos(2(n+ 1)))
)
= 0. (9)
Let
Sn = A2g+1 cos((2g+1)n)+A2g−1 cos((2g−1)n)+. . .+A3 cos(3n)+A1 cos(n),
where Ai = Ai(z). Then Un,Wn and Sn are even functions in n, and, as
it was mentioned above, Rn = −R−n−1. It is a remarkable fact that after
substituting Sn in (9) we obtain
Rn = α2g+4 cos((2g+4)n)+α2g+2 cos((2g+2)n)+. . .+α4 cos(4n)+α2 cos(2n) = 0,
where
αs = 8r
2
1As−3 cos
2(
1
2
)(cos(2g + 1)− cos(3− s)) sin(
3− s
2
)+
As−1
(
8z sin(
5− 3s
2
)− r21 sin(
1− 3s
2
)− 4r21 sin(
5− 3s
2
)+
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4r21 sin(
1− s
2
) + 8z sin(
3− s
2
) + 4r21 sin(
5− s
2
) + 2r21 sin(
7− s
2
)+
2 sin(1) sin(2g)(−2(2z + r21(−1 + cos(1) + cos(2))) cos(
s
2
) sin(
3
2
)+
2(r21 − 2z)) cos(
3s
2
) sin(
5
2
) + 2 cos(
3
2
)(2z + r21(1 + 3 cos(1)+
cos(2))) sin(
s
2
)− 2(r21 − 2z)) cos(
5
2
) sin(
3s
2
))+
2 cos(1) cos(2g)(2(2z + r21(−1 + cos(1) + cos(2))) cos(
s
2
) sin(
3
2
)−
2(r21 − 2z) cos(
3s
2
) sin(
5
2
)− 2 cos(
3
2
)(2z + r21(1 + 3 cos(1)+
cos(2))) sin(
s
2
) + 2(r21 − 2z) cos(
5
2
) sin(
3s
2
))− 3r21 sin(
1 + s
2
)+
r21 sin(
3(1 + s)
2
)− 2r21 sin(
3 + s
2
)− r21 sin(
5 + s
2
) + 2r21 sin(
1 + 3s
2
)
)
−
As+1
(
2r21 sin(
1− 3s
2
) + r21 sin(
3
2
−
3s
2
)− 3r21 sin(
1− s
2
)− 2r21 sin(
3− s
2
)−
r21 sin(
5− s
2
)+2 cos(1) cos(2g)(2(2z+r21(−1+cos(1)+cos(2))) cos(
s
2
) sin(
3
2
)−
2(r21 − 2z) cos(
3s
2
) sin(
5
2
) + 2 cos(
3
2
)(2z + r21(1 + 3 cos(1)+
cos(2))) sin(
s
2
)− 2(r21 − 2z) cos(
5
2
) sin(
3s
2
)) + 2 sin(1) sin(2g)(−2(2z+
r21(−1 + cos(1) + cos(2))) cos(
s
2
) sin(
3
2
) + 2(r21−
2z) cos(
3s
2
) sin(
5
2
− 2 cos(
3
2
)(2z + r21(1 + 3 cos(1) + cos(2))) sin(
s
2
)+
2(r21 − 2z) cos(
5
2
) sin(
3s
2
) + 4r21 sin(
1 + s
2
) + 8z sin(
3 + s
2
)+
4r21 sin(
5 + s
2
) + 2r21 sin(
7 + s
2
)− r21 sin(
1 + 3s
2
)− 4r21 sin(
5 + 3s
2
)+
8z sin(
5 + 3s
2
)) + 8r21As+3 cos
2(
1
2
)(− cos(1 + 2g) + cos(3 + s)) sin(
3 + s
2
).
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From the above formula it follows that
α2g+4 = −16A2g+7r
2
1 cos
2(
1
2
) sin(3) sin(2g + 4) sin(g +
7
2
)−
A2g+5
(
r21 sin(
1
2
−g)+2r21 sin(
3
2
−g)+16z cos2(g+
1
2
)(sin(g+
7
2
)+sin(3g+
17
2
))+
r21(2 sin(
7
2
−g)+sin(
9
2
−g)+2 sin(g+
3
2
)+4 sin(g+
5
2
)+4 sin(g+
9
2
)+2 sin(g+
11
2
)−
2 sin(g +
15
2
) + sin(3g +
1
2
) + 2 sin(3g +
3
2
) + 2 sin(3g +
5
2
) + 2 sin(3g +
7
2
)−
sin(3g +
9
2
)− 4 sin(3g +
17
2
)− 2 sin(5g +
19
2
))
)
−
2A2g+3 sin(2g+2)
(
16z cos2(g+
1
2
) cos(g+
3
2
)+ r21(2 cos(
3
2
− g)+ cos(
5
2
− g)+
2 cos(g+
1
2
)−2 cos(g+
3
2
)+2 cos(g+
5
2
)−2 cos(g+
9
2
)−cos(g+
11
2
)−2 cos(3g+
5
2
))
)
= 0
(we assume that A2g+3 = A2g+5 = A2g+7 = 0). So, we have g + 1 equations
α2g+2 = α2g = . . . = α2 = 0 and g + 1 unknown functions A1, A3, . . . , A2g+1.
From the equations
α2g+2 = α2g = . . . = α4 = 0
we express A2g−1, A2g−3, . . . , A3, A1 via A2g+1. For example,
A2g−1 = −A2g+1
cos(1
2
+ g)(4z + r21(2 cos(1) + cos(2)− 1)− 2(r
2
1 − 2z) cos(2g + 1))
8r21 cos
3(1
2
sin(1
2
) sin(1
2
− g)
,
A2g−3 = −
cos(g + 1
2
)
16r21 cos
3(1
2
) sin(3
2
− g) sin(1− 2g) sin(−1
2
) cos(1)
×
(
A2g−1
(
(r21 − 2z) cos(4g) sin(2)− (2z + r
2
1(2 cos(1) + cos(2))) sin(2)+
2(r21+2z cos(1)) cos(2) sin(2g)+2(r
2
1−2z) cos(2g)(2 cos
2(1) sin(1)−cos(2) sin(2g))
)
+
A2g+1 sin(2g + 2)
(
4z + r21(2 cos(1) + cos(2)− 1)− 2(r
2
1 − 2z) cos(2g + 1)
))
.
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It turns out that α2 = 0 automatically. Indeed, from
Rn+R−n−1 = α2g+4(1+cos(2g+4)) cos((2g+4)n)+. . .+α4(1+cos(4)) cos(4n)+
α2(1+cos(2)) cos(2n)−α2g+4 sin(2g+4) sin((2g+4)n)−. . .−α4 sin(4) sin(4n)−
α2 sin(2) sin(2n) = α2(1 + cos(2)) cos(2n)− α2 sin(2) sin(2n) = 0.
Hence α2 = 0. Next, we choose A2g+1 such that coefficient at z
g in Sn(z) is
−Un. We find Sn, satisfying the equation (3). Theorem 3 is proved.
Example 2. At g = 1 we have
Un = r1 cos(n), Wn =
r21 sin(1) sin(2)
2 cos2(3
2
)
cos(2n).
Sn = A3(z) cos(3n) + A1(z) cos(n),
A3(z) =
r31 sin
2(1
2
)
(2 cos(1)− 1)3
,
A1(z) = −
r1(2z(1− 2 cos(1))
2 + r21(5 cos(1)− 2 cos(2)− 3))
2(1− 2 cos(1))2
.
Qn = z −
2r21(cos(1− 2n)− 2 cos(1)) sin
2(1
2
)
(1− 2 cos(1))2
.
The spectral curve is given by the equation
w2 =
(
z −
4r21 sin
4(1
2
)
(1− 2 cos(1))2
)2(
z −
r21(1− 2 cos(1) + cos(2))
(1− 2 cos(1))2
)
.
2.4 Theorem 4
Let
Un = a2n
2 + a0, Wn = −g(g + 1)a
2
2n
2.
In this case the equation (3) has the form
Rn =
(
Sn−1 + Sn
)(
2a0 + a2(5 + 6n+ 2n
2)
)(
a22g(1 + g)n
2 + z−
13
(a0 + a2n
2)2
)
+
(
Sn − Sn+1
)(
2a0 + a2 − 2a2n+ 2a2n
2
)(
2a0 + a2+
2a2n+ 2a2n
2
)(
2a0 + a2(5 + 6n + 2n
2)
)
−
(
Sn+1 + Sn+2
)(
2a0 + a2 − 2a2n+
2a2n
2
)(
a22g(1 + g)(1 + n)
2 − (a0 + a2(1 + n)
2)2 + z
)
= 0. (10)
Let
Sn = B2g+2n
2g+2 +B2gn
2g + . . .+B2n
2 +B0, Bi = Bi(z).
Then Un,Wn and Sn are even functions in n, and, as it was mentioned above,
Rn = −R−n−1. After substituting Sn in (10) we obtain
Rn = ϑ2g+8(z)n
2g+8 + ϑ2g+7(z)n
2g+7 + . . .+ ϑ0(z) = 0,
where
ϑs = −2Bs−3a
3
2(5 + 2g − s)(s− 4)(2g + s− 3)+
Bs−2a
3
2((s− 4)(s− 2)− 4g(g + 1))(s− 3)(s+ 1)+
Bs−1
(1
6
a22(a2(3(s−3)(8+(s−3)s(8+(s−3)s))−4g(s−1)(27+s(5s−22))−
4g2(s−1)(27+s(5s−22)))−12a0(6+s(−29+4g(g+1)−3(s−6)s)))−8a2(s−3)z
)
−
Bs
(1
6
a2(s+ 1)(6a0a2(4g(1 + s)− 8 + 4g
2(1 + s)− s(2 + 3(s− 3)s))+
a22(−(s− 2)(−6 + (s− 3)(s− 1)
2s) + 2g(6 + s(9 + 4(s− 4)s))+
2g2(6 + s(9 + 4(s− 4)s))) + 24(s− 2)z)
)
+
2g+4∑
m=1
(
(−1)m
(
Cms+m(2a0+5a2)(z−a
2
0)+C
m+1
s+m6a2(a
2
0−z)+C
m+2
s+ma2(5a
2
2g(1+g)+
2a0a2(−5 + g + g
2)− 6a20 + 2z) + C
m+3
s+m6a
2
2(2a0 − a2g(1 + g))+
Cm+4s+ma
2
2(a2(−5 + 2g(1 + g))− 6a0) + C
m+5
s+m6a
3
2 − C
m+6
s+m2a
3
2
)
−
(
Cms+m(2a0 + a2)(a
2
2(g
2 + g + 4) + 3a20 + 10a0a2 + z) + C
m+1
s+m2a2(9a
2
0+
2a22+2a0a2(g
2+g+4)−z)+Cm+2s+ma2(18a
2
0−a
2
2(g
2+g−2)+2a0a2(g
2+g+19)+2z)+
14
Cm+3s+m2a
2
2(18a0 + a2g(1 + g))− C
m+4
s+ma
2
2(18a0 + a2(15 + 2g(1 + g)))+
Cm+5s+m18a
3
2+C
m+6
s+m6a
3
2
)
+2m
(
Cms+m(2a0+a2)(a
2
0+2a0a2−a
2
2(g
2+g−1)−z)−
Cm+1s+m4a2(3a
2
0 + a
2
2 − 2a0a2(g
2 + g − 2) + z) + Cm+2s+m4a2(6a
2
0 + a
2
2g(g + 1)−
2a0a2(g
2 + g − 5)− 2z)− Cm+3s+m16a
2
2(a2g(g + 1)− 6a0) + C
m+4
s+m16a
2
2(6a0+
a2(5− 2g(g + 1))) + C
m+5
s+m192a
3
2 + C
m+6
s+m128a
3
2
))
Bs+m,
where 0 ≤ s < 2g + 4, Ckp =
p!
k!(p−k)
at p ≥ k, Ckp = 0 at p < k.
From the above formula it follows that
ϑ2g+8 = ϑ2g+7 = ϑ2g+6 = ϑ2g+5 = ϑ2g+4 = 0,
automatically. For example,
ϑ2g+8 = 12a
3
2(g + 2)(4g + 5)B2g+5 + 8a
3
2(2g + 3)(2g + 5)(2g + 9)B2g+6+
2
3
a2
(
6a0a2(8g
3 + 88g2 + 301g + 305)− a22(16g
5 + 40g4 − 796g3 − 4936g2−
10275g − 7230)− 12(2g + 5)z
)
B2g+7 +
2
3
a2(2g + 9)(12a0a2(2g
3 + 26g2+
104g+123)−a22(8g
5+44g4−185g3−1751g2−4017g−2931)−12(g+3)z)B2g+8+
2g+4∑
m=1
(
(−1)m
(
Cm2g+8+m(2a0 + 5a2)(z − a
2
0) + C
m+1
2g+8+m6a2(a
2
0 − z)+
Cm+22g+8+ma2(5a
2
2g(g+1)+2a0a2(g
2+g−5)−6a20+2z)+C
m+3
2g+8+m6a
2
2(2a0−a2g(g+1))+
Cm+42g+8+m(a
2
2(−6a0 + a2(−5 + 2g(1 + g)))) + C
m+5
2g+8+m6a
3
2 − C
m+6
s+m2a
3
2
)
−
(
Cm2g+8+m(2a0 + a2)(a
2
2(g
2 + g + 4) + 3a20 + 10a0a2 + z)+
Cm+12g+8+m2a2(9a
2
0 + 2a
2
2 + 2a0a2(g
2 + g + 4)− z) + Cm+22g+8+ma2(18a
2
0+
2a0a2(19 + g + g
2)− a22(g
2 + g − 2) + 2z) +Cm+32g+8+m2a
2
2(18a0 + a2g(g + 1))−
Cm+42g+8+ma
2
2(18a0 + a2(15 + 2g(g + 1))) + C
m+5
2g+8+m18a
3
2 + C
m+6
2g+8+m6a
3
2
)
+
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2m
(
Cm2g+8+m(2a0 + a2)(a
2
0 + 2a0a2 − a
2
2(g
2 + g − 1)− z)−
Cm+12g+8+m4a2(3a
2
0+a
2
2−2a0a2(g
2+ g−2)+ z)−Cm+22g+8+m4a2(6a
2
0+a
2
2g(g+1)−
2a0a2(g
2+g−5)−2z)+Cm+32g+8+m16a
2
2(6a0−a2g(1+g))+C
m+4
2g+8+m(16a
2
2(6a0+
a2(5− 2g(1 + g)))) + C
m+5
2g+8+m192a
3
2 + C
m+6
2g+8+m128a
3
2
))
B2g+8+m = 0
since we assume that Bi = 0 if i ≥ 2g + 3. Similarly one can show that
ϑ2g+7 = ϑ2g+6 = ϑ2g+5 = ϑ2g+4 = 0. So, we have
Rn = ϑ2g+3n
2g+3 + ϑ2g+2n
2g+2 + . . .+ ϑ0 = 0.
From the condition ϑ2g+3 = 0 we express B2g via B2g+2
B2g = B2g+2
12a0a2(2g
2 + 2g − 1)− a22g(8g
3 + 20g2 + 7g − 8)− 12z
12a22(2g − 1)
.
We have
Rn +R−n−1 = 2ϑ2g+2n
2g+2 + (2g + 2)ϑ2g+2n
2g+1+
(2ϑ2g−(2g+1)ϑ2g+1+(2g+2)(2g+1)ϑ2g+2)n
2g+ . . .+(ϑ2g+2+ . . .+2ϑ0) = 0.
Hence from the condition ϑ2g+3 = 0 it follows that ϑ2g+2 = 0 automatically.
Similarly, from ϑ2g−(2k−1) = 0 we express B2g−(2k+2) via B2g+2 and
Rn+R−n−1 = 2ϑ2g−2kn
2g−2k+(2g−2k)ϑ2g−2kn
2g−(2k+1)+. . .+(ϑ2g+2k+. . .+2ϑ0) = 0.
Hence ϑ2g−2k = 0 automatically.
So, from
ϑ2g+3 = ϑ2g+1 = . . . = ϑ3 = ϑ1 = 0
we express B2g, . . . , B2, B0 via B2g+2, herewith we have automatically
ϑ2g+2 = ϑ2g = . . . = ϑ2 = ϑ0 = 0.
Next, we choose B2g+2 such that coefficient at z
g in Sn(z) is −Un. We find
Sn, satisfying the equation (3). Theorem 4 is proved.
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Remark 3 We checked that for g = 1, . . . , 5 the operator
L2 = (T + α2n
2 + α1n + α0)
2 − g(g + 1)α2n(α2n+ α1), α2 6= 0
commute with L2g+1. Probably this operator L2 commutes with L2g+1 for all
g ∈ N, α2 6= 0, α1, α0.
Example 3. At g = 1 the operator
L2 = (T + a2n
2 + a0)
2 − 2a22n
2
commutes with the operator L3
L3 = T
3 + (a2(3n
2 + 6n+ 5) + 3a0)T
2+
1
4
(a2(2n
2 + 2n+ 1) + 2a0)(a2(6n
2 + 6n− 1) + 6a0)T+
1
4
(a2(2n
2 − 2n− 1) + 2a0)(a2(n
2 − 1) + a0)(a2(2n
2 + 2n− 1) + 2a0),
Sn = a
3
2n
4 +
1
4
a2(12a0a2 − 9a
2
2 − 4z)n
2 +
1
4
(8a20a2 − 5a0a
2
2 + a
3
2 − 4a0z),
Qn = z −
1
4
a2(8a0 + a2(4n(n+ 1)− 3)).
The spectral curve is given by the equation
w2 =
1
16
(z + a22 − 2a0a2)(4z + a
2
2 − 4a0a2)
2.
2.5 Theorem 5
Let
Un = βa
n, Wn =
a2g + a2g+2 − a4g+2 − 1
(a2g+1 + 1)2
β2a2n.
The equation (3) has the form
Sn−1((a+ 1)(a
2g+2 + a)2βz − a2(n+g+1)(a+ 1)3β3)+
17
Sna(a+ 1)β(a
2n(a+ 1)2(a2g+1 + a4g+2 + 1)β2 + a(a2g+1 + 1)2z)−
Sn+1(a
2n+1(a + 1)3(a2g+1 + a4g+2 + 1)β3 + (a + 1)(a2g+1 + 1)2βz)
Sn+2(a
2(n+g+1)(a+ 1)3β3 − (a + 1)(a2g+1 + 1)2βz) = 0. (11)
Let
Sn = G2g+1a
(2g+1)n +G2g−1a
(2g−1)n + . . .+G1a
n, Gi = Gi(z).
After substituting Sn in (11) we obtain
Rn = µ2g+4a
(2g+4)n + µ2g+2a
(2g+2)n + . . .+ µ4a
4n = 0,
where
µp = Gp−3
(a + 1)2(a3 − ap)(a2g+4 − ap)(a2g+p − a2)β2
(a2g+1 + 1)2
+
Gp−1a
2(a2 − ap)(a+ ap)(a2 + ap)z.
From the above formula it follows that
µ2g+4 = G2g+3a
2(a2 − a2g+4)(a+ a2g+4)(a2 + a2g+4)z
(we assume that G2g+3 = 0). So, we have g equations µ2g+2 = µ2g = . . . =
µ4 = 0 and g + 1 unknown functions G1, G3, . . . , G2g+1. From µp = 0, we
express G2g−1, G2g−3, . . . , G1 via G2g+1. For example,
G2g−1 = −G2g+1
a1−2g(a2g+1 + 1)3z
β21(a− 1)(a+ 1)
3(a2g − a)
.
Next, we choose G2g+1 such that coefficient at z
g in Sn(z) is −Un. We find
Sn, satisfying the equation (3). Theorem 5 is proved.
Example 4. At g = 1 the operator
L2 = (T + βa
n)2 −
(a2 + a4 − a6 − 1)β2
(a3 + 1)2
a2n
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commutes with the operator L3
L3 = T
3 + (a2 + a+ 1)βanT 2 +
(a2 + a+ 1)β2a2n+1
a2 − a+ 1
T +
β3a3n+3
(a2 − a+ 1)3
.
Sn = −βa
nz +
(a− 1)2β3a3n+2
(a2 − a+ 1)3
, Qn = z −
(a− 1)2β2a2n
(a2 − a+ 1)2
.
The spectral curve is given by the equation
w2 = z3.
3 One–point higher rank positive operators
In this section we introduce spectral data for positive operators of rank l > 1.
We take the following spectral data
S = {Γ, q, k−1, Kn, ξ0(n), γ, α},
where Γ is a Riemann surface of genus g, q ∈ Γ is a fixed point, k−1 is a local
parameter near q, Kn ∈ Γ, n ∈ Z is a set of points in general position, ξ0(n) =
(ξ10(n), . . . , ξ
l−1
0 (n), 1), at n > 0, ξ0(n) = (1, ξ
2
0(n), . . . , ξ
l
0(n)), at n < 0, ξ
j
0(n)
is a function in n, for simplicity we assume ξj0(n) 6= 0, γ = γ1 + . . .+ γlg is a
divisor (γj ∈ Γ are in general position), α is a set of vectors
α1, . . . , αlg, αj = (αj,1, . . . , αj,l−1).
Pair (γ, α) is called Tyurin parameters, (γ, α) defines a semistable holomor-
phic bundle over Γ with holomorphic sections η1, . . . , ηl. Points γ1, . . . , γlg are
points of linear dependence of the sections, herewith
ηl(γk) =
l−1∑
i=1
αj,iηj(γk), k = 1, . . . , lg.
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Theorem 7 There is a unique vector function ψ(n, P ) =
(ψ1(n, P ), . . . , ψl(n, P )) which satisfies the following properties.
1. In the neighborhood of point q the function ψ(n, P ) has the form
ψ(n, P ) =
( ∞∑
s=0
ξs(n)
ks
)


0 1 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 1
k 0 0 . . . 0 0


n
, (12)
ξs(n) = (ξ
1
s (n), . . . , ξ
l
s(n)).
2. The vector function ψ(n, P ) has gl simple poles in γ1, . . . , γlg such that
Resγiψj = αi,jResγiψl. (13)
3. Let n > 0 and let n = lm + s, m ∈ N, 0 < s ≤ l, ψ has simple zeros in
K1, . . . , Km
ψ(Kp) = 0, 1 ≤ p ≤ m, (14)
additionally ψ1, . . . , ψs have simple zero in Km+1
ψ1(Km+1) = 0, . . . , ψs(Km+1) = 0. (15)
Let n < 0 and let n = −lm − s, m ∈ N, 0 < s ≤ l, ψ has simple poles in
K−m, . . . , K−1
ψ(Kp) =∞, −m ≤ p ≤ −1, (16)
additionally ψ1, . . . , ψs have simple pole in K−m−1
ψ1(K−m−1) =∞, . . . , ψs(K−m−1) =∞. (17)
4. ψ(0, P ) = ξ0(0).
20
Proof. Let us consider the case n > 0. Let
A =


0 1 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 1
k 0 0 . . . 0 0


.
Then
A2 =


0 0 1 0 . . . 0 0
0 0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . 0 1
k 0 0 0 . . . 0 0
0 k 0 0 . . . 0 0


, A3 =


0 0 0 1 . . . 0 0
0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
k 0 0 0 . . . 0 0
0 k 0 0 . . . 0 0
0 0 k 0 . . . 0 0


, . . . ,
Al =


k 0 0 . . . 0 0
0 k 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . k 0
0 0 0 . . . 0 k


.
We have An = kmAs. Hence, the pole divisors of ψj are
(ψj)∞ = γ1 + . . .+ γlg + q(m+ 1), 0 < j ≤ s
(ψj)∞ = γ1 + . . .+ γlg + qm, s < j ≤ l.
The conditions (12)–(15) define the unique function ψ(n, P ).
Similarly, when n < 0, the pole divisors of ψj are
(ψj)∞ = γ1 + . . .+ γlg +K−1 + . . .+K−m−1, 0 < j ≤ s
(ψj)∞ = γ1 + . . .+ γlg +K−1 + . . .+K−m, s < j ≤ l.
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The conditions (12)–(13), (16)–(17) define the unique function ψ(n, P ). The-
orem 7 is proved.
For meromorphic functions f(P ), g(P ) with unique poles in q of orders
m, s there are two commuting operators Llm, Lns of orders lm and ns such
that
Llmψ = f(P )ψ, Lnsψ = g(P )ψ.
Theorem 7 is an analogue of the Krichever’s Theorem (see [9]) for spectral
data of higher rank commuting ordinary differential operators. Higher rank
commuting ordinary differential operators were studied for example in [10]–
[15] (see another citations in [16]).
We plan to study commuting higher rank positive operators later. Here
we give only one example of such operators.
Example 5. Operator
L4 = T
4 + (a2n
2 + a1n+ a0)T
3 + (
3
8
(a1 + a2(n− 1))n(2a0 + a1(n− 1)+
a2(n
2 − n− 2)))T 2 −
1
16
(a0 + a1(n− 1) + a2(n− 2)n)(2a
2
0 − a
2
1(n− 2)n−
a0(a1+2a2(n−1)
2+2a1n)−a1a2(2n
3−6n2−n+2)−a22n(n
3−4n2−n+10)))T+
1
256
(a1+a2(n−3))n(2a0−4a2+(n−3)(a1+a2n))(−4a
2
0+a
2
1(n−2)(n−1)+
a22(n−2)(n−1)((n−3)n−6)+2a0(a1n+a2((n−3)n+4))+a1a2(6+n(5+n(2n−9)))),
commutes with an operator of order 6, the spectral curve is given by the
equation
w2 =
1
262144
(
32z + (a0 − a1)(a0 − a2)(a0(2a0 − a1)− 2(a0 + a1)a2)
)2
×
(
256z + (−2a20 + a
2
1 + 4a0a2 + 3(a1 − 2a2)a2)
2
)
.
At a2 = 2, a1 = a0 = 0
L6 = T
6 + (3n2 + 6n+ 8)T 5 +
1
4
(n(n + 1)(32 + 15n(n+ 1))− 6)T 4+
22
12
n2(n2−2)(5n2+7)T 3+
1
16
(n−2)(n−1)n(n+1)((n−1)n(15(n−1)n−38)−36)T 2+
1
16
(n− 2)2n2(12 + (n− 2)n((n− 2)n− 5)(3(n− 2)n− 11))T+
1
64
(n−4)(n−3)(n−2)(n−1)n(n+1)((n−3)n−6)((n−4)(n−3)n(n+1)−6).
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