Fishing affects fish populations through direct and indirect effects. It can change size structures and/or modify population mean weights. Reference values are thus needed to assess the status of populations in exploited ecosystems. These reference values can either be set by a historical approach, i.e. using information from before the onset of exploitation or overexploitation, or by a simulation approach. Using a model based on life-history parameters, we predicted population mean weights and length structures at equilibrium (in the absence of fishing and for fishing equal to different fishing mortalities) which we compared with contemporary data collected during scientific surveys in the Bay of Biscay. Contemporary mean weights were 88% to 30% smaller than expected for unexploited populations for 10 out of the selected 18 demersal species. Part of this difference might be explained by the survey not covering all age classes in the population, as demonstrated for Merluccius merluccius. We found that species with larger asymptotic length and slower growth were generally more impacted by fishing than smaller, faster growing species. Assuming that species specific life-history traits are well documented and/or easily measurable, the simulation approach can provide a useful tool for setting indicator reference levels for mean weight and size structures.
Introduction

44
The abundance of marine fish populations changes over time, both at local and global scales. of eighteen demersal species were selected for this study (Table 1) . Length restrictions were 116 applied to account for the size-selectivity of the gear (see section 2.3.3 for details). It is worth 117 mentioning that not all species are commercially targeted. 118
Estimating mean weight 119
Mean weight from simulated populations 120
For each species, estimates of mean weight in the absence of exploitation were obtained in 121 In practice, simulations were performed with a time increment of 0.1 years and ran for 500 139 years with recruitment fixed at one million individuals. This means that age a had a resolution 140 of 0.1 years. The equilibrium state was verified by comparing the last simulation to the 50 141 preceding years. 142
Third, age was transformed into length-at-age L(a) using the von Bertalanffy growth equation 143
L(a) = L inf (1-exp(-K (a -t0)))
[3] 144 and the K and L inf values in table 2; t0 had to be set to 0 as it was missing for most species. 145
The appropriateness of the growth function values for the Bay of Biscay was verified by 146 comparing visually the position of the first peak in the length frequency distribution of the 147 survey data with the expected (fractional) age at the time of the survey for the youngest age 148 class caught by the survey (often young-of-the-year). 149
Fourth, length-at-age L(a) was transformed into weight-at-age W(a) using the length-weight 150 relationship 151
with values for the coefficients α and β taken from the literature (Table 2) . 153
Fifth, unexploited mean weight M W was estimated using the equilibrium numbers-at-age and 154 the calculated weight-at-age 155
M W = (Σ S N(a) W(a) )/ (Σ S N(a))
[5] 156
To account for the length L s at which the species could be assumed fully available to a given 157 survey, the selectivity indicator variable S was set to zero for L(a) < L s . The way L s was 158 estimated is described in section 2.2.3. 159
Finally, for interpreting the survey derived mean weight values, simulations assuming a total 160 fishing mortality Z = F + M varying from 1M to 5M (steps of 0.5M) were carried out. The 161 scenario in which Z = 2M is presented in detail with the simulated mean weight values 162 referred to as M W 2 . 163
Mean weight from survey data 164
For survey data mean weight across all years y was calculated using a per station approach 165 (Cotter, 2009) as the length of individual fishes captured in the same trawl are generally not 166 independent, in particular for schooling species. For this calculation individual length in 167 station i was transformed into weight using the length-weight relation in eq. [4], this was 168 multiplied by the number of individuals in that length class N i (l) to obtain the total weight-at-169 length W i (l). These weight-at-length were summed across length classes to obtain the total 170 weight W i at station i. To take account of survey selectivity only individuals with length l>L s 171 were included in the summation using as for the simulations the indicator variable S (see 172 The data were pooled across all years to smooth interannual variations (see time series in Fig.  179 S1 in electronic supplementary material). 180
Survey selectivity determination 181
To compare simulated mean weights with survey derived mean weights, the length at which a 182 species was fully selected by the survey (L s ) was estimated to create the indicator variable S 183 used in equations [5] and [6] . Survey selectivity is defined here as a species catchability -184 availability, catchability being caused by net selectivity, i.e. small individuals not being 185 caught, and availability by juvenile habitats not covered by the survey, e.g. because they are 186 in too shallow waters. The potential case of large individuals not being covered by the survey 187 was only considered for M. merluccius (see below). 188
Length-frequency distributions cumulated across all years were inspected to select L S values 189 for all species (Table 1) chosen to take into consideration these specificities. For the first group of species L S was set 196 at relative small sizes (between 7 and 14 cm), which in most cases corresponds to young-of2 and older were considered in the estimation of mean weight from the simulated populations 199 and survey data ( Fig. S2 Figure 3 ). Uncertainty intervals increased with relative differences. The ten species 248
showing the largest relative difference in mean weight were: C. conger, M. merluccius, L. 249
piscatorius, C. cuculus, P. blennoides, Trachurus trachurus, Mullus surmuletus, Callionymus 250
lyra, Solea solea and Lophius budegassa with mean relative differences ranging from -88% to 251 -30% (Figure 3 ). The largest relative difference in mean weight was found for C. conger, for 252 which uncertainty intervals ranged from -92% to -83%. Thus, this suggests that the 253 contemporary mean weight in the survey is substantially smaller than would be expected in an 254 unexploited population. On the second rank, contemporary M. merluccius mean weights were 255 83% to 89% smaller. However, results for C. Conger and M. merluccius might partly be due 256 to larger individuals not having been available to the survey. When using the dome-shaped 257 selectivity curve, available for M. Merluccius, the relative mean weight uncertainty interval 258 was reduced to -46% to -16% (filled circle with whiskers in Figure 3 ). L. piscatorius and C. 259 cuculus ranked third and fourth, with contemporary mean weights being 52% to 72%, and 260 47% to 69% smaller than expected mean weights in the absence of exploitation. showed pattern (i). These length structures, combined with the species specific weight-at-282 length were largely in agreement with the observed relative differences in mean weight W  . 283
Turning to the comparison between the relative difference in mean weight for simulations 284 with and without fishing mortality (
, white bars in Figure 3 ) and the relative 285 differences discussed above for contemporary populations (
, grey bars in Figure 3 contemporary fishing mortalities were below natural mortality. However, this interpretation is 294 contingent on the survey covering the whole population and variations in recruitment 295 averaging out over the twenty-three year time series. We will come back to this point in the 296 discussion. Larger uncertainty intervals for
can be explained by the sensitivity to M. 297
In other words the variability (10%) on M was applied twice as we compare both simulated 298 populations. 299
Explaining relative differences in mean weight 300
The quantile regression showed that the lower 25% quantile of
increased, as 301 expected, with growth rate K and decreased with L inf even though the slopes were not 302 significantly different from zero ( Figure 5 ). These results seemed to be strongly influenced by 303 C. conger as its asymptotic size is high compared to the other species considered. However, 304 the same trends were found when this species was removed from the analysis, though the 305 slopes were shallower (K: slope= 2.7 instead of 3.07). 306
Looking at the categorical explanatory variables, the ANOVA found no significant 307 differences between levels for all explanatory variables (p-values>0.1) and no clear patterns In this study all studied species showed some level of response to fishing, the larger species 320 being the most impacted, as four out of the five most impacted species in terms of mean 321 weight reduction were large species (C. conger, L. piscatorius, M. merluccius and P. Other factors than fishing could explain the seemingly large differences in mean weight 353 between contemporary and simulated populations: i) bias induced by the survey samplingeffects on growth. All of these will lead to overestimating mean weight differences between 356 the surveys and the simulations. We will now discuss each issue in turn. 357
Survey size selectivity and species catchability 358
Survey data such as those used in this study are inevitably selective for specific size classes. 359
Smaller size classes may escape through the meshes or may be inhabiting shallower habitats 360 than those surveyed whereas larger individuals or species (with a greater swimming ability) 361 may rise up and escape from the GOV trawl (Main and Sangster, 1981). In the study the 362 youngest individuals were removed from the calculations of mean weight for both the 363 simulations and survey to account for smaller fish being underrepresented in the survey 364 catches. A correction for any selectivity bias for larger size classes was however more 365 difficult to apply due to the scarcity of GOV selectivity curves for the species included in our 366 study. When we corrected for size selectivity on larger individuals of M. merluccius using the where it displays a high degree of fidelity to obtain refuge in rocks (Xavier et al., 2010) . 374
Rocky habitats are inadequately sampled using bottom trawls and this may thus explain, at 375 least partially, our results. The natural mortality values used in this study (Table 2) were also part of this study. So changes in bottom temperature might have increased growth 411 rates, which go in the direction of compensating fishing impacts rather than explain the 412 estimated differences in mean weight. 413
The absence of explanatory power for most of the categorical variables can be explained by 414 (i) the relatively low number of species and low diversity in life history traits among the 415 selected species in this study, this low count being notably due to the fact that life-history trait 416 parameters are not always easy to obtain for non commercial species, and (ii) that fishing 417 sensitivity seems to be caused by multifactorial combinations rather than one dominant factor. 418
Nevertheless, the shapes of the relationships between the difference in mean weight and 419 maximum length L inf or maximum depth range, though not statistically significant), 420 strengthen our conclusions regarding the effects of fishing on larger species. 421
Conclusion
422
We showed that in the Bay of Biscay the demographic structure of most of the 18 selected 423 species seemed to be impacted by fishing, with the larger species displaying larger reduction 424 in mean weight. Using M. merluccius, we demonstrated the sensitivity of the results to the 425 assumed survey selectivity. While no clear differences between target and bycatch species 426 were found, it is important to note that two important commercial species in the Bay of ) and those used in the study (M study ) are given in Table 2 . A revised version of the table is provided below: Table 1 : Life-history trait estimates used for simulating population structure at equilibrium A median L inf value was used when more than one value was available (species are ordered as in 
