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Abstract—This article surveys the literature on human-robot
object handovers. A handover is a collaborative joint action
where an agent, the giver, gives an object to another agent,
the receiver. The physical exchange starts when the receiver
first contacts the object held by the giver and ends when the
giver fully releases the object to the receiver. However, impor-
tant cognitive and physical processes begin before the physical
exchange, including initiating implicit agreement with respect to
the location and timing of the exchange. From this perspective,
we structure our review into the two main phases delimited by
the aforementioned events: 1) a pre-handover phase, and 2) the
physical exchange. We focus our analysis on the two actors (giver
and receiver) and report the state of the art of robotic givers
(robot-to-human handovers) and the robotic receivers (human-
to-robot handovers). We report a comprehensive list of qualitative
and quantitative metrics commonly used to assess the interaction.
While focusing our review on the cognitive level (e.g., prediction,
perception, motion planning, learning) and the physical level
(e.g., motion, grasping, grip release) of the handover, we briefly
discuss also the concepts of safety, social context, and ergonomics.
We compare the behaviours displayed during human-to-human
handovers to the state of the art of robotic assistants, and
identify the major areas of improvement for robotic assistants to
reach performance comparable to human interactions. Finally,
we propose a minimal set of metrics that should be used in order
to enable a fair comparison among the approaches.
Index Terms—Human-robot interaction, object handover.
I. INTRODUCTION
RECENT years have witnessed the industry progressingtowards a more direct collaboration between humans and
robots. The current trend of Industry 4.0 envisions completely
shared environments, where robots act on and interact with
their surroundings and other agents such as human workers
and robots [1], [2], enabled by technological advances in
robot hardware [3]. The recent COVID-19 pandemic has
also increased the demand for autonomous and collaborative
robotics in environments such as care homes and hospitals [4],
[5]. Accordingly, Human Robot Interaction (HRI) is featured
prominently in the robotics roadmaps of Europe, Australia,
Japan and the US [6]–[9]. The advantages of human-robot
teams are multifaceted and include the better deployment of
workers to focus on high manipulation and cognitive skill
tasks, while transferring repetitive, low skill, and ergonomi-
cally unfavourable tasks to robot assistants. Effective deploy-
ment of robotic assistants can improve both the work quality
and the experience of human workers.
The structured nature of traditional industrial settings has
eased the use of robots in work cells. However, a similarly
successful presence of robots is yet to occur in unstructured
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Fig. 1. Example of a direct handover where a robot partner passes a bottle of
mustard to a human. As both hands are in contact with the object, this picture
shows the physical exchange phase of a handover. We review the literature
on the cognitive and physical aspects of object handovers.
environments (i.e., in factories without work cells, in house-
holds, in hospitals). For such places, robots need a better
understanding of the tasks to perform, a robust perception
system to detect and track changes in the surrounding dynamic
environment and smart, adaptive action and motion planning
that accounts for the changes in the environment [10].
Human-robot collaboration and human-robot interaction are
frequent keywords in our research community. We refer the
reader to [3], [11] for reviews on physical collaboration and
to [12], [13] for an overview of the cognitive aspects. Our
community has seen an increasing focus on collaborative
manipulation tasks [14]–[16]. In this context, robots must be
capable of exchanging objects for successful cooperation and
collaboration in manipulation tasks, as in Fig. 1. For example,
consider an assembly task where a human operator has to
assemble a complex piece of furniture and requires a tool.
The robot assistant should be able to fetch and pass the tool
to the human operator. Or consider a service robot handing
out flyers to passersby [17] or serving drinks [18]. A further
example can be a mechanic asking for a tool while under
a car: in this scenario, the motion range of the mechanic is
extremely limited and extra care is needed to pass the tool
[19]. The action of passing objects is usually referred to as
an object handover. More formally, an object handover is
defined as the joint action of a giver transferring an object
to a receiver. Despite being a frequent collaborative action
among humans, a handover is a concerted effort of prediction,
perception, action, learning, and adjustment by both agents.
The implementation of a human-robot handover that is as
efficient and fluent as the exchanges among humans is an
open challenge for our community. In this paper, we review
the state of the art of robotic object handovers. In particular,
we investigate the aspects of the handover interaction that in
3our opinion require the most effort to enable a more useful
and successful functioning of robots, especially in unstructured
environments.
We start this paper with a review of the main findings
about human-human handovers in Section II. Then, in the
following two sections, we refer to each of the two phases of a
handover: pre-handover, and physical handover. In Section III
we focus on the reasoning and actions of the giver and receiver
before the physical exchange of the object, analysing aspects
such as communication, grasping, and motion planning and
control. Section IV describes the physical exchange of the
object, focusing on aspects such as grip modulation and object
release. Section V reports a comprehensive list of quantitative
and qualitative metrics that are commonly used for assessing
handovers. We conclude this review with a discussion iden-
tifying directions for future work in Section VI. We further
propose a minimal set of metrics to adopt in experimental
protocols in order to enable a fair comparison among the
different approaches.
II. HANDOVER AS A JOINT ACTION
A handover is a joint action between a giver and a receiver.
Joint actions are formally defined as [20]
any form of social interaction whereby two or more
individuals coordinate their actions in space and
time to bring about a change in the environment
. . . successful joint action depends on the abilities (i)
to share representations, (ii) to predict actions, and
(iii) to integrate predicted effects of own and others
actions.
Joint actions are much more complicated than individual
actions. Social context is shown to modify the plans of actions
of an agent [21]. While there is still much to understand
and learn about how humans coordinate to meet their final
goals, a number of scientific results shed some light on how
humans behave during such actions. A minimal architecture
for a joint action should include representations, processes
like monitoring (feedback) and prediction (feedforward), and
coordination [22]. Humans tend to form representations of
their own goals and tasks, and potentially also of their partners’
goals and tasks. Then, two processes use those representations:
monitoring and prediction. Monitoring is a process to check
the advancement of those tasks and goals. Such feedback
can be on one’s own task, on the task of the other agent
[23] and on the overall goal. Predicting the outcome of one’s
own actions and possibly, the other agent’s actions, helps
the coordination between the agents. Agents are interested in
predicting: the what, i.e., the actions of the other and their
goal; the when, i.e., the temporal coordination [24]; and the
where, i.e., the spatial distribution of common space [25].
Shared representations help to predict the other’s actions and
achieve higher coordination, integrating the what, when and
where. Coordination is also increased through joint attention
(thus sharing perceptual inputs) [20]. In particular, research
has shown that there seem to be similar eye motor programs
when performing and observing the same scene [26], [27],
thus reinforcing the link between perception and action.
More recently, a Dyadic Motor Plan was proposed in [28].
This plan highlights the possibility of joint actions to be based
on active prediction of not only the actions of the partner, but
also of the effects of the actions of the partner, in a deeper
effort of prediction.
To summarise, during joint actions humans tend to plan their
motions considering the partner’s needs and representing and
predicting the partner’s actions and their outcomes [28], [29].
For this reason, scientists argue that humans form shared repre-
sentations of the task to better predict each other’s movements
and to act accordingly [30]. Efficiency and social cohesion are
also listed as reasons to adopt such shared representations.
Coordination is extremely important for the success of
a joint action. There are two types of coordination [31]:
planned and emergent. Planned coordination emerges from
the representations of the desired outcomes and one’s own
tasks and goals. Emergent coordination is independent of
joint plans, and emerges from perception-action couplings.
Entrainment is an example of emergent coordination: two
people in rocking chairs involuntarily synchronise [32], [33].
Note that, entrainment requires adaptation by both agents
to happen. It was found that such synchronisation does not
emerge in the interaction of a human with a non-adaptive robot
[34]. Considering these two types of coordination mechanisms,
a joint action such as a handover requires the synergetic har-
mony of planned coordination for the final goal, and emergent
coordination for the real-time aspects of the interaction.
From this perspective, an object handover is a joint action
where two agents collaborate to accomplish the transition
of the object from one agent, referred to as giver, to a
second agent, referred to as receiver. While the two agents
share the overall goal of the object transfer, the objectives of
the two agents differ during the interaction [35]. The giver
aims to: most appropriately present the object to the partner;
hold the object stably till the completion of the physical
handover; and finally, release the object to the receiver as
safely as possible. Conversely, the receiver aims to: acquire
the object by grasping; stabilise the grasp on the object; and
finally, following the handover, perform the task the object was
required for. It is crucial to remember that, in most cases, the
object is passed in order to have the receiver perform a certain
task. This task might be as simple as to place the object on a
table (thus imposing loose constraints on the use of the object);
or it might be more complicated, such as turning a key in a
keyhole or cutting a piece of paper with a pair of scissors.
While these tasks are frequently actualised in our everyday
life, they require an appropriate utilisation of the object, i.e.,
they impose severe constraints on the use of the object. In the
case of cutting with scissors, the scissors have to be grasped
by the rings of the handles, and the blades must be used to
perform the cutting. The giver should consider the subsequent
task that the receiver would perform with the handed over
object, in order to facilitate the task of the receiver [36].
A handover can be divided into two phases [35], [37], [38].
We use the tactile events, control discontinuities, and transi-
tions that characterise any manipulation, to detail each phase
[37]. Pre-handover phase includes the explicit and implicit
communication between agents, as well as the grasping and
4transport of the object by the giver. The first contact of the
receiver’s hand on the object begins the physical handover.
This phase comes to an end when the giver removes their
hand from the object and the object is fully in the hold of the
receiver. Therefore, we divide a handover into two phases: a
pre-handover phase, and the physical handover phase. During
these phases, the agents display different levels of activity,
with respect to their own tasks and objectives, as shown in
Fig. 2.
Two conditions define the start and the end of a handover.
A handover can be initiated by the need of an agent to
obtain an object to perform a certain task (handover by object
request). This agent becomes the receiver and requests the
object from the giver. The mechanic under a car asking for
a tool is a typical example of this type of initiation. Another
example is a cook that asks the sous chef for a kitchen tool.
Alternatively, a handover can be initiated by an agent asking
another to perform a certain task with an object (handover
by task request). This agent becomes the giver and gives the
object to the receiver. For example, while tidying up a room,
an agent can pass an object to another agent in order for the
latter to place the object in a certain location; another example
is a chef asking the sous chef to stir some sauce on a pan by
offering the appropriate kitchen tool.
Once the exchange is initiated, the giver offers the object to
the receiver. The physical exchange of the object can be direct
or indirect. The object is passed from the hand of the giver to
the hand of the receiver during a direct handover. In a number
of situations, as in the example of the mechanic asking for
a tool from under a car, a direct handover is also the most
immediate solution to pass the requested tool. Alternatively,
the object might be placed by the giver on a surface, e.g.,
on a table, during an indirect handover. Indirect handovers
allow a greater flexibility to the receiver in terms of the timing
and of the grasp used to obtain the object. However, direct
handovers can reduce the effort of the receiver in terms of
motions required to obtain the object [39]. In this paper, we
focus on direct handovers because almost all the works in this
field belong to this kind of exchange type.
The physical phase of the handover terminates when the
receiver has fully obtained the control of the object. At this
stage, the receiver progresses to performing the task that
initiated the handover.
The next two sections focus on action and cognition during
each of the two phases of the exchange: the pre-handover,
and the physical handover phases. In particular, we will bring
attention to aspects such as motion planning and control,
prediction and communication, object grasping and offering,
and modulation of grip forces.
III. PRE-HANDOVER PHASE
As we discussed in the previous section, a handover is
initiated either by the request for an object or by the request
for a task. In both circumstances, the request for an object
or the request for the task must be communicated to the
other agent. Communication is a foundation for every joint
action, and it can occur in various manners. Humans display
a wide array of communication skills to help coordinate the
what, when and where of a handover. Gaze and oral cues are
two common ways for the agents to communicate during this
phase. Communication does not happen only directly, as in for
example voicing the intent to pass an object; but also during
the action: such as motions or gestures during the pre-handover
phase, where a giver clearly displays their intent to hand over
the object. Similarly, the way an object is grasped and offered
often presents cues on the intent to hand over. In Section III-A
we will review the most important findings on communication.
Once initiated, a handover enters the preparation phase that
leads to the physical exchange of the object. In preparing to
offer the object, the giver predicts how the receiver would
perform the task the object is being passed for, and given
its predictions, how the receiver would want to grasp the
object. Using these predictions, the giver plans motions to
obtain (grasp) the object if not yet grasped, or (if needed)
to re-grasp the object to best prepare for the exchange, and
then to offer it to the receiver. The giver relies on visual and
tactile feedback to perceive and track the object as well as
the state of the receiver, i.e., both the position and whether
they are ready to receive. During this time, communication
signals are constantly exchanged between giver and receiver.
The giver then uses this sensor feedback to adjust their motion
plans, coupling this feedback with updated predictions of the
receiver’s behaviour. These updates and adaptations aided by
prediction, perception and learning are used to control the
motions realised to grasp the object and to offer the object
to the receiver. We delve deeper into grasping and motion
planning in Sections III-B and III-E, respectively.
The receiver shows lower activity in this phase. However,
the receivers actions and communication are perceived by the
giver, therefore influencing the givers actions. Attention and
state of preparedness of the receiver are important as they
communicate the readiness to receive. Similarly to the giver,
the receiver also predicts the behaviour of the giver, and forms
a plan of action. The receiver may move their hand towards the
predicted handover location in anticipation of the handover.
The receiver’s plan and actions are updated using sensor
feedback such as vision, touching and hearing. The receiver’s
plan and actions are also dependent on the subsequent task
that the receiver would perform with the object. At the end
of the pre-handover phase, the receiver has reached for and
made contact with the object.
A. Communication
Communication is crucial in any joint action. Signalling
strategies (i.e., communication) aid coordination by improving
the partner’s prediction of one’s actions (thus minimising
uncertainty) [40]. In particular, communication is used to
initiate the action, i.e., to show the intent to start with the
action; and then to coordinate the action once it has started
[22]. Humans are extremely skilful in communicating their
intent (the what, i.e., the action to perform and the object
to pass) and expressing cues about the when and the where
of a handover [41]. Communication is so important that a
handover can be thought of as a physical process (approach,
5Fig. 2. Timeline of an object handover. For each phase of the handover, this figure describes the giver’s and receiver’s activities; and the giver’s and receiver’s
tasks. The initiation occurs either by task request by the giver, or by an object request by the receiver. During the pre-handover phase, both agents prepare
for the physical handover. After the receiver has taken full control of the object, the task that initiated the object transfer can be performed.
reach, transfer) and a cognitive process to establish what, when
and where to pass [41]. These findings indicate that robots also
require such communication skills and adaptation capacity in
order to match human performance during interaction with a
human partner.
Speech1 can be used to express the intent to hand over
1Interestingly, there is evidence for the embodiment of language, i.e., that
the motor system is activated during the comprehension of the language [42].
Moreover, there is further evidence of the involvement of the motor system in
processing action words such as “kick”, “pick”. However, it is not clear yet
if this activation is due to the real processing of the action words or rather it
is a by-product of imagining the action [43].
6an object as well as to coordinate the actions during the
exchange. As we discussed earlier in this section, speech can
be used to initiate the action by either one or both of the
agents, and language use could be considered as a form of
joint action per se [44]. Thereby, much information can be
conveyed to a partner through speech. For example, a robot
and a human could have a dialogue to decide their roles during
an interaction, and then to coordinate actions [45]. However,
the use of speech can also degrade coordination during a joint
action when the partners’ attention is divided between multiple
modalities of sensory communication (visual and auditory in
[46]).
In addition to speech, humans use a number of other ways
such as body stance and position, arm pose, gestures (with
arm and/or hand), and gaze to communicate their intent to
hand over an object and when/where the handover will take
place. The presentation of an object, such as an extended
arm and offering the object such that the free part is towards
the receiver and tilting the object towards the receiver, are
configurations that convey intent to pass an object [47],
[48]. Cakmak et al. [48] claim that such anticipation in the
behaviour of the agents makes the interactions more fluent.
An analysis of kinematic features could lead to an automatic
detection of the intent to hand over an object, for example
using machine learning classifiers [49]. Another learning-
based approach presented in [50] posits that the orientation
of a person and joint attention (on the object or on the
position where the handover will happen) are important cues
for physical interaction. Similarly, statistical models have been
used to model the physical aspect of a handover, and then
endowed with a higher-level cognitive layer that uses non-
verbal cues (head orientation) to better understand the intent of
a human receiver to grasp the object [51]. Alterations of more
common movements and arm trajectories can also be used to
communicate during joint actions as well as a deviation in the
normal pronunciation of a word [40]. Trajectories of motion
can be altered in order to communicate to one’s partner [40].
Taking this to the extreme, some movements can be fabricated
altogether in order to mislead one’s opponent in a competitive
joint action, e.g., a footballer’s feint move [52]. Similarly,
robots can devise deceptive motions too [53]. Moreover, the
initial pose of a robot receiver can inform the human giver
about the geometry of a handover [54]. We will focus more
on the gestures and motions as action in Section III-E.
Gaze is also a very powerful tool for communicating the
intent to act and for coordinating the action. Gaze is the
ensemble of eyes, head, and body orientation that reacts to
the joint action [55]. Human gaze supports the planning of
actions of object manipulation, spotting positions (contact
points) to which to direct a grasp [56]. Furthermore, there
seems to be a link between action perception and execution.
In other words, humans are able to read other people’s action
intentions by observing their gaze [57]. Therefore, it is not
surprising that during a handover, the use of gaze by a robot
positively impacts the interaction, resulting in faster object
reaching and a more natural perception of the interaction by
the human receivers [58]–[60]. Similarly, gaze can have an
effect on cooperation also in terms of faster human response
times [61]. Interestingly, a deliberate delay in releasing the
object by the robot results in an increase of attention to
the robot’s head, and also an increase of the compliance
with the robot’s suggestions (actualised with the robot’s head
motions) [62]. A closely related concept is turn-taking, which
helps humans communicate their understanding and control of
the turn structure to a conversation partner by using speech,
eye gaze, and body language. Turn-taking has been explored
in human-robot interaction [63], and it would especially be
beneficial for handovers if the scenario involves handovers in
both directions: robot-to-human and human-to-robot.
B. Grasp Planning
We have previously considered that during a handover, the
giver plans their motions considering the task of the receiver.
In particular, the giver considers how to grasp the object
so as to offer it to the receiver in the best way possible,
i.e., whenever possible, to minimise object manipulation by
the receiver before using the object for its intended use
[64]. This is an example of second-order planning for object
manipulation, which is defined as:
... altering one’s object manipulation behaviour not
just on the basis of immediate task demands but also
on the basis of the next task to be performed [65].
If the planning takes into account more than two steps, then
it is termed higher-order planning. In the case of a handover,
the grasp of the giver could also account for the task to be
performed by the receiver [36]. In effect, the grasp of the giver
influences the grasp of the receiver, as the latter can only grasp
the object on the unencumbered portion of the object. The
grasp choice of the giver can influence whether a receiver can
directly use the object for their task or must re-manipulate the
object to be able to use it.
Factors such as object shape, object function and safety are
important to consider when planning a grasp for a handover
[66]. In a human user study, it was shown that when partici-
pants are handing over objects to each other, they tend to orient
some objects differently when they were explicitly asked to
consider the presentation that is most convenient to the receiver
[67]. Similarly, object constraints and the receiver’s task are
highlighted to be key factors in the choice of grasp by the
giver [68]. In particular, grasp type and grasp location change
to facilitate the grasp of the receiver on the object. Similar
reasoning was already adopted for robot to human handovers
in [69], [70]. However, the robotic giver acted knowing a
priori the ‘appropriate’ parts of the objects and the human
receiver did not have to perform any subsequent task with the
objects. Learning by demonstration was proposed by the same
authors as a possible method to further explore the semantic
segmentation of objects for grasping [71]. Similar to this work,
learning handover grasp configurations through observation
of human behaviour has been shown to be a viable solution
[72]. Using the concept of affordance axis, a method has
been proposed for selecting good handover observation sets
to learn grasp configurations [73]; however, while this works
well with objects with one main grasp configuration, it is a
more challenging problem when the object can be presented
7in multiple orientations, as the robot needs to see a larger set
of possible configurations and then decide which is best in a
given situation.
The grasping adaptation performed by the giver is in line
with theories that consider grasping an inherently task-oriented
or purposive action in humans [74]–[76], that involves both
sensory and motor control systems [77], [78]. A human study
shows that when participants took hold of a vertical cylinder
to move it to a new position, grasp heights on the cylinder
were inversely related to the height of the target position [79],
which is a clear example of adaptation of the grasp to the task.
Humans display a wide range of grasps, and several tax-
onomies have been proposed to categorise human grasps based
on specific aspects such as hand shape on the object, contact
points, and pressure [80]–[82]. Humans choose their grasp
considering many factors [80], [83]–[85]: object constraints
(e.g., shape, size, and function), gripper constraints (e.g., the
human hand or gripper kinematics and the hand or gripper size
relative to the object to be grasped), habits of the grasper (e.g.,
experience and social convention), and environmental factors
(e.g., the initial position of the object and environmental con-
straints [86]). While a successful grasp is usually characterised
by stability [87] and/or speed [88], one aspect of robotic
grasping that is often overlooked is the task to perform [89]
and its requirements in terms of force and mobility [90]. There
is further evidence that the reaching movement of the arm and
the grasping movement of the fingers may also be influenced
by the graspers goal [91]–[94]. From this perspective, it is not
surprising that the intention to cooperate influences the grasp
choice during an interaction like an object handover.
As objects are passed to accommodate the receiver’s needs,
the functional parts of the objects play a decisive role [95]–
[101]. Gibson [95] coined the term “affordances” to define
the possibilities for action offered by objects and their envi-
ronment. Norman [102] added a perceptual dimension to the
concept of affordance, associating it not only to the agent’s
capabilities, but also to their tasks to perform. However, a clear
functional part of an object, such as a handle of a screwdriver,
can elicit different behaviours in single-agent scenarios and
cooperative tasks [68], [103], [104]. For example, a single
agent having to tighten a screw will grasp a screwdriver
from the handle, whereas a giver wanting to hand over the
screwdriver, should grasp it from the metal rod, thus offering
the handle to the receiver. While this adaptation is natural to
humans (having developed it through understanding and the
repetitive use of the object), such understanding is somewhat
still to be achieved in robots. A concerted effort in perception
and action [105] is needed in order to endow robots with such
capabilities [106]–[113].
As already established, givers do reason about how to grasp
the object and where to place their hand on the object. Givers
consider which area of the object can afford the receiver’s
subsequent task and adapt their grasp strategy accordingly.
So much so that when the task of the receiver has fewer
performance constraints, i.e., when the task of the receiver is as
simple as placing the object on a table, there are less stringent
constraints to perform the task and thus the exchange of the
object can be more relaxed [68]. However, when the task of the
receiver requires the use of the object in a very specific way
(i.e., cutting a sheet of paper with a pair of scissors), then the
grasp of the giver usually accounts for the constraints of the
task of the receiver [68]. Similarly to the considerations about
the grasp of the giver, different tasks and objects elicit different
levels of constraints on the grasp that the receiver has to use.
A planner for interactive manipulation tasks between robots
could potentially account for both the grasp of the robotic
giver and the grasp of the robotic receiver, thus enabling both
robots to grasp successfully [114]. This approach is hardly
extendable to human-robot handovers, as the human behaviour
is more difficult to model with certainty. To overcome this
problem, one option is to probabilistically model the behaviour
of the human receiver, accounting for the ergonomic cost of
the receiver, and thus influencing the grasp of the receiver
[115].
C. Perception
A big challenge in handovers is a reliable perception of
the object, the hand (self and partner) and the partner’s full-
body motion. Some approaches try to track object and hand
to plan for the grasp [116]–[118], leveraging large datasets for
training and physical relationships between hand and object.
While grasping, the hand and objects can become severely
occluded, thus harder to track with vision sensors. Differently,
this problem can be addressed as a grasp classification problem
[119], in which common human grasps for the task of human-
robot handover are divided into categories such as “waiting”
or “lifting”, inspired by the human grasp taxonomy [82]. The
grasp class information can then be used by a planner to
devise the most appropriate approach and grasp strategy for the
robot receiver. However, the classification of grasps suffers the
drawback of detecting only a relatively small subset of grasps,
thus failing to detect the richness of behaviours displayed by
humans. The human body can also be tracked in addition to the
object and the human hand in order to improve safety [120].
We will discuss the safety aspects of handovers in more detail
in Section III-E2.
While the perception of the human partner’s hand and body
is critical real-time feedback, there have been efforts also in
predicting the human partner’s motion. Dynamic Movement
Primitives (DMPs) [121], [122] have been used successfully
to predict human motion (point attractor and time scale, which
mean handover location and time), coupled with an Extended
Kalman Filter [123]. Real-time estimation of human motion
can also leverage the concept of minimum jerk trajectories
[124]. The minimum jerk model can be used in conjunction
with regressors to predict when and where a human giver
will transfer an object [125]. The minimum jerk model is
used with a Semi-Adaptable Neural Network to predict human
arm motion in [126]. Gaussian Processes can also be used
for proactively estimating human motion for handovers [127].
Luo et al. [128] propose a 2-layer framework using Gaussian
Mixture Models and Gaussian Mixture Regressor to represent
and predict human reaching motions.
8D. Handover Location
The handover must occur in a location that is reachable by
both agents. Thereby, an aspect that deserves thorough analysis
is the handover location. Human-human handovers have been
shown to occur roughly midway between giver and receiver
[129]. Thus, the interpersonal distance between the agents has
a fundamental influence on the location of the handover, and
on the height of the point of exchange [130]. Conversely,
the object mass seems not to affect the location of the
exchange, but rather the duration of the exchange. Leveraging
on this notion, a task-specific interaction workspace can be
built as the intersection of the spaces that can be accessed
by robot and human [131]. Information such as the effort
needed by the human to reach a certain location can be
used in an on-line manner to shape the interaction workspace,
in order to plan the robot’s movements. Similarly, handover
locations can account for biomechanical properties of the
human receiver, such as height, weight, strength and range
of motion [132]. These considerations of the biomechanical
properties of the human partners are especially critical when
there are environmental or task constraints to limit the motion
of the human (like in the case of the mechanic under the
car) and when the human is motor-impaired. Furthermore,
optimising the robot’s motions over safety, acceptability and
task constraints could help improve the posture of the human
receiver [133], thus decreasing the chances of musculoskeletal
disorders and discomfort [134]. The human mobility could also
be accounted for while planning, to devise different paths for
the robot to the handover location [135], [136]. Incorporating
models of the kinematics and the dynamics of the body of
the human receiver can effectively devise handover locations
that are more acceptable to the human partner [137]. Finally,
the human arm manipulability could also be embedded in an
optimisation framework to reduce muscular strain [138], [139].
All these considerations point to the fact that the handover
location should not be fixed a priori, which would force the
human to adapt to the robot. Instead, such location should be
planned for considering all the factors mentioned above, and
then potentially modified in an on-line fashion if need be, for
example, if the environment is dynamic and the human agent
moves, thus adapting to the human.
E. Motion Planning and Control
During a joint action, the movements of the agents simulta-
neously actualise the physical joint action and signal important
information for the coordination. However, movements are
importantly the actualisation of a handover. Movements during
human-human handovers are generally smooth rather than
being separate and successive phases [140]. For example,
receivers usually start the reaching movement toward the
givers while the giver reaches out for the receiver (in a
concurrent motion) [141], [142]. As such, the dominant aspects
of successful movements in the context of a joint action like
a handover are: legibility, predictability, safety, robustness,
reactivity, and context awareness.
1) Legibility and Predictability: Legibility and predictabil-
ity relate to how easy it is for one agent to understand and
predict the other agent’s movements. Albeit similar, legibility
and predictability are not synonyms [143]. Using a psycho-
logical interpretation of actions, legibility is a characteristic
of motion that enables an observer to infer the goal (action-
to-goal). On the other hand, predictability is a characteristic
of motion that matches what an observer expects given the
knowledge of the goal (goal-to-action). By this definition,
motions of collaborative robots must be legible, thus allow-
ing the partner to quickly and reliably predict the goal of
the actions of the robot. Interestingly, humans prefer robot
configurations that are more natural or human-like as they are
more readable [144]. Inverse kinematics algorithms mapping
Cartesian motions to the robot’s joint space can also aim at
devising overall movements for the robot that are legible to
the human partner [145], [146].
2) Safety: The safe planning of motions while approaching
a human partner is also a critical aspect during a joint action.
In the context of a handover, safety is a multi-faceted concept
that revolves around the physical safety of the human partner.
Safety can be ensured (or achieved) through software and/or
hardware [147], [148]. More generally, safety is a pivotal
topic in the whole human-robot interaction field of research.
Research2 has led to the standard ISO/TS 15066:2016 that
regulates collaborative robots and contains the norms of ap-
propriate behaviour during physical human-robot interaction.
Collaborative robots promise an intrinsic safety by ensuring
the hardware is safe to interact with. Furthermore, safety can
also be increased through software [147], [148]. Motion plan-
ning and control should be framed in a way that safety risk is
minimised throughout the entire interaction. Some approaches
proposed danger criteria and attempted at minimising this
metric. For instance, in [149] the robot is kept in low inertia
configurations in case of unanticipated collisions; moreover,
the chance of collision is reduced by distancing the robot’s
centre of mass from the human. Similarly, a metric of distance
from the operator is used in the optimisation in [150], and
safety barrier functions are built around the robot links to allow
collision-free planning [151]. Motion planning should devise
safe, reliable, effective and socially acceptable motions [152],
[153]. Frontal approach versus lateral approach by the robot
towards the human receiver is discussed with some contrast in
[154], [155]. Such considerations are further used to develop
the planner in [152], which is composed of three components:
spatial reasoning to account for the human receiver (perspec-
tive placement [156]), path planning optimising over costs that
account for safety, visibility and human arm comfort (human-
aware manipulation planner [157]), and trajectory control to
ensure minimum-jerk motions at the end effector (soft motion
trajectory planning [158]). Humans minimise jerk in order to
realise well-behaved trajectories for arm movements [159].
Minimum-jerk motions by a robotic giver also result in shorter
reaction time and faster adaptation for human receivers [160].
Further, to better match the human trajectories of minimum
jerk, a decoupled minimum jerk trajectory could be used, using
different time constants in the gravity axis z (thus decoupling
2We refer the reader to the results of the project SAPHARI, European
Community’s 7th Framework Programme, IP 287513, call FP7-ICT-2011-7
9the motion in the x-y plane to the motion in the z plane) [161].
3) Robustness, Reactivity and Context Awareness: The
robot’s motions should be flexible to accommodate changes in
the environment, and to accommodate behaviours of different
partners. To this end, principles such as robustness, reactivity,
and context awareness should guide the design of human-robot
interaction systems [162]. From this perspective, a fully pre-
planned motion falls short of general adaptability. In other
words, a fully deterministic approach to planning is only
possible if the environment is fully known, as in the case of
robot-to-robot handovers [163]. Instead, a mixture of planned
motions and control over sensory feedback aids to modify
the motions and adapt to the partner. A switching planning
mechanism that mixes global and local planning can help to
overcome the drawbacks of fixed planned motions [164]. Fast
responsiveness of the robot giver is particularly important as
it increases the positive impression of the interaction [19].
Interestingly, a human study suggests that the speed of the
interaction might be more important than the spatial accuracy
of the robot for the subjective experience of a human receiver
[165]. When the robot acts as a receiver, adaptive reaching
displays better performance compared to a fully pre-planned
reaching motion in terms of predictability and aggressiveness,
both being important quality measures of a handover [166].
Humans adapt their actions to account for the workload of their
partner [167]. Similarly, a robot should be aware of the task
status [168]. For example, a more proactive robot giver could
increase the speed of the handovers, negatively impacting the
user experience. On the contrary, coordinating a reactive robot
could be perceived as a better user experience, even if the
performance deteriorates [167].
While pure planning usually devises a feedforward trajec-
tory to follow, control architectures provide the means to use
sensorial feedback and change the behaviours of the robot.
Impedance control and admittance control are two common
strategies to use in physical human-robot interaction [169]–
[173]. Variants of classical approaches include using redun-
dancy and null space [174]–[176], modelling the interactive
forces [177], [178] and parameter adaptation [179], [180].
Early work on control proposes to use fuzzy logic on three
aspects: relevance, confidence and effect [181]. Human-human
handovers show a smooth and fluid continuum of motion.
For this reason, rather than switching control paradigms be-
tween handover phases, a phaseless controller (no distinction
between reaching, passing and retracting) could be based on
insights about the human behaviour, e.g., existence of motion
during the passing and existence of coupling between the
movements of the giver and those of the receiver [142].
However, one specific implementation of such a controller in
[142] assumes that the object mass is known, in order to best
modulate the grip forces.
Dynamic Movement Primitives (DMPs) [121], [122] repre-
sent an alternative to both pure feedforward and pure feedback
control during an interaction. To specifically target a handover,
the feedforward part can be weighted more at the start of
the motion (shape-attraction), and subsequently the feedback
(goal-attraction) can be weighted more as the interaction nears
the physical exchange of the object [182]. In order to generate
a wider range of behaviours during interactions, Interaction
Primitives (IPs) build on the framework of DMPs and maintain
a distribution over their parameters [183]. Probabilistic motion
primitives [184] are shown to allow a robot to recognise human
intent (task) and at the same time, generate commands for a
robot according to the observed human motions, achieving
coordination [185]. In this way, planning is replaced by
inference on the probabilistic model. Learning from human
feedback might also improve the adaptability of handovers.
For example, in a contextual policy search, a robot could learn
a reward function from human preference feedback [186].
IV. PHYSICAL HANDOVER PHASE
This phase encompasses the physical interaction between
giver and receiver and the object transfer. During this phase,
both players are physically and cognitively engaged. Entering
this phase, the giver possesses the object thus controls its
stability. After the occurrence of the physical contact, the
giver can couple vision and force feedback to understand to
which extent the receiver has grasped the object. At this point,
the giver starts releasing the object in order to allow the full
transition of the object to the receiver. The timing must be
coordinated as an early release can cause the object to fall;
and a late release can cause higher interaction forces [187].
The receiver approaches this phase by planning a grasp on
the object given the visual feedback from the actions of the
giver. Given the presentation of the object, the receiver then
acts and places the hand on the object to maximise the stability
of the grasp and also in the most appropriate way to be able
to perform their task afterwards. The transition ends when
the giver entirely releases the object to the receiver, who then
acquires the object in full. In this phase, the success of a
handover is dictated by the coordination of the when and where
of the joint action. For this reason, the most crucial aspect of
this phase is the modulation of the grip force to complete a
safe transfer of the object.
A. Grip Force Modulation
In line with literature in neuroscience and psychology,
the joint action of the physical handover is an interplay of
anticipatory control and somatosensory feedback control [35].
Visual feedback augments the anticipatory control in starting
the release of the object, by predicting and detecting the
collision created by the hand of the receiver on the object
[188]. Visual feedback is also used to adapt predictions to
different speeds of the receivers reaching out movements.
From this perspective, the speed of the grip force release seems
to be correlated with the reaching velocity of the receiver
(i.e., the faster the approach, the faster the giver releases the
object) [188]. Giver and receiver show similar strategies for
controlling their grip forces with respect to the evolution of
the load forces generated by the object and the exchange.
Compared to other schema, forces arising during the release
are different when a robot acts as receiver. In fact, the faster
the retraction of the robot after grasping the object (still in
the partial hold of the human giver), the larger the interaction
forces. This might be explained as the giver does not have
10
enough time to withdraw [54]. All of these findings point to the
fact that the giver is in charge of the safety of the object, while
the receiver modulates the efficiency of the object exchange
[35], [187].
The task of the giver is shown to resemble the evolution of
a picking up task [187], [189] in that the giver, like the picker,
typically will use excess grip force to ensure that the object
does not slip or drop. Moreover, in [187] a linear relationship
between grip force and load force is observed, except when
either actor is supporting very little of the object load [187].
An analysis of these grip forces reinforces the idea that the
giver is responsible for the safety of the object during the
transfer, while the receiver is responsible for the timing of
the transfer. The same control strategy can also be applied to
an under-actuated hand, using linear models leveraging force
readings from the elbow of the robot [190]. Moreover, the
feedback from a force sensor mounted on the robot’s wrist can
be robustly used to modulate the release of an object [191].
B. Error Handling
Another task for both the giver and the receiver is the
handling of errors and disturbances during the handover. For
example, there might be cases where the receiver makes
unwanted contact with the object and the giver should not
release the object. The contact forces exerted by the receiver
should then be recognised as disturbances and should be
compensated to maintain a stable grasp on the object. The
tactile information from a Shadow Robot hand is used in
[192] to build probabilistic models to detect these disturbances
and feed them back to an effort controller. Another threat to
safety is a potential fall of the object. It has been found that
human givers tend to primarily rely on vision rather than haptic
sensing to detect the fall of the object during handovers [193].
Thus, the object acceleration measured with an optical sensor
at the gripper can be used as an indicator of handover failure
(object dropping) [194]. More recently, force control and fuzzy
control were similarly used [195], [196].
V. METRICS
There is a general consensus on the need for standardised
measurement tools and metrics in the human-robot interaction
and collaboration communities [197], [198]. However, the
spectrum of aspects to cover is so broad that finding a set of
metrics and tools to adopt in every situation is very difficult.
Nevertheless, such common and codified metrics would allow
for an easier and fairer comparison among the proposed
techniques, and would possibly help to build new frameworks.
Metrics should aim to assess a handover qualitatively and
quantitatively [197]. Along the same lines, a survey on metrics
for human-robot interaction [199] reports productivity, effi-
ciency, reliability, safety and co-activity to be the areas to
assess for an interaction. Furthermore, there is a wide range
of literature analysing metrics for human-robot interaction and
collaboration, such as for human-robot teams [200]–[203] and
for social and physical interaction [204]–[206].
In this section we analyse three different types of metrics:
1) task performance metrics which provide a measure of suc-
cess, 2) psycho-physiological metrics to measure the human
partner’s physiological responses, and 3) subjective metrics in
the form of user questionnaires. These metrics are represented
graphically in Figure 3. We also analyse the variety of the test
objects used in handover experiments.
A. Task Performance Metrics
Task performance metrics are often utilised in HRI experi-
ments to evaluate a measure of success quantitatively and the
choice of such metrics is highly dependent on the task. 28 out
of 38 papers surveyed reported a measure of task performance
for the handover experiments; the full list can be seen in the
“Task Performance” column in Table I.
The performance of a handover can be coarsely described
using the success rate: number of successful handovers divided
by the total number of trials. The success rate metric is
the most popular task performance metric for human-robot
handovers [17], [19], [39], [41], [48], [51], [119], [120], [166],
[182], [185], [207]. Even though the overall success rate of an
implementation is important, it only reports a statistical view
of the handovers rather than the quality of the interaction, and
by itself it does not explain why and how the errors have
occurred. Besides, different experimental protocols used by
each research team make it difficult to compare the success
rate metrics directly. The interaction force is another measure
that has been commonly used to evaluate the success of the
interaction [54], [142], [189], [191], [192], [194].
Considerations of performance also include the task com-
pletion time. From this perspective, fluency is an important
characteristic of an interaction such as the handover. To
evaluate fluency, objective metrics should include percent-
age of concurrent activity, human idle time, robot idle time
and robot functional delay [208]–[210]. These concepts are
also related to task effectiveness and interaction effort [211].
Moreover, time considerations can include the reaction time
of the human, and also task completion time and overall
handover time. Among the surveyed handover papers, several
have reported time-related metrics, including the wait time of
the robot and the human [48], total handover time [18], [41],
[51], [166] and timing of different phases of the handover [59],
[69], [70], [119], [188]. Other task performance metrics used
in handovers include defining and minimising a cost function
[115], [135], [185], relating either to the trajectory or to the
interaction.
B. Psycho-Physiological Metrics
Aside from the task performance metrics, another way
to gather quantitative data from user studies is to measure
the physiological responses of the human partner during the
interaction. In HRI, psycho-physiological measures can be
used to identify and evaluate the human partner’s responses
to the interaction with the robot [212]. Physiological signals
such as electromyography (EMG) can be used to measure
the human’s motor activity during the handover. Physiological
signals can also be used to estimate the affective state of a
human partner during an interaction.
Furthermore, physiological responses can be exploited when
evaluating responses to a safe planner (less anxiety and sur-
prise, reported feeling more calm) [213]. Another example is
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Heart Rate Variability (HRV), which can be used as a quan-
titative index to assess mental fatigue [217]. The psycho-
physiological measures to assess anxiety and stress in response
to the interaction include, but are not limited to: eye move-
ment; heart rate and heart rate variability; blood pressure; elec-
troencephalography; skin conductance response; urinary tests;
pupillary dilation; respiratory rate and amplitude; muscular
activity; corrugator muscle activity; electromyography.
Our survey shows that only a few works used psycho-
physiological metrics in human-robot handover experiments.
[138] and [132] utilised EMG to measure the muscle activity in
the human arm during the handovers while [214], in addition
to EMG, also made use of galvanic skin resistance and eye-
tracking.
C. Subjective Metrics
Subjective metrics assess aspects such as the subjective
perception of the human regarding the perceived difficulty
of the task, the cooperation and alliance of the robot, trust
in the robot and contribution of the robot [210]. Additional
concepts that are recurrent in a qualitative evaluation of an
interaction include anthropomorphism, animacy, likeability,
perceived intelligence, and perceived safety [216]. The Robotic
Social Attribute Scale (RoSAS) framework proposes mea-
suring the subjective and social perception of robots using
three dimensions: warmth, competence and discomfort [218].
Legibility, safety and physical comfort are also key criteria
to consider [214]. Furthermore, ad-hoc questionnaires and the
NASA-TLX 3 can be utilised to provide additional instruments
to assess the cognitive workload of humans.
The majority of the surveyed papers with a real-world
handover implementation (22 out of 38) have conducted a
user study (the list can be seen in the “Subjective” column of
Table I). The most common vehicle for user studies were post-
study surveys, in which the participants rated different aspects
of their interaction in a Likert scale. The most commonly
asked questions in the questionnaires relate to the fluency of
the interaction (i.e., natural, legible, predictable robot motions)
[41], [59], [119], [144], [161], [166], [188], [210], [214], how
safe [69], [70], [161], [182], [214] and comfortable [19], [54],
[69], [70], [161], [165], [182], [214] the participants felt during
the interaction, whether participants were satisfied with the
experience [19], [39], [115], [165], [182], [188], the ease of
use of the interface [19], [39], [115], [165], [182], [194], the
competence of the robot [54], [115], [119], [144], [186], the
appropriateness of the robot’s timing [41], [59], [166], [188],
the perceived aggressiveness of the robot [41], [166], the trust
in the robot [115], [119], [210] and whether the robot acted in
a human-like manner [70], [161]. In addition, for some papers
the main subjective evaluation was the indication of preference
and/or subjective opinions and comments from the participants
[48], [59], [62], [115], [189], [194].
D. Test Objects
There have been recent efforts in the grasping community
to create physical benchmarks and experimental protocols in
3https://humansystems.arc.nasa.gov/groups/TLX/
order to facilitate the replication of research results [219]–
[222]. Towards the same goal, object datasets have been gener-
ated for grasping, such as YCB: an object dataset [223]–[225];
DexNet: a synthetic dataset of 6.7 million point clouds, grasps,
and analytic grasp metrics [110] and EGAD: a dataset with
procedurally generated objects with varying grasp difficulty
[226].
The choice of objects used in human-robot handovers usu-
ally depends on the target application; for example it differs
for industrial and domestic environments. The last column
of Table I shows how many classes of test objects were
used for the experiments in the surveyed papers. We found
that 26 out of 38 papers used only a single object class
for the experiments. The most commonly used objects were
cylindrical objects such as bottles [18], [19], [48], [59], [62],
[115], [120], [132], [141], [142], [144], [152], [165], [166],
[182], [185], [186], [190]–[192], [214], followed by rectangu-
lar objects such as boxes [119], [120], [161], [166], [167],
[185], [191], [192], [194], [207]. While some researchers
opted for custom-designed objects with sensors mainly for
measuring grip and load forces [51], [54], [189], [190], some
have chosen application-specific objects such as handing out
flyers [17].
VI. DISCUSSION
In this paper, we analyse in detail the two phases of a
handover, reviewing the results from human studies and the
corresponding state of the art in the robotic literature. We
summarise the salient features of the papers implementing
physical human-robot handovers in Table I. For each paper
we report: the paradigm (robot-to-human or human-to-robot);
what the authors investigated (communication, grasping, mo-
tion planning and control, and perception during the pre-
handover phase; grip force and error handling during the
physical handover); whether the handover location was fixed,
pre-planned accounting for aspects such as the ergonomics, or
adapted online to the human partner; whether the experimental
protocol included a post-handover task for the receiver; the
metrics used to assess the task performance and the user
experience; and finally the number of different objects used
in the real robot experiments.
A. Adaptability and Handover Location
Studies in neuroscience, physiology and psychology high-
light that a handover is an intricate joint action that requires
a physical level and a cognitive coordination. In particular,
it seems apparent that the cognitive level of the interaction
is as important as the physical level [227], for a robot to
be considered as a partner, and not only as a tool [228].
To match the human skills of understanding and adaptation
[207], it is preferable that robots also display adaptation and
understanding. In fact, human givers can control the object’s
position and orientation to facilitate the robotic receiver’s
grasping of the object [207]. However, fatigue of the human
worker having to accommodate the robot repeatedly and for a
long time can become an issue [139]. From this perspective,
robots that are able to adopt different behaviours adapting
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Fig. 3. Mind map of the metrics. Metrics can assess not only the overall performance of a handover, with measures such as timing and success rate; but
also the user experience, with psycho-physiological measures, such as heart rate variability, eye movement etc., and subjective measures, such as trust in the
robot, working alliance and safety.
to their partner could assist their human counterpart [19],
[167]. In other words, it is crucial to account for the feedback
coming from the human partner during the interaction when
controlling the robot. However, as can be seen in Table 1, to
date most approaches focus on fixed or pre-planned handover
locations, with far fewer attempts at adapting to the human
partner online. In many human-robot handover scenarios, the
handover location is kept fixed, i.e., the robot is either going
always to the same position for the object transfer, or the
handover location is pre-planned based on several criteria
(including ergonomics, safety, etc) and not updated in real-
time with the perceptual feedback. This is far from ideal, as
the human has to potentially adapt to the robot and could
incur cognitive and physical fatigue. The ergonomics of the
interaction should be accounted for, as the transfer should
happen in the comfort zone of the human, i.e., the range of
positions (and tasks to perform in) reachable (and doable) with
little or no compensatory movements [229]. In humans, an
optimisation principle over a muscle stress index is shown
to determine the arm motions and postures (selected over the
infinite possibilities of motion) and also the perceived comfort
[230]. We believe that while pre-planning such a location
accounting for the ergonomics and the physical characteristics
of the human partner is appropriate, more effort is needed in
order to adjust to changing circumstances (adapting in real-
time to the needs of the human partner).
B. Communication
Communication is a key factor to achieve a successful
coordination during a joint action. Humans use speech, gaze,
and body movements to communicate intent and coordinate
during the execution of the joint action. We observe that robots
have displayed a general lack of communication skills for
object handovers. Most of the effort in the literature so far has
been put on the physical aspects of the interaction, focusing
on motion planning and control, grasping and perception. On
the other hand, effort in communication is less prevalent, as
only 37% of the papers in Table I include an element of
communication in their implementation.
C. Grip Release
There are also only a few papers that focus on grip release
and how to handle potential falls of the object. While the
literature in human studies continues to investigate how both
agents modulate their grip force on the object and how the
different sensory modalities (vision and tactile) come into play,
most of the reviewed work has adopted a simplistic approach,
i.e., robotic givers completely release the object whenever a
pull by the receiver is detected. Conversely, robotic receivers
need to modulate their pulling force as too little force could
be unsafe for the object transfer and too much force could be
dangerous for the human partner. We believe that grip force
modulation is a key component that needs further investigation
and effort. There are many additional open research directions,
such as: (i) the use of different hardware (under-actuated vs
fully actuated, soft vs rigid, parallel jaw gripper vs multi-
fingered hands); (ii) the use of different grasping strategies
(grasp type and location on the object); and (iii) the use of
objects varying their size and weight. Such exploration could
thus give rise to various options to modulate the grip.
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D. Paradigm
In terms of the paradigm, Robot-to-Human (R2H) han-
dovers have been more frequently investigated (87% of sur-
veyed papers in Table I), compared to Human-to-Robot (H2R)
(29%), while only 16% reported experiments in both direc-
tions. We speculate that the idea of having a robot assistant
that can fetch objects and give them to humans when needed,
has driven the deeper investigation of the R2H paradigm. The
R2H paradigm is particularly representative of the cases where
the human receiver will then perform a cognitively challenging
task with the object, a task that robots are not yet able to
perform. However, it is our opinion that H2R handovers are
worth exploring more and represent an open area of research.
One of the biggest challenges in human-to-robot handovers is
safety [120], as the robot should be careful to not contact the
human giver. For this to happen, perception systems should be
able to robustly discriminate the human giver (hand and arm)
from the object [119], [120]. Moreover, in the H2R paradigm
grasp planning becomes another critical issue, as the robot will
have to perform a task with the handed-over object, i.e., at the
very least need to put the object down in a pose preferable to
humans [231].
E. Role of the Task
From the robot’s higher-level behaviour standpoint, there is
a critical need for improvement in the integration of cognitive
and physical reasoning [10] in both paradigms (H2R and
R2H). In other words, robots currently lack a vision and
understanding of the general goal of such an action. Such
understanding is the key contributor to enabling higher-order
planning [36], [64], [65], [68]. For example, robotic grasping
has achieved peaks in performance [232] [233] [234] [235];
however, the ultimate goal of the grasp is rarely taken into
account [90]. As a result, robots can manage to grasp objects
but seldom these grasps would allow the execution of a
task with the objects. Considering a handover, a successful
grasp should account for the interaction partner and this is a
key feature that a robot should display in order to be fully
collaborative.
Following a similar reasoning, we believe that any exper-
imental protocol should include a task to perform by the
receiver with the handed-over object, as proposed in [68].
This is a critical consideration because the object exchange
is normally initiated in order for the receiver to perform a
task with the handed-over object. A complete experimental
procedure should consider the capability of the receiver to
use the object directly following the handover. If the receiver
can grasp the object in a way that its subsequent use does
not require any further in-hand or bi-manual re-manipulation,
then the receiver can start the task straight away after the
physical exchange of the object. Conversely, the receiver
might need to re-adjust their grasp of the object in case
their temporary grasp (realised during the exchange) is not
an ideal grasp to correctly use the object for the specific task.
However, this post-handover grasp adjustment could decrease
the quality of the handover in objective terms (longer task
performance time, higher strain when the handover happens
multiple times) and in subjective terms (the giver could be
perceived as a lesser partner, and the task could be perceived
as more cognitively difficult). These quality evaluations are
pivotal in establishing the degree of success of a handover,
as considered in the Section V on metrics. However, very few
experimental protocols include a posterior task for the receiver
(18% of the surveyed papers). Even though it might be argued
that a handover can be considered finished after the object
transfer, we believe that such task performance is important
to effectively assess the overall performance of the dyad and
gauge the experience of the human partner, particularly for the
R2H paradigm.
F. Proposed Set of Metrics
Our survey has revealed a need for standardisation in the
choice of metrics and objects for real robot experiments. Most
of the surveyed papers in Table I report results using task
performance metrics (e.g., success rate and timings) and sub-
jective metrics on the experience of the human partner (often in
the form of Likert-scale post-experiment questionnaires). The
last three rows of the table report papers that focus purely
on metrics that have been used for handovers. We believe
that a minimal set of metrics should be defined in order to
enable a fairer and more direct comparison among the different
approaches. To this end, we propose the following combination
of metrics that assess the most common aspects of a handover:
1) Task performance (objective): success rate, total han-
dover time, receiver’s task completion time.
2) Experience of the human (subjective): fluency, trust in
robot, working alliance.
This minimal set includes metrics which are clearly defined,
thus reproducible, and which are easy to measure. For these
reasons, the set does not include psycho-physiological mea-
surements as they require sensors placed on the body of the
human participant, and thus are difficult to standardise and
deploy in a variety of contexts.
The experience of the human participant should be assessed
administering the following questionnaire (the following set of
questions includes a subset of questions from [210]):
1) Human-Robot Fluency
• The human-robot team worked fluently together.
• The human-robot team’s fluency improved over
time.
• The robot contributed to the fluency of the interac-
tion.
2) Trust in Robot
• I trusted the robot to do the right thing at the right
time.
• The robot was trustworthy.
3) Working Alliance
• The robot accurately perceives what my goals are.
• I understand what the robot’s goals are.
• The robot and I are working towards mutually
agreed upon goals.
All questions should be evaluated on a Likert scale. We believe
that this set of questions covers a broad set of important
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general aspects of the interaction, namely fluency, trust and
working alliance. Furthermore, additional questions can be
added to this minimal set in order to investigate additional
specific aspects of a handover, such as preference between
different approaches, and learning/improvement over time.
G. Objects
68% of the surveyed papers in Table I used only a single
object class and only 10% of the papers used four or more
object classes. This observation shows that generalisation of
handovers to a variety of objects has not been the main focus
of a majority of the papers until very recently [120]. The
most commonly used test objects have been either cylindrical
objects such as bottles (55% of the surveyed work) and rectan-
gular objects such as boxes (26% of the surveyed work). This
is likely because these object shapes are easier to grasp and
many everyday objects belong to those categories. We support
the practice of a broader set of objects, as different objects
generate different behaviours and can be used to address
different manipulation tasks. We propose the use of objects
that elicit all three grasp macro-types in [80], i.e., power,
intermediate and precision grasps. The three macro-types offer
sufficient opportunities to explore different behaviours, investi-
gating aspects such as different object offering and reception;
different post-handover tasks; and handover of objects with
different weights and shapes. Nevertheless, we acknowledge
that the choice of objects might depend on the specific focus of
each study. For example, studies on the reaching motion might
place their focus on the motion and not on the objects, so
three objects evoking the three grasp types would be enough.
However, studies more focused on the objects, such as a study
on object orientation in the preparation to hand over, would
require a wider set of experimental objects.
Our proposition of a minimal set of metrics and of objects
to use in an experimental protocol is targeted to increase
the possibility of fair comparison among the approaches. A
handover is a sophisticated joint action that includes many
different aspects (communication, planning, grip release, etc).
For this reason, there has been a general non-uniformity in
protocols and metrics. We believe that our proposition of
metrics and objects covers the most common aspects of a
handover, thus enabling a fair comparison among approaches,
while allowing for additions when the research questions call
for investigation into more specific aspects.
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