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ABSTRACT 
 
 
 
Certain statistical systems for modelling are influenced by human perception. 
Analysis by human perception could not be solved using traditional method since 
uncertainty within the data have to be dealt with. Thus, fuzzy structure system is 
considered. The objectives of this study were to: determine suitable cluster for 
predicting manufacturing income by using fuzzy c-means (FCM) method, apply 
existing methods such as multiple linear regression (MLR) and fuzzy linear 
regression (FLR) as proposed by Tanaka and Ni in predicting manufacturing income, 
improvise of FCM method and FLR model proposed by Zolfaghari in predicting 
manufacturing income and measure the performance of MLR model, FLR model and 
improvisation of FCM method and FLR model by using the mean square error 
(MSE), the mean absolute error (MAE) and the mean absolute percentage error 
(MAPE). This study focused on FLR which is suitable for ambiguous data in 
modelling. Clustering is used to cluster or group the data according to its similarity 
where FCM is the best method. Results showed that the improvisation of FCM 
method and FLR model obtained the lowest value of error measurement as compared 
to other models with cluster 1 recorded H=0.025 with MSE=1.824 1110 , 
MAE=114508.0207 and MAPE=95.8043. Meanwhile, cluster 2 recorded H=0.05 
with MSE=1.900 1110 , MAE=254814.5620 and MAPE=20.1972. Therefore, it is 
concluded that the improvisation of FCM method and FLR model is the best model 
for predicting manufacturing income compared to the other models. 
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ABSTRAK 
 
 
 
Beberapa sistem statistik untuk pemodelan dipengaruhi oleh persepsi manusia. 
Analisis oleh persepsi manusia tidak dapat diselesaikan dengan menggunakan kaedah 
tradisional kerana ketidakpastian dalam data harus ditangani. Oleh itu, struktur 
sistem kabur dipertimbangkan. Tujuan kajian ini adalah untuk: mengenalpasti 
kelompok yang bersesuaian untuk meramalkan pendapatan perkilangan dengan 
menggunakan kaedah purata c-kabur (FCM), aplikasikan kaedah sedia ada seperti 
regresi linear berbilang (MLR) dan regresi linear kabur (FLR) yang dicadangkan 
oleh Tanaka dan Ni dalam meramalkan pendapatan perkilangan, menambah baik 
kaedah FCM dan model FLR yang dicadangkan oleh Zolfaghari dalam meramalkan 
pendapatan perkilangan dan mengukur prestasi model MLR, model FLR dan 
penambahbaikan kaedah FCM dan model FLR dengan menggunakan ralat persegi 
min (MSE), ralat mutlak min (MAE) dan ralat peratusan mutlak min (MAPE). 
Kajian ini memberi tumpuan kepada FLR yang sesuai digunakan untuk masalah data 
yang tidak jelas dalam pemodelan. Kelompok boleh digunakan untuk mengelompok 
atau mengumpul data mengikut persamaan objek di mana, FCM adalah kaedah 
terbaik. Keputusan menunjukkan bahawa penambahbaikan kaedah FCM dan model 
FLR memperolehi nilai ralat terendah berbanding model lain dengan kluster 1 
merekodkan H=0.025 dengan MSE=1.824 1110 , MAE=114508.0207 dan 
MAPE=95.8043. Sementara itu, kluster 2 merekodkan H=0.05 dengan MSE=1.900
1110 , MAE=254814.5620 dan MAPE=20.1972. Oleh itu, disimpulkan bahawa 
penambahbaikan kaedah FCM dan model FLR adalah model terbaik untuk 
meramalkan pendapatan perkilangan berbanding dengan model-model yang lain. 
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CHAPTER 1  
 
 
 
INTRODUCTION 
 
 
 
1.1      Introduction 
 
In this chapter, the background of the study of fuzzy logic, clustering and predicting 
manufacturing income is introduced. The problem statement, research objectives, 
research scope, significance of study and outline of this research are briefly discussed. 
 
1.2      Background of study 
 
The theory of fuzzy logic is based on the notion of relative graded membership, 
inspired by the processes of human perception and cognition with mathematical tools 
to deal with uncertainty (Zadeh, 1965). The aim of fuzzy logic is to alleviate 
difficulties in developing and analysing complex systems encountered by 
conventional mathematical technologies. Fuzzy logic system also proposed fuzzy set 
theory to represent or manipulate the data and information possessing non-statistical 
uncertainties used. It is designed to mathematically represent uncertainty and 
vagueness, on top of providing formalised tools to deal with imprecise data of 
various problems. Fuzzy logic deals with information arising from computational 
perception and cognition for uncertain, imprecise, vague, partially true, and without 
sharp boundaries. It allows for inclusion of vague human assessment in computing 
problems which traditional method could not be solved during data analysis 
(Sivanandam et al., 2007).  
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Fuzzy logic is extremely useful for those who are involved in development 
and research such as mathematicians, engineers, natural scientists, computer software 
developers and medical research where the data involved is characterised as 
incomplete or uncertain information is included. Fuzzy logic is a unique and different 
technique where in comparison to other techniques of which only focused on 
domains of qualitative or quantitative. Fuzzy logic also stands as a natural bridge 
between two domains. Fuzzy logic tries to capture the essential concept of vagueness 
in data or information (Demey et al., 2014). In other words, fuzzy logic is 
alternatively preferred from mathematical theory which deals with the degree of truth 
of the outcome belonging to a particular category. On the other hand, the basic 
connective in fuzzy logic is defined in almost the same way as the corresponding 
operations in probability theory, but both have distinctive differences (Zadeh, 1965). 
Probability theory is a well-established mathematical theory, designed to 
model, repetitive experiments precisely with observable but uncertain outcomes. It 
concerned the uncertainty of whether the respective outcomes will occur or not 
(Freerka, 2013). To enhance its effectiveness, probability theory needs an infusion of 
concepts and techniques which is drawn from fuzzy logic, especially the concept of a 
linguistic variable and the fuzzy if then rules. Probability, which ranges from 0.0 to 
1.0, is used to gauge the likelihood that some particular.  For example: a fair coin has 
a 50% probability of coming up heads.  Means that, (1) we do not know the outcome 
a head of time, due to chance and (2) there are only two, clearly defined states: 
"heads" and "tails" (Predictor, 2004). In other situations, probability deals with crisp 
notions and proposition. The propositions are either true or false, such as the degree 
of belief on the truth of those propositions (Petr et al., 1995). Fuzzy logic behaves as 
a many value logic and focuses on the meaning of partial truth, whereas probability 
theory can be related to two values model logic which focuses on partial knowledge 
side (Hajek et al., 1995). 
In certain cases such as less number of observations or less data set collated, 
some appropriate method could be used for statistical analysis. However, when 
dealing with less datasets, it is more difficult to obtain the exact result since most of 
the regression methods have specific condition of number of observations (Sainani, 
2010). It is also hard to justify the distribution assumptions due to incomplete data 
obtained or imprecision of data. Not many realise that it is actually not easy work to 
create an assumption in proceeding with the analysis. In identifying the best model, 
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the vagueness of the relationship between the input and output variables in certain 
models should be considered. Fuzzy logic commonly uses linguistic terms with a 
good understanding. Therefore, it is easier to understand than other linguistic from 
other methods (Harpreet et al., 2013).  
Development of fuzzy logic is motivated by the need of analysing and 
developing complex systems and ease out the difficulties encountered in the 
application of conventional mathematical tools. Human mind is well equipped with 
the power of giving logical thoughts to hazy concepts which can be utilised to 
overcome difficulties present in the complex systems. Besides developing and 
analysing the complex system, fuzzy logic can also be found in various areas of 
research and development with certain effects in daily life (Priyanka et al., 2010). 
For example, in motion pictures, this fundamental is found in image stabilisation. In 
automobile field, trainable fuzzy logic system and shift scheduling method are very 
popular in modern automobiles which are applied respectively for speed control and 
automatic transmission of vehicles. Fuzzy logic system is also used in chemical 
plants in controlling the PH value, drying processes, chemical distillation processes 
as well as many other processes (Kadam & Patki, 2016). Other application of fuzzy 
logic system comprises of stock-market predictions, several types of control systems 
for various industrial processes including autopilot control for ships, medical 
diagnostic support systems, and optimisation in cheese production (Thirunavukarasu 
& Maheswari, 2014). Fuzzy logic system can also be found in the fields of mining 
and metal processing for decision making metal forming, robot arm control and 
decision systems for securities trading (Kadam & Patki, 2016). These applications of 
fuzzy logic in various industrial fields show that it is a versatile tool and becomes a 
prominent application where mathematics failure to come up with a solution.   
 Fuzzy approach is successfully applied in various experiments which 
involved fuzzy data. Fuzzy regression is an important method for analysing vague 
association between response and explanatory variables. Fuzzy logic is able to 
control complex systems more effectively than traditional approaches (Chaudhuri & 
De, 2013). As an example, fuzzy logic is applied in washing machine having three 
inputs such as type of material, type of dirt and level of dirtiness to give correct wash 
time, saving electricity, water and time. In determining the suitable washing time for 
different types of cloths, fuzzy inference is used. Here, the membership function used 
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is triangular, the input of fuzzy controller is change of turbidity and the output is 
washing time (Zhe & Zhi, 2007).  
Tanaka (1982) is the first proposing a fuzzy linear regression model which is 
useful for certain systems and significant to fuzzy structure and human estimation. 
Fuzzy linear regression could be categorised into two types of situations based on the 
functional relationship; dependent (response) and independent (explanatory) 
variables. Two types of categories are parametric fuzzy regression model where the 
functional relationship is known and nonparametric regression model if otherwise. 
Numerical method is used to identify the fuzzy regression model by minimising the 
sum of spreads of the estimated dependent variable.  
 
1.2.1 Clustering 
 
Cluster analysis is the art of finding groups in datasets. The classification of similar 
objects into groups is an important human activity. In everyday life, this 
classification part is always used as learning process (Kaufman & Rousseeuw, 1989). 
Besides, classification also has always appears in many disciplines such biology, 
medicine, psychology, marketing, image processing and others part (Everitt et al., 
2011). The choice of a clustering algorithm depends both on the type of data 
available and on the particular purpose. In clustering the data, two most widely 
studied clustering algorithms are partitional and hierarchical clustering (Aggarwal & 
Reddy, 2014).  
These algorithms have been heavily used in wide range of applications 
primarily to their simplicity and ease of implementation relative to other clustering 
algorithms. Partitional clustering algorithms aim to discover the groupings present in 
the data by optimising a specific objective function and iteratively improving the 
quality of the partitions. Partitional methods generally require a user predefined 
parameter to obtain a clustering solution. Hierarchical clustering algorithms use the 
problem of clustering by developing a binary tree-based data structure. It also was 
developed to build a more deterministic and flexible mechanism for clustering the 
data objects (Aggarwal & Reddy, 2014). For this study, partitional clustering 
algorithm which included of fuzzy k-means clustering or popularly known as fuzzy 
c-means (FCM) clustering was studied. Performing hard assignments of points to 
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clusters is not feasible in complex datasets where there are overlapping clusters. To 
extract such overlapping structure, a FCM clustering algorithm can be used. 
 
1.2.2 Prediction 
 
Prediction is always known as a statement about you think will happen in the future. 
In other word, prediction also could be useful to assist in making plans about 
possible developments. There are few difference meaning of prediction such as in a 
non-statistical sense, the term "prediction" is often used to refer to an informed guess 
or opinion. Otherwise, in statistics, prediction is a part of statistical inference. One 
particular approach to such inference is known as predictive inference, but the 
prediction can be undertaken within any of the several approaches to statistical 
inference (Cox, 2006). Indeed, one possible description of statistics is that it provides 
a means of transferring knowledge about a sample of a population to the whole 
population, and to other related populations, which is not necessarily the same as 
prediction over time. Statistical techniques used for prediction include regression 
analysis and its various sub-categories such as linear regression, generalized linear 
models (logistic regression, Poisson regression, Probit regression (Siegel, 2013).  
To use regression analysis for prediction, data are collected on the variable 
that is to be predicted, called the dependent variable or response variable, and on one 
or more variables whose values are hypothesised to influence it, called independent 
variables or explanatory variables. A functional form is often in linear that 
hypothesised for the postulated causal relationship. The parameters of the function 
are estimated from the chosen data as to optimise to some way the fit of the function 
(Fox, 2016). In science, a prediction is a rigorous and often quantitative in statement 
forecasting what would happen under specific conditions. Through of this meaning, 
the scientific method is built on testing statements that are logical consequences of 
scientific theories. This is done through repeatable experiments or observational 
studies. There are many others meaning of prediction in terms other situation but, for 
this study the prediction happen under statistical technique toward manufacturing 
income data. 
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1.3 Problem Statement 
 
Currently, there are many jobs in malaysia's industrial sector. There are large amount 
of workers are needed for the industrial company to achieve its maximum production 
rate, where the income for the company factors from the increase or decrease of 
production profits. In predicting the exact value of annual profits, significant 
variables affecting its fluctuations need to be identified. This is an important step to 
avoid any future financial distress of the company.  
The main problem in data clustering is in predicting the vagueness data. 
Another problem is when using the k-means method for clustering, the cluster may 
not succeed to find overlapping clusters at once (Cebeci & Yildiz, 2015). Therefore, 
another method of cluster should be used to solve this problem.  
In constructing the model, multiple linear regression is known as a good tool 
for modelling certain data. Rusiman et al. (2012) suggested better modelling can be 
done by using either multiple linear regression or fuzzy modelling, where depends on 
the data used. On the other hand, for data having uncertainty criterion, vagueness and 
imprecision, analysis could not be completed by using traditional method (Taheri & 
Kelkinnama, 2012). Thus, to find an improved model for data having uncertainties, 
other method is important to use. 
 
1.4       Research Objectives 
 
The objectives of this research are: 
 
1. To determine suitable cluster for predicting manufacturing income by using 
fuzzy c-means (FCM) method. 
2. To apply existing methods such as multiple linear regression (MLR) model 
and fuzzy linear regression (FLR) model in predicting manufacturing income. 
3. To improvise of fuzzy c-means (FCM) method and fuzzy linear regression 
(FLR) model in predicting manufacturing income. 
4. To measure the performance of MLR model, FLR model and improvisation 
of FCM method and FLR model by using mean square error (MSE), mean 
absolute error (MAE) and mean absolute percentage error (MAPE). 
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1.5      Research Scope 
 
The datasets covered all economy activities especially industrial, either in the public 
or private sectors, of every state in Malaysia. This research, which is located at 
Universiti Tun Hussein Onn Malaysia (UTHM), Johor, focused on 2856 datasets that 
are related to manufacturing income collected from various manufacturing sectors 
such as food, textiles, wood, petroleum, rubber, plastic, wearing apparel and many 
others. Triangular fuzzy numbers (TFNs) are applied in the data analysis where 
Matlab is used. 
 
1.6      Significance of Study 
 
In identifying the factors of fluctuations in manufacturing income predictions, this 
study proposed an improved method by developing a potential model. The potential 
model of combination of FCM method and FLR model expects less error toward 
manufacturing income for a industrial company as compared to current methods 
which are multiple linear regression (MLR), fuzzy linear regression and others. This 
proposed improvise model which expects lower error value can be maintain the 
industry profits in prediction manufacturing income more accurately. Therefore, 
industrial planning can be implemented better for the coming income prediction. 
 
1.7      Outline of this Research 
 
This thesis consists of five chapters. Chapter 1 briefly introduced the early 
information on fuzzy logic, covering the background of study of clustering and 
prediction, problem statement, research objectives, research scope, significance of 
study and outline of this research. This chapter provided an overview on this study. 
 Chapter 2 focused on literature review where excerpts of published literatures 
from previous researchers are discussed. Literatures emphasised in this chapter are 
on fuzzy methods that have been used such as fuzzy c-means (FCM) method and 
fuzzy linear regression (FLR) model, where both fuzzy methods were then used to 
analyse manufacturing income data. Literatures on industrial data used by previous 
researchers are also reviewed. To more understanding on their researcher, the 
summary table of literature review are presented. 
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 Chapter 3 explained the methodology used in this research. The algorithm 
used is described in-depth. Included in this chapter are the data analysis, multiple 
linear regression (MLR) model, fuzzy logic, fuzzy set operations, membership 
functions, classification of fuzzy sets, fuzzy rule-based system, fuzzy c-means 
method together with their cluster validity, fuzzy linear regression proposed by 
(Tanaka, Ni and Zolfaghari), and improvisation of FCM method and FLR model. It 
also explained the cross validation techniques by using MSE, MAE and MAPE. 
Finally, the methodology flowchart has been describes to shows how this study 
conducted form early to end of this study. 
Chapter 4 presented the analysis and findings of the study as well as 
described the data analysis based on methods described in Chapter 3. This chapter 
started by describing the structure of the datasets and variables involved in this study. 
Then, the subsequent section summarised the trend and possible relationship among 
variables in the section of exploratory data analysis on manufacturing income. The 
following subtopic discussed on data analysis of each model involved such as MLR 
and FLR model proposed by Tanaka, Ni, Zolfaghari and improvisation model.  
 Chapter 5 concluded this study. Results that have been determined in Chapter 
4 are discussed and conclusions are made. In addition, the contributions of the 
research and recommendations for future research are also included in this chapter. 
 
1.8 Summary 
 
This chapter has outlined the background of the study and followed by the problem 
statement, research objectives, research scope, significance of study and outline of 
this research. The details on both of fuzzy c-means methods and fuzzy linear 
regression model will be discussed in Chapter 2. 
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CHAPTER 2 
 
 
 
LITERATURE REVIEW 
 
 
 
2.1 Introduction 
 
This chapter described fuzzy c-means (FCM) method and fuzzy linear regression 
(FLR) model in more detail, where the FCM method as an extension of k-means 
(KM) model and FLR model is explained together with their characteristics. 
Comparison of similarities and differences between FCM method and FLR model in 
terms of characteristics are then displayed. Next, the industry data and research of 
prediction on manufacturing sector by previous researchers also discussed. Finally, 
to more understanding on their researcher, the summary table of literature review are 
presented. 
 
2.2        Fuzzy C-Means (FCM) Method 
 
Data mining is the process of extracting hidden, previously unknown and useful 
information from large databases and data warehouse. It could be classified into two 
categories: descriptive and predictive (Han & Kamber, 2011). Descriptive mining 
tasks characterise the general properties of the data in the database. While predictive 
mining tasks perform inference in the current data in order to make predictions. In 
cases where the user is unable to identify interesting trends in their data, it leads to a 
search for other trends in parallel. It is important to have a system that can search 
multiple types of trend to understand different user expectations.  Data mining 
consists of six functionalities which are (i) concept or class description, (ii) 
classification and prediction, (iii) mining frequent patterns, (iv) cluster analysis, (v) 
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outlier analysis, and (vi) evolution analysis (Handaga, 2013). In data mining, many 
steps are involved including data cleaning, selection, integration, pattern evaluation, 
transformation and knowledge representation. Various data mining techniques were 
used in many applications such as clustering, sequential patterns, classification, 
association rules, and prediction. Among the various techniques, clustering plays an 
important and outstanding role in data mining research.  
In recent years, there is a need in having a fast and robust clustering 
algorithm in extracting useful information in large databases. Clustering is a task of 
assigning a set of objects into groups known as clusters (Suganya & Shanti, 2012). It 
is an important part of data mining, pattern recognition and statistical machine 
learning (Zhou et al., 2017). Clustering is also defined as a process for classifying 
objects or pattern in such a way that samples of the same group are more similar to 
one another than samples belonging to different groups (Dhivya et al., 2016). It is 
also known as a mathematical tool which attempts to discover a structure, pattern or 
trend in a dataset. Over the years, clustering have become an interesting topic  which 
gives an impact in various fields such as statistics, science, biology, management, 
pattern recognition and many other (Agarwal et al., 2011; Hancer & Karaboga, 2017). 
Clustering analysis can be classified into two categories which are hierarchical and 
non-hierarchical clustering techniques. Examples of hierarchical techniques are 
single linkage, complete linkage, median and average linkage while non-hierarchical 
techniques include k-means, adaptive k-means, k-medoids and fuzzy clustering 
(Oyelade et al., 2010). Among various clustering techniques, the datasets of this 
study are analysed by fuzzy clustering as an extension of k-means method.   
There are potential problems in clustering such as identification of distance 
measure, number of clusters, lack of class labels, structure of database and types of 
attribute in a database. Identification of distance measure is the use of standard 
equation of distance measure, such as Euclidean distance measure, in numerical 
attribute (Ansari et al., 2015). However, in categorical attributes, identification 
distance measure becomes difficult. On the other hand, if the number of class labels 
is not known beforehand, it will be difficult to identify the number of cluster. Lack of 
class labels is to understand where the class labels are in real datasets. Plus, real-life 
data is not always clearly identifiable to be clustered, giving problems to the 
structure of database. In the contrary, if it does contain a structure but with less data, 
it will not lead to good results. Problems on the type of attributes in a database occur 
PTTA
PER
PUS
TAK
AAN
 TU
NKU
 TU
N A
MIN
AH
11 
 
when the database does not necessarily contain distinctively numerical and 
categorical attributes. It may also have other types of attributes such as ordinal, 
binary, nominal and others, where they need to be converted into categorical before 
making any further calculations. In clustering analysis, the data is divided into two 
partitions  of a set of N object in C clusters such that objects within a cluster should 
be similar to each other and an object in different clusters should be dissimilar with 
each other (Yang, 1993). To quantise the available data, clustering is used to extract 
a set of cluster prototypes for compact representation of dataset into homogeneous 
subsets (Suganya & Shanti, 2012). Cluster analysis is not an automatic task, but an 
interactive multi-objective optimisation or iterative process of knowledge discovery 
and necessary to modify pre-processing and parameter until the result achieved the 
desired properties. 
             Clustering algorithms are classified into four which are exclusive clustering, 
overlapping clustering, hierarchical clustering, and probabilistic clustering. Each 
clustering is associated with a commonly use clustering algorithms such as k-means, 
fuzzy c-means, hierarchical and mixture of gaussians respectively. However, this 
study focuses on fuzzy c-means (FCM) only. In fuzzy clustering (also referred as soft 
clustering) is a contrast to hard clustering, where each point has a degree of 
belonging to a cluster as in fuzzy logic, rather than belonging to just one cluster 
completely. Tan and Isa (2011) introduced the fuzzy set theory which produced the 
idea of partial membership of belonging described by a membership function (MF). 
Besides, fuzzy set is viewed as a powerful tool to handle uncertainty, which have 
already been applied to many fields such as fuzzy modelling, fuzzy control, fuzzy 
decision and fuzzy clustering (Li et al., 2017). The degree of membership of a point 
on the edge of a cluster is lower than those of a point nearer to the centre of a cluster 
(Dunn, 1973; Bezdek, 1981). One of the most widely used algorithms in clustering is 
fuzzy c-means (FCM). The algorithm of FCM was first introduced by Dunn and later 
was modified by Bezdek (Yang, 2010; Dhivya et al., 2016).  
                Fuzzy c-means method is an unsupervised method based on fuzzy set 
theory which is suitable for solving ambiguous clustering problems and allows one 
piece of data to belong to more than one cluster. Fuzzy c-means method also allows 
for random selection of number of clusters. From the word fuzzy c-means, fuzzy 
means “unclear” or “not defined” and c is denoted for “clustering”. In general, 
clustering algorithms can be classified into two categories which are hard clustering 
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or K-Means and soft clustering or Fuzzy C-Means (Soumi, 2013). The hard 
clustering is defined  when the data is divided into distinct cluster meanwhile soft 
clustering is defined when the data element belongs to more than one cluster and 
each element is associated with a set of membership levels or values (Suganya & 
Shanti, 2012). K-means clustering algorithm is one of the simplest unsupervised 
learning algorithms which solve well-known clustering problems. The aim of k-
means is to discover a limited number of homogeneous clusters in such a way that 
the objects are assigned to the clusters according to the degree ranging in the interval 
[0,1] (Ferraro & Giordani, 2015). 
              Bezdek (1981) proposed fuzzy c-means clustering method which is an 
extension of hard c-means (K-Means) where FCM showed to be more efficient in 
comparison to k-means. In k-means, distance calculation is needed, whilst in fuzzy c-
means, a full inverse distance weighting is needed. Furthermore, fuzzy c-means has a 
wide domain of applications such as in agricultural engineering, astronomy, 
chemistry, geology, image analysis, medical diagnosis and target recognition (Ghosh 
& Dubey, 2013). Fuzzy c-means algorithm is used for analysis based on distance 
between various input data points. Clusters of data points are formed according to the 
distance between data points and the centre of each cluster. Other than that, to decide 
which cluster the data item is supposed to belong to, the degree of membership of 
each data item to the cluster is calculated (D’silva & Vora 2013).  
               Under fuzzy c-means method, there are certain steps which need to be 
followed in order to identify clustering of data. Before using fuzzy c-means 
algorithm to form cluster of data, the following parameters must be specified: 
number of clusters (c), the fuzziness exponent (m) and the termination tolerance (𝛿). 
Handaga (2013) proposed a new approach on classification problem based on hybrid 
fuzzy soft set theory and supervised fuzzy c-means, called hybrid fuzzy classifier 
(HFC). The HFC used fuzzy soft set as data representation and supervised fuzzy c-
means as classifier.  To determine the performance of both HFC and classic fuzzy 
soft set, two well-known datasets are used which are 20 Newsgroups and Reuters-
21578. Results are then compared and analysed. After analysis, HFC proved to be 
better than classic soft set theory.  
              Advantages of using fuzzy c-means over conventional method k-means 
(KM) is it provides best results for overlapped data sets. This is contrary in k-means 
where data points must exclusively belong to one cluster centre, and membership to 
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each cluster centre is assigned to data points as a result of data points may belong to 
more than one cluster centre. However, there are disadvantages of fuzzy c-means 
where better results are attained with lower value of   but at the expense of high 
number of iteration. The validity of cluster algorithm for fuzzy c-means can be 
measured  when a clustering produced its results and accuracy of the result are  
measured by using certain method as proposed by Xie & Beni (1991). 
 
2.3 Fuzzy Linear Regression (FLR) Model 
 
In statistics, regression analysis is a statistical technique for estimating relationships 
among variables (Patil & Mudholkar, 2016). Regression analysis is used to explore 
any potential relationship between a dependent variable and one or more independent 
variables. It helps to understand the typical changes in value of the independent 
variable if any one of the independent variables varied, while the other independent 
variables are fixed. It is widely used in business, social and behavioural sciences, 
biological sciences and other disciplines (Micheal et al., 2008). These methods are 
mainly divided into two general methods which are parametric and non-parametric 
methods (Hesamian et al., 2017). Parametric regression model is defined in terms of 
a finite number of unknown parameter estimated from the data. Meanwhile, 
nonparametric regression refers to techniques which allow the regression function lie 
in the specified set of functions which may be infinite in dimension (Hye et al., 
2014). In studying the relationship between dependent variable and one or more 
independent variables, the data may not be recorded precisely due to unexpected 
situations. Therefore, fuzzy regression analysis has been introduced by Tanaka 
(1982). Fuzzy regression analysis has been successfully applied to many real-life 
applications under fuzzy data and various problems such as engineering and 
technology with various problems in fields such as engineering and technology 
(Atalay et al., 2015). This method is recommended for practical situations where 
decisions often have to be made on the basis of imprecise or partially available data 
due to human estimations. It is a powerful tool in many decision domains in 
estimating relationship among variables with fuzzy incomplete information (Chen et 
al., 2016). 
Previous researchers such as Kim & Chen (1997), Kim & Bishu (1998) and 
Nasrabadi & Nasrabadi (2004) have constructed this fuzzy regression model by 
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numerical method. Kim & Chen (1997) have introduced a comparison of fuzzy and 
nonparametric linear regression where it explained about different perspectives and 
assumptions of nonparametric linear regression and fuzzy linear regression, of which 
conceptual and methodological differences between these two approaches exists. The 
main point discussed is comparative characteristics which are parameter estimation, 
assumption and application. A simulation is used to compare predictive and 
descriptive performance to find the best condition, which is based on the results of 
each method. 
Kim & Bishu (1998) proposed the evaluation of fuzzy linear regression 
models by comparing membership functions. The estimated fuzzy number that has a 
fuzzy membership function has been provided by fuzzy linear regression models. 
The condition in fuzzy membership function is that if a point has the highest 
membership value from estimated fuzzy number which is not within support of the 
observed, it could have a high risk from the estimated value. They also proposed the 
modification of fuzzy linear regression based on a criterion of minimising the 
difference of fuzzy membership function value between those estimated and 
observed. Nasrabadi & Nasrabadi (2004) introduced a mathematical programming 
approach to fuzzy linear regression analysis. In this case a model was proposed to 
determine the fuzzy parameters model which has a condition that degree of the 
fitness of FLR model is greater than or equal to threshold h. The advantages of the 
model approach are simplicity in programming computation and minimum difference 
of total spread between observed and estimated values. 
Ni (2005) proposed fuzzy linear regression as an extended model to Tanaka’s 
(1982). The proposed model saves time and energy from collecting data samples in 
order to obtain statistical information. The results showed the relationship between 
raw data sets and distribution of fuzzy correlations, along with the possibility that 
fuzzy correlations can be a good approximation to probabilistic density function of 
the correlation coefficient for data sets generated by the same system. A family of 
fuzzy regression models were developed based on different combinations of input, 
output and regression parameters. Those models are formulated as the linear 
programming problems. There are three categories of models which have not been 
covered in the previous work. In cases of crisp input, crisp parameter, and fuzzy 
output, the experimental results showed the fuzzy regression method will give more 
informative result than the classical regression estimation. Although fuzzy regression 
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is based on the possibility rather than the probability theory, it provides a good 
approximation to the estimation derived from the statistical theory. 
Another method to find fuzzy regression model is by using statistical method 
which have been suggested by previous authors, where some uses the least square 
method (Diamond & Korner, 1997); (Chen & Hsueh, 2009); (Choi & Yoon, 2010). 
Diamond & Korner (1997) introduced the extended fuzzy linear models and least 
squares estimates where the extended least squares regression of the fuzzy linear 
model function is to overcome and interpret the occurrence of negative spreads. Later, 
fuzzy linear regression model is proposed by Chen & Hsueh (2009) based on the 
concept of distance and adapted the least squares method to estimate model 
parameter. The estimated adjustment and estimated model parameter were also 
derived by Chen & Hsueh (2009). This means that the independent and dependent 
variables in the model are Triangular Fuzzy Numbers (TFNs). Furthermore, the 
variables can also transform into other types of fuzzy number such as trapezoidal, 
sigmoid, normal and many other. In this situation the TFNs become a special case for 
Trapezoidal Fuzzy Numbers (TrFNs). Choi & Yoon (2010) introduces the general 
fuzzy regression model using least squares method and a best response function. The 
model is developed by separating the regression equation of spread and mode on an 
α-level set for the dependent variable. Next, the crisp mean and variance of the 
predicted fuzzy number was derived and comparison is made between the accuracy 
fuzzy regression model and other fuzzy model by other authors.  
Fuzzy regression analysis was running and has been criticised because it is 
sensitive to outliers and the spread of estimated value becomes wider when more 
data is included in the model (Nasrabadi et al., 2007); (Choi & Buckley, 2008); 
(Taheri & Kelkinnama, 2012). Firstly, Nasrabadi et al. (2007) introduced a linear 
programming based approach to detect outliers in fuzzy regression analysis. Fuzzy 
regression could not provide correct results if the outliers exist within the dataset. 
Linear programming based methods and fuzzy least squares method is proposed to 
counteract this problem. Under a linear programming based approach of fuzzy 
regression model, a new model is developed, where examples used give positive 
results. Choi & Buckley (2008) have also showed that the method is sensitive to 
outliers and suggested the least absolute deviation estimators, where the greater the 
values of independent variables, the wider the width of the estimated dependent 
variables.  
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 Although the least squares method is widely used to construct fuzzy 
regression model, it is extremely sensitive to outliers that it could be greatly affected 
by a small number of outliers. Thus, in order to estimate the fuzzy regression 
coefficients, an interest in robust estimation procedures which are insensitive to some 
outliers are needed. The least absolute deviation estimators were proposed to 
construct fuzzy regression model and investigate the performance of the model with 
respect to certain measurements of error. Certain situations proved that the least 
absolute deviation estimators were more efficient than the least squares method. 
Taheri & Kelkinnama (2012) have also proposed fuzzy linear regression based on 
least absolute deviation. This investigation is on fuzzy linear regression model for 
crisp/fuzzy input and fuzzy output data. The least absolute deviations approach in 
this case is used to construct a model by introducing and also applying a new metric 
on spaces of fuzzy numbers. The approach proposed can also deal with both 
observations of symmetrical and non-symmetrical and thus compare with several 
existing models by their goodness of fit criteria. 
Furthering the analysis, conventional regression analysis could not be solved 
which is caused by the presence of vague or imprecise data. In fact, because there are 
many cases where it could not be quantified exactly, the relationship among variables 
is also unclear. To overcome this problem, the fuzzy linear regression model was 
addressed. Tanaka model is developed with fuzzy response, crisp explanatory and 
fuzzy coefficient. The fuzzy linear regression were focused on the FLR model with 
as assumption of triangular fuzzy numbers (TFNs) being either symmetrical or 
asymmetrical, where they each are represented by its own membership function. The 
parameter in the FLR model can also be estimated by certain methods. Other than 
that, Zolfaghari et al. (2014) considered that there are two factors of parameter 
estimation of fuzzy linear regression model, namely the degree of fitting and the 
vagueness of the model, which can transfer into two approaches. Tanaka’s approach 
is to deal with FLR model in linear programming (LP) which is then developed 
further by others such as Hojati et al. (2005); Peters (1994) and Savic & Pedryez 
(1991). The second approach is by using least squares method as introduced by 
Celmins (1987). In general equation of regression model, the crisp relationship 
between dependent and independent variables is established with estimation of the 
corresponding variances of measurement error. However, William (2012) stated that 
the use of fuzzy linear regression analysis is to develop a benchmarking process, the 
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resulting model of which can be used by public users. In other word, this study 
known as extended fuzzy linear regression by benchmarking models under fuzziness. 
An approach for benchmarking the energy efficiency of commercial buildings using 
statistical regression analysis to normalize other factors, such as management 
performance, was developed in a previous work. Furthermore, under fuzzy linear 
regression model, the input/output fuzzy data can be categorised into two, such as 
crisp input/fuzzy output and fuzzy input/fuzzy output. 
Moreover, if the possibility distributions or fuzzy membership functions are 
able to define parameters of conventional linear regression model as compared to 
probability distribution, then the model is called possibilistic or fuzzy linear 
regression model (Tanaka et al., 1989). Furthermore, in fuzzy linear regression 
model, fuzzy numbers and the membership functions was also defined in order to 
find the FLR model. Under FLR, the fuzzy coefficient states form triangular fuzzy 
numbers (TFNs), having its own membership function. Fuzzy number is a quantity 
whose value is imprecise rather than exact, as the case with ordinary (single value) 
numbers. In addition, any fuzzy number can be thought of as a function whose 
domain is a specified set and each numerical value in the domain is assigned a 
specific grade of membership, where 0 represents the smallest possible grade and 
1000 is the largest possible grade (Kaufmann & Gupta, 1991). A fuzzy set is 
completely characterized by its membership function (MF). Since most fuzzy sets 
used have a universe of discourse X, consisting of the real line R, it would be 
impractical to list every pair and defining its membership function (MF). Therefore, 
a more convenient and concise approach to express a membership function (MF) is 
defined by using a mathematical formula. A membership function (MF) can also be 
defined as A : X ∈ [0,1], where each element of X is mapped to a value between 0 
and 1, known as membership value or degree of membership.  
Membership functions (MF) could be represented graphically, where the x-
axis represents the universe of discourse and y-axis represents the degree of 
membership at a [0,1] interval. There are several shapes of fuzzy number used to find 
membership function (MF)such as triangular MF, trapezoidal MF, gaussian MF, and 
generalized MF, where they are specified by three (a, b, c), four (a, b, c, d), two (a, b) 
and three (a, b, c) parameters respectively. Among various shapes of fuzzy number, 
the most popular is the triangular membership function or also known as triangular 
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fuzzy number (TFNs), represented with three points (Rodriguez et al., 2009). The 
triple ?̃? = (o, a, b) can be represented as triangular fuzzy numbers (TFNs) where o, a, 
b are mode, left spread and right spread respectively. If the triangular fuzzy numbers 
(TFNs) have a membership function of a = b, it is known as a symmetrical TFNs. 
Otherwise, if a≠b, it is known as asymmetrical TFN (Zolfaghari et al., 2014). 
 
2.4        Industry Data 
 
Ghosh (2000) revealed that there are a number of previous researches which used 
similar datasets. The datasets of capital structure changes found to be associated with 
firm size, growth of sales, depreciation, fixed asset ratios, profit margin, R & D 
expenditures, advertising and selling expenditures as explanatory variables. The main 
purpose is to explore the relationship between capital structure and executive 
compensation where a positive and statistically significant correlation between salary 
and bonus or total compensation including stock options of the CEOs of major 
corporations is expected. CEO’s salary and bonus are under capital structure as a 
dependent variable. Other explanatory variables may include size of firm, sales 
growth, net income, and stock price return. These independent variables should be 
positively associated with executive compensation. The relationship of capital 
structure and executive compensation with salary and bonus of CEO as a dependent 
variable are shown in regression output (Ghosh, 2000). 
            Another previous research is on income imputation and analysis of 
expenditure data in the consumer expenditure survey, where the main purpose is to 
examine how income imputation affects consumer expenditure data (Jonathan, 2006). 
The imputation predicts household’s income which has been reported without a 
specific value. In order to examine how income imputation affects consumer 
expenditure, the Bureau of Labor Statistics used multiple imputation technique as 
described by Rubin (1987). The data used was collected five times repetitively over a 
13 months period from consumer units and individuals within these consumer units. 
There are eighteen income variables involved in consumer expenditure, where six are 
collected for each individual in the consumer unit including: self employment 
income, social security benefits, wage and salary, railroad retirement benefits and 
supplement security income benefits. The remaining twelve variables are collected 
for the consumer unit including: interest, royalty and dividend income, pension 
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income, worker’s compensation benefits, unemployment, alimony, child support, 
income from roomer or boarder, food stamp benefits, income from other rental units 
and other income.  
              Multiple imputation is an approach based on iteration regression which 
originates from the valid non zero for every income component. The income 
component imputed of the eighteen components represents as a dependent variable in 
a separate regression, whereas demographic of the consumer unit and a variable 
which equals to the quarterly expenditure outlays for consumer unit as an 
independent variable. The expenditure results to be most sensitive to the introduction 
of income imputation which focuses on household with low amount of expenditures. 
During initial regression running, if any independent variables are not statistically 
significant at a level of 15% when using a two sided test, it is removed from the 
regression model. This iteration of regression process continues until all remaining 
variable are statistically significant. After the iteration process is complete, if the 
expenditure outlays with remaining variable in the regression model, the expenditure 
may affects imputed income. The relationship between the expenditure and income 
variables may affect the conclusions by creating dependence between expenditure-
outlays and income. 
 
2.5        Prediction on Industry Item 
 
According to Bhatnagar et al., (2017) predicting numbers of new products to be 
launched by the firms in a particular time period is considered as the most mystified 
and strategically important decision. Importance of this aspect could be realised by 
looking at the low success rate of new products in the market. Identifying numbers of 
new products potentially accepted by the market may reduce the investment and 
scant resources consumption by firms. Bhatnagar research was used statistical 
multiple linear regression and artificial neural network techniques modeled to find 
out the significance factor of new products. In developing new products may 
possibly be estimated by identifying critically important parameters specific to firms.  
            Focus of this study is on the firms belonging to the manufacturing sector. 
Innovativeness in this sector could be seen as the rate of development of new 
products. The high rate of new product development has cultivated revolutionary 
environment in the market. A conceptual model has been developed for 
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commercializing new products made by using new technologies (Cho & Lee, 2013). 
These Bhatnagar research is tried to predict the numbers of new products that a firm 
should launch to remain competitive and profitable in the market. This will help the 
managers to manage inventories and other resources. It may also help in making 
strategically important decisions for the firm. Moreover, wastages could be reduced 
which means cost effectiveness without compromising on the quality of the product. 
Different factors influencing production could be identified by managers those are 
firm specific (smaller firms may have different requirement as compared to large 
firms in the same way technologically advanced firms may have different strengths 
rather than labor intensive firms).  
            The previous study by Mustafar & Razali, (2011) is a study on prediction of 
output in oilfield using multiple linear regression. The aim of this study is to find the 
variable for the output oilfield. By far, there are many methods to predict the output 
of oilfield such as Multiple Linear Regression, Artificial Neural Network, Grey 
Prediction method, and Logistic Curve Method which have different applicable 
environments and limits (Zhu & Zhao, 2009). For a major reason, it is crucial to 
predict the oilfield output for oil production. Thus, studies have been making to 
predict the output using multiple linear regression method. 8 parameters have been 
identified to predict the oilfield output. In the process of predicting the oilfield output 
using Multiple Linear Regression model, several model factors related to oilfield 
output are often identified as the model variables.  
            By using this model, the Multiple Linear Regression equation is constructed. 
Therefore, the most significant factors that influence the oilfield output are 
determined by using the Multiple Linear Regression model. The model is applied to 
the actual production and the satisfying predictions are obtained. To predict future 
output of an oilfield, the influencing factors combined with actual production are 
selected and analysed deeply. As the conclusion, the variables that affecting the 
performance of oilfield’s output has been identified and the full calculation were 
already constructed to predict the output of oilfield. From the result and discussion it 
shown that this method can be implements to forecast the oilfield output. 
           Arlov et al., (2015) stated on cash flow in predicting financial distress and 
bankruptcy. The purpose of this study is to determine whether cash flow impacts 
business failure prediction using the BP models (Altman z-score or Neural Network). 
A number of these studied examined whether a cash flow improve the prediction of 
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business failure. The prediction criteria for business failure are often made use of for 
two basic reasons. First, the success or failure of a business has to some extent, been 
fundamentally associated with the net outflow and inflow cash elements from a 
number of business activities (Da, 2009). An analysis of the bankruptcy prediction 
modelling was presented in this study. Statistical model was used based on the MDA, 
financial ratio calculations and both results as merged and integrated for BP 
modeling and analysis. Given that the power of the models lies on the statistical 
sample itself, the sample created by the 70 private companies that was used for 
simulation, modeling and results presentment. 
 
2.6        Literature Review Summary 
 
Table 2.1: Literature Review on Fuzzy C-Means 
Author Year Research 
Dun 1973 
 Becomes a first introduces for FCM algorithm 
 States that the position degree of membership point of 
cluster 
Bezdek 1981 
 Modified model from Dun model 
 Allow one set of data belong to more than one cluster 
Xie & Beni 1991 
 Proposed cluster validity algorithm 
 To measure clustering results accuracy 
 
Table 2.2: Literature Review on Fuzzy Linear Regression 
Author Year Research 
Tanaka et al. 1982 
 First researcher that proposed FLR model 
 This Tanaka model is applied to many real life 
applications 
 It recommended to used for practical situation 
Ni 2005 
 As an extension model to Tanaka’s model 
 Were save time and energy for collecting data 
sample  
William 2012 
 Another extended Tanaka’s model by 
benchmarking model under fuzziness 
 Results obtained can be used for set of normalised 
center output to form benchmarking model.  
Zolfaghari et al. 2014 
 Another new one extended model  
 Assume TFNs either symmetrical or asymmetrical 
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Table 2.3: Literature Review on Industry Data 
Author Year Research 
Ghosh 2000 
 Explore relationship between capital structure and 
executive compensation 
 Using regression analysis method 
Jonathan 2006 
 Examine how income imputation affects consumer 
expenditure 
 Using multiple imputation technique 
 
Table 2.4: Literature Review on Prediction Industry Item 
Author Year Research 
Mustafar & Razali 2011 
 The challenge in this study is  to find the variable 
for the output of oilfield  
 This challenge has been end up by using multiple 
liner regression 
Arlov et al. 2015 
 To determine whether cash flow impacts business 
failure prediction 
 This problem has been solved by using BP 
(Altman z-score and Neural Network) 
Bhatnagar et al. 2017 
 The purpose is to identify the significant factor of 
new products. 
 The results can be implement by using MLR model 
and artificial neural network technique 
 
2.7        Summary 
 
This chapter outlined the literature review of fuzzy linear regression model and fuzzy 
c-means method. It focused on the methods which are suitable for various kinds of 
data, defined the algorithm of each method, drawn the advantages and disadvantages 
of the method for data analysis, and the validity of both methods. Moreover, industry 
datasets from other researchers are discussed in detail.  Data exploration will be 
discussed more clearly in Chapter 3. 
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CHAPTER 3 
 
 
 
 METHODOLOGY 
 
 
 
3.1 Introduction 
 
This chapter discussed the methods used and the flow of how the study is conducted. 
This chapter also focused more on the background of a method used by previous 
researchers including the algorithm used in data analysis. In addition, multiple linear 
regression (MLR) model are also discussed as an extension of simple linear 
regression analysis (SLR), and basic information on fuzzy are explained in details. 
Finally, the methods used in improvisation model, which are FCM method and FLR 
model, are explained together with their validation technique and also followed by 
describe of methodology flowchart throughout of this study conducted. 
 
3.2 Data Analysis 
 
In statistics, exploratory data analysis (EDA) is the first step to summarise the main 
characteristics in graphics view. Under the statistical model, EDA is used to observe 
the data beyond the formal modelling or hypothesis testing task (Howard, 2012).  
The main reasons in applying EDA are: 
(a) Checking of assumptions  
(b) Preliminary selection of appropriate models  
(c) Determining relationships among the explanatory variables 
(d) Assessing the direction and rough size of relationships between explanatory    
      and outcome variables. 
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Exploratory data analysis is generally cross-classified in two ways: each 
method is either non-graphical or graphical, and each method is either univariate or 
multivariate (usually just bivariate). Non-graphical method generally involves 
calculations of summary statistics, while graphical method obviously summarises the 
data in a diagrammatic or pictorial way (Howard, 2012). On the other hand, 
univariate method studies only one variable (data column) at a time, while 
multivariate method studies two or more variables at a time to explore relationships. 
Usually our multivariate EDA will be bivariate (studying exactly two variables), but 
occasionally it will involve three or more variables. There are four types of EDA 
which are univariate non-graphical, multivariate non graphical, univariate graphical 
and multivariate graphical. In this research, the data will be explored by plotting a 
graph in order to see the trend or relationship between total incomes as a dependent 
variable with each independent variable.  
 
3.3 Multiple Linear Regression (MLR) Model 
 
Simple linear regression is a statistical method which allows summarising and 
studying relationship between two continuous (quantitative) variables. In simple 
linear regression, the first variable is denoted by X and is regarded as the predictor, 
exploratory or independent variable, whilst the second variable is denoted by Y and is 
regarded as the response, outcome or dependent variable. If there is only one 
predictor variable involved, the prediction method is known as simple regression. In 
simple linear regression, the prediction of Y is always plotted as a function of X from 
a straight line. The relationship between two variables is best observed by means of a 
scatter plot where a straight line is drawn, giving an estimate of the observed trend. 
In other words, the line describes the relationship in the best possible manner. 
Meanwhile, SLR fails to construct a model which has two or more explanatory 
variables. Thus, multiple linear regression is used. 
Multiple linear regression (MLR) analysis is an extension of simple linear 
regression (SLR) analysis (Mendenhall et al., 2013). Multiple linear regression is 
among the commonly used statistical methods where it is highly useful in 
experimental situations of which the experimenter can control all predictor variables. 
MLR also attempts to model the relationship between two or more explanatory 
variables and response variable by fitting a linear equation to observed data. The key 
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assumptions of MLR model are linear association and no multicollinearity. MLR 
model needs a linear association between the response variable and explanatory 
variables. Presence of linear association can be tested using a Q-Q plot of the 
standardized predicted versus Y values. To avoid dependency amongst X variables, 
multicollinearity should be tested by variance inflation factor (VIF) which means a 
measure of how much the variance of the estimated regression coefficient is inflated 
by the existence of correlation among the independent variables in the model. A VIF 
of less than 10 means that there is less correlation or no correlation among the 
independent variable, meanwhile if VIF exceeding 10 is the sign of serious 
multicollinearity and requiring the correction (Garcia et al., 2017).  
This multiple linear regression model was used to analyse nine independent 
variables that related to manufacturing income. This analysis was conducted to find 
the significant variable among the independent variables. In conducting the analyse 
need to consider the p-value with less than 0.05. Besides, the correlation coefficient 
value ( r ) and coefficient of determination value ( 2r ) also need to consider in 
constructing the MLR model. If x  and y  have a strong positive linear correlation, r  
is close to +1. Positive values indicate a relationship between x  and y  variables 
such that as values for x  increases, values for y  also increase. Meanwhile, if x  and 
y  have a strong negative linear correlation, r  is close to -1. Negative values indicate 
a relationship between x  and y  such that as values for x  increase, values for y  
decrease. The multiple linear regression model is as follows:  
 
                              0 1 1 2 2
ˆ ... ( )q q q p qp qY X X X                                       (3.1) 
 
where q = 1, 2,…, N, Y is the dependent variable, 
1,..., pX X  is the independent 
variable and 
1,..., p   
is the regression coefficient. The function of least square 
method is:  
 
                                  S(𝛽0, 𝛽1, 𝛽2,…, 𝛽𝑝) = S(β) = ∑ 𝜀𝑗
2𝑑
𝑗=1                                      (3.2) 
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From (3.1), 𝜀 (𝛽) = Y – X𝛃, Thus, 
 
                                      S(𝛃) = (Y –X𝛃)𝐓 (Y – X𝛃) 
                                              = 𝐘𝐓Y - 2𝛃𝐓𝐗𝐓Y + 𝛃𝐓𝐗𝐓X𝛃                                     (3.3) 
 
In least square model, the best fitting line for the observed data is calculated 
by minimising S ( ) . Then, S ( )  differentiated with respect to   where 
𝛿𝑆
 𝛿𝛃
|
?̂?
is 
equal to zero as, 
 
                                     
𝛿𝑆
 𝛿𝛃
|
?̂?
 = - 2𝐗𝐓Y + 2𝐗𝐓X𝛃 = 0                                      (3.4) 
 
Hence, the least square estimator is, 
 
                                                                 T 1 Tˆ (X X) X Y                                                 (3.5) 
 
The value of fit by the equation 
0 1 1 2 2 ...q q p qp qX X X          
is denoted as Yˆ  
and the residual 
q is equal to 
ˆ
q qY Y , which is the difference between the observed 
and fitted values.  Detailed explanation on least square estimator method is shown by 
previous researchers such as Norusis (1993), Weisberg (1985), Neter et al. (1983) 
and Seber (1977). 
 
3.4 Fuzzy Logic 
 
The term fuzzy logic was introduced with the proposal of fuzzy set theory by Zadeh 
(1965). Fuzzy logic is a form of many value logic in which the true values of 
variables may be any real number between 0 and 1, often called “crisp” values. In 
particular, fuzzy logic has the ability to deal with unclear control rules expressed by 
human language, making it a popular tool for control systems (Chung et al., 2017). 
Furthermore, the fuzzy theory provides a mechanism for representing linguistic 
construct such as “many”, “low”, “medium”, “often” and “few”. In general, the fuzzy 
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logic provides an inference structure which enables appropriate human reasoning 
capabilities. The theory of fuzzy logic is based upon the notion of relative graded 
membership function. 
 
 
                                Imprecise  
                                    data  Decisions                                              
                                   Vague 
                                statement 
 
Figure 3.1: A fuzzy logic system which accepts imprecise data and vague statement 
and provides decisions (Sivanandam et al., 2007) 
 
Zadeh proposed set of membership to make suitable decisions when 
uncertainty occurs. The membership value is “1” if it belongs to the set or “0” if it is 
not a member of the set. It can be indicated as, 
 
                                                 ( )AX x = {
 1     , 𝓍 ∈ 𝐴 
0     , 𝓍 ∉ 𝐴
 
 
where ( )AX x  is the membership of element x  in set A and A is the entire set on the 
universe. This membership was extended to possess various “degree of membership” 
on the real continuous interval  0,1 . The feature of the membership function is 
defined by three properties which are core, support and boundary (Sivanandam et al., 
2007).  
 
3.4.1      Fuzzy Set Operations 
 
There are a number of set operations needed to be considered in fuzzy logic which 
are union fuzzy sets, intersection fuzzy sets and complement fuzzy sets. In fuzzy set 
operations, there are two fuzzy sets, A  and B , on the universe X together with their 
membership function 
A
  and
B
  . 
 
Fuzzy 
Logic 
System 
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                          𝜇 
 
                        1               ?̃?                           ?̃? 
 
 
   
 
                         0                                                                    x  
 
                         Figure 3.2: Union of fuzzy sets ( ( ) ( ) ( ))
A B A B
x x x  

 
 
 
                                 𝜇 
 
                  1  
 
                         ?̃?       ?̃? 
 
 
                   0                                                                      x 
 
                Figure 3.3: Intersection of fuzzy sets ( ( ) ( ) ( ))
A B A B
x x x  

 
 
 
                        𝜇  
 
 
                        1               ?̅? 
 
 
 
                        0                                                                                  x 
 
                    Figure 3.4: Complement of fuzzy sets ( ( ) 1 ( ))AA x x    
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Figure 3.2 until Figure 3.4 shows each fuzzy set operations respectively. The value 
of membership for any element x  in the null set   is 0, meanwhile the membership 
value of any element x  in the whole set x  is 1. Figure 3.2 presented the membership 
function of the union of two fuzzy sets and with membership functions. It is defined 
as the maximum of the two individual membership functions. Figure 3.3 showed the 
membership function of the intersection of two fuzzy sets A  and B with membership 
functions. It is defined as the minimum of the two individual membership functions. 
Figure 3.4 displayed the membership function of the complement of a fuzzy set A
with membership function. It is defined as the negation of the specified membership 
function. 
 
3.4.2    Membership Functions 
 
Fuzziness in a fuzzy set is characterised by its membership functions. It also 
classifies the element in the set, whether it is discrete or continuous. The membership 
functions can be formed by graphical representations where each graph may include 
different shapes. There are certain restrictions regarding the shapes used. The “shape” 
of the membership function is an important criterion that has to be considered of 
which is formed by using different methods (Sivanandam et al., 2007). 
 
 Features of Membership Function 
 
The features of the membership function are defined by three properties which are 
core, support and boundary. 
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                    𝜇𝐴 ( x ) 
  
    Core 
                           1 
 
 
 
 
                                        Boundary                                         Boundary                     x  
Support 
 
Figure 3.5: Feature of membership function (Sivanandam et al., 2007) 
 
Core 
 
The core of a membership function for a fuzzy set A is defined as a region of 
universe which is characterized by complete or full membership in the set A. 
Therefore, core consists of all elements X of universe of discourse, such as A ( x ) = 1.  
 
Support 
 
The support of a membership function for a fuzzy set A is defined as a region of 
universe which is characterized by non-zero membership in the fuzzy set A. Thus, 
support consists of all elements X of universe, such as A ( x ) > 0. 
 
Boundary 
 
The boundary of a membership function for a fuzzy set A is defined as a region of 
universe X which is characterized by non-zero membership but not complete 
membership. Boundaries comprises a part of elements X of universe of discourse 
whose membership value is given by A ( x ) ∈ (0,1). 
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Crossover Points 
 
Crossover points are defined as the elements of a fuzzy set A whose membership 
value is equal to 0.5, ( ) 0.5A x   
 
Height 
 
The height of a membership function is the maximum value of the membership 
function. If the height of a fuzzy set is < 1, it is a subnormal fuzzy set while, if it 
equals to 1, it is a normal fuzzy set. 
 
3.4.3    Classification of Fuzzy Sets 
 
The fuzzy sets could be classified based on the membership functions which are 
normal convex fuzzy set, non-convex fuzzy set, subnormal fuzzy set and two convex 
fuzzy set (Andrzej, 2001). 
 
    
 
 
 
 
 
 
 
Figure 3.6: Classification of fuzzy sets (Sivanandam et al., 2007) 
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Normal fuzzy set 
 
If the membership function has at least one element in the universe whose value is 
equal to 1, then that set is called as normal fuzzy set. 
 
Subnormal fuzzy set 
 
If the membership function has the membership values less than 1, then that set is 
called as subnormal fuzzy set. 
 
Convex fuzzy set 
 
If the membership function has membership values which are monotonically 
increasing, or, monotonically decreasing, or they are monotonically increasing and 
decreasing with the increasing values for elements in the universe, the fuzzy set A is 
referred to as convex fuzzy set. 
 
Non-convex fuzzy set 
 
If the membership function has membership values which are not strictly 
monotonically increasing or monotonically decreasing or both monotonically 
increasing and decreasing with increasing values for elements in the universe, then 
this is termed as non-convex fuzzy set. 
  
3.4.4    Fuzzy Rule-Based System 
 
Rules form the basis for fuzzy logic to obtain fuzzy output. The rule-based form uses 
linguistic variables as its antecedents and consequents. The antecedents express an 
inference or the inequality, which should be satisfied. Meanwhile, the consequents 
are the output if the antecedents inequality is satisfied. The fuzzy rule-based system 
uses IF-THEN rule-based system, where IF acts as antecedent and THEN as 
consequent. Formation of rule is in general the traditional rule. For any linguistic 
variable, there are three general forms in traditional rules which can be formed: 
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assignment statements, conditional statements and unconditional statements 
(Sivanandam et al., 2007). 
 
Assignment statements 
 
These statements are those in which the variable and value are assigned together by 
the assignment operator “=”. The assignment statements are necessary in forming 
fuzzy rules and the value to be assigned may be in linguistic term.  Examples of this 
type of statements are: 
 
 
 
 
 
 
 
 
 
 
 
Conditional statements 
 
In conditional statement, specific conditions are mentioned. If the conditions are 
satisfied then it enters the following statements, called as restrictions. 
 
 
 
 
 
 
 
 
 
 
 
Sea = blue 
b = 5 
     x = y + z 
               Volume = high 
   y = low 
 
If p = q, then both are equal 
If Mark < 50, then failed 
If Speed > 1500, then stop 
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Unconditional statements 
 
Unconditional statements is where no specific condition is needed to be satisfied. 
Examples of unconditional statements are: 
 
 
 
 
 
 
 
3.5 Fuzzy C-Means (FCM) Method 
 
Fuzzy c-means (FCM) is a clustering method which allows one set of data to belong 
to more than one cluster. Dunn (1973) developed this method and is later improved 
by Bezdek (1981). Clustering is usually used as an alternative for segmentation 
techniques. In this research, it is used to denote techniques that are primarily used in 
exploratory data analysis. In this context, clustering methods attempt to group 
together patterns either that are similar or not similar in some sense. Fuzzy c-means 
method is also frequently used in pattern recognition where this algorithm is based 
on minimization of fuzzy c-means towards the following objective function or 
criterion:  
 
  
                                            (3.6) 
 
where z is any real number greater than 1, 
qr is the membership values, qrd
represented as the distance according to Euclidean, N is the number of objects and C 
is the number of clusters. The index q (q = 1,…,N) corresponds to object number q 
and the index r (r = 1,…, C) to cluster number r. In case of Euclidean distance, the 
algorithm for minimising J can be summarised by the following steps: 
 
 
Push the value 
Stop 
Continues to count 
2
1 1
N C
z
qr qr
q r
J u d
 

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1. Randomly select cluster centre ‘c’. Choose the termination tolerance, 𝛿 
between 0 and 1, and fuzziness exponent, z > 1 (usually z = 2).  Fuzzy 
membership matrix ‘
qr ’ is then initialised. 
2. Update distance 
qrd for given qr  by computing the weighted average for 
each group and the Euclidean distance as, 
 
             
2 2|| ||qr q rd x v  ,          
1
1
N
z
qr q
q
r N
z
qr
q
u x
v
u





                                                    (3.7)
 
 
3. Update membership values as, 
 
           
2
1
1
1
,qr
zc
qr
k qk
u
d
d



 
  
 

 
for z >  1                                                                       (3.8) 
 
          
1    if min( )
,
0   otherwise
qr qk
qr
d d
u

 
  
for z = 1                                                          (3.9) 
 
4. Calculate the objective function or criterion J in Eq.(3.6) and  iterate in order 
to minimise the objective function in Eq.(3.6). The iteration is repeated for 
1,2,...,k   . If 1k kJ J    , stop the iteration, else repeat step 2. 
 
The output of membership value obtained was clustered. The data belong to cluster 1 
if the membership value is between 0.0 and 0.5. Meanwhile, data belong to cluster 2 
if the membership value is more than 0.5 to 1.0 (Sivanandam et al., 2007). 
 
3.5.1 Cluster Validity 
 
Clustering results can be evaluated by clustering validation (Maulik & 
Bandyopadhyay, 2002) which is recognised as one of the vital issues essential to the 
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success of clustering validation. There are two main categories of clustering 
validation which are external and internal validation measure. This study only 
focused on internal validation measure which means it only rely on information in 
the data and it evaluates the clustering structure without any external information 
(Tan et al., 2005). Under internal validation measure of fuzzy c-means clustering 
algorithm, the cluster validity used is Xie-Beni index, introduced by Xie & Beni 
(1991) as defined in Eq.(3.10). 
 
                                                  
2
2
1 1
2
( )
min
C N
qr q r
q r
q r
q r
v x
XB
N v v

 





                                                  (3.10) 
 
where N is the number of object, C is the number of cluster, 𝑉𝑞 is the 
thq  cluster 
centre in FCM, 𝜇𝑞𝑟  is the membership value and ‖. ‖ is the Euclidean norm. The 
numerator in Eq.(3.10) is a compactness validity which measures how closely related 
the objects in the cluster are. A group of measures evaluate cluster compactness 
based on variance where lower variance indicates better compactness.  On the other 
hand, the denominator in Eq.(3.10) is separation validity which measures how 
distinct or well separated a cluster is from other cluster. The smaller the separation 
validity value is, the larger the probabilities that there will be a redundant cluster 
centre in the clustering. 
 
3.6 Fuzzy Linear Regression (Tanaka, 1982) 
 
Tanaka (1982) is the first researcher who proposed the fuzzy linear regression (FLR). 
The fuzzy regression models have been applied to modelling systems involving 
vague phenomena (Bajestani et al., 2017). The use of conventional regression is 
bounded by strict assumptions on given data, where the model can only be applied if 
the given data are distributed according to a statistical model and the relation 
between X and Y is crisp. Following the strict assumptions, fuzzy regression takes 
place which is an extension of the conventional regression analysis. It is used in 
estimating the relationship among variables where the available data are very limited 
and imprecise.  There are a number of notable differences between fuzzy regression 
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and conventional regression. Fuzzy regression can be used to fit fuzzy data and crisp 
data into conventional regression model, whereas the conventional regression can 
only fit crisp data. While conventional regression is based on probability theory, 
fuzzy regression is based on possibility theory and fuzzy set theory with fuzziness 
type of uncertainty (Ross, 1995). This have turned fuzzy regression approach to be a 
more common and adaptable method in handling uncertain problems (Liu et al., 
2015). 
The information of imprecision identified by fuzzy function is natural. In 
regression analysis, the application of fuzzy linear function is also outlined vague 
phenomenon.  In linear model, if fuzzy parameter is obtained, it leads to a possibility 
distribution which corresponds to the fuzziness of the system. In regression problem, 
there are two basic aspects to be outlined: what is the most appropriate mathematical 
model to be used and how to determine the best fitting model for sample data shown 
in Table 3.1. Denoted as 
qy  is the output for 
thq  sample, and 
qrx  is the 
thr  input for 
thq  sample (Tanaka et al., 1982). 
 
                         Table 3.1: Input-Output sample data 
Sample number Output ( y ) Inputs ( x ) 
1 1y  11 1,..., nx x  
. 
. 
. 
. 
. 
. 
. 
. 
. 
N Ny  1,...,N Nnx x  
 
In usual regression analysis, deviation between the observed values and estimated 
values is due to measurement errors. Let the linear regression model be
sy x , the 
deviation between the observed value and the estimated value 
* s
q qy x  
is 
 
                                 
*
q q qy y   ,              1,2,...,q N                                      (3.11)    
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where the observation error 
q  is a random variable with zero mean. The deviation 
assumed is closely related to fuzziness of system parameter rather than observation 
errors. It could be considered as a fuzzy linear function such that 
 
                                                     1 1 ... N NY A x A x Ax                                                        (3.12) 
 
Where 
qA is a fuzzy set. For a non-fuzzy input output data such as in Table 3.1, the 
fuzzy linear regression model encountered a problem in determining fuzzy parameter 
*A such that the fuzzy output sets 
* *
q qY A x . In the model, the deviations among data 
are explained as the vagueness of the system structure, expressed by fuzzy parameter. 
 
Table 3.2: Input-fuzzy output sample data  
Sample number Fuzzy output ( Yˆ ) Inputs ( x ) 
1 
1 1 1
ˆ ( , )Y y e  11 1,..., nx x  
. 
. 
. 
. 
. 
. 
. 
. 
. 
N ˆ ( , )N N NY y e  1,...,n Nnx x  
 
 
                                                   Fuzzy output  ˆ ( , )q q qY y e    
 𝜇 
                                          1.0  
 
 
 
   
 0 
qe    qy      y  
       
 Figure 3.7: Fuzzy output (Tanaka et al., 1982) 
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For non-fuzzy input-output data such as Table 3.1, fuzzy linear regression model is 
already formulated.  This model deals with fuzzy output data denoted as ( , )q q qY y e , 
where 
qy  is  the centre and qe  is the width. The fuzzy input-output are shown in 
Table 3.2 and Figure 3.7. The membership function of 
qY is given below: 
 
                                                            ( ) 1
q
q
Y
q
y y
y
e


                                                      (3.13) 
 
In formulating an FLR model firstly, the data is assumed to be representable by a 
fuzzy linear model. Secondly, the degree of fitting of estimated fuzzy linear model 
* *
q qY A x to the given data ( , )q q qY y e is measured by the following index qh which 
maximises h subject to
*h h
q qY Y , where 
 
 
 
                            (3.14) 
 
which are h-level sets. The degree of fitting of the fuzzy linear regression model to 
all data 1Y ,…, NY  is defined by min h   . Thirdly, the vagueness of fuzzy linear model 
is defined by 1 ... NJ c c   . The obtaining of fuzzy parameters 
*
qA  were explained 
the problem which minimises J subject to qh H for all q, where H is chosen as the 
degree of fitting of fuzzy linear model. The 
qh  can be obtained as 
 
                                                             1
s
q q
q
r qr q
r
y x
h
c x e

 

                                                   (3.15) 
 
                                                            1: (1 ) ( ) :q r qr
r
h c x k                                                (3.16) 
 
 
 
 
 **
( )
( )
h
q Yq
h
q Y q
Y y y h
Y y y h


 
 
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where 
 
                                                             (1 )sq q qk y x e h                                                 (3.17) 
 
The goal of fuzzy linear regression analysis is to find a regression model which fits 
all observed fuzzy data within a specified fitting criterion. In order to identify 
different fuzzy linear regression model, it depends on the fitting criterion used. With 
reference to Tanaka’s method, the fuzzy model is a human estimation where it is 
identified by estimating fuzzy parameters  to solve linear programming 
problems. 
 
                                                   
1
,
min ... N
c
c c

  
                                                       (3.18) 
subject to c ≥ 0 and 
 
       (3.19a) 
 
       (3.19b)     
            
where   is center, x  is independent variable, H is degree of fitting, c is width, y is 
dependent variable and e is error.  
The best fitted model for the given data can be obtained by solving the 
conventional linear programming problem in Eq.(3.19a) and Eq.(3.19b). Tanaka’s 
method considered that the independent variable value in correspondence to a crisp 
coefficient does not influence the fuzziness of a predicted value of the dependent 
variable.  It also showed that the fuzzy centre 
q  and their fuzzy width qc are scale 
dependent. Tanaka’s method is also quite sensitive to outliers. 
After analysis, the result showed that the 𝛼𝑞 value does not appear in the 
objective function making a problem. In order to solve this, Tanaka (1987) proposed 
a second method, changing the objective function such that 
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with subject to c ≥  0 and satisfies Eq.(3.19a) and Eq.(3.19b). With this second 
method, the fuzzy centres 
q  and their fuzzy width qc are no longer scale dependent. 
The basic conventional regression model can be written in general form as: 
 
                                          
0 1 ...q q N N qY x x                                             (3.21) 
 
where 1,2,3,...,q N , 
qY  is the dependent (response) variable, qx  
is the independent 
(explanatory) variables, 𝛽 is the coefficients (parameters), and 
q  is the crisp random 
error term. On the other hand, the fuzzy linear regression model can be written in 
general form as: 
 
                                        0 1 1 1 1
( , ) ... ( , )N N N NY A A c x A c x            (3.22) 
or 
                                              0 1 1 2 2
ˆ ... N NY A A x A x A x                                               (3.23) 
 
where Yˆ  is the fuzzy output, qA  
represents a fuzzy coefficient with 1,2,3,...,q N , 
and 1( ,..., )Nx x x  
is an n-dimensional non-fuzzy input vector.  
          
3.7 Fuzzy Linear Regression (Ni, 2005) 
 
Ni (2005) approached this model as an extension from fuzzy linear regression model 
proposed by Tanaka in 1982. The proposed fuzzy linear regression by Ni is, 
 
                                           (3.24) 
 
with subject to c ≥ 0 and 
 
                              (3.25a) 
 
                             (3.25b) 
where 𝛼 is the centre and c is the spread of data. 
3.8 Fuzzy Linear Regression (Zolfaghari, 2014) 
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Zolfaghari (2014) proposed a new model as an extension of FLR model by Tanaka 
and Ni, with consideration on fuzzy number and their membership functions. There 
are two parameter situations which could be used under this model: FLR with 
symmetric and asymmetric parameter. This study only focuses on symmetric 
parameter which has fuzzy coefficients assumed as TFNs. As indicated, the salient 
features of the TFNs are its mode, its left and right spread and its support. When the 
two spreads are equal, the TFN is known as a symmetrical TFN.  The membership 
function (MF), ( )A x  of triangular fuzzy numbers is also shown together in Figure 
3.8. The proposed FLR by Zolfaghari is,  
 
                                        
0
1 1
min 2 2 [ ]
N m
q qr
q r
ms s x
 
   
                                    (3.26)
 
 
with subject to c ≥ 0 and 
 
                (3.27a)                                                   
 
                (3.27b) 
 
 
where s is the spread and 𝛼 is the centre from triangular fuzzy numbers in symmetric 
parameter. 
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         x  
        a           o   b  
 
Figure 3.8: Membership function of symmetrical triangular fuzzy numbers 
(Zolfaghari et al., 2014) 
 
3.9 Improvisation of Fuzzy C-Means Method and Fuzzy Linear Regression  
Model 
 
The improvisation model is defined as a combination of both fuzzy c-means method 
and fuzzy linear regression model in predicting manufacturing income. Initially, one 
of the ways to find the best FCM clustering is by choosing the highest correlation 
value between dependent variable and all independent variables. After that, once a 
few of higher correlation value can be identified then FCM clustering will be used. 
Then, the comparison error by MSE, MAE and MAPE will be done and the smallest 
error value will be chosen. 
 Next, the best FCM clustering can be identified by calculating XB-value that 
proposed by Xie & Beni (1991) to reached the minimum value which nearer to zero. 
Once the optimal cluster number is identified, then proceed to model the data by 
using FLR (Zolfaghari). This FLR model is used to find the model for each cluster. 
The best FLR model is identified by getting smallest error value by using three 
methods of error which are MSE, MAE and MAPE. The degree of fitting is adjusted 
between o and 1 to find the best model.  
 
 
 
3.10      Cross Validation Technique 
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Cross validation technique is primarily a way of measuring predictive performance 
of a statistical model.  Cross validation is also known as rotation estimation (Kohavi 
& Ron, 1995) in assessing the behaviour of the results of a statistical analysis 
towards an independent dataset. It is mainly used in settings where the goal is 
prediction, and one wants to estimate how accurately a predictive model will perform 
in practice. The goal of cross validation is to define a dataset to “test” the model 
within training phase, in order to limit problems such as over fitting. The common 
techniques used are shown in Eq.(3.29), Eq.(3.30) and Eq.(3.31).  
 
(i) Mean Square Error (MSE): 
 
                                          
 
2
1
ˆ
N
q q
q
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                                        (3.29)     
      
(ii) Mean Absolute Error (MAE): 
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(iii) Mean Absolute Percentage Error (MAPE): 
 
                                
1
ˆ
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                                            (3.31) 
                                
where: 𝑦𝑞 = actual number 
            ?̂?𝑞 = predicted data 
            N  = number of observations 
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The cross validation techniques used in this study are mean square error 
(MSE), mean absolute error (MAE) and mean absolute percentage error (MAPE).  
These techniques are used to measure the quality of the models and as well as the 
predictability power of the model. An error is defined as the difference between the 
real value and the predicted value. When the lower error is obtained, it is better for 
the model, leading to higher capability in predicting the future value. MSE is a 
measure of the quality of an estimator. It is always non- negative and the closer the 
values are to zero are the better. MAPE has the easiest interpretation and is useful to 
make comparison values.  
Additionally, if there are k clusters in the data that is more than 1 cluster, it 
makes it difficult to calculated and evaluated in terms of the difference with others to 
choose the best one. Therefore, the easier way to calculate the new total overall error 
(TOE) is show as in Eq.(3.32) 
 
                                          
1 1 2 2
1 2
( )( ) ( )( )C C
new
TOE n TOE n
TOE
n n



                                      (3.32) 
 
where:   1n = total number of data in cluster 1 
  2n = total number of data in cluster 2 
 
3.11 Methodology Flowchart 
 
The flowchart of the methodology for this research is presented in Figure 3.9, 
showing every step taken in conducting this research. This study starts with data 
collection of manufacturing income which is then filtered. The process of filtering 
data is conducted by removing missing or incomplete values in order to obtain a 
complete dataset of manufacturing income.  
Then, the data are analysed by multiple linear regression, fuzzy linear 
regression without fuzzy c-means and improvisation of fuzzy c-means and fuzzy 
linear regression, where each of method have its specific way in conducting it. Under 
fuzzy linear regression without fuzzy c-means, the model used was proposed by three 
researchers which are Tanaka, Ni and Zolfaghari. Once the data are analysed, error 
values are measured from each model by optimising degree of fitting (H). 
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 To construct multiple linear regression model, several conditions need to be 
passed. First, the data should be confirmed normal by carrying out a normality test. 
Then, the data do not need to be multicollinear. Multicollinearity test could be tested 
among independent variables of the data in order to avoid any dependency between 
variables. Once the multicollinearity test has been passed, the research proceeds to 
find error value by constructing the multiple linear regression model. 
 Next, in improvisation of fuzzy c-means and fuzzy linear regression, fuzzy c-
means method needs to be conducted first before continuing with fuzzy linear 
regression (Zolfaghari). Under fuzzy c-means method, chosen variables are clustered 
based on the distance of mean of cluster. After clustering the data, it is modelled 
using fuzzy linear regression as proposed by Zolfaghari. Then, the error values are 
measured from each model by optimising degree of fitting (H). The smallest error 
value from each model is compared. Finally, the best model is chosen by having the 
smallest error value by optimising degree of fitting (H) among the models. 
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                                                                                        No 
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                               Figure 3.9: Methodology flowchart 
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3.12 Summary  
 
This chapter has provided an in-depth outline of the methodology of MLR model, 
fuzzy c-means method and fuzzy linear regression model together with its respective 
algorithm. This chapter also focused on the improvisation of fuzzy c-means method 
and fuzzy linear regression model and explained validation techniques using MSE, 
MAE and MAPE in order to find the best model.  
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CHAPTER 4 
 
 
 
RESULTS AND DISCUSSION 
 
 
 
4.1 Introduction 
 
This chapter is concerned in exploratory of data analysis for datasets collected from 
this study so that the statistical modelling of the manufacturing income in subsequent 
sections could be clearly discussed. This chapter starts by describing the structure of 
the collected datasets with inclusion of all variables. Subsequent sections will then 
proceed to exploratory of data analysis on manufacturing income by summarising the 
trend or pattern and possible relationship between variables involved. The next 
sections continue to analyse the datasets by each model involved in order to measure 
the error performance. 
 
4.2 Description of Collated Datasets 
 
The dataset used in this study will contain the acquired statistics on the following 
variables: manufacturing total income (Y), legal status ( 1x ), ownership ( 2x ), value of 
assets ( 3x ), total employment ( 4x ), total salaries and wages paid ( 5x ), number of  
staff holding a degree and above ( 6x ), number of staff having a diploma or 
equivalent ( 7x ), number of staff having an SPM and below ( 8x ) and total expenditure 
( 9x ). Total observations of datasets used in this study are 2856.  The three 
measurements of performance used to be applied against optimised degree of fitting 
(H) in finding the smallest error are: mean square error (MSE), mean absolute error 
(MAE) and mean absolute percentage error (MAPE).  
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In multiple linear regression model, there are five significant explanatory 
variables chosen, as in Eq.(4.1). In fuzzy linear regression model, all explanatory 
variables are selected as in Eq.(4.2), Eq.(4.3) and Eq.(4.4). Table 4.1 presents the 
variance inflation factor (VIF) values. Table 4.2 shows the result of error value for 
multiple linear regression. Table 4.3 until 4.8 presents the measurement error value 
for fuzzy linear regression by Tanaka, Ni, and Zolfaghari with optimising of (H) 
together with their fuzzy parameter. Meanwhile, Table 4.9 shows the correlation 
values of FCM method between Y, 5x , 6x  and 9x . Table 4.10 displaying the 
comparison of error values of FCM method between Y, 5x , 6x  and 9x . In addition, 
Table 4.11 presents the value of c and F for 6x . Table 4.12 shows the details of 6x  
variable, While, Table 4.13 until 4.16 and Eq.(4.5) and Eq.(4.6) shows the 
measurement of error values and also model for fuzzy linear regression model 
(Zolfaghari) for cluster 1 and cluster 2 with different degree of fitting (H) against 
fuzzy parameter. Finally, Table 4.17 displays the summary of measurements of error 
of models. The source of data used has been described in Chapter 2, Section 2.4 
(industry data).   
 
4.3 Exploratory Data Analysis on Manufacturing Income 
 
In statistics, exploratory data analysis (EDA) is an approach to analysing 
datasets to summarise their main characteristics, often with visual methods. The 
significance of EDA is for seeing what the data can tell beyond the formal modelling. 
EDA analysis was proposed by Tukey (1977) to explore the data and possibly 
formulate hypothesis that could lead to new data collection and experiments. The 
purpose of EDA is to checking assumptions that required for model, support the 
selection of appropriate statistical tools and techniques, determining relationships 
among the independent variables and assessing the direction and rough size of 
relationships between independent and dependent variable. In this study, the EDA 
analysis by graphical has been applied to all independent variables. The purpose of 
graphics view applied to this study is to seeing the relationships between independent 
variables.  
Figure 4.1 shows the condition of legal status. Legal status is a categorical 
data with labelling of 1 to 6, representing the status of each company in Malaysia, 
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where 1 is individual proprietorship, followed by partnership, private limited 
company, public limited company, public corporation, and others. The highest 
amount of legal status in Malaysia is the private limited company which denotes as 3 
whilst the lowest is public corporation and others which represent as 5 and 6.  
The graph shows that private limited company (3) have the highest score of 
legal status of companies in Malaysia, where private limited company is a privately 
held small business, limits owner liability to their shares, limits the number of 
shareholders, and restricts shareholders from publicly trading shares. In contrary, 
having the lowest score is public corporation (5) and others (6) where they are owned 
and operated by the government and established for administration of certain public 
programs. It is also known as large private corporation with many shares, which are 
sold to the public or traded on a stock exchange. 
 
 
Figure 4.1:  The legal status of manufacturing income  
 
Figure 4.2 shows the ownership of the company. Ownership is a categorical 
data which is labelled from 1 to 3, representing as 1: Malaysian residents, 2: Non-
Malaysian and 3: Joints for each company. The highest ownership status is 
represented by 1 which is Malaysian residents whilst the lowest one is 3, joints for 
each company. 
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Based on the results shown, Malaysian residents are the majority acting as 
owners of companies in Malaysia. This is because not all industries and businesses 
allow ownership of the company by foreigners or joints. In particular, there are 
certain industries which require local Malaysians' participation. These industries are 
education, petroleum (oil and gas), banking, tourism outbound and agriculture. 
Lowest amount of ownership status of companies in Malaysia is joints for each 
company. This type of ownership is not commonly found in Malaysia due to the 
complicated steps including double taxation, complex formation, controlled by a 
board of directors and delay in policy decisions. 
 
 
Figure 4.2: The ownership of manufacturing income  
 
Figure 4.3 and Figure 4.4 presents total income against value of assets and 
total employment. Both figures show a weak trend of positive relationship between 
total income against value of assets and total employment. In event of any increasing 
changes in the value of assets and total employment, there will also be an increase in 
the total income of the company. 
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Figure 4.3: The value assets of manufacturing income 
 
 
Figure 4.4: The total employment of manufacturing income 
 
Figure 4.5 presents the graph of total income against total salaries and wages 
paid. In general, this graph shows a trend of positive relationship between total 
income and total salaries and wages paid where changes on total salaries and wages 
paid affect total income of company. Based on the graph, an increase in salaries and 
wages paid increases total income of company. 
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Figure 4.5: The total salaries and wages paid of manufacturing income 
 
Figure 4.6 shows the graph between total income and the number of staff 
holding degree and above, where roughly, the graph shows a trend of positive 
relationship. Staffs having qualification of a degree or above have to be paid with 
higher salaries in comparison to other staffs. Therefore, based on the graph shows the 
increasingly the number of staff above degree holder, the total income of company 
will be increasing. 
 
 
Figure 4.6: The number of staff holding a degree and above in manufacturing income 
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Figure 4.7 presents the graph of total income against number of staff having a 
diploma or equivalent. In general the graph shows a trend of positive relationship 
between total income and number of diploma holder or equivalent. Staffs having 
qualification of a diploma or equivalent have to be paid with moderately higher 
salaries in comparison to other staffs. Therefore, based on the graph shows the 
increasingly the number of person above diploma holder, the total income of 
company will be increasing. 
 
 
Figure 4.7: The number of staff holding a diploma or equivalent in manufacturing 
income 
 
Figure 4.8 shows the graph of total income against number of staff of SPM 
holder and below. In general, the graph presents a positive relationship. Staffs having 
qualification of an SPM and below is paid with rather lower salaries in comparison to 
other staffs. Therefore, based on the graph shows the increasingly the number of 
person above and below SPM holder, the total income of company will be increasing. 
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Figure 4.8: The number of staff holding a SPM and below in manufacturing income 
 
Figure 4.9 presents a graph of total income against total expenditure, where it 
shows that there is a strong positive relationship between total income and total 
expenditure. Total expenditure of companies include costs that have to be paid to 
keep the company running such as cost of admin, water, electricity and fuel, 
operating expenses, R&D expenses and others. Therefore, based on graph shown that 
the increasingly of total expenditure of company, the total income of company will 
be increasing. 
 
 
Figure 4.9: The total expenditure of manufacturing income 
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4.4 Data Exploration on Multiple Linear Regression 
 
In constructing the multiple linear regression (MLR) model, there are two 
assumptions which need to be considered: normality and multicollinearity. The 
normality assumption could be checked with Quantile-Quantile (Q-Q) plot by using 
SPSS software. The result is shown in Figure 4.10 where the data can be seen as 
normally distributed since the line is almost a straight line. The multicollinearity 
assumption is tested by variance inflation factor (VIF) analysis by using SPSS 
software, where the result is shown in Table 4.1. From the VIF analysis, it is shown 
that all X variables is less than 10 which indicate that the multicollinearity among X 
variables in this study does not exist. 
This study used multiple linear regression to analyse nine independent 
variables contributing to manufacturing income. It shows that there are only five (5) 
significant independent variables toward manufacturing income. The significant 
independent variables are 3x  (value of assets), 5x  (total salaries and wages paid), 7x  
(number of diploma holder or equivalent), 8x  (number of SPM holder and below) 
and 9x  (total expenditure).  
 
 
Figure 4.10: Normal Q-Q plot of MLR 
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Table 4.1: Variance Inflation Factor (VIF) values 
Model Coefficient ( )  VIF p-value 
(Constant) 964.036 - 0.544 
3x  0.056 1.222 0.000 
5x  1.794 5.177 0.000 
7x  -203.114 3.012 0.000 
8x  -23.813 2.874 0.000 
9x  1.055 1.650 0.000 
 
In order to determine the significance of independent variables, p-value with 
less than 0.05 is considered. A low p-value (< 0.05) indicates that the null hypothesis 
can be rejected. In other words, independent variables which have a low p-value is 
likely to be a meaningful addition to the model  as changes in independent value are 
related to changes in the dependent variable. Conversely, a larger (insignificant) p-
value suggests that changes in independent variable are not associated with changes 
in dependent variable. From the p-value output in Table 4.1, it shows that the 
independent variables of 3 5 7 8 9, , , ,x x x x x are significant because their p-value are 
0.000. 
Furthermore, the correlation coefficient ( r ) value is also needed to be 
considered that indication of the strength and the direction of a linear relationship 
between two variables. Besides, the coefficient of determination ( 2r ) value is defined 
as a measure of how well the regression line represents the data. From the results, the 
correlation coefficient value is r = 0.763 where the value of r  is such in the range of 
1 1r   . Since the correlation coefficient value in this study is close to +1, it 
indicates a strong positive linear correlation. In addition, the coefficient of 
determination value is 2r = 0.582 where the value is such in the range of 20 1r  . 
So it can be said that this MLR model is well-trained and has very good performance 
and shows a strong positive linear relationship between variables (Rezaee et al., 
2017). This MLR model could be constructed together with significance variables 
and where error values of MSE, MAE and MAPE is shown in Table 4.2. 
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Table 4.2: Error value for multiple linear regression 
MSE MAE MAPE 
5677188424000 199997.4805 135.9859 
 
The potential models involved with all significant variables are as in Eq.(4.1): 
 
3 5 7 8 9
ˆ 964.036 0.056 1.794 203.114 23.813 1.055Y x x x x x     
             
(4.1) 
 
4.5 Data Analysis on Fuzzy Linear Regression (Tanaka) 
 
FLR model proposed by Tanaka (1982) is used to predict manufacturing income. In 
constructing this FLR model, there are no assumptions needed to be fulfilled as in 
MLR model. This model is evaluated by three measurements of performance such 
are MSE, MAE and MAPE. The measurements of performance of the three methods 
could also be evaluated by different degree of fitting (H) between 0 and 1, as in 
Table 4.3. The smallest error value is presented as the best model in FLR (Tanaka).  
The best FLR model acquiring smallest error value with H = 0.95 as in Eq.(4.2): 
 
      
1 2 3
4 5 6 7
8 9
ˆ (4515,0) (552,0) ( 5752,0) ( 0.5701,0)
( 37237,0) (1.7381,0) (37329,0) (37046,0)
(37234,0) (2.5563,43.8599)
Y x x x
x x x x
x x
     
    
 
                         (4.2) 
 
This fuzzy linear regression model is applied to predict future manufacturing 
income. The results of the fuzzy parameter are given in Table 4.4, where H=0.95. 
The Table 4.4 shows that 
q  
is fuzzy centre of a fuzzy parameter and 
qc  
is the 
fuzziness of its parameter. The fuzzy parameter calculations have been done by 
transforming the original data into deviations from the mean of each of the 
independent variables with exception for fuzzy output data Y. Based on the results of 
fuzzy parameter, it indicated that the imprecision of manufacturing income can be 
represented by the fuzziness of parameter ( 9x ) which is the total expenditure of 
43.8599. The error value of FLR (Tanaka) for MSE, MAE and MAPE are shown in 
Table 4.3, which are 829647000000, 185539.8661 and 125.5615 respectively. These 
PTTA
PER
PUS
TAK
AAN
 TU
NKU
 TU
N A
MIN
AH
60 
 
 
 
error values have been chosen among the others because it reach the smallest value. 
This is because the smallest value of MSE, MAE and MAPE can be estimated model 
will near to the actual value. 
 
Table 4.3: Measurement error for fuzzy linear regression (Tanaka)  
H MSE MAE MAPE 
0.1 1080480000000 213431.411 147.1197 
0.2 1049480000000 210533.235 145.6179 
0.3 1018260000000 207342.1271 143.5261 
0.4 987909000000 204207.4569 141.5076 
0.5 958562000000 201165.4116 139.6307 
0.6 928897000000 197820.8834 137.1766 
0.7 899043000000 193303.8579 130.5598 
0.8 871273000000 190328.6330 128.8096 
0.825 864376000000 189595.2896 128.4077 
0.85 856739000000 188507.0895 127.2905 
0.9 843104000000 186968.1320 126.2886 
0.925 836978000000 186629.5706 126.7525 
0.95 829647000000 185539.8661 125.5615 
0.99 26757600000000 2346764.959 5092.5500 
 
Table 4.4: Fuzzy parameter (H=0.95) 
Fuzzy Parameter Fuzzy Center, q  Fuzzy Width, qc  
0x  4515 0.0000 
1x  552 0.0000 
2x  -5752 0.0000 
3x  -0.5701 0.0000 
4x  -37237 0.0000 
5x  1.7381 0.0000 
6x  37329 0.0000 
7x  37046 0.0000 
8x  37234 0.0000 
9x  2.5563 43.8599 
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4.6 Data Analysis on Fuzzy Linear Regression (Ni) 
 
This proposed model by Ni (2005) is used to predict manufacturing income for 
industry company. In fuzzy model, there are no any assumptions needed to hold. To 
reached the lower error value, the three measurements of performance is used which 
are MSE, MAE and MAPE. The measurements of performance of the three methods 
has been evaluated by different degree of fitting (H) between 0 and 1, as in Table 4.5. 
The best FLR (Ni) model was chosen by getting the smallest error value with H = 0.1 
as shown in Eq.(4.3): 
 
 
 
 
                 (4.3) 
 
The results of the fuzzy parameter are given in Table 4.6, where H=0.1. The 
results of fuzzy parameter indicated that the imprecision of manufacturing income 
can be represented of parameter ( 9x ) which is the total expenditure of 2.4219. The 
results of three measurements performance of error values for FLR (Ni) also shown 
in Table 4.5, which are MSE=815481000000, MAE=183730.5705 and 
MAPE=124.0696. Xiao (2017) stated that in choosing the best model could be 
achieved by the measurements of performance error value. This is because the 
smaller error value indicates that more stable and accurate in predicting 
manufacturing income.  
 
 
 
 
 
 
 
 
 
 
1 2 3
4 5 6 7
8 9
ˆ (4424,0) (538,0) ( 5610,0) ( 0.5660,0)
( 49733,0) (1.7525,0) (49825,0) (49537,0)
(49729,0) (2.5440, 2.4219)
Y x x x
x x x x
x x
     
    
 
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Table 4.5: Measurement error for fuzzy linear regression (Ni) 
H MSE MAE MAPE 
0.025 815925000000 183923.8084 124.4400 
0.05 815965000000 183974.0091 124.5666 
0.1 815481000000 183730.5705 124.0696 
0.15 816130000000 183999.1203 124.5726 
0.175 815955000000 183961.9183 124.5349 
0.2 816155000000 184029.6103 124.6526 
0.3 816049000000 183979.2753 124.5409 
0.4 816069000000 184004.2440 124.6063 
0.5 815949000000 183954.0330 124.5142 
0.6 816127000000 183995.1840 124.5624 
0.7 816118000000 183983.1310 124.5314 
0.8 816129000000 183997.8061 124.5692 
0.9 816106000000 183968.2287 124.4943 
 
Table 4.6: Fuzzy parameter (H=0.1) 
Fuzzy Parameter Fuzzy Center, q  Fuzzy Width, qc  
0x  4424 0.0000 
1x  538 0.0000 
2x  -5610 0.0000 
3x  -0.5660 0.0000 
4x  -49733 0.0000 
5x  1.7525 0.0000 
6x  49825 0.0000 
7x  49537 0.0000 
8x  49729 0.0000 
9x  2.5440 2.4219 
 
4.7 Data Analysis on Fuzzy Linear Regression (Zolfaghari) 
 
In predicting future manufacturing income, the Zolfaghari model was used. The three 
measurements of performance error MSE, MAE and MAPE used to evaluate model 
by adjusting different degree of fitting (H) between 0 and 1, as in Table 4.7. The best 
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FLR (Zolfaghari) model was chosen by getting the smaller error value with H = 
0.025 as shown in Eq.(4.4): 
 
 
 
               (4.4) 
 
This FLR model is applied to predicting future manufacturing income for 
industry company. The results of the fuzzy parameter are given in Table 4.8, where 
H=0.025. The results indicated that the imprecision of manufacturing income can be 
represented by the fuzziness of parameter ( 9x ) which is the total expenditure of 
1.9699. The error values of FLR (Zolfaghari) for MSE, MAE and MAPE are shown 
in Table 4.7 which are 575619000000, 154163.8335 and 105.6919 respectively. 
 
Table 4.7: Measurement error for fuzzy linear regression (Zolfaghari) 
H MSE MAE MAPE 
0.025 575619000000 154163.8335 105.6919 
0.05 580752000000 154650.2430 105.6944 
0.1 592113000000 156314.3080 106.9195 
0.15 603290000000 157770.7471 107.5545 
0.175 608364000000 158171.2310 107.8824 
0.2 614707000000 159246.9132 108.7647 
0.3 638005000000 162222.2673 110.5189 
0.4 660052000000 164342.1258 110.5759 
0.5 686054000000 168089.6202 113.7879 
0.6 715125000000 172957.044 120.0385 
0.7 740631000000 176270.656 122.6880 
0.8 765716000000 179221.2841 124.6140 
0.9 792042000000 182530.8508 127.2443 
 
 
 
 
 
 
 
1 2 3
4 5 6 7
8 9
ˆ (2961,0) (378,0) ( 3507,0) ( 0.4862,0)
( 28925,0) (1.9951,0) (29029,0) (28664,0)
(28918,0) (2.3061,1.9699)
Y x x x
x x x x
x x
     
    
 
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Table 4.8: Fuzzy parameter (H=0.025) 
Fuzzy Parameter Fuzzy Center, q  Fuzzy Width, qc  
0x  2961 0.0000 
1x  378 0.0000 
2x  -3507 0.0000 
3x  -0.4862 0.0000 
4x  -28925 0.0000 
5x  1.9951 0.0000 
6x  29029 0.0000 
7x  28664 0.0000 
8x  28918 0.0000 
9x  2.3061 1.9699 
 
4.8 Data Analysis on Improvisation of Fuzzy C-Means and Fuzzy Linear 
Regression  
 
Under fuzzy analysis, there are no assumptions needed to be considered. For the 
improvisation model, the data were analysed by using Matlab software to identify the 
best FCM clustering. The improvisation model is used in this study as it gives better 
estimation in comparison to other models. This comparison illustrates that the 
improvisation model achieve the better predicting in manufacturing income. This 
study was used dependent variable and independent variables, where the dependent 
variable is total income (Y ) and independent variables are total salaries and wages 
paid ( 5x ), number of degree holder and above ( 6x ) and total expenditure ( 9x ). The 
independent variables 5x , 6x  and 9x  are chosen since due to high correlation value 
( r ) between total income (Y ) as compared to the other variables.  
The highest correlation value is between 9x  and Y with r = 0.986, followed 
by the second highest correlation value between 5x  and Y with r = 0.649, and the 
third highest correlation value between 6x  and Y with r = 0.596. The correlation 
values and the comparison error values among Y, 5x , 6x  and 9x  is shown in Table 
4.9 and 4.10 respectively. Table 4.9 presents the results of the correlation value 
between the dependent variable and each independent variable. The highest 
correlation value of 5x , 6x  and 9x  are chosen among the others, as higher correlation 
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value leads to stronger the linear correlation. Otherwise, the lower the correlation 
value leads the linear correlation becomes weak. Therefore, it’s not suitable to use in 
furthering the analysis for improvisation model.   
 
Table 4.9: Correlation values of FCM method between Y and 5 6 9, ,x x x  
 Pearson Correlation (r) 
Y vs 0x  0.000 
Y vs 1x  0.053 
Y vs 2x  0.194 
Y vs 3x  0.459 
Y vs 4x  0.557 
Y vs 5x  0.649 
Y vs 6x  0.596 
Y vs 7x  0.579 
Y vs 8x  0.490 
Y vs 9x  0.986 
 
Table 4.10 shows the comparison of error values of MSE, MAE and MAPE 
for variable Y, 5x , 6x  and 9x . From the table, it is clearly seen that 6x  is chosen for 
clustering as it achieved smallest error value in comparison to other values with MSE 
= 5.73810000000, MAE = 152709.9697 and MAPE = 95.8433. The error value was 
selected among the best correlation value between all variable involved. Therefore, 
variable 6x  was chosen to find the best FCM clustering. 
 
Table 4.10: Comparison error values of FCM method between Y and 5 6 9, ,x x x  
 MSE MAE MAPE 
Y 7.55329000000 176944.0347 119.7584 
5x  7.03966000000 170342.9475 115.0881 
6x  5.73810000000 152709.9697 95.8433 
9x  6.89959000000 168473.8717 113.8235 
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Table 4.11 presents the number of XB-value for 6x  according to the number 
of clusters, c. The number of clusters chosen is two (c=2) since the XB-value reached 
minimum value nearest to zero of 0.0144 as compared to other number of clusters. 
The XB-value of the cluster can be calculated using Xie-Beni index as in Eq.(3.28).  
 
Table 4.11: The value of c and XB for 6x  
 
Table 4.12 shows the details for the variable 6x  
according to the cluster. The 
number of data for cluster 1 is 2827 whereas the number of data for cluster 2 is 29. 
For cluster 1, the minimum value for 6x  
is 1 whilst the maximum value is 247. 
Meanwhile, for cluster 2, the minimum value for 6x  is 259 and the maximum value 
is 1370. FCM model used in this study is to find an improved data which can 
contribute to a better model with smaller error. 
 
Table 4.12: Details of the variable 6x   
 Cluster 1 Cluster 2 
Number of data (N) 2827 29 
Minimum value 1 259 
Maximum value 247 1370 
 
The data was transformed into line graph as shown in Figure 4.11. From the 
figure, it can clearly be seen that the data is separated into two clusters, due to the 
distance between the data with the centre of each cluster. If the data is nearest to the 
centre of cluster 1, the data then belongs to cluster 1, whereas if the data nearest to 
the centre of cluster 2, then it belongs to cluster 2. On the other hand, the data 
belongs to cluster 1 if the membership value is between 0.0 and 0.5. Meanwhile, the 
data belongs to cluster 2 if the membership value is between 0.5 and 1.0. The graph 
of membership value is shown in Figure 4.12. 
Number of 
clusters, c 
2 3 4 5 
XB-value 0.0144 0.0743 0.0532 0.5097 
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Figure 4.11: Plot for 6x  based on cluster 
 
 
Figure 4.12: Plot for 6x  membership value (FCM Clustering) 
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4.8.1 Fuzzy Linear Regression Model (Zolfaghari) on Cluster 1 
 
Once the data is clustered, then proceed to analysed it by using FLR 
(Zolfaghari), where the FLR model for cluster 1 is used which involved all 
independent variables. This model was evaluated of three measurements of 
performance which are MSE, MAE and MAPE by adjusted different degree of fitting 
(H) between 0 and 1 as in Table 4.13. The smallest error value is considered as the 
best FLR model for cluster 1 with H = 0.025 as in Eq.(4.5): 
 
 
 
                (4.5) 
 
The fuzzy parameter results is given in Table 4.14, indicated that the imprecision of 
manufacturing income can be represented by the parameter ( 9x ) which is the total 
expenditure of 2.1163. The error values of FLR (cluster 1) for MSE, MAE and 
MAPE are shown in Table 4.13 which are 182419000000, 114508.0207 and 95.8043 
respectively. 
 
Table 4.13: Measurement error for FLR model (Zolfaghari-cluster 1) 
H MSE MAE MAPE 
0.025 182419000000 114508.0207 95.8043 
0.05 190152000000 121726.6229 110.2542 
0.1 191827000000 122315.4418 110.9928 
0.15 193424000000 122737.5068 111.1340 
0.185 194348000000 122790.9518 110.6683 
0.2 195093000000 123283.6196 111.6638 
0.3 198360000000 124201.6926 112.1815 
0.4 201724000000 125232.4220 113.0034 
0.5 205260000000 126564.5333 115.0010 
0.6 208568000000 127364.9507 115.0683 
0.7 211945000000 128255.6598 115.4368 
0.8 215400000000 129260.8907 116.2600 
0.9 218948000000 130161.7870 116.7546 
 
 
1 2 3
4 5 6 7
8 9
ˆ (3500,0) ( 288,0) ( 2212,0) ( 0.9130,0)
( 44732,0) (1.9245,0) (44241,0) (44534,0)
(44729,0) (2.4669, 2.1163)
Y x x x
x x x x
x x
      
    
 
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Table 4.14: Fuzzy parameter for cluster 1 (H=0.025) 
Fuzzy Parameter Fuzzy Center, q  Fuzzy Width, qc  
0x  3500 0.0000 
1x  -288 0.0000 
2x  -2212 0.0000 
3x  -0.9130 0.0000 
4x  -44732 0.0000 
5x  1.9245 0.0000 
6x  44241 0.0000 
7x  44534 0.0000 
8x  44729 0.0000 
9x  2.4669 2.1163 
 
4.8.2 Fuzzy Linear Regression Model (Zolfaghari) on Cluster 2 
 
In this section, the FLR model for cluster 2 is modelled involving all independent 
variables. This model is evaluated by three measurements of performance with 
different degree of fitting (H) is adjusted between 0 and 1 as in Table 4.15. The 
smallest error value reveal that as the best model for cluster 2 with H = 0.05 as in 
Eq.(4.6): 
 
 
             
            (4.6) 
 
The results of the fuzzy parameter is given in Table 4.16, indicated that the 
imprecision of manufacturing income can be represented by the fuzziness of 
parameter ( 9x ) which is the total expenditure of 0.0246. The smallest error values of 
FLR (cluster 2) are shown in Table 4.15 which are MSE=190057000000, 
MAE=254814.5620 and MAPE=20.1972. 
 
 
 
 
1 2 3
4 5 6 7
8 9
ˆ ( 99999,0) ( 99999,0) (26531,0) ( 0.1484,0)
( 46499,0) (5.9468,0) (46605,0) (46560,0)
(46454,0) (0.9905,0.0246)
Y x x x
x x x x
x x
      
    
 
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Table 4.15: Measurement error for FLR model (Zolfaghari-cluster 2) 
H MSE MAE MAPE 
0.025 1.90237E+11 255074.3838 20.1905 
0.05 1.90057E+11 254814.5620 20.1972 
0.1 1.90140E+11 255022.4454 20.3557 
0.15 1.90123E+11 255137.3197 20.2824 
0.185 1.90068E+11 254951.1805 20.2839 
0.2 1.90031E+11 254815.7883 20.2832 
0.3 1.90101E+11 255098.8480 20.3736 
0.4 1.90051E+11 256155.1067 20.4897 
0.5 9.12315E+16 279409164.4 19870.2031 
0.6 3.63977E+17 405973147.0 16110.0865 
0.7 1.78239E+31 3.92151E+15 2.4423E+11 
0.8 4.21207E+16 179421578.2 12908.5701 
0.9 1.84994E+11 275862.0251 21.7661 
 
Table 4.16: Fuzzy parameter for cluster 2 (H=0.05) 
Fuzzy Parameter Fuzzy Center, q  Fuzzy Width, qc  
0x  -99999 0.0000 
1x  -99999 0.0000 
2x  26531 0.0000 
3x  -0.1484 0.0000 
4x  -46499 0.0000 
5x  5.9468 0.0000 
6x  46605 0.0000 
7x  46560 0.0000 
8x  46454 0.0000 
9x  0.9905 0.0246 
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4.8.3 Total Overall of Error Value for Improvisation Model 
 
This section shows the calculation on new total overall error (TOE) value for 
improvisation model using the Eq.(3.32). The purpose of this total value is to make 
easier in comparison with other model.  
 
(182419000000)(2827) (190057000000)(29)
2856
MSE

  
          182496556700  
 
(114508.0207)(2827) (254814.5620)(29)
2856
MAE

  
           115932.702  
 
(95.8043)(2827) (20.1972)(29)
2856
MAPE

  
             95.0366  
 
 
4.9 Table Summary 
 
Table 4.17: Summary of measurements of error of models 
 
MSE MAE MAPE 
MLR 5677188424000 199997.4805 135.9859 
FLR (Tanaka, H=0.95) 829647000000 185539.8661 125.5615 
FLR (Ni, H=0.10) 815481000000 183730.5705 124.0696 
FLR (Zolfaghari, H=0.025) 575619000000 154163.8335 105.6919 
Improvisation – Cluster 1 (H=0.025) 182419000000 114508.0207 95.8043 
                           Cluster 2 (H=0.05) 190057000000 254814.5620 20.1972 
Total overall error value improvisation 
model 
182496556700 115932.702 95.0366 
 
 
PTTA
PER
PUS
TAK
AAN
 TU
NKU
 TU
N A
MIN
AH
72 
 
 
 
Table 4.17 presents the summary of error values for all model involved in this study 
which is MLR model, FLR model proposed by (Tanaka, Ni and Zolfahari) and 
improvisation model of FCM and FLR. Each error value of model was measured by 
using MSE, MAE and MAPE to find the smallest error value in identifying the best 
model. Based on the results, it clearly shows that the improvisation model reached 
the smallest error value for cluster 1 (H=0.025) and cluster 2 (H=0.05) in comparison 
to other models. The value of MSE, MAE and MAPE for cluster 1 is 182419000000, 
114508.0207 and 95.8043 respectively whereas, for cluster 2 is 190057000000, 
254814.5620 and 20.1972 respectively. Meanwhile, the total overall error of MSE, 
MAE and MAPE for the improvisation model is 182496556700, 115932.702 and 
95.0366 respectively. 
It can be concluded that the manufacturing income for cluster 1 is directly 
proportional to total salaries and wages paid, number of degree holder and above,  
number of diploma holder or equivalent, number of SPM holder and below and total 
expenditure. On the other hand, it is inversely proportional to legal status, ownership, 
value of assets and total employment. Meanwhile, the manufacturing income for 
cluster 2 is directly proportional to ownership, total salaries and wages paid, number 
of degree holder and above, number of diploma holder or equivalent, number of SPM 
holder and below and total expenditure. On the other hand, it is inversely 
proportional to legal status, value of assets and total employment. Therefore, this 
improvisation model is found to be excellent in comparison with the other models in 
predicting future manufacturing income for industry company.  
 
4.10 Summary 
 
This chapter has outlined the data analysis of the study. The exploratory data analysis 
of manufacturing income between independent and dependent variables are clearly 
presented. The results of FLR analysis are also discussed together with error 
measurements of each model. Finally, the results of improvisation model of FCM 
and FLR are explained. 
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CHAPTER 5 
 
 
 
CONCLUSION AND RECOMMENDATIONS 
 
 
 
5.1 Introduction 
 
This chapter highlights the accomplishments in predicting future manufacturing 
income by using an improvisation of fuzzy c-means method and fuzzy linear 
regression model. This chapter is divided into three parts which are conclusion on 
research findings, contributions of the research and recommendations for future 
research. 
 
5.2 Conclusion on Research Findings 
 
This research is executed to improvise a certain model which could be used in 
predicting manufacturing income for industry company. Through the analysis, four 
conclusions have been made according to the research objectives: 
 
1. To determine suitable cluster for predicting manufacturing income data  
 by using fuzzy c-means (FCM) method. 
 
This first objective was achieved through fuzzy c-means (FCM) method. A few 
variables with higher correlation value was selected to further analysed using FCM 
clustering toward manufacturing income data. After that, the MSE, MAE and MAPE 
will be compared among related variables. All variable involved in analysing FCM 
clustering is included in Appendix B. Among the all variables involved, 6x  was 
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chosen according to its smallest error value. In analysing this FCM clustering, Xie-
Beni index is used as a validity index. It is used to determine how to better show the 
data in obtained clusters. Cluster number of two (c=2) was chosen since it has the 
lowest XB-value, which is 0.0144. The previous researcher method by Ghosh and 
Dubey (2013) indicated that the traditional (K-means) algorithm seem to be superior 
in cluster the data. However, it may not be able to find overlapping cluster for large 
datasets. Therefore, FCM clustering should be provided because it can handle the 
large datasets and able to allow an item to belong to more than one cluster.  
 
2. To apply existing methods such as multiple linear regression (MLR) 
model and fuzzy linear regression (FLR) model in predicting 
manufacturing income. 
 
The second objective was achieved by means of existing methods which are multiple 
linear regression model and fuzzy linear regression model that proposed by Tanaka, 
Ni and Zolfaghari. The results of each model error value was discusses in the 
previous chapter on data exploration section to see the comparing value. The model 
with the smallest error value will be used in the next improvisation model. Based on 
results obtained, fuzzy linear regression model (Zolfaghari) reached smaller error 
value when compared with other model. The fuzzy regression analysis might be very 
widely applied in various datasets but according to each author it still has differences 
among them in terms of linear programming. Therefore, there are difference results 
under fuzzy regression analysis. In this study, model proposed by Zolfaghari et al., 
(2014) indicated the smallest error value for MSE, MAE and MAPE with adjusted 
the degree of fitting (H). This decrease in the modelling error brings forward the 
opportunity in predicting manufacturing income of industry company with more 
effectively. 
 
3. To improvise of fuzzy c-means (FCM) method and fuzzy linear 
regression (FLR) model in predicting manufacturing income. 
 
The third objective was achieved by improvisation model of fuzzy c-means method 
and fuzzy linear regression model towards predicting manufacturing income data. 
Result from the first objective have been presented the chosen number of clusters of 
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c=2 by using FCM method with cluster 1 and 2 having an amount of 2827 and 29 
data respectively. Meanwhile, the result of second objective for modeling was chosen 
fuzzy linear regression (Zolfaghari) before using the improvisation model. The 
finalise result of both cluster for MSE, MAE and MAPE value has been combined 
together by calculated as total overall error value which are 182419000000, 
115932.702 and 95.0366 respectively. In selecting the smallest error value it will 
increase the profitability and may reduce losses for a industry company. At the same 
time, industry planning will come more accurate and effective to predict exact 
income. So, this improvise model is suitable to develop a potential model in making 
next prediction. The result from improvisation model of FCM method and FLR 
model can predict the manufacturing income with input values from all independent 
variables is available for the coming prediction. Therefore, it can be concluded that 
the improvisation model of FCM method and FLR model is the best method in 
predicting manufacturing income. 
 
4. To measure the performance of MLR model, FLR model and the 
improvisation of FCM method and FLR model by using mean square 
error (MSE), mean absolute error (MAE) and mean absolute percentage 
error (MAPE). 
 
To characterise the best model traits in statistical method analysis, the fourth 
objective could be achieved by using three measurements of error including mean 
square error (MSE), mean absolute error (MAE) and mean absolute percentage error 
(MAPE). These three measurements of error were measured against each model 
involved in this study in order to discover the model having smallest error value. The 
smaller error value indicates more accurate and stable prediction than other (Xiao et 
al., 2016). Measurements of error for each model were evaluated by optimising 
different degree of fitting (H). The degree of fitting of measurements of error could 
be optimised between 0 and 1. Once the smallest error value is identified, the degree 
of fitting (H) is optimised to find the best model. As has been proved, the 
improvisation model achieves the smallest error value for the three measurements 
error among the other model involved in this study. Based on the final result, the 
improvisation model can be employed to produce manufacturing income predictions 
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that would be extremely useful for any industry company. This model also be 
promising model that offers high precision toward predict exact income. 
 
5.3 Research Contribution 
 
 Contributions of this research are described as follows:  
 
Fundamental knowledge of fuzzy logic including its methodology, characteristics of 
fuzzy, algorithms and also variables related to manufacturing income. This study 
demonstrated that fuzzy c-means and fuzzy linear regression is used in combination, 
of which is applied in analysing manufacturing income data. 
This study was conducted for improvement in recognising significant factors 
affecting manufacturing income in numerous areas of industrial sector by developing 
a potential model. The proposed method is a combination of FCM and FLR model 
method which have less error in predicting manufacturing income of factories as 
compared to other existing methods which are multiple linear regression (MLR) and 
fuzzy linear regression (FLR). This model could be used as a reference for any 
manufacturer to evaluate their future income. 
 
5.4 Recommendations for Future Research 
 
Based on the research finding of this study, the following recommendations for 
future research investigations are drawn: 
 
 In this research, clustering analysis of fuzzy c-means (FCM) method is used in 
grouping the data sets according to its similarities. The analysis is completed by 
programming in Matlab to create an output. For future research, it is suggested that 
other method of data clustering such as k-means cluster, two step cluster and 
hierarchical cluster is used.  
            The manufacturing datasets used in this study contain nine independent 
variables
1 2, 9( , ..., )x x x  and one dependent variable ( )Y . Other variables such as 
packaging material and containers expenses, depreciation expenses, advertising 
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expenses and others relating to manufacturing income can also be added for future 
research. 
 
5.5 Summary 
 
This chapter discusses on overall conclusion of manufacturing income predictions 
according to research objectives. Each objective has been achieved using suitable 
method as discussed in this study. In addition, the research contribution and 
recommendations for future research has also been described in-depth. 
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