Abstract-This paper presents theoretical and experimental results for the estimation of large position and orientation inaccuracies during force-controlled compliant motion. This is a significant improvement over previous results. The estimation is based on position, velocity and force measurements. For large position and orientation inaccuracies, the non-linear estimation problem is not satisfactorily solved by existing Kalman filters. Therefore, a new Bayesian estimator is derived. The filter is derived independently of our application and is valid for static systems (parameter estimation) with any kind of non-linear measurement equation subject to Gaussian measurement uncertainty and for a limited class of dynamic systems. Experimental results for the estimation of the inaccurately known positions and orientations of contacting objects during autonomous compliant motion are presented.
INTRODUCTION
Online estimation of inaccurately known positions and orientations of contacting objects while performing compliant motion tasks (such as assemblies) enlarges the autonomy of the robot. Figure 1 illustrates a compliant motion task: the robot has grasped a cube and assembles it with an object in the environment (a corner with three walls) by executing a sequence of contact formations (CFs), i.e. free space, vertex-face contact, edge-face contact, etc. The position and orientation of the cube and the corner object (also called the geometrical parameters) are not well known at the beginning of the task. The real values of these geometrical parameters do not change during task execution, i.e. the system is static. During the task execution, the robot estimates the parameters by processing measurements of the contact force Figure 1 . Cube-in-corner assembly. The robot has grasped the manipulated object (cube) and assembles it with an environment object (corner with three walls) by executing a sequence of CFs, i.e. vertex-face contact, edge-face contact, etc. The position and orientation of the corner and cube objects (i.e. the position and orientation of frame {e} with respect to {w} and of frame {m} with respect to {g}) are inaccurately known at the beginning of the task.
and moment, the translational and rotational velocity of the robot gripper, and the position and orientation of the gripper. Previous research [1] solved the estimation problem for small uncertainties on the geometrical parameters. However, when the initial uncertainties are larger, the used (iterated) extended Kalman filters are unable to provide consistent estimates. This paper presents a new estimator able to solve the problem.
Only little research has been done on geometrical parameter estimation during compliant motion for contact situations which are more general than single pointsurface contacts: Ref. [2] estimates the instantaneous rotation center of a manipulated object making multiple contacts with its environment; Ref. [3] identifies the contact parameters [contact point, line and face(s)] of vertex-face, edge-face and face-face contacts; Ref. [4] estimates the contact normals at the different contacts of polyhedral contact configurations; and Ref. [5] estimates the rotation of the constrained/ free space of contacts for which the configuration space model is known. The most general contact cases between rigid objects with generally curved surfaces are considered in Refs [6] [7] [8] : [6] describes parameter estimation based on the penetration distance between the contacting objects calculated using position and orientation measurements; Refs [7, 8] model contacts by a 'Virtual Contact Manipulator', describing the relative degrees of freedom between the contacting objects (in function of the geometrical parameters); estimation of the parameters is based on force, moment, translational velocity and rotational velocity measurements. The most recent work at our department [1, 9] models contacts as function of the absolute position and orientation of the contacting objects based on an elementary contact library; the estimation is based on force, moment, position, orientation, translational velocity and rotational velocity measurements.
Most of the above-mentioned references use non-recursive deterministic estimation, i.e. the estimates are based on only the last measured data and no measurement noise is considered. Exceptions are Ref. [4] which adapts the estimates based on a user-defined weighting between the previous estimate and the measurement, Ref. [6] which uses a deterministic non-linear least-squares estimation method based on a fixed-length moving data window and Refs [7, 8] which use different statistical Kalman filter techniques. Statistical signal processing has the advantage that uncertainty on the estimates, models and measurements is taken into account. Therefore, this paper focuses on statistical estimation tools.
The optimal statistical solution to a recursive estimation problem with a nonlinear process function and/or a non-linear measurement function requires that the complete description of the probability distribution over the state is computed at each time step. For some systems this probability distribution can be described with a fixed number of parameters [10] ; in general, however, the number of necessary parameters grows boundless as a function of time. Hence, online implementations require approximations, such as Monte Carlo and grid-based Markov filters [11, 12] , Kalman filters applied to linearized process and measurement functions [13] [14] [15] [16] [17] , higher-order filters [14] or Gaussian sum filters [18, 19] .
Kalman filters are very popular because they are easy to use, have low computational cost and low memory requirements. Examples of Kalman filters for nonlinear systems are the extended Kalman filter (EKF [13, 14] ), the iterated EKF (IEKF [13, 14] ) and the unscented Kalman filter (UKF [15] [16] [17] ). Consistency of the estimates is obtained by adding extra process and measurement uncertainty on the linearized functions, representing the linearization errors [9] . This extra uncertainty, however, corresponds to a loss of information. The loss of information is permanent as the filters do not revise the linearizations at later time steps. Hence, the filter results are only as informative as the ones obtained by an efficient non-linear estimator if the linearization errors are negligible. This paper describes the non-minimal state Kalman filter (NMSKF) which is an optimal Bayesian estimator for static systems (parameter estimation, Section 2) with non-linear measurement equations. The filter is also applicable to a limited class of dynamic systems (Section 3). For dynamic systems outside this class, the filter can be applied after approximation of the process function; however, this is subject to future research. The proposed filter stores the information from the measurements in a fixed set of intermediate state variables which are nonlinear functions of the original state variables and which depend linearly on the measurements. This linear estimation problem is consistently solved by a standard Kalman filter without any information loss. The intermediate state representation is typically non-minimal. Reference [20] derives the NMSKF from Bayes' rule. The mean and covariance of the intermediate state are shown to be sufficient statistics for the (non-Gaussian) posterior probability distribution over the original state.
Section 4 shows experimental results of this filter estimating positions and orientations of contacting objects during the autonomous execution of a robotic assembly task. The problem is formulated as a parameter estimation problem, exactly solved by the NMSKF.
THE NMSKF FOR STATIC SYSTEMS

Filter algorithm
This section describes the filter equations for static systems with any kind of nonlinear measurement equation z k = h k (x) + ρ m,k subject to additive, zero mean, Gaussian uncertainty ρ m,k with covariance matrix R k .
We define a non-minimal state vector x = g(x) in which the measurement equation is linear
The subscript k refers to the order in which the measurements are received by the filter. The choice of the vector x is not uniquely defined, e.g. if the original system description is:
then, a possible choice of x is:
and the corresponding H k and d k are:
The estimate and covariance matrix for x after processing a measurement z k are denoted by µ k and P k . They are calculated with a standard Kalman filter:
The iteration starts with P −1 0 = 0, i.e. this filter has no prior information: µ and P store only measurement information.
Estimate for the original variables
Reference [20] contains the (straightforward, but somewhat tedious) proof that the posterior pdf over the state x, given the measurements up to time step k Z k = {z 1 , z 2 , . . . , z k } is expressed in analytical form as:
where p(x) is the prior p.d.f. over x, and where µ k and P k are defined by (4)- (6) . When an estimated value for the original state variables x is desired, it is calculated based on the prior estimate (with mean µ 0 and covariance matrix P 0 ) and the current estimate of the intermediate state (i.e. µ k and P k ):
• This non-linear filtering problem can consistently be solved by an IEKF (see below) if the measurements up to that time step fully observe the system. In this case the linearization errors are negligible [9] . Further on, we call the combination of a NMSKF and an IEKF a cascaded Kalman filter (CKF). The experiment in Section 4 shows that the CKF is fast enough to work online at a measurement frequency of 10 Hz. In the experiment both the measurement vector and the state vector x are 12-dimensional, the intermediate state vector x is 54-dimensional.
• Instead of an IEKF, also other non-linear filters (e.g. particle filters) can be used.
The filtering from x to x does not need to be at measurement frequency, because the CKF does not use the estimates of x further on, neither to make new estimates for x nor to estimate x . The IEKF algorithm is constructed with prior mean and covariance µ 0 and P 0 , measurement equation µ k = g(x) + ρ k and measurement covariance matrix P k :
starting from µ 0 = µ 0 till µ i ≈ µ i−1 . The estimate for x and its covariance are
Example
A small example illustrates the NMSKF. Reference [9] compares the NMSKF results with those of the IEKF and the UKF. Suppose that we want to estimate an angle x whose value is 90 Figure 2 shows the likelihood over x after one measurement z 1 . The NMSKF is not constrained to the subspace of values x for which an x exists such that x = g(x). For this example it means that the likelihood plotted on Fig. 2(left) is valid for all values of x in 2 , including values which do not correspond to the cosine and sine of an angle. The non-linear constraint between the variables x is only applied when estimating the original state x. The likelihood of the measurement over the original state p(z 1 |x) is obtained by looking at the subspace of values x for which a x exists such that x = g(x) (Fig. 2, right) .
The NMSKF returns a consistent and informative estimate. If an IEKF would be applied to obtain an estimate for x at this point, the result would be inconsistent because the measurement does not fully observe the state yet (bimodal likelihood p(z 1 |x)). Contrary to the IEKF, this inconsistent estimate is not used further on: new measurements are inferred with the p.d.f. over x as given in Fig. 2(left) .
Prior information
If Gaussian, the prior information can be introduced in an alternative way by augmenting x :
and replacing (7) by:
THE NMSKF FOR DYNAMIC SYSTEMS
This section discusses the NMSKF for dynamic systems. The text assumes that the prior information is introduced in the first filter (see Section 2.4). For dynamic systems, we denote the estimates µ, µ and their covariance matrices P , P with two subscripts. The first one refers to the time step, the second one to the measurements processed to obtain the estimate.
Filter algorithm
In a limited number of cases, a non-minimal state x k = g(x k ) can be found for which both the process and measurement equations are linear with Gaussian uncertainty:
ρ p,k−1 and ρ m,k are zero mean Gaussian uncertainties with covariance matrices Q k−1 and R k . Two examples of dynamic systems for which a linearizing x can be found are: (i) Systems for which both the process equation and the measurement equation are linear and subject to Gaussian uncertainty. For these systems, we can choose x = x, hence, the standard Kalman filter is a special case of the new filter. (ii) Systems with a linear process equation with no process uncertainty and with a polynomial measurement equation subject to Gaussian uncertainty, e.g. for a two-dimensional state x = [u v] T :
can be linearized in a higher-dimensional space by choosing the state:
The NMSKF calculates µ and P with the standard Kalman filter algorithm:
Estimate for the original variables
For this system, the posterior p.d.f. over the state x k at time step k, after having processed j measurements, can be expressed in analytical form as:
where µ k|j and P k|j (j = k − 1, j = k) are defined by (18)- (22) [20] .
An estimate for x can be calculated with the same algorithms as in the static case (see Section 2.2). Figure 1 ) of the corner object (frame {e}) are defined with respect to a world frame (frame {w}). The real values of these parameters do not change during task execution, hence the estimation problem is static and the NMSKF can be applied. The initial uncertainty on these parameters is modeled to be Gaussian with covariance (20
EXPERIMENT: AUTONOMOUS ASSEMBLY
• ) 2 for all angles and (500 mm) 2 for all distances. The side length of the cube is 250 mm. The task execution consists of compliant motions in different CFs, i.e. motion in free space, vertex-face CF, edge-face CF, etc.
During the task execution, the robot estimates the parameters by processing measurements of (i) the contact force and moment measured at 10 Hz, (ii) the translational and rotational velocity of the robot gripper at 10 Hz and (iii) occasionally, the position and orientation of the gripper (the measurements for the force controller are fed back at 100 Hz. The measurement rate for the estimation process is chosen lower because information gain mainly originates from measurements in different configurations, obtained after a certain motion of the manipulated object. Having more measurements at 'the same' configuration only reduces the influence of the sensor uncertainty, which is rather small in our setup). The system is able to detect contact transitions via a consistency test. The measurement equations are non-linear in the geometrical parameters. The vector x is chosen to linearize all measurement equations for all CFs. Its dimension is 54, which is higher than 12, the dimension of x. For details on the control, the measurement equations, the detection of contact transitions, the recognition of CFs, the inconsistency of the commonly used EKFs, etc, see [1, 9] . Equation (7) describes the (non-Gaussian) analytical posterior p.d.f. over x. However, what we want to know is the expected value and covariance of the marginal posterior p.d.f.s over each of the parameters. We obtain these by an IEKF. The IEKF gives a good approximation of the expected value and covariance if the measurements fully observe the system, see [9] . Figure 3 shows the means and covariances of the posterior p.d.f.s over each of the parameters describing the position and orientation of the corner object, calculated by a CKF. The results for the parameters describing the position and orientation of the cube are similar. The advantage of the CKF is that it is computationally not very expensive and therefore can be used online. Previously, none of our online filters was able to deal with these large initial uncertainties [9] . The results of Fig. 3 are to be understood as follows: during the motion in free space (first 124 measurements), none of the marginal p.d.f.s change, i.e. the motion in free space does not provide any information about the position and orientation of the two objects. After the recognition of the vertex-face CF (measurement 141), the uncertainty on several of the geometrical parameter estimates decreases, while for others it stays at the initial uncertainty. For example, the orientation of the corner object around the axis perpendicular to the contacting face (θ e z ) and its translation inside this face (x e and y e ) are not estimated, because the vertex-face CF does not provide any information about these (see Fig. 4) . θ e z and y e are estimated more accurately from measurement 442 on, i.e. when a contact with one vertical face is made; x e keeps its initial uncertainty until a three face-face contact is recognized at measurement 941. The initial deviations on the estimation of the parameters θ e x and θ e y are due to unmodeled contact friction. The estimates of Fig. 3 during the last two CFs are magnified. The result is plotted in Fig. 5 . We notice that, even for the large initial uncertainties assumed, the angle estimates at the end of the experiment are rather accurate. The most uncertain angle estimate is θ accurate estimation of the sum of z e and z m and an inaccurate estimation of their difference [9] . Figure 6 shows the physical distances to which the parameters z e and z m correspond. The parameter z e corresponds to the Z-coordinate of the world frame in the environment frame (see Fig. 1 ), i.e. minus the physical height of the table. The parameter z m corresponds to the Z-coordinate of the gripper frame in the manipulated object frame (see Fig. 1 ), i.e. minus the height of the position of the gripper frame above the cube.
When a face-face contact is established between the cube and the table, i.e. during the last four CFs of the experiment, the lines along which the distances z e and z m are measured are aligned. Knowing their sum, but not their difference means that the height of the gripper frame above the world frame is known, but the height of the table is not. The difference is an unobserved parameter combination because the same twists (translational motions parallel to the face and a rotational motion about the normal to the face) and wrenches (moments parallel to the face and a force about the normal to the face) are allowed for whatever table height. During the earlier vertex-face and edge-face CFs, the lines along which z e and z m are measured are not aligned, such that both parameters can be estimated independently. However, the accuracy with which they are estimated depends on how much the actual trajectory in these CFs excites the parameters. The CFcompliant motions during the experiment are constant rotational velocities, chosen to assure the CF transitions. For more accurate identification, an optimization of the executed motions is needed [9] .
CONCLUSIONS
This paper presents theoretical and experimental results for the estimation of large position and orientation inaccuracies during force-controlled compliant motion. The non-linear estimation is performed by a Bayesian filter, which is applicable to static systems with any kind of non-linear measurement equation subject to Gaussian measurement uncertainty and to a limited class of dynamic systems. The core idea of the filter is to linearize the process and measurement equations in a higher-dimensional state space. Experimental results to the on-line estimation of the inaccurately known position and orientation of two parts during compliant motion are presented. Good estimation results were obtained for large initial uncertainties, a situation which previously none of our on-line filters could handle.
