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Introd uction 
One of the main topics in credit risk rnodeling and rnanagernent is the problern of 
assigning the default probability for every obligor or group of obligors in a portfolio 
of risks. W e recall here the definiti an of credi t risk given in [l l]: 
1. Exposure to loss as a result of default on a swap debt, or other co'unterparty 
instrument. 
2. E.Lposure to loss as a result of a decline in market value stem,ming frorn a 
credit downgrade of an issuer or counterparty. Such credit risk may be red'uced 
by credit screening before a transaction is effected or by instrument provisions 
that atternpt to offset the effect of a default or require increased payrnents in 
the event of a credit downgrade. 
3. A component of return variability resulting form the possibility of an event of 
default. 
4. A change in the rnarket's perception of the probability of an event of default, 
which affected the spread between two rates or reference indexes. 
It is clear from this "taxonomy" of various kind of credit risks the centrai role 
played by the correct estimation of default probabilities in every credit risk model. 
Moreover, when considering the point of vie w of a financial firm facing the risk of 
a portfolio of obligors, the principal issue is the occurrence of rnany joint defaults 
over a fixed tirne horizon. Joint defaults events also are important with respect to 
the perfonnance of derivative securities whose payoff is linked to the profit and loss 
of a portfolio of underlying bonds. From this kind of considerations it ernerges then 
that to rneasure the expected loss in a portfolio of credit risks, dependence between 
thern cannot be ignored and that its specification is at least as important as the 
specification of individuai default probabilities; moreover the concept of dependence 
cannot be interpreted only as linear correlation between the random variables in-
volved. To this purpose in the recent years various rnathernaticalrnodels have been 
developed both in the academic literature and in the financial industry; the pur-
pose of this thesis is an analysis of them, with a special attention to the tools used 
l 
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to rnodel dependence between defaults. We will especially focus our attention to 
sorne rnodels for several groups of exchangeable risks; in particular we will tackle 
the problerns related to the maxirnum likelihood estimation of the pararneters in-
volved, and to this purpose we introduce an approach based on the utilization of 
the Expectation-Maximization algorithm. 
We start by introducing the rnain rnathernatical tools used in the following. 
The theory of exchangeable sequences of randorn variables is presented, and we 
give a proof for the case of random vectors of tht~ main result about thern, the 
De Finetti's theorem. Then we introduce the concept of copula and we present 
the Sklar's theorern, showing how it works in the case of continuous distribution 
functions. Some examples of copula are then presented, and we illustrate which 
dependence structures they introduce in multivariate distributions. V·./e also show 
how it is possible to express in a natural way the coefficient of tail dependence, an 
alternative rneasure of dependence between random variables, by mean of copulas. 
Then we start to review the two most common classes of models for dependent 
credit risks, the latent variables models and the Bernoulli mixture models. We see 
how essentially all latent variables models are based on the Gaussian copula, and 
we cite an exarnple of a generalization to a more generai dependence structure. We 
present a sirnple result that allows to rewrite latent variable rnodels as Bernoulli 
rnixture ones, so that it is possible to simplify their statistica! fitting by using the 
techniques comrnonly used for the latter ones. W e show some examples of widespread 
Bernoulli rnixture rnodels, and introduce the first n1odel for several exchangeable 
groups of risks that we will study in detail. 
Then we analyze the two rnodels on which we have devoted the rnajor attention: 
the multidimensional and iterative urn schemes. They are two exarnple of multi 
factors Bernoulli mixture models whose dependence structure is introduced by gen-
eralizations of the Pòlya urn scheme, in such a way that allows for dependence both 
in the same rating group and in different rating groups, introducing then some form 
of contagion between defaults. For both of them we derive the expression of the 
joint default probability for the number of defaults in the different rating groups; 
the cornplexity involved in the statistica! estimation of its parameters lead us to in-
troduce the Expectation-Maximization algorithm for iterative maximum likelihood 
estin1ations, which seems qui te appropriate for the case of Bernoulli mixture rnodels. 
We briefìy present the generai theory about it, and th(~n show how to explicitly 
irnplen1ent it in the case of the three rnodels considered. W e then discuss the techni-
cal aspects of its implernentation and present the results obtained. Finally we plot 
some graphics to compare the models and analyze their capacity of expressing the 
dependence between defaults in different rating classes. 
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Chapter l 
Mathematical setup 
To put in a generai mathematical framework the various models we introduce here 
sorne basic notation and results. Let (n, F, IP) be a probability space with O"-algebra 
F and probability n1easure IP. In the following with the notation X/s and X/s we 
will denote respectively random variables and randorn vectors on this space. 
W e consider a group of n firms (or you can think to a portfolio of n obligors), 
an d we concentrate only in default occurring in a fixed t ime horizon T ( say o ne 
year ). For i = l, ... , n let }i the default indicator variable of the finn i, that is 
}i = l if and only if the firms defaults; then the random vector Y = (Y1, ... , Yr~) T is 
the default indicator vector of the group of firms and we denote its joint probability 
function with p(y) := IP[Y1 = y1, ... Y1 = Yn] for y E {0, l }n; the marginai default 
probabilities will be denoted by Pi = IP[}i = l]. The nurnber of defaulted firms 
in the considered time horizon is then given by the random variable N:= 2.:::~ 1 }i. 
Sin ce our main interest is in the distribution and dependence structure _ of Y or N 
we consider equivalent two models with default indicator vectors Y and Y such that 
y !!_ Y. 
Since we will often deal with homogeneous groups of firms or obligors, the rnath-
ematical counterpart will be the concept of exchangeable set or sequence of randorn 
variables or vectors, whose properties we briefly describe here. More details about 
the theory of exchangeable sequences can be found in [l] and [14]. 
Definition 1.0.1. The finite set (Xr, X 2, ... , Xn) of random variables is said to be 
exchangeable if the joint distribution is invariant under ali n-pern1utations: 
(l. l) 
for every permutation 1r of {l, 2, ... , n}. 
An infinite sequence of random variables (Xn)n2:l is said to be exchangeable if 
(Xl, X2, ... , X n) is exchangeable for each n 2 2. 
5 
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Example 1.0.2. 
- A sequence (Xn)n~l of i.i.d. randorn variables is exchangeable. 
- (X1 , --Y2) = (Y,-Y) with y· sy1nrnetrically distributed is exchangeable. 
Remark 1.0.3. It is easy to see that the following properties hold: 
• Exchangeable ==> strictly stationary1 ==> identically distributed. 
• Exchangeable -=/?- independent. 
• Non degenerate random variables in an infinite exchangeable sequence are 
necessarily non-negatively correlateci. 
Proo.f. Let X 1, ... , Xn E L2 be exchangeable, p ·- Corr(Xi, Xj) and a 2 ·-
Var(Xi)· Then we have that 
So from a 2 >O we deduce that 
l 
p> --- ----*o 
- n-1 
1.1 De Finetti's Theorem 
as n ----+ oo. 
D 
Definition 1.1.1. A randorn variable w w(X1 , X 2 , ... ) is called n-symmetric if 
it is a function of (X1, X 2 , ..• ) which is unchanged under any permutation of the 
first n variables: 
for all permutation 1r of (1, 2, ... , n). 
Let Fn denote the a-field generated by the n-symmetric random variables. Note 
that for all n 2: l, Fn+l ç Fn ç :F holds. 
1 (Xn)n:::=: 1 is called strictly stationary if forali integers k, n~ O it holds that 
6 
1.1. De Finetti's Theorem 
Example 1.1.2. \li(X1 , ... , X 5 ) 
symmetric. 
Theorem 1.1.3 (De Finetti's theorem). Let (Xn)n~l be an exchangeable se-
quence of randorn vectors from (D, F, JID) to (JRd, ~(I~d)). Then there exists a sub 
a-field of F conditioned on which the Xn 's are independent and identically dis-
tributed. 
Proof. Since (Xn)n~I is exchangeable it follows directly that (Xn)n~l is identically 
distributed. Conditional independence is shown in two steps: 
Step l. Let f : JRd ---+ JR be a Borel-1neasurable function with JE [ lf(XI) l] < oo. 
Since (Xn)n~I is exchangeable and hence identically distributed, it holds for every 
n 2: l that 
and hence 
Since ~ "L;=l f(Xj) is n-symmetric and hence Fn-measurable, we get, by the defi-
nition of conditional expected value, 
l n ~L f(Xj) =lE [f(XI) l Fn] a.s. 
j=l 
Note that (JE [f(X1) l Fn], Fn)n>I is a reverse martingale2. Now, applying the rrlar-
tingale convergence theorem, we get: 
a.s. (1.3) 
where Foo = nn>I Fn-
If J( t1, ... , td} is chosen as the indicator function I( -oo,x] :=l( -oo,x1J x···x ( -oo,xd] ( t1, ... , td), 
w h ere x = ( x 1 , ... , x d) then previous equation gives 
(1.4) 
2 (X n, Fn)n2:1 with Fn+l ç Fn ç F is called a reverse martingale if for ali l :S: m :S: n it holds 
that X n is Fn-measurable, lE[/ X n/] < oo and lE[Xm /Fn] = X n. 
7 
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Step 2. The sarne argument as in step l can be applied for f : (JRd)k -+ JR = 
I(-oo,x1] • • • 1(-oo,xk]; then j(X1, ... , Xk) = Il~=l I{xi~xi} due to exchangeability is 
n-symmetric for k :S n, and so for every (.j1, ... ,jk) E S~ = {(j1, ... ,jk) E Nk 
l :S .Ù :S n, Ji # Ji'} and for every A E Fn we have: 
1E[I{x11 ~xl}··· I{xh~xk}IA] = 1E[I{x 1 ~xl} · · · I{xk~xk}IA]· 
Since IS~I =n( n- l)··· (n- k + 1), we have then: 
Again from the martingale convergence theorem it follows that 
W [ò{Xi ~xi} l Foo] =E [ù l{x,~xi} l Foo] 
k 
L II J {Xji ~xi}. (1.5) l' l = lffi ---------
n-->00 n( n - l) ... (n - k + l) 
()I, ... ,jk)ES::'t i=l 
Now observe that 
k n k 
O :SII L I{x1 ~xi}- L II I{xji~xi} :S nk- n(n- l) ... (n- k +l) rv nk-l 
i=l l=l 
so that 
. l k l k n ,!:,~n( n- l) ... (n- k +l) . L II l{x;,G<;) =,!~~n( n- l) ... (n- k +l) [I~ l{x,~x, 
(J1 , ... ,Jk)ES::'t z=l z-1 l-l 
k n k 
= lim II.!_'"""' I{x1 ~xi} (l.4) II JP> [Xl ~Xi l Foo] n->oo n~ 
i=l l=l i=l 
that gives the independence of (Xn)n>l conditional on F 00 • 
D 
What will be mainly used in the following is this in1mediate corollary of De 
Finetti's theorem: 
Theorem 1.1.4. Let (Xn)n>l be an exchangeable sequence of random vectors taking 
values in { e1, ... , ed}.3 Then there exists a random vector (P1, ... , Pd) taking values 
in ~d= {(p1, ... ,pd) E [O, l]dl ~~=lPJ =l} such that: 
3ej = ( 81,j, ... , 8d,j) with Òj,j = l and 8i,j = O if i -/= j. 
8 
1.1. De Finetti's Theorem 
1. far alli E Ng with L~=l lj = n it halds that 
2. far l S j S d, 
l n 
P a.s. l' "" X j = nn - L......t i,j· 
n-+oo n 
i= l 
Praaf. By De Finetti's theorem there exists a a-algebra Foo such that conditional 
t o i t the Xn 's are independent an d identically distributed. So we ha ve: 
d 
= II JP>[X1 = ej IFoo]li. 
j=l 
For l S j S d define then 
(1.6) 
where the last equality follows from (1.3). Note that L~=l Pj = JE[X1,1 + · · · + 
X1,diFoo] ~- l. Now, since by definition a(P1 , ... , Pd) ç Foo, we have: 
where l0 = O. By exchangeability we get then the thesis, since the rnultinornial 
coefficient gives the nurnber of ways in which n items can be divided in d groups 
containing l1 , ... , l d iterns. D 
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1.2 Copulas 
Another mathematical concept that we will encounter in this thesis is the one of 
copula, a very useful tool to isolate the dependence structure of a multivariate joint 
distribution from the behavior of the marginai distributions. W e need sorne technical 
facts before introducing its definition and main results. 
Definition 1.2.1. Let F(x) be a real valued increasing function; then the left-
continuous generalized inverse of F is defined as 
Fr(x) := inf{y E lR: F(y) 2: X} 
with the convention inf 0 = +oo. 
Lemma 1.2.2. Let F(x) be a distribution function. Then the following hold: 
{i) Fr(F(x)) :S x,: 
(ii) if Fr(x) < oo then F(Fr(x)) 2: x; 
(iii) F(x) strictly increasing ==* Fr(F(x)) =x; 
(iv) F(x) continuous and Fr(x) < +oo ==* F(Fr(x)) =x; 
(v) F (x) is strictly increasing ~ Fr (x) is continuous 
(vi) F(x) is continuous ~ Fr(x) is strictly increasing; 
Proof. (i) Since x E {y: F(y) 2: F(x)} then Fr(F(x)) :::; x; 
(1.8) 
(ii) for any y > Fr(x) there exists y' E [Fr(x),y[ such that F(y') 2: x, so that 
F(y) 2: F(y') 2: x; then by right-continuity of F we conclude; 
(iii) if Fr(F(x)) <x then F(x):::; F(Fr(F(x))) < F(x), a contradiction; 
(iv) frorn y < Fr(x) ==? F(y) <x we get by continuity F(Fr(x)) = limyjF._(x) F(y) :S 
x; 
(v) Suppose t ha t Fr is no t right continuous; then there exist x E [0, l [ and a suc-
cession Xn l x such that L= lirnn__.oo Fr(xn) > Fr(x). Take y E )Fr(x), L[, 
so that F(y) > F(Fr(x)) 2: x; then for n large enough we can find Xn such 
that F(y) > Xn, which gives L> y = Fr(F(y)) 2: Fr(xn), a contradiction. 
Conversely suppose t ha t F is no t strictly increasing; then t h ere are x1, x2 E IR 
with X1 < X2 such that F(x) = k Vx E [x1 , x2). Then we have Fr(k) :::; X1 and 
Fr ( k') 2: x2 for every k' > k, which irnplies that Fr is not right continuous, 
a contradiction. 
lO 
1.2. Copulas 
(vi) =?) By observing that F~(x) = -oo =?x= O and F~(x) = +oo =?x= l we 
can restrict ourselves to the case x1 , x2 E [O, l] with F(xi), F(x2) E IR; then if 
F(xi) = F(x2) we have x 1 = F(F+-(x1 )) = F(F~(x2 )) = x2. 
~) proof symrnetric to the previous case. 
D 
Lemma 1.2.3. Let X be a random variable with continuous distribution function 
F. Then lP[F+-(F(X)) =X]= l. 
We can now give the forrnal definition of copula: 
Definition 1.2.4. A copula is a multivariate distribution function C(u) =C( u1, ... , ud) 
o n [O, l ]d whose marginai distributions are standard uniform o n es. 
A fundamental result about copulas is the following Theorem: 
Theorem 1.2.5 (Sklar's Theorem). Let F be a joint distribution with marginal 
distributions F1 , ... , Fd. Then there exists a copula C: [O, l]d -t [0, l] such that for 
-d 
all (xi, ... , xd) E IR 
(1.9) 
if the marginal distributions are continuous then C is unique. 
Conversely if C is a copula an d F1 , ... , Fd are univariate distribution functions 
then F in eq. (1.9) is a multivariate distribution function with marginal distributions 
Fi. 
For a generai proof of this theorem we refer to [25]; we observe here that if X 
is a random variable with continuous distribution function F then F(X) is uni-
formly distributed in [O, 1]: in fact for every x E [O, l] we have JP[F(X) :::; x] = 
lP[F+--(F(X)) :::; F+--(x)] = JP[X:::; F*-(x)] = F(F+--(x)) =x. So ifa random vector 
X = (Xl? ... , Xd)T with joint distribution F has continuous rnarginal distributions 
F1, ... , Fd we can write: 
F(xi, ... 'xd) = JP[Xl :::; X], ... ' xd:::; xd] 
= JP[ F1(X1) :::; F1(x1), ... , Fd(Xd) :::; Fd(xd)] ..__,__, ..__,__, (1.10) 
U1"'U(O,l) UdrvU(O,l) 
= c ( Fl (x l)' ... ' Fd (X d)) 
where the second equality follows from the fact that for every random variable 
Y with distribution function Fy it holds JP[Y :::; y] = JP[Fy(Y) :::; F(y)]. 4 We 
4Ifwe cali A= {w E O: Fy(Y(w)) = Fy(y), Y(w) > y} then clearly P(A) =O. 
11 
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ha ve so shown how t o derive the existence of the ( unique) copula of F in the 
case of continuous rnarginal distributions. Note that i t also holds C( U1, ... , ud) = 
C(FI(Fi---(ul)), ... , Fd(F;-(ud)) = F(F:l(ul), ... , F;-(ud)). 
An useful property ofthe copula ofX = (X1 , ... , Xd)T in the continuous rnarginal 
distributions case is its invariance by strictly increasing transfonnations: if T1, ... , Td 
are strictly increasing functions then (T1(XJ), ... , Td(Xd))T has the same copula of 
X. In fact observe that IF[Ti(Xi)::; xi]= IF[Xi::; I:-1(xi)] =Fio I:-1(xi) := Gi(xi); 
we have then: 
C(u1, ... , ud) = IF(X1 ::; _p;(ul), ... , Xd::; F;(ud)] 
= IF[T1(X1) ::; T1 o F;(ul), ... , Td(Xd)::; Td o F;(ud)] 
= IF(G1(T1(X1))::; G1 o T1 o F;(u1), ... , Gd(Td(Xd))::; Cd o Td o F;(ud)] 
= IF[G1(T1(XI))::; u1, ... , Gd(Td(Xd))::; ud] 
(1.11) 
as desired. 
Another important property of copulas is their boundedness, that has some in-
teresting dependence interpretations: 
Proposition 1.2.6. For every copula C( u 1, ... , ud) it holds: 
max {t ui +l- d, O} ::; C(u, ... , ud) ::; min{ u 1, ••• , ud}· 
Proof. For the first inequality we have: 
for the second one it enough to observe that: 
d 
][D [ o { Ui ::; Ui}] ::; ][D [ {Ui ::; 1Li}] 
1.2.1 Examples of Copulas 
Example l. 2. 7 (Independence copula). 
d 
Ci( u1, ... , ud) :=II ui. 
i= l 
12 
Vi=1, ... ,d. 
(1.12) 
D 
(1.13) 
1.2. Copulas 
Observe that if X1, ... , Xd are independent and continuously distributed it holds: 
C(u1, ... , ud) = IP'[X1 :::; F;-(u1), ... , Xd:::; Fi(ud)] 
d 
= IJIP[Xi:::; Ft(ui)] 
i= l 
d 
= IJ IP'[Fi(Xi) :::; ui] 
(1.14) 
i= l 
i= l 
Conversely it is obvious by eq. (1.9) that if the copula C of continuously distributed 
X 1 , ... , X d is Ci then they are independent. 
Example 1.2.8 (Comonotonicity copula). 
(1.15) 
Suppose that there exist strictly increasing functions T2, ... , Td such that Xi = 
7i(X1) a.s., i = 2, ... , d. Then the distribution function of Xi, i = l, ... , d is 
Gi = F1 o ~-1 so that: 
C(u1, ... , ud) = IP'[FI(XI):::; u1, G2(T2(X1)):::; u2, ... , Gd(Td(XI)):::; ud] 
= IP'[F1 (XI) :::; u1, ... , F1 (XI) :::; ud] 
= IP'[F1 (XI) :::; rnin { u1, ... , ud}] 
= min{ u1, ... , ud} 
Conversely assume that the copula of continuously distributed X1, ... , Xd is eu; 
then for the joint density of the F/s we have: 
F(x1, ... , xd) = rnin{Ft(xi), ... , Fd(xd)} 
= IP'[FI(XI) :::; F1(x1), ... , F1(X1):::; Fd(xd)] 
= IP'[F;-(F1(X1)):::; x1, ... , Fi(FI(XI)):::; xd] 
= IP'[X1:::; x1, F;(F1(X1)):::; x2 ... , Fi(FI(XI)):::; xd] 
where we ha ve used the fact that by the continuity of Fi 's i t holds Fi (x) ~ y {:::} 
Ft(y) :::; x. We deduce then that for i = 2, ... 'd xi = ~*-(FI(XI)) a.s. and 
so by Lernrna 1.2.2, part(iv), it is an increasing transformation of X1. So this 
copula expresses the perfect positive dependence between the components of the 
distri bu t io n. 
13 
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Example 1.2.9 (Countermonotonicity copula). 
Cl(u1 , u2) := rnax{u1 + 11,2- l, O} (1.16) 
Suppose that X 2 = T2(X1) a.s. with T2 a strictly decreasing function. Then 
1P[X2 :s; x2] = 1P[T2(XI) :s; x2] = 1P[X1 2:: T2- 1(x2)] = l - 1P[X1 :s; T2-
1(x2)] = 
l - F1 (T2-
1 (x2)) := G2(x2). So we have that: 
C(u1, u2) = 1P[F1(X1) :s; ub G2(T2(X1)) :s; u2] 
= JP[FI(XI) :s; u1, l- F1(X1) :s; u2] 
= JP[U :s; u1, l- U :s; u2] 
= rnax{u1 + u2 -l, O} 
Conversely assume that the copula of continuously distributed X 1, X 2 is cz; then 
we have: 
F(x 1 , x2) = max{ F(x 1 + F(x2 ) - l, O} 
= 1P[F1(X1) :s; F1(xi), 1- F1(X1) :s; F2(x2)) 
= 1P[X1 :s; x1, F;(l- F(X1)) :s; x2] 
so that X 2 = F2 (l - F (X 1 ) ) a. s. an d then i t is a decreasing transformation of X 1. 
Hence this copula expresses the perfect negative dependence between the compo-
nents of the distribution. 
By prop. 1.2.6 we see then that every bivariate copula "lies" between the coun-
termonotonicity and the comonotonicity ones. 
Example 1.2.10 (Implicit copulas). 
This class is composed by copulas implied by rnultivariate distributions that 
do not have a simple closed form. For example if X has a multivariate norrnal 
distribution5 Nd(O, P) where P is a correlation matrix then its copula is called the 
d-dimensionai Gaussian copula 
Cj_;a(u1, ... , ud) := JP(<I>(XI) :s; X1, ... , <I>(Xd) :s; Xd] = 4lp(<l>-1(ui), ... , <l>-1(ud)) 
(1.17) 
where <I> denotes the standard uni variate normal distribution an d .P p the joint dis-
tribution function of X. 
If X has a rnultivariate t distribution6 td(v, O, P) then its copula is called the 
d-dimensionai t copula 
(1.18) 
5X has a multivariate normal distribution if X:!:::_ J-L +AZ where Z = (Zb ... , Zk)' is a vector 
of iid univariate standard normal random variables, A E JR.dxk and JL E JR.d. 
6 X has a multivariate t distribution ifX :!:::_ JL+JW AZ where Z"' Nk(O, h), W is a nonnegative 
random variable independent of Z and such that v/W"' x~ with v> O, A E JR.dxk and JL E JR.d. 
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where iv denotes the standard uni variate t distribution and tv,P the joint distribution 
function of X. 
It is worth observing that if P = Jd, the d x d matrix rnade of ones, then the two 
copulas becorne the comonotonicity one, while if P= Id, the d x d identity rnatrix, 
only the Gaussian copula becomes the independence one. 
Example 1.2.11 (Explicit copulas). These are the copulas that have a simple 
closed form. A first example is the Gumbel copula 
(1.19) 
where l S () S +oo. Note that for () = l we obtain the independence copula while 
for () ---+ +oo we get the cornonotonicity one. 
Another example is the Clayton copula 
(1.20) 
where O < () < +oo. For () ---+ O we get the independence copula, for () ---+ +oo we 
get the cornonotonicity one. 
1.2.2 Archimedean copulas 
An important class of copulas that includes the Gurnbel and Clayton ones is given 
by the family of Archirnedean copulas 
Definition 1.2.12. An Archimedean copula is a n1ultivariate distribution function 
of the form 
C(ut, ... , ud) = q;-1 (c/J(u1) + · · · + cf;(ud)) (1.21) 
where cjJ : [0, l] ---+ [O, +oo] is continuous and strictly decreasing with cf;(O) = 
+oo, cj;(l) = O. 
In order to ensure that equation (1.21) defines a distribution function we have 
the following result ([21]): 
Theorem 1.2.13. Let cf;: [O, l]---+ [0, +oo] as in definition 1.2.12. Then C(111, ... , ud) = 
cf;-1 (cf;( u1) + · · · +cf;( ud)) is a copula if and only if (-l )d1tacj;-1 (t) ~ O. 
The function cf; is called the generator of the copula; the Gumbel and Clay-
ton copulas are two exarnples of Archirnedean copulas with generators respectively 
( -logt)0 and ~(t-e- 1): 
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for the Gumbel one we have c/J-1(s) = exp( -s119 ) and so 
c/>-1 (c/>(ut) + · · · + c/>(ud)) = cxp [- ( ( -log u1)0 + · · · + ( -log ud)0) I/l 
for the Clayton one we have cp-1 (s) = (sB + 1)-119 and so 
A characterization of Archimedean copulas in terms of Laplace transform of 
distribution functions is given by the following theore1n: 
Theorem 1.2.14. Let F be a distribution function on JR+ satisfying F(O) = O, 
and let <p( x) = fo+oo exp( -.rt) dF(t) be its Laplace transform. Let X be a random 
variable with distribution function F and U1 , ... , Ud be random variables that are 
identically distributed and conditionally independent given X and have conditional 
distribution function JP>[Ui :s; u!X = x] = exp(-x<p-1 (u)) for u E [O, 1]. Then 
(U1 , ... , Ud) has an Archirnedean copula with generator cp = <p-
1
. Moreover, every 
Archimedean copula can be obtained in this way. 
Proof. See [18] and [15]. D 
Clearly Archimedean copulas are exchangeable ones, in the sense that they are 
distribution functions of an exchangeable uniform random vector. 
1.3 Tail dependence 
We introduce now a measure of dependence that will be useful in the following: 
Definition 1.3.1. Let X 1 , X 2 be two random variables with continuous distribution 
functions F1 , F2 respectively. 
The coefficient of upper tail dependence of X 1 , X 2 is: 
(1.22) 
The coefficient of lower tail dependence of X1, X 2 is: 
(1.23) 
The definitions above have sense if the limits exist in [O, l]; we say then that X 1 and 
X 2 have upper (lower) tail dependence if Àu > O (Àt > O); if Àu = O (.Xt = O) we 
say t ha t X 1 , X 2 are asym,ptotically independent in the upper (lower) t a il. 
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U sing copulas we can express tail dependence in a simpler forrn. In fact for lower 
tail dependence we have: 
Àt = lim JP[X2 ~ Fi:(q), Xl ~ Ft(q)] = lirn C(q, q). 
q~o JP[X1 ~ Ft(q)] q~o q 
(1.24) 
For upper tail dependence we have: 
Àu = lim JP[X2 > Fi:(q), X1 > F!(q)] 
q~l JP[X1 > Ft(q)] 
= lirn l -JP[X2 ~ Fi:(q)] -JP[X1 ~ F!(q)] + JP[X2 ~ Fi:(q), X1 ~ Ft(q)] 
q~1 l- q 
= li m 1 - q - q + C (q' q) 
q~l l- q 
= 2 - li m C (q' q) - 1 . 
q----.1 q- l 
(1.25) 
We can then use these formulas to derive explicit forms of Àu and Àt for the 
copulas previously introduced. 
Example 1.3.2 (Gumbel Copula). Since cfju(q, q) = q2110 we have 
21/0 
\ - 2- l" q - l - 2- l" 21/() 21/0_1 - 2- 21/() 
Au - Im - 1m q -
q~l q- l q~l 
(1.26) 
so we see that for () = l we have no upper tail dependence, and for () ----+ +oo we 
have perfect upper tail dependence. 
For the lower tail dependence coefficient we have 
21/0 
Àz = lim-q- =O. 
q~o q 
(1.27) 
Example 1.3.3 (Clayton Copula). Since Cf1(q, q)= (2q-e- 1)1;e for the upper 
tail dependence we have: 
(2 -{} 1) 1/() l \ 2 l" q - - 2 l" 2 -e-1 o Au = - 1m = - 1m q = . 
q~l q- l q~l 
(1.28) 
For the lower tail dependence instead 
- . (2q-()- 1)1/() - . l - -1/() 
Àz - hm - hm ( e) Ije - 2 q~o q q~o 2- q 
(1.29) 
from which we see that we have perfect lower tail dependence for ()----+O and asymp-
totic lower tail independence for () ----+ +oo. 
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Example 1.3.4 (Gaussian and t Copulas). We first remark that in these cases 
it is Àu = Àt = À for the symrnetry of the copulas. We notice also that if (U1 , U2)' is 
a pair of uniform random variables with distribution function C it holds 
TTJ)[U. l U _ ] _ 1. P[u1 ::; U1 ::; u1 + 8, U2 ::; u2] li 2 < u2 1- u 1 - 1m---=----------__;:_ - 8---o P[u1 ::; U1 ::; u1 + 8] 
l
. C('u1 + 8,u2)- C(u1,u2) = nn ______: __ ______: _ _____.:_ _ __;_ 
8---o 8 
(1.30) 
BC(ub u2) 
aul 
So we have: 
À = lim C( q, q) = lim dC( q, q) 
q---o q q---o dq 
= lim [aC(q, q) + a~(q, q)] 
q---o aul au2 
(1.31) 
= 2lim P[U2 ::; q l U1 =q] 
q---o 
where last equality follows by the exchangeability of Gaussian and t copulas. 
Now for the Gaussian case assume that (X1 , X2)' rv N2(0, P) with P= (! '{) so 
that Ui = <I>(Xi) i= l, 2 have the copula cj?a(u1 , u2). Then we have 
= 2 lim P[X2 ::; x l X1 =x] 
X--4-00 
= 2 lim P[X2- px < x- px lxl =x] 
X--4-00 Jl _ p2 - Jl _ p2 
= 2 li m <I> ( x ( 1 - p) ) = O ( if p < l) 
X--4-0Q Jl - p2 
(1.32) 
where we have used the fact that X 2 IX1 = x rv N(px, l - p
2
). Then even if we 
have very high correlation between the two random variables, they show asymptotic 
independence in both tails, that means that extreme events occur independently in 
each rnargin. 
Instead for the case of the t copula assume that (X1, X2)' rv t2(v, O, P) with P 
as above, so that ui =tv( Xi) i= l, 2 have the copula c~,P( UJ, u2)· Using the fact 
that 
( ) 
1/2 l v+ l x2- px 
2 J XJ=x~t(v+l,O,l) v+ x l- p2 
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we obtain 
2 l
. Tf]) v+ l x2- px v+ l x- px x 
[ ( ) 
1/2 ( ) 1/2 l ] 
= nn.~.r < 1=X x~-oo v+ x2 Jl _ p2 - l/+ x2 Jl _ p2 
. ((v+ 1 )
1
1
2
x(l- p)) = 2 hn1 tv+l 2 = O .T~-oo V + X y'l - p2 (if p> -1) (1.33) 
= 2 lim tv+l (- ( x2 ) 1/2 ((v+ 1)(1- p)) 1/2) 
x~-oo v + x2 l + p 
_ ( ((v+ 1)(1- p)) 1/ 2) 
- tv+l - >O 
l+p 
(if p> -1) 
and so we see that also for p= O we have asymptotic dependence in both the lower 
and the upper tail. 
1.4 Gamma and Beta distributions 
The garnma function is defined as 
r(a) = .{"" e-tta-ldt 
where a E C\ {0, -l, -2, ... }. For n E N it holds f(n) = (n- l)! and in generai 
f(a +l)= af(a). The beta function is defined as: 
B(a, (J) = 11 x"- 1 (l - x)fl-tdx 
for any a, f3 with Re( a) >O and Re(/3) >O. The beta function ha.s the property 
B(a, /3) = ri~:~). Also, B(a, /3) = B(/3, a) a.nd B(~, ~) = 1r. 
A Ga.rnma. ra.ndom va.ria.ble X with pa.ra.rneters a > O a.nd f3 > O is one whose 
proba.bility density function is given by 
f( ) _ L o:- l -{3x x - r(a)x e 
for x> o, a.nd is denoted by x rv ga.mnla.(a, /3). 
For a = l it reduces the form to tha.t of an exponentia.l ra.ndorn varia.ble. If 
a = ~ a.nd f3 = ~, this is a. chi-squa.red ra.ndonr varia.ble. The expected va.lue of a. 
Ga.mrna ra.ndom va.ria.ble is given by E[X] = ~, a.nd the va.ria.nce by Var[X] = ; 2 
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A beta random variable X rv beta( a, (3) with parameters a > O an d (3 > O is o ne 
whose probability density function is given by 
l J(x) = xa-1(1- x)i3-1 
B(a, (3) 
for O ::; x ::; l. The n-t h moment is 
E[Xn] =n (a+ i) 
i=O (a + (3 + i) 
B(n +a, (3) 
B(a, (3) 
r(n + a)r(a + (3) 
r(n +a+ (3)f(a). 
And, therefore, mean and variance are 
JE[X] = ~(3 
a+ 
a(3 
Var( X) = -( a_+_f3_)_2 (_a_+_(3_+_1) 
The densities of beta( a, (3) and beta((3, a) are symmetric on [O, l]; beta(~,~) is an 
arcsin distribution; beta( l, l) is an uniform(O, l) distribution; beta( a, l) is a power 
d. 't "b t" . J( ) - l a-1 18 fl li 10n, Le. X - c;X • 
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Latent variable models and 
Bernoulli mixture models 
Following the classification commonly used in the statistics literature, the first dass 
of rnodels that we consider are the so called latent variable models; the narne orig-
inates from the fact t ha t in this models defaults occur if a random variable X, 
called a latent variable, falls below some threshold D. The developrnent of this kind 
of models originates from the work of Merton [20]; very popular exarnples in the 
financial industry are the KMV one (see [4]) and the Creditl\fetrics one (see [23]). 
2.1 Generai structure of latent variable models 
Let X = (XI, ... , Xn)T be the vector of latent variables, and DI, ... , Dn E JR+ 
the thresholds.I Then the indicator functions are given by Yi = l{xi:::;Di} and the 
individuai default probabilities are given by Pi = P[Yi = l] = P[Xi S Di] = Fi(Di) 
where the Fi's are the rnarginal distributions of X. Then (Xi, Dihsisn is called a 
latent variable m,odel. 
A simple but important result about equivalence of these models, that also ad-
dresses our attention to the irnportance of their dependence structure by mean of 
their copulas, is the following ([10, Lemma 3.2]) 
Proposition 2.1.1. Let (Xi, Dihsisn and ex-i, Dihsisn be two latent variable mod-
els. If 
fori = l, ... , n; 
1 A more generai structure of these models is obtained considering for every finn a set of thresh-
olds -oo = db < di < · · · < d~ < d~+l = +oo such that when dt < Xi < dt+ 1 it means that firm 
i is in the state k. See [10] for details. 
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(ii) X and X have the same copula C; 
then the two models are equivalent. 
Proof. Suppose for simplicity n = 2; then we have: 
IP[Y} = O, Y2 =O] = IP[X1 > Dt, X2 > D2] 
= IP[X1 < +oo, X2 < +oo] -IP[X1 < +oo, X2 ~ D2] 
- IP[X1 ~ D1, X2 < +oo] + IP[X1 ~ D1, X2 ~ D2] 
= l - IP[X2 ~ D2] - IP[X1 ~ D1] + C(IP[X1 :::; D1], IP[X2 ~ D2]) 
= l- IP[X2 ~ D2] - IP[Xl ~ Dl] + C(IP[Xl :::; Dl], IP[X2 ~ D2]) 
= · · · = IP[Y1 = O, Y2 = O] 
(2.1) 
The remaining cases for n 
analogous way. 
2 and the generalization for n > 2 are done in an 
D 
2.1.1 Examples: CreditMetrics model 
For simplicity's sake, and to ren1ain in the mathematical framework previously de-
scribed, we refer here to the restricted versi o n of this m o del as described in [12]. 
The latent variable Xi associateci to the i-th obligor is unobserved, and it follows a 
linear factor model 
p 
xi = L: wi,jej + 'IJiCi + J-Li, 
j=l 
i= l, ... ,n (2.2) 
where p < n, 8 rv Np(O, D) is a vector of common risk factors, wi,j are the loadings 
expressing the relative sensibility of obligor i to risk factor 8j, and E1, ... , E n are 
independent standard normal random variables that represent idiosyncratic risk fac-
tors with relative importance 1Ji· The threshold Di is chosen so that the probability 
of default for company i is the same as the historically observed default rate for 
companies with the same rating, where ratings are provided by an external system 
such as the ones of Moody's or Standard&Poor's (see for ex. [27]). The 8j are often 
taken, to simplifies the calibration of D, as stock market indexes, and the weight 
wi,j are determined using ad-hoc econornic arguments. 
Since the latent variables vector X is assumed to have a multivariate normal 
distribution its copula is the Gaussian one described in (1.17), and so the dependence 
structure is determined by its correlation matrix P. 
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2.1.2 Examples: the model of Li 
This model ( see [17]), very popular among practitioners in credi t portfolio deriva-
ti ves pricing, has been developed with in mind the issue of default correlation. To 
avoid disadvantages relates to the dependence of default correlation on a specific 
time interval, Li introduces for every defaultable entity ( company, obligor, etc ... ) 
a random variable Xi called "t ime-until-default" t ha t measures the length of tin1e 
frorn today to the tirne when default occurs, so that company i has defaulted by 
time horizon T if and only if Xi ::; T; frorn this point of view (Xi, T)I~i~n is a la-
tent variable rnodel. The distribution of Xi is deterrnined modeling the hazard rate 
hi(t) := 1 !~:~t)' where fi(t) and Fi(t) are respectively the density and distribution 
function of Xi, t o exploit similarities between the hazard rate an d the short rate for 
modeling purposes. The calibration oh the hazard rate is made through the ilnplied 
approach that uses the market prices of defaultable bonds and their spread over 
Treasury bonds. 
What is interesting for our analysis is that Li explicitly chooses the copula ap-
proach to model dependence between the credit risks. In fact, while in the Credit-
Metrics approach, as he rernarks, the Gaussian copula is implicitly used to rnodel 
the default correlation as a consequence of the specific factor model chosen, Li in-
troduces the Gaussian copula to specify the joint distribution of the survival tirnes 
given their marginai distributions. Then by prop. 2.1.1 if the individuai default 
probabilities Pi and the correlation rnatrix P are the same, this apparently different 
model is equivalent to the Creditl\!Ietrics one. 
2.1.3 Beyond the Gaussian Copula 
We have seen that the Gaussian copula is used2 in the rnajority of the rnodels 
adopted in the practice. Nevertheless the Gaussian copula can underestimate the 
occurrence of joint extreme values since it shows asymptotic independence in both 
tails, as we have seen in section 1.3. For this reason Frey et al. in [10] suggest to use 
a normal mean-variance mixture model: take an n-dimensiona! multivariate normal 
vector Z rv Nn(O, L:) and a random variable vV which is independent of Z. Then 
the latent variable vector X is assumed to follow the normal mean-variance mixture 
m od el 
(2.3) 
2See also the KMV model in [4] 
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where Mi : 1R -t 1R and g : 1R -t ]O, +oo[. In a rnodel of this kind the default condition 
can be rewritten as 
Z· < ~ _ Mi(\tV) 
t- g(W) g(W) (2.4) 
and the interpretation is that Zi is the asset value of company i and Di is an a priori 
default threshold, while the actual o ne, Di, is stochastic, and is obtained applying 
two shocks that represent cornmon econornic risk factors, and so are generateci by 
the same random variable W. 
One exarnple that focuses on the issue of rnodeling joint defaults is given by the 
multivariate t distribution tn(v, J.L, ~), that is obtained taking Mi(W) = Mi E 1R for 
i = l, ... , n and g(w) = w 112 , with v/W rv X~· This rnodel, being based on the 
t copula Ct p, can be calibrateci using techniques similar to the ones used for the 
Gaussian c~se ( which can be seen as a special case for v -t oo), and tends by its 
tail dependence properties to give many more joint defaults than models based on 
the Gaussian copula, even when v is very large (see [9]). 
2.2 Bernoulli mixture models 
The statistica! estimation of latent variable rnodels is very problematic, due to the 
large nurnber of parameters involved and the scarcity of relevant historical data. 
As we ha ve mentioned, often ad-hoc non quantitative methods are used to this 
purpose. Bernoulli rnixture rnodels are more tractable form this point of view, and, 
in a certain sense, they include the previous ones. 
Definition 2.2.1. The random vector Y follows a Bemoulli mixture model with 
factor vector W if t h ere exists a random vector W = (W 1, ... , W P) wi t h p < n an d 
functions Q i : JRP -t [O, l], l :::; i :::; n such that conditional o n W the default 
indicator Y is a vector of independent Bernoulli random variables with default 
probabilities ITD[Yi = llw = 1/J] = Qi('l/J). 
It follows immediately from the definition that for y = (yr, ... , Yn)T E {0, l }n 
n 
IfD [Y = y l w = 1/J] = II Q i ( 1/J) Yi (l - Q i ( 1/J)) 1-yi (2.5) 
i= l 
an d 
IP'[Y = y] = L D Q;('t/J )Y• (l - Q i( '1/J)) l-y, dFw( '1/J) (2.6) 
In these models W is a vector of common factors, often considered to be macroe-
conornic variables. The dependence between defaults is so detennined by the fact 
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that individuai default random probabilities Qi(w) all depend on these cornn1on 
factors. 
Remark 2.2.2. If Q 1 = · · · = Qn = Q then the random vector Y is exchangeable. 
In fact for every permutation 1r of (1, 2, ... , n) we have: 
IP'[YI = Yh · · ·, Yn = Yn] = 1. D: Q~(ij("I/J)Y'(l- Q~(iJ("I/1)) 1-y' dFw("l/1) 
= { Q('l{J)l:~=l Yi(1 _ Q('l/J))n-2:::~=1 Yi dFw('l/J) 
JJRP 
and this does not depend on the arder in which we choose the }~'s. 
lt is possible then to compute the total nurnber of defaults N by 
(2.7) 
(2.8) 
where O:::; k:::; n and G(q) is the distribution function ofthe mixing random variable 
Q== Q( w). 
Moreover for the default correlation, that for exchangeability is the san1e for each 
pair of ~' Yj, since lE[~] = JE[JE[~IQJ] = JE[IF[~ = 1jQ]] = JE[Q] we have 
Cov(~, Yj) = JE[JE[~Yj IQJJ - JE[JE[~ IQJJlE[JE[Yj IQJJ 
= JE[Q2] - JE[Q]2 
= Var(Q) 
and so frorn Var(~) = JE[Y?J - JE[~J2 = lE[~] - JE[~) 2 = JE[Q] - JE[Q) 2 we get 
Var(Q) Corr(~, Yj) = JE[Q] _ JE[Q)2 (2.9) 
that means that the default correlation is completely determined from the choice 
of Q. lt is also possible t o prove t ha t for large exchangeable Bernoulli rnixture 
models the quantiles of the credit loss distribution are essentially deterrnined by the 
quantiles of the rnixing distribution; see [10] for details. 
Example 2.2.3 (P6lya's Urn Scheme). Polya's urn scheme was introduced by 
F. Eggenberger and G. Polya in [7]. W e refer h ere to its use to model defaults in 
an homogeneous group of companies given in [26]. The mechanism of the rnodel 
is the following: an urn contains b black and r red balls. Then for every firm we 
draw randornly a hall form the urn; if the ball is red the firm defaults, if it is black 
it doesn't. Then we return it inside together with c > O balls of the same colour. 
In this way some kind of dependence between the defaults is introduced. U sing De 
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Finetti's theorern 1.1.3 applied to default indicator functions, that turn out to forrn 
an exchangeable set of r.v's, it is possible to prove that the number of defaults in a 
group of n companies has distribution 
(2.10) 
with o: = r /c, f3 = b/ c and B( o:, {3) = J
0
1 qa-l (l - q)f3-l is the beta function, which 
means that this model is an one factor exchangeable Bernoulli mixture model with 
beta mixing distribution Q rv beta( o:, {3). Two generalizations of this kind of model 
to several factors will be analyzed in the following chapters. 
Definition 2.2.4. The random vector Y = (Y11 ... , Yn)T follows a Poisson mixture 
model with factor vector W if there exist a random vector W and functions Ai : 
JR.P -+ ]0, +oo[, l ::::; i ::::; n such that conditional on W the default indicator vector is 
a vector of independent Poisson random variables with parameters Ai (W). 
Poisson rnixture models represent a way to approxirnate Bernoulli mixture mod-
els; in fact in this case the default indicator functions allow for more then one default, 
but if the Poisson parameters are small this event has very small probability, and the 
random variable N = I:~=l }i approximates the total number of defaults. Moreover 
N is again conditional Poisson with parameter A(w) := I:~=l Ai(w). 
From a Poisson rnixture model we can always reconstruct a Bernoulli rnixture 
model by defining Yi = J{fi~r}; in this case Qi(w) :=l- e-Ai(w). 
A P o isso n mixture rnodel is obviously exchangeable if A 1 = · · · = An = A. 
Example 2.2.5 (CreditRisk+). This model has been developed by Credit Suisse 
Financial Products in 1997; a comprehensive description is given in [3]. In the 
frarnework adopted this model can be represented as a Poisson mixture model where 
Ai(w) = AiwJw = Ai I:~=l Wijwj, where Ai > O, Wij are factor weights so that 
I:~=l Wij = l and W is a vector of p independent W j rv garnma( }2, }2) random 
J J 
variables, such that JE[wj] = l and Var(wj) =a}. This model is not exchangeable 
so there is not a simple form for the distribution of the total number of defaults 
in the portfolio; however it is equal to the distribution of a sum of p independent 
negative binomial3 random variables, as shown in [12]. 
Remark 2.2.6. Take a one factor exchangeable CreditRisk+ rnodel, such that the 
mixing random variable is Q= 1- exp( -Y), where Y rv gamma( o:, {3) with density 
f(y) = ~:) ya-l exp( -f3y). Then the density of Q is given by g(q) = ~:) ( -log(l-
3N is said to be negative binomia[ distributed if IP'[N = k] = c+~- 1)pr(1- p)k, k = {0, l, ... } 
with r > O an d p E [0, l], where the extended binomia! coefficient (~) for c E IR is defined as 
( c) ·= c(c-l)···(c-k+l) c k >O d (c) ._l k . k! 10r an 0 .- . 
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q))a-1(1- q)f3-I. Since for q small it is -log(l- q)~ q we see that this model is 
very similar to the P6lya urn scheme seen above. 
2.3 Relationships between the model types 
Definition 2.3.1. A randorn vector X is said to have a p-dimensiona[ conditional 
independence structure with conditioning variable W if there are sorne p < m and a 
p-dimensionai random vector W = ('11 1 , ... , Wn)T such that, conditional on W, the 
randorn variables X 1, ... , X n are independent. 
Obviously Bernoulli and Poisson mixture rnodels have a conditional indepen-
dence structure; what is interesting is the following result [10, Lemrna 8.24] that 
establishes the conditions such that a latent variable model can be written as a 
mixture model: 
Lemma 2.3.2. Consider an n-dim,ensionallatent variable vector X and a p-dim,ensional 
{p < n) randorn vector W. Then the following are equivalent: 
{i) X has p-dimensiona[ conditional independence structure with conditioning vari-
able W; 
{ii) for any choice of the thresholds Di, l ~ i ~ n the default indicators Yi = 
I{xis,Di} follow a Bernoulli mixture model with factor W, the conditional defatLlt 
probabilities being given by Qi(w) = IP'[Xi ~ Dilw]. 
Proof. (i) =? (ii) 
For every y E {0, 1}n define B :={i E {1, ... , n}IYi = 1}. Then it is 
iEB i~B 
(ii) =? (i) 
For every (xi, ... , Xn) E IRn choose Di =xi; then 
n 
i=] 
n 
= 11 IP'[Xi ~Xii w] 
i= l 
D 
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In this way it is easy to see how a lot of commonly used latent variable models 
can be represented as a Bernoulli mixture model; take for example the CreditMetrics 
one described in exarnple 2.1.1. By defining w = (8t, ... , 8p) we in1mediately see 
that it has p-dirnensional conditional independence structure by independence of 
c1, ... , c n and we can cornpute directly the conditional default probabilities: 
JP>[Xi :::; DiJw] 
[ 
D· - 11.- - "\"'~ w· ·8 · l ] = ]p> Ci :::; '/, t-"'Z DJ=l 'tJ J ' w 
T/i (2.11) 
(
D·- 11.-- "\"'~ . w· ·8 ·) = <l> 2 fA''/, DJ=l 'tJ J 
7]i 
As it is ernphasized in [10] this representation allows to use for latent variable 
models the statistica! tools cornmonly used for Bernoulli mixture models, simplifying 
the problems of parameters estimation. 
Example 2.3.3 (Probit-normal model). W e analyze here a first model for several 
exchangeable groups of risks presented in [lO], which we will compare then with the 
two models studied in details in the following chapters. Suppose we are given k 
hon1ogeneous groups of ni, l :::; i :::; k risks; the default indicator vector is then 
Y = (Y1, ... , Yk) where each subvector corresponds to the default indicator vector 
of group j. In every group for scambiability there is the same conditional default 
probability, given by QJ('l/J) = <I>(J-LJ +ajw) for j = l, ... ,k, where f-LJ E IR,aj >O, 
'lj; is a standard normal random variable and <I> is its distribution function. We 
remark imn1ediately that this model, in view of previous lemma, can be seen as a 
one factor CreditMetrics type model for several exchangeable groups, since default 
probabilities are of the form (2.11). We also observe that even if there is some 
dependence between the defaults in the different groups, since default probabilities 
all depend o n the same comrnon factor W, they do not infiuence each other ( there is 
no contagion), as it would be natural to have if the groups were related to different 
credit ratings; the two models analyzed in the next chapters will take into account 
this consideration. By conditional independence we get that the joint distribution 
of the number of defaults within each group is given by 
JP>[Nr = lr, ... , Nk = lk] 
= JE[JP>[Nr = lr, ... , Nk = lklw] 
= 1:00 tJ ( ~;) ( ( <I>(P,j + O"jZ) )1i ((l - <I>(P,j + O"jZ) )n;-l; cjl(z) dz (2.12) 
where cjJ(z) is the density of a standard normal random variable. We will come back 
later to this model when we will discuss about maximum likelihood estimation of 
its pararneters. 
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Example 2.3.4 (Archimedean copulas). As intuition suggests, using the previ-
ous lemma it is possible to show that latent variable models whose dependence struc-
ture is determined by an exchangeable Archimedean copula have a one-dirnensional 
conditional independence structure. In fact let (Xi, Dih~i~n be a latent variable 
rnodel and assume that X has an exchangeable Archimedean copula with genera-
tor cf;. Then by Theorern 1.2.14 cf; = ~-l where ~ is the Laplace transfonn of a 
distribution function F on JR+. Then set Pi := JP[Xi ::; Di], and take U1 , ... , Um 
conditionally independent and identically distributed given a nonnegative random 
variable W rv F with conditional distribution function Fuilw(ui'l/J) = exp( -'I/J~- 1 (u)). 
The models (Xi, Dih<i<n and (Ui, Pih<i<n are equivalent by Lemma 2.1.1 since 
-- --
and the two random vectors obviously have the same copula. U has a one-dirnensional 
conditional independence structure with conditioning variable W and the conditional 
default probabilities are exactly Qi(\ll) := exp( -w~- 1 (f5i)). 
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Chapter 3 
Multidimensional and Iterative 
U rn Scheme for Defaults 
In this chapter we analyze two models developed by U. Schrnock ([24]) based on a 
generalization of the Polya urn scheme. These two models, as we will show, can 
be seen as Bernoulli rnixture models that are a multi-factor generalization of model 
2.2.3, taking a random vector W whose joint distribution is a suitable generalization 
of the beta distribution. It is however interesting to show how the dependence 
structure of the models comes again from some urn scheme; moreover i t is important 
to remark that the mechanism adopted takes into account the quality of the risk 
credit involved, and this reflects in the fact that the default random probabilities 
infiuence each other in a monotone way. 
3.1 Multidimensional Urn Scheme for Defaults 
Suppose we are given k homogeneous groups of ni , l ~ i ~ k companies, with 
credit ratings satisfying r 1 >-- r 2 >-- · · · >-- rk, where ri >-- rj means that the rating 
ri is higher than the rating rj. To determine the joint probability of the defaults a 
multicolor urn scherne is introduced. 
Consider an urn which contains balls of k + l different colours, with k ~ 2 and 
with bj > O balls for every l ~ j ~ k + l. Originally then there are b = L:;~: balls 
in the urn. The scheme works through these steps: 
l. draw a hall at random from the urn 
2. note the colour of the hall 
3. return the hall in the urn together with other c 2 O balls of the same colour. 
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The mechanism is then the following: to determine ifa cornpany of any rating 
class defaults or no t we dr a w randomly a ball from the urn. lf its rating is r j, an d the 
ball has a colour from l, ... , j then the firm defaults; otherwise if the colour is from 
j +l, ... , k +l i t does not default. Then we return the ball in the urn together with 
other c balls of the sarne colour, introducing in this way some dependence between 
the defaults both in the same and in different rating groups. 
The results about exchangeable sequences of random variables are then used to 
detennine the default probabilities. 
Definition 3.1.1. We define the random vector Xn = (Xn,l' ... Xn,k+l) E {0, l }k+l 
indicating the colour of the hall of the n-t h dr a w in the following way: 
._ {l if the nth ball drawn has colour j 
Xnj .-
, O otherwise. 
Definition 3.1.2. We introduce the vector P n = (Pn,l' ... , Pn,k+l) of the condi-
tional probabilities that the n-th ball drawn has colour l :S; j :S; k + l in the 
following way: 
Remark 3.1.3. It is easy to show that 
(3.1) 
Proposition 3.1.4. The sequence of random vectors (Xn)n~l is exchangeable: in 
fact for every n 2: l we have that 
TI~+l TI~n,j-1 (b. + ic) 
[ ] 
J=l t=O J 
IP' Xl= ejl' ... 'Xn = eJn = b(b +c) ... (b +(n- l)c) (3.2) 
Proof. Via induction: 
Step l (n = l). In this case 11 = ej, so t ha t only lt,j = l and obviously 
so that equation (3.2) holds for n= l. 
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Step 2 (n- l ==} n). Observe that ln-l,j = ln,j for j =/=- Jn and ln-l,jn = ln,jn - l; 
then 
IP[X1 = ej1 , ••• , Xn = ejnJ 
= IP [X1 = ej1 , ••• , Xn-l = eJn- 1 ] IP [Xn = eJn IX1 = ej1 , ••• , Xn-1 = eJn-l] 
(3.2) with n'=n-1 (3_:_1) p . bjn +(ln,jn -l)c 
- n,Jn b+(n-1)c 
I1k+l I1ln,j-l(b · ) j=l i=O j + 'lC 
b(b + c)(b + 2c) ... (b +(n- l)c)" 
D 
Proposition 3.1.5. The sequence of random vectors (Pn)n:;::I is a convergent mar-
tingale w. r. t. the filtration Fn = a(X1 , ••• , Xn_1) (F1 = {0, O}). In fact far every 
l ::; j ::; k + l the sequence (Pn,j )n:;:: I is a bounded martingale, and hence almost 
surely convergent to the limit random variable 
b ("n-1 X ) l n 
P . (!::.!!_· l. T) . - l" j +c Di=l i,j - l" -L X· . J - lffi F n J - lffi - lffi t J 
n---+00 , n---+00 b + c(n - l) n---+oo n . ' 
t= l 
(in the case c = O this follows from the strong la w of large numbers). 
Proof. By its definition it is clear that Pn,j is Fn-adapted and that O ::; Pn,j ::; l, so 
it rernains to prove the martingale property: 
b+c(n-2) c 
= b +c( n- l) Pn-l,j + b +c( n- l) Pn-l,j 
= Pn-l,j· 
D 
Using the previous results it is now possible to determine the joint distribution 
of the randorn vector N = (N1, N2 , .•. , Nk) of the number of defaults within each 
group. Since the sequence (Xn)n2':l is exchangeable, it does not matter in which 
order we draw the balls for the companies, hence we can choose a special order to 
facilitate calculations; that is we first consider the firms with the best rating, than 
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the next lower, and so on. The nurnber of defaults in the j-th rating is given by how 
rnany times a ball of color from l to j has been drawn within nj subsequent draws. 
We can then determine the joint default probabilities using Theorern 1.1.4: 
JP[N1 = l1, ... , Nk = lk] 
[ 
n1 n1 +n2 n1 +·+nk l 
=lP' Lxi, l= 11, _L (X;, l+ X;,2) = 12, ... ,. L (X;, l+···+ X;,k) = 1k 
t= l z=n1 +l z=n1 +···+nk-1 +l 
=E [lP' [ fx;,t =l t, nf2 (X;, t+ Xi,2) = b, 
t= l t=n1 +l 
n1~nk l ]] ... , . ~ (Xi,l + · · · + Xi,k) = lk P1, ... , Pk+l 
t=n1 +··+nk-1 +l 
=E [lP' [ f X;,1 = I11P1> ... , Pk+l] lP' [f2 (X;, l+ Xi,2) = I21P1, ... , Pk+l] 
z=l t=n1+l 
···II"[ n
1
rnk (X;, l + · · · + X;,k) = lkiP1, ... , Pk+l]] 
t=n1 +·+nk-1 +l 
=E [ ( ~:) Pil (1 - PI)"l ~h ( ~:) (Pl + P2)l2 (1 - pl - P2)n2~l2 
... (~:) (Pl + ... + Pk)lk(1- H- ... - Pk)nk~lk] 
since, being a(P1, ... , Pk+l) ç F 00 , the Xn's are, conditioned on (P1, ... , Pk+l), inde-
pendent and identically distributed. We see then that this model is a Bernoulli mix-
(3.3) 
ture rnodel for several exchangeable groups of firms with factor vector (P1 , ... , Pk) 
such that the default random probabilities in each group are given by Qj(P1, ... , Pk) = 
P1 + · · · + Pj. 
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To obtain an explicit form for the joint default probabilities it is necessary to 
compute the distribution of (P1, ... , Pk+1); from previous results we have: 
(3.4) 
where l0 =O, a'i = bj/c for l:::; j:::; k+l, a= a 1 +· · ·+ak+l and we have assurned 
c > O. In the case c = O then it is clear by its definition that (P1, ... , Pk+I) = 
(bt, ... , bk: 1 ). As it has been shown in [26], since the random vector (P1 , ... , Pk+l) 
has bounded support, its rnoments determine the distribution function, so it has to 
be Dirichlet distributed Dk+l ( a 1, ... , ak+l) with density 
r ("'k+l a·) k+l 
DJ=l J II a ·-1 
fk+I(PI, · · · ,Pk+l) = fl~+l f(a·) . PjJ , 
J=l J J=l 
(3.5) 
with the constraint 2::;~~ P.i = l and parameters a 1, ... , ak+l > O. ~Iore details 
about the Dirichlet distribution and its properties can be found in [16]. 
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3.1.1 Marginai default probabilities 
To calculate the marginai distribution of Nj, the number of defaults within the 
group of con1panies with rating rj, for l ~ j ~ k we can use again equation (3.3): 
P[Nj = lj] 
(3.3)1E[(nj)(P P)l·(l p P)n·-l·] = lj l + ... + j J - . l - ... - j J J 
(3.6) 
= (nj) B(aj + lj, f3j + nj -lj) 
lj B(aj,f3j) ' 
where aj = a 1 + · · · + aj an f3j = aj+1 + · · · + ak+1: in fact for the amalgamation 
property of the Dirichlet distribution we get t ha t P1 + · · · + Pj ~ beta( a_j, f3j) and 
so the rnarginal distributions are beta-binomial distributions. 
More generally, frorn equation (3.3) for integers l ~ j 1 < · · · < Jm ~ k it holds 
t ha t: 
P[Nj1 = lj1 , ••• , NJm = lJm] 
= JE [ ( ~~1 ) Pj;1 (l_ h )nil-lil 
(
nj ) - - l - - l ] . . . zj: (PJ1 + ... + PJm) jm (l- ph - ... - PJm)njm- jm ' 
(3.7) 
where PJi PJi- 1 +l + · · · + PJi for l ~ i ~ m and j 0 = O, so that from the 
arnalgamation property of the Dirichlet distribution we get that ( Pj1 , ••• , PJm) ~ 
Dm+I (aj1 , ••• , ajm+J, were aji = aJi- 1+1 + · · · + aji with Jo =O and Jm+l = k +l. 
This fact will be used later in the calibration of the model. 
3.1.2 Joint default probabilities 
Using the fact that for real numbers O< a< l, s, t> O and m E No, 
11-a ps-l(a + p)m(l- a- p)'-ldp 
=[-a Ps-1 (~ (7 )z~am-j) (l- a- p)1- 1dp 
= f (~) am-j rl-a ps+j-1(1- a- p)t-1dp 
j=O J lo 
= f (~)am-j(l- ay+j+t-1B(s + j, t), (3.8) 
j=O J 
36 
3.1. Multidimensional Urn Scheme for Defaults 
it is then possible to cornpute exactly the joint default probabilities in equation 
(3.3): 
""' k-1 + 'k -)l ( . l l . ) lk-l+lk-Jl (l l . ) x ~ . B o:k-1 + )2, o:k + o:k+l + nk-1 + nk - k-1 - k + J1 
. o )2 
]2= 
l2+·+lk 
-jl-"'-Jk-2 . . 
""' (l2 + ... + lk -)l - ... - )k-2) ... x ~ . 
J
. _ 0 Jk-1 k-l-
x B( 0:2 + Jk-1, 0:3 + · · · + o:k+l + n2 + · · · + nk - l2 - · · · - lk + J1 + · · · + Jk-2) 
x B(o:1 + l1 + · · · + lk- J1- · · ·-Jk-1? o:2 + · · · + o:k+l 
+ n1 + · · · + nk- h-··· -lk + J1 · · · + Jk-1), (3.9) 
where j_1 = }o = O. 
We remark that even if we obtain an analytic expression of the joint default 
probabilities, the number of terms involved in its calculation is very large and this 
will cause numerica! problems in estimation of the parameters involved. This is a 
first reason that will address us to the use of the EM algorithrn. 
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3.1.3 Default Correlations 
We recall here that variance and covariance of the components of a Dirichlet distri-
bution with parameters a 1, ... , ak+l are given by 
l ::; i < j ::; k + l, 
where a= a1 + · · · + ak+l· 
To calculate the expectation, variance and covariances of the number of defaults 
l et us start from the random variables Xi,J for l ::; j ::; k + l: 
IE[Xi,J] = IE[IE[Xi,J l Foo]] 
= IE[IE[Xl,J l Foo]] = IE[PJ] 
And since X~J = Xi,J, for the variance you get: 
Var(Xi,J) = IE[Var(Xi,J l Foo)] + Var(IE[Xi,J l Foo]) 
= lE [IE[X~J l F oo] - IE[Xi,J l F oo] 2] + Var( PJ) 
= IE[PJ- P}]+ Var(PJ) = IE[PJ](l- IE[PJ]). 
And for i, i' ~ l and l ::; j, j' ::; k + l analogously you get 
Cov(Xi,J,Xi',J') = IE[Cov(Xi,J,Xi',J' l Foo)] + Cov(IE[Xi,J l Foo],IE[Xi',J' l Foo]) 
= IE[IP[Xi,J =l= Xi',J' l Foo]- PJPJ'] + Cov(PJ, PJ') 
{
Cov(PJ, PJ') if i# i', 
= JE[Pj](l - JE[PJ]) if i =i' and j = j', 
-IE[PJ]IE[PJ'] if i= i' and j # j'. 
Using these results it is possible now to calculate the mean, variance and covari-
ance of the number of defaults N.i: 
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For the variances and covariances we can proceed in a similar way: 
Var(Nj) = Var (~txi,s) = ~~t~Cov(Xi,s,Xi',s') 
=(n]- nj) (t~ Cov(Ps. P.,))+ nj (t~ Cov(Xi,s,Xi,s')) 
=(n]- nj) (t Va.r(J>,) + stl Cov(P., Ps')) 
;i-s' 
+ nJ (tlE[Ps](l -IE[Ps])- st
1
1E[P,]IE[Ps']) 
si-s' 
(3.10) 
t tlE[Ps]IE[Ps']) 
si-s' 
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(3.11) 
3.2 Iterative Urn Scheme for Defaults 
This second rnodel is inspirated by an iterative urn scheme: the number of defaults 
in the best rating group is determined with a P6lya urn scheme, hence its random 
default frequency is P1 rv beta( a 1, {31). The number of defaults in the worse ratings 
are then determined by the number of firms that would have defaulted in the next 
better rating plus a certain part of the group that would have survived in the next 
better rating, and this additional part is deterrnined again via P6lya's urn scheme. 
This allows again for dependence both between defaults within the rating groups, 
given the use of the P6lya's urn scheme, and for monotone dependence between 
the defaults of the different rating groups, given by the way in which the default 
frequencies are built. Formally the model is built as a Bernoulli mixture rnodel 
where we take as factor vector :P = (P1, ... , Pk) where P1 rv beta(a1, fJ1), ... , Pk rv 
beta( ab f3k) are independent and we define the random default probabilities in the 
following way: 
pl = pl 
p2 = pl + (l - p l) p2 (3.12) 
3.2.1 Marginai and joint default probabilities 
To calculate the joint distribution of the nurnber of defaults it is useful to see how 
things work for the marginal distributions. Starting from the group of n 1 firms with 
the best rating r 1 , from the P6lya urn scheme we ha ve: 
The joint probability of h defaults in the group of firms with credit rating r 1 and 
l2 defaults in the group of firms with credit rating r 2 can be calculated using the 
binomial expansion for the power of a sum an d the fact t ha t l - (x + (l - x )y) = 
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(l- x)(l- y). Hence we have: 
IF[N1 =h, N2 = l2] = IE[IF[N1 = l1, N2 = l2IP1, P2]] 
=E [ ( 7:) Pf' (l- P1 )"'-11 ( 7:) PJ2(1- p2)n2-h] 
= c:J (~:)E [Pi' (l - È't)n'-11 (È't +(l- È't )È'2)12 (l- (È't +(l - È'1)È'2))"2- 12] 
= CJ C: )E [f>J'(l- È'1)n1 - 11 (~(;)P/ (l- f>1)ld j>~d) (l_ f>1)n2-h(l _ j>2)n2-l2 
= (n1) (n2) ~ (l2) 11 -h+j(l-- )n1+n2-h-jj- (- )d-11 -l2-j(l _- )n2-l2f_ (-.)d-l l . PI PI pl Pl PI P2 P2 . p2 P2 P2 
l 2 j=O J O O 
= (n1) (n2) t (l2) B(ai + lt + j, f3t + nt + n2 -l t - j) B(a2 + l2- j, (32 + n2 -l2) 
h l2 J=O j B(a1,f3I) B(a2,(32) 
(3.13) 
I t is clear now how, through successive iterations of the procedure seen above, it 
is possible to compute the general formula for the joint default probabilities: 
x B(a2 + l2 + .ik-2- .ik-b !32 + nk + · · · + n2- l2- Jk-2) 
x B( a1 + l1 + .ik-b (31 + nk + · · · + n1 - h - .ik-1) 
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In the same way it is possible to obtain the formula's for the marginai distri-
butions P[Nj = lj] for l < j :::; k; it is worthwhile to remark here that, unlike 
the multidimensional urn scherne, the marginai distributions are not beta-binornial 
distributions. 
3.2.2 The lterative Urn Scheme and the Generalized Dirich-
let Distribution 
As we have just seen to calculate the joint default probabilities of the number of 
defaults it is not necessary to know the joint distribution of P1, ... , Pk since we can 
reduce to work with the Pj that are independent. However to exploit the similarities 
between this rnodel and the previous one Seiler in [26] has shown that introducing 
the new random variables Q1 = P1 and Q i = Pi- Pi-l = (l- J>;,_l)Pi fori = 2, ... , k, 
it is possible to write the default probabilities as Pi = Q1 + · · · + Qi so that the 
default probabilities for the iterative urn scheme can be written again as: 
P[N1 = lr, ... , Nk = lk] 
=E [ ( 711) Q;I (l- Q1)ni-ll ( 7: )r Q1 + Qd'(l- Q1 - Q2)n,-l, 
... (r;:) (Ql + · · · + Qk)1•(1- Q1- · · ·-Qk)n•-l•] (3.15) 
Sin ce 
Ql = pl 
Q i= Pi (Ii (1- Pj)) 
J=l 
fori= 2, ... , k 
it is then possible to prove (see [2]) that ( Qr, ... , Qk) has a generalized Dirichlet 
distribution G Dk( a 1, •.. , ak, (Jr, ... , f3k) with density 
for (q1 , ... , qk) E [O, l]k with the constraint 2:::=1 Qk :::; l, where Qo = O and f3o is 
arbitrary. 
Sin ce for the special choice of the pararneters /3j-l = aj + j]j for j = k, k -l, ... , 2 
with f3k arbitrarily chosen it holds that (QI, ... 'Qk) rv Dk+l(al, ... 'ak, f3k), this 
allows to conclude that the multidimensional urn scheme, described in the previous 
chapter is embedded in the iterative urn scheme rnodel. 
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3.2.3 Default Correlations 
Since the formula (3.15) that gives the joint default probabilities for the iterative urn 
schen1e has the same form as the one (3.3) for the rnultidin1ensional urn scheme with 
Q1 , ... , Qk replacing P 1 , ... , Pk, also the default correlations are given by fonnulas 
analogous to the ones in section 3.1.3 just plugging in the expectation, variance and 
covariance of the generalized Dirichlet distribution, given by (see [2]): 
j-1 
[ ] 
O;j II f3m 
IEQj = a·+/3· a +f3 ' 
J J m=l m m 
( 
O;j +l ) Var (Q j) = IE [Q j] f3 l'vfj _1 - IE [Q j] , a·+ ·+l J J 
(3.16) 
( 
ai ) Cov(Qi, Qj) = IE[Pj] f3 Mi-l- IE[Qi] , 
ai+ i+ l 
fori, j = l, ... , k and i< j, with Mj = J1~=l a!.;13: 1+1 for j = l, ... , k -l, Mo = l. 
However, since the covariance structure of the generalized Dirichlet distribution 
is more generai than the one of the Dirichlet distribution, this reflects in rnuch more 
complicated expressions for the values of default correlations of the iterative urn 
scheme than the ones found for the multidimensional urn scheme. 
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Chapter 4 
EM algorithm and applications to 
ML estimation 
In this chapter we introduce the EM algorithrn and we apply i t to the problern of ML 
estirnation of the parameters of the rnodels for several exchangeable groups of risks 
seen in the previous chapters ( multidimensional urn scherne, iterative urn scheme, 
probit-normal). 
4.1 EM algorithm 
The Expectation-Maximization algorithm is a tool for the iterative cornputation of 
n1axirnurn-likelihood estimates that is very useful to apply in situations where the 
estirnation of ML can be simplified by ( artificially) considering the observed data 
as incomplete data, so that the complete-data likelihood has a nice form and the 
complexity of the estirnation can be reduced with respect to the one required by 
the incornplete-data likelihood. In the following we will briefly describe the theory 
behind the algorithm and some of its properties; more details can be found in [6], 
[28] and [19]. 
Let Y be the random vector corresponding to the observed (incomplete) data 
y E Y an d suppose that i t has density g(y; </J), where </J is a vector of unknown 
parameters to determine in the parameter space .P. Let x E X be the vector of the 
(augrnented) complete data, and let f(x; </J) be the density of the randon1 vector X 
corresponding to x. We assume that there is a mapping 1r : X ~----+ Y that express 
the fact that we don't observe directly x, but, for an observed y, we have a subset 
X(y) ={x E X l n(x) = y} of possible outcornes of the cornplete data. Then the 
relation between the incornplete-data and the complete data densities is given by: 
g (y ; <P) = r f (x ; <P) dx. 
lx(y) 
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The goal of the EM algorithrn is to find a value of ljJ which rnaxirnizes L( ljJ) := 
g(y; ljJ) using iteratively the complete data log-likelihood function log Le( ljJ) := 
log f(x; ljJ ). Since log Le( ljJ) is not deterrnined because we don't have x, we re-
place it with its conditional expectation given the observed data y, and using an 
initial value for the pararneter l/J. 
More precisely, suppose that ljJ(P) denotes the current values of the pararneters 
after p iterations of the algorithrn. Then the p + l values are cornputed using the 
following two steps: 
Expectation-step: cornpute 
Q( l/1, l/J(p)) := lE[log Le( l/J) l y; ljJ(P)] = lE[log f (X; l/J) l y; l/J(P)] ( 4.2) 
Maximization-step: choose l/J(p+l) such that: 
Q ( ljJ (p+ 1) , ljJ (p) ) ~ Q ( ljJ, ljJ (p) ) V l/J E <l>. (4.3) 
Proposition 4.1.1. The sequence {L( l/J(k)) }k;::o is monotone increasing. 
Proof. The conditional density of X given Y = y is: 
k( l . A.)·= f(x; l/1) 
x y' 'Y . g(y; ljJ) 
So if we introduce H ( l/J', ljJ) := lE[log k(X l y; l/J') l y; l/J] we ha ve, for all l/1, l/1' E <P: 
H(l/1', l/1) = lE[log f(X; l/1') l y; l/J] -lE[logg(y; l/1') l y; l/1] = Q(l/1', l/1) -log L(l/1') 
and so 
2:0 by M-step 
Now observe that for any l/J, l/J' E <P: 
H ( l/J', ljJ) - H ( </>, ljJ) 
[ 
k(X l y; l/1') l ] 
=lE log k(X l y; ljJ) y; ljJ 
[
k(X l y; l/1') l ] 
::; log lE k (X l y ; ljJ) y ; ljJ 
= log r k(x l y; l/1') dx 
lx(y) 
=0 
and we have cornpleted the proof (using Jensen inequality). 
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So if {L( cp(k))} k~o is bounded, we ha ve t ha t L( <P(k)) ì L*. Which conditions 
ensure that {L( cp(k)) }k~o is bounded, and is L* a global or local maximurn of L( <P), 
or only a stationary point? The main result to this questions is the following theorem 
(see [28, Theorem 2]): 
Theorem 4.1.2. Suppose the following conditions hold: 
i) 4> ç JRd; 
ii) 4> cl>o := {<P E 4> : L( <P) 2: L( cp0 )} ç in t( 4>) and is compact for any L( cp0 ) > 
-oo; 
iii) L is continuous in 4> an d differentiable in in t( 4>). 
Then {L( cp(k)) }k~o is bounded above for any <Po E 4>. 
lf in addition Q( <P', <P) is continuous in both <P' and cp, then L( <P) ì L* = L( cp*) 
for some stationary point cp*. 
Convergence t o local maxima of L( <P) can be obtained with more restrictive 
conditions; see again [28] for details. A special case is the following: 
Theorem 4.1.3. Suppose that L( <P) is unimodal in 4> with cp* being the only sta-
tionary point, and that DQ~~,'cl>) is continuous in cp' and cp. Then { <P(k) }k~o converges 
to the unique rnaximizer cp* of L( <P). 
4.1.1 The regular exponential family case 
In the case t ha t f (x ; <P) has the regular exponential family form 
f(x; <P)= b(x) exp(cpTt(x))/a(cp) 
where t(x) is a vector of complete-data sufficient statistics, b(x) and a( <P) are scalar 
functions, and 4> = {<P E JRd : fx b(x) exp( <P T t(x)) dx < +oo }, i t is possible then to 
simplify the Expectation and Maximization steps. In fact observe that: 
JE[t(X); <P] 
= a(~) L b(x) exp(cf>Tt(x))t(x) dx 
1 r a 
= a( <P) lx b(x) acp exp(cpTt(x)) dX ( 4.4) 
1 a 
= a(cp) acp a(cp) 
a 
= acp log a( <P). 
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Now assume that qy(P) denotes the current values of the parameters after p iter-
ations of the algorithm. To compute the p+ l values we have to maximize w.r.t ljJ 
the function Q( l/J, qy(P)) that in this case is given by: 
Q( 1/J, 1/J(P)) =lE [ log c(X) e~~Tt(X))) l y; 1/J(p)] 
= IE[logb(X)I y; qy(P)] +IE[lfJTt(X)I y; qy(P)]- IE[loga(l/J)I y; qy(P)] (4.5) 
independent from cp 
= IE[log b(X) l y; qy(P)] + ljJ TIE[t (X) l y; qy(P)] - log a( ljJ). 
Then we see, by differentiating ( 4.5) taking into account ( 4.4), that maximization 
is equivalent to solve for ljJ the system of equations 
IE[t(X)I y; qy(P)] = IE[t(X); l/J] (4.6) 
The two steps of the algorithm become then: 
Expectation-step: estimate t(P) by: 
(4.7) 
Maximization-step: determine l/J(p+l) solving the equation: 
IE[t(X) l l/J] = t(P). (4.8) 
4.2 Application to Multidimensional Urn Scheme 
Following the notation of the the previous section, we consider our observed data 
given by y = (y1 , ... , Ym), where Yi = (lil, ... , lik) for i = l, ... , m and m is the 
t o tal number of observations. As complete data we consider x = (x 1, ... , Xm), where 
Xi = (Pil, ... , Pik, li l, ... , lik) with PiJ the i-t h ( unknown) realization of the randorn 
variable Pj. Sin ce our goal is the MLE of the parameters a = ( a1, ... , ak+ 1) of 
g(y; a) = IJ~1 gi(Yi; a) where 9i is given by equation (3.9)\ to fit our situation in 
the EM algorithm, we consider as sampling density f(x; a) = TI~1 fi(xi; a) where 
1 W e are assuming here that our data are realizations of independent identically distributed 
random vectors (Nb ... , Nk)· 
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\Ve can so irnrnediately observe that f belongs to the regular exponential farnily: 
in fact we can write: 
So we have that: 
so that the statistics of our interest are given by tj(x) = I:;:1logpij for j = l, ... , k 
and tk+I(x) = I:::1log(l- Pil- · · ·-Pik)· 
For the E-step of the algorithrn we have then to cornpute the conditional expec-
tations 
JE[tj(x)ly, (ab ... , ak+I)] = I:;:1lE[logpijiY, (a1, ... , ak+I)] for j =l, ... , k and 
JE[tk+l (x)ly, (al, ... , ak+I)] = I:::1lE[log(l- Pii-···-Pik)iy, (a1, ... , ak+l)] 
The conditional density in our case is given by 
w h ere 
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Hence we obtain: 
JE[logpijly, (a1, ... , ak+l)] = 
rl rl-Pi1 rl-Pi1-···-vi,k-1 1 k ( l ( ))d d _ Jo Jo · · · Jo ogpij i x a1, ... , ak+l Pik · · · Pil ( 4.10) 
rl rl-Pi1 rl-Pil_ .. ,_Pi,k-1 k ( l ( ))d d Jo Jo · · · Jo i x a1, ... , ak+l Pik · · · Pi1 
To see how things work in practice, we consider the case k = 3. We use the facts, 
analogous to what we used in equation (3.9), that: 
an d 
l-a logp pk-l(a + p)m(l- a- p)"-ldp 
= f (~) (1- a)k+j+n-lam-j B(k + j, n) [log(1- a)+ D(k + j, n)] 
j=l J 
ll-a log(l- a- p) pk-1 (a+ p)m(l- a- Pt-1dp 
= f (~) (1- a)k+j+n-lam-j B(k + j, n) [log(1- a)+ D(n, k + j)] 
j=l J 
( 4.11) 
(4.12) 
r'(a) f'(a + /3) 
where D( a, f)) := -( -) - ( ) . Since we ha ve already computed the denoini-
ra fa+/3 
nator of ( 4.10) when we have cornputed the joint default probability in (3.9) we can 
proceed in the same way to compute the numerator; we do it explicitly for j = 3 
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(and suppress index i for ease of notation): 
{l {l-pl {l-pi-P2logp3 p~l-1p~2-lp~3-1 (1- P1- P2- P3)a4-l 
.lo .lo .lo 
xpi1 (1- Pl)n1 -h(P1 + P2)12 (1- P1- P2)n2- 12 (Pl + P2 + P3)b(l- P1- P2- P3)n3 -bdp3dp2dP1 
= .{ .lt-p, pf'- 1P~2- 1P~' (1- PI)n'-lt(Pl + Pd2 (1- P1- P2)n2-h 
X L [.3 (Pl + P2)l3-)I (l - Pl - P2)a3+ct4+n3-b+)I -l [3 ( ) 
)1=0 ]l 
xB(a3 + J1, a4 + n3- l3)D(a3 + J1, a4 + n3 -l3)dp1dP2 
(4.13) 
We see that the first surnmand leads to the same result as in (3.9) with the additional 
term D(a3 + j 1 , a 4 + n3 - l3 ), while for the second in evaluating the integrai with 
respect to p2 we get that it splits again in a sum of two terrns, and at the end we 
get: 
( 4.14) 
w h ere 
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lz+l3-j1 (l + l . ) 
x L 2 ~ - 11 B ( 0:2 + j2, 0:3 + 0:4 + n2 + n3 - l2 - l3 + J1) 
)2=0 ]2 
xB(o:1 +h+ l2 + l3- j1- j2, 0:2 + 0:3 + 0:4 + n1- h+ n2 -l2 + n3 -l3 + j1 + J2) 
xD(o:2 + o:3 + 0:4 + n1 -l1 + n2 -l2 + n3- l3 + j1 + j2, o:1 +h+ h+ l3- J1- J2) 
Analogously for the other statistics of our interests we get: 
11 il-p1 .il-pl-P2 logp2 P~1 - 1P~2 - 1P~3 - 1 (1- P1- P2- P3y~4 - 1 o . o o 
xpi1 (1- Pl)n1-l1 (Pl + P2)t2(1- P1- P2)nz-l2(Pl + P2 + P3)b(1- P1- P2- P3)n3 -l3 dp3dp2dP1 
=B1 + B2 
( 4.15) 
where 
lz+b-jl (l + l . ) 
x L 2 ~- 11 B(o:2 + j2, 0:3 + 0:4 + n2 + n3- l2- l3 + jl) 
)2=0 ]2 
xD(o:2 + j2, o:3 + 0:4 + n2 + n3- l2- l3 + jl) 
xB(o:1 + l1 + l2 + l3- j1- j2, o:2 + 0:3 + 0:4 + n1- h+ n2 -l2 + n3 -l3 + j1 + j2) 
and B2 = C3; 
rl rl-pl rl-pl-P2 
lo lo lo logpl p~l-lp~z-lp~3-1(1 - Pl - P2- P3y~4-l 
xpi1 (1- Pl)n1 -h(Pl + P2)lz(1- P1- P2)nz-l2(Pl + P2 + P3)h(1- P1- P2- P3)n3 -bdp3dp2dP1 
=C 
( 4.16) 
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w h ere 
an d the las t: 
( 4.17) 
w h ere 
and E2 = A2, E3 = A3. 
We see that when we compute the conditional expectation of the j-th statistic, 
with j = l, ... , k, we obtain a sum of j tern1s, the first containing the D function in 
the k +l- j entry of the nested sums, with the same argurnents of the E function, 
an d the other terms containing the D function respectively in the k + 2 - j, ... , k 
entries of the nested sums, with argurnents exchanged w.r.t. the E function. For 
the conditional expectation of the k + l statistic we obtain a surn of k terrns, each 
containing the D function in the l, ... , k entri es of the n est ed sums, with argurnents 
exchanged w.r.t. the E function. 
Now for the M-step of the algorithm we have to compute the unconditional 
expectations IE[tj(x)l(al, ... , ak+r)] for j =l, ... , k and IE[tk+r(x)l(al, ... , ak+r)] = 
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L:1 lE[log(1 -Pii - · · ·-Pik)iy, (al, ... , ak+I)]. Since the statistics don't depend 
on the variables (ln, ... , hk, ... lmb ... , lmk) we have that: 
m 
i= l 
m {Pii rl-Pii-···-Pi,k-1 
=L lo ... lo logpij 
i=l o o 
r ("k+l ) D ·-1 aj 
)- (\:}-l Qk-1 (1 )Qk d d 
x f17::!
1
1 r( aj) P il . · . Pik - Pil - · · · - Pik +l Pik · · · Pil 
= mD(aj, a1 + · · · + ak+l) 
(4.18) 
Analogously we have that JE[tk+1(x)l(a1, ... , ak+I)] = mD(ak+l, a1 + · · · + ak+I)· 
So, the algorithm in our case works in this way: suppose that ( a~o), ... , ak~1 ) 
are our starting values of the parameters, for exam8le given by moment estimation; 
then the new values of the parameters ( a~l), ... , ak~I) are given by the solutions of 
the following syste1n: 
( 
(1) (1) (l) (1) ) ( (O) (O) ) 
mD al 'a2 + a3 + ... + ak+l =il al ' ... 'ak+l 
( 
(l) (1) (1) (1) ) ( (O) (O) ) mD a 2 , a 1 + a 3 + · · · + ak+l = !2 a 1 , ... , ak+l (4.19) 
( 
(l) (l) (l) (1)) _ ( (O) (O) ) mD ak+l, a 1 + a 2 + · · · + ak - fk+l a 1 , ... , ak+l 
w h ere fj ( a~o), ... , ai~1 ) are the values of the conditional expectations f the statistics 
with respect to the starting values of the parameters, that can be computed using 
formulas analogous to the ones seen for the 3-dimensional case in equations (4.14), 
(4.15), (4.16) and (4.17). 
4.3 Application to Iterative Urn Scherne 
Here we don't give all the details of the application of the EM algoritlun to the 
iterative urn scheme, since the steps are quite similar to the ones in the previous 
section. We limitate to the case k = 3 to show how the procedure works, the 
generalization for k > 3 is obvious. 
As complete data in this case we consider xi= (Pil, ... ,Pi3, lil, ... , li3) with Pij 
the i-th (unknown) realization of the rando1n variable Pj. The sampling density is 
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then given as before by the product of m terms fi(xij(ab {31, ... , a 3 , {33 )) defined by: 
Ji(xij(o:1, /31, ... , a3, {33)) = 
B(a~, ,BJ)P~'-1(1- j};1)1h-1 B(a~, ,e2/rr1(1- jJ;2)il,-1 B(a~, ,63/rrl(l- j};3)il3-l 
( 4.20) 
It is easy to show that fi(xij(at, {31, ... , a 3 , {33)) stili belongs to the regular expo-
nential family, and that the sufficient statistics are given by t2j+1(x) = 2::~1 logjjij 
for j =O, l, 2, corresponding to the parameters a 1, a 2, a 3 , and t2j(x) = 2::~1 log(l­
Pij) for j = l, 2, 3 corresponding t o the parameters {31, {32, {33. 
For the computation of the conditional expectations of the statistics it is easy 
t o see t ha t, analogously t o w ha t we ha ve don e in the multidimensional case, for 
example for t5 (x) we have to cornpute, for the term corresponding to the nurnerator 
in ( 4 .l O) ( we su ppress in d ex i for ease of notation): 
( 4.21) 
x 
1~ (z j 2 . ) B(a2 + l2 + .i1- .i2, f12 + n3 + n2 -l2- .i1) 
)2=0 2 + Jl 
xB(a1 + l1 + .i2,{31 + n1 + n2 + n3 -l1- .i2) 
This is much easier than in the rnultidimensional urn scheme, and analogously 
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for t6 (x) we get: 
( 4.22) 
x 
1f (
1 
j
2 
. ) B ( a2 + l2 + J1 - J2, !32 + n3 + n2 - h - jl) 
]2=0 2 + .Jl 
xB(a1 +h+ J2, !31 + n1 + n2 + n3- h- J2) 
We see then that computing conditional expectations of the statistics requires 
only to rnultiply one term of the nested surns, the one with parameters "pointed" 
by the statistics, by the D function with the same arguments of the B function if 
the statistic corresponds to an aj parameter, or by the D function with argurnents 
exchanged w.r.t. the B function if the statistic corresponds to a /3j parameter. 
For the unconditional expectations of the statistics again, as for the multidimen-
sional urn scheme, since they don't depend on the variables (ln, h2, ... , lm2, lm3), we 
get that 
E[t2j+l (x) l ( a1, ... , /)3)] = mD( a2j+l, f32j+l) 
for j = O, ... , k - l and 
for j = l, ... , k. 
So, the algorithm in our case works in this way: suppose that (aio), ... , /)~0)) 
are our starting values of the parameters, for exarnble given by moment estilnation; 
then the new values of the pararneters ( ai1), ... , /)3
1
)) are given by the solutions of 
the following system: 
( 
(1) (l)) ( (O) (O)) mD a 1 , /31 = !1 a 1 , ... , /J3 
( 
(1) (1)) ( (O) (O)) mD /31 , a 1 = !2 a 1 , ... , /33 
( 4.23) 
mD(a~l), /3~1 )) = f5 (a~0), ... , /3~0)) 
mD(/3~1)' a~l)) = f6(alo)' ... '/J~o)) 
w h ere fj (aio), ... , j3~0)) are the values of the conditional expectations of the statistics 
with respect to the starting values of the parameters, that can be cornputed using 
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the fonnulas just seen. We see then that this system is rnuch sirnpler than the 
one seen for the multidirnensional urn scheme, since instead of solving a systern of 
2k equations in 2k unknowns we have only to solve k independent systems of two 
equations in two unknowns. 
4.4 Application to probit-normal model 
We recall here the fonn of the joint default probability for the probit-normal model 
seen in example 2.3.3: 
IF[N1 = l1, ... , Nk = lk] 
= .l:oo tJ ( 7;) ( ( <I>(Mi + a1z) )1i ((l - <I>(Mi + a1z) )"r 1i <P( z) dz. (4.24) 
It is natural then to take again as cornplete data Xi = ( Zi, li1 , ... , lik) where Zi is the i-
t h realization of the randorn variable W i, an d as complete data density fi (xi; J.L, o-) = 
I1~= 1 (7ii;) ( ( <I>(ttj + ajzi) )lij ( (1- <I>(ttj + O"jZi) )nij-lij cp(zi)· Unfortunately in this case 
the cornplete data log-likelihood function log f (x; J.L, o-) = log [I1::1 !i (xi ; J.L, o-)] 
does not belong to the regular exponential class. We have then to apply the EM 
algorithm in its generai form and to compute the function Q( (J.L, o-), (J.L', o-')) t ha t 
in this case has the quite cornplex fonn 
Q((J.L, o-), (J.L', o-')) 
~ j+oo 1 [IIk (""'( ))l·. (1 ""'( ))n· ·-l··] fi(xi; J.L', a-') d = og '±' f.i,j + O"jZi tJ - '±' f.i,j + O"jZi tJ tJ • ' ' Zi 
·_1 -oo ._1 gi(Yi, J.L, O") 'l- J-
( 4.25) 
where gi(Yi; J.L1 , o-') is the density of our observed data Yi = (li1, ... , lik) given by 
( 4.24), an d numerica! integration cannot be avoided since we couldn't find any sirnple 
analytical expression of the integrai in ( 4.25). A t every step we have so to rnaximize 
Q( (J.L, o-), (J.L', o-')) with respect to J.L, o- an d so the numerica! cornplexity of the ML 
estimation seems to be increased. We can however use in this case the generalized 
version of the EM algorithn1 (GEM) for which in the M-step it only necessary to 
find </J(p+l) such that Q(</J(v+l), <!J(P)) > Q(<!J(P), <!J(P)). For a GEM algorithrn the 
proposition 4.1.1 is stili true and so again we obtain an increasing sequence of value 
of the likelihood; under sorne regularity conditions it also possible to prove the 
convergence to a stationary point <jJ* (see [28]). 
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Chapter 5 
Calibration of the models 
In this chapter we discuss the calibration of the models presented in the previous 
chapters, using the data frorn Standard & Poor's report [27]. For every rating we are 
given the number of firms and defaults for the years 1981-2002, see table 5.1. Since 
the AAA-rating showed no default in the data, we considered only the six rating 
class from AA to CCC in our estimations. Our main purpose has been to try to do 
a rnaximurn likelihood estirnation of the parameters of the models through the use 
of the EJ\;1 algorithrn shown in the previous chapter. 
5.1 Multidimensional Urn Scheme 
Since the speed of the convergence of the EM algorithm is very sensible with re-
spect to the starting values, it is very irnportant to choose then1 carefully. For the 
multidimensional urn scheme we observe that since 
l n 
P1 + · · · + P· = lirn - ~ (X· 1 · · · +X· ·) . J L......t ~, ~,J 
n-+oo n) 
i= l 
we can take, for nj large, lj/nj as realization of P1 + · · · + Pj, l ::; j ::; k. Hence 
( 
lr l2 lr lk lk-1 ) ---- ----
nl ' n2 n 1 ' · · · ' nk nk-I 
are realizations of (P1 , ... , Pk) rv Dk+r(ctr, ... , ak+I)· 
We can so try to get our starting values by statistica! calibration of the underlying 
Dirichlet distribution. 
We did it in two ways: 
l) First we estirnated a 1 , ... , ak+l by the method of rnoments. For j = l, ... , k 
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we denote the first order sample mornents from the observations as 
MJ = !__ f (~ _ li,j-1 ) 
m i=1 ni,j ni,j-1 
and the second order sample moments as 
where li,olni,o = O by definition. 
W e can then equa te the theoretical moments given by IE[ Pj] = aj l a and lE[ P]] = 
aj ( aj + l) l (a( a + l)) to the sample rnoments to get the moment estimates. 
2) Then we estimated a 1, •.• , ak+1 by the maximum likelihood method. Since the 
density of the Dirichlet distribution is given by equation 3.5, then the log-likelihood 
function is: 
l(o:t, ... 'O:k+l) = f log [ k~l(o:) . fì (nli:J - ~:J-1) aj-1] ' 
i=1 rrj=l r( a]) j=1 t,] t,y-1 
where li,olni,O = O and li,k+rlni,k+1 = l. 
We checked that the better estimates as starting values were the ones obtained 
by the method of moments; the values obtained are shown in table 5.2. Note that 
sin ce we ha ve to estimate k +l parameters an d we ha ve t o our disposal 2k equations, 
we have chosen to do k different estimation of the parameters using in each of them 
the k equations for the first order moments an d o ne equation for the r- t h second 
order moment. 
We then applied the EM algorithm to maximize the log-likelihood function de-
duced by equation (3.9) using the procedure described in section 4.2. First we tried 
with groups of three ratings, keeping into account equation (3. 7) so that for exarnple 
(PAA, PA, PBBB) rv D4(ar, a2, a3, a4 + ... + a7 ). 
We noticed that there is a kind of monotonicity relation between the group of 
rating classes and the second order rnoment used for the parameters estimation; that 
is the estimates obtained using the first component second order sample rnornent 
were better for the maximum likelihood estimation of AA-A-BBB group, and the 
ones obtained using the sixth component second order sample moment were bet-
ter for BB-B-CCC group. For the nurnerical computation, we first tried to use 
Mathematica 5.0®, but we soon saw that this was not feasible due to the time re-
quired for the computation of right end si de of system ( 4.19). So we implernented 
the algorithm in a C++ program1. For the computation of values of Garnma and 
1 W e tried also with Fortran 95 but the program in C++ turned out to be faster in the computer 
to our disposal 
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related functions and for the solution of the system ( 4.19) we used sorne routines 
provided by the GNU Scientific Library(see (13]); in particular for the solution of the 
systern we used an irnplernentation of M. J. D. Powell hybrid rnethod for nonlinear 
equations (see [22]). As stopping criteria for the algorithm, we checked at every 
step both the difference between the values of the log-likelihood and the Euclidean 
distance between the vectors of expectation and covariances of underlying Dirichlet 
distribution. For the simple case of groups of three rating classes we could so get 
very fast results, and they are shown in table 5.3. 
We tried then to do the same for the groups BBB-BB-B-CCC and A-BBB-
BB-B-CCC rating class, that have the biggest number of defaults, which is the 
parameter that rnostly influence the time of the computations, and we have been 
successful in a "reasonable" time in these cases too; the results are shown in table 
5.4. The tirnes required for the computation has been three hours for the BBB-
BB-B-CCC group and one day and a half for the A-BBB-BB-B-CCC group. 
5.2 lterative Urn Scheme 
As for the multidimensional urn scheme, we first estimateci the parameters o:1 , f3r, ... , ak, (Jk 
trough the underlying generalized Dirichlet distribution. In fact since the joint de-
fault probability has a Bernoulli mixture model representation in terms of ( Q1, ... , Qk) rv 
GDk(a1 , ;31 , ... , ak, (Jk) as seen in section 3.2.2, in analogy to what we have done in 
section 5.1 we can take 
as realizations of (Q1 , ... , Qk)· 
Inspirated by the results seen in previous section we did only the method of 
mornents estimation. For j = l, ... , k, the sarnple rnean and variance are given by 
Ei = !_ f (~ - lj-1 ) 
m i=l ni,j nj-1 
Vj =_l_~[(~_ li,j-r) _ E
1
]
2
' 
m -l~ n·· n· ·-1 i=l Z,J 't,) 
where li o/ni o = O , , 
By equating the sample moments with the theoretical ones seen in equation 
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(3.16) and solving for aj and (3j we get: 
(5.1) 
where Kj = TI~~=l f3m/(am + f3m), Ko = l and Mj = TI~=1 [(f3m + 1)/(am + f3m + 1)], 
lvf0 = l. Since every equation for aj and (3j depends only on a 1 , ... , aj-i and 
(31 , ... , f3j-I, we can iteratively solve them beginning with j =l. 
We did the estimation for four groups of consecutive rating class (AA-A-BBB-
BB-B-CCC A-BBB-BB-B-CCC BBB-BB-B-CCC and BB-B-CCC) since by 
' ' ' 
the way in which the parameters are calculated through equations (5.1), this allows 
to obtain also moment estirnates for the other groups of three rating classes that we 
later maximized trough the EM algorithm. The results are shown in table 5.5. 
Then we applied the EM algorithm to maxirnize the log-likelihood function de-
duced from equation (3.14) using the procedure described in section 4.3. Again we 
wrote a C++ program to implement the procedure, and we first tried with groups 
of three rating classes. The results are shown in table 5.6. 
Then we tried to do the same for the groups BBB-BB-B-C and A-BBB-BB-B-
C, using as starting values the maximum likelihood estimates of the corresponding 
parameters in view of the sirnilarity seen in table 5. 5. The results are shown in table 
5.7. The use of the EM algorithm has produced a great improvement in terms of 
the time needed for the computation: in fact, in cornparison with [26], w h ere i t was 
needed one day for the group BBB-BB-B-C and one week and a half for the group 
A-BBB-BB-B-C, in our case it took respectively only two hours and two days. On 
one hand we have to say that probably the computer used in this case was faster 
than the one used in [26]; on the other hand we remark that the data that we used 
for the calibration of the model showed a greater number of defaults in almost every 
year and every rating class, due to the yearly update of the internai Standard & 
Poors database, and and the models are very sensible to this parameter in terms 
of the complexity of the log-likelihood function and consequently of the functions 
involved in the E~1 algorithm procedure. 
5.3 Probit-normal model 
In this case again as starting values for the algorithm we used the rnethod of mo-
rnents estimations. Observe that since the randorn default probabilities in the vari-
ous groups are given by Qj('ljJ) = iP(JLj +aj'ljJ) we can take cp- 1 (lj/nj) as realizations 
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of p,j + aj'lj; rv N(p,j, aJ) and then calculate the usual mornent estimates fora gaus-
sian randorn variable: 1ij = frt l:Z:1 <P-- 1(lij/nij) and aJ = ~ l:Z:1 (<P- 1(lij/nij)-
l:Z:1 <P- 1 (lij/nij)) 2 . Then we have applied the El\1 algorithm, but in this case it 
hasn't proved to be very efficient, and the process of calibration has been quite tinre 
consuming. Due to time constraints we could do the estimation only for groups 
A-BBB-BB, BBB-BB-B and BB-B-C; the results are shown in table 5.8. 
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1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 
AAA finns 93 94 116 138 103 125 145 159 171 171 183 
defaults o o o o o o o o o o o 
AA firms 204 225 247 299 341 371 377 384 388 412 423 
defaults o o o o o o o o o o o 
A firrns 485 477 458 462 505 560 518 515 570 592 609 
defaults o l o o o l o o o o o 
BEE firms 273 290 303 300 278 302 321 331 343 359 389 
defaults o l l 2 o l o o 2 2 3 
BE firms 222 167 171 172 198 224 264 285 276 283 237 
defaults o 7 2 2 3 3 l 3 2 lO 6 
B firms 90 161 156 180 207 293 358 415 416 367 289 
defaults 2 5 7 6 12 24 12 16 14 31 39 
CCC firms 11 13 15 19 18 17 63 58 55 46 60 
defaults o 3 o 3 2 3 6 12 16 14 19 
1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 
AAA firms 202 208 206 210 205 199 203 193 188 181 184 
defaults o o o o o o o o o o o 
AA firms 480 514 530 550 561 586 612 632 643 604 600 
defaults o o o o o o o l o o o 
A firrns 688 768 847 1025 1089 1161 1198 1227 1223 1234 1260 
defaults o o l o o o o l l 3 l 
BEE firms 409 475 544 650 732 846 1010 1089 1160 1282 1383 
defaults o o o 2 o 3 4 2 4 5 16 
BE firms 244 291 379 433 477 557 663 793 884 920 902 
defaults o l l 4 3 l 5 9 lO 26 26 
B finns 226 237 344 406 442 479 701 903 960 933 838 
defaults 16 6 9 17 12 16 32 62 74 100 71 
CCC firms 50 49 26 29 29 28 33 74 87 116 184 
defaults 12 6 4 7 l 3 11 23 26 50 80 
Table 5.1: Data from Standard & Poor's Special Report [27] 
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2nd l\!Io ar a2 &3 a4 a5 a6 a7 
6th 0.00078 0.00414 0.02840 0.10888 0.45526 1.68344 8.6315 
5th 0.00443 0.02333 0.16018 0.61408 2.56768 9.49468 48.6821 
4th 0.00706 0.03720 0.25547 0.97936 4.09506 15.1426 77.6405 
3th 0.02057 0.10842 0.74452 2.85421 11.9344 44.1307 226.271 
2nd 0.04595 0.24212 1.66265 6.37398 26.6518 98.552 505.306 
1st 0.04754 0.25053 1.72046 6.59561 27.5785 101.979 522.876 
Table 5.2: Cornparison of the moment estima t es for the multidimensional urn scheme 
with different second order sample mornents. 
al &2 a3 a4 Loglike 
AA-A-BBB 0.145251 0.527336 3.26885 1197.91 -59.1917 
A-BBB-BB 0.292419 1.00181 3.12502 352.522 -112.106 
BBB-BB-B 0.664552 1.41154 6.67936 146.846 -171.191 
BB-B-CCC 1.07227 3.08588 12.9567 53.7531 -200.273 
Table 5.3: Maximurn likelihood estimates for the multidirnensional urn scheme via 
the EM algorithm for groups of three different ratings. 
A-BBB-BB- BBB-BB-B-
E-CCC ccc 
al 0.175989 0.49368 
a2 0.444428 0.940949 
a;~ 1.13056 4.06962 
a4 5.01342 17.6662 
a5 21.6164 71.4711 
&6 88.4868 
Table 5.4: MLE estirnates for the multidimensional urn scheme via the EM algorithrn 
for the groups of A-BBB-BB-B-CCC and BBB-BB-B-CCC ratings. 
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AA-A-BBB- A-BBB-BB- BBB-BB-B- BB-B-CCC 
BB-B-CCC E-CCC ccc 
0:1 0.0453794 0.344364 0.974863 1.21783 
!31 630.909 763.35 318.281 92.2378 
0:2 0.289133 0.764108 0.96496 2.68283 
!32 698.256 286.875 94.94 60.6776 
0:3 0.764108 0.964959 2.68282 1.82676 
(33 286.763 94.9366 60.6742 9.633317 
0:4 0.964933 2.68282 1.82673 
!34 94.7508 60.718 9.63242 
0:5 2.68237 1.8267 
(35 60.1925 9.63165 
0:6 1.80991 
(36 9.12122 
Table 5.5: Moment estimates for the iterative urn scheme via the generalized Dirich-
let distribution for the groups of AA-A-BBB-BB-B-CCC, A-BBB-BB-B-CCC 
and BBB-BB-B-CCC ratings. 
AA-A-BBB A-BBB-BB BBB-BB-B BB-B-CCC 
0:1 1.06397 2.37793 1.67204 1.77055 
(31 10424.6 4635.29 493.504 134.237 
0:2 1.92413 1.27116 1.18086 4.11124 
!32 4735.66 443.612 123.711 90.1223 
0:3 l. 71035 1.31964 4.42703 2.82681 
(33 613.042 139.403 96.2997 12.7833 
Table 5.6: Maxirnum likelihood estimates for the iterative urn scheme via the EM 
algorithrn for the groups of AA-A-BBB, A-BBB-BB, BB-B-CCC and BB-B-
CCC ratings. 
66 
5.3. Probit-normal model 
A-BBB-BB- BBB-BB-B-
E-CCC ccc 
(}:'1 1.43955 1.66868 
(31 2821.65 492.468 
(}:'2 1.25883 1.18321 
(32 441.523 123.992 
0:'3 1.18784 4.10329 
(33 124.159 89.5257 
0:'4 4.10343 2.82995 
(34 89.5244 12.7955 
(}:'5 2.82984 
(35 12.7951 
Table 5. 7: MLE estimates for the iterative urn sche1ne via the EM algorith1n for the 
groups of A-BBB-BB-B-CCC and BBB-BB-B-CCC ratings. 
A-BBB-BB BBB-BB-B BB-B-CCC 
p,1 -3.37443 -2.83689 -2.41171 
O"] 0.182004 0.150314 0.157832 
fl2 -2.80579 -2.40498 -1.69918 
a2 0.19844 0.191799 0.135619 
/13 -2.35216 -1.6861 -0.880764 
0"3 0.241955 0.15961 0.213488 
Table 5.8: lVIaxirnum likelihood estimates for the probit-nonnal rnodel via the ElVI 
algorithrn for the groups of A-BBB-BB, BBB-BB-B and BB-B-CCC ratings. 
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Chapter 6 
Comparison of the models 
With the results obtained in the previous chapter we want now to draw some con-
clusions about the two models analyzed, and also in comparison with a model for 
defaults in severa! groups based on independent Polya's urns. 
6.1 Dependence between the different ratings 
To see how the models describe the dependence between the ratings, we calculated 
the total number of defaults in groups of three different ratings. If the defaults 
between the ratings are positive dependent modelled by the three models considered, 
then the default probabilities should, compared with the independent beta mixtures 
model, be larger near zero and in the tail. To avoid having one rating dominate the 
number of defaults, we took a portfolio of firms with the same expected number of 
defaults in each rating. The results are shown in figures 6.1-6.3. 
We can see that the multidimensional urn scheme show in ali figures larger 
default probabilities in the right tail; the iterative urn scheme also shows larger 
default probabilities than the independent beta mixtures model but the difference 
is small; the probit-normal model is the one that shows the smallest probabilities, 
especially for groups with expected larger number of defaults. Instead in the left 
tail, that is for probabilities near zero, the rnodel that show the largest default 
probabilities is the probit-normal one, but the multidimensional urn scheme is quite 
near to it. 
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Figure 6.1: Thc distribution of thc totaì nnn1bcr of dcfauìts in a group of 6103 A-, 
1379 BBB- PJld 753 BB-rated finm·L 
6,2 Cotilparisoil with the Uata 
Then we plotted the distribution function of the total number of defaults in the 
different models~ to compare them with the ernpirkal distrihution fnnction from the 
data. To build the latter, for the groups of three rating cla..~se..~ we scaled the data 
of defaults for each ratin,g according to the average number of firms in the rating. 
The results are shown in figures 6.4-6.6. 
We notice that for srnall nnmhers of defanlts the prohit-normal mode] seems to 
fit the data better, but for large number of defaults instead the probit-normal model 
is the one that fit \vorse the data while the multidimensional um scheme seems to 
fit better, and this is especially tnie when considering groups of lower ratings. 
6 .. 3 Conclusions 
As we have mentioned before latent variable models are quit problematic to statis-
tica] calihratt\ and so it seems hetter to rewrite them a.s Rernonlli mixtnre ones for 
this purpose. The use of the E1YI algorithm seen1s natural in the realm of Bernoulli 
mixture models, since we can always complete our observed data with the real-
izations of the default random probabilities. In the case where the complete data 
log-likelihood belongs to the regular exponential family (multidimensional and it-
erative urn schen1e) i t ha..~ also showed to be fa..~ter an d more efficient then other 
approaches in the estimation of the parameters. This advantages seem to disappear 
instead when we are forced to use it in its generai (or generalized) form, so one has 
to be very careful about the decision of adopting it. 
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Figure 6.2: The distribution of the total number of defaults in a group of 1639 
BBB-, 525 BB- and 124 B-rated firms. 
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0.05 
o 20 40 
Independent Beta 
--- Iterative Urn Scheme 
Multidimensional Urn Scheme 
Probit-Normal 
60 80 
Figure 6.3: The distribution of the total number of defaults in a group of 661 BB-, 
170 B- and 41 C-rated firms. 
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Figure 6.4: Cumulative distribution of the total number of defaults in a group of 
794 A-, 594 BBB- and 411 BB-rateà finns. 
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Figure 6.5: Cumulative distribution of the total number of defaults in a group of 
594 BBB-, 411 BE- and 427 B-rated firms. 
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Fi,gure 6.6: Cumulative distribution of the total number of defaults in a group of 
411 BE-, 427 B-and 49 C-rated firms. 
74 
6.3. Conclusions 
As for the capacity of explaining the dependence between defaults in the rating 
classes and of fitting the data, it is not clear which mode! is the best. We see that 
the models which explicitly introduce contagion between defaults seems to behave 
better for large number of them, while the probit-normal mode! model is better for 
small number of defaults. Further investigation is needed to clarify these points, 
considering the whole set of rating classes from A to CCC, also to understand why 
the iterative urn scheme, that should contain the multidimensional urn scheme, 
seems to behave worse then the latter. 
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