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ABSTRACT 
The idea that dimers bound together by Van der Waals forces might 
be detected spectroscopically in compressed gases is probably as old 
as molecular spectroscopy. Back-of-the-envelope calculations show, 
however, that rotation vibration-transitions for such dimers would be 
expected to lie in the far infrared for absorption or correspond to 
small (roughly 20 cm -1
 ) frequency shifts for Raman scattering. 
In some cases, such low frequency transitions can be coupled to 
other, higher lying, vibrational or electronic transitions so that 
their observation is shifted into convenient experimental regions. 
However, recently experimental technology has advanced to the point 
where direct investigation of these low-lying spectral regions also is 
approaching routine. We consider the latter case here. 
Beginning about ten years ago far infrared measurements led to 
the discovery of "collision-induced absorption," which in a first 
approximation may be assumed to be due entirely to molecular collisions 
at energies too high for binding. Less than two years ago similar 
observations first were made in Raman scattering. We have completed a 
detailed theoretical study of these spectra, which shows that they are 
complex, and in general an intermixture of a part due to fly-by col-
lisions and a part due to dimers. 
The analysis begins by using known relationships between the 
spectroscopic moments and the statistical averages of certain dynamical 
quantities, but goes beyond the elementary treatment in that it considers 
a subdivision of two-particle phase space into a part due to fly-by
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collisions, a part due to bound diiners, and a part due to metastable 
dimers. This subdivision leads, among other things, to explicit for-
mulas for the spectroscopic moments of the dimer spectrum by itself, 
and it allows one, within the framework of any interaction model, to 
make quantitative predictions about the integrated intensity of the 
dimer spectrum, and the mean frequency and spectral half-width of the 
dimer band. 
Numerical calculations have been made for a large number of models, 
and are given in the form of reduced spectral moments as functions of 
reduced temperature. From these tables, it is possible to make accurate 
estimates of the parameters of both the far infrared and Raman spectra 
of gaseous dimers in specific systems. The results show that for some 
systems, but not all, dimers make important, although not necessarily 
well-separated, contributions to the spectrum.
1. INTRODUCTION 
The idea of detecting gaseous dimers,' bound.by
 Van der Waal's 
forces, must be as old as molecular spectroscopy itself. Certainly 
expression of this thought may be found in the early literature.2 
Nonetheless, reports of spectroscopic detection of such dimers appear 
to be rare. Elementary calculations indicate the reason for this. 
Thus, a glance at a table 3 of the well-depths	 of typical inter-
molecular potentials shows that for most molecules c 1k is of the 
order of 200°K (k is Boltzmann's constant). For such a well-depth we 
typically can expect about 10 to 50 bound vibrational levels, 4
 so that 
neighboring vibrational levels are typically 2°K to 40°K apart, which 
corresponds to vibrational transitions at frequencies in the range 
of 1.5 to 30 cm	 (CY = c/hc; h = Plank's constant, c
	 speed of light). 
Such a transition lies in the far infrared, a region which was experi-
mentally inaccessible until rather recently. Even the higher overtones 
of such a transition lie in this region. 
If such vibrational or vibration-rotation transitions are coupled 
to another transition at a higher frequency, they can be brought into 
frequency ranges which are conveniently accessible. For example, in 
the case of complexes of H2
 with noble gases, it is possible to observe 
simultaneous double transitions in which the complex undergoes a change 
of its vibration-rotation state while at the same time the vibration-
rotation state of the H 2
 itself undergoes a change. Since the latter 
has a fundañiental vibrational frequency of 4160 cm, the combined 
transition is in the range of 4160 ± a few hundred cm- , i.e., in the
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near infrared. Given apparatus of sufficient resolution and sensitivity 
(the latter since the spectra are weak) such transitions can be observed. 
This idea has been the basis of a number of experiments by Welsh and 
his co-workers, both on (H2 ) 2
 dimers 5 and H2
-noble gas complexes.6 
Similar experiments using hydrogen halides instead of hydrogen have 
been performed by Rank and his co-workers 7
 and others. 
Another possibility is to observe a double transition in which 
there.is
 a change in electronic state accompanying the change in rotation-
vibration state of the dimer. In this case, the experimental observation 
is shifted to the spectral region near the pure electronic 
transition, i.e., the visible or near ultraviolet. This idea was the 
basis for the recent experiments of Tanaka and Yoshino in which they 
observed the vibrational level spacing in Ar 2
 dimers using high resolu-
tion vacuum ultraviolet emission spectroscopy.8 
The experiments just cited are not trivial undertakings, for a 
variety of reasons best ascertained by referring to the original papers, 
and it was only as a consequence of considerable experimental expertise 
that they were successfully accomplished. At the same time,.there is 
still another method of observing these dimer spectra, and that is to 
simply look directly at the far infrared region or the corresponding 
Raman region, where the pure rotation-vibration spectra of these dimers 
should lie. The present paper shall consider this latter case, although 
it might be mentioned here that much of what follows might be generalized 
to the cases first cited.
It has only been during the last decade that experimental, technology 
has advanced to the point where study of the far infrared, which' we might 
define somewhat arbitrarily as the region between 1 cm- 1 and 300 cm , 
has begun to be commonplace, although it is still by no means routine. 
Similarly, in Raman spectroscopy, the scattered Raman light will be 
shifted off the exciting frequency by an amount Aa in the range of 
1 cm to 300 cm.-1
 . The possibility for experimental access to this 
region has existed for a number of years, the main requirement being 
sufficiently precise optics and sufficiently high dispersion to allow 
a clean separation of the Raman light from the high intensity Rayleigh 
light which is anomalously broadened by optical imperfections. The 
recent commercial availability of high quality double grating instru-
ments has greatly simplified the experimental problem. Most important, 
also, the development of commercial laser sources has renewed interest 
in Raman spectroscopy in general, 9
 providing as it does high intensity, 
polarized, and ultrasharp sources. Particularly, the 
definite polarization of the laser source, as distinguished
from the depolarized mercury arc source formerly most used, provides 
a striking advantage in the study of many dimers, since it turns out 
that the bulk of the scattered Raman intensity due to dimers is pola-
rized at right angles to both the incident beam and the Rayleigh 
scattering, thereby considerably improving the possibility of its 
detection. Such an advantage would not be available with a conventional 
mercury arc source. 
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The technology of far infrared and Raman spectroscopy has advanced 
to the point where examination of the question of effects due to weakly 
bound dimers is called for. This need has already been noted, 4,10 and 
direct calculations of bound dimer eigenfunctions and energy levels 
have already appeared. In this paper, we will consider an alternate 
approach to the problem, which provides less detailed but nonetheless 
very important information. In it, we will focus our attention on the 
spectroscopic moments. 
The subjects of collision-induced absorption and collision-induced 
Raman scattering have been under study for some time now. Following 
11 the pioneering work of Crawford, Welsh, and Locke , a number of addi-
tional experimentalists have undertaken study of this effect. 2 
Their work has been assisted considerably at the theoretical_level by 
the efforts of Van Kranendonk13
 and his co-workers, as well as by 
others. 14 
The bulk of the latter effort,was directed at questions of spectro-
scopic moments as would particularly be suited to examining questions 
of total intensity. Only more recently have efforts been directed 
toward more detailed questions of line shape, for which no complete 
analytic theory has yet appeared. In the Raman case, following an 
initial suggestion of experimental feasibility, 15 the first observations 
have only recently been made, 16 and additional experiments have already 
been reported)7 
In the vernacular of collision-induced absorption, one imagines 
the following to occur: A bimolecular collision takes place, in which
two molecules are infinitely far apart at time t = - 0O reach a distance 
of closest approach at some intermediate time, and diverge again to 
infinite separation at t + . During this collision either the dipole 
moment or the polarizability, or both, of the bimolecular complex varies 
in time, and this variation gives rise to the spectral features termed 
collision-induced absorption or collision-induced Raman scattering, 
according as the dipole moment or the pplarizability is the molecular 
characteristic of interest. The experimentally observed spectrum is 
due to the statistical summation over all classes of collisions of the 
appropriate radiative process. The statistical classification of a 
particular collision is given in terms of the energy, the magnitude of the 
angular momentum of the collision, the Euler angles of the collision 
plane, 18
 and one other variable, which may conveniently be taken to 
be the intermolecular distance r at some fixed time, say t = 0. 
Once the above-classification is noted, however, we perceive that 
it is insufficient to regard the total of the spectroscopic features 
described abqre as collision-induced, the reason being that the two-
particle phase space described in this classification in actuality 
consists of several subparts, some.of which correspond to bound molecular 
pairs, i.e., dimers, and not to the free collision partners projected 
in the original description. That is to say, any statistical description 
perforce includes both collision-induced effects and effects due to 
dimers. 
It will be the principle purpose of the present papers to disentangle 
these two contributions, and assess their relative importance both to
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various spectra which already have been observed as well as some 
which might be but as yet have not been observed. The-method we shall 
use to carry out this separation is -a subdivision Of. phase'pace first 
put forth by Stogryn and Hirschfelder. 19 In their papers, which were 
principally directed toward an. analysis of second .virial coefficients 
and transport properties, these authors showed that two-particle phase 
space could be neatly subdivided into several parts, and they gave the 
procedure for such a division. The parts considered were (1) bound. 
diiners (2) metastable dimers; (3) freeparticles. We shall review the 
precise definition of these parts below, but here only add that - 
we shall further subdivide class (3) following 
essentially their ideas. The primary difference between their work 
and ours lies in the fact that we shall deal with averages of different 
dynamic quantities then they dealt with, since we shall require those, 
averages appropriate for the spectroscopic features
	 of interest. 
The result of our labor, when finished, will be tabulations of the 
relative contributions of the various parts of phase space to .a wide 
class of spectroscopic moments of interest in both the infrared and 
Raman cases. Because we deal with spectroscopic moments, rather than 
line shape, a certain amount of detail will be lost from our predictions. 
On the other hand, since we will deal always with a fairly large number 
(three) of independent moments, detail will not be totally obliterated, 
and questions as to total intensity, mean frequency, and band, half-
widths will be answerable. Our method thus will stand in strong contrast 
to the more routine approaches to the problem which various authors have
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comtemplated. 4 ' 1° In this more routine approach one addresses oneself 
to the numerical calculation of radial wavefunctions, and the evaluation 
therefrom of transition moments. This routine method is quite involved 
numerically, although capable of complete solution. The major impedi-
ment to its utility, in the present authors opinion, is that many of the 
molecular parameters are unknown or poorly known, and each time a para-
meter is changed much of the calculation has to be redone from the 
beginning. On the other hand, in the procedure to be given below, 
nearly the entire process carries through analytically, and in the end 
the only numerical tasks are the numerical solution for one root of a 
simple quartic equation, plus several simple one-dimensional integra-
tions. These computations can be repeated with negligible expenditure 
of effort whenever a parameter is changed. Thus by giving up some 
detail in the final results one greatly reduces the numerical task 
required. At the present stage of knowledge, and with still not 
extensive experimental data on hand, the simpler approach certainly 
seems worthwhile. On the other hand, it should be made clear that this 
simple approach does not provide all of the ultimate answers, but should 
be regarded mostly as a first step which is best undertaken before the 
more extensive transition moment calculations are attempted. In those 
cases, for example, where the simple approach suggests spectroscopic 
intensities too weak to be seen experimentally, it would indicate that 
neither the more complete calculations, nor indeed the experiments, 
should be undertaken. Contrariwise, where high intensities are pre- 
4,10 dicted, the more complete analysis
	 is called for.
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In Section 2, we discuss briefly the precise definition of the 
spectra to be treated. This is an important preliminary since it serves 
to indicate clearly just what spectoscopic features we are or are not 
talking about. Too much confusion has arisen in the past because of 
imprecise or unstated definitions. In Section 3, we introduce the 
representation of spectra as Fourier transforms of autocorrelation 
functions of dynamical variables, and derive therefrom a number of 
expressions for spectroscopic moments. In Section 4, we apply the method 
of Stogryn and Hirschfelder' 9
 to these moments, obtaining thereby 
the independent additive contributions to the moments due to bound 
dirners, metastable dimers, etc. In Section 5 we discuss models for 
the bimolecular polarizability and dipole moment. In Section 6, we 
discuss numerical results, giving some examples. As we shall there 
indicate further, our, calculations have been far too extensive to 
present conveniently as a tabulation in this journal (they amount to 
about 60 pages of computer output), so instead we have had to resort 
to depositing them with the American Dc
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cumentation Institute.
	 In 
Section 7; we convert our data, for a typical example, to the alternate 
parameters of mean frequency and half-width, which conveniently 
characterize the spectral bands. In Section 8, we indicate that our 
calculations, as extensive as they are, deal only with the case of 
simple .point molecules without internal structure. We indicate, however, 
several pathways which might be followed by means of which our analysis 
might be generalized to more complex molecules.
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2. EXACT DEFINITION OF THE BIMOLECULAR SPECTRUM 
We imagine an experimental situation in which we have a detection 
scheme capable of resolution much finer than the half-width of any 
spectral feature in the region of study. For a gaseous sample of 
sufficiently low density either absorption or scattering at a given 
frequency from a given volume of sample ma be expected to be propor-
tional to the number of molecules present in the volume, assuming that 
we do not have a system in which spectral features are prohibited by 
molecular symmetry considerations. More precisely, the absorption 
(p,c) or scattering intensity I(p,a) at a fixed frequency a, when 
divided by density, should pass to a definite limIt as the density p 
goes to zero, i.e.,,
	
a) and lim	 pI(p,a)	
(Li p - O	 p - O 
should exist for all a. These limits represent the spectral effects 
of isolated molecules. At a fixed density p greater than zero the 
observed spectra will be modified from these limiting forms because of 
intermolecular interactions. In the case of those features which are 
not symmetry forbidden; i.e., in the case wheie the above, limits are 
not zero, the spectroscopic effects of finite density have been long 
studied and are characterized by the terms collision broadening, col-
lision narrowing, etc., according to the details of the density effects. 
In a number of cases, however, the above limits are identically zero, 
and it is only when we move off the limit p - 0 that any spectroscopic 
feature appears. In these latter cases, one has what has customarily
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been called collision-induced spectra, although in fact as noted in 
the preceding section, this term is insufficiently descriptive, since 
it does not include mention of effects due to dirner formation. In order 
to have a less ambiguous term, we shall use the name bimolecular spectrum 
to describe the combined effects both of collisions and of dimers. In 
the case of bimolecular spectra, since the limits mentioned above are 
in fact zero, we focus attention instead on another pair of limits 
lim çT 2a(p,o)	 lim	 2I(pa) 
and	 (L2) 
p+O	 pO 
which are not zero. Even in the case where the original limits, or 
either one of the m 1
 do not vanish, the bimlecular séctra still can 
be extracted from observation by considering the limits 
lim2
[c( p, a) -	
urn	
p1a(c,c)] 
pO	 p'-O
and
(L3) 
lim2[I(PG) -
	
lim	
p'I(p,ci)] 
pO	 pO 
In the event where the spectral features are due to bimolecular interactions 
by unlike molecules A, B, one further generalization is in order, and we 
must consider the limits
urn	
_-1 lim 
+ 0 
lim	
PA[a(PA' ,a) -	
A	 +0 ( 
c+o	 - 
lim-1 lim 
-
	
+0
	
+ 0
(continued)
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urn	 -1 
PA 
+	
1[I(p,	 ,a) - urn 
A	 .+ 0
,-1 
A
llm
urn.-1 urn 
-	 •+O	
pO I(ç,p,cT)] 
(L4) 
It is of utmost importance to recognize that the bimolecular spectra 
we shall.discuss are given precise definition by the limits (L3) and 
(L4). Two comments are in order concerning this point. On the first 
hand, it is clear that the strict experimental determination of these 
limits in some cases may not be a simple matter. What (L3) and (L4) 
imply is a sequence of measurements at successively lower densities, 
followed by a back-extrapolation, separately at each frequency, of the 
data thus obtained. The problem involved in obtaining such a limit 
experimentally is already well known in the context of another and more 
familiar problem, namely that of measuring gas phase second virial 
coefficients. 21 As one knows, as the density becomes lower and the 
observed .effect (the pressure deviation from ideality in the case of 
virial coefficients) becomes smaller, the scatter in the data grows, 
so that a sometimes sizeable statistical uncertainty is introduced into 
the extrapolation step. At times this uncertainty may be formidable, 
particularly if the effect under study is weak, although fortunately 
this is not always the case. On the second hand, it is imperative to 
realize that the potential interpretation of experiment to be afforded 
by this paper be understood in the context of (L3) and (L4). The reason 
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for this is that at any fixed density and frequency higher order effects, 
such as those due to three-body collisions, correlations between suc-
cessive-binary collisions, and so on, may occur. The consequences of 
intercollisional correlations has been stressed by Van Kranendonk,22 
who has shown that such correlations particularly effect nonresonant 
bimolecular spectra near zero frequency and bimolecular Raman spectra 
near zero frequency shift. In order to eliminate the effect of such 
intercollisional correlations from the experimental interpretations, 
it is essential that the analysis implicit in (L3) and (L4) be carried 
through. It is only in the case that one deals with the limits (L3) 
and (L4) that the intercollisional effects are eliminated,
	 since 
as shown in Appendix 1, the theoretical expressions for these limits 
correspond to neglecting all correlations between different collisions 
or between different dimers. It should also be noted that Van. Kranen-
donk's work 22 has shown that the effect of intercollisional correlations 
is nonuniform in frequency, being as stated above greatest near zero 
frequency or zero frequency shift. Experimentally, this implies that 
the limiting processes (L3) and (L4) will be more difficult to accomplish 
at smaller frequencies or frequency shifts than at larger frequencies or 
frequency shifts. 
One more word is in order, particular with respect to vibrational 
line spectra in dimers. The limits (L3) and (L4) imply zero density, 
in which case dimers will have infinite lifetime,.and therefore sharp 
line spectra for transitions between different bound levels. In fact 
experimentally we never can operate right at the limit, but rather must
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be off it somewhat. In that case, there will be a finite collision 
frequency w between dimers and monomers (and a much smaller dimer-
dimer collision frequency Wed )• These collisins will render the dimer 
lifetime finite and therefore broaden the line spectra by an amount 
a	 W 
c 
/27Tc in wave numbers. Applying the elementary results of the 
kinetic theory of-gases 23 to calculate	 we obtain 
P  3kT 1/2 
c	 ire	 7T  
as an estimate of the broadening in wave numbers, where A is the 
monomer-dimer collision cross section, m is the monomer mass, and T 
is the absolute temperature. By way of illustration, we take the mass 
to be that of the xenon atom, the temperature to be 300°K, the density 
to be one amagat, and we estimate the collision cross section to be 
1.3 x io	 cm2. Under these conditions we obtain a
	 7 x 10	 cm, 
C 
i.e., two to three orders of magnitude less than the anticipated trans-
-1 -1 ition frequency of about l.-5 em to 30 cm . On the other hand, at 
densities as low as .l amagat, the dimer concentration is very small, 19 
and the spectral intensities correspondingly weak. In the infrared 
case, this problem can be overcome by the us6 of long path-lengths,6 
which keep the line widths narrow, or less satisfactorily by increasing 
the density. If one increases the density by two orders of magnitude, 
thereby increasing the dimer concentration by a factor of 10, then the 
collision broadening is increased to a c M 0.7 cm-1	 i and t is no longer 
negligible compared to the anticipated spacing of the transitions. In 
the Raman case, there is nothing equivalent to the use of long path-
16 
lengths, so some degree of broadening may be unavoidable. If the 
latter is true, then there is likely to be a significant change in 
line shape throughout the density range where experiment is possible, 
with the result that a careful pinning down of the limits (L3) or (L4) 
in real experiments will be somewhat difficult. This will be even 
more so in cases where the collision cross section is greater or the 
mass is less or the level spacing is finer than in the example cited, 
so the possibility, if not the probability, exists that the sharp 
line spectra which would in principle exist for isolated dimers will 
in real experimental situations be broadened into continua. 
As we shall discuss below, and as is already well-known experimen- 
tally,12 ,24 the collision induced spectra are fairly intense at 
a = 15 cm	 (infrared case) or Au = 15 cm
	 (Raman case) 16 ' 17 , so that 
the bound-bound sharp dimer spectra will usually be imbedded in a 
collision-induced background. The additional broadening of the sharp 
lines, as just discussed, thus may serve to obscure the distinguish-
ability of the two spectra, collision-induced and dimer, in experimental 
situations, and may complicate interpretation.
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3. CORRELATION FUNCTION REPRESENTATION OF BIMOLECULAR SPECTRA 
The representation of spectroscopic.features in terms of autocorrela-
tion functions of dynamical quantities is well known. 25 At the macroscopic 
level, i.e., with regards to bulk samples, the controlling autocorrelation 
function is that of the total polarization of the sample. One of the 
main objectives of theoretical analysis is the reduction of this macro-
scopic function to a microscopic form. Such work has been undertaken by 
a variety of authors for various experimental situations, 26 but the 
present author is unaware of any work which is suited to the needs of 
the present paper. We therefore present, in Appendix 1, an outline of 
a derivation of the microscopic autocorrelation function representation 
for the far infrared spectrum associated with dissimilar spherically 
symmetric molecules. A similar derivation could be provided for the Raman 
spectrum associated with identical spherical molecules, but we omit it 
for brevity.	 In the former case we are dealing with the limit (L4); 
in the latter case we are dealing with the simpler limit (L3). The im-
portant physical characteristic of this derivation , which we state 
here, is that it specifically deals with the superposition of two effects: 
(1) spectral features due to uncorrelated binary collisions, i.e., 
collisions which are distributed randomly in time and uniformly over the 
space occupied by the sample volume ; and (2) spectral features due to 
isolated molecular dimers, each of whose lifetime is infinite, as it will 
be in the limits (L3) and (L4) just cited. 
We additionally deal with the autocorrelation functions in the 
classical limit h - 0. The reasons for this choice
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are several fold. It should first off be acknowledged that strictly 
speaking the most.complete treatment of spectroscopic problems should 
be undertaken using quantum mechanics. On the other hand, one knows 
that such a treatment is of necessity much more complex numerically 
than a classical treatment. In addition, since the problem at hand 
requires the determination of statistical averages of dynamical quanti-
ties, one can take advantage of the fact that such averages will tend 
to be relatively insensitive to quantum effects, particularly when the 
temperature is high. In this connection, it can be anticipated that 
it will only be in cases of rare exception that the experimental temp-
eratures one can expect will fall into the range where quantum effects 
prevail. Thus, typically, we will need to consider temperatures above, 
or at least not much below, the boiling point of the systems of inter-
est. With the standard exceptions of hydrogen and helium, the boiling 
point of all substances is at least an order of magnitude above the 
temperature at which quantum effects become important.	 Some caution 
must be exercised, however, in that some dynamical averages will be 
more sensitive to quantum effects than others. Briefly, such sensiti-
vity will tend to increase as the dynamical quantity contains higher 
and higher derivatives of momentum, or as the spectroscopic moment to 
which the average pertains contains higher and higher powers of the 
frequency or frequency shift. Stated in the language of radiation 
theory, the controlling parameter for quantum effects is the ratio 
hcci/kT, which is an increasing function of frequency, for fixed h and T.
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It is our qualitative belief that the use of classical averages is 
satisfactory in the present circumstances. Two pieces of evidence can 
be cited which tend to support this belief, although the proof they 
afford is by no means absolute. The first of these is the calculation 
by Van Kranendonk27
 of the integrated intensity of the bimolecular 
spectrum of hydrogen, in which he calculates the first quantum correction 
for hydrogen at room temperature. He finds this correction to be a few 
percent. For heavier molecules, such a correction clearly would be 
much less. The second of these is in a recent paper by the present 
author, 28 in which a comparison is made of the results of an exact 
quantum calculation and exact classical calculation of the bimolecular 
far infrared spectrum, for a model of dissimilar spherical atoms. For 
the model treated there it was shown that at least some of the spectro-
scopic moments are strikingly insensitive to quantum effects, and in 
the absence of contrary indications it seems reasonable to extend this 
conclusion to more general cases. 
Using, then, classical mechanics, and referring to Appendix 1 for 
further detail, the absorption spectrum a() for a mixture of dissimilar 
spherical molecules may be written as 
V<(0)(t)>costdt	 (1) 
3ckT	 - 
where 
PA
and 9Bare the number densities of the two species, V is 
the sample volume, the angular brackets denote a statistical averaging 
over two-particle phase-space,.-II(t) is the dipole moment of the mole-
cular pair at time t, and. the other symbols are as previously defined.
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It should be stressed that this formula is appropriate only in the 
limit (1.4), and does not describe the spectrum under arbitrary conditions 
of density. In addition, if the molecules are not spherical, and 
therefore without electric moments to all orders, there would arise 
additional spectral terms due to homomolecular interactions. We 
specifically assume the latter to be absent or negligible here, as would 
apply, e.g., to a mixture of noble gases. We shall return to the question 
of nonspherical molecules later. By Fourier inversion of Eq. (1) 
we obtain an expression for the dipole moment autocorrelation function 
3ckT 
(t) E V <11(0)(t)> =	 2	 2(w) cos wt dw 
By series expansion of both sides of Eq. (2) we obtain
(2) 
(2n)	 3ckT
=	 2 2ir AB
co 
( 1)tl f	 -2n+2 
0
(3) 
where (2n) (0) is the 2n-th time derivative of c1( t ), evaluated at t = 0. 
But from the definition of
	 t) in Eq. (2) we can arrive at dynamical 
expressions for (2n)(0) for n
	 0, 1, 2. ..... The expression for 
is trivial, that for (2)(0) has been derived quantum mechanically 
by Poll and Van Kranendonk, 13
 and also classically more recently by 
Sears. 29 That for
	 (o) has not appeared previously, and is derived in 
Appendix 2 of this paper. All of these expressions depend in their 
detail on the way ji. varies as a function of molecular position. In the 
case of interest here, where i as a function of position is of the form
21 
= (r/r)p(r)	 ,	 (4) 
i.e. ,.oriented along the intermolecular axis, we obtain 
(0) = V<1i2> .	 (5) 
= - V<v2 4-) 2 cos 2 + v2i..i 2 sin 2ij>	 (6) 
(4) 24 
= V<U	 (1 + 2 cos 2
 - 3cos4) 
r 
dli	 v	 2 +	
. L 
-	 -sin	
In
'+ .!.sin2icos2] 
r 
	
2	 44 
V cos 
dr
	
4 4	 2 2	 2	 2v 4
	
2i) 
r	 r	 +--—
sin 
+	 ( - 2	 sin2icos2i) 
	
dr	 r 
2v 4
 . 2 
dr dr2	
sin IPcos2iP - 2v2 — Cos 2p)> m 
These three expressions all are positive definite. The symbols 
are defined as follows: 
m is the reduced mass of the molecular pair 
v is the relative speed of the two molecules 
r is the magnitude of the intermolecular separation 
	
is the angle between the vectors r and v, i.e., rv
	 rv cos 
4(r) is the intermolecular potential, and $ E '(r) E d(r)/dr
4
It would be possible to consider higher order terms (n > 2) in 
Eq.(3), but as an algebraic matter, the derivation of the dynamical 
expressions for n > 2 is very tedious, and we have not attempted it. 
It furthermore can be argued that such higher order expressions are 
unlikely to be useful, since a classical approach becomes less correct 
as one introduces successively higher derivatives of the potential 
into the left side of Eq. (3), and successively higher powers of w 
into the right side of Eq. (3). As discussed in the beginning of this 
section, a quantum-mechanical approach would become more and more 
necessary as one went to successively higher orders. We have chosen 
to cut off our analysis at n = 2 in this paper, purely as a matter of 
convenience. A quantitative discussion of this cutoff would be an 
interesting subject for further study. 
The case of Raman scattering is somewhat more complicated. The 
scattered light intensity arises as a result of the dipole moment in-
duced in the molecular pair by an external electric field 
D(t) = D cos(ut -Kr + 6) of intensity cD/8 ir, frequency	 wave 
-0	 0
vector K, and phase 6. The dipole moment 11 induced in the molecular 
pair is related to the inducing field via the polarizability tensor 
ci.. of the pair, according to 
2' t) =
	
D. (t)	 ,	 (8) 
.1 
where rl . , r 2 are the molecular coordinates. We stress again that ct.. -  
is the polarizability tensor of the pair of molecules and not that of 
either molecule alone. It can be written however in the form
22 
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a. .(r ,r ) = a(r ) + a(r ) + a2)(r1,r2) ,
	 (9) ij -.-1 -. 2	 ij -.1	 ij -2	 ij 
where a(r ) and a(r ) are the polarizabjljtjes of the two isolated ij	 ].	 ij -2 
molecules (labelled 1 and 2), and a2)(r1,r2) is the correction to this 
sum which arises as a consequence of intermolecular interactions. The 
bimolecular Raman scattering, which is our concern here, arises as a 
consequence of the correction term a 2
 (r1 ,r 2), the terms a(r1) + c(r2)ij 
being related to a variety of other and familiar phenomena, such as 
Rayleigh scattering, scattering from density fluctuations, 30 rotational 
Raman scattering from isolated molecules, etc. Thus, for the purposes of 
this paper, it is sufficient to replace a.. in Eq. (8) by the last term 
alone of Eq. (9). The time variation of the part of the dipole moment 
thus induced in the molecular pair then is the product of the time variations 
of the applied field D(t) and of the polarizability correction 
The latter depends on time through the time variation of the coordinates 
r1 ,r2 . We restrict ourself here to the simplest case, i.e., spherically 
symmetric molecules without nonvanishing multipole moments, in which case 
are the.cartesian coordinates of the molecules alone, no internal 
( coordinates occurring. In thatcasethe tensor a. 
ii ZVE2 
12)
	 depends only 
upon the relative coordinate = -2 - rj. In addition, because the bi-
molecular pair in the case cited has axial symmetry, it is easy to show 
that the polarizability tensor a2)(r) E a 2 (r 2	 has only two 
independ:ent components, aL(r) when the applied field is along the inter-
molecular axis (longitudinal), and aT (r ) when the applied field is 
perpendicular to the intermolecular axis (transverse). Both 
aL (r ) and
aT (r) are functions of the scalar magnitude r of r, and not on its 
direction. It is easy to show that the full tensor form of a2(r) 
is given by
(12)() = aT
	 13	 a (r) 6.. + [(r) - T(r)] r r /r	 (10) 13 i	
2 
i 
for an arbitrary orientation of the vector r. 
If the incident field is polarized in some definite direction, say 
for example along the z-axis of the laboratory coordinate system 
= Dk), then two types of Raman scattered radiation can arise. The 
first type of scattering depends only upon the spherical average of 
aT ( r ) and aL(r), i.e., upon 
a(r)	
-[ cç(r) +2aT ( r) ]	 ,	 (11) 
whereas the second type of scattering depends upon the anisotropy in 
(12) (r) , defined by
(r)	 aL(r) - c(r)	 (12) 
Consider, now, a geometry in which an incident light beam of 
frequency w0 9
 
polarized so that its electric vector is along the labor-
atory z-axis, is propagated in the y-direction and impinges upon a 
specimen of volume V. We define two vector differential scattering 
"cross sections" CM M and C(w), due respectively to the spherical 
average, Eq. (ll),and the anisotropy, Eq. (12). These cross sections 
are defined as the scattered power per unit solid angle 
per unit frequency interval per unit volume of sample for an incident
24 
beam of unit intensity. They are given by the following expressions: 
24	 Co (ci)	 _Vpw 
- 4irc	
(n2 - S )(n2 - ó ) I <c(0)c(t)> cosu tcostdt	 (13) Vz	 z	 Vz,	 0 
C(w) = vpw 
G (n) I <(0)(t)P2[q(0)•q(t)]> cosü 0tcoswtdt	 (14) 
4rrc 
The symbols have the . following meanings: 
The subscript V (V = x, y, or z) defines the polarization of the 
scattered light, i.e., it gives the direction of the electric vector 
of the scattered light; w is the angular frequency of scattered light, 
that of the incident light; V is the volume of the sample; p is 
the number density of the molecules in the sample; c is the speed 
of light; n is a unit vector pointing from the sample to the observer, 
the distance to the observer being taken as sufficiently large that 
the source subtends essentially zero solid angle as seen by the ob-
server; q(t) is a unit vector along the intermolecular axis, i.e., 
q = r/r;	 is the Kronecker delta; P 2 (x) =-1(3x2 _l)  is the second 
Legendre polynomial; and G(n) is a vector function of the vector n 
given by
25 
1 22 C —(nn 
x 45 x  
1 22 C =.—(n n 
y 45 y 
3n2 + 3) 
x 
y	
3)	 (15) 
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1 (n - 1)(n 2	 2 - 4) C
z	
-T-- 
	
= +5 z	 z 
Because of the form of the geometric factors, the experimental geometry 
can be set up so as to separate the scattering due to the spherical 
average a(r) from that due to the anisotropy (r). 
In order to remove uninteresting factors, it is convenient to 
define at this point reduced cross-sections D(a) and D()
 by 
D(a) (w, 	
4n Ü) 
e4 	 2	
)-1 	 - -1 2	 )-lc(a)(w)
	
(16) )	 2 4 ( t\, -	 z vz
=
47T P4 GC()	
..	 (17) 
By Fourier inversion of Eqs. (13) and (14), we obtain 
V<a(0)a(t)> = (71 cos u0t)
co 
 I D(L,u) cos t dw, and
	 (18) 
V<(0)(t)P2[q(Q)q(t)]> = ( 71 cos W t)
co 
 I	 cos t dw (19) 
From the form of Eqs. (13) and (14), and from the identity 
cos wt cos =
 - cos (w-)t + - cos (w + w)t
	 (20) 0.
it will be perceived that the observed scattering is always a sum of 
two terms, one an even function of w - w 
0 and another the same function
27 
of )+ü)
0'
 i.e., D ' (,u)(y	 aor ) is always of the form 
= E( - 
0 .1) +	 + WO
 
J)	 (21) 
It is possible to give a. simple expression for the right sides of 
Eqs. (18) and (19) in terms of the function
	 To do so we simply 
note that the left sides of these expressions are independent of 
being dynamical properties of the observed system, and not dependent 
upon the.incident.frequency. Therefore the right sides of Eqs. (18) 
and (19) must also be in fact independent of w. The latter therefore 
can be evaluated for any convenient value of •c, and the most obvious 
choice is	 0. This then gives, in Eq. (21), D(u,O) = 2E(TlJ.),

which leads, upon substitution into Eqs. (18) and (19), to 
V <a(0)c(t)> = * .r E() cos Wt dw
	 (22) 
V <(0)(t)P2(q(0)•q(t)]> =	 I E(w) cos wt dw
	 (23) 
These two last equations are the analogues for Raman. scattering 
of Eq. (2) for infrared absorption. In the Raman case, a small point 
of difficulty remains, in that it is not E(w), but rather D(w,w) 
which is the experimentally observed quantity. As a practical matter 
we can make a connection, however, when we realize that for typical 
incident frequencies (%
	 W /2Trc 2 x 10 cm- 1 ) and for Raman frequency 
shifts of practical interest CI a - oJ E Jw - w 0 1/2ffc Z 102 cm), the 
term in 1W + W I.in Eq. (21) is totally negligible compared to the term
28 
in 1W - w 
0 J. Then we.can write 
/ E(w) cos wt.dw 
Co 
= I E(w - uJ0 	 cos (wA - w)tdw 
U)
0
CO 
1
E(IU)I	 0	 0 '- U) I) cos (U)	 U) )t dw' 0 --i 
CO 
-,	 I D ' (w',w) cos W W
 w )t dw (24) 
0 
which leads, upon substitution into Eqs. (22) and (23) to 
CO 
V<a(0)(t)>	 I	 cos (w -W )t dw	 (25) 
0 
and 
V<(0)(t)P 2 	 , [q(0) • (t)]>
	 I D(ww) Cos W,
 - U))t,dw' (26) 
It can readily be shown that the fractional errors in Eq. (26) are less, 
in typical experimental cases, than onepart in 10 100 
Series expansion of Eqs. (25) and (26) in powers of the timethen 
leads to 
(2n) (0) = (_) fl 	 (U)- U)0
Y	 7T
)2n D1(U),U))dU) (Y a or
	 )	 (27) 
0 
where for
29 
Y = c. :	 t)	 V<a(0)a(t)>	 (28) 
	
=	 :	 (t) E V<(0)(t)P2[q(0)'q(t)]>
	
(29) 
Dynamical expressions can be derived for the various &2(0),s, by 
methods similar to those used in Appendix 2. The results of these 
derivations may be summarized as follows: 
	
= V<a2>	 (30) 
2 do. 2	 2	 (31) -	 V<v (-) cos dr 
	
= v<{-	 2 . 2	 do.	 2 d2a	 2	
2 
	
v sin	
- + v -- cos	 >	 (32) 
dr 2	 j 
	
= v< 2>	 (33) 
22	
2 2 .	 2	 3v - (2)	 2 (0) = V<v(f) COS 
+	
2 sin>	 (34) 
r 
	
(4	 2 
3s incos)_24 V 
	
v< 2	 [36(sin4i	 . 2	 2	
____sin 
r	 rnr 
2 + 119 2 [(L) 2
 - 2	 - sin i +	 sin4P] 
	
 rn	 m r
r 
d	 4	 4 V COS 
dr 
	
+ 18v 2	 d	
+ 
2	 V 2	 2	 2 
	
—sin(	
-	 cosijJ- sini)J 
	
dr	 m	 r 
r 
	
18v4	 d2	 2	 2 
	
2	 2 siflhj)COSiJ) 
r	 dr
(Continued)
..	 2 
+ 2v2 ---	 cos2i(- - + L. sin 
dr	
p)> dr 2	 m	 r 
The expressions within the brackets in Eqs. (30) - (34) are obviously 
positive definite, and that contained in Eq. (35) can be shown to be 
positive definite. Of these expressions, Eqs. (30) and (33) are ele-
mentary generalizations of well-known relations 31 , and provide, in 
conjunction with Eq. (27) invariant relations for the integrated in-
tensity in Raman scattering. The remaining four relations apparently 
are new, although they are closely related to similar expressiOns 
given by Gordon for the case of rotational Raman scattering. 32 The 
	
group of nine equations, Eqs. (5)
	 (7) and (30) - (35), taken in 
conjunction with the two moment relations, Eqs. (3) and (27) provide a 
set of relationships connecting a group of spectroscopic moments which 
can be determined experimentally with a corresponding group of statis-
tical averages of dynamical variables. The latter group have here been 
written as integrals over all of two particle phase space, and the corres-
ponding experimental moments therefore are related to the total spectrum, 
due to all bimolecular processes, which one. can expect to see in the 
gas phase subject to the limits (L3) and (L4). This group of equations 
can be extended in size by considering higher order time derivatives 
of the autocorrelation functions. However, the algebra needed to 
obtain the required dynamical expressions becomes exceedingly complex, 
and as a practical matter we have terminated our analysis at the point 
shown here. In addition, as one goes to higher orders, the validity of 
using a classical approach becomes more suspect, as discussed at the
30 
(35) 
31 
beginning of this section. Although we have not attempted a quanti-
tative analysis of the breakoff point beyond which the classical approach 
is invalid, it seems unreasonable to us to push its use beyond the 
order considered here. 
In the next section, we shall direct our attention to the sub-
division of phase space into subparts due to dimers, free colliding 
molecular pairs, etc. We will see there that the experimental 
moments may similarly be divided into a summation of separate contri-
butions.
32 
4. SUBDIVISION OF PHASE SPACE 
If one is interested only in the total spectrum due to both dimers 
and collisions, Eqs. (3)-(5) can easily be integrated over v and ji analyti
-
cally.	 However, when one wants to consider dimers and collisions 
separately these integrations become more involved. We instead must 
follow the prescription first put forth by Stogryn and Hirschfelder)9 
We shall only outline the required steps here; for details the reader 
can consult their original papers. 
Recalling that the statistical average of a.dynamical quantity f 
is given by 
V <f>	 f(11,2,2)e	 dr1dp,dr,dp,,	
,	 (36) 
III! e -E/kT dr1dp1dr2dp2 
we proceed as follows: 
Step 1: Completely integrate the denominator of Eq. (36) over all 
coordinates. 
Step 2: Convert to center-of-mass and relative coordinates and momenta, 
and integrate the numerator of Eq. (36) over the former. 
At this point the averages all are reduced to the form 
(27rmkT)	 f/f (r,p)exp	 (p2TY1 (r) ]ikT}dP dr
	
(Fl) 
Step 3: Convert now to a coordinate system r,p, ) y1 ,y2 ,y3 where 
are the Euler angles describing the collision plane, 
and r,p(=mv), and P are as described above.
33 
We note that the quantities to be averaged, as shown in Eqs. (5) - (7) 
and (30) - (35)9 are all functions of r (since ii, c, , and 1' 	 functions 
of r alone), p (since v = p/rn), and	 , so that f(r,p) reduces to

f(r,p,tp) 
Step 4: Recognizing that the question of whether a particular point 
in phase space corresponds to a dimer or a colliding molecular 
pair is independent of y1,y2,Y3, integrate over these Euler 
angles to obtain a factor of 872. 
At this point the averages take the form 
82(2mkT)3/2	 f
Tr 00 CO 
 I I f(r,p,)exp(_[(p2/2m) + (r)]/kT}P2r2sindpdrd 
000
(F2) 
Step 5: Convert to a coordinate system r,E,x where E is the energy, 
2	 12 given by E	 + (r) = nv + 4(r), and x = - cosi. The 
averages then take the form
1 
8ir2 (irkTY 3 ' '2 I drr I	 -E/kT	 1/2 dEe	 [E -	 r))	 I dxf(r,E,x),	 (F3) 
0	 (r)	 0 
in which have been also able to reduce the range of x-integration to 
0 < x < 1, instead of - 1 < x 1, using the fact that the functions 
f we deal with are always even in x . The limits as written in this 
last expression include all of phase space. By appropriately breaking 
up the range of integration into subparts, we can separately compute 
the parts of the statistical averages due to dimers,colliding particles, 
etc. The details of this breakup are given by Stogryn and Hirschfelder. •19 
Their results may
34 
be summarized in conjunction with the diagram in Fig. 1. In this figure, 
we have drawn the effective potential curve 
eff	 = (r) + L2/2mr2,
	 (37) 
where L is the magnitude of the angular momentum. The latter is given 
in the r,E,x coordinate system by 
L2 = 2mr2 (1 - x)[E - (r)],
	
(38) 
as may be deduced by elementary considerations. The'curve shown is for 
a value of L 2
 greater than zero but still small enough so that the 
minimum about r -
	 mm 
='r . occurs. 
The region marked I, below the E = 0 axis, is that part of phase 
space which we may term "bound dimers". It exists only if L 2
 is smaller 
than a certain critical value L1 2 . The region marked II, which lies 
above the E = 0 axis but below the hump of the effective potential curve 
at r = r , we may term "metastable dimers". The reason for the dis-
max 
Unction is that with the inclusion of quantum mechanics the states in 
region II are no longer distinct from those-in Region IV, but are con-
nected, because tunneling through the barrier centered at r = r
	 is 
max 
possible. Thus, in quantum mechanics, a molecular pair at a phase point 
in region II is not truly bound with an infinite lifetime, but instead 
exhibits a finite transition probability for tunneling into region IV. 
Of course, in a classical treatment, regions II and IV are truly dis-
tinct, but it is nonetheless useful to distinguish even here bound from 
metastable dimers, so that one ultimately might assess whether tunneling
35 
transitions might be of importance. The region marked III, which lies 
above the peak of the effective potential curve is the free particle 
collision region. The region marked IV might be termed "semi-free", 
in that the inclusion of quantum mechanics would obliterate the distinction 
between II and IV, inward tunneling through the barrier being allowed. 
In the classical case, however, region IV also is a part of the free 
particle collision region. 
The curve shown in Fig. 1 appears only if L2
 is greater than zero 
but-still sufficiently small. As L 2
 - 0 regions II and IV diminish in 
2 size and ultimately disappear when L 2 0. Conversely, if L exceeds 
a first critical value, L 12 , region I disappears. When it reaches a 
second and larger critical value, L 2, the extrema at r . and r 2	 mm	 max
merge into a turning point, and region II disappears, as does the basis 
for distinction of region IV from region III. The equations fixing L12 
and L2 2
 may be determined from elementary considerations. We shall not 
stop to explore the former parameter (see Ref. 19).. For the latter 
parameter, the simultaneous set of 3-equations
	
=	
= 0
eff 
E	 eff(1	 serve to determine L 2 2 and the (r,E) coordinates of the 
turning point. The value of E so obtained (we call it Em) provides a 
convenient parameter for subdividing the free particle collision region 
of phase space into two parts. We term that part of the free particle 
collision region for which the energy is less than (greater than) Em 
the low (high) energy free particle collision region. 
The methodology of Stogryn and Hirschfelder enables us to subdivide 
the total phase space integration, in which the limits are
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CO	 Co 
fdr f	 dE fdx 
0	 4(r)	 0
	 (F4) 
into subregions, corresponding respectively to bound dimers, metastable 
d:iiners, low energy free molecules, and high energy free molecules. In 
what follows, we attach the subscripts b,m,lf, and hf to quantities 
integrated over these separate regions, and we use the subscript t to 
refer to quantities integrated over all of the phase space. The limits 
for the specific subregions are best described with reference to a 
specific potential function (r). We choose here a two parameter form 
r) =EJ(r/a)	 (F5) 
where C is the depth of the potential well and c is the collision diame-
ter, i.e., 'Y(l) = 0. The standard example of this form is the Lennard 
Jones (6-12) potential, for which 'i'(x) = 4(x 2 - x 6). In what follows, 
we shall proceed in the anticipation that it is just the latter potential 
which shall be used for our numerical calculations. The bulk of our 
analysis, it should nonetheless be emphasized, is completely independent 
of the choice of potential, and the considerations which follow could 
easily be pushed through using other potentials, including those with 
more than two parameters. 
With the choice of the form (F5), the phase space (F4) subdivides 
into the four regions as follows: 
CO	 0	 1 
Bound (b): ! dr f	 dE f dx	 (P6) 
a	 4(r)	 o
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r	 E (r)
	
G(r,E) 
Metastable (m): fkdr fA dE f	 dx 
a	 o	 o 
CO	 (r)+-r(r) G(r,E) 
+ I dr I	 dE/	 dx 
r 	
0	 0 
a	 E	 1 
Low energy free (Zf): I dr m dE I dx 
r 	
4(r)	 o 
CO	 E	 1 
+ fdr fm dE fdx
a	 EA(r)	 0 
r 	
E(r)	 1 
d  f	 d  I	 dx 
a	 0	 G(r,E) 
00 (r) +r(r)	 1 
	
+ I dr I	 dE I	 dx 
r 	
0	 G(r,E) 
CO	 E	 1 
	
+ I dr 1m	 1	 dE fdx 
r 	
(r) +	 r(r)	 0 
r	 00 
	
High energy free (hf): 1B dr /	 dE I dx 
0	 4(r)	 0 
CO	 CO	 1 
+ I dr / dE / dx 
B	 m r	 E	 0 
The limits rA and r  which appear in (F7) - (F9) 
given as follows: 
(1) rA is the solution for r of 
(r) + - $'(r) =E
(p7) 
(F8) 
(P9) 
are 
(39)
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(2) r  is the solution for r of 
4(r) = E	 (40) 
For the Lennard-Jones (6-12) potential, Em is easily shown.to be equal 
to 4/5.	 Similarly, explicit solutions are available in this case for 
rA and r B ; these are r  = 51/6a and r  = (2/(3 +	
)]l/6	
0.974058G. 
For other potentials, these parameters would be obtained by numerical 
solution of transcendental equations. 
The limit EA(r) which appears in (P7) and (F8) is more complicated. 
It is obtained, for each r in the range G < r < r  by first solving 
the equation
r 2 [ E m - (r)] = S2 [E - (s)]
	 (41) 
for the distance s such that s >r (such a solution can be shown to 
exist always), and then be setting 
E
A 	 (s) +s'(s)
	
(42) 
Although Eq. (42) is explicit, Eq. (41) is in general transcendental. In 
the special case of the Lennath_JQnes(6.42) pbtêntiaI it can be reduced to 
an algebraic equation for s of degree four, and the appropriate root 
is easily found numerically. 
The limit G(r,E) which appears in (F8) and (F9) is given by 
G(r,E) {r 2[E - (r)] - t2(E - 
() ] Yz	
(43) 
r [E -
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where t is a function of E given implicitly by the equation 
E = (t) +-! t4(t) ,
	 (44) 
In the special case of the Lennard-Jones (6-12) potential, Eq. (44) 
may be inverted analytically, and one thereby is led to a closed-form 
expression for G(r,E).. The form of this expression is rather complicated, 
so we will not pause to display it. 
Because of the complexity of the limits in the form (P8), the 
£f part of the phase space is best calculated by difference, using: 
= <>t - <>b - <>m - <>hf 
In addition, it turns out that the hf part is more conveniently cal-
culated by a difference
	
= <f> 
t	 a 
- <f>	 (PlO) 
where the region a is.defined by the limits: 
CO	 E	 1 
I dr 1m dE I dx	 ,	 (FlO) 
r 	
(r)	 0 
so that the 9f region finally is computed by the difference 
	
= <>a - <>b -	 m	 (Fll) 
Thus, in summary, it is necessary to calculate the t,a,b, and m regions 
to obtain the results we seek.
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Referring to the form (F3), and noting from Section 3 that the 
quantities to be averaged are always even polynomial functions of 
x = - coslj), one realizes that the x-integrations in the regions t,a,b, 
and m [forms (F3), (FlO), (F6) and (F7) respectively] are all elementary. 
The remaining double integrals over r and E are more complicated. Re-
calling that
2	 2 
v = —[ E -	 r)]	 ,	 (47) m 
and using this result to replace the powers of v2 exhibited in the 
various quantities to be averaged [see Eqs. (5) - (7), and (30) - (35)3, 
we recognize in conjunction with (P3) that the various integrals all 
1 
contain a factor of the type [E - ^(r)] P'2 with p = 0, 1, or 2. These 
factors give rise, in the t-region integration to (complete) gamma 
functions of half-integer order, i.e., to elementary constants. In the 
a and b regions these factors give rise, upon integration, to in-
complete gamma functions of order 1/2, 3/2, or 5/2 with arguments 
[Em - (r)]/kT in the a region, and - (r)/kT in the b region. 
Highly accurate simple rational approximations are available for these 
functions, so that they too can be considered elementary as a practical 
matter. 
In the m region, the situation is more complicated. Although 
G(r,E) occurs in the integral of the r,E double integration only in the 
form of polynomials in G, nonetheless the complex form of C prohibits 
an elementary approach. Instead, we have utilized numerical integration 
over E for each value of r needed in the subsequent r integration, and
41 
for each value of the temperature T which we ultimately tabulate. For 
the sake of brevity, we omit the analysis needed to set up and perform 
these calculations, noting only that we have used a 24-point Gaussian 
integration scheme, adjusted for singularities in the integrand and so 
set up as to insure high accuracy (five significant figures in the 
final answers). 
Having now disposed of the E-integration, all that is left is the 
r-integration, and this must be done numerically. To do this, we have 
considered four subranges of the range 0 r 
(1) 0	 r	 a (occurs in t) 
(2) rB	 r < a (occurs in a) 
(3) a	 r < rA (occurs in t,a,b,m) %
(4) rA	 r	 (occurs in t,a,b,m) 
One or more of these subregions of r-space occurs in each of the 
regions t,a,b, or m. In each of these regions, we then introduce a 
coordinate transformation mapping the respective region onto the unit 
interval [0,1]. The new variables • y used in these regions respectively 
are:
(1) y	 (r/a) 
(r/cy) - (rB/a)3 
(2) y=
1 - (rB/a)3 
(3) y=	
r	
-1] 
(4) y = 5(a/r)6
With the radial coordinate so transformed, numerical integration was 
then carried out by using a 24-point Gaussian scheme. The accuracy of 
the latter was checked by comparison with a 20-point Gaussian scheme, 
the two meshes giving identical results to four figures. 
The results of these calculations are discussed in Section 6.
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5. MODELS FOR THE POLARIZABILITY AND DIPOLE MOMENT OF TWO MOLECULES 
As we have indicated previously, we have used throughout our calcu-
lations (see Sec. 6) the Lennard-Jones (6-12) potential 
4(r) = 4c [(air) 12 - (air) 6 ]. As ourunderstanding of intermolecular 
potentials improves, one can anticipate that this potential might be 
replaced by other and more realistic potentials, but in view of uncer-
tainties as to the functional forms for 31(r), a(r) and (r), which shall 
be discussed momentarily, any examination of the form of the potential 
function to be used would be premature. Rather, we view our limited 
choice of potential function as a pragmatic matter, with the consequent 
understanding that the numerical results of our study are qualitative 
rather than quantitative with regard to the real world. 
As uncertain as is the choice of potential function, this uncer-
tainty is even greater with regard to the functions p(r), c(r), and 
Thus, whereas the potential function has been the focus of an 
enormous literature of research, both experimental and theoretical, 
stretching back nearly half a century, when one comes to the question 
of the functions 11(r), a(r), and (r), one recognizes at once that one 
is dealing with a literature of modest dimension. In order to validate 
our choices for these functions, it is necessary to digress briefly into 
this literature. 
A. The Dipole Moment Function p(r). 
We restrict ourconsiderations in this section to spherical mole-
cules without internal structure, e.g., noble gas atoms. We then can 
write
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= 3irf(r)/r	 (48) 
where 1 is a dimensioned constant of units esu-cm and f(r) is a dimen-
sionless scalar function of the scalar intermolecular distance r 
The' factor r/r orients the dipole moment along the intermolecular axis. 
The question then is: what is the appropriate functional form for 
The historical first choice 13,33 has been an exponential depen-
dence
f(r) = exp(-,r/a) 	 (49) 
and reasonable arguments can be brought to bear validating this choice. 
Nonetheless, the experimental evidence favoring this form is slim, and 
it has been argued 34 that Eq. (49) is at best appropriate only over a 
limited range of values of r . At large enough distances, it can be 
shown 35 asymptotically that 
f(r)	 dt 7 	 (50) 
and an attempt has been made by crude means to estimate the value of 
C. 
34 
A more complete approach to the evaluation of this constant has 
i i i been recently been undertaken 36 which n its in tial stages indicates 
that the first attempt 34 may have led to too large a value of MC. 
At the same time, Eq. (50) gives only the leading term of an infinite 
series expansion, and no information is currently available about the 
higher order terms. Furthermore, even this infinite series is not the 
entire story, because the basis for its development is quantum mechanical
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perturbation theory neglecting exchange. In intermediate regions ( r 
greater than it is in the overlap region in which Eq. (48) is appropriate, 
yet smaller than it is in order that Eq. (50) to be reasonable) exchange 
may be of considerable importance. 
In summary, one must say that at the present time no real under-
taking exists as to the form of f(r) over the entire range of r 
In order to make any progress, therefore, we have arbitrarily resorted 
to two extremes, namely, we have used either 
(1) f(r) = exp(-r/a) ;	 or 
(2) f(r) = (air)7 
as models for f(r). In case (1), we have in addition used several dif-
ferent values of the parameter a , the latter being selected to coincide 
with values used by McQuarrie and Bernstein37
 in their numerical studies 
of collision induced absorption in He-Ar mixtures. Their values in turn 
were based upon extrapolations from a value deduced by Nesbet and Matcha38 
in an approximate quantum mechanical molecular Hartree-Fock calculation. 
In case (2), the parameter a is not to be freely chosen, but rather is 
the distance parameter of the intermolecular potential. 
One might carry through a more-detailed calculation combining the 
two forms, by using, e.g., 
f(r) =	 ± (1 - b)(a/r) 7 ,	 (51) 
which switches from one form to the other as the constant b covers the 
range 0 b 1. (The sign of the second term here has been left
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ambiguous relative to the first, although recent work suggests that 
it is negative 36
.) We have not done this here for infrared absorption 
primarily because either model (1) or model (2), taken alone, indicates 
the role of dimers to be minimal in He-Ar mixtures (See Section 6). It 
is extremely unlikely that use of a mixed model would materially alter 
this conclusion. In fact, for the two noble gas systems which have been 
studied experimentally so far, 24
 the temperature used (295°K) has been so 
* 
high (in reduced units T = kT/ c ) as to preclude the presence of many 
dimers. At such time as experimental data is collected for conditions of 
lower reduced temperature, it would become of interest to carry out 
calculations employing models such as Eq. (51). We have deferred ad-
ditional calculation until that time. 
B. The Spherical Average Polarizability Function c(r) 
The mostobvious choice of a model for a(r) is based upon the 
point dipole model. In this model one assumes that the dipole moment 
induced in each molecule is given by the tensor product of the polariz-
ability tensor of the individual molecule multiplied by the local field 
at the given molecuae. The latter is the sum of the applied field plus 
the point dipole field of the other molecules. For two spherically 
symmetric atoms, a solution is obtained in closed form, 39 which leads 
to: -
c(r) =	 4A3 
r6-r3A-2A2	
'	 (52)
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where A is the polarizability of one molecule. This expression clearly 
is invalid except perhaps in. the asymptotic limit r 3/A + °° . In parti-
cular we note that it becomes singular when r 3/A = 2, whereas the 
polarizability certainly must remain finite for all r . It can in fact 
be shown that this expression is not exact even through order r 6 , and 
is incorrect in higher orders of r 1 . That is to say, if we write 
4A3 
c* (r) = -i-- f,(r/a) 
Cy 
where asymptotically
f Cx)	 (const)x6
	 (54) 
then the constant in Eq. (54) is of the order of, but not equal to 
unity, whereas Eq. (52) gives this constant as unity. 40 In addition, 
experimental measurements of the second dielectric virial coefficient, 
which can be related to a(r), show that Eq. (53) cannot be used over 
the entire range of 
A study of the form of c(r) as a function of r could be under-
taken within the framework of molecular quantum mechanics. Only 
recently has a. first attempt been made along this line, for the case 
of He2, 42 and over a limited range of values of r . It is too early 
to assess its significance. One might conjecture that at short dis-
tances c(r) would be exponential in form, in analogy with Eq. (49), 
but there is at present no evidence for this, and the only calculation 42 
does not suggest this. 
In summary one must state that little is known about an appropriate 
functional form for o(r). In that circumstance, we have limited our 
(53)
48 
calculations to the simple expression in Eqs. (53) and (54), with the 
constant taken as unity. The numerical results (see Sec. 6) therefore 
should be regarded as being only of qualitative significance. At the 
present state of the experimental effort, this limited significance is 
not too serious. There at present are no measurements reported in the 
literature which deal with that part of the Raman scattering due to 
a(r). The reasons for this are first that experimental work in this 
field has only just begun, and second that the effect is weak. The 
latter point may be amplified: Not only can the absolute intensity of 
the scattering due to ct(r) be expected to be weak, but in addition its 
polarization is the same as that of Rayleigh scattering. Since the 
spectral half-width of the Raman scattering is relatively small, one 
can expect some experimental problems related to sorting it outfrom 
Rayleigh scattering which exhibits anomalous spectral broadening at the 
detector due to optical imperfections inherent in any experimental 
setup. Thus experithental results will not be easy to come by. 
C. The Anisotropic Polarizability Function (r). 
The same point dipole model which leadb to Eq. (52) for c(r) leads 
to an expression : for (r):.
2 .3 
- 6Ar 
r -r A-2A 
This equation exhibits the same imperfections as does Eq. (52): it can 
be shown 43 to be asymptotically correct to O(r -3
 ), but it leads to the 
wrong coefficient in O(r6)
(55)
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(r)	 (1 +
	 .	 (56) 
One might contemplate use of this form over the entire range of r 
but it can be shown that this is not suitable. In particular, (r) 
can be related to the second Kerr virial coefficient B  via the equa-
tion44
8ir2N 2 
B  
= 	 f [(r)]2xp[_(r)/kT]r2dr 4	 (57)
4O5kT 0 
The former quantity has been measured experimentally 44 and a comparison 
of the experimental results with a calculation based on Eqs. (56) and 
(57) shows a noticeable discrepancy. The presumed explanation of this 
discrepancy is that there are shorter range overlap and exchange effects 
which might best be examined by quantum mechanical calculations. The 
recent calculation 42 on He2 , mentioned above, also yields a value of 
(r). The latter was not discussed in this reference, so we exhibit 
in Fig. 2 a plot of (r) vs. r obtained from this calculation. The physically 
0 
	
important region is that for which na
	0	 0 > 4 (a = 0.5292 A is the Bohr 
radius), as is controlled by the Boltzmann factor expf-(r)/kT]. It 
would appear from this plot that the (r) vs r curve has a irregular 
shape, although even this comment is not firm in view of the approximate 
nature of the calculations. In any case, the curves exhibited are far 
removed in magnitude from the extrapolation of Eq. (56), again supporting 
the earlier conclusion that extrapolation of this equation to small r 
is inappropriate. Although similar calculations have not as yet been 
carried out for systems other than He 29 it is clear that the same comments
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would apply in other instances. We thus must conclude that (r) is at 
best asymptotically described to 0(r 3 ) by Eq. (56), but that for values 
of r in the overlap and exchange ranges its functional form presently 
is not well-known. 
With the preceeding remarks in mind, we have decided to use an 
empirical representation for (r) of the form 
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(r) = -4-- f(r/a)	 ,	 (58) 
where	 f(x) = 3 + _n	 (59) 
In this form two empirical parameters, C and n appear. The evaluation 
of these parameters for specific systems is the subject of a sepa- 
rate paper 45 , 	 but the method may be described briefly here: 
Given our previous selection of the intermolecular potential 
r), the spectroscopic moments, Eqs. (33) and (34)
	 be evaluated 
for the entire phase space by analytic integration over •v and p, and 
numerical integration over r . The resulting values depend upon C 
and n. We then choose  and n so that the computed values of Bk [the 
right side of Eq. (7)] agree with the Kerr coefficient measurements, 44 
and the computed value of the spectral half width w 
1/2 defined by 
1 =	
(0)() =	
[(01 2exp[_(r)/kT]r2dr 
Wl/2	
kT	
+ 6()1exp(-(r/kT]r2dr 
agrees with the experimental observations on depolarizedRaman scat-
16  tering.
	 As it turns out, the large uncertainties in the experimental
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data 44 lead by this procedure not to unique values of n and C, but 
rather to a broad range of values. In the next section, faced by these 
large uncertainties as to the form to be chosen for (r), we have, in 
order' to obtain something explicit, Utilized Eq. (58), but we have 
made	 calculations for a spectrum of the values of C and n provided 
by the above mentioned method. Once again, the uncertainties are such 
that only a qualitative meaning should be attached to the numerical 
results. For purposes of comparison, we have also carried out a cal-
culation in which we have set C 0 arbitrarily. For practical purposes, 
this is the same as using Eq. (56), since the term Air 3 in the paren-
thesis in Eq. (56) can be shown to have negligible effect.
6. NUMERICAL RESULTS 
We have carried out.the computations discussed in the preceeding 
sections for two models of p(r) (see Sec. 5), for one model of c(r) 
(see Sec. 5), and for one model of (r) (see Sec. 5), using a variety 
of parameter values in the first and last of these cases. In order 
to present this data in the most compact manner possible, we introduce 
here a system of reduced variables, as follows: 
(1) Temperature is given in reduced units T* = kT/ F-
(2) For infrared absorption, p(r) is expressed as 
	
iif(x)	 (60) 
where f is a dimensionless function of the reduced distance x 
and p has dimensions esu-cm. 
(3) For Raman scattering, c(r) is similarly expressed in the form 
c(r) = A 
o c 
	
f (x)	 (61) 
where A has the dimensions cm 3 . In the simple model discussed in the 
last section, A would have the value 4A3 / 6 , where A is the polariza-
bility of one isolated molecule. 
(4) For Raman scattering, (r) similarly is expressed as the form 
(r) = B 
o 
f (x) ,	 (62) 
where B has the dimensions cm 3 . In the simple model discussed in the 
last section, B would have the value 6A2/a3.
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Then we define reduced moments by 
r	 = (0) (o)/[
 Ora 31i2] 
= -
2 
r	 = (4))/trl(T) p2 (O	 4lT	 ., 
F =
	
	
0 °(0)/t47rc3A2] a,O
- &2)(0)/[4.rra(-)A02] 
F4(0)/[4(2A 2] ct,4	 a	 m—) o 
0 0(0)/[47raB2] 
= -2(0)([47ra()B02] 
F ,4 = 
In Eqs. (63), m is the reduced mass of the bimolecular pair. In 
tabulating data, 20
 it is only the total reduced moments that-we tabu-
late. The subparts due to bounds dimers, etc., are expressed in fractional 
form, by introducing
x  = < >b i'< >t 
x m =< > m 1<> t 
<>
t 
xZf_< >f/
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(63) 
For all of the statistical averages considered, we have tabulated the 
fractionsXD 31 x, Xhf X f rather than the absolute quantities them- 
selves. Since, however, we at the same time tabulate < > in reduced 
form, i.e., the expressions given in Eqs. (63), the absolute quantities 
can be recovered by multiplication. 
Having dispensed with the preliminaries, we can present the re-
sults. In order to save space, tabulations of our calculations have 
been deposited with the American Documentation Institute, from which 
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they are available upon request. 20
 
in graphical form.
Here we display some.of our results 
A. Far-Infrared Absorption 
We display in Fig. 3 plots of r 0 , F 12 and r	 for the model 
f(x) = e.xp(-x/0.1275). We display in Figs. 4,5,6 the fractions of these 
three spectroscopic moments due to bound dimers (x.D ), metastable dimers 
(x), high energy free colliding pairs (xhf), and low energy free 
colliding pairs (X f ). This model was suggested by McQuarrie and 
as being Bernstein 
	 the most appropriate exponential model for fitting 
the experimental data on He-Ar
	 , although we have since then indicated 31
 
that this simple model prdbably is not realistic. We display in Figs. 
7-10 the results of the same calculations using instead the model 
f(x)	 x 7
. The large differences in the magnitudes of the total 
moments seen between Figs. 3 and 7 is an artifact of the reduced unit 
system, and of no physical significance. Multiplication of these curves 
by physically meaningful values of p0 9 which would be very different 
for the two cases, would lead to curves which were more nearly equal.
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In Fig. 4, we see general features of temperature dependence which 
we can expect on a qualitative basis for any model and for any spectral 
process (ii,ct, or ), here applied to the lowest moment of the infrared 
absorption for the f(x)
	 exp(-x/0.1275) model. At very low tempera-
tures, T	 1.0, a. large fraction of the absorption is due to bound 
dimers, with this fraction decreasing more or less exponentially with 
T* in reflection of the fact that increasing thermal excitation reduces 
the number of bound dimers. For the metastable diiuers, there is mi-
tially a slow increase to a maximum value of x at T = 0.65, followed 
by a slow decrease which accelerates with increasing reduced temperature 
into a decay which ultimately is more or less exponential. This be-
havior is caused by the interplay of two effects: On the one hand, 
thermal excitation promotes molecular pairs which were bound at lower 
temperatures into metastable states; on the other hand, pairs which 
were	
. in metastable states are subsequently promoted into free states 
as the reduced temperature increases still further. At lower tempera-
tures the first process predominates, but at higher temperatures, and 
as the population of the bound states becomes depleted, the second 
process takes over. It is particularly worth noting that the metastable 
contribution is always considerably less than the bound state contribu-
tion.
For the low free states, the contribution initially increases as 
thermal excitation promotes bound pairs into these states, until a 
* - 
maximum is reached, which for this model occurs near T
	 0.8. Above 
this temperature, the low free state cbntribUtion diminishes à additional
56 
thermal excitation promotes molecular pairs out of low free states and 
into high free states. The general form of the low free curve thus is 
similar to the metastable curve, except that its magnitude is higher 
and the maximum is shifted to a higher reduced temperature. The high 
free contribution, which is related to the other contributions by 
Xhf = 1 -	
- x  - X  , is very small at low reduced temperatures, 
but steadily increases with increasing reduced temperature, finally 
approaching a saturation value of unity. As a rough measure of satura-
tion, we may define a reduced saturation temperature T* by the condition 
no 
that x.i-if	 s = 0.95 at , T . We see that T s
	
4.3 for the model used in

Fig. 4. 
In Fig. 5 we similarly display the components of the spectral 
moment F
	 for the same model. The qualitative features are similar 
to those in Fig. 4, except that the maxima in the x and X 2,f curves 
have now been shifted to a reduced temperature so low that they do 
not show in the figure. In addition, the values of X are in general 
lower than those in Fig. 4. The saturation temperature is now lowered 
to about T = 2.1. 
S 
In Fig. 6, we similarly display the components of the spectral 
moment 
r11,4'It can be seen that the behaviour of r	 compares to 
that of r 2 in the same way that the behavior of r 2 compares to that 
of r 0 . The saturation temperature T is now about 1.35, the role 
of the metastable states is still further diminished, and the maxima 
in the x and X f curves are at still lower temperatures (again so lowM.
 that they are not seen on the graphs).
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One can describe qualitatively the relation between Figs. 4,5, and 
6 by stating that as one goes to higher order spectral moments the 
region of the curves below saturation is compressed toward lower temp-
eratures (i.e., T becomes smaller), and the relative importance of 
the x b oX, and X f contributions diminishes at any fixed temperature 
Of course, as T+ 0, we must have x  + 1, so that there is always a 
temperature range near T* = 0 in which the bound states dominate. This 
point is a mathematical artifact only, and without physical impor-
tance, since such low temperatures would only be accessible in a gas 
phase by resorting to very low densities, so low in fact that experi-
mental measurement would tend to be infeasible. We shall return to 
this point momentarily, when we relate Figs. 4-6 to experimental measure-
ments.
* 
The shift of the saturation temperature T toward lower values as 
one considers successively higher spectral moments is a general feature 
of all models (see below) which provides some understanding of the nature 
of the high frequency wing of the spectrum: As one considers succes-
sively higher moments, one examines dynamical averages which relate 
more and more to the higher frequency components of the spectrum, as 
Eq. (3) indicates. The fact that these higher moments have successively 
lower saturation temperatures means that the high frequency wing of the 
spectrum essentially depends upon the high energy free collisions only, 
and that it is substantially independent of the other parts of phase 
space. This is easy to understand when we realize that the high energy 
free collisions involve reflection off the effective potential curve,
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Fig. 1, at points where the latter's slope is very large (and negative), 
and where therefore the particle accelerations are large. Large accel-
erations and sudden changes in the dipole moment of course correspond 
to high frequencies in Fourier analysis. An understanding of this 
point may be expected to be useful when one seeks to explain the nature 
of the high frequency wing of.observed spectra. The latter appear to 
be exponential, 24 a fact for which a thorough explanation as yet has 
not been provided. 
We now pass on to consideration of the model f(x)
	
X-7
 . If we 
compare Fig. 8 with Fig. 4, we see that the curves are quits.. similar, 
not only qualitatively but also quantitatively. As a first approximation 
we can say that the components of r
	 have a temperature dependence 
i which is nearly the same for the x-7	 i model as t s for the exp(-x/0.1275) 
model. Careful examination of the curves does disclose small differences, 
but these are in general such that we may say that Xb x, X f are the 
same in their first significant figure for either model. The same comment 
then applies to the quanlityl-x. f
. Thus we-can say that the relative
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importance of the various components of r 0 is model-independent. A 
similar comparison of Figs. 9 and 5 leads to the same conclusion about 
the components of r	 and another comparison of Figs. 10 and 6 leads 
again to this conclusion about the components of r 4 . It seems rea-
sonable then to suppose that a mixed model, consisting of a sum of an 
overlap and a dispersion contribution to the dipole moment, 34 would 
also display essentially the same behaviour. Such a mixed model would 
be physically more real. Accepting the validity of this comment, we can 
say that at least as a good first approximation, Figs. 4-6 represent 
the component breakdown for real systems. 
In order to relate the preceeding comments to real experimental 
situations, it is necessary to connect the reduced temperature scale 
to the absolute Kelvin scale. This is done through the potential para-
meter ,
 ic/k, since T T*/k. For the noble gas systems HeAr, NeAr, 
and KrXe, c 1k is equal to 25.4°K, 65.5°K, and l95°K, respectively. 
The former value has been deduced from beam scattering measurements, 47 
and the latter two by the empirical combining rule £ 12
	
< £ 11 £ 22 1/2
using values of c/k for Ne, Ar, Kr, and Xe based upon second virial 
coefficient measurements. 3
 The latter values, while only approximate, 
are certainly not drastically incorrect. Using these values, the 
reduced temperatures corresponding to T = 300°K are T* = 11.8 for 
*	 * 
HeAr, T = 4.68 for NeAr, and T = 1.54 for KrXe. From this, one sees 
on examining Figs. 4-6 that HeAr at 300°K is in the saturation region 
in which virtually all of the observed spectrum is due to high energy 
free colliding molecular pairs, i.e., collisions in which the relative
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energy is in excess of 0.8 E. This shows that McQuarrie and Bernstein 
were completely correct in neglecting lower energy states, as they did, 
in their numerical calculation of the HeAr spectrum. 37 Furthermore, 
this shows that the experimental observations on HeAr by Bosomworth 
and Gush 24 contain negligible contributions from dimer states. 
For NeAr, which was also studied experimentally, 24 the conclusions 
would be similar, since for this system the saturation temperature 
T for F 0
 is almost coincident with 300°K, and the saturation temp-
eratures for F
	 and F / are still lower. 
For a system such as KrXe the situation would be quite different, 
since now at 300°K we find that x
	 0.12 and x = 0.03 for F 
i.e. dimers contribute about 15% of this moment, although the moments 
F 
1.1,	
1' 2 and ji,4 are still in their saturation range. If one considers 
a mixture of KrXe at lower temperatures, say at about 200°K, the dimer. 
ru 
contribution would rise farther, and we find that x + x
	 0.29 for 
F0; xb + Xm 0.09 for F 2 ; and Xb + X
	 0.02 for F 4 , so that 11 
,
for the first and possibly also the second of these moments, the dimer 
contribution begins to become important. For a.system such as KrXe, 
a temperature of 200°K under high pressure probably is on the fringes 
of experimental accessibility, the prime difficulty
	 being due 
to the fact that such a temperature is below the critical temperatures 
of both components (210.2°K for Kr and 289.8°K for Xe) and not much 
above the boiling temperature of Xe, which is 166.1°K. Thus, the 
phase diagram will be such that one is rather constrained as to the range 
of pressures which can be applied before condensation sets in. A care-
ful analysis of the KrXe phase diagram may disclose useful regions of
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pressure and temperature, but as a tentative conclusion we may state 
that for the most part far infrared absorption does not seem a promising 
tool for finding spectral features due to dimers in this system. The 
same comment would apply even more forcefully to other noble gas mix-
tures, since for any such mixture the value of C /k would be even less 
than for KrXe. It is hot certain at this point whether or not this 
comment is appropriate for systems other than noble gases, e.g., com-
pressed N 2 , CO 2 , CF4 , etc., in which the forces of binding are relatively 
large and the induction mechanism producing the dipolemoment is quite 
different from that in the noble gases. 
B. Polarized Raman Scattering 
Referring now to Figs. 11-14, which is for the model f(x) = 
we see once again a behaviour with temperature very similar to that 
in the infrared case. However, when we relate the curves as drawn in 
reduced temperature to the Kelvin scale, the situation is somewhat dif-
ferent from in the far infrared case. On these graphs, we have placed 
benchmarks which show the value of T* which corresponds to T = 300°K 
for the various gases. One sees that for krypton and xenon in parti-
cular the part of the spectrum due to dimers will be considerable even 
at T = 300°K, and much greater at lower temperatures. Despite this, 
we shall not comment further on the situation here, because as we have 
already pointed out, detection of these spectra is fraught with experi-
mental difficulty, on the one hand because of low absolute intensity, 
and on the other hand because of interference by Rayleigh scattering.
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C. Depolarized Raman Scattering 
In. figs. 15-18 we see the behaviour with temperature of the 
spectral moments rM9 F 2 and r	 for the model f 13 (x) x 3 . As 
stated in the previous section, this model is certainly not adequate 
to represent depolarized Raman scattering, since it omits overlap 
contributions to 13(r) which the experimental evidence indicate to be 
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nonnegligible. 44, Nonetheless, brief comments are in order, since 
the model is at least a crude representation of reality, and it serves 
as a focus for a discussion of more complex models which will follow 
(see below). In Figs. 16-18, in particular, we see again a temperature 
dependence whose qualitative form is similar to that seen in Figs. 3-10 
for the infrared case. Nonetheless, there is one important distinction, 
namely that the intermolecular potential parameters 3
 now are such that 
the important values of reduced temperature are shifted to much lower 
values. To see this, we have placed benchmarks in these figures to 
denote the value of reduced temperature T corresponding to T = 300°K, 
i.e., room temperature, for the systems Ne 2 , Ar 2 , Kr2 , and Xe 2 . For the 
latter two systems in particular, we see from Fig. 16 that the dimer 
(bound plus metastable) contribution to the spectral moment 
represents about 20% of the total at room temperature. For Ar2 , the 
value is much less, only about 10%, while for Ne2
 the value is negli-
gibly small. For the moment F 13,2' the dimer contribution in Xe 2 is 
down to 7%, that for Kr  is down to only 3%, and for the other systems 
it is still smaller. For the moment F 13 the dimer contribution is 
negligibly small for all four systems.
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This situation is quite similar to that indicated for the polarized 
Raman scattering in the preceding subsection, with however, the impor-
tant difference that the absolute intensity is now much higher. In fact, 
unlike the polarized case, we now are dealing with a spectrum which hat 
already been observed experimentally. 16 'ather than continue the dis-
cussion of the temperature dependence of this model, whose form is such 
that one set of curves suffices for several systems, let us turn now 
instead to the more specialized model introduced in Eqs. (58) and (59). 
We consider first the system Ar 2 , for which we use the model 
f(x) =	 - 0.473 x	 The parameters of this model, which is 
strictly an empirical representation chosen to fit data, as described 
in the preceeding section, are derived elsewhere. 45 These values are 
subject to considerable uncertainty, but calculations over a wide 
range of parameters [a factor of 1.5 change bothfor C and n in 
Eq. (59)] indicates that while the effect of parameter changes on the 
absolute values of the moments can be large, their effect on the rela-
tive values of Xb, X, xhf9 and X2,f is small. Thus, the results that 
follow can be thought to be fairly representative of any model of Ar2 
of the form, E4. (59) whatever the "true" values of the parameters, 
as long as one examines only the fractions Xb, x, Xhf and X f • It 
is our belief that the values of these fractions furthermore are fairly 
close to the true values for Ar 2 , and can be thought of as a first 
approximation to the latter. The reasoning for this is,as follows: 
The observed spectral moments have values due to a compounding of two 
features: first, the relative probability that a given molecular pair
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is in the "state" b, m, 2sf, or hf; and second, the relative, intensity 
due to the varying magnitude of the function f 
	 in different parts 
of phase space. But the first of these factors is independent of 
f(x), so that only the second can play a role in determining the 
fractions. But here it is precisely the fact that the term x 3
 varies 
relatively slowly with x that is decisive: the details of the overlap 
process thus have only a secondary significance in fixing the fractions. 
That this is roughly true can be verified by comparing, e.g.)
 Fig. 20 
with Fig. 16. In the latter the term Cx'' has been omitted entirely; 
nonetheless, the curves are nearly the same. A similar comparison 
can be made between Figs. 21 and 17 and between Figs. 22 and 18. 
With this in mind, we return to Fig. 20. On it we have placed 
three benchmarks, marked B, C, and R, which indicate respectively the 
boiling temperature (B) of Ar (under one atmosphere pressure), the 
critical temperature (C) of argon, and room temperature (R), i.e., 
300°K. As we have seen already, near room temperature, the fractional 
contribution of dimers (bound plus metastable) is about 10%. Lowering 
the	 temperature rapidly increases this fraction, so that it is 
about 46% at the boiling temperature. This rapid increase with de-
creasing temperature suggests the obvious: if one wishes to see spectral 
features due to dimers, one should do experiments at low temperatures. 
At the same time, two difficulties should be kept in mind: the first 
is of course the added experimental complication at low temperatures; 
the second and far more important, is that as the temperature is 
lowered the range of pressures over which the system remains a gas is
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diminished. Of course, as already stated in Sec. 2 the theory here 
developed strictly applies only in the limit (L3), i.e., in the limit 
of zero pressure. Nonetheless, from the experimental point of view this 
limit must be achieved by back-extrapolation to zero pressure (or den-
sity) of data taken at finite non-zero pressures. These pressures must 
be high enough for a spectrum to be seen, yet low enough so that one 
remains in the gas phase, and not in the liquid phase. With lowering 
temperatures, the range of pressures thus allowed will be diminished 
by the lowering of the condensation pressure, although the tendency of 
the overall spectral intensity to slightly increase (see Fig. 19) 
as temperature falls will be helpful. All in all, one has to state that 
whereas diner effects become more important at temperature falls, the 
problems of overall spectral detection tend to grow. We are hopeful 
that a useful intermediate region exists in which the overall situation 
is optimal. 
In Figs. 21 and 22 we similarly examine r Q ., and F Q / . Once 
again we see that diners play lesser roles in these higher moments, 
although near the boiling temperature, particularly for r 2 , the role 
of diners is important. 
We next can examine Figs. 23-26, which display the situation for 
Kr  using the model f 	 x3 - 0.847 x 9.2 The same comments 
apply as to the derivation, exactitude, and importance of the parame-
ters as was stated for the case of Ar 2 . Once again, we have placed 
benchmarks indicating the boiling temperature (B) under one atmosphere 
pressure, the critical temperature (C), and room temperature (R). It
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should be noted that Fig. 24 for Kr  is almost identical to Fig. 20 for 
Ar 2 , except that the room temperatures benchmark R has moved closer to 
the critical temperature benchmark C. Similar comparisons apply to 
Figs. 25 and 21 and Figs. 26 and 22, wherein r
	 and r 4 are plotted. 
In general we can state that for Kr 2P dimers are fairly important 
(about 15%) even at room temperature for the moment
	 although 
still unimportant for the other moments. The range between the boiling 
and critical temperature! 31 where dimers acquire major importance, now 
lies closer to room temperature, so the experimental complication of 
operating at low temperatures perhaps is reduced. The restrictions 
on the range-of pressures allowed, as discussed for argon, remain. 
In Figs. 27-30 we display the situation for Xe 2
 using the model 
x 3 - 0.957 x 96 . All the comments stated for Ar2 and Xe2
 apply 
again. The main change now is that the critical temperature is only 
very slightly below room temperature, so that already at room temper-
ature we are in the range where dimers are of major importance for 
r 0 . Thus xenon recommends itself as the first candidate among the 
noble gases, for the detection of spectral features due to dimers in 
its depolarized Raman spectrum.
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7. ALTERNATIVE PARAMETERS 
The foregoing analysis has considered only spectroscopic moments, 
and as such does not provide direct information about the lirteshapes 
of the separate contributions of the four parts of phase space (b,m, 
hf., and if). Nonetheless, because we have considered three moments for 
each of the spectra we have discussed, it is possible to make-some 
statements about frequency distribution. We shall illustrate this using 
the depolarized Raman spectra of the noble gases, since it is the most 
important case. 
For such spectra, we recognize that the reduced intensity D(w) 
can be thought of as a superposition of the reduced intensities due 
to each part of phase space, i.e., 
D(w,w) +.D(w,w) + D(w,w) + D(w,u).
	 (64) 
We have then, from Eqs. (27), (62), and (64): 
CO
(W_W ) 2nD () (W,W )dW = 42Ba3_2n(kT/m)nx2.r2 
(i = b, m, hf, or. if; n
	 O,I,2)	 (65) 
where X2n,i is the value of X for the indicated value of 2n. Dyiding 
Eq. (65) with n = 1 by Eq. (65) with n = 0 serves to define a root 
mean square frequency f
i for sübband i 
= /:_wo)2	 ,w)dw	 2,i',2	
(66) I D(w,w)dw 
0
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We similarly can define a root mean square frequency deviation Lf. by 
I (CO-W ) 4D(w,w )dw 
(Af)4--	 0	 1	 0
i 
J• D(w,w)dw 
oi
2 cr	 x • r	 2
,i kT	 _	
,4 -( 212)]	 (67) =	 z)	 x r 
0,1 ,0 
In Table I, we give the values of these parameters for the noble gases 
at room temperature. The models used for f(x) are the same as were 
used for Figs. 19-30. We also display the values of ko,i p which give 
the relative contributions to the total intensity due to each subband. - 
The entries labelled t are for the band as a whole, without division 
into subbands, i.e., they are the values obtained by replacing all 
values of x2	 in Eqs. (66) and (67) by unity. The fact that the 
ratios
.
 M1/f 1
 are fairly large indicates that the 
individual subbands are very broad. Particularly noteworthy is the fact 
that the values of f. 
1 for the metastable and for the bound 
dimer subbands are very small. That is to say, the mean Raman frequency 
shift of these bands is very small, i.e. of the order 4.1 to 6.8 cm-1 
and in particular the smallest for the strongest subbands, i.e., the 
bound dimer bands in xenon and krypton. This indicates that there may 
be some complication in the experimental detection of these subbands, 
since they will underlie at least partially the anomalously broadened 
Rayleigh line, which displays an apparent half-width of the order of 
-1 i	 16,17 4 cm	 n the experiments done to date.
	 Thus, clean observation of
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TABLE I 
Spectral Parameters for Depolarized Raman Scattering in Noble Gases 
at 300°K 
Gas	 Subband	 x 0,1 .	 1 f. (cm	 1 )	 Af. (cm) 
Ar	 b 0.0694 4.8 3.1 
in 0.0321 6.8 2.0 
hf 0.7913 16.6 8.1 
if 0.1072 6.9 2.6 
t 1.0000 15.1 7.7 
Kr	 b 0.1018 4.4 3.6 
M 0.0477 5.3 2.8 
hf 0.6935 17.7 12.0 
if 0.1569 6.9 5.3 
t 1.0000 15.1 11.0 
Xe	 b 0.1414 4.1 4.6 
in 0.0619 4.4 3.7 
hf 0.6022 14.8 13.4 
if 0.1955 6.6 6.8 
t 1.0000 12.0 12.0
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the dimer part of the spectrum may call for even more effective elimin-
ation of stray Rayleigh light than has been employed to date. 48 We 
stress again that these conclusions, and the data in Table I which are 
their basis, are only qualitative, being based upon the assumed empirical 
form, Eq. (59), for the anisotropy of the polarizability, and the use 
of the Lennard-Jones (6-12) potential. Use of a more accurate model, 
when such becomes available, possibly might alter these conclusions 
to some extent, although probably not drastically. 
/
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8 APPLICATION TO OTHER SYSTEMS 
The preceeding discussion is applicable to the case of two spherical 
molecules. Nonetheless aspects of the method we have used could be 
applied to more complex systems. We shall here discuss such possible 
application. 
In the first place, Eq. (1), as derived in Appendix 1, is valid 
without restriction as to the nature of the bimolecular dipole moment 
11(r). The same comment applies forthwith to Eq. (5), and it is only 
for the higher order expressions, Eqs. (6) and (7) that this generality 
breaks down. The reason for this breakdown is that the derivation of 
Eqs. (6) and (7) takes no account of the possibility of internal 
structure in the molecules. A more complete analysis would allow for 
such internal motion, as a result of which additional terms, corres-
ponding to the existence of rotational and vibrational spectroscopic 
features, would appear in Eqs. (6) and (7). Similar comments apply to 
the case of the Raman spectrum, where Eqs. (30) and (33) remain valid 
for molecules with internal structure, but Eqs. (31), (32), (34), 
and (35) are incomplete. 
As far as vibrational spectral features are concerned, these are 
usually well separated from the pure rotational and nonresonant features 
of concern here, and in analyzing the latter one can conveniently assume 
the molecules to be rigid rotors. The major difficulty associated with 
nonspherical molecules is due to the fact that in general the inter-
molecular potential will have an anisotropic component. In some cases, 
e.g., nearly spherical molecules such as SF 
69 CH4 , etc., this component
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may be sufficiently small so as to be neglected, at least in a first 
approximation. In other cases, such as, e.g., CO 2 , the anisotropic 
component will be of much greater importance, and the validity of 
neglecting it open to question. In these latter cases, one is faced 
with a considerable practical difficulty, for which there are in prin-
ciple two routes of resolution, the one more exact and difficult, the 
second less exact but easier. 
The first of these routes involves including the anisotropic com-
ponent of the potential in the Boltzmann factor which controls the phase 
space distribution. If this is done, the dimensionality of the phase 
space integration is increased, and furthermore the integrations in 
these additional dimensions must be done numerically, as has been done, 
for example, by Sweet and Steele 49 in a recent calculation of ordinary 
and dielectric virial coefficients. Aproblem arises here, however, in 
that the procedure of Stogryn and Hirschf elder 19
 for subdivision of phase 
space has only been worked -out for the case of spherically symmmetric 
potentials. Extension of their procedure to include asymmetries appears 
to be.a very difficult if not impossible task analytically. Even 
numerically , the procedure could be expected to be orders of magnitude 
more difficult than that used by Sweet and Steele, 49 whose numerical 
integrations were over all of phase space, and not over subdivisions 
thereof. In essence, what would be called for woula be an analysis 
of the bimolecular trajectory emanating from each point in phase space, 
including a complete consideration of the coupling between the transla-
tional and rotation-vibration modes, in order to determine whether each
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given point lies in the b, m, hf, or kf regions, or some generalizations 
thereof. Such a procedure, although formally complete, does not recommend 
itself as practical at the present time. 
The second route involves treating the anisotropic component of 
the potential as a perturbation on the spherical part, and expanding 
the part of the Boltzmann factor which depends on the anisotropy as a 
perturbation series in l/kT. This technique has been frequently used 
before in the study of static properties such as, e.g., the dielectric 
constant. 39,50-
 
 Its limitations should be clearly recognized at the 
outset, and they have recently been put into perspective with respect 
to static properties in the paper by Sweet and Steele, 49 and also in 
papers by Cole and coworkers. 51 It would appear from these papers 
that the validity of this approach is limited to the case of nearly 
spherical potentials and/or high temperature, so that it suffers a 
severe deficiency. On the other hand, the algebra approaches the level 
of practical feasibility, so that hopefully some numerical results 
could be obtained, whereas the more exact procedure seems less hopeful 
in this respect. It would seem most plausible to use this perturba-
tion approach in the study of spherical top molecules such as CH 4, 
particularly since in this case the asymmetries of the potential 
might be anticipated to be rather small. The recent paper by Ozier and 
Fox, 
52 
which in our language amounts to a determination of the expres-
sion for r	 for these molecules as a statistical average, will provide
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information useful for treating this problem. This might be a worth-
while future research program, particularly in view of the fact that 
experimental data on "collision induced" absorption in such molecules 
is now appearing in the literature with increasing frequency. 5,6,12,24,53 
Applications such as these, as well as others, remain for the 
future. For the present, let us
	 reiterate that the above work 
represents only a first step toward a more detailed and quantitative 
analysis. Such an analysis would require the use of quantum mechanics 
instead of the classical approach adopted here, and would call for the 
development of better models for the dipole moment and polarizability. 
The methodology of the former is well worked out and offers no intrinsic 
conceptual problems, but only numerical complexity; in the latter area, 
the growing capabilities of present day molecular quantum calculations 
of electronic structure should provide new insights and answers in the 
near term.
ACKNOWLEDGEMENT 
It is with a great deal of pleasure that I extend my thanks to 
Professors Joseph 0. Hirschf elder and Verner Suomi for their kind hos-
pitality throughout my visit to the University of Wisconsin, during 
which time this paper was written.
75 
VV 
APPENDIX 1. THE AUTOCORRELATION FORM OF THE SPECTRUM 
The use of autocorrelation functions to represent spectra has been 
discussed qxtensively over the past several years. 25,26 A complete 
discussion of the subject would be inappropriate here. Instead, we will 
present here in outline form a direct derivation of the representation, 
Eq. (1), appropriate for bimolecular infrared spectroscopy. We shall 
not trouble to derive the corresponding formulas, Eqs. (13) and (14), 
appropriate to the Raman case, since their derivation is almost identi-
cal to that for the infrared case, differing mainly in some uninteresting 
geometric details. 
In the classical limit, it is easier to discuss the emission 
spectrum I(), rather than the absorption spectrum o(). However, in 
discussing the former, we are essentially also discussing the latter, 
since they are related by Kirchhoff's law, 54
 i.e., the principle of 
detailed balance applied to the interaction of radiation and matter: 
= I M/cu(w) ,
	 (Al.l) 
where u(W) is the radiation density of the black body radiation field. 
The latter is given in the classical limit by the Rayleigh-Jeans 
formula
2	 23 
u(w) = w kT/ir c
	 ,	 (Al. 2) 
so that
22	 2 
a(w) = It c I()/w kT
	
.	 (Al.3)
In this form 1(w) is the power due to spontaneous emission per unit 
frequency interval per unit volume of sample. 
We imagine now a sample of volume V , so that the spontaneous 
power emission per unit frequency interval is VI(w). We seek to 
relate this power to the microscopic processes occurring within the 
sample. As a model for the microscopic processes, we assume that the 
total electric moment of the sample is the sum of molecular dipole 
moments, and that the latter is expressible as a cluster series of the 
form
NA NB 
M = E	 E ii 14 (r..) + (three body terms) 
i=l j=l 
+ (four body terms) + ...	 ,	 (Al.4) 
where r.. is the vector separation of molecules i and j. We do not 
write out the three-, four-, ... , body terms explicitly, since they 
will not-be of interest to us. The double summation in Eq. (Al.4) 
is over all pairs of unlike molecules, and we have considered a two 
component system in which the volume V contains NA molecules of type 
A and NB molecules of type B. Similar expressions may be written for 
other systems, e.g., a gas of linear molecules would have terms 
in which i and j would be the .same species rather than differ-
ent species. However, for purposes of illustration, it is sufficient 
to consider Eq. (Al.4) only; we leave it to the reader as an exercise 
to make the necessary modifications and generalizations so as to en-
compass other cases. We have also here omitted terms of the form
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J.(r.), which correspond to permanent moments in individual molecules. 
Such terms vanish for the case considered here; in those cases where 
they do not vanish, they lead to ordinary spectra, pressure broadening 
of ordinary spectral lines, etc. We also note that the various dipole 
terms of Eq. (Al.4) may depend upon internal molecular coordinates, 
i.e., on molecular orientations, in those instances where the mole-
cules are nonspherical. The latter dependence is not explicitly 
exhibited in Eq. (Al.4), again because in the simple case we will treat 
the individual molecules, i.e., atoms, are spherical and such depen-
dence does not occur; and also because such dependence would only 
obscure the essential points of what follows. Such cluster expansions 
previously have been used by Van Kranendonk13
 and by Levine. 28 
The energy spectrum due to the time variation of the moment M 
can be obtained from electromagnetic the ory. 55
 The acceleration field 
can be written as a superposition of terms each due to an individual 
molecular pair:
NA NB 
E= E E E ]. -.a,ij	 (Al. 5) i=l j  
where
1 f'ij )( (n
 ij x j),I	 (Al. 6) 
 Rjj
ret(ij) 
Here n,. 
1J is a unit vector directed from the local source i 1. J . ( r. 1J .) to _	 .	 -  
the point of observation, R.. is the distance between p.. and the point 
of observations and the double dot denotes double time differentiation. 56 
The "ret(ij)' t indicates that the quantity in brackets is to be evaluated
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at . the retarded time t.
	 t - R./c, where t is the observer's time. 
Since in general the sources have different locations throughout the 
volume V , the retarded times are different for different sources. 
If we imagine the sample volume to be small but macroscopic, 
say a cube of volume 1 cm 3 , and take the point of observation to be at 
a distance R far removed from the sample (R >> 1 cm), then n, will be 
essentially identical for all molecular pairs, and we can replace each 
n 
ii 
by a single common vector n 
The instantaneous power radiated per unit solid angle dP(t)/dQ 
by the field E is given by 
a	
NA NB	 NA NB 
*(t)Id	 E 
=l j=l
[Ea ij Rij ]ret ( lJ ) E 
NA NB 
C	 J[E	 R 312 
i=l j1 -.a,ij ij rët(ij) 
NB NB 
+ 
[E	 R]	 •	 [ER] 
-.a,ik ik 47r.	 a,ij	
ret(ij)	 ret(ik) i=l j=l k=l 
NB
 NA NA
[E	 R]	 [E	 R] 
-a,ij	
ret(jJ)	 -.a,ik ik ret(ik) i=l j=l k=l 
• (four.particle terms) .
	 (Al.7) 
The last form given in Eq. (Al.7) is obtained by multiplying out the sums 
given in the form which preceeds it. The four particle terms are of no 
interest here and we have not written them out.
	 They give 
rise the spectral features which are biquadratic in the densities,
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i.e., they are proportional to pp (p denotes density). The three-
particle terms lead to density dependent spectral features which are 
proportional to and p ç . They vanish in the limit (L4), 
but are worth exhibiting explicitly since they are the terms which lead 
to the spectral effects due to intercollisional correlation, as was 
first discussed by Van Kranendonk. 22 It is clear that the density 
dependence of these terms is such that they drop out when 
AB 0 
i.e., in the limit (L4), and we will not consider them further. We 
might remark, however, that in general these will not be the only 
terms whose density dependence is cubic, since the three-body terms 
in Eq. (Al.4) will lead to additional three-body terms in Eq. (Al..7). 
Both types of three-body terms have been seen in particular experimental 
22 
circumstances. 12,	 Fixing our attention on the limit (L4), we need 
hereafter consider only the double-summation term in the last form 
given in Eq. (Al.7). The remainder of the derivation is fairly conventional. 
To obtain a spectrum we must Fourier analyze.dP(t)/dc2. In so 
doing, the retardation of the time now no longer plays a role, since 
we are not considering interference terms between different pairs, and 
we can therefore simply evaluate all quantities at the observer's time. 
We consider a large but finite time interval [-T/2,T/2], within 
which the total energy radiated per unit solid angle dW/dQ is 
dW	 c	 T/2 dP(t) dt 
dQ	 4ir 
-T/2 
N A NB	 T/2l-  
411'3 i=1 jl
	
-T/2
dtjn x [n xP(t)]J2, 
(Al. 8)
This expression can be integrated over the complete solid angle to 
obtain the total energy radiated: 
2 
NA NB T/2 
W =3c
	
'	
dt p., (t) • p i . (t) .	 (Al.9) 
	
1=1 j=l	 1J	 J 
It is convenient to introduce here an auxiliary quantity q. (t) 
defined by
	
if	 iti <	 c 
q . iJ
	
	
0	 if Itl > T +'	
(Al. 10) (t) = 
where c is a small positive constant, which momentarily we shall let 
•	 go to zero. In terms of i.. (t) we may write 
N N 
•	 A	 B 
=	 23	 f	 dt q . .(t).,(t) - R..( E. )	 (Al.11) 
3c i=1 j=l -	 ''	 "	 1J 
where R.. 
1J 
(E) is a remainder, defined by 
T	 T 
-. 
=	
dtj.(t)...(t) +	 dt 1(t). S*ij (t) 
(Al. 12) 
We can assume thatp..(t) and therefore also j..(t) is bounded, as it 
will be for all physical systems (i.e., there are no infinite accelera-
tions). If B.. is such a bound,
	
3 J i.e., if q1..(t)J < B 1.., then we must 13	 -,
have that
	
IR. . ( c )
	
< 2 B.	 (Al. 13) 13	 13
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It is clear that this remainder can be made arbitrarily small, relative 
to W, by choosing C small enough. Therefore, the remainder term in 
Eq. (Al.11) can be ignored ,. We now can introduce a Fourier represen
-
tation for q..(t):
co 
	
q
1J 
.(t) =	 I s 1. 3 .(uje 
i(At dw	 ,	 (Al .14) 
-. 
- 
where
= (27r) 1 - 
CO
 
j.(t)e_t dt
	 (Al.15) 
Then also
Co 
2	 iwt	 57 
i W = -w - I s..(w)e	 dw	 ,	 (Al. 16) 
CO 
so that we can write Eq. (Al.11) as 
N	 N
	 CO	 CO 
= -! :	
Id w l	 l
oo	
dw2w 2w2 2 si j (wl ) . s.(w2 )Ie	 1 2 ) t d t 
4'Tr NA NB 
= -. E E	 I I dw1dw2w12w2 2 5(w -w )s (w )'s 
3c3
 i=i j=i.	 1 2 ij 1	 ii 2 
N N 
4iT	 A	 B 
= 3c i=l j=l
dww4s1. (w)	 (w) 
=	
NA NB
	
00
dww4 s. . (w) .s

	
3c il j=l	 0	 ij
(Al. 17)
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The last form in Eq. (Al.17) follows from the fact that the definition 
of ..(W), Eq. (Al.15), is such that s.. M = s..(-), and thus 
s 13
•
 .(w)s.
13 (w) is even in w 
This means that the frequency spectrum of the energy W is given by 
dW	 8ir 4	
NA NB
* 
- 
= E 	 E S.. (,(.))s . dw	 3c3	 1=1 j1 
2	
NA NB 00 00 
= 311c3	 il j=l	 00 
q..(t1)q..(t2)e i(t1-t2) 
2w	
NA NB 0000 
37r63	 il jl	
- q..(t+t2)q..(t2)e iwt dtdt2 
N 
2u4	 A N B T/2	 .T/2-t 
E	 I	 dt2 I	 2 .(t2 )p. .(t+t )e' iWt3t. 
3lTc	 i=l j=l -T/2	
-T/2-t2''3	 2 
(Al. 18) 
In this last form, we have neglected the difference between p..(t) 
and q..(t) in the range T/2 ..ItI < T/2 +E , because the boundedness 
of,P assures us that this error can be made negligibly small by aij 
sufficiently small choice of the parameter C of Eq. (Al.lO). 
Now dW/dw is the energy spectrum of the given system in the time 
interval [-T/2,T/2]. If we divide this by T we obtain the power spectrum 
for the interval, and if we further divide by the volume V we obtain 
the power spectrum per unit volume. Finally, if we take the ensemble
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average of the latter quantity, we obtain a quantity which is stationary 
and which is just equal to 1(w), of Eqs. (Al.l) 1
 (Al.3), when we let 
T+
1(w) =	 <<(VT)'(dwfdw)>>	 ,
	
(Al. 19) 
where by << >> we mean a canonical average over an ensemble of NA 
molecules of type A and NB molecules of type B. But since dW/dw is a 
sum of two-particle terms, its canonical average is equal to NANB times 
a two-particle average, so that 
	
2wNN (
T/2
	
T/2-t 
1(w) =	
3cVT
dt f	 2 U(t2)'(t+t2)e iwt d>
/2 
2w4NN 
urn	
A B T/2	 T/2-t 
= T- o
 3irc3VT I	 dt	 f	 2 <M(t)J(t+t)> iwt dt 2
(Al. 20) 
where we have dropped the j subscript on J.. as a shorthand, and the 
< > denotes a two-particle canonical average. In Eq. (Al.20), the 
fact that a canonical average is stationary means that any convenient 
value of t2
 may be substituted under the integral sign: the obvious 
choice is t 2
 = 0. Furthermore, we can note that the principal of 
dynamic reversibility assures us that <M(0).11(t)> must be an even 
function of time, so that the exponential transform can be replaced 
by the cosine transform:
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T/2	 T/2 
1(w) him	 2W4NANB I	 dt I	 <(0)(t)>coswtdt 
- T + 00
	
3ITc3VT	 -T/2	 2 -T/2 
- 2W4NANB
	
I	 < 1.1 (0) .i(t)>coswtdt 
-	 3irc3V	 -CO 
2w4pB	 00 
=	 3	 1 V <(0)i(t)>coswtdt.	 (A1.21) 3rrc	 -CO 
Combining Eqs. (A1.3) with (A1.21) gives 
	
21T9pw2	 COB  
c(w)	 3ckT	 V<11(0)•1J(t)>coSwtdt	 (A1.22) 
This last expression is exactly Eq. (1). 
Similar derivations can be made of Eqs. (13) and (14) for the 
Raman case. The principal difference is that the cluster expansion is 
now used for the polarizability, rather than for the dipole moment, 
an external field is introduced which induces the dipole moments, and 
some additional geometric considerations.enter because the problem has 
a somewhat different symmetry than in the infrared case. For brevity, 
we leave this derivation to the reader as an exercise.
APPENDIX 2. DERIVATION OF THE DYNAMICAL FORM.OF 
We shall derive here-the expression for
	 (o) given in Eq. (7). 
We shall not derive the corresponding Raman expressions, Eqs. (32) 
and (35), since the basic principles are sufficiently well illustrated 
by the case we shall treat, and the derivation of Eqs. (32) and (35) 
differs from that of Eq. (7) only in someuninteresting detail. 
The basic method is implied in the work of Sears. 29 Starting 
from Eqs. (2) and (4), and from the fact that the canonical averages 
<1(t)J(t) > and <u(t)(t) > are stationary, it is easy to show that 
may be written as
= V<ji(0)•U(0)>
	
.	 (A2.1) 
When i(r) is in the form given by Eq. (4), we obtain 
j.i(0) = n(0)U(0) + 2ri(0)M(0) + ii (o)1.t ( 0 ) 	 (A2.2) 
where n r/r is a unit vector.. Squaring Eq. (A2.2) and using the 
relations nn = 1, nii = 0, and n = - in gives 
= j.2 + 2Gi•)(2i-ifi) + ()2 + 4(fi)1.i . 	 (A2.3) 
Differentiation of the identity ii = r/r leads to 
-3 
n =r	
2 [r v - (rv)r] ,
	 (A2.4) 
and
= r_5[r4a_2r2(r.v)v+3(r.v)2r_r2(r.a+v2)r] 	
,	 (A2.5)
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where v is the velocity and a is the acceleration. The first deriva-
tive of p can be written as 
= t'(r)r = (rv)i'(r)/r	 ,	 (A2.6) 
where the prime indicates differentiation with respect to r, and the 
last form follows from differentiation of the identity rr = r 2 . Dif-
ferentiating again gives 
=	 i'(r) + .i"(r) 
=	 2(r•v)21J'(r) + r(ra+v 2 r	 )Ii"(r)	 .	 (A2.7) 
•	 The substitution of (A2.4) - (A2.7) into (A2.3) leads to a compli-
cated expression for II 2 , which involves the potential 4 since 
a = -mV. If one examines this expression, one.finds that the terms 
in p 2 containing a are of three type' s, involving respectively 
r'a, va, or a2 . These three forms can be rewritten in terms of r, 
v, and r • v, by simple manipulations: 
-1	 -1 
ra = -in	 = -m r (r)	 ,	 (A2.8) 
which follows from the fact that the potential is central; 
= - (mr)_l(r.v)T(r)	 (A2.9) 
which follows from differentiation of the conservation of energy 
relation - mv2+(r)	 constant; and 
[m_1 1(r)]2	
.	 (A2.10)
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There then results another complicated expression (which we do 
not write out because of its length ) which expresses the scalar 
in terms of the scalars r, v, and rv. We then let t=O, which is 
allowed since the statistical average < 	 > is independent of time, 
introduce the angle i by rv = rvcos, multiply by the Boltzmann 
factor, and form the canonical average. The result of these operations 
is Eq. (7).
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LEGENDS FOR FIGURES 
Fig. 1. Effective potential as a function of distance (schematic, not 
to scale), showing subdivision of phase space into four regions, 
as discussed in text. 
Fig. 2. Anisotropy of the incremental polarizability of He  as a function 
of distance, according to the calculations of Lim, Linder and Krom-
hout (Ref. 42). The two curves marked CHF and UHF respectively 
correspond to approximate coupled and uncoupled Hartree-Fock cal-
culations, as discussed in Ref. 42. The curve marked 6A 2/r3
 is 
the inward extrapolation of the leading term in the point dipole 
model, Eq. ( 56 ). 
Fig. 3. Reduced total spectral moments of infrared absorption vs. 
reduced temperature for an exponential model of the dipole moment. 
Fig. 4. Phase space division of the moment r
	 of Fig. 3. 
Fig. 5. Phase space division of the moment r
	 of Fig. 3. 
Fig. 6. Phase space division of the moment r4 of Fig. 3. 
Fig. 7. Reduced total spectral moments of the infrared absorption for 
a dispersion model of the dipole moment. 
Fig. 8. Phase space division of the moment r	 of Fig. 7. 
Fig. 9. Phase space division of the moment r,2 of Fig. 7. 
Fig. 10. Phase space division of the moment
--
r / of Fig. 7. 
Fig. 11. Reduced total spectral moments of the polarized Raman spectrum 
vs. reduced temperature for apoint-dipole (i.e., dispersion) model 
of the polarizability increment ct(r). The benchmarks indicate 
room temperature (300°K) for various noble gases.
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Fig. 12. Phase space division of the moment rao of Fig. 11. The bench-
marks indicate room temperature (300°K) for various noble gases. 
Fig. 13. Phase space division of the moment r a2 of Fig. 11. The bench-
marks indicate room temperature (300°K) for various noble gases. 
Fig. 14. Phase space division of the moment r	 of Fig. 11. The bench-
marks indicate room temperature (300°K) for various noble gases.

Fig. 15. Reduced total spectral moments of the depolarized Raman spectrum 
vs. reduced temperature for a point-dipole (i.e., dispersion) model 
of the polarizability increment (r). The benchmarks indicate room 
temperature (300°K) for various noble gases. 
Fig. 16. Phase space division of the moment	 of Fig. 15. The bench-
marks indicate room temperature (300°K) for various noble gases. 
Fig. 17. Phase space division of the moment 	 of Fig. 15. The bench-
marks indicate room temperature (300°K) for various noble gases. 
Fig. 18. Phase space division of the moment	 of Fig. 15. The bench-
marks indicate room temperature (300°K) for various noble gases.

Fig. 19. Reduced total spectral moments of the depolarized Raman spectrum 
of argon vs. reduced temperature for a two-term model of the polar-- 
izability increment (r). The benchmarks indicate the boiling temp-
erature (B), the critical temperature (C), and room temperature (R), 
i.e., 300°K 
Fig. 20. Phase space division of the moment
	 of Fig. 19. The bench-
marks indicate the same temperatures as in Fig. 19. 
Fig. 21. Phase space division of the moment r 2 of Fig. 19. The bench-
marks indicate the same temperatures as in Fig. 19.
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Fig. 22. Phase space division of the moment r
	 of Fig. 19. The 
benchmarks indicate the same temperature as in Fig. 19. 
Fig. 23. Reduced total spectral moments of the depolarized Raman 
spectrum of krypton vs. reduced temperature for a two-term model 
of the polarizability increment (r). The benchmarks indicate 
the boiling temperature (B), the critical temperature (C), and 
room temperature (R), i.e., 300°K. 
Fig. 24 Phase space division of the moment r
	 of Fig. 23. The 
benchmarks indicate the same temperatures as in Fig. 23. 
Fig. 25. Phase space division of the moment r, ,2 of Fig. 23. The 
benchmarks indicate.the same temperatures as in Fig. 23. 
Fig. 26. Phase space division of the moment I' 4
 of Fig 23. The 
benchmarks indicate the same temperatures as in Fig. 23. 
Fig. 27. Reduced total spectral moments of the depo1arizd Raman 
spectrum of xenon vs. reduced temperature for a two-term model 
of the plarizabi1ity increment (r). The benchmaks indicate 
the boiling temperature (B), the critical temperature
	 and 
room temperature (B), i.e., 300°K. 
Fig. 28. Phase space division of the moment r
	 of Fi 27. The 
benchmarks indicate the same temperatures as in Fig. 27. 
Fig. 29. Phase space division of the moment r
	 of Fig. 27. The 
benchmarks indicate the same temperatures as in Fig. 27. 
Fig. 30. Phase space division of the moment r
	 of Fig. 27. The 
benchmarks indicate the same temperatures as in Fig. 27;
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