On systems of linear differential equations with periodic coefficients: Algebraic and topological aspects  by Epstein, Irving J
JOURNAL OF DIFFERENTIAL EQUATIONS, 1,206-221 (1965) 
On Systems of Linear Differential Equations with 
Periodic Coefficients: Algebraic and Topological Aspects 
IRVING J. EPSTEIN 
U.S. Army Electronics Research 
and Development Laboratories, Fort Monmouth, New Jersey 
1. INTRODUCTION AND SUMMARY 
We consider systems of first order homogeneous linear real differential 
equations with periodic coefficients. If we have n unknown functions and if 
we form an n x n matrix Y out of a set of n linearly independent solutions 
of the system, we can write it in the form 
(1) 
where A = A(t) is an n x n matrix with entries depending continuously on 
the real variable t and with the property that, for a fixed period w, and all t, 
A(t + w) = A(t). (2) 
Y = Y(t) will then be completely determined by the initial conditions 
Y(0) = I, (3) 
where I is the identlty or unit matrix. 
A question arising in connection with a system (1) is the following: 
For which A(t) will Y(t) be periodic with the same period; in other words 
when will it be true that 
Y(t + w) = Y(t) (4) 
for all t ? 
According to a remark made elsewhere [I], (4) will be true whenever (2) and 
A(- t) = - A(t) (5) 
holds. We see therefore, that there exists a linear space SO of matrices such 
that for any matrix A(t) in S,, the solutions Y(t) of (1) are periodic with the 
same period as A. 
206 
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There arises then the problem of whether we can find other linear spaces 
of matrices A which have the same property as S, . This problem poses 
immediately the following question: Given two matrices A(t) and B(t), both 
periodic with period w and such that (1) h as a solution satisfying (4), what are 
the restrictions on B(t) if we postulate that the system 
Z=(A+cB)Z (6) 
shall have a solution Z(t) = Z(t + W) for all values of E, where E is any real 
number ? 
By introducing 
u = Y-12 (7) 
where Y is the periodic solution of (1) and 
C = Y-IBY 03) 
we can reduce this problem to the following one: For which matrices C(t) 
with C(t + w) = C(t) will the system 
o=ecu (9) 
have a solution with period w for all values of the parameter E ? (It will suffice 
to assume that l is sufficiently small, since the solution U(t) with U(0) = I 
of (9) depends analytically on 6.) 
This problem has an algebraic nucleus which becomes easily accessible 
if we restrict ourselves to the case where C(t) has a finite number of non- 
vanishing Fourier coefficients, i.e. 
C(t) = 2 CneRintlW 
-N 
where the matrices C, are constant matrices. 
We shall show in Section 3 that (9) will have a periodic solution U for all E 
if and only if the matrices C,,( - N < n < N) generate a representation of a 
Lie algebra the defining relations of which we shall derive in Sections 2 and 3. 
This particular Lie algebra (or, rather, set of Lie algebras, since the number 
N enters into its definition) appears to deserve special study. However, it 
turns out that even in the simplest non-trivial case where N = 2 and where 
we ask for a representation of the algebra in terms of 2 x 2 matrices, the 
enumeration of all matrix representations is a very difficult one. In all other 
cases, we can offer only a partial solution and a conjecture that this might be 
the general solution. 
There also arises a topological question in connection with the problem of 
finding all continuous matrices A(t) with period w for which (1) has a periodic 
solution Y(t). Let M, be the set of all n x n matrices with real entries. Then 
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Mn may be considered as a topological space if we define the S-neighborhood 
of a matrix P, in M, as the set of matrices P for which the maximal absolute 
value of an entry in P, - P is less than 6. Any set of matrices A(t) satisfying 
(2) defines (for 0 < t < w) a closed curve in &In . The problem we shall solve 
is the following one: Find a set of closed curves in M,, , defined by matrix 
functions 0,(t) of t satisfying 0,(t + w) = s,(t) such that: 
(i) the equations 
k, = B,Y (I = 0, 1,2, ***) 
have periodic solutions, and 
(ii) for any matrix function A(t) satisfying (2) and (4), the corresponding 
curve in M, can be deformed continuously into one of the closed curves 
defined by 0r such that for all closed curves arising during the deformation 
process the corresponding system of differential equations has a periodic 
solution. 
We shall prove that, for 2 x 2 matrices, we shall need a denumerable 
infinity of curves el , but in the case of n x n matrices, where n > 2, two 
curves el will suffice. 
2. ALGEBRAIC RELATIONS FOR FOURIER COEFFICIENTS 
Let A be a given n x n matrix satisfying (2) and assume that the funda- 
mental matrix Y satisfying (1) has the property (4). Let B be an unknown 
n x n periodic matrix with period w and consider the system (6) with E an 
arbitrary real number. We wish to determine those matrices B for which 
the solutions Z(t, c) of (6) will satisfy 
2-p + w, e) = qt, e). (11) 
As shown in the introduction (Eqs. (7)-(g)), we can direct our attention to 
the system (9). For which periodic matrices C will the solutions of (9) be 
periodic with period w for all E I Once we determine the C, (8) determines B. 
The solution of (9) satisfying U(0, c) = I can be expressed as a power 
series in E. 
where 
U(t, c) = Uo(t) + dqt) + &w2(t) + ... (12) 
Uo(t) = I 
vi+&) = j-’ C(a) U,(u) da i = 1,2, *** 
0 
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We note that U(t, l ) in Eq. (12) is periodic in t with period w if and only if 
each vi(t), i = 1,2, . . . is periodic in t with period w. Now Ui( t) with i = 1,2, . . . 
is periodic with period w if and only if U<(w) = 0. We seek therefore 
those periodic matrices C for which U,(w) = 0 for i = 1,2, **. . To that 
end express C(t) as a Fourier series. Further we take w = 27r, there being 
no loss in generality by doing so, for simplification. We have then 
C(t) = 2 Cjeiit. 
*--CC 
(13) 
We assume that C(t) is differentiable so that all convergence problems can be 
dealt with easily. 
From the condition Ur(29r) = 0 we get C’s = 0. The condition U,(2)7r = 0 
tells us that the integral 
s: s %I t2 C(t,) dt, dt, =0 when t, = 2T. 0 
Substituting for C(t) its expansion as given by (13), we get as a second con- 
dition on C that 
z cj, p = 0, (- * <jl ,A < a). (14) 
j,++=O 
3120 
l*#O 
We note that this series converges absolutely. 
Our next condition, namely U,(212) = 0, is considered here, to illustrate 
what will happen in general. After this special consideration, we give the 
general result. If we evaluate 
U&J = 1’” C(t,) f” C(t,) f” C(t,) tit, dt, dt, 
0 0 0 
(15) 
and use the fact that U3(29r) = 0 has to be imposed in order that U(t, e) be 
periodic in t with period 2?r for all E, we find that we get 
where the sum is taken over the following 
jl +j, +js =O 
jl +i&O 
jl Jz Z 0 
- m <A, ja ,A < 00. (17) 
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There appears also in the above evaluation the term 
withj3+j3=0,jl#0,j3#0,-m<j,,j,<oo. 
This sum is zero since 
and 
z j,+i,=O Cja Zf = 0 
3,,3,#0 
by (14). 
Finally there appears the term 
ei jStS C, 2 
31+32=0 
Cj, 2 dt, 
3,,3,#0 
But this term vanishes by Eq. (14). It is clear therefore, that each condition 
U,+,(2?r) = 0 for 71 = 1,2, ... is equivalent to the condition given by 
Eq. (18) below. This is the point we wished to illustrate and we now state the 
general fact as a lemma. 
LEMMA 1. Assume that 
for n = 1,2, 3, ... where 
A =A 
A =.L + Llj (h = 2, 3, -.-, n). (19) 
Here each jk is a nonzero integer. The summation is tahen over all stub jk for 
whkch j, + jz + ... + jn+l = 0 subject in addition to the fact that no denomina- 
tar is to be zero. Then we also have 
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where 
011 =.h 
a2 = i2 or j2 + 011 
% = in or j, + an-l . (21) 
Here the summation is over all nonzero j, for which oc, + jm+l = 0 subject in 
addition to the fact that no denominator which appears is to be zero. 
Proof. I f  for each k, k =2, 3, ..*, n, Q = jk + CQ+~ then by hypothesis 
the sum in question is zero. In the contrary case: 01, #jr + j, + *.. + j, , 
but then 
f f ,  =A + j,,, + ..* +.A 
for a fixed 1, I> 1, (where 1 may be n so that an = j,J. Our sum then becomes 
by hypothesis. Hence our result follows. With this result we now state 
THEOREM 1. A necessary and su.cient condition that the solution U(t, E) of 
the system (9) be periodic in t with period 2rr for all c is that the Fourier coef- 
j%ients, the constant matrices C, , satisfy the infinity of conditions given by (18) 
and (19) and the condition C, = 0. We note for emphasis that these sums 
actually converge under the hypothesis imposed on C(t). We remark also 
that the condition C, = 0 can be written as a sum of the type appearing 
in (18), namely, C, Y &,,O Cjl . 
We shall now study these conditions from two different points of view. 
Firstly we give a nontrivial condition on the Fourier coefficients which insures 
that the equations (18) are all satisfied so that our fundamental matrix cor- 
responding to this C(t) is periodic. This condition is a sufficient condition 
and a counterexample can be given to show that it is not necessary. Next we 
make a conjecture on a necessary condition and give support for this conjec- 
ture by showing it is true in certain simple cases. 
Finally, we will show that our infinity of conditions as expressed by Eq. (18) 
are Lie elements. 
7 
212 EPSTEIN 
THEOREM 2. If  Cpi = - (- C)i Ci where i is a positive integer and 
where C is a scalar, then the equations (I8) are satis$ed. Here Ci , Cei are 
the Fourier coefficients of C(t) as given by (13). 
Proof. Consider the left hand side of (18) and (19) for a fixed n. Suppose 
first that each jk with k = 1,2, “., n + 1 satisfies 
where N is a fixed positive integer. We shall first consider the case where n is 
odd. In the sum 
there must occur an even number of odd integers as otherwise the sum would 
be odd and consequently not equal to zero. Let the number of ones which 
occur in (23) be denoted by pi and let p-r be the number of minus ones which 
occur. In general let pm be the number of m’s which occur where m is a posi- 
tive or negative integer and where 1 m 1 < N. From (23) we get 
and 
~L~+~-~+~+~-~+cL~+cL-~+...-O(~~~~) (25) 
where the last term on the left of (25) is CL+, if N is odd whereas it is ,+N-l, 
if N is even. Equation (25) follows from the fact that there must be an even 
number of odd integers. We also have 
112 + P-2 + -.* E 0 (mod 2). (26) 
This follows since n + 1 is even. Equation (26) terminates with ~-(~-i, if N 
is odd and with p+, if N is even. Equation (26) follows from the fact that n 
is odd. 
Now in Eq. (18) we note that for each set ( ji”, ja”, . . ., jz,,) for which (23) 
holds the set (- jrs, - jas, ..., - ji+r) also occurs. In the sum (18) we change 
all matrices whose subscript is negative to matices with a positive subscript 
making use of the relation C’+ = - (- Cy C, . Since the sum (18) conver- 
ges absolutely we can rearrange the terms. Consequently we consider the 
two terms occurring in the sum (18) which correspond to the sets &a, jas, 
..., ii+,) and (-jr”, - jss, ..*, - ji+l). For simplicity let C-, = diCi where 
di = (- I)“+1 Cf. 
We see that the coefficient of 
Cl63 c jtl c,j:+,, - . . . - /%I a 
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where the #I’s may be negative and where of course [ito 1 means absolute 
value is given by 
<-Id;-” . . . g-N _ d”‘d’“8 . . . &N N 12 N' 
(The minus sign between the terms arises from the fact that n is odd.) Now 
replace each di by (- l)i+l Ci and we get 
(- lyL-2+P-4+“’ CL~+~!-S+...NP-N _ (- lp+#4+“* Q++~Pz+..‘NMN. 
From (24) and (26) we get zero for this last sum. 
If now tl is even (26) becomes 
P2 i-P-2 + ... = 1 (mod 2). (27) 
The proof is the same. Hence our result holds for n odd or n even. If  we now 
let N vary, our result follows. 
We next formulate the following: 
CONJECTURE. A necessary condition that the relations given by (18) should 
be satisjied and hence that the fundamental matrix U(t, l ) occwrikg in (9) 
be periodic in t for all E, is that for each j = 1,2, 3, 1.. 
[C, , C-j] = cjc-, - c-jc, = 0. 
If  we let C(t) be a 2 x 2 matrix with a finite Fourier sum, 
C(t) = C-,e-2it + C-,erit + C,eit + Cf12it. (28) 
Then it is possible to prove that [C, , C-,] = 0 for j = 1,2. 
The calculations are extremely long and in order to prove the result for 
all possible cases it is necessary to use sums like those in (18) where x + 1 = 6. 
We turn next to that study of Eq. (18) which are connected with Lie alge- 
bras. 
3. LIE ELEMENTS 
We shall show that we can write the relations (18) between the C5 as rela- 
tions in a Lie algebra. By this we mean the following. The C, are generators 
of an associative algebra. The associated Lie algebra is also generated by the 
Cj , but it consists of all elements derivable from the C, by addition, multipli- 
cation by scalars, and bracket multiplication. The latter is defined by 
[E,F]=EF-FE (29) 
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where E, F are already in the Lie algebra. We call [E, Fj the bracket product 
of E and F. Bracket multiplication is nonassociative and we cannot omit 
parentheses. We shall use the notation 
P,D, . . DL} (30) 
for the particular bracket product defined recursively by 
PA> = DI 9 {DID, ... D,} = [{Dl -.* D,-,}, DJ. 
It will be in our Lie algebra generated by the Cj (or, in short, it will be a Lie 
element), if the DA (A = 1, ..*,L) are taken from the set of the Cj . We can 
define (30) also for sums by postulating the distributive law and the rule 
WI ... Dl} = a{D, ... Dl>. (32) 
Note that (30) and (32) assign a well defined Lie element to every element 
of the associative algebra generated by the Cj . We have the Dynkin-Specht- 
Wever formula (see [2]): 
Wl ... DE}} = l{D, ... Dl}. (33) 
Let us write the solution of ri = ECU in the form 
u = I + 2 E”Pk(t), 
k=l 
(34) 
where the Pk are homogeneous polynomials of degree k in the Cj with coef- 
ficients depending on t. The quantities Pk(w) are then homogeneous polyno- 
mials in the Cj with numerical coefficients, and Pk(co) = 0 is the set of con- 
ditions which must hold if U is of period w. Now it has been shown by 
Magnus [2] that U can also be written in the form 
U = exp Q(t) (35) 
where for sufficiently small values of E: 
(36) 
and where the Q(t) are Lie elements in the Cj (homogeneous and of degree I), 
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since they are derived from C(t) by bracket multiplication and integration; 
for instance 
By using (35) and (36), we can express 4(t) in terms of G+(t), ..a, Q(t), 
and we observe that Pk(t) will be linear in Qh(t). Therefore, the conditions 
s(w) = 0 will be equivalent to the set of conditions Q,(w) = 0. Therefore, 
the conditions derived for the C, in Section 2, namely, Eqs. (18), can be 
replaced by conditions which express the fact that certain Lie elements in the 
C, vanish. By a careful application of (33), it is possible to show that these 
conditions can be written by putting curly brackets around the left hand 
sides of conditions (18). See the application of Dynkin’s formulae in [2]. 
We summarize our results by stating 
THEOREM 3. The conditions (18) for the C, are equivalent to the conditions 
arising from (18) by applying the curly bracket operator (30) to each term of 
the left hand side. Therefore, U(t, 6) will be of period 277 in t for all E if and 
only if the Fourier coefficients Cj of C(t) in (9) are the generators of a matrix 
representation of a certain Lie algebra. 
4. A TOPOLOGICAL ASPECT 
We can view what has been done in Section 2 as follows. Corresponding 
to a periodic matrix A(t) the fundamental solution of (1) was itself assumed 
to be periodic. We then showed that A(t) could be imbedded in a set of 
periodic matrices A(t, G) = A(t) + &B(t), (here B(t) is regarded as fixed), 
such that the solutions of 
qt, e) = A(t, l ) Y(t, e); 
are periodic for each fixed E. 
Y(0, e) = 1 
A(t), we note, is thus embedded in a very special set of matrices, namely, 
those which depend in a linear manner on E. We now investigate this problem 
from a more general point of view. 
Suppose that C(t) is periodic in t with period 277 and that the solution of 
F(t) = C(t) Y(t); ‘Y(0) = 1 (37) 
is also periodic with period 27r. We note that the matrices Y, C are real. 
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We wish to find fixed, periodic matrices C,(S) which we shall call “Standard 
Matrices,” such that every continuous periodic matrix C(t) can be deformed 
into one of these standard matrices in the following manner: 
We seek a family of matrices C(t, c) such that 
(i) C(t, e) = C(t + 27r, c) for all t and for 0 < E < 1 
(ii) C(t, 1) = C(t) 
(iii) C(t, 0) = Cs(t) 
for which the solutions of 
qt, e) = C(t, 6) Y(t, c); Y(0, e) = I 
are periodic in t with period 21~ for 0 < e < 1. 
Instead of discussing C(t), we shall use the solution Y(t) of (37). 
If C(t) = Cs(t), we denote the corresponding solution of (37) by Y,(t). We 
shall give a complete set of “standard forms” Y,(t) for Y(t) in Theorem 4. 
What we have to find are the matrices Y,(t) and a family of matrices Y(t, E) 
with the following properties: 
1. Y(t,E)=Y(t+2r,C); O<E<l. 
2. Y(t, c) is nonsingular for all t and 0 < E < 1. 
3. Y(t, c) is differentiable with respect to t for 0 < B < 1. 
4. Y(t, 1) = Y(t). 
5. Y(t, 0) = Y,(t). 
Then our C(t, c) would exist and would be given by 
C(t, E) = qt, e) Y-yt, c). 
We investigate when our Y(t) can be so embedded. 
Since Y(t) is nonsingular there exists for it the unique polar representation 
Y(t) = S(t)0(t) (38) 
where S(t) is positive definite symmetric and where O(t) is proper orthogonal. 
From the fact that Y(t) is periodic and from the fact that the polar representa- 
tion is unique we get immediately the fact that S(t) and O(t) are periodic. 
Hence if S(t) and O(t) can be embedded respectively in S(t, e) and @(t, E), 
satisfying the five conditions given above, then our Y(t, c) is given as 
Y(t, c) = S(t, c) * qt, c). (39) 
Let S(t, e) = (1 - l ) I + d(t). Since S(t) is positive definite symmetric so 
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is S(t, c). Of the five conditions which have to be verified for S(t, l ) only 
Condition 3 is nontrivial. We see from (38) that 
s2 = Y(t) Y’(t) (40) 
where YT denotes the transpose of Y. Since Y is differentiable it follows that 
S2 is differentiable. The lemma which follows shows now that S(t) is differen- 
tiable. 
LEMMA 2. Let S(t) b e a real, symmetric A x n matrix with elements 
depending on a real variable t. Assume that fbr all values oft in a certain interval 
(0, w) the ezkenvalues of S(t) are positive and that 9(t) has elements which are 
continuously differentiable functions of t. Then the elements of S(t) are also 
dz~erentiable functions of t. 
Proof. Let sk,r (1 < K < I < n) be the n(n + 1)/2 different elements of 
S, and let o,,, be the corresponding elements of 9. If we could assume that 
the sk,l are differentiable with respect to t, we would have 
(41) 
7=i 
where a prime (‘) denotes the derivative with respect to t. (Of course, 
%s = &k 9 s:., = d,r etc.). 
We may look upon (41) as a system of linear differential equations for the 
n(n + 1)/z unknowns s&l . We can solve this system for the unknowns if, 
for any value of t = to , its determinant D (which has n(n + 1)/2 rows and 
columns and is a polynomial in the sk,r) does not vanish. Again, D will not 
vanish if (41) h as a solution for arbitrary right hand sides, that is, for any 
replacement g,,, of the & . In turn, this will be true if we can show: 
For any symmetric set o values 
gk,Z = g1.k 
the n2 linear equations 
(k, I = 1, 1.1, n) (42) 
+ sk,rd,,) = gk,l (k, I = 1, em., n) (43) 
have a symmetric solution s:,r = s;,, , provided that the coefficients Sk,, are 
the elements of a symmetric, real, positive definite matrix S, and the right 
hand sides in (43) satisfy (42). ,T o p rove this statement, we proceed as follows: 
Let S, S’, G be respectively the matrices with the elements s&i , s&, , g&r . 
Then (43) may be written as 
S’S + SS’ = G. (43’) 
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Let 0 be an orthogonal matrix such that 
u-?!Tu = A, 
where A is .a diagonal matrix with the positive, real eigenvalues h, 
(v = 1, . . . . n) of S in the main diagonal. Then we find from (43’): 
u-lS’UU-?su + u-lSUU-?s’U = u-1GU 
OT 
U-?!S’UA + AU-?S’U = WGU , 
If we denote WGU by G*, and its general element by g& , we find 
S’ = UHU-1, H = (h,,,), &z __- hkz = hk + A& *
Therefore, there exists indeed a unique symmetric solution S’ for (43) when- 
ever S is symmetric and positive definite. Therefore, the determinant D 
is different from zero for all values of the ski which are entries of a positive 
definite real symmetric matrix. Therefore, we can solve (43) for the &J by 
expressions of the form 
A k.1 
s;,z = - 
D 
where the A,,, are polynomials in the sk,l with coefficients which are linear 
functions of the & , and D is a polynomial in the ski that will not vanish 
if S is positive definite. Now (45) is a system of first order differential equa- 
tions for the sk,r which is nonsingular for any particular set of initial condi- 
tions 
t = t, , sk.Z = sk.l(tO) 
which arise from the value of S for t = t, . Therefore, (45) has a unique 
differentiable solution s,,,(t) in a neighborhood of t = to , and this solution 
satisfies (41). It is easy to show that (41), together with the proper initial 
conditions, implies that S2(t) h as a differentiable square root if P(t) is diffe- 
rentiable. 
So far, we have established the following result: 
LEMMA 3. Let Y(t) be a nomtkgular matrix with differentiable elements 
which are periodic of period 2n, and let Y(0) = I. Then we can Jind a family of 
matrices Y(t, C) satisfy.ng conditions 1, 2, 3, 4 and the additional condition 
Y(T, 0) = U(t) 
where U(t) is defined by (39). 
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Proof. Since we have shown that S(t) (as defined by (39)) is differentiable, 
we can put 
Y(t, l ) = ((1 - E)I + S(t))-1 Y(t). 
We have now to consider 0(t). We have shown that it is differentiable 
with respect to t. We shall prove now 
LEMMA 4. Let 0(t) be a real n x n, (n > 2), orthogonal matrix depending 
continuously on a real parameter t such that 
U(0) = 8(2Tr) = I. 
Then 0(t) (0 < t < 2~7) defines a closed curve in the space S, of n x n real 
orthogonal matrices (whkch is a compact space of n(n - 1)/2 real dimensions). 
This cnrve 0(t) is either homotopic to the point I or it is homotopic to the special 
curve 
U(t) = (“b’“’ ,9) 
where &(t) is the 2 x 2 matrix 
@4(t) = ( cos t sin t - sin t cos t 1 
(464 
(46h) 
where I’ denotes the (n - 2) x (n - 2) unit matrix and where all other elements 
in o(t) are identically zero. If n = 2, 0(t) is either homotopic to I or to one of 
the matrices 
Gcw = (_ 
cos ht sin kt 
1 sin ht cos ht ’ h = f 1, f 2, ***. (47) 
Proof I. It suffices to show that every closed curve in the space S, can 
be deformed into a curve in the subspace S, or S’s of orthogonal 3 x 3 or 
2 x 2 matrices. Since S, is easily seen to be the projective space of 3 dimen- 
sions, in which all curves are homotopic to a point or to one partiuclar 
curve C, , it suffices to deform On(t) for n > 3 into C’s if it is not homotopic 
to a point. Obviously, (46a) defines such a C,, . For n = 2, the matter is trivial 
in all cases. 
To show that any U(t) is homotopic to a curve in S, , we proceed as follows. 
We choose a fixed unit vector u0 (with n components), and denote U(t)u, 
by u(t). Then u(t) is a continuous curve in the space ZnP1 of unit vectors 
with n components, and E,+i is a spherical space. Therefore, u(t) can be 
1 I am indebted to Dr. Martin Segal for communicating this proof to me. 
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deformed continuously into a point (say, q,) of Z&-r . If we can extend this 
deformation of u(t) to a continuous deformation of Q(t), we have shown that 
we can deform o(t) into a curve in the subspace of S, which leaves u0 fixed, 
but this is the space S,-, . According to a standard argument in the theory of 
topological groups, it suffices to show the following: Let 8, be an orthogonal 
matrix in a (sufficiently small) neighborhood N of the identity I, and let u,, 
be the first column vector of 8, . Let u(t) be a unit vector depending con- 
tinuously on t for to < t < t, , such that u(t,) =u, and such that u(t) E N 
for t, < t ,< t, . Then there exists a set 0*(t) of orthogonal matrices, depend- 
ing continuously on t, such that the first column of 0*(t) is u(t). We shall 
prove this fact by using an explicit construction. 
Let A be the skew symmetric matrix with the elements 0, a2 , +.., a, in the 
first column, their negatives in the first row, and zero entries otherwise. 
Let 
u=a22+...+a,2. 
Then 
8 = (I - A) (I + A)-l = I - 2A/(l + u) + 2A2/(l + u) 
is an orthogonal matrix the first column v of which is given by 
i 
1 -a -2a, 
v= i-+yq--j--9 
- 2a, 
-**’ Ifa 1 - 
We can arrange it so that u(t) = v(t) by putting 
u = (1 - uu + %), 
4 = - %/(I + 4 u = 2, -1.) n, (48) 
where ur , ..a, u, are the components of u. 
As long as u, does not approach - 1 (which is certainly true if 0, is close to I) 
the elements of 8 depend continuously on t and 
o*(t) = B(t) @(to))-1 9, 
is the matrix we wanted to construct. 
We observe that U*(t) has differentiable entries if u(t) depends on t in a 
differentiable manner. We conclude therefore that we can deform our original 
orthogonal matrix into one of the matrices in (46) or (47) or into I in such a 
manner that the conditions l-5 are satisfied for the particular case where 
Y(t, 1) = U(t). Summarizing our results, we have: 
THEOREM 4. Given a differentiable matrix Y(t) with periodic entries of 
period 2~, we can find a set of matrices Y(t, C) sats@&g the conditions I to 5, 
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where the standard matrices YJt) are given by one of the matrices I or the right 
hand sides of (46) or (47). 
It is implicit in our proof that no two of these standard matrices can be 
deformed into each other. 
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