Hash functions have been used to generate hash codes for data authentication. Traditionally these functions are generated using byte oriented algorithms like MD5 and others. In our paper we propose a new method of generating hash code for images using neural networks. Three sample images namely, fingerprint, lena and football image have been considered and their hash values calculated using two neural network structures namely, 1) structure without feedback 2) structure with feedback. The original images are then subjected to bit modification,Gaussian noise and rotational noise. The hash values are recalculated for the modified images. Sensitivity and hit collision are calculated and are found to be comparable with that of MD5 algorithm.
INTRODUCTION
A hash function H is a transformation that takes a variablesize input message M and returns a fixed-size hash string H, which is called the hash value. A Hash function f(M) generates a unique hash value H for a particular image and thus can be used for checking data integrity and authentication purposes. When image messages are considered preimage resistance and hit collision are parameters for evaluating the performance of hash functions.
The applications of neural networks in areas of cryptography in general are discussed in [1] [2] [3] [4] [5] [6] [7] [8] .The authors of [9] [10] have used both chaos and neural networks in data encryption because of their cipher-suitable properties, such as parametersensitivity, time-varying, random-similarity, etc. Based on chaotic neural networks, a hash function is constructed, which makes use of neural networks' diffusion property and chaos' confusion property. This function encodes the plaintext of arbitrary length into the hash value of fixed length (typically, 128-bit, 256-bit or 512-bit).
Another demonstration of hash function implementation based on conservative chaotic system is proposed by authors of [11] . In their implementation the plaintext is divided into a group of message blocks by a fixed length and each message block is iterated some times through standard map. Both the iterations results of every round and the plaintext block determine the two initial values and the steps of iterations in next round. Some items of the result in the final round are chosen to be transformed into hash value of 128 bits. In the paper [12] a hash function construction method based on cellular neural network (CNN) with hyper-chaos characteristics is proposed. The chaos sequence generated by iterating CNN with RungeKutta algorithm, then the sequence iterates with every bit of the plaintext continually. Then hash code is obtained through the corresponding transform of the latter chaos sequence from iteration. Hash code with different lengths could be generated from the former hash result. In [13] The MLP network structure developed for one way hashing consists of a hidden layer and an output layer. The hidden layer contains 64 neurons with 61 input including the bias. The weights of the hidden neurons are truncated to 3 decimal places, which α set to 1000. The MLP network thus structured is shown to be pre image resistance, 2nd pre image resistance and collision resistance features.
In section 2 of our paper the neural network structures used in the proposed implementation are illustrated and explained. Section 3 provides the proposed algorithm details. Result calculation and sample data are elucidated in section 4. Conclusions are discussed in section 5.
NEURAL NETWORKS
Artificial neural network is an interconnected group of artificial neurons which use a mathematical model or a computational model for information processing based on connectionist approach to computation. It is a network of simple processing elements which can exhibit complex behavior determined by the connections between processing elements and element parameters. Artificial neural network is an adaptive system that changes its structure based on external or internal information that flows through the network.
The method of setting the values for the weights enables the process of learning or training. The process of modifying the weights of the connections between network layers with the expected output is called training a network. The internal process that takes place when a network is trained is called learning. Figure 1 and Fig.2 show the neural network structure implemented in this paper without feedback and with feedback respectively.
The structure of feed-forward network as in Fig. 1 is made up of layers of neurons. For the purpose of the one-way hashing function, three layers of neurons are employed. The first layer is called 'input' layer, the next is the 'hidden' layer and the last layer is the 'output' layer. In our implementation, the input and the hidden layers consist of 128 neurons and the output layer consists of 64 neurons.
A sequence of binary bits are obtained from the image as mentioned in section 3.These bits are elements of out(1,n) from the input layer and are processed further by the hidden layer. The output of hidden layer becomes the input for the output layer. Due to the use of tan-sigmoidal function, nonlinearity is introduced in each neuron of the output layer. In our structure, we have used a constant weight of 0.5 for each neuron and the bias is set to 0 for each neuron. Diffusion property is also satisfied due to the use of neural structure.
The structure of feedback network is again a structure of 3 layers of neurons. The interconnect between input and hidden layer output are as in feed forward structure. Each output neuron is mapped from the output layer to two consecutive input layer neurons. For each iteration the input layer neuron takes into consideration the current input and previous output due to which stability is introduced in the structure thereby making it more immune to noise. If (k>1) 13 . The input image is converted into two dimensional pixel values. 128 values of this matrix are given at a time to the input layer of the neural network. These values are passed through the hidden layer and 64 values of 38 bits each are obtained from each neuron of the output layer.
PROPOSED ALGORITHM
For the without feedback neural network structure, the output obtained from the consecutive iterations are XOR'ed to get the final hash value for the particular image.
For the with feedback neural network structure, the values generated by each output neuron for the previous iteration are Xor'ed with the input values to two consecutive neurons in the current iteration. Let the hash value generated for the original image for both without feedback and with feedback structure be h1. Noise is introduced into the image and the procedure is repeated to obtain the new hash for the modified image. Let this hash be represented as h2.
Sensitivity gives the number of bits change in the original image after addition of noise and is calculated as: 
SAMPLE DATA AND RESULTS
The following figures, 3(a) to 3(e) show the sample set of images that have been used for hash calculation. Fingerprint image 1(a) is the original image of sample 1. Fig. 4 (b) to 4(e) are the modifications on sample 1 with 1 bit change, filtered image ,with +5 degres rotation, and -5 degrees rotation respectively.
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Fig 3. (a)original fingerprint image (b) fingerprint image with 1 bit modification (c) fingerprimt image with gaussian noise (d)fingerprint image with +5 degrees rotation (e)fingerprint image with -5degreees rotation (f)original lena image (g)original football image
Hash value of fingerprint image :
Hash value for fingerprint image with 1-bit change without feedback structure: Table 1 provides the comparison of sensitivities for hash values obtained from the neural network without feedback and MD5 algorithm for the fingerprint image and Lena image. In both cases we find that the sensitivity of the hash obtained from the neural structure is comparable with that of MD5 algorithm. Table. 2 and Table. 3 show the results of the hash algorithm obtained from neural structures without feedback and with feedback for lena image and fingerprint image respectively. Figure 8 and fig.9 are plots of bit changes for each neuron in ouput layer for without feedback structure and with feedback structure. 
CONCLUSION
In this paper a unique hash value for a given image using neural networks is obtained. The code is implemented in MATLAB and tested for a wide range of images and a unique hash obtained for each image. From the results it can be inferred that the unique hash value obtained is sensitive to modifications made to the input image. The sensitivity obtained is in the range of 40-50%. For without feedback neural network structure sensitivity has been calculated using MD5 tool. These sensitivity values are compared with the values obtained from the proposed scheme using neural networks. The hit collisions obtained for the modified image is found to be less than 10%. Lesser the hit collision better is the efficiency of the algorithm and thereby making cryptanalysis difficult. The limitation of this implementation is that the time taken to generate the unique hash depends upon the resolution and the information carried by the image. Hence it is observed that the elapsed time is more for the fingerprints as compared to the standard lena image.
In this paper an image hash has been generated using simple feed-forward and feedback neural network structures. Other neural network structures like back propagation network(BPN), radial basis function network(RBFN),discrete Hopfield networks, continuous Hopfield networks etc can be explored and checked for better sensitivity.
