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Abstract: In this paper we develop further the relation between conformal four-point
blocks involving external spinning fields and Calogero-Sutherland quantum mechanics with
matrix-valued potentials. To this end, the analysis of [1] is extended to arbitrary dimensions
and to the case of boundary two-point functions. In particular, we construct the potential
for any set of external tensor fields. Some of the resulting Schro¨dinger equations are mapped
explicitly to the known Casimir equations for 4-dimensional seed conformal blocks. Our
approach furnishes solutions of Casimir equations for external fields of arbitrary spin and
dimension in terms of functions on the conformal group. This allows us to reinterpret
standard operations on conformal blocks in terms of group-theoretic objects. In particular,
we shall discuss the relation between the construction of spinning blocks in any dimension
through differential operators acting on seed blocks and the action of left/right invariant
vector fields on the conformal group.
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1 Introduction
The theory of conformal partial waves and conformal blocks has a long history that goes
back almost 50 years to early studies in conformal field theory. It was realized from the
beginning of the subject that conformal partial wave expansions of correlation functions
provide a very clean way to separate the kinematical skeleton of conformal field theory
from the dynamical content [2, 3]. This insight paved the way for the conformal boot-
strap programme [4–6]. Unfortunately, there was no comprehensive mathematical theory
of conformal blocks at the time and we know today that even the relevant mathemati-
cal background did not yet exist. The entire subject of global conformal blocks seemed
dormant until the widely recognized papers of Dolan and Osborn [7–9] which uncovered
many highly non-trivial facts about these functions. With the conception of the modern
numerical bootstrap program [10], the demands of the scientific community gradually in-
creased. While Dolan and Osborn had focused on blocks for correlators in which all for
external fields are scalar, it is clear that correlators involving tensor fields, and in particu-
lar the stress tensor, provide important additional constraints. Even though the numerical
– 1 –
bootstrap for spinning correlators has only been explored quite recently, see e.g. [11–13],
the general challenge has boosted significant new developments in the theory of spinning
conformal blocks over the last few years, see e.g. [14–26].
There is another area of theoretical physics that was born roughly around the same
time as the conformal bootstrap, namely the study of Calogero-Sutherland Hamiltonians.
These Hamiltonians were first written down in [27–29] as an interacting multi-particle (or
multi-dimensional) generalization of the famous 1-dimensional Hamiltonian for a single
particle in a Po¨schl-Teller potential [30]. The investigation of these models uncovered an
extremely rich structure including spectrum generating symmetries, intriguing dualities
and deformations. Through the seminal work of Heckman and Opdam, see e.g. [31–
33] and then later of Cherednik, see [34] and references therein, as well as many others,
Calogero-Sutherland models eventually gave birth to the modern theory of multivariate
hypergeometric functions. Even though a link between Calogero-Sutherland models and
group theory had been observed by Olshanetzki and Perelomov in [35–37] and developed
further e.g. in [38–40], it was not until last year that the relevance for conformal blocks
and the bootstrap was first pointed out [41]. This observation makes an enormous body of
recent mathematical results available for conformal field theory [42]. As we will see below,
the application of such techniques goes well beyond scalar four-point blocks. On the other
hand, in the context of spinning blocks, new classes of matrix-valued Calogero-Sutherland
potentials appear that have received little attention so far. One may therefore also hope
that some of the methods form the conformal bootstrap could be transferred to the study
of these new quantum mechanical models.
The present work lies at the intersection of the two subjects we have sketched above. In
[1] we described a general algorithm to construct certain Calogero-Sutherland Hamiltonians
with matrix-valued potentials for the theory of spinning blocks. For somewhat technical
reasons our general analysis and the examples were restricted to dimension d 6 3. In the
present work we want to overcome this restriction in the general case and work out a few
examples of relevant matrix Calogero-Sutherland models in d = 4. This will allow us to
make contact to the recent work [20] on spinning seed blocks in 4-dimensional conformal
field theory.
The plan of this paper is as follows. In the next section we will review how spinning
conformal blocks can be obtained from vector-valued functions on the conformal group.
Then we explain how the Casimir equation for conformal blocks descends from the Lapla-
cian on the conformal group and work out an explicit formula that applies to spinning
four-point blocks in any dimension and with any assignment of external spins. The general
expression (3.19) we derive takes the form of a Schro¨dinger operator with some matrix-
valued potential that is similar to the one found in [43, 44] for certain quotients of compact
groups. This Hamiltonian acts on functions that depend on cross ratios and take values
in the space of tensor structures. The latter is constructed for the case of 4-dimensional
seed blocks. After insertion into the general expression for the Casimir operator, the po-
tential takes the form of a matrix-valued Calogero-Sutherland potential. The associated
eigenvalue problem is shown to be equivalent to the Casimir equation of [20] in Appendix
A. Similarly, we also discuss the case of (spinning) boundary two-point functions, derive
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the corresponding Calogero-Sutherland model, and demonstrate the equivalence with the
Casimir equations in [45], see section 4 and Appendix B.
Our approach to spinning blocks has several important advantages over conventional
ones. On the one hand, as an approach to Casimir equations it is entirely universal, i.e.
regardless of the setup, whether it involves local spinning fields as in this work, or is
extended to supersymmetric models and defects, the Casimir equations descend from the
Laplacian(s) on the conformal (super)group. This makes many relations between blocks
manifest, see further comments in the concluding section. On the other hand, our approach
realizes solutions of the Casimir equations in terms of functions on the conformal group
itself. In comparison with conventional realizations of conformal blocks which involve two
sets of coordinates, namely coordinates on embedding space and on an auxiliary space that
serves to encode spin degrees of freedom, our realization treats all variables on the same
footing. This throws a new light on the construction of special spinning blocks from scalar
ones [20], the concept of seed blocks [13, 19, 20, 46] and the weight shifting operators that
were introduced recently in [23]. All these possess a simple origin in group theory which
we outline in section 5 along with some consequences. In particular, we describe a set of
seed blocks for conformal field theories in any dimension.
2 The space of conformal blocks
In this section we will review the construction of the space of conformal four-point blocks
as a space of equivariant functions on the group. The conformal group in a d-dimensional
Euclidean space is given by G = SO(1, d+ 1). Almost any1 element h ∈ G admits Bruhat
decomposition:
h = n˜ndr, n˜ ∈ N˜ , n ∈ N, d ∈ D, r ∈ R, (2.1)
where D = SO(1, 1) is a dilatation subgroup, R = SO(d) is a subgroup of rotations and
N˜ , N are two abelian subgroups that are generated by translations and special conformal
transformations, respectively.
Finite dimensional irreducible representations of the subgroup K = DR ⊂ G are
parametrized by the eigenvalue ∆ of the generator of dilatation, also known as conformal
weight, and by the weight µ of an irreducible representation of the rotation group. Given
these data we can induce an irreducible representation π∆,µ of the conformal group G. It
can be realised on the following space of equivariant functions
Vπ∆,µ
∼= Γ
(∆,µ)
G/NDR = {f : G→ Vµ| f(hndr) = e
∆λµ(r−1)f(h)} (2.2)
and the representation π∆,µ : G→ Hom(Vπ∆,µ , Vπ∆,µ) is given by the left regular action of
the conformal group
[π∆,µ(h)f ] (h
′) = f(h−1h′), h, h′ ∈ G, f ∈ Vπ∆,µ . (2.3)
1The set of elements that do not have such representation forms a lower dimensional subspace of zero
measure.
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Here, Vµ denotes the finite dimensional carrier space of representation µ of the rotation
group R. We wrote elements d ∈ D as
d(λ) =
(
coshλ sinhλ
sinhλ coshλ
)
. (2.4)
Using the equivariance law we can reconstruct any function f ∈ Γ
(∆,µ)
G/NDR on the conformal
group G from the values it assumes on representatives of the NDR-orbits. In this sense,
we can also think of the space (2.2) as a space of Vµ-valued functions on the d-dimensional
quotient G/NDR. Let us add a few comments on the representation of the rotation
group. Throughout the bulk of this work, we will consider the rotations group SO(d)
rather than its universal covering group Spin(d). Correspondingly, the values our label µ
assumes correspond to representations of SO(d) rather than spinorial representations, i.e.
we focus on blocks for bosonic external fields. The extension to fermionic fields and spinorial
representations is straight forward. Since our construction of the Calogero-Sutherland
Hamiltonian is local on the conformal group, the distinction between SO(d) and Spin(d)
does not matter, except for the choice of admissible transformations laws µ of external
fields. The latter can simply assume more values if we want to include external fermions.
The representation (2.3) belongs to the unitary principal series representations2 of G
if ∆ = d/2 + ic with c ∈ R. In what follows we will assume that ∆ is of this form. Since
all equations for conformal blocks we shall derive below are polynomial in ∆, they can be
continued to arbitrary ∆. In this way, all our equations are applicable to reflection positive
Euclidean theories as well as unitary conformal field theories on a space with Lorentz
signature.
We are now prepared to review the construction of four-point blocks from [1]. Let us
pick four external fields which are associated with four representations πi, i = 1, . . . , 4 of
the conformal group. By definition, the space of conformal blocks is given by the space
(π1 ⊗ π2 ⊗ π3 ⊗ π4)
G of G-invariants on the four-fold tensor product π1 ⊗ π2 ⊗ π3 ⊗ π4.
In order to construct the space of such invariants we employ theorem 9.4 of [47]. It states
that the tensor product of two principal series representations (2.2) can be realised on the
following space of equivariant functions
πi ⊗ πj ∼= Γ
(πi,πj)
G/K with (2.5)
Γ
(πi,πj)
G/K =
{
f : G→ Vµi ⊗ Vµ′j
∣∣∣∣∣
f(hd(λ)) = eλ(∆i−∆j)f(h) for d(λ) ∈ D ⊂ G
f(hr) = µi(r
−1)⊗ µ′j(r
−1)f(h) for r ∈ R ⊂ G
}
.
where we used the prime symbol for the representation µ′(r) = µ(wrw) that is twisted by
conjugation with the nontrivial element w of restricted Weyl group. The latter is given by
the quotient R′/R where R′ is a normalizer of the dilation subgroup D within the maximal
compact subgroup SO(d + 1) and it consists of two elements {1, w}. As a vector space
Vµ′ coincides with Vµ and we add the prime in order to stress that we consider this vector
space as a carrier of the representation µ′.
2There are also unitary discrete and supplementary series, however they will not appear in our discussion.
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Just as in our previous discussion of the space (2.2) we can also think of the space (2.5)
as a space of Vµi ⊗ Vµ′j -valued function on the quotient G/K. In this case, the underlying
quotient space G/K is 2d-dimensional. Once again we only used the right regular action of
a subgroup to formulate the equivariance law. Consequently, the conformal group G acts
on the space (2.5) through left regular transformations. The associated representation is
highly reducible and may be decomposed into irreducibles of the form (2.2).
In close analogy to eq. (2.5), we can realise the two-fold tensor product π1⊗π2 on the
space of left-equivariant functions,
Vπ1⊗π2 ∼= Γ
(π1,π2)
K\G with (2.6)
Γ
(π1,π2)
K\G =
{
f : G→ Vµ1 ⊗ Vµ′2
∣∣∣∣∣
f(d(λ)h) = eλ(∆2−∆1)f(h) for d(λ) ∈ D ⊂ G
f(rh) = µ1(r)⊗ µ
′
2(r)f(h) for r ∈ R ⊂ G
}
.
If we now combine this with the realization of the tensor product π3 ⊗ π4 through right
equivariant functions, as in eq. (2.5), we arrive at the following realization of the space
(π1 ⊗ π2 ⊗ π3 ⊗ π4)
G of four-point invariants [1],
Γ
(LR)
K\G/K = { f : G→ VL ⊗ V
†
R | f(klhk
−1
r ) = L(kl)⊗R(kr)f(h) , | kl, kr ∈ K}, (2.7)
where the two representations L = (a, µ1 ⊗ µ
′
2) and R = (−b, µ3 ⊗ µ
′
4) of the subgroup K
= SO(1, 1)× SO(d) act on VL = Vµ1 ⊗ V ′µ2 and VR = Vµ3 ⊗ Vµ′4 , respectively, according to
3
L(d(λ)r) = e2aλµ1(r)⊗ µ
′
2(r) , R(d(λ)r) = e
−2bλµ3(r)⊗ µ′4(r) . (2.8)
Here 2a = ∆2 − ∆1, 2b = ∆3 − ∆4. Note that the elements f in the space (2.7) are
equivariant with respect to both left and right multiplication of h by elements k ∈ K.
Hence, the space Γ
(LR)
K\G/K does no longer admit an action of the conformal group as one
would expect from a space of G-invariants.
As in the previous cases, we can use the equivariance laws to reduce a function f to
representatives a ∈ A ⊂ G of the K × K orbits of G. Given the value of f on any such
a ∈ A, we would like to reconstruct f on the entire orbit. But this might meet an obstacle
since the left and right action of K on G may not be independent. In fact, it turns out that
any representative a possesses a nontrivial stabilizer subgroup in K×K that is isomorphic
to B = SO(d− 2) ⊂ G. In order for f(a) to possess a unique extension to the entire orbit,
we should restrict it to take values in the subspace of B-invariants (V1 ⊗ V
′
2 ⊗ V3 ⊗ V
′
4)
B
which is actually the space of four-point tensor structures.
Let us explain the statements we made in the previous paragraph in a bit more de-
tail. To this end we mimic the usual construction of the KAK or Cartan decomposition
and introduce an automorphism Θ acting on ξ ∈ g = Lie(G) as Θ(ξ) = θξθ, θ = diag
(−1,−1, 1, . . . , 1). The map Θ determines a decomposition of the Lie algebra g of the
conformal group G as g = k ⊕ p where k = Lie(K) and p its orthogonal complement. To
3Elements in SO(1, 1) act on states by multiplication with a scalar factor. In the following we shall not
distinguish between carrier space of representations for SO(d) and SO(1, 1) × SO(d)
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be more concrete let us introduce usual set of generators Mij = −Mji of the conformal
group G =SO(1, d + 1) where i, j run through i, j = 0, 1, 2, . . . d + 1. Obviously, the Lie
algebra k of K is spanned by the generator M0,1 of dilations along with the elements Mµν
for µ = 2, . . . , d + 1 that generate rotations. Our subspace p in turn is spanned by M0,µ
andM1,µ. The subalgebra p contains the d-dimensional abelian subalgebras of translations
Pµ and of special conformal transformations Kµ. We shall select a 2-dimensional abelian
subalgebra a that is spanned by a+ =M0,2 and a− =M1,3. These two generators commute
with each other since they have no index in common. Through exponentiation we pass to
the abelian subgroup A ⊂ SO(1, d + 1) that consists of matrices of the form
a(τ1, τ2) =


cosh τ12 0 sinh
τ1
2 0 0 . . . 0
0 cos τ22 0 − sin
τ2
2 0 . . . 0
sinh τ12 0 cosh
τ1
2 0 0 . . . 0
0 sin τ22 0 cos
τ2
2 0 . . . 0
0 0 0 0 1 . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 1


, a(τ1, τ2) ∈ A (2.9)
where two variables τ1 ∈ (−∞,∞), τ2 ∈ [0, 4π) may be considered as functions of the two
anharmonic ratios one can build from four points in Rd with d > 1. Once we know that
the space A coincides with the double coset K\G/K we can write the conformal group
as G = KAK. In particular, the dimension of the space KAK coincides with that of G.
Indeed, we can think of KAK as a formal union KAK = ∪a∈AOK×Ka of K × K orbits.
Taking into account that elements a ∈ A commute with the subgroup B = SO(d − 2)
embedded into the lower right corner we obtain
dim(KAK) = 2dim(K) + dim(A)− dim(B) = dim(G) . (2.10)
In dimensions d = 2 and d = 3 the stabiliser subgroupB is trivial and (VL⊗VR)B = VL⊗VR.
Once we pass to dimensions d higher than d = 3, the stabilizer subgroup B = SO(d − 2)
becomes non-trivial. With our choice (2.9) of A, the subgroup B ⊂ K ⊂ G is embedded
into the lower right corner of (d − 2) × (d − 2) matrices and such matrices do commute
with all elements a ∈ A as the latter contain a (d − 2) × (d − 2) identity matrix in the
lower-right corner. The action of such elements b ∈ B on the group G is given through the
embedding b 7→ (b, b−1) ∈ K ×K so that an element b ∈ B acts on a ∈ A by conjugation
a 7→ bab−1 = a. As we have stressed before, the existence of nontrivial stabiliser B leads
to ambiguity when we try to reconstruct a function on G from its values on A. Indeed,
let us take a point klakr = klbab
−1kr ∈ G. From the equivariance law in definition (2.7)
conclude that
L(kl)⊗R(kr)f(a) = f(klak
−1
r ) = f(klbab
−1k−1r ) = (2.11)
= L(klb)⊗R(krb)f(a) = (L(kl)⊗R(kr))(L(b) ⊗R(b))f(a) . (2.12)
In order to ensure that the extension is independent of our choices, we impose that f takes
values in the subspace of B-invariants. We can construct the projection P to B-invariants
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explicitly through
P =
1
Vol(B)
∫
B
dµbL(b)⊗R(b) . (2.13)
This projector is non-trivial for d > 3 if at least one of the external primary fields carries a
non-trivial spin. The space (VL ⊗ VR)B = P(VL ⊗ VR) of B-invariants is the image of the
projection P.
3 Calogero-Sutherland Hamiltonian as a radial part of Laplace-Beltrami
operator
For given intermediate operator of weight ∆ and spin µ the spinning conformal block g∆,µ
is a multi-component function of two cross-ratios which diagonalises the Casimir operator
C(2)[g∆,µ] = C∆,µ [g∆,µ] , (3.1)
with eigenvalue C∆,µ equal to the value of quadratic Casimir element in the representation
π∆,µ. Of course, higher Casimir elements are also diagonalized but we will not discuss
these any further.
In the previous section we have realized conformal blocks as equivariant functions on
the conformal group which are defined by their restriction to torus A with two coordinates
(τ1, τ2) which in turn are functions of anharmonic ratios. In this section we show that the
Laplace-Beltrami operator, which acts on equivariant functions componentwise, descends
to the Casimir operator for conformal blocks once it is restricted to the torus A. With an
appropriate choice of coordinates on the conformal group this second order operator can be
worked out explicitly. We have described these coordinates in the previous subsection. In
the first subsection below we will discuss the form of the metric in these coordinates before
we calculate the Casimir operator for spinning blocks in any dimension d in the second.
Our result extends a closely related statement in [44] to the case of conformal groups and
the analysis in [1] to d > 3. In the third subsection we illustrate the general formulas
through the example of a spinning seed blocks in d = 4 dimensions to recover the Casimir
equations that were originally derived in [20].
3.1 The metric on the conformal group G
As was mentioned in the previous section the space G is foliated by (dim G−2)-dimensional
orbits of the K × K action on it. These orbits are parametrized by points on the torus
A. We have also stressed that in general the K ×K action on G is not free. In fact, any
given point on the torus is stabilized by the subgroup B = SO(d − 2). We can use this
gauge freedom by elements b ∈ B to move e.g. the elements kl of the left subgroup Kl to
lie in the right coset Kl/B. The corresponding representative will be denoted by κl. Let us
choose some coordinates xl on Kl/B and (xr, y) on the right subgroup Kr in addition to
the coordinates τ = {τ1, τ2} on A that we introduced already. Here, xr denote coordinates
on the quotient B\Kr and y are coordinates on the subgroup B. Hence, points on G are
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parametrized by the coordinates x = {xl, τ, xr, y}. We will write xA for the components of
x with A = 1, . . . , dim G. For the coordinates xl, xr on the quotients Kl/B and B\Kr we
use indices α = 1, . . . , dimK-dimB while coordinates on B are ya with a = 1, . . . ,dimB.
In these coordinates we want to compute the metric on the G. If we denote an element
h ∈ G by h = h(x), the Killing metric reads
gAB(x) = −2 tr h
−1∂Ah h−1∂Bh, h ∈ G . (3.2)
Let us begin our analysis of the metric with the elements gαi corresponding to a pair
of tangent vectors along Kl/B and A, respectively. We parametrize elements h ∈ G of
conformal group as h = κl(xl)a(τ)kr(xr, y), where κl ∈ Kl/B, a ∈ A, kr ∈ Kr. A short
evaluation gives
gαi(x) = −2 tr (k
−1
r a
−1κ−1l ∂ακlakr)(k
−1
r a
−1κ−1l κl∂iakr) =
= 2 tr κ−1l ∂ακl∂iaa
−1 = 0 . (3.3)
where the index i enumerates the coordinates τi on the torus and α enumerates the coordi-
nates {xlα}. Here we used orthogonality of the two elements κ
−1
l ∂ακl ∈ k and ∂ia a
−1 ∈ a
with respect to the Killing form. Continuing along these lines it is easy to see that all
elements gAi = giA vanish as long as A 6= i. Using the explicit parametrisation (2.9) for
elements of the torus we conclude that the metric tensor has the following form
(gAB) =


♯ ... ♯ 0 0 ♯ ... ♯
♯ ... ♯
...
... ♯ ... ♯
♯ ... ♯ 0 0 ♯ ... ♯
0 ... 0 −1 0 0 ... 0
0 ... 0 0 1 0 ... 0
♯ ... ♯ 0 0 ♯ ... ♯
♯ ... ♯
...
... ♯ ... ♯
♯ ... ♯ 0 0 ♯ ... ♯


. (3.4)
This means that the torus A and any of its images klAkr under the K ×K-action crosses
all the K ×K orbits orthogonally. Generalising terminology of Palais and Terng [? ] to
the noncompact case, one may therefore call the K ×K-action hyperpolar.
The Haar measure dµG on the conformal group is
dµG =
√
|detg|dxl ∧ dτ1 ∧ dτ2 ∧ dy ∧ dxr = dµKaK ∧ dτ1 ∧ dτ2 ,
where dµKaK can be interpreted as induced measure on the Ka(τ)K orbit. The determi-
nant of the metric tensor has a factorised form
√
|detg| = ω(τ1, τ2)η(xl, y, xr) due to the
fact that the K×K orbits intersect the torus A transversely. The volume vol(Ka(τ)K) of
any given orbit Ka(τ)K is given by the integral
vol(Ka(τ)K) =
∫
Ka(τ)K
dµKaK = ω(τ1, τ2)
∫
dxldydxrη(xl, y, xr) = ω(τ1, τ2)v∞ , (3.5)
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where we introduced factor v∞ =
∫
dxldydxrη(xl, y, xr) which is formally equal to infinity.
This factor is the same for all orbits and can be canceled in all future calculations by the
appropriate normalization described below.
Now we can construct a scalar product on the space of conformal blocks. Let us first
note that the scalar product on the space (2.7) of sections inherits a scalar product from
the scalar product on the Hilbert space L2G = L
2(G,VL ⊗VR; dµG) of vector-valued square
integrable functions on the conformal group∫
G
dµG(h)〈f(h), g(h)〉 =
∫
G
dµG(κl, a, kr)〈f(κlakr), g(κlakr)〉 =
=
∫
G
dµG(κl, a, kr)〈L(κl)⊗R(k
−1
r )f(a), L(κl)⊗R(k
−1
r )g(a)〉 =
=
∫
G
√
|detg| dx 〈f(a), g(a)〉 = v∞
∫
A
ω(τ1, τ2) dτ1dτ2 〈f(a), g(a)〉 ,
where 〈,˙〉˙ is a scalar product in VL⊗VR. Taking into account that any element of the space
(2.7) is defined by its restriction f(a) to A, we obtain an isomorphism
L2(Γ
(LR)
K\G/K ; dµG)
∼= L2A = L
2(A, (VL ⊗ VR)B ; dµA) .
Here, dµA = ω(τ1, τ2)dτ1dτ2 is the measure on the torus A we introduced before and the
scalar product for the Hilbert space on the right hand side is given by
(f(a), g(a)) = N
∫
G
dµG〈f(klakr), g(klakr)〉 =
∫
A
dµA 〈f(a), g(a)〉 (3.6)
where we introduced normalization factor N = v−1∞ . We can also restrict K ×K-invariant
operators D, such as e.g. the Laplacian, from L2G to the space L
2
A. Matrix elements of the
reduced operators can be computed through the prescription
(f(a),DAg(a)) = N
∫
G
dµG〈L(κl)⊗R(k
−1
r )f(a), D L(κl)⊗R(k
−1
r )g(a)〉 . (3.7)
By construction, the reduced operator DA is self-adjoint with respect to the scalar product
(,˙)˙ if the original operator D is.
3.2 Formula for Laplacian on the torus A
The Laplace-Beltrami operator on any (pseudo)Riemannian manifold is given by the stan-
dard expression
∆LB =
∑
A,B
|det(gAB)|
− 1
2 ∂Ag
AB |det(gAB)|
1
2 ∂B . (3.8)
If we insert the Killing form on the group manifold G we obtain a Laplace-Beltrami oper-
ator which is invariant under left and right regular transformations (shifts). Initially the
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Laplace-Beltrami operator ∆LB acts on the complex-valued functions. The extension to
VL ⊗ VR-valued functions is done by acting componentwise.
Using the definition (3.8) and the form (3.4) of metric tensor we discussed in the
previous subsection, we see that the Laplace-Beltrami operator ∆LB on G splits into the
sum of two terms
∆LB = ∆A +∆K×K , (3.9)
where the first term
∆A = −
1√
|g|
∂τ1
√
|g|∂τ1 +
1√
|g|
∂τ2
√
|g|∂τ2 (3.10)
involves derivatives with respect to the coordinates τi on the torus A and the second term
contains derivatives with respect to coordinates on K ×K or rather K/B ×K.
With the help of our general prescription (3.7) we can now reduce the Laplace-Beltrami
operator to sections on the torus A,
(f(a),∆ALB g(a)) = N
∫
G
dµG〈L(κl)⊗R(k
−1
r )f(a), ∆LB L(κl)⊗R(k
−1
r )g(a)〉 =
= N
∫
G
dµKaK dτ1dτ2 〈f(a), (L(κl)⊗R(k
−1
r ))
−1∆LB L(κl)⊗R(k−1r )g(a)〉 , (3.11)
where we used unitarity of the representation L⊗R. Before we continue, let us introduce
the function
ρ(κl, kr) = L(κl)⊗R(k
−1
r ) . (3.12)
It is defined for a pair of elements κl ∈ Kl/B and kr ∈ Kr and takes values in the linear
operators on the finite dimensional vector space VL ⊗ VR.
To proceed with the reduction we now integrate over the orbits of the K ×K action.
For the moment, we want to keep the choice of the torus A open, i.e. we shall perform our
reduction for any Akˆ ⊂ G that intersects each orbit once. Given A, any such Akˆ can be
obtained as Akˆ = κˆlAkˆr for some choice of κˆl, kˆr ∈ K/B ×K. For the reduction to Akˆ we
obtain
N
∫
G
dµKaK dτ1dτ2 〈f(a), ρ(κl, kr)
−1∆LB ρ(κl, kr)g(a)〉
=
∫
A
kˆ
ω(τ1, τ2)dτ1dτ2 〈f(a), ρ(κˆl, kˆr)
−1∆LB ρ(κˆl, kˆr)g(a)〉 =
=
∫
A
ω(τ1, τ2) dτ1dτ2〈f(a), ρ(κˆl, kˆr)
−1∆LB ρ(κˆl, kˆr)g(a)〉|κˆl=1, kˆr=1 . (3.13)
In the course of this short computation we have used the invariance of the measure µKaK
and of the Laplace-Beltrami operator ∆LB under the action of K × K on G. The final
result is expressed in terms of an integration over our choice A of the torus, i.e. we set
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κˆl = 1 = kˆr. Note that the original integral over G is certainly independent of the choice of
the torus and hence of κˆl and kˆr. The function ρ captures the dependence of the reduced
Laplace-Beltrami operator on the choice of the torus.
Using the decomposition (3.9), we can evaluate the reduced the Laplace-Beltrami op-
erator
∆ALB = ρ(κˆl, kˆr)
−1∆LB ρ(κˆl, kˆr) =
= −ω−1∂τ1ω∂τ1 + ω
−1∂τ2ω∂τ2 + ρ(κˆl, kˆr)
−1∆K⊗K ρ(κˆl, kˆr) , (3.14)
where we use ω = ω(τ1, τ2) to denote the density of the measure on the torus A as before.
Next we write the second order operator ∆K⊗K explicitly in terms of coordinates (xr, xl, y)
on Kl/B ×Kr. If we enumerate these coordinates by an index µ = 1, . . . ,dim(G) − 2 and
denote them as xµ we find
ρ(κˆl, kˆr)
−1∆K⊗K ρ(κˆl, kˆr) = ρ−1
1√
|g|
∂xµ(
√
|g|gµν∂xνρ) =
= (ρ−1∂xµρ)g
µν(ρ−1∂xνρ) +
1√
|g|
∂xµ(
√
|g|gµνρ−1∂xνρ) . (3.15)
One may show that the second term vanishes so that the reduced Laplace-Beltrami operator
∆ALB becomes
∆ALB = −ω
−1∂τ1ω∂τ1 + ω
−1∂τ2ω∂τ2 + (ρ
−1∂xµρ)g
µν(ρ−1∂xνρ)|A . (3.16)
This is almost the result we were after, except that the measure for the integration over
the torus variables τi still involves the nontrivial factor ω which we want to absorb into a
redefinition of the functions f(a). So, let us introduce
ψ(τ1, τ2) = ω
1
2 f(τ1, τ2) . (3.17)
On these wave functions, the reduced Laplace-Beltrami operator ∆ALB acts as
H = ω
1
2 ∆ALB ω
− 1
2 . (3.18)
In conclusion we have obtained the following final expression for the Casimir operator in
Euclidean signature
H = −
∂2
∂τ21
+
∂2
∂τ22
− ω−
1
2 (−
∂2
∂τ21
+
∂2
∂τ22
)ω
1
2 + (ρ−1∂xiρ)g
ij(ρ−1∂xjρ)|A . (3.19)
It acts on wave functions ψ in the Hilbert space L2(A,V P , dτ1 ∧ dτ2) with the canonical
scalar product given by
(ψ(τ1, τ2), φ(τ1, τ2)) =
∫
R×S1
dτ1dτ2〈ψ(τ1, τ2), φ(τ1, τ2)〉 (3.20)
and the vector space V P is the image of the four-fold tensor product of the spin rep-
resentations under the action of the projection operators P, i.e. it is given by V P =
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P (Vµ1 ⊗Vµ′2⊗Vµ3 ⊗Vµ′4). We can get the Casimir operator in Lorentz signature by formal
analytical continuation with respect to the coordinates x = 12(τ1 − iτ2), y =
1
2(τ1 + iτ2).
In our final expression (3.19), the Casimir operator takes the form of matrix-valued
Schro¨dinger operator that describes a particle on the strip parametrized by τ1 and τ2. The
potential acts in the space (VL ⊗ VR)B of tensor structures. It is determined by global
features of the foliation of G through K ×K orbits as well as the embedding of the torus
A into G. In the case of external scalar fields, i.e. when all the µi are trivial, the potential
is found to coincide with that of a Calogero-Sutherland model for root system BC2 [41].
In the more general case of external fields with spin, only one example for d = 3 has been
worked out before [1]. In this case, the projector P to SO(d− 2) = SO(1)-invariant states
is trivial. Our task in the final subsection is to illustrate our general result (3.19) for the
simplest example that involves a non-trivial projection.
3.3 Example: Casimir equation for 4-dimensional seed blocks
In dimension d = 4 the stabilizer subgroup B is given by B = SO(2). In order to illustrate
how our compact formula for the Casimir operator works in this case, we shall study an
example that is relevant for the seed blocks that were introduced in [20]. These seed blocks
occur in the decomposition of correlation functions involving two scalars and two spinning
operators
〈O0,0Os,0O0,0O0,s〉 ,
where s ∈ (0, 1/2, 1, ...). Two labels s1, s2 that we attached to the operators Os1,s2 refer to
the representation of the rotation group SO(4). Since the labels µ1 = (0, 0) = µ3 are trivial,
our construction the space (2.7) involves the two representations µl = µ1⊗µ
′
2 = (s, 0)
′ and
µr = µ3 ⊗ µ
′
4 = (0, s)
′.
Let us now describe the parametrization of G in a bit more detail. In total, we need
15 variables. To begin with, we choose coordinates on K = D×R. Using the isomorphism
r → (r1, r2) between R = SO(4) and SU(2) × SU(2) (see appendix A), our subgroup
K = SO(1, 1)× SO(4) ⊂ SO(1, 5) can be parametrized through three 2× 2 matrices of the
form
d(λ) =
(
cosh λ sinhλ
sinhλ coshλ
)
(3.21)
r1 =
(
cos θ12 e
i
φ1+ψ1
2 i sin θ12 e
i
φ1−ψ1
2
i sin θ12 e
−iφ1−ψ1
2 cos θ12 e
−iφ1+ψ1
2
)
, r2 =
(
cos θ22 e
i
φ2+ψ2
2 i sin θ22 e
i
φ2−ψ2
2
i sin θ22 e
−iφ2−ψ2
2 cos θ22 e
−iφ2+ψ2
2
)
. (3.22)
When we write an element h ∈ G as h = klakr, two elements kl and kr of K appear. These
are parametrized by λl, φli, ψli, θli with i = 1, 2 and a similar set of seven variables in which
l is replaced by r. For the element a of the torus A we use the familiar parametrisation
(2.9) in terms of two variables τ1, τ2. This leaves us with a total number of 16 variables.
Since we are trying to parametrize a 15-dimensional manifold, we need to remove one
coordinate. The excess is of course related to the fact that the group B = SO(d − 2) =
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SO(2) is non-trivial for d = 4. We can think of B ⊂ R as the set of rotation matrices
r = (r1, r2) for which ψ1 = ψ2 while all other parameters vanish, i.e.
B = { b = (d, r1, r2) ∈ K | λl = θ1 = θ2 = φ1 = φ2 = 0, ψ1 = ψ2}. (3.23)
In the following we shall assume a gauge in which B is removed from Kl by putting
ψl1 = −ψl2 = ψl, i.e. we will parametrize the 15-dimensional manifold G through the
coordinates
x = {λl, θl1, θl2, φl1, φl2, ψl, τ1, τ2, λr, θr1, θr2, φr1, φr2, ψr1, ψr2} .
The final technical input that we shall need concerns the form of the generators in the spin-
s representation of SU(2). These are given by the Wigner matrices ts, i.e. their matrix
elements take the form
tslm = e
−i(mφ+nψ)im−n
(
(l −m)!(l +m)!
(l − n)!(l + n)!
) 1
2
sinm−n θ/2 cosm+n θ/2Pm−n,m+nl−m (cos θ) ,
(3.24)
where m and n runs from −l to l with integer steps and P a,bn is a Jacobi polynomial. Using
this expression one can explicitly build the matrix-valued function (3.12) as well as the
projector P.
Let us first demonstrate the general formula (3.19) in the simplest case when s = 0, i.e.
all external fields are scalar. This implies that the function ρ receives contributions from the
non-trivial representations of dilations only and is simply given by ρ = exp(2(aλl + bλr)).
If we plug this simple formula for ρ along with an explicit expression for the metric tensor
into formula (3.19) we obtain the scalar Casimir operator (in Lorentz signature)
H0 = −
1
2
∂2x −
1
2
∂2y +
1
2
(
(a+ b)2 − 14
sinh2 x
−
ab
sinh2 x2
+
(a+ b)2 − 14
sinh2 y
−
ab
sinh2 y2
)
+
5
4
. (3.25)
As we pointed out at the end of the previous subsection, it takes the form of a 2-particle
Calogero-Sutherland Hamiltonian.
The simplest matrix-valued Hamiltonian appears for s = 1/2. With the help of eq.
(3.24) and the explicit form for conjugation with the Weyl element w (see Appendix A) we
obtain the following expression for the representation matrices
L 1
2
(kl)⊗R 1
2
(kr) = e
2(aλl−bλr)× (3.26)
(
cos θl22 e
−iφl2+ψl2
2 i sin θl22 e
i
−φl2+ψl2
2
i sin θl22 e
i
φl2−ψl2
2 cos θl22 e
i
φl2+ψl2
2
)
⊗
(
cos θr12 e
−iφr1+ψr1
2 i sin θr12 e
i
−φr1+ψr1
2
i sin θr12 e
i
φr1−ψr1
2 cos θr12 e
i
φr1+ψr1
2
)
.
On elements of B = SO(2), see eq. (3.23), the map ρ becomes
L 1
2
(b)⊗R 1
2
(b) =
(
e−i
ψ
2 0
0 ei
ψ
2
)
⊗
(
e−i
ψ
2 0
0 ei
ψ
2
)
=


e−iψ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiψ

 . (3.27)
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Using our prescription (2.13) we obtain the following expression for projector
P 1
2
=
1
4π
4π∫
0
dψ


e−iψ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiψ

 =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 . (3.28)
With the help of eqs. (3.26) and (3.28) we can now evaluate our formula (3.19) for the
Casimir operator. After conjugation with an appropriate constant 2× 2 matrix the Hamil-
tonian H takes the following very simple form(
1√
2
1√
2
− 1√
2
1√
2
)
H 1
2
(
1√
2
− 1√
2
1√
2
1√
2
)
=
(
H0 −
1
16 0
0 H0 −
1
16
)
+ (3.29)
1
32

 1sinh2 x2 + 1sinh2 y2 + 4sinh2 x−y4 − 4cosh2 x+y4 4(b− a)
(
1
sinh2 x
2
− 1
sinh2 y
2
)
4(b− a)
(
1
sinh2 x
2
− 1
sinh2 y
2
)
1
sinh2 x
2
+ 1
sinh2 y
2
+ 4
sinh2 x+y
4
− 4
cosh2 x−y
4

 .
Similarly, one can derive Hamiltonians for seed blocks with s > 1 from the Wigner matrix
(3.24) for spin-s representations. The resulting Casimir equations are equivalent to the ones
derived in [20]. For s = 1/2 we show this equivalence in Appendix A. It is interesting to
compare the matrix Calogero-Sutherland potential we derived here for 4-dimensional seed
blocks with s = 1/2 with the matrix potential for fermionic seed blocks in three dimensions
we derived in [1]. The latter was given by a 4× 4 matrix that could be block-diagonalized
into two 2 × 2 matrix potentials. One of these 2 × 2 blocks for the 3-dimensional seed
blocks has almost the same form as the potential in eq. (3.29) except for slightly different
constant pre-factors in front of the interaction terms.
4 Boundary two-point functions
Our construction of conformal blocks as functions on the conformal group and of the
associated Casimir equations can be generalised to many others situations. The idea is
simple and heuristically can be formulated as follows: One should split a given correlator
on a ”left” and a ”right” part, identify their symmetry and then take a double coset over
these groups of symmetries. In this way, all our constructions may be extended to include
boundaries, defects and interfaces. Here, we want to illustrate such extensions at the
example of a boundary two-point function.
〈O1(x1)O2(x2)〉Boundary
where the d−1-dimensional boundary is assumed to preserve conformal symmetry transfor-
mations in a subgroup SO(1, d) ⊂ SO(1, d+1). In this case we ”split” our system into a left
part containing the boundary and a right part that contains the two local fields and hence
is associated with a tensor product π1 ⊗ π2 of principal series representations. The latter
can be realized as in eq. (2.5) on the right cosets over Kr = DR = SO(1, 1) ⊗ SO(d). On
the left side we shall choose the denominator subgroup Kl to be the group Kl = SO(1, d) of
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conformal transformation in the boundary. In more mathematical terms, we are instructed
to study the following space of functions on the conformal group
Γ
(R)
Kl\G/Kr = { f : G → VR | f(klak
−1
r ) = R(kr)f(a) ,∀ a ∈ A, kl ∈ Kl, kr ∈ Kr}, (4.1)
where the representation R is defined as
R(d(λ)r) = e(∆2−∆1)λµ1(r)⊗ µ′2(r) . (4.2)
Once again we can also think of the space (4.1) as a space of sections in a vector bundle
over the double coset A = Kl\G/Kr with values in the space V
P = (V1 ⊗ V2)B where the
stabilizer group B is now given by B = SO(d− 1). In this case, the double coset turns out
to be 1-dimensional and the associated torus can be parametrized as
a(τ) =


cosh τ2 0 . . . 0 sinh
τ
2
0 1 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . 1 0
sinh τ2 0 . . . 0 cosh
τ
2

 . (4.3)
Following the logic of previous sections we can derive the analogue of the Casimir operator
in the boundary case. It reads
H = −
∂2
∂τ2
+ ω−
1
2
∂2
∂τ2
ω
1
2 + (ρ−1∂xiρ)g
ij(ρ−1∂xiρ)|A . (4.4)
where as before ω = ω(τ) is a factor depending on τ in
√
|g|.
This Hamiltonian acts on functions f which belong to the Hilbert space L2(A,V P , dχ)
with scalar product
(f(τ), g(τ)) =
∫
R
dτ〈f(τ), g(τ)〉 (4.5)
and the vector space V P is defined as the image of the projector
P =
1
Vol(B)
∫
B
dµbR(b) (4.6)
on the carrier space Vµ1 ⊗ Vµ′2 of the representation R we introduced in eq. (4.2).
In case of two scalar operators we have ρ = R(d(λ)r) = e(∆2−∆1)λ. Using an explicit
parametrisation of the conformal group G that is adapted to the double coset one can
derive the following Hamiltonian
Hd = −
d2
dτ2
+
1
16
(
d2 +
4(∆1 −∆2)
2 − 1
sinh2 τ2
−
(d− 3)(d− 1)
cosh2 τ2
)
(4.7)
which can indeed be mapped to the Casimir operator that was derived in [45], see eq. (B.5)
in Appendix B.
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The generalization to tensor fields in the bulk is now straightforward, following pre-
cisely the steps we described above. As we shall argue in a moment, the corresponding
Hamiltonian can be diagonalized into a decoupled systems of scalar Calogero-Sutherland
Hamiltonians in a single variable. To see this, let us pick two representations (∆1, µ1) and
(∆2, µ2) associated with the two external tensor fields. The tensor product of the finite
dimensional carrier spaces Vµ1 and Vµ′2 can be decomposed with respect to the action of
the rotation group SO(d),
Vµ1 ⊗ Vµ′2 = ⊕j
Vµj . (4.8)
The projector P to SO(d− 1) invariant respects this decomposition. When restricted to a
single summand Vµj the image of P is actually 1-dimensional. This is a consequence of the
well known fact that upon restriction from SO(d) to SO(d−1) an irreducible representation
of SO(d) decomposes into a sum of irreducible representations of SO(d−1) with multiplicity
at most one. In particular, this is true for the trivial 1-dimensional representation of
SO(d−1) which, if it appears at all, appears a single time. Consequently, the decomposition
(4.8) diagonalizes the Hamiltonian (4.4) into a set of scalar Calogero-Sutherland, or rather
Po¨schl-Teller, models. For d = 3, for example, these Hamiltonians take the form
Hsd=3 = −
d2
dτ2
+
9
16
+
4(∆1 −∆2)
2 − 1
16 sinh2 τ2
−
s(s+ 1)
4 cosh2 τ2
, (4.9)
where s = sj is the value the SO(3) spin s = 0, 1, . . . takes in the summand Vµj of the
decomposition (4.8). Of course, the results remains true in case we admit fermionic fields
for which representations of the covering group SU(2) of SO(3) appear. If we study the
two-point functions for two fermions, for example, we get two Po¨schl-Teller problems of
the form (4.9) with s = 0, 1.
There is another way to split the setup we discussed here into a “left” and a “right”
system, namely we can put one of the bulk fields on either side of this split. In this case,
since the boundary is included on both sides, the numerator symmetry is the part of the
d-dimensional conformal symmetry that is preserved by the boundary, i.e. the subgroup
SO(1, d) ⊂ SO(1, d + 1). Once we add a bulk field, the symmetry is broken to SO(d).
Hence, the relevant double coset for the so-called boundary channel is given by
SO(d) \SO(1, d) /SO(d) .
It is easy to see that this double coset is 1-dimensional, i.e. it is parametrized by a single
cross ratio. Working out the Hamiltonians is straightforward. Obviously, one ends up with
a set of decoupled Po¨schl-Teller models, one for each SO(d − 1) invariant in the tensor
product Vµ1 ⊗ Vµ2 .
5 Harmonic analysis view on the diagonalization, seed blocks and weight
shifting
The approach we have described in the previous sections implies that all conformal blocks,
scalar and spinning, can be obtained from functions on the conformal group itself. A basis
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for the latter is well known from the harmonic analysis of the conformal group. Our main
goal in this section is to locate all spinning blocks within the Hilbert space of functions
on the conformal group. This will allow us to develop a new view on the construction of
spinning blocks through differential operators. In particular we will explain how left and
right invariant vector fields can be used to construct arbitrary functions on the conformal
group from a class of seed functions. The construction of certain spinning blocks from the
better studied scalar blocks through differential operators was first advocated in [15] and
generalized later to a construction of arbitrary spinning blocks from so-called seed blocks
[46]. In the recent work [23] this development was carried one step further through so-called
weight shifting operators that allow to obtain all spinning blocks from scalar ones, thereby
eliminating more general seed blocks.
According to Peter-Weyl theory, the matrix elements πij∆,µ of irreducible unitary rep-
resentations {π∆,µ} form an orthogonal basis in the space of square integrable functions
on the group
L2(G, dµG) =
⊕
∆,µ
ρπ∆,µ , ρπ∆,µ = span{π
ij
∆,µ} . (5.1)
Here, the indexes i and j enumerate basis vectors in the representation space Vπ. If G is
compact, π runs through all irreducible unitary representations. For both compact and
non-compact groups such as the conformal group, however, the precise range of π must be
determined by solving the spectral problem for the Laplace-Beltrami operator on the group.
In case of conformal group it includes the all unitary principal series representations4.
Namely, the matrix elements of irreducible representations π∆,µ are eigenfunctions of the
scalar Laplace-Beltrami operator,
∆πij∆,µ(g) = C∆,µπ
ij
∆,µ(g) (5.2)
with eigenvalue C∆,µ which is the value of the quadratic Casimir element in the irreducible
representation π∆,µ. On the other hand, the Hamiltonian (3.19) for conformal blocks was
obtained as a reduction of Laplace-Beltrami operator with a componentwise action on
vector-valued equivariant functions. Note that components of an eigenfunction f∆,µ(h) ∈
Γ
(LR)
K\G/K with eigenvalue C∆,µ can be written as a linear combination of matrix elements
of the representation π∆,µ. Upon restriction to the torus A, the equivariant function
f∆,µ(a)|g∈A becomes an eigenfunction of the Hamiltonian (3.19). Consequently, after the
restriction, the matrix elements πij∆,µ(a(τ1, τ2)) provide a basis of functions from which any
component of a general spinning block can be constructed.
So far, we have considered the space of square integrable functions as a space of eigen-
functions of the Laplace operator. But is comes with additional structure. Namely, there
exist two commuting actions of the conformal group G through left and right invariant vec-
tor fields. These actions commute with the Laplacian, i.e. act within the eigenspaces ρπ∆,µ .
Under the combined left and right action, the eigenspaces are irreducible, i.e. each term in
4and also discret series in the case of odd dimension d
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the spectral decomposition (5.1) is a simple tensor product of irreducible representations
for the left and right action of the conformal group on itself,
L2∆,µ(G) := ρπ∆,µ
∼= Γ
µ;∆
Sd
⊗ Γµ
c;∆∗
Sd
. (5.3)
As before, Γµ;∆
Sd
denotes the representation space of the representation π∆,µ of the conformal
group and the second factor in the tensor product is the conjugate of the first. The lower
index Sd implies that we employ the compact picture for principal series representation
π∆,µ in which vectors are realized as functions on a d-dimensional sphere S
d, see appendix
C for details.
As was already mentioned above, components of the spinning conformal blocks can be
packaged into L2(G). Let us now describe more precisely, which blocks we can actually
construct from functions in the subspace L2∆,µ(G). Here, the compact picture we used
in eq. (5.3) is particularly useful since it makes the decomposition of the principal series
representations into irreducible representations of the rotation group quite transparent,
see appendix C. In order to describe the result, let us write the label µ of the R = SO(d)
representation that defines the space Γµ;∆
Sd
of sections in a vector bundle over Sd as µ =
[k1, . . . , kr−1, kr]. The entries ki are subject to the restrictions described in eq. (C.2). Then
an SO(d) representation µ˜ = [l1, . . . , lr] appears in the decomposition of Γ
∆,µ
Sd
provided that
its labels obey
− k1 6 l1 6 k2 , ki−1 6 li 6 ki+1 , kr−1 6 lr . (5.4)
A derivation of this statement and all the relevant background material on representations
of the rotation group are collected in appendix C. The way we have presented condition
(5.4) it provides us with a list of all the possible covariance laws we can possibly find
within a given eigenspace of the Laplace-Beltrami operator on the conformal group. More
precisely, the covariance law in eq. (2.7) with representations L and R as in eq. (2.8) can
only appear in the sector L2∆,µ(G) of the tensor products µ1⊗µ
′
2 and µ3⊗µ
′
4 both contain
representations µ˜l and µ˜r satisfying condition (5.4).
As we have stressed above, the eigenspaces ρ∆,µ of the Laplace-Beltrami operator on
the conformal group are irreducible under the combined actin of the first order left- and
right invariant vector fields. This means that we can generate all function in the subspace
L∆,µ(G) from a single seed element by application of differential operators. We have seen
in the previous paragraph that the elements of L∆,µ(G) are associated with an infinite
number of possible covariance laws. There exists a universal choice for the covariance law
of the seed element that works in all sectors and reduces to scalar blocks in case µ = µl
is a symmetric traceless tensor representation. For a generic choice of µ = [k1, . . . , kr] ,
r = [d/2] the space (5.3) contains an SO(d) representation with labels
µ˜ = [l1 = k2, . . . , lr−1 = kr−1, lr = kr−1] . (5.5)
Indeed, this set of labels li satisfies the condition (C.2) and hence it describes a repre-
sentation of SO(d). Moreover, the condition (5.4) is also satisfied which implies that the
representation µ˜ of SO(d) appears (with infinite multiplicity) in the decomposition of the
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space (5.3) with respect both the left and the right action of SO(d). Since the space
(5.3) is irreducible under the action of GL × GR, any function in L
2(G) can be recon-
structed from those functions of G that satisfy an equivariance condition as in eq. (2.7)
with L = (a, µ˜),R = (−b, µ˜). Hence, the space of functions on the conformal group G that
transform in a representation of the form (5.5) with respect to both left and right action
of the rotation group provide the seeds for the space of all functions. It allows us to define
the set of seed blocks in any dimension d.
Four-point correlators corresponding to the set of seed blocks can be defined in the
following way
〈O∆1,µ˜O∆2,0O∆3,µ˜†O∆4,0〉 , (5.6)
where µ˜ is defined as in eq. (5.5) and the conformal weights go over all possible values.
For the subspace in which the internal field transforms in a symmetric traceless tensor
representation µl = [0, . . . , 0, l], our choice for µ˜ selects the scalar seed blocks. In the
case of d = 4, which was discussed in [20], representations of the rotation group are
labeled by two integers µ = [k1, k2] and we selected representations µ˜ = [k2, k2] as seed
representations. This agrees with the choice proposed in [20]. For simplicity, we have
restricted our discussion to bosonic fields only, i.e. to representations of SO(d) rather than
Spin(d). But it is easy to generalize everything we described above to include fermionic
representations. In this case, we must also allow for representation labels in which all
entries take half-integer values and upon restriction from Spin(d + 1) to Spin(d) bosonic
representations decompose into bosonic ones while fermionic representations decompose
into fermionic ones. With these small adjustments, our discussion goes through. In the
case of d = 3 one then needs a single fermionic seed block in addition to the scalar blocks.
What we have described so far allows to reconstruct the entire eigenspaces of the
Casimir elements from special eigenfunctions through the application of left- and right
invariant vector fields, or, equivalently, all spinning blocks from a set of seed blocks through
the application of differential operators. In this sense the construction of blocks is reduced
to that of seed blocks. Quite recently it has been pointed out that there is a simple way
to construct spinning blocks from scalar ones by application of so-called weight shifting
operators. These operators also possess a simple description in the context of harmonic
analysis.
The differential operators we obtained directly from left- and right invariant vector
fields allowed us to construct all blocks with intermediate fields in symmetric traceless ten-
sor representations µl from scalar blocks, i.e. we can construct all the subspaces L
2
∆,µl
(G).
With our choice of coordinates on the conformal group G, see first paragraph of section
(3.1), functions in the subspaces L2∆,µl(G) depend on variables xl, τ and xr, but they are
independent of the variables y that parametrize elements in the compact subgroup B ⊂ G.
All functions that do not belong to any L2∆,µl(G) and hence cannot be generated from scalar
blocks by application of left- and right invariant vector fields, possess a non-trivial depen-
dence on the variables y. On the other hand, given a function that does not depend on y,
we can actually construct new functions with non-trivial y dependence by multiplication
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with those functions that appear as matrix elements of finite dimensional representations
of the conformal group. These matrix elements do not give rise to normalizable functions
on G but if we multiply such matrix elements with a normalizable functions, the prod-
uct is normalizable. In principle it is sufficient to use the matrix elements of the defining
d + 2-dimensional representation since the latter generate all functions of the angles y.
Through iterated multiplication with the (d + 2)2 matix elements of this representation,
we can obtain arbitrary functions on the conformal group from y-independent ones, i.e.
from elements in L2∆,µl(G). Since the latter may be constructed from scalar blocks by
application of left- and right invariant vector fields, we can build all functions of the group
by the combination of the two constructions we described.
While these methods can give access to formulas for conformal blocks using no more
that the known results for scalar blocks in the sectors L2∆,µl(G), it can become a bit
cumbersome and it gives little control over analytic properties of the blocks as a function
of the various parameters. For these reasons we pursue a different strategy that rests on the
explicit construction of the Casimir equations and their spectrum generating symmetries,
see also comments in the next section.
6 Discussion
In this work we have derived a general expression (3.19) for the Casimir equation of spinning
four-point blocks in any dimension in terms of some Schro¨dinger problem. The universality
of our approach is one of its main advantages since it makes standard mathematical tools
applicable for the study of a wide variety of conformal blocks, involving external tensor
fields, boundaries and more general defects. Many of these tools will be discussed at the
example of scalar four-point functions in the forthcoming papers [42] and [48]. There are
many interesting further directions to pursue.
On the one hand, it is certainly important to extend the analysis in section 3 and
to derive more explicit expressions for the potentials. As a first important step towards a
systematic solution theory one should then analyse the symmetries and singularities of these
potentials. Next one needs to investigate the behaviour of solutions in the vicinities of the
singularities in order to understand the precise analytic structure of solutions (blocks) in
the space of cross ratios. The Calogero-Sutherland form of the Casimir equation is also well
suited to derive series expansions, recurrence relations and to study the analytic properties
of solutions in the space of eigenvalues, which include the weight ∆ of the intermediate fields
as well as the spin µ. Furthermore, it would be interesting to study (super-)integrability
and spectrum generating symmetries of our matrix-valued Calogero-Sutherland models. It
should be possible to develop all these issues in close analogy to the scalar case, see [42, 48].
The coset spaces we met in the context of conformal blocks lead to Calogero-Sutherland
Hamiltonians of type BCN . This means that the terms in the scalar potential are in one-
to-one correspondence with the positive roots on a BCN root system. Calogero-Sutherland
systems associated with AN root systems have been studied more extensively. These arise
in the context of coset spaces G/G where the denominator groups acts by conjugation. In
[49, 50] Reshetikhin introduced a matrix version of these AN Calogero-Sutehrland models
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that is very similar to the matrix BCN models we constructed above. For the AN series
these matrix systems were shown to be super (or degenerate) integrable. Is therefore seems
likely that the same is true for the matrix Calogero-Sutherland Hamiltonians that emerge
from the theory of spinning conformal blocks.
As we have stressed several times, our approach to Casimir equations and conformal
blocks is very flexible. In particular it also applies to superblocks, including cases involving
external fields do not belong to BPS multiplets, which has not received much attention
yet. If the external fields sit in half-BPS multiplets, the denominator subgroups Kl and
Kr contain enough fermionic generators to remove all fermionic directions from the double
coset. The associated Calogero-Sutherland models are purely bosonic and look similar
to the ones we discussed above. The opposite case in which all external fields belong to
long multiplets has only been studied in 2 dimensions, see [51] for the case of N = 1
superconformal symmetry and [52] for N = 2. In the latter paper clear evidence was given
that the superblock decomposition of correlation functions for primaries in long multiplets
is more constraining than the decomposition into bosonic blocks or the study of BPS
correlators. It therefore seems worthwhile to develop a supersymmetric version of the
approach we described above, construct the associated super Calogero-Sutherland models
and develop a systematic theory of superblocks.
A final line of applications we want to mention concerns the study of blocks in the
presence of boundaries or defects [45, 53–56]. All these possess a description in terms
of cosets of the conformal group and the Casimir equations take the form of a Calogero-
Sutherland Hamitonian [57]. Furthermore, our approach might be useful for the application
of bootstrap methods to correlation functions of particular nonlocal operators such as the
BFKL light-ray operators introduced in [58]. For these operators, the operator product
coefficients were already calculated in [59, 60]. We will come back to these and related
issues in future research.
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A Comparison with Casimir equations for 4d seed blocks
In this appendix we want to compare the Calogero-Sutherland Hamiltonian for the s = 1/2
seed block we have constructed in eq. (3.29) with the Casimir equations that were put
forward in [20]. After a bit of background on the relevant group theory, we shall review that
results form [20] for the s = 1/2 Casimir equations. Then we describe in detail how to map
these Casimir equations to the Schro¨dinger equation for the matrix Calogero-Sutherland
model (3.29).
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Let us begin with a few comments on the well known isomorphism between Spin(4)
and SU(2)×SU(2). As usual the first step is to identify quaternions with 2×2-matrices as
q = a+ ib+ jc+ kd ↔
(
a+ ib c+ id
−c+ id a− ib
)
. (A.1)
Then we introduce the group of left and right unit quaternions which is isomorphic to
SU(2)
q1 ↔
(
cos θ12 e
i
φ1+ψ1
2 i sin θ12 e
i
φ1−ψ1
2
i sin θ12 e
−iφ1−ψ1
2 cos θ12 e
−iφ1+ψ1
2
)
, q2 ↔
(
cos θ22 e
i
φ2+ψ2
2 i sin θ22 e
i
φ2−ψ2
2
i sin θ22 e
−iφ2−ψ2
2 cos θ22 e
−iφ2+ψ2
2
)
.
(A.2)
Any pair (q1, q2) ∈ SU(2)× SU(2) of such elements acts on R
4 through
(q1, q2) : R
4 7→ R4 (q1, q2) : x → q1xq
−1
2 . (A.3)
On the right hand side we have represented the elements x ∈ R4 through the associated
element in the space of quaternions,
x ↔
(
x1 + ix2 x3 + ix4
−x3 + ix4 x1 − ix2
)
. (A.4)
This action of (q1, q2) on R
4 allows us to assign an element of SO(4) to any element
(q1, q2) ∈ SU(2) × SU(2). The map is well known to be an isomorphism, i.e. any rotation
of R4 is of that form.
There is one more piece of information about the group theory we used in deriving our
Calogero-Sutherland Hamiltonian (3.29), namely the non-trivial element w of the restricted
Weyl group. It can be represented as a 6× 6 matrix w = diag{1,−1, 1, 1, 1,−1} which acts
on the 4-dimensional conformal group SO(1, 5) by conjugation. When restricted to elements
r ∈ SO(4) ⊂ SO(1, 5) the actions reads
wr(θ1, φ1, ψ1, θ2, φ2, ψ2)w = r(θ2,−φ2,−ψ2, θ1,−φ1,−ψ1) . (A.5)
This concludes our brief discussion of group theoretic background.
Let us now turn to checking the equivalence between Hamiltonian (3.29) and Casimir
operator derived in [24]. In the case of s = 1/2, the equations (3.17) from [24] read as
(∆
a+ 1
4
,b+ 3
4
;1
3 −
1
8
)G
(1)
0 +
1
2
L(b−
1
4
)G
(1)
1 =
E1l
2
G
(1)
0 (A.6)
2zz¯L(a+
1
4
)G
(1)
0 + (∆
a+ 1
4
,b− 1
4
;0
3 +
15
8
)G
(1)
1 =
E1l
2
G
(1)
1 (A.7)
where
∆(a,b;c)ǫ = D
(a,b;c)
z +D
(a,b;c)
z¯ + ǫ
zz¯
z − z¯
((1− z)∂z − (1− z¯)∂z¯) , (A.8)
D(a,b;c)z = z
2(1− z)∂2z − ((a+ b+ 1)z
2 − cz)∂z − abz (A.9)
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and
L(µ) = −
1
z − z¯
(z(1− z)∂z − z¯(1− z¯)∂z¯) + µ . (A.10)
Introducing new variables z = − sinh−2 x2 , z¯ = − sinh
−2 y
2 we can rewrite eqs. (A.6) - (A.7)
in the form of eigenvalue problem for differential matrix operator M˜
M˜
(
G
(1)
0
G
(1)
1
)
=
E1l
2
(
G
(1)
0
G
(1)
1
)
. (A.11)
We will not write out the precise form of M˜. It is easily obtained from the formulation in
eqs. (A.6) and (A.7). Next one needs to perform a gauge transformation of the form
M = S−1M˜S , (A.12)
where the matrix S is given by
S =
(
χ0 0
0 1
)(
−1 1
1 1
)(
χ1 0
0 χ2
)(
0 1
1 0
)
, (A.13)
χ0 =
1
2
sinh
x
2
sinh
y
2
,
χ1 =
(cosh x2 cosh
y
2 )
− 1
2
−a−b(sinh x2 sinh
y
2 )
− 1
2
+a+b
(sinh x2 − sinh
y
2 )(sinh
x
2 + sinh
y
2 )
2
,
χ2 =
(cosh x2 cosh
y
2 )
− 1
2
−a−b(sinh x2 sinh
y
2 )
− 1
2
+a+b
(sinh x2 − sinh
y
2 )
2(sinh x2 + sinh
y
2 )
.
A short and explicit calculation shows that M and our Hamiltonian (3.29) are related by
M = −2
(
1√
2
1√
2
− 1√
2
1√
2
)
H 1
2
(
1√
2
− 1√
2
1√
2
1√
2
.
)
(A.14)
While our explicit analysis of the matrix Calogero-Sutherland Hamiltonian for 4-dimensional
seed blocks and its comparison with the Casimir equations in [20] was restricted to the first
non-trivial case s = 1/2, it is clear that similar results hold for all the other Casimir equa-
tions.
B Comparison with Casimir equations for boundary two-point function
The goal of this appendix is to compare the Po¨schl-Teller Hamiltonian (4.4) that we ob-
tained in our discussion of two-point functions of scalar fields in the presence of a boundary
with the Casimir operator derived in [45]. The correlation function of two scalar operators
in the presence of a boundary has the following general form [45]
〈O1(x1)O2(x2)〉 =
1
(2xd1)
∆1(2xd2)
∆2
ξ−(∆1+∆2)/2G(ξ) , (B.1)
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where ξ = (x1−x2)
2
4xd1x
d
2
is the anharmonic ratio. Equation (A.4) from [45] reads
ξ(1 + ξ)g′′(ξ) + (∆−
d
2
+ 1 + (∆ + 1)ξ)g′(ξ) +
1
4
(∆2 − (∆1 −∆2)
2)g(ξ) = 0 , (B.2)
where g(ξ) = ξ−
∆
2 G(ξ) and G(ξ) is defined in eq. (B.1). Introducing the new variable
ξ = sinh−2 τ2 we can rewrite eq. (B.2) in the form
H˜dG(τ) =
∆(d−∆)
4
G(τ), (B.3)
where
H˜d = −
d2
dτ2
− (1−
d
2
(1− cosh τ))
1
sinh τ
d
dτ
+
(∆1 −∆2)
2
sinh2 τ2
. (B.4)
Through a gauge transformation with the scalar function
χ(τ) =
(
sinh τ2
cosh τ2
) d−2
4 1
sinh
d
4 τ
brings the operator H˜d into the form
Hd = χ
−1(τ) ◦ H˜d ◦ χ(τ)
= −
d2
dτ2
+
1
16
(
d2 +
4(∆1 −∆2)
2 − 1
sinh2 τ2
−
(d− 3)(d − 1)
cosh2 τ2
)
(B.5)
which agrees with the Po¨schl-Teller Hamiltonian we found in section 4. This concludes our
comparison with the results from [45].
C Compact picture for principal series representations of G
In this appendix we describe how the principal continuous series decompose with respect
to the subgroup R ⊂ K ⊂ G. It turns out that this is most easily described if we pass to
a model for the principal series representation π∆,µ in which the carrier space is realized
in terms of functions on the quotient Sd = SO(d + 1)/SO(d) of the maximally compact
subgroup L = SO(d+ 1). More precisely, it is known [47] that we can realize π∆,µ on the
space
Γ∆,µG/NDR
∼= Γ
∆,µ
Sd
= {f : SO(d+ 1)→ Vµ | f(ur) = µ(r
−1)f(k) } .
Note that this space does not depend on the choice of ∆. The dependence on ∆ comes in
when we introduce the action of G on Γ∆,µ
Sd
which is given by
π∆,µ(g)f(u) = e
∆λf(ug) where g
−1u = ugnd(λ)
for u, ug ∈ SO(d + 1). Obviously, the space Γ
∆,µ
Sd
carries a representation of the isometry
group L = SO(d + 1) of the sphere. It will be important for us to understand how the
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space it decomposes under this action, but before we can spell out a precise statement, we
need a bit of background on representations of orthogonal groups.
For simplicity we shall again assume that d = 2r is even. The odd case can be treated
similarly. Let us recall that finite dimensional representations ̺ = [q1, . . . , qr] of L =
SO(d+ 1) are labeled a set of integers subject to
̺ = [q1, . . . , qr] , 0 6 q1 6 q2 6 . . . 6 qr . (C.1)
Finite dimensional representations of the rotation group R = SO(d), on the other hand are
labeled by an r-tuple µ˜ = [l1, . . . , lr] of integers li satisfying
µ˜ = [l1, . . . , lr] , |l1| 6 l2 6 . . . 6 lr . (C.2)
Note that the first label l1 may be negative. The representations µ˜ with label µ˜l =
[0, 0, . . . , 0, l] correspond to symmetric traceless tensors. Upon restriction from the maxi-
mally compact subgroup L to the rotation group R, an irreducible representation µ˜ of R
can appear in the decomposition of ̺ = [q1, . . . , qr] provided that
µ˜ ∈ J̺ ≡ { [l1, . . . , lr] | − q1 6 l1 6 q1 6 l2 6 . . . 6 lr 6 qr } . (C.3)
Equipped with all these technical details on the representation theory of orthogonal groups
we are ready harvest some results on the principal series representations.
As a first simple consequence we can describe the decomposition of the carrier space
Γ∆,µ
Sd
into irreducible representations of the symmetry group L = SO(d+ 1). The result is
Γ∆,µ
Sd
≡
⊕
̺|µ∈J̺
̺ . (C.4)
Note that all labels qi with i < r are restricted to a finite set. On the other hand, the last
label qr is not bounded from above so that the decomposition is infinite as it has to be
since we build an infinite dimensional space of sections in a vector bundle over the sphere
in terms of finite dimensional representations of the isometry group L.
For us it will be more important to understand which representation µ˜ of the rotation
group R = SO(d) appears when we restrict the action of L = SO(d + 1) on Γ∆,µ
Sd
to the
subgroup R. Indirectly, the answer is obtained by combining the decomposition (C.4) with
the statement on the decomposition of irreducible representations ̺ before eq. (C.3). But
we can also phrase the result a little more directly. To this end let us write the label µ
of the R = SO(d) representation that defines the bundle on Sd as µ = [k1, . . . , kr−1, kr].
The entries ki are subject to the restrictions described in eq. (C.2). Then an SO(d) rep-
resentation µ˜ = [l1, . . . , lr] appears in the decomposition of Γ
∆,µ
Sd
provided that its labels
obey
− k1 6 l1 6 k2 , ki−1 6 li 6 ki+1 , kr−1 6 lr . (C.5)
Whenever a representation µ˜ can appear, it appears with infinite multiplicity. As an
example let us see how to construct scalar representations of the rotations group SO(d).
This means we are looking for spaces Γµ
Sd
that contain a trivial representation µ˜ = (l1 =
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0, . . . , lr = 0). According to the previous conditions, such a representation µ˜ can only
appear if µ = [k1, . . . , kr−1, kr] takes the form µ = [0, 0, . . . , 0, l]. The integer 0 6 l remains
free. In other words, for a scalar representation to appear, the bundle Γµ must be associated
with a symmetric traceless tensor representation µ = µl.
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