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1. INTRODUCTION 
Given a universe of discourse U, a multiset can be thought of as a func- 
tion A4 from U to the natural numbers N. In this paper, we define a hybrid 
set to be any function from the universe U to the integers Z. These sets are 
called hybrid since they contain elements with either a positive or negative 
multiplicity. 
Our goal is to use these hybrid sets as if they were multisets in order to 
adequately generalize combinatorial facts which are true classically for only 
nonnegative integers. However, the definition above does not tell us much 
about these hybrid sets; we must define operations on them which provide 
us with the needed combinatorial structure. 
We will define an analog of a set which can contain either positive or 
negative number of elements. We will allow sums to be calculated over an 
arbitrary hybrid set. This will lead us to a generalization of symmetric 
functions to a negative number of variables which agrees with all previous 
known generalizations of symmetric functions in this direction. From these 
new symmetric functions, we calculate generalized binomial coefficients. 
Then these coefficients will be given a combinatorial interpretation in terms 
of a new partial order on the hybrid sets. Next, we will generalize linear 
partitions using this partial order and enumerate them. Finally, we define 
sum from one to an arbitrary integer and derive formulas involving them 
including a generalization of the Stirling numbers. 
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2. HYBRID SETS 
One usually thinks of a multiset M as a function from some universe U 
to the natural numbers N. M(x) is called the muhplicitly of x in the 
multiset M. Sets then are a special case of multisets in which all x have 
multiplicity either 1 or 0. 
In this paper, we generalize these concepts to new “sets” and new 
“multisets” which may have negative integers as multiplicities as well as 
nonnegative integers. 
DEFINITION 2.1 (Hybrid Sets). Given a universe U, any function 
f: U + Z is called a hybrid set. The value of f(x) is said to be the 
multiplicity of the element x. If J(X) # 0, we say x is a member off and 
write .x~f, otherwise, we write x$f: Define the number of elements #f to 
be the sum CIEU f(x). f is said to be an #f (element) hybrid set. 
We will denote hybrid sets by using the usual set braces { } and 
inserting a bar in the middle { 1 }. Elements occurring with positive 
multiplicitly are written on the left of the bar, and elements occurring 
with negative multiplicity are written on the right. Order is completely 
irrelevant. We will never have occasion to write the same element on both 
sides of the bar. 
For example, if f={a,h,c,hld,e,e} then f(a)=l, f(b)=2, f(c)=l, 
f(A)= -1, f(e)= -2, and f(x)=0 for +~#a, h, c,d,e. 
DEFINITION 2.2 (New Sets). A positiue or classical set is a hybrid set 
taking only values 0 and 1. A negative set is a hybrid set taking only values 
0 and - 1. A new set is either a positive or a negative set. 
For example, the set S = {a, b, c} can be written as the classical or 
positive set S = (b, a, c I} while -S= { 1 a, b, c} is a negative set. Both S 
and -S are new sets. However, {a I b} is not a new set. 
The empty set 0 = { 1 } is the unique hybrid set for which all elements 
have multiplicity zero. It is thus simultaneously a positive set and a 
negative set. 
3. SUMS AND PRODUCTS OVER A HYBRID SET 
One often wishes to sum an expression over all the elements of a set. For 
example, we usually write 
4(n)= C i 
iEF(?f) 
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for the Euler phi function where F(n) is the set of positive factors of an 
integer n. 
When dealing with multisets, it is often convenient to include multi- 
plicities in the summation. One defines CxcM F(x) to be C,, U M(x) F(x). 
Similarly, we can expand the characteristic polynomial of a matrix as 
where E is its multiset of eigenvalues. 
In general, for any function G and hybrid set f we write C,,rG(~) for 
C,, “f(x) G(x), and we write n,,,fG(x) for n,, U G(x)/‘“‘. 
As an application, we demonstrate that the elementary symmetric func- 
tion in a “negative” number of variables is in fact the complete symmetric 
function. 
DEFINITION 3.1 (The Complete and Elementary Symmetric Func- 
tions). 1. The complete symmetric function of degree n over the set of 
variable Vh,( V) is defined explicitly by the sum 
UV)=C n x> 
M xeM 
over all n-element multisets based on the set of variables V, and implicitly 
by the generating function 
n (l-V-‘= 1 h,(V)y”. 
2. The elementary symmetric function of degree n over the set V of 
variables e,(V) is defined explicitly by the sum 
e,(V) = C n 4 
scv xts #S=n 
over all n-element subsets of V, and implicitly by the generating function 
JJv(l +xY)= 1 e,(V) Y”. 
n20 
Now, if V is the negative set of variables ( 1 y,, y,, . . . >, then 
c h,(V)t”= n (1-xt)-’ 
n20 It v 
= n ((l- ykt)-l)-l 
kbl 
=n~oe,(-yl, -y2, . ..) t”, 
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and 
Thus, 
e,,(a,b,c ,... Is, y,z ,... )=h,,(-x, -J: -z ,... 1 --a, -b, --c ,... ), 
so it is immediate that the transformation 
*: e,,t-+h,, 
used in the theory of symmetric functions is an involution. 
4. ROMAN COEFFICIENTS 
When V is a classical set of n variables, ek( V) contains (;1) terms, so if 
we set all the variables to one, then we have the binomial coefficient: 
e,(V).=l = ; 
Krt I- O 
However, the left-hand side of this equation is well defined even when n is 
a negative integer and V is a negative set. In this case, it can be used as a 
generalization of the binomial coefficients. This generalization is already 
well known, and it is usually written 
n 0 n(n- l)(n-2)...(n-k+ 1) = k k! 
However, this is only well defined for k nonnegative; using the following 
result, we will permit both n and k to be arbitrary integers [8]. 
THEOREM 4.1. For all integers n and all nonnegative integers k, 
n 0 = lim T(n+ 1 +E) k c+of(k+ 1 +&)T(n-k+ 1 +E)’ (1) 
We will adopt Eq. (1) as the definition of the binomial coefficients even 
when k is negative (see Table I). 
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TABLE I 
Binomial Coefficients, (;) 
k 
-4 -3 -2 -1 0 1 2 3 4 5 6 n 
6 0 0 0 0 1 6 15 20 15 6 1 
5 0 0 0 0 1 5 10 10 5 1 0 
4 0 0 0 0 1 4 6 4 1 0 0 
3 0 0 0 0 1 3 3 1 0 0 0 
20000 12 1 0 0 0 0 
1 0 0 0 0 1 1 0 0 0 0 0 
00000 10 0 0 0 0 0 
-1 -1 1 -1 1 1 -1 1 -1 1 -1 1 
-2 3 -2 1 0 1 -2 3 -4 5 -6 7 
-3 -3 1 0 0 1 -3 6 -10 15 -21 28 
-4 1 0 0 0 1 -4 10 -20 35 -56 84 
-5 0 0 0 0 1 -5 15 -35 70 -126 210 
PROPOSITION 4.1 (The Six Regions) [4,6]. Let n and k be integers. 
Depending on what region of the Cartesian plane (n, k) is in, the following 
formulas apply: 
1. Zfn>k>O, then (i)=(i). 
2. Zfk>O>n, then (i)=(-l)“(P”+kkP’). 
3. ZfO>n>k, then (i)=(-l)“‘k(;?Pkl). 
4. Zfk>n>O, (;)=O. 
5. ZfO>k>n, (i)=O. 
6. Zf k>O>n, (;)=O. 
Note that in regions 4-6, there is an extra factor of E in the numerator 
of the limit, so we are left with zero. Next, region 1 is classical, so we have 
the usual binomial coefficients. 
Most of the usual properties of binomial coefficients hold true in all six 
regions [4, 61. 
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PROPOSITION 4.2. (Complementation). For all integers n and rn, (l) = 
(,A 
PROPOSITION 4.3 (Iteration). For all integers i, j, and k, 
PROPOSITION 4.4 (Pascal). Let n and k he integers not both zero, then 
(;)=(n;‘)+(;:;). 
Nevertheless, (g) = 1 while ( I :) + ( ,’ ) = 1 + 1 = 2. 
Moreover, it is possible to prove a generalization of the binomial 
theorem via Gamma Coefficients: 
PROPOSITION 4.5 (Gamma Theorem). For all integers n, 
1. The coefficients of the formal power series (x + 1)” are given by 
[x“](x + 1)” = (Z) where k is a nonnegative integer. 
2. The coefficients of the inverse power series (I + 1)” are given bJ> 
Cx”l(x+ lYJ=(nrk)=(;)’ 
where k is a negative integer. 
ProojI Proposition 4.4 and induction. 1 
See [2a] for stronger connection constant identities. 
5. INCLUSION OF HYBRID SETS 
These new binomial coefficients (;I-) are always integers, but what do they 
count? In region 1, they count the number of k element subsets of a given 
n element set. We claim that given a suitable generalization of the notion 
of a subset, this is true in general (up to sign’). 
We define a partial order on these sets which is a generalization of the 
usual ordering of classical sets and multisets by inclusion; we will give 
the definition twice: First, an informal motivation, and then a formal 
definition. 
' The sign is given by ek(V) Y=, =(;). 
v(rt 1. 
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Informally, we say f is a subset of g (and write f G g) if one can remove 
elements one at a time from g (never removing an element that is not a 
member of g) and thus either achieve f or have removed f: For example, 
we might start with the hybrid set ,f = {a, b, c, c 1 d, e}. We will remove a 
few of its elements one at a time. Suppose we remove 6; this leaves 
(a, c, c 1 d, e}. Now, b is no longer an element so we can not remove it 
again. Instead, we might remove d leaving {a, c, c 1 d, d, e>. Obviously, we 
can remove d as many times as we chose. Finally, suppose we remove c 
leaving {a, c 1 d, d, e ). Hence, we have proven two things. Since we were 
able to remove {b, d, c I }, we know that (b, d, c I } L .f: Also, since we were 
left with {a, cld, d, e}, we know that (a, cld, d, e} G.f 
DEFINITION 5.1 (Subsets). Let f and g be hybrid sets. We say that f is 
a subset of g and that g contains f and we writefs g if eitherf(x) < g(x) 
for all x E U, or g(x) - f(x) < g(x) for all .Y E U where < is a partial 
ordering of the integers defined as follows: i < j if and only if i < j and 
either i<O orj>O. 
Note that the Hasse diagram of the < relation is obtained from the 
usual Hasse diagram of the integers by disconnecting 0 from - 1; it consists 
of the disjoint union of an ascending chain (the nonnegative integers), and 
a descending chain (the negative integers). 
PROPOSITION 5.1. The ordering defined abooe is a well-defined partial 
order. 
Proof. Transitivity is the only property worth checking. Suppose f G g 
and g z h. We must prove that f G h in each of the following three cases. 
Note first that by the above remarks 6 is a partial order. 
1. Suppose f G g and g < h. Since < is a partial order, f 4 h. 
2. Suppose f 5 g and h - g + h. Then g is a legal set of removals from 
h. g must be an ordinary multiset, so by Theorem 5.1, f is a smaller multi- 
set, and must thereof also be a legal set of removals. Hence f E h. 
3. Suppose g -f 4 g and g < h. Now, fis a legal set of removals from 
g. However, g is the remainder of h after another series of removals, so f 
is a legal set of removals from h. 1 
Note however that this ordering does not form a lattice. For example, 
hybrid sets f = {I a, b} and g= (alb} have lower bounds {al}, {a, bl}, 
and {a, b, b I }, but no greatest lower bound. Conversely, f and g possess no 
upper bounds. 
THEOREM 5.1. The subsets of classical set f correspond to the classical 
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subsets of a classical set. The subsets of a multiset f correspond to the 
classical submultisets qf a multiset. 
ProoJ: To construct a conventional subset of a set S, we merely remove 
some elements subject to the conditions that we only remove elements of 
S and we do not remove an element twice. The order of removal is not 
relevant. 
To construct a conventional submultiset of a multiset M, we merely 
remove some elements subject to the conditions that we do not remove any 
element more times than its multiplicity in M. 1 
THEOREM 5.2. Let n and k be arbitrary integers. Let f be an n-element 
new set. Then (i) counts the number of k-element hvbrid sets which are 
subsets off: 
Let us consider this result in each of the six regions of Proposition 4.1. 
1. This is the only classical case. In this region, one might count the 
number of 2 element subsets of the set {a, b, c, dl >. By Theorem 5.1, we 
enumerate the usual subsets: {a, b I}, {a,~]], {a,dlf, [b,cl}, {b,dl), and 
(c, dl> but no others. 
2. In this region, one might count the number of 2 element subsets 
of ( I a, h, c i. These subsets correspond to what we can remove from f, since 
what we would have left over after a removal would necessarily contain a 
negative number of elements. We can remove any of the three elements any 
numberoftimeqsowehave: {a,al}, {b,bl), {c,cI), {a,bl), (b,cli,and 
{a, cl ). 
3. Here we are interested in -5 element subsets off: Since f contains 
- 3 elements, we must start with f and remove 2 elements. Thus, there is 
one subset here for each subset in the corresponding position of region 2. 
In this case they are: jla,a,a,b,cJ, {la,b, b,b,c), (la, b,c,c,c}, 
{la,a,b,b,c}, {Ia,b,b,c,c), and {Ia,a,b,cc). 
4. By Theorem 5.1, there are no 6 element subsets of the set 
(a, b, c, dl ). Once you remove 4 elements, you can not remove anymore. 
5. There are no -2 element subsets of a -3 element set f: If we 
remove elements from f, we are left with less than -3 elements, and have 
removed a positive number of elements. In neither case have we found a 
-2 element hybrid subset off: 
6. Again by Theorem 5.1, there are no -2 element subsets of the set 
{a, b, c, dl }, since you are not allowed to introduce elements with a 
negative multiplicity. 
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6. SUMS AND PRODUCTS WITH LIMITS 
One often uses the notation Cl = 1 A(n) where n is a nonnegative integer 
to denote the sum of A(n) over the set { 1,2, . . . . H>. In analogy to the 
situation with integrals, we will define the sum or product of a quantity 
with arbitrary limits. 
DEFINITION 6.1 (Sums and Products with Arbitrary Limits). We 
recursively define the sum or product of A(n) from n equals i to j 
by two conditions. First. 
i A(n)=0 and fi A(n)= 1, 
and second, 
n=i n=i 
;+ I 
1 A(n)=A(j+l)+ i A(n) 
j+ 1 
and fl A(n)=A(j+ 1) fi A(n). 
n=i II=, n=i n=i 
Just as with integrals, the sum is shift invariant, the sum over an empty 
interval is zero, and the sum over a positive expression over a “backwards 
interval” j < i is negative. 
The sum or product from i to j can be thought of as the sum or product 
over the set {i..j} where 
{i..j} = 
{ 
(i,i+l,..., j-l,jl} if i< j, 
0 if i=j,and 
(lj+ 1, j+2, . . . . i- } if i> j. 
For example, C:=,i=1+2+3+4=10, and C,L~,= -(-3)-(-2)- 
( - 1) - 0 = 6. In general, C:= L i = n(n + 1)/2 for n regardless of sign. In 
fact, 
PROPOSITION 6.1. Let p(x) he any polynomial; then there is a polynomial 
q(x) such that q(n) = C’= 1 p(i) for all n regardless of sign. 
Proof: Classical proof by induction can be applied here mutatis 
mutandus. 1 
As an application of this notion of an interval, and the duality between 
the elementary and complete symmetric functions mentioned earlier, 
consider the Stirling numbers of the first kind. 
DEFINITION 6.2 (Stirling Numbers of the First Kind). Let n be an 
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integer, and let k be a nonnegative integer. Then the Stirling number of the 
first kind of degree n and order k s(n, k) is defined to be the coefficient of 
-1~’ in the Taylor series expansion of (x), = nr:d (X - i). 
Then we have the following beautiful synthesis [S, 61. 
THEOREM 6.1. For all integers n (positive or negative) and nonnegative 
integers k, 
s(n,k)=limT(l-n+E)plek 
1 1 1 1 
- ~ ~ ~ 
E-0 E’ -1 +E’ -2$&‘“’ -n+E 
7. LINEAR PARTITIONS 
Just as one can more carefully study the combinatorial properties of the 
binomial coefficients by introducing the Gaussian coefficient, here we study 
the generalized Gaussian coefficient. Classically, one defines the Gaussian 
coefficient 
n 0 =(q”-l)(q”-‘-l)...(q”+‘-“-l) k, (qk-l)(qk- I-l)...(q-1) . 
We generalize the Gaussian coeficient as follows 
DEFINITION 7.1 (Gaussian Coefficient). Let n be an integer and k be a 
nonnegative integer. Then define the Gaussian coefficient 
n 0 n;=, qn+‘-i- 1 k “= (qLl)(qkmm’-l)...(q-l)’ 
We will interpret these Gaussian coefficients in terms of linear partitions. 
One usually [7] defines a (linear) partition to be a finite nonincreasing 
sequence of nonnegative integers. Since we are now giving negative integers 
a status equal to that of nonnegative ones, this definition is inappropriate. 
DEFINITION 7.2 (New Partition). If i is a finite sequence of integers of 
length k such that Ai B A,,, for all 1 6 i < k, then we say that A is a new 
partition. The 2, are called the parts of A, and we define 111 to be the sum 
of the parts of 1. We say that A is a partition of 121. 
For example, (5, 3, 2, 2, 0) and ( - 3, - 7, - 7, - 32) are new partitions, 
but (3, 1, 0, - 1) is not. 
It is well known (see for [3]) that for n and k nonnegative, (;), is a 
manic polynomial of degree nk. Its coefficient of qr is the number of 
partitions A oft of length k with all parts less than or equal to n. In general, 
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THEOREM 7.1. Let k be a nonnegative integer, and let n and t be arbitrary 
integers. Then (i), = C, c,q* where c, is the number of partitions i of t oj 
length k with all parts en. 
See [Za] for other applications of these partitions. 
8. FUNCTIONS 
We now define the hybrid sets of “functions” and “injections” between a 
classical set S and an arbitrary hybrid set A. 
DEFINITION 8.1 (Functions). Given a classical set S, and a hybrid set A 
define Fun(S, A) and Mono(S, A) to be hybrid sets of functions from S to 
the universe U. The multiplicity off: S + U in Fun(S, A) is n,tS A(f(.u)). 
The multiplicity off in Mono(S, A) is n,, U ( .:‘Y(‘y,) where #J’ ‘(x) is 
the size of the inverse image of x under.f. 
For example, if A is a classical set, then Fun(S, A) is the set of functions 
from S to A, and Mono(S, A) is the set of such injections. 
Here we see that # Fun(S, A) = # A’#“, and we confirm Stanley’s 
formula that Q(P, --iz) counts poset homomorphisms onto chains, if 
Q(P, n) counts strict poset homomorphisms onto chains. 
9. OTHER APPLICATIONS 
Since submitting this article, the author has read about surreal numbers 
[ 1 ] which can be interpreted as an example of this theory. 
Another application (concerning the connection constants between 
polynomial sequences and/or inverse formal power series sequences) will 
appear in separate articles [2, 2a]. 
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