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In this paper, we apply bootstrap methods to principal components. We use a set of hypothetical 
data to illustrate how the bootstrap methods can be employed in constructing confidence intervals 
dealing with the principal components analysis. We write a Mathematica program to handle the 
all process. 
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Bu çalışmada, bootstrap yöntemlerin asal bileşenler analizine uygulanma sürecini sunduk. 
Hipotetik bir veri ile asal bileşenler analizinde başvurulan bazı güven aralıklarının bootstrap 
yöntemlerle nasıl gerçekleştirilebileceğini gösterdik. Makaledeki tüm bootstrap süreçleri   
Mathematica dilinde yazdığımız bir programla gerçekleştirdik. 
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                                    Aralıkları; Mathematica. 
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Bootstrap yöntemi literatüre ilk kez Efron 'ın 1979 yılındaki makalesi ile tanıtıldı. 
Teorik gelişme Freedman (1981) ve Wu (1986) ile devam etti. Daha sonraki 
gelişmelerden kitaplaştırılanlar ise tarihsel sırasıyla Beran ve Ducharme (1991), Hall 
(1992), Mammen (1992), Efron ve Tibshirani (1993), Davison ve Hinkley (1997), teorik 
bir çalışma olan Shao ve Tu (1995) sayılabilir.  
Günümüzde bilgisayarların da gelişimine koşut olarak çok fazla sayıda 
araştırmaya konu olan Bootstrap yönteminde temel düşünce eldeki örneklemi, kitle olarak 
varsayıp buradan belirli sayıda tekrarlı örnekleme yaparak ilgilenilen tahmincinin suni bir 
örnekleme dağılımını yaratmaktır. Özellikle söz konusu tahmincinin örnekleme 
dağılımını asimptotik teori ile elde etmek zor ya da olanaksızsa bootstrap yöntemi yada 
genel anlamıyla tekrarlı örnekleme yöntemleri güçlü bir potansiyel oluşturmaktadırlar 
Aktükün (2003).   
Çok değişkenli analizin boyut indirgemeci yöntemlerinden olan asal bileşenler 
analizinde bootstrap yaklaşımı, analizin eksik olan istatistiksel çıkarsama araçlarını 
tamamlamada önemli bir rol oynayabilir.  
Bu çalışmanın amacı, bootstrap yönteminin asal bileşenler analizine uygulanma 
sürecini sunmak ve uygulama olanaklarını tartışmaktır. 
Bilindiği gibi bootstrap süreci bilgisayar iterasyonlarına dayanmakta olup, 
istatistik paketler bu konuda çok fazla olanak sunmamaktadır. Bu nedenle asal bileşenler 
analizine bootstrap sürecin uygulanması için Mathematica dilinde bir program yazdık ve 
hipotetik bir veriye uyguladık.  
 
 
2. ASAL BİLEŞENLER ANALİZİ 
 
 
    Boyut-indirgemeci çok değişkenli analiz tekniklerinden olan asal bileşenler 
analizine ilişkin temel bilgileri Anderson (1958), Morrison (1976) ve Jobson (1994) gibi 
hemen her çok değişkenli istatistik analiz kitabında bulabiliriz. Öte yandan analize 
bootstrap yaklaşımı konusunda literatürün pek yeterli olduğu söylenemez. Beran ve 
Srivastava (1985) özelinde asal bileşenler olmasa da kovaryans matrisinin bootstrap 
sürecini asimtotik analizle birlikte ele almış, Efron ve Tibshirani (1993), asal bileşenler 
analizinde ilgilenilen bazı istatistiklere ilişkin çıkarsama  sürecinin bootstrap yöntemlerle 
gerçekleştirilme olanaklarını sunmuşlardır. Bu çalışmada Efron ve Tibshirani (1993) de 
tanımlanan süreçlere ek olarak Anderson (1963) 'ın varyanas-kovaryans matrisinin en 
küçük k tane öz değerinin birbirine eşitliği testine bootstrap sürecini uyguladık 
  Boyut-indirgemeci çok değişkenli analiz tekniklerinden olan asal bileşenler 
analizinde temel amaç X1 , X2 ,..., Xp rastlantı değişkenlerinin maksimum varyansı veren 
doğrusal bileşenlerini aramaktır.  
X1 , X2 ,..., Xp 'nin bir doğrusal bileşeni  
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                         Yi = β  X 1 ˆ
1i + β  X 2 ˆ
2i + . . . + β  X p ˆ
pi        ,          i = 1,2,...,n                    (1) 
 
olarak ifade edilebilir. Matrisel olarak ise aynı eşitlik 
 
                                                        Y = Xβ                                                                      (2)  ˆ
 
şeklinde yazılabilir. (2) eşitliğindeki vektör ve matrisler açık şekilleriyle 
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Y 'nin örneklem varyansı, S, örneklem varyans-kovaryans matrisini göstermek 
üzere  
∧
(Y) Var  = βS   ˆ β ˆ
olarak tanımlanabilir. Amaç   'yı maksimum yapacak β ,β , ... , β  katsayılarını 
bulmak olacaktır. Ancak β  katsayıları üzerine bir kısıtlama yapılmadığı zaman Y 'nin 
varyansı keyfi olarak büyütülebilir, dolayısıyla belirli, tek bir çözümü elde etmek 
olanaksızlaşır. Öyleyse ββ = 1 kısıtının katılmasıyla elde edilen u =  Sβ - λ(ββ - 1) 
fonksiyonunun  'ya göre kısmi türevini alıp  
∧












 = 2 S  - 2    β ˆ λ ˆ β ˆ
sıfıra eşitlemeliyiz.  
2 S  - 2   = 0  β ˆ λ ˆ β ˆ
                                                              (S -  I) β = 0                                                     (3)  λ ˆ ˆ
 
(3) eşitliği bir homojen denklem sistemini simgeler. Dolayısıyla denklem 
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                                                         |S -  I| = 0                                                                (4)  λ ˆ
 
(4) eşitliği aynı zamanda   'nın değişken olarak yer aldığı bir polinomu simgeler. 
Eşitlikten ayrıca   'nın S matrisinin öz değerler vektörünü simgelediği açıktır. Eşitlik (3) 




 β (S - λI)   = 0  ˆ ˆ β ˆ
 
                                                                  S β =                                                          (5)  β ˆ ˆ λ ˆ
 
eşitliği elde edilir. Amacımız  Sβ 'yı maksimum yapmak olduğuna göre, bu amaca λ 





p tane öz değer ve dolayısıyla p tane doğrusal bileşen (asal bileşen) Yi olacaktır. Bu 
durumda (1) eşitliğindeki β , β , . . ., β  katsayıları da karşılık gelen öz değere ilişkin öz 









ve dolayısıyla    






yazabiliriz. Öyleyse asal bileşenin, diğer bileşenlere izafi önemi ise  
 







) (Y Var 
) (Y Var 
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                                                     (6) 
 
olarak tanımlanabilir. Aktükün (2002). 
 Asal  bileşenler analizinde daha çok ilgilenilen test istatistikleri varyanslara 
karşılık gelen öz değerler, ile Eşitlik (6) 'da tanımlanan   'dır. Ancak bu istatistiklerin 
belirli bir örneklemden hesaplanacak nokta tahminleri ile güven aralıkları oluşturmak ve 
hipotez testi yapmak için klasik teoride, X
θ ˆ
i 'lerin bağımsız olmaları ve normal dağılımdan 
gelmeleri varsayımları yapılır. Bu varsayımların karşılanmaması durumunda ise test 
istatistiklerinin kullanılması olanaksızlaşır ve Bootstrap yaklaşımı önem kazanır.  
 K ısım 3 'te, süreçler için 15 gözlem ve 4 değişkenden oluşan hipotetik bir veri  
kullanıldı. Klasik teoriyle karşılaştırmalar yapabilmek için verideki gözlemler çok 
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3. VARYANS-KOVARYANS MATRİSİNİN ÖZ DEĞERLERİNİN ve  
    ORANLARININ BOOTSTRAP GÜVEN ARALIKLARI 
 
 
 Asal  bileşenler analizinde varyans-kovaryans matrisinin öz değerleri lineer   
bileşimlerin varyanslarını simgeledikleri için bunlara ilişkin güven aralıkları ve hipotez 
testlerine özellikle önem verilir. Anderson (1963), çok büyük örneklemler için (n > ∞) 












Buradan λi için % 100(1 - α) güven aralığı 
                              
                        
1) 2/(n z 1
λ ˆ
λ










                                              (7)       
 
olacaktır. Burada λi , kitle varyans-kovaryans matrisinin bir öz değerini,   bu öz değerin 
nokta tahminini n örneklem büyüklüğünü z
i λ ˆ
α/2 standart normal dağılım kantilini 
göstermektedir. Ancak bu güven aralığı asimtotik olduğu için küçük örneklemlerde her 
zaman iyi sonuç vermeyebilir. Bu anlamda örneklem büyüklüğünden etkilenmeyen 
Bootstrap yaklaşımı önem kazanır.  






5.956 −0.9658 0.2935 −0.3020
−0.9658 2.534 0.8619 −2.482
0.2935 0.8619 24.54 8.131
−0.3020 −2.482 8.131 45.29
y
{
, λ1=48.1875 , λ2=21.8736 , λ3=6.20675 , λ4=2.04776
 
 
Her bir öz değer için (7) 'den hesaplanan güven aralıkları ise aşağıda verilmiştir: 
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∗∗∗ Asimtotik Güven Aralıkları ∗∗∗


























































































 Yukarıda verilen güven aralıklarını bootstrap karşılıkları için, Efron ve Tibshirani 
(1993) 'nin tanımladığı süreci uyguladık. Orijinal veriden iadeli olarak B = 1000 tane 
örneklem çekildi. Her bir örneklemin varyans-kovaryans matrisi ve her bir matrisin öz 
değerleri hesaplandı. Her bir öz değer için 1000 öz değerin ortalaması (λiboot ) bootstrap  
kitle öz değerlerinin bootstrap tahmini olarak düşünüldü. 1000 öz değerin kantilleri ise 
aşağıda verilen güven aralıkların oluşturdu. Orijinal veriden elde edilen öz değerlerin 
bootstrap tahminlere oldukça yakın olduğunu görmekteyiz. Asimtotik güven aralıklarının 
ise bootstrap güven aralıklarından daha geniş olduğu görülmektedir. Bu durumun 
örneklemin yeterince büyük olmamasından kaynaklandığın söylemek yanlış olmaz.  
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∗∗∗ Bootstrap Güven Aralıkları ∗∗∗


























































































 Asal  Bileşenler analizinde öz değerler kadar eşitlik (6) 'daki θ istatistiğine de 
önem verilir. Her bir öz değerin toplam varyansa katkısını diğer bir deyişle izafi önemimi 
gösteren bu istatistiğin sayısal değerine bakarak kaç tane asal bileşenle 
yetinebileceğimize karar verebiliriz. Bu karar için klasik teoride yaygın olarak asimtotik 
bir test olan Bartlett (1950) 'in küresellik testinin ve bazı grafik yöntemlerin (örn. bkz. 
Jobson (1994)) kullanıldığını da belirtelim. 
ˆ
Aşağıda verilen, her bir öz değerin toplam öz değerlere oranlarına bakıldığında 
büyüklük sıralamasına göre birinci ve ikinci  öz değerlerin toplamdaki payının 0,89 'dan 
büyük olduğu dolayısıyla dört değişkenin 2 asal bileşenle ifade edilebileceğini 
söyleyebiliriz :  
                             

































Öyleyse ilk iki öz değere karşılık gelen öz vektörlerin belirlediği  
 
  Y1 = 0,00348x1  + 0,0452x2 - 0,323x3 - 0,945x4   
ve 
Y2 = -0,0185x1  -0,0821x2 - 0,944x3 + 0,319x4   
 
lineer bileşimleri  toplam varyansın  % 89 'undan fazlasını açıklamaktadır.                                                       
(6) eşitliğinde tanımlanan istatistiğe bootstrap uygularken, ilgilenilen θ 
istatistiğinin değeri her bir bootstrap örneklemi için hesaplanıp, böylelikle elde edilen 
değerlerin ortalaması (θ ) bulunabilir. Betimlenen bu süreç B = 1000 kez uygulanmış, 






1 θ ˆ  için 
θ
ﬂ
























2 θ ˆ  için 
θ
ﬂ























7  Asal Bileşenler Analizine Bootstrap Yaklaşımı 
Bootstrap tahminlerinin orijinal örneklemden hesaplanan   = 0,6510 ve θ = 0,2595 






1 ve θ2 için güven aralığı oluşturmak istenebilir. Ancak klasik teoride küçük 
örneklemler için  'nın standart hatasına ilişkin analitik bir formülün olmaması, bu 
sürecin uygulanmasına engeldir. Orijinal örnekleme, bootstrap süreci uygulandıktan 
sonra   'ya yada daha genel olarak ifade edersek test istatistiğine ilişkin ampirik bir 
dağılım elde edileceği için ilgilenilen θ
i θ ˆ
θ ˆ
1  ve  θ2 'ye ilişkin güven aralıkları ampirik 
dağılımın kantilleri diğer adıyla bootstrap kantilleri hesaplanarak oluşturulabilir. 
Yukarıdaki tablodan θ1 için soldan ve sağdan % 5 'i dışarıda bırakan değerler 0,528 ve 
0,768 'dir. Öyleyse ampirik olarak [0,528 - 0,768] aralığı % 90 güven aralığı olarak kabul 
edilebilir. Aynı aralık θ2 için [0,149 - 0,389] olacaktır.    
Şekil 1 'de bootstrap örneklemlerinden elde edilen değerlerin oluşturduğu 





1 θ ˆ  için 










'ları n Bootstrap Dağılımı
 
2 θ ˆ  için 











'ları n Bootstrap Dağılımı
Şekil 1: θ  ve  'nın Bootstrap Dağılımları  1 ˆ
2 θ ˆ
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4. SONUÇ  
 
  Belirli bir istatistiğin standart hatasını veren bir formülün olmadığı yada asimtotik 
bir formülün olduğu durumlarda küçük örneklemler için güvenilir istatistiksel çıkarsama 
yapma da bootstrap yaklaşımı benimsenebilir. Daha çok betimsel bir teknik olan ve bu 
nedenle çıkarsama araçları çok da yeterli olmayan asal bileşenler analizine bootstrap 
yaklaşımı bu anlamda önem kazanabilir. Bu çalışmada asal bileşenler sürecinde 
ilgilenilen bazı istatistiklere bootstrap sürecinin uygulanma  yöntemlerini tanıtmayı amaç 
edindik. İstatistik yazılımlar bu konuda yeterli olanakları sunmadıkları için söz konusu 
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Ek 1. Çok Değişkenli Normal Dağılımdan Türetilen Hipotetik Veri 
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Ek2. Mathematica Kodları 
 
 
11 