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Abstract
Data storage applications require erasure-correcting codes with prescribed sets of dependen-
cies between data symbols and redundant symbols. The most common arrangement is to have k
data symbols and h redundant symbols (that each depends on all data symbols) be partitioned
into a number of disjoint groups, where for each group one allocates an additional (local) re-
dundant symbol storing the parity of all symbols in the group. A code as above is maximally
recoverable, if it corrects all erasure patterns that are information theoretically correctable given
the dependency constraints. A slightly weaker guarantee is provided by SD codes.
One key consideration in the design of MR and SD codes is the size of the finite field
underlying the code as using small finite fields facilitates encoding and decoding operations. In
this paper we present new explicit constructions of SD and MR codes over small finite fields.
1 Introduction
Consider a systematic linear [n, k] code with codeword length n = k + h + k+hr for some integers
r and h. Assume that the code has the following structure. There are h redundant codeword
coordinates (heavy symbols) that depend on all systematic coordinates (data symbols). Further,
these k+ h coordinates are partitioned into g = k+hr sets of size r, where for each set one allocates
an additional (local) redundant symbol storing the parity of all symbols in the set. We refer to
symbols in a set and their respective local parity as a local group.
Local codes with parameters (k, r, h) as above have been recently studied [CHL07, GHSY12,
BHH13] and used in practice [HSX+12] in the context of erasure coding for data storage, where
local parities facilitate fast recovery of any single symbol when it is erased, while heavy parities
provide tolerance to a large number of simultaneous erasures.
A local code is Maximally Recoverable (MR) (equivalently, PMDS using the terminology from
[BHH13]), if it corrects all erasure patterns which are information theoretically correctable given
the prescribed dependency relations between data symbols and parity symbols. This amounts
to correcting every pattern of simultaneous erasures that can be obtained by erasing one symbol
per local group and h more arbitrary symbols. A somewhat weaker guarantee is provided by SD
codes [Bla13, PBH13]. Here one assumes that r+1 symbols in each of g groups are ordered. A code
is called SD if it corrects every pattern of simultaneous erasures that can be obtained by erasing
the i-th symbol in every local group (for some arbitrary fixed i ∈ [r + 1]) and h more symbols.
In applications one is interested in explicit MR (or at least SD) codes defined over small finite
fields, as the size of the field underlying the code determines computational efficiency of encoding
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and decoding and affects the throughput of the system. Constructing MR and SD codes over small
finite fields has been a subject of a line of work.
Explicit families of MR local codes with h = 1 and h = 2 were obtained in [Bla13, BHH13].
SD codes were introduced and studied in [Bla13, PBH13]. Some non-explicit constructions of SD
codes with h = 3, without analysis of the field size were given in [CSYS15].
The first explicit families of MR local codes for all values of k, r and h were given in [GHJY14].
In the setting of h = O(1), r = O(1), and growing k, these constructions yield field of size roughly
q = O
(
nh−1
)
. For h = 3, one gets a field of size q = O
(
n1.5
)
. In contrast to this, when h = 2,
r = O(1), and k grows, constructions of [BHH13, GHJY14] yield codes over a field of optimal size
O(n). In the setting of h = O(1), g = O(1), and growing k, constructions of [GHJY14] yield field
of size n(g+h)/2.
1.1 Our results
In this work we present two new explicit constructions of SD and MR codes over small finite fields.
Our codes improve upon earlier results both in concrete settings and asymptotically. To keep the
statements simple, we mainly focus on the asymptotic setting:
• We obtain a new family of (k, r, h)-SD codes with three heavy parities that uses a field of
size O(n) when r = O(1) and k grows. This shows that optimal linearly-growing field size is
attainable not just for h ≤ 2 but also for h = 3, at least in the SD model.
• We give a new general construction of (k, r, h)-local MR codes. Our construction improves
upon codes of [GHJY14] in the narrow setting of two local groups (g = 2) when h is a constant
divisible by 4 and k grows. In this setting we get a field of size nh/2.
Perhaps more importantly, unlike all previously known constructions that work for all h,
(with an exception of [TPD13] that uses nO(k) field size) our code family is “Vandermonde
type”, rather than “Linearized”, i.e., it uses consecutive exponents 1, 2, 3, . . . , rather than
1, 2, 4, 8, . . . to define the parity check matrix. This is an important property as one can show
that no “Linearized” construction can beat the q = O
(
nh/2
)
bound for the field size. New
techniques are of vital interest.
2 Preliminaries
Definition 1 ((k, r, h)-local codes, [GHJY14]). Let C be a linear systematic [n, k] code defined over
some finite field. We say that C is a (k, r, h)-local code if:
• r | (k + h) and n = k + h+ (k + h)/r;
• There are h heavy parity symbols, where each heavy parity is a linear combination of all k
data symbols.
• The collection of k + h symbols (data and heavy parities) is partitioned into g = k+hr sets of
size r, where for each set one allocates a (local) redundant symbol. We refer to symbols in a
set and their respective local parity as a local group. Local parity ensures that the sum of all
symbols in a local group is zero.
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In this paper, we require g, r ≥ 2. We use C to denote the set of all (k, r, h)-local codes of length
n. Every code in C has a parity check matrix in the following form:
H =


1 . . . 1
. . . . . . . . .
1 . . . 1
v1,1,1 . . . v1,r+1,1 . . . . . . . . . vg,1,1 . . . vg,r+1,1
v1,1,2 . . . v1,r+1,2 . . . . . . . . . vg,1,2 . . . vg,r+1,2
...
...
...
v1,1,h . . . v1,r+1,h . . . . . . . . . vg,1,h . . . vg,r+1,h


. (1)
The top part contains g rows that are linear constraints for the local parities in each group. The
bottom part contains h rows that are linear constraints corresponding to the heavy parities. There
are g groups of columns, that we call wide columns. Each wide column contains r + 1 columns.
Definition 2 (maximally recoverable codes, [GHJY14]). A code C ∈ C is maximally recoverable
iff for any set E ⊆ [n], where E is obtained by picking one coordinate from each local group, if we
puncture the code in coordinates specified by E we obtain a maximal distance separable code that
encodes a message of length k to a codeword of length k + h.
Our proofs rely on the following standard lemma:
Lemma 1 ([GHJY14]). A code C ∈ C defined by a parity check matrix H (1) is maximally recov-
erable, iff any set T of g + h columns of H that is obtained by picking one column from each wide
column and h additional columns has full rank.
We are also interested in Sector-Disk (SD) codes [Bla13].
Definition 3 (Sector-Disk code). A code C ∈ C specified by a parity check matrix H (1) is an SD
code, iff any set T of g + h columns of H that is obtained by picking the j-th column from each
wide column for some j ∈ [r + 1] and h additional columns has full rank.
Definition 4 (w-independence). Let F be a characteristic-2 finite field. We say a set S ⊆ F is
w-independent if for all T ⊆ S, 0 < |T | ≤ w, elements of T do not sum to zero.
Now we review a simple way of constructing MR codes, which was studied in [GHJY14] gen-
eralizing [BHH13]. (Our Vandermonde-type construction in Section 5 improves upon it in some
regimes.)
Theorem 1. Suppose r + 1 and g are powers of 2 (therefore n is also a power of 2). There is an
explicit construction of (k, r, h)-local MR codes over a field of size n(g+h)/2 when g + h is even, or
2n(g+h−1)/2 when g + h is odd.
(Proof sketch). In this setting the field size n(g+h)/2 or 2n(g+h−1)/2 is a power of 2. Let vi,j,b = x
2b−1
i,j
in (1), where {xi,j} are elements of the field, for all i ∈ [g], j ∈ [r + 1], b ∈ [h]. By Proposition 10
in [GHJY14], the code defined by the parity check matrix (1) is maximally recoverable if elements
{xi,j} are (g + h)-independent. We construct these elements using BCH codes. If g + h is even,
we choose {xi,j} to have shape β ◦ β
3 · · · ◦ βg+h−1; If g + h is odd, we choose {xi,j} to have shape
1◦β ◦β3 · · · ◦βg+h−2, where β runs through Fn and ◦ denotes concatenation of binary strings. One
can verify the properties of the construction.
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3 The construction of SD codes with h = 3
We now present our construction of SD codes with 3 heavy parities over a characteristic-2 field of
size O(r3n). When r is constant, the field size is linear of n.
By increasing each of r and n by at most a constant multiplicative factor we can have (r + 1)
and n be powers of two. Furthermore, by increasing n by at most a multiplicative factor of (r+1)
we can have log2(r + 1) | log2 n. Consider the parity check matrix H (1), which has dimension
(g + 3)× n. We set
vi,j,1 = xi,j, vi,j,2 = x
2
i,j, vi,j,3 = x
4
i,j, (2)
where i ∈ [g], j ∈ [r + 1]. To complete specifying H, we need to specify {xi,j}, i ∈ [g], j ∈ [r + 1]
in some field F2t . We set t = 2 log2(r + 1) + 1 + log2 n. Let S = {s1, . . . , sr+1} ⊆ F2(r+1)2 be an
ordered 5-independent set. Such a set can easily be obtained from BCH codes. We can set the
elements in S to be 1 ◦ βi ◦ β
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i , where βi (i ∈ [r + 1]) takes every element of Fr+1, and ◦ denotes
concatenation of binary strings. Consider the field Fn. Note that Fr+1 = {f1, . . . , fr+1} ⊆ Fn. Let
{α1, . . . , αg} ⊆ Fn be such that for i 6= j ∈ [g] :
αi · Fr+1 ∩ αj · Fr+1 = {0}.
The following formula specifies {xi,j}, i ∈ [g], j ∈ [r + 1] in the field F2t via their representation as
bit strings:
xi,j = sj ◦ αifj, (3)
where ◦ denotes concatenation of binary strings. Note that |F2t | = O(r
2n), or O(r3n) if we take
the original transformation that we have applied to r and n into account.
4 The proof of the SD construction
The following theorem implies that matrix H constructed in the previous section is a parity check
matrix of an SD code.
Theorem 2. Let j1 ∈ [r + 1] be arbitrary. Consider a collection T of g + 3 columns of H that is
obtained by including all g columns labeled by xi,j1 , i ∈ [g] as well as three additional columns. We
claim that the matrix T has full rank.
Proof. First note that we can safely discard all columns in T that uniquely originate from their
respective wide columns (local groups), as every such column has support on some coordinate where
no other coordinate of T does. This leaves us with three cases:
Additional columns are from one wide column: We need to argue that any matrix of the
form 

1 1 1 1
xi,j1 xi,j2 xi,j3 xi,j4
x2i,j1 x
2
i,j2
x2i,j3 x
2
i,j4
x4i,j1 x
4
i,j2
x4i,j3 x
4
i,j4


has full rank, where i ∈ [g], and distinct {j1, j2, j3, j4} ⊆ [r + 1]. By adding the first column to the
other 3 columns, one can see that it suffices to show
 xi,j1 + xi,j2 xi,j1 + xi,j3 xi,j1 + xi,j4(xi,j1 + xi,j2)2 (xi,j1 + xi,j3)2 (xi,j1 + xi,j4)2
(xi,j1 + xi,j2)
4 (xi,j1 + xi,j3)
4 (xi,j1 + xi,j4)
4


4
is non-degenerate. By the standard properties of finite fields [LN83, Lemma 3.51] this amounts to
showing that no non-empty subset of elements of
{xi,j1 + xi,j2 , xi,j1 + xi,j3, xi,j1 + xi,j4} (4)
sums to zero. To see that note that after trivial cancellations every sum of elements of (4) involves
between two and four distinct elements xi,js. Thus by formula (3) and 5-independence property of
prefixes sj the sum is non-zero.
Additional columns are from two wide columns: Here we need to argue that any matrix
of the form 

1 1 1
1 1
xi1,j1 xi1,j2 xi1,j3 xi2,j1 xi2,j4
x2i1,j1 x
2
i1,j2
x2i1,j3 x
2
i2,j1
x2i2,j4
x4i1,j1 x
4
i1,j2
x4i1,j3 x
4
i2,j1
x4i2,j4


has full rank, where i1 6= i2 ∈ [g], {j1, j2, j3} ⊆ [r+1] are distinct, and {j1, j4} ⊆ [r+1] are distinct.
By adding the first column to the second and third columns, and adding the fourth column to the
fifth column, one can see that it suffices to show
 xi1,j1 + xi1,j2 xi1,j1 + xi1,j3 xi2,j1 + xi2,j4(xi1,j1 + xi1,j2)2 (xi1,j1 + xi1,j3)2 (xi2,j1 + xi2,j4)2
(xi1,j1 + xi1,j2)
4 (xi1,j1 + xi1,j3)
4 (xi2,j1 + xi2,j4)
4


is non-degenerate. This amounts to showing that no non-empty subset of elements of
{xi1,j1 + xi1,j2 , xi1,j1 + xi1,j3 , xi2,j1 + xi2,j4} (5)
sums to zero. Restricting our attention to (2 log2(r+1)+1)-long prefixes (3) of the elements above
yields the collection
{sj1 + sj2 , sj1 + sj3 , sj1 + sj4}.
It is easy to see that the only zero sums of the elements above are the first and the third elements
(when j2 = j4), or the second and the third elements (when j3 = j4). Neither case however yields
a zero sum of the respective elements of (5), since (log n)-long suffixes of both xi1,j1 + xi1,j2 and
xi1,j1 + xi1,j3 are non-zero elements in αi1 · Fr+1 while the (log n)-long suffix of xi2,j1 + xi2,j4 is a
non-zero element in αi2 · Fr+1.
Additional columns are from three wide columns: Here we need to argue that any matrix
of the form 

1 1
1 1
1 1
xi1,j1 xi1,j2 xi2,j1 xi2,j3 xi3,j1 xi3,j4
x2i1,j1 x
2
i1,j2
x2i2,j1 x
2
i2,j3
x2i3,j1 x
2
i3,j4
x4i1,j1 x
4
i1,j2
x4i2,j1 x
4
i2,j3
x4i3,j1 x
4
i3,j4


has full rank, where {i1, i2, i3} ⊆ [g] are distinct; j1, j2, j3, j4 ∈ [r+1], j1 6= j2, j1 6= j3 and j1 6= j4.
By adding the first column to the second, the third column to the fourth, and the fifth column to
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the sixth, one can see that it suffices to show
 xi1,j1 + xi1,j2 xi2,j1 + xi2,j3 xi3,j1 + xi3,j4(xi1,j1 + xi1,j2)2 (xi2,j1 + xi2,j3)2 (xi3,j1 + xi3,j4)2
(xi1,j1 + xi1,j2)
4 (xi2,j1 + xi2,j3)
4 (xi3,j1 + xi3,j4)
4


is non-degenerate. This amounts to showing that no non-empty subset of elements of
{xi1,j1 + xi1,j2 , xi2,j1 + xi2,j3 , xi3,j1 + xi3,j4} (6)
sums to zero. Restricting our attention to (2 log2(r+1)+1)-long prefixes (3) of the elements above
yields the collection
{sj1 + sj2 , sj1 + sj3 , sj1 + sj4}.
It is easy to see that the zero sum has to involve exactly two elements. However, no sum involving
two elements of (6) can be zero since the (log n)-long suffixes of xi1,j1 + xi1,j2, xi2,j1 + xi2,j3 , and
xi3,j1 + xi3,j4 are non-zero elements in (respectively) αi1 · Fr+1, αi2 · Fr+1, and αi3 · Fr+1.
5 Vandermonde-type construction of MR codes
We now present our new general construction of (k, r, h)-local MR codes. We note that this new
construction does not follow the paradigm of only using exponents 1, 2, 4, . . . . By increasing n by at
most a constant multiplicative factor we can have n be a prime power. Let Fq be the field that we
are working on. We pick q to be a power of n. Thus Fq is an extension of Fn. Let t be a parameter
to be determined later. Our construction uses a field of size q = nh+g−t.
Let α ∈ Fq be such that every element of Fq can be uniquely represented as λ0 + λ1α +
· · ·λh+g−t−1α
h+g−t−1, where λ0, . . . , λh+g−t−1 ∈ Fn. We partition Fn into disjoint sets S1, . . . , Sg,
each of size r+1. Let xi,1, . . . , xi,r+1 be elements of Si (i ∈ [g]). We set vi,j,b (i ∈ [g], j ∈ [r+1], b ∈
[h]) in the matrix H (1) as follows:
vi,j,b =
{
xbi,j b ≤ t− 1,
〈ub−t+1,wxi,j 〉 b ≥ t,
(7)
where wx denotes the vector (x
t, xt+1, . . . , xh+g−1)T and u1, . . . ,uh−t+1 ∈ F
h+g−t
q are linearly
independent vectors satisfying
A · uℓ = 0, (8)
where A denotes the matrix {Aij = α
(j−1)ni−1}(g−1)×(h+g−t), and ℓ ∈ [h − t + 1]. Note that there
are g − 1 rows in A and we can always find (h+ g − t)− (g − 1) = h − t+ 1 linearly independent
vectors uℓ satisfying the requirement (8).
We now prove the following theorems. In Theorem 3, we show that our construction gives MR
codes with field size q = n⌊(1−
1
g
)h⌋+g−1. Then in Theorem 4, we improve this result by choosing a
different value of t when the parameters satisfy certain conditions.
Theorem 3. Setting t = ⌈hg ⌉+1, under the condition that n is a prime power, the matrix H defined
in the above construction is a parity check matrix of an MR code with field size q = nh+g−t =
n⌊(1−
1
g
)h⌋+g−1.
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Theorem 4. Let p be a prime. Suppose g, r+1 are powers of p (therefore n is also a power of p),
h 6≡ 1 (mod g) and ⌈hg ⌉ 6≡ p− 1 (mod p).
Let S be an additive subgroup of Fn, |S| = r+1, and let S1, . . . , Sg in the above construction to
be shifts of S (Si = S + δi for some δi ∈ Fn) so that Fn = S1 ⊔ · · · ⊔ Sg.
Let t = ⌈hg ⌉ + 2. The matrix H above is a parity check matrix of an MR code over a field of
size q = nh+g−t = n⌊(1−
1
g
)h⌋+g−2.
Setting p = 2, from Theorem 4 we have
Corollary 1. For g = 2 and h ≡ 0 (mod 4), there is an explicit construction of MR codes with
field size q = nh/2 for n that is a power of 2.
We note that this corollary beats Theorem 1 for the case g = 2 and h ≡ 0 (mod 4).
6 Proofs for Vandermonde-type construction
In this Section, we prove Theorems 3 and 4 using Lemma 1. We consider a collection T of g + h
columns of H that is obtained by including one column from each wide column and h additional
columns. It suffices to prove that T has full rank.
We perform two operations on T : 1) Discard every wide column that contains only one column,
and the first row at which that column has a 1. Let g′ ∈ [g] ∩ [h] be the number of remaining wide
columns. 2) Add the first g′−1 rows to the g′-th row. We obtain a matrix of size (g′+h)× (g′+h).
Note that in the construction, the order of local groups and the order of columns in each local
groups are arbitrary. Without loss of generality, we assume the matrix obtained via 1) and 2) is:
M =


1 · · · 1
1 . . . 1
. . .
1 · · · 1 1 · · · 1 1 · · · 1 1 · · · 1
v1,1 · · · v1,r1 v2,1 · · · v2,r2 · · · · · · vg′,1 · · · vg′,rg′

 ,
where vi,j denotes (vi,j,1, . . . , vi,j,h)
T , r1, . . . , rg′ ∈ [2, r + 1] and r1 + · · ·+ rg′ = h+ g
′. We need to
prove det(M) 6= 0.
Theorem 5. For any t ∈ [2, h], if det(M) = 0; then there has to exist a polynomial f(x) with
1 ≤ deg(f) ≤ t− 1 and µ1, . . . , µg′ ∈ Fq such that f(xi,j) = µi for all i ∈ [g
′], j ∈ [ri].
Proof. Let z = (µ1, µ2, . . . , µg′−1, λ0, λ1, . . . , λh) ∈ F
h+g′
q be a non-zero vector such that zM = 0T ,
and let µg′ = 0. From the construction of vi,j,b (7), we can see that the following polynomial f(x)
has degree at most h+ g − 1 and satisfies f(xi,j) = µi for i ∈ [g
′], j ∈ [ri]:
f(x) =
t−1∑
b=0
λbx
b +
h∑
b=t
λb〈ub−t+1,wx〉 =
t−1∑
b=0
λbx
b +
h+g−1∑
b=t
cbx
b
wherewx denotes the vector (x
t, . . . , xh+g−1)T , and we use (ct, . . . , ch+g−1)
T = λtu1+· · ·+λhuh−t+1
to denote the coefficients of xt, . . . , xh+g−1 in f(x). By the constructions of u1, . . . ,uh−t+1 (8), we
can see
A · (ct, . . . , ch+g−1)
T = 0. (9)
Next, we show that 1 ≤ deg(f) ≤ t− 1.
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Claim 1. f(x) is not a constant, i.e., deg(f) ≥ 1.
Proof of Claim 1. In the construction we have ensured that u1, . . . ,uh−t+1 are linearly indepen-
dent. So the coefficients ct, . . . , ch+g−1 are all zeros if and only if λt = · · · = λh = 0. If f(x) is a
constant, we have λ1 = · · · = λt−1 = 0 and ct = · · · = ch+g−1 = 0. Hence λ1 = · · · = λh = 0,
and by zM = 0T , the first g′ rows of M are linearly dependent (with coefficients µ1, . . . , µg′−1, λ0),
which is clearly false. 
For a list of Fq elements (a1, . . . , am) ∈ F
m
q , we define the Fn dimension of the list as the
dimension of these Fq elements when they can be linearly combined with coefficients in Fn. We use
dimFn(a1, . . . , am) to denote this dimension.
Claim 2. dimFn{λ0, . . . , λt−1, ct, . . . , ch+g−1} ≤ g − 1.
Proof of Claim 2. Using Lagrange interpolating polynomials, we can find a polynomial ψ(x) that
agrees with f(x) on h+ g′ different values xi,j (i ∈ [g
′], j ∈ [ri]):
ψ(x) =
g′∑
i=1
ri∑
j=1
µi
∏
(i′,j′)6=(i,j)(x− xi′,j′)∏
(i′,j′)6=(i,j)(xi,j − xi′,j′)
.
For the case g′ = 1, the above ψ(x) ≡ 0 since µg′ = 0.
Note that deg(f) ≤ h + g − 1 and deg(ψ) ≤ h + g′ − 1. If g′ = g, we have f(x) ≡ ψ(x). Since
{xi,j}i∈[g],j∈[r+1] are from Fn, every coefficient of f(x) can be written as an Fn linear combination
of µ1, . . . , µg−1. Hence the Fn dimension of f(x) coefficients is at most g − 1.
Next we consider the case g′ < g. Since f(x) agrees with ψ(x) on x = xi,j for all i ∈ [g
′], j ∈ [ri],
we can see that there exist ν0, . . . , νg−g′−1 ∈ Fq such that
f(x) ≡ ψ(x) +

g−g′−1∑
i=0
νix
i

 · ∏
i∈[g′],j∈[ri]
(x− xi,j).
Therefore the coefficients of f(x) are Fn linear combinations of µ1, . . . , µg′−1, ν0, . . . , νg−g′−1. The
Fn dimension of these coefficients is at most g
′ − 1 + g − g′ = g − 1. 
Let d ≤ g − 1 be the Fn dimension of ct, . . . , ch+g−1.
Claim 3. d = 0, i.e., ct = · · · = ch+g−1 = 0, deg(f) ≤ t− 1.
Proof of Claim 3. Assume d > 0. Let {β1, . . . , βd} ∈ F
d
q be a basis of {ct, . . . , ch+g−1} (in the sense
that Fq elements can be linearly combined with coefficients in Fn). Then we have an (h+ g− t)× d
matrix Ξ = {ξi,j} over Fn such that
(ct, . . . , ch+g−1)
T = Ξ · (β1, . . . , βd)
T ,
and rank(Ξ) = d. By (9), we have
A · Ξ · (β1, . . . , βd)
T = 0. (10)
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Let τj = ξ1,j + ξ2,jα + · · · + ξh+g−t,jα
h+g−t−1 (j ∈ [d]). Since ξi,j ∈ Fn, for all ℓ ∈ N we have
ξn
ℓ
i,j = ξi,j and
τn
ℓ
j = ξ1,j + ξ2,jα
nℓ + · · ·+ ξh+g−t,jα
(h+g−t−1)nℓ .
We can see
A · Ξ =


τ1 · · · τd
τn1 · · · τ
n
d
...
τn
g−2
1 · · · τ
ng−2
d

 .
The d × d submatrix (note that d ≤ g − 1) at the top part of this matrix has full rank if and
only if τ1, . . . , τd are linearly independent (with coefficients in Fn) [LN83, Lemma 3.51]. By the
choice of ξi,j we can see that τ1, . . . , τd are linearly independent. Hence the matrix A · Ξ has rank
d, contradicting (10). 
Combining Claims 1 and 3, we have 1 ≤ deg(f) ≤ t−1. This concludes the proof of Theorem 5.
Using Theorem 5, we are able to prove Theorems 3 and 4.
Proof of Theorem 3. Assume det(M) = 0. The average value of r1, . . . , rg′ is
h+ g′
g′
=
h
g′
+ 1 ≥
h
g
+ 1.
Assume ri ≥ ⌈
h
g ⌉ + 1 = t, where i ∈ [g
′]. By Theorem 5, there exists a polynomial f(x) with
1 ≤ deg(f) ≤ t − 1 satisfying f(x) = µi for some µi ∈ Fq and ri > t − 1 different values x = xi,j
(j ∈ [ri]). We arrive at a contradiction.
Proof of Theorem 4. Assume det(M) = 0. If there exists i ∈ [g′] such that ri ≥ ⌈
h
g ⌉ + 2 = t, we
derive a contradiction with Theorem 5 along the lines of the proof of Theorem 3. Thus we only
consider the case ri ≤ ⌈
h
g ⌉ + 1, for all i ∈ [g
′]. The average value of r1, . . . , rg′ is at least h/g + 1
as in the proof of Theorem 3. Therefore there exists some i0 ∈ [g
′] with ri0 = ⌈
h
g ⌉ + 1. We claim
that there has to exist a different i1 ∈ [g
′] (i1 6= i0) with ri1 = ⌈
h
g ⌉+ 1. If there were no such i1 we
would have:
h+ g′ =
∑
i∈[g′]
ri ≤
(
⌈
h
g
⌉+ 1
)
+ (g′ − 1)⌈
h
g
⌉ = g′⌈
h
g
⌉+ 1
⇒ h+ g ≤ g · ⌈
h
g
⌉+ 1⇒ g − 1 ≤ g ·
(
⌈
h
g
⌉ −
h
g
)
.
The latter inequality holds only when ⌈hg ⌉−
h
g achieves its maximum value
g−1
g . In other words,
this happens only when h ≡ 1 (mod g). Hence under the assumption h 6≡ 1 (mod g), there exists
i0 6= i1 ∈ [g
′] with ri0 = ri1 = ⌈
h
g ⌉+ 1 = t− 1.
By Theorem 5, there exists a polynomial f(x) with 1 ≤ deg(f) ≤ t− 1 such that f(x) = µi0 for
some µi0 ∈ Fq and ri0 = t− 1 different values x = xi0,j (j ∈ [ri0 ]), and f(x) = µi1 for some µi1 ∈ Fq
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and ri1 = t − 1 different values x = xi1,j (j ∈ [ri1 ]). We can see that f(x) can be written in two
ways
f(x) ≡ B0(x− xi0,1)(x− xi0,2) · · · (x− xi0,t−1) + µi0
≡ B1(x− xi1,1)(x− xi1,2) · · · (x− xi1,t−1) + µi1 ,
where B0, B1 ∈ Fq are not zero. We consider the x
t−1 term in the expansions of these two repre-
sentations, and conclude that B0 = B1. Then we consider the x
t−2 term. We have
xi0,1 + xi0,2 + · · ·+ xi0,t−1 = xi1,1 + xi1,2 + · · · + xi1,t−1. (11)
However, the identity above cannot hold. To see this, note that ⌈hg ⌉ 6≡ p − 1 (mod p), or t− 1 =
⌈hg ⌉ + 1 6≡ 0 (mod p). For every j ∈ [t − 1], xi0,j − xi1,j can be written as yj + δi0 − δi1 , where
yj ∈ S, and δi0 − δi1 6= 0. Since t − 1 is not a multiple of p, we can see that (t − 1) · (δi0 − δi1)
(summing δi0 − δi1 for t− 1 times) is non-zero and
t−1∑
j=1
(xi0,j − xi1,j) =

t−1∑
j=1
yj

+ (t− 1) · (δi0 − δi1) /∈ S.
Since 0 ∈ S, (11) does not hold. This concludes the proof of Theorem 4.
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