We propose a method for variable selection in discriminant analysis with mixed categorical and continuous variables. This method is based on a criterion that permits to reduce the variable selection problem to a problem of estimating suitable permutation and dimensionality. Then, estimators for these parameters are proposed and the resulting method for selecting variables is shown to be consistent. A simulation study that permits to study several poperties of the proposed approach and to compare it with an existing method is given.
Introduction
The problem of classifying an observation into one of several classes in the basis of data consisting of both continuous and categorical variables is an old problem that have been tackled under different forms in the literature. The earliest works in this field go back to Chang and Afifi (1974) and Krzanowski (1975) who used the location model introduced by Olkin and Tate (1961) to form a classification rule in the context of discriminant analysis involving two groups. More recent work has focused on defining distance measures between populations or making inference on them (e.g., Krzanowski 1983 , Krzanowski 1984 , Bar-Hen and Daudin 1995 , Bedrick et al. 2000 , de Leon and Carrière 2005 . One of the most important problem in the context described above is the problem of selecting the appropriate categorical and/or continuous variables to use for discrimination. Indeed, it is well recognized that using fewer variables improve classification performance and permits to avoid estimation problems (e.g. McLachlan 1992, Mahat et al. 2007 ). There are several works dealing with this problem, mainly in the context of location model. Some of these works are based on the use of distances between populations for determining the most predictive variables (Krzanowski 1983 , Daudin 1986 , Bar-Hen and Daudin 1995, Daudin and Bar-Hen 1999). Krusinska (1989a Krusinska ( , 1989b Krusinska ( , 1990 ) used methods based on the percentage of missclassification, Hotelling's T 2 and graphical models. More recently, Mahat et al. (2007) proposed a method based on distance between groups as measured by smoothed Kullback-Leiler divergence. All these works consider the case of two groups and, to the best of our knowledge, the case of more than two groups have not yet been considered for variable selection purpose. So, it is of great interest to introduce a method that can be used when the number of groups is greater than two. Such an approach have been proposed recently in Nkiet (2012) for the case of continuous variables only. It is based on a criterion that permits to characterize the set of variables that are appropriate for discrimination by means of two parameters, so that the variable selection problem reduces to that of estimating these parameters.
In this paper, we extend the approach of Nkiet (2012) to the case of mixed variables. The resulting method has two advantages; first, it can be used when the number of groups is greater than two, and secondly it just require 2 Statement of the problem Letting (Ω, A, P ) be a probability space, we consider random vectors
defined on this probability space and valued into R p and {0, 1} d respectively. The r.v. X consists of continuous random variables whereas Y consists of binary random variables. As usual, Y may be associated to a multinomial random variable by considering
Suppose that the observations of (X, Y ) come from q groups π 1 , · · · π q (with q ≥ 2) characterized by a random variable Z valued into {1, · · · , q}; this means that (X, Y ) belongs to π if, and only if, one has Z = . Such framework has been considered in the literature for classification purpose. Indeed, for the case of two groups, that is when q = 2, Krzanowski (1975) proposed a classification rule based on the location model under the assumption that the distribution of X, conditionally to U = m and Z = , is the multivariate normal distribution N (µ m , Σ). This rule allocates a future observation (x, y) of (X, Y ) to π 1 if
where
and α is a constant that depends on costs due to missclassification and prior probabilities for the two groups. The case where q > 2 was considered by de Leon et al (2011) in the context of general mixed-data models. In this case, the optimum rule classifies an observation (x, y) as belonging to π * if δ
where δ
with β = P (Z = ). As it can be seen, these rules involve observations of all the variables X (j) in X. Nevertheless, as it is well recognized (see, e.g., McLachlan 1992, Mahat et al. 2007 ), using fewer variables improve classification performance. So, it is of real interest to perform selection of the X (j) 's from a sample of (X, Y, Z). For doing that, we extend to the case of mixed variables an approach used in Nkiet (2012) for the case of continuous variables only. This approach first consists in introducing a criterion by means of which the set of variables that are adequate for discrimination is characterized. From now on, we assume that E X 4 < +∞, where · denotes the usual Euclidean norm of R p , and for any m ∈ {1, · · · , M } we consider
We denote by ⊗ the tensor product defined as follows: for any (u, v) ∈ (R p ) 2 , u ⊗ v is the linear map h ∈ R p → u, h v, where ·, · > is the usual Euclidean inner product of R p . Then, we consider the conditional covariance operator given by
and assume that it is invertible. Let us put I := {1, · · · , p} and, for any subset K of I:
where A K denotes the projector:
Then, putting
we introduce
where I R p is the identity operator of R p . This leads us to consider the criterion
by means of which we will try to characterize the subset of variables that is adequate for discrimination. For defining this subset of I, let us keep in mind that if a variable X (j) is not adequate for discrimination, then it is the case whatever Y . So, denoting by I 0,m the subset of I consisting of continuous variables in X that are not adequate for discrimination when U = m, we can consider the subset
as the subset of variables that are not adequate for discrimination in the mixed case. Therefore, our problem reduces to the problem of estimating the subset I 1 given by From this proposition, it is easily seen that, putting K i = I − {i}, one has the equivalence: ξ Ki > 0 ⇔ i ∈ I 1 . Now, let σ be the permutation of I such that:
Since I 1 is a non-empty set, there exists an integer s ∈ I which is equal to p when I 1 = I, and satisfying
Therefore, estimating I 1 reduces to estimating the two parameters σ and s. For doing that, we first need to consider an estimator of the criterion given in (5).
Estimating the criterion
we put
In this section, we define estimators for the criterion given in (5) by estimating the parameters involved in its definiion. First, empirical estimators are introduced and properties of the resulted estimator of the criterion are given, and secondly we consider estimators obtained by using non-parametric smoothing procedures as in Mahat et al. (2007) .
Empirical estimators
we estimate p m , p |m , µ m , µ ,m and V m respectively by:
Then, considering
we take as estimator of ξ K the random variable ξ
Now, we will give a result which establishes strong consistency for ξ (n) K and will be useful for determining its asymptotic distribution and consistency of the proposed method for selecting variables. Let us consider the random variables
We also introduce the random vectors
, and the random variables
denotes the space of operators from R p to itself. Further, we consider the random variables
valued into the Euclidean vector space
then, we put
Note that, for any (a, b, c, d, e) ∈ E, we can write:
We introduce the projectors
and the operators Λ K|m , Φ ,K|m and Ψ ,K|m defined on E by
, and
Then, we obtain the following theorem that gives consistency for ξ (n) K and a results that permits to derive its asymptotic distribution, and that is useful for proving consistency of the proposed method for variable selection. 
Non-parametric smoothing procedure
As it is well known, empirical estimators could be not suitable, because many cell incidences could be very small or zero, so that corresponding estimates could be poor or non-existent (see Aspakourov and Krzanowski 2000) . To overcome these problems, we propose in this section a non-parametric smoothing procedure for estimating the criterion (5). This procedure is based on smoothing as it is done in Aspakourov and Krzanowki (2000) and Mahat et al. (2007) .
where, for any k ∈ {1, · · · , M }, and estimate p m , p |m , µ m , µ ,m and V m respectively by:
Then, we obtain an estimator ξ 
Selection of variables
Estimation of I 1 reduces to that of σ and s. In this section, estimators for these two parameters are proposed. When empirical estimators are used, we then obtain consistency properties for these estimators.
Estimation of σ and s
Let us consider a sequence (f n ) n∈N * of functions from I to R + such that f n ∼ n −α f where α ∈ ]0, 1/2[ and f is a strictly decreasing function from I to R + . Then, recalling that K i = I − {i}, we put
and we take as estimator of σ the random permutation σ (n) of I such that
where (g n ) n∈N * is a sequence of functions from I to R + such that g n ∼ n −β g where β ∈ ]0, 1[ and g is a strictly increasing function. Then, we take as estimator of s the random variable
The variable selection is achieved by taking the random set
as estimator of I 1 .
Consistency
When the empirical estimators defined in section 3.1 are considerd, we establish consistency for the preceding estimators. We first give a proposition that is useful for proving the consistency theorem. There exist t ∈ I and (m 1 , · · · , m t ) ∈ I t such that m 1 + · · · + m t = p, and
and putting m 0 := 0 and
Proposition 2. If E = ∅, then for any ∈ E and any i ∈ F , the sequence n α ξ
converges in probability to 0, as n → +∞.
From a proof that uses the preceding proposition and that is similar to the proof of Theorem 3.1 in Nkiet (2012), we obtain the consistency theorem given below.
Theorem 2. We have:
(i) lim n→+∞ P σ (n) = σ = 1;
(ii) s (n) converges in probability to s, as n → +∞.
As a consequence of this theorem, we easily obtain:
This shows the consistency of our method for selecting variables in discriminant analysis with mixed variables.
Numerical experiments
In this section, we report results of simulations made for studying properties of the proposed method. Several issues are adressed: the influence of the penalty functions, the type of estimator and the parameters α and β on the performance of the procedure, optimal choice of these parameters and comparison with the method proposed in Mahat et al. (2007) . Since this latter method consider only the case of two groups, we have placed ourselves in this framework although our method can be used for more than two groups. Each data set was generated as follows: X i is generated from a multivariate normal distribution in R 5 with mean µ and covariance matrix given by Γ = 1 2 (I 5 + J 5 ), where I 5 is the 5-dimensional identity matrix and J 5 is the 5 × 5 matrix whose elements are all equal to 1; U (i) is generated from the uniform distribution in {1, · · · , 8}, that is equivalent to generate Y i as random vector with 3 coordinates being binary random variables. Two groups of data was generated as indicated above with µ = µ 1 = (0, 0, 0, 0, 0)
T for the first group (for which Z i = 1), and µ = µ 2 = (1/4, 0, 1/2, 0, 3/4)
T for the second group (for which Z i = 2) . Our simulated data is based on two independent data sets: training data and test data, each with sample size n = 100, 200, 300, 400, 500 and with size n 1 = n 2 = n/2 for the two groups. The training data is used for selecting variables and the test data is used for computing the classification capacity (CC), that is the proportion of correct classification (obtained by using the rule (1)) after variable selection. The average of CC over 1000 independent replications is used for measuring the performance of the methods.
Influence of penalty functions and type of estimator
In order to evaluate the impact of penalty functions on the performance of our method we took f n (i
For each of these functions, we computed classifcation capacity by using both empirical estimators and non-parametric smoothing procedure introduced in section 3.2. For this latter type of estimator, the smoothing parameter λ was computed from a cross validation method on the training sample in order to maximize classification capacity. The results are given in Table 1 . Comparing the results it is observed that there is no significant difference between the results obtained for the different functions, and also between the two types of estimators. So, it seems that chosing penalty functions have no influence on the performance of our method.
Influence of parameters α and β
Since tuning parameters may have impact on the performance of a statistical procedure, it is important to study their influence. That is why numerical experiments was made in order to appreciate the influence of α and β on the performance of our method. For doing that, we made simulations as indicated above by taking is an important issue to address in practice. An approach for doing that via cross-model validation is described in the following section.
Chosing optimal (α, β)
We propose a method for making an optimal choice of (α, β) based on leave-one-out cross validation used in order to minimize classification capacity. For each k ∈ {1, · · · , n}, after removing the k-th observation for X and Y in the training sample our method for selecting variable is applied on this remaining sample with a given value for (α, β) and penalty functions taken as in (8) . Then, the observation that have been removed is allocated to a group g α,β (k) 0.55028 0.55028 Table 1 : Average of classification capacity (CC) over 1000 replications with different penalty functions f n = n −1/4 /h k and g n = n −1/4 h k , k = 1, · · · , 13, and α = 0.25, β = 0.5. in {1, · · · , q} by using the rule given in (1) (for the two groups case) or in (2) (for the case of more than two groups) based on the variables that have been selected in the previous step. Then, we consider
and we take as optimal value for (α, β) the pair (α opt , β opt ) defined by: Table 2 : Average of classification capacity (CC) over 1000 replications.
Comparison with the method of Mahat et al. (2007)
For each of the 1000 independent replications: (i) the training sample is used for selecting variables from our method and that of Mahat et al. (2007) ; our method is used with penalty functions given in (8) and optimal (α, β) obtained by using leave-one-out cross validation as indicated in (9);
(ii) the test sample is then used for computing classification capacity for the two methods.
The average of classification capacity over the 1000 replications is then computed. The results, given in Table 2 , do not show a superiority of one of the methods compared to the other.
Proofs

Proof of Proposition 1
For any fixed m ∈ {1, · · · , M }, we denote by P {U =m} the conditional probability to the event {U = m}. Then applying Theorem 2.1 of Nkiet (2012) with the probability space Ω, A, P {U =m} , we obtain the equivalence: ξ K|m = 0 ⇔ I 1,m ⊂ K. Thus:
Some useful results
In this section, we give two lemmas that are useful for proving Theorem 1. Lemma 1. We have:
(ii).
Moreover,
From this last equality and the second one in (10), we deduce that
Lemma 2. For any K ⊂ I and any m ∈ {1, · · · , M }:
K|m converges almost surely to ξ K|m as n → +∞;
(ii) n ξ
Proof. (i). First, using the strong law of large numbers (SLLN) we obtain the almost sure convergence of
|m converges almost surely (a.s.) to p |m and, by the preceding convergence properties and the SLLN, 
a.s.
Hence, Q (n)
K|m converges almost surely to Q K|m as n → +∞ and, finally, we obtain from all these results the required almost sure convergence of ξ ,K|m .
The almost sure convergences obtained in the proof of (i) imply that Φ (n)
,K|m (resp. Ψ (n)
,K|m ) converges almost surely uniformly to Φ ,K|m (resp.Ψ ,K|m ) as n → +∞.
Proof of Theorem 1
Using Assertion (i) of Lemma 2 we obviously obtain (i). For proving (ii), note that
Then, using Lemma 1 and Lemma 2, we obtain n p Then from (6), it follows:
