Abstract. We show that the order dimension of the partial order of all finite subsets of κ under set inclusion is log 2 (log 2 (κ)) whenever κ is an infinite cardinal.
Introduction
This paper arose from a question posed by the first to the third author at the Computability Theory and the Foundations of Mathematics conference at Tokyo in 2015 regarding a set-theoretic question about a computability-theoretic structure: Question 1.1 (Higuchi). What is the order dimension of the Turing degrees regarded as a partial order?
Higuchi had already shown that this dimension must be uncountable and asked whether it is the continuum. This paper provides a partial answer: It is consistent with ZFC that the dimension is less than the continuum. But Higuchi's question raised a number of related questions to which we give some answers in this paper, all about the order dimension of locally finite and locally countable partial orders.
We start with some definitions: Definition 1.2 (Dushnik, Miller [4] , Ore [7] ). Given a partial order P = (P, ≺), the order dimension (or simply dimension) of P is the smallest cardinality of a collection of linearizations of ≺ which intersect to ≺.
So, for example, the dimension of a linear order is clearly 1, and the dimension of an antichain is easily seen to be 2. It is also easy to see that the dimension of an infinite partial order P can be at most |P |: For each pair x, y ∈ P with y x, fix a linearization < x,y of ≺ with x < x,y y. Definition 1.3. Call a partial order P = (P, ≺) locally finite (locally countable, respectively), if for each x ∈ P , the set {y ∈ P | y ≺ x} is finite or countable, respectively.
Partial orders which are locally finite (or locally countable, respectively) are also often said to have the finite predecessor property (or the countable predecessor property).
The order dimension of the Turing degrees can be thought of as a new cardinal invariant because it is between ℵ 1 and 2 ℵ0 . Since D has cardinality 2 ℵ0 , dim T ≤ 2 ℵ0 , and by Higuchi's Proposition 4.3, ℵ 1 ≤ dim T . Thus the cardinal dim T sits between ℵ 1 and 2 ℵ0 , like many of the standard cardinal invariants of the continuum such as b, d, a, etc. The reader is referred to Blass [2] for a general survey of combinatorial cardinal characteristics of the continuum. Of course, under CH, dim T = ℵ 1 = 2 ℵ0 . In this paper, we will show that dim T is smaller than 2 ℵ0 "most of the time". More precisely, we will show that there are only three circumstances under which dim T = 2 ℵ0 is possibly consistent: 2 ℵ0 = ℵ 1 , or 2 ℵ0 is a limit cardinal (either singular or weakly inaccessible), or 2
ℵ0
is the successor of a singular cardinal of countable cofinality.
We will now present some results on the dimension of locally finite partial orders in Section 2, and on the dimension of locally countable partial orders in Section 3, and close with some results on the dimension of degree structures from computability theory in Section 4.
The dimension of [κ] <ω
We determine the order dimension of [κ] <ω , , which is universal among locally finite posets of cardinality κ, i.e., every locally finite poset P = (P, ≺) with |P | = κ embeds into [κ] <ω , by assigning a ∈ P to {f (b) : b ∈ P, b a}, where f : P → κ is any injection. Thus our result in this section provides an upper bound for every locally finite poset. Definition 2.1. For any infinite cardinal κ,
The main theorem of this section is the following.
It follows from Definition 2.1 that log 2 (log 2 (κ)) is the minimal λ such that 2 [5] ). For any cardinal ρ and any nonzero r < ω,
The exp i (ρ) operation is defined by recursion on i < ω: exp 0 (ρ) = ρ; exp i+1 (ρ) = 2 exp i (ρ) . Setting r = 3 in Theorem 2.3 gives 2
Lemma 2.4. Let κ ≥ ω be a cardinal. Then the order dimension of [κ] <ω , is at least log 2 (log 2 (κ)).
Proof. Let ρ denote the order dimension of [κ] <ω , . Suppose for a contradiction that ρ < log 2 (log 2 (κ)). In other words, 2 2 ρ < κ, and so θ = max{ω, 2
3 → ρ as follows. Given any {α, β, γ} ∈ [θ] 3 with α < β < γ, there exists ι < ρ such that {α, γ} < ι {β} because {α, γ}, {β} ∈ [κ] <ω and {β} ⊆ {α, γ}. Define c({α, β, γ}) = min{ι < ρ : {α, γ} < ι {β}}. Using Ramsey's Theorem when ρ is finite and Theorem 2.3 otherwise, fix α < β < γ < δ < θ ≤ κ and ι < ρ so that {α, γ} < ι {β} and {β, δ} < ι {γ}. However, we now have {γ} < ι {α, γ} < ι {β} < ι {β, δ} < ι {γ}, which is impossible. This contradiction completes the proof of the lemma.
Note that the proof of Lemma 2.4 shows that [κ] ≤2 , has order dimension at least log 2 (log 2 (κ)). Also the proof only needed the partition relation 2
ρ , and ω → (4) 3 ρ when ρ < ω (actually something even weaker; just a monochromatic shift is needed).
Definition 2.5. Let θ ≥ ω be a cardinal. For X ⊆ θ, we use X 0 to denote X and X 1 to denote θ \ X. We say that a sequence X i : i ∈ I of subsets of θ is independent if for each nonempty finite set F ⊆ I and for each function σ : F → 2, the set i∈F X σ(i) i has cardinality θ. Theorem 2.6 (Hausdorff; see Exercise (A6) in Chapter VIII of [6] ). For each cardinal θ ≥ ω, there is an independent family X α : α < 2 θ of subsets of θ.
Proof. Let θ = log 2 (log 2 (κ)), and let λ = 2 θ . Then 2 λ ≥ κ, and so it is possible to find a sequence f α : α < κ of κ many distinct functions from λ to 2. To avoid confusion, we use λ 2 to denote the collection of all functions from λ to 2. Next, use Theorem 2.6 to fix an independent family X ξ : ξ < λ of subsets of θ. For each ι < θ, define a function g ι : λ → 2 by stipulating that g ι (ξ) = 0 iff ι ∈ X ξ . Given f, g ∈ λ 2 with f = g, let ∆(f, g) = min{ξ < λ : f (ξ) = g(ξ)}. Unfixing ι < θ, we are going to define a linear order < ι on [κ] <ω for each ι < θ. First declare, for each
Proof. Clearly, u ⊀ ι u because both the defining clauses of ≺ ι fail in this case. So it remains to check that ≺ ι is transitive. Consider u, v, w ∈ [κ] <ω and suppose that u ≺ ι v and that v ≺ ι w. There are four cases to consider.
Case 1: u v and v w. Then u w, whence u ≺ ι w. Case 2: u v and f α coincides with g ι on ∆(v, f α ) for some α ∈ w \ v. Then, such α is an element of w \ u, and f α coincides with
Case 3: f α coincides with g ι on ∆(u, f α ) for some α ∈ u \ v and v w. Then, such α ∈ w \ u, and f α coincides with g ι on ∆(u, f α ). So u ≺ ι w.
Case 4: f β coincides with g ι on ∆(u, f β ) for some β ∈ v \ u, and f γ coincides with g ι on ∆(v, f γ ) for some γ ∈ w \ v . Note that f β and f γ coincide with g ι on ∆(u, f β ) and ∆(v, f γ ), respectively, and
From the above conclusion, we know that ∆(f α , f β ) = ∆(f β , f γ ). There are two subcases to check.
We conclude that γ ∈ w \ u and that f γ coincides with
This completes the proof of the claim. <ω and suppose that v ⊆ u. It suffices to find an ι < θ such that u ≺ ι v. Fix α ∈ v \ u. If u = ∅, then ∅ v, and so for every ι < θ, u ≺ ι v. Therefore we may assume that
. In other words, f α coincides with g ι on ∆(u, f α ). So u ≺ ι v as claimed.
The dimension of locally countable partial orderings
The setting of locally countable partial orders (for which the Turing degrees and many other degree structures from computability theory form natural examples) is quite a bit more complicated. Even though the following theorem is not needed for the proof of our main result, it provides information about arbitrary locally countable partial orders which is likely to be useful in their analysis. It proves the existence of a ranking function on them.
Lemma 3.1. Suppose P = (P, ≺) is any locally countable partial ordering. Then there is a function r : P → η · ω 1 such that for all x, y ∈ P , x ≺ y implies r(x) < r(y). (Here, η · ω 1 is the order product of these two order types under the antilexicographical ordering.)
Proof. If P is empty, then there is nothing to prove. So we assume that P is nonempty. Let κ = |P |. From an enumeration y β : β < κ of P , we construct a cofinal sequence x α : α < λ of elements of P by recursion as follows: Let x 0 = y 0 , and for α > 0, let x α = y β for the least β such that y β x α ′ for any α ′ < α. (The recursion stops at the least ordinal λ when there is no such β.)
Now, for each α < λ, let A α = {x ∈ P : x x α } and recall that by local countability, each A α is countable. Now define r by recursion on α < λ: Let r ↾ A 0 map A 0 into η · {0} using any linearization of ≺↾ A 2 0 . For α with 0 < α < λ, assume that r ↾ α ′ <α A α ′ has been defined. Find a countable set B α ⊆ α such that
Now extend the definition of r to A α \ α ′ ∈Bα A α ′ by mapping this set into η ·{γ} using any linearization of ≺ on this set. It is clear that such countable γ must exist because α ′ ∈Bα A α ′ is countable, giving us the desired map r.
Our main theorem on locally countable partial orders is the following:
Theorem 3.2. Let κ be a regular uncountable cardinal and P = (P, ≺) a locally countable partial order of size κ + . Then P has dimension at most κ.
Our proof of this theorem uses two lemmas:
Lemma 3.3. For κ and P = (P, ≺) as in Theorem 3.2, there is a sequence f α : α < κ of functions f α : P → 2 such that for any countable subset A ⊆ P and any y ∈ P \ A, there is α < κ such that f ′′ α A = {0} and f α (y) = 1. Proof. The hypothesis is that |P | = κ + . Let x ξ : ξ < κ + be a 1-1 enumeration of P . The proof will proceed via three claims. Proof. Let g ξ : ξ < κ + be given. Fix α < κ and define f α : P → 2 by stipulating that f α (x ξ ) = g ξ (α) for each ξ < κ + . Suppose that A ⊆ P is countable and that y ∈ P \ A. Let B = {ξ < κ + : x ξ ∈ A}. Then B is a countable subset of κ + because we have a 1-1 enumeration of P . Let ζ < κ + be so that y = x ζ . Note ζ ∈ κ + \ B. So there is α < κ so that ∀ξ ∈ B [g ξ (α) = 0] and g ζ (α) = 1. If x ∈ A, then x = x ξ for some ξ ∈ B, and so f α (x) = f α (x ξ ) = g ξ (α) = 0. Therefore ∀x ∈ A [f α (x) = 0] and f α (y) = f α (x ζ ) = g ζ (α) = 1, as required.
Claim 3.5. Suppose that there is a sequence E ξ : ξ < κ + such that the following conditions hold:
(1) ∀ξ < κ
Then there is a sequence of functions g ξ : ξ < κ + as in Claim 3.4.
<ω and
Claim 3.6. There is a sequence E ξ : ξ < κ + satisfying (1) and (2) of Claim 3.5.
Proof. By well-known arguments (see, e.g., Kunen [6, Theorem 1.2]), there is a sequence E ξ : ξ < κ + , which is an almost disjoint family of subsets of κ. In other words, ∀ξ < κ
, and ∀ξ, ζ < κ
The standard argument for the existence of such an almost disjoint family (like the proof of [6, Theorem 1.2]) uses the regularity of κ. Suppose B ⊆ κ + is countable and that ζ ∈ κ + \ B. Then |E ζ ∩ E ξ | < κ for all ξ ∈ B, and since cf(κ) > ω,
Then F = {α} is a finite subset of κ and for any ξ ∈ B, F ∩ E ξ = ∅, while F ∩ E ζ = {α}. So F is as required. Now Claim 3.6 says that the hypotheses of Claim 3.5 are satisfied. So there is a sequence g ξ : ξ < κ + satisfying the hypotheses of Claim 3.4. Therefore, there is a sequence f α : α < κ as in the statement of the lemma. Lemma 3.7. Fix κ and P = (P, ≺) as in Theorem 3.2, {f α } α<κ as in Lemma 3.3, and α < κ. Then there is a linearization < α of ≺ such that for any x, y ∈ P , if f α (u) = 1 for some u ∈ P with u x and f α (z) = 0 for all z ∈ P with z y, then y < α x.
Proof. We first define a relation < ′ α on P × P by setting y < ′ α x iff f α (u) = 1 for some u ∈ P with u x and f α (z) = 0 for all z ∈ P with z y. Note that < ′ α is irreflexive. We now only need to show that the transitive closure of ≺ ∪ < ′ α on P is irreflexive, since any linearization < α of this transitive closure will be as desired.
So, for the sake of a contradiction, define x < ′′ y iff x ≺ y or x < ′ α y, and assume that there is a finite sequence
Since ≺ is irreflexive, we may assume, by a cyclic permutation of the
by the definition of < ′ α , and we can delete x i+1 from this chain. Since < ′ α is irreflexive, we have x 0 < ′ α x 1 < ′ α x 2 . So we have that on the one hand, f α (u) = 1 for some u ∈ P with u x 1 by the relation x 0 < ′ α x 1 , and on the other hand, f α (u) = 0 for all u ∈ P with u x 1 by the relation x 1 < ′ α x 2 . This is a contradiction. Proof of Theorem 3.2. Assume that x y. Let A = {z ∈ P : z y}, which is a countable set, so apply Lemma 3.3 to find a function f α such that f ′′ α A = {0} and f α (x) = 1, and then apply Lemma 3.7 with this function to obtain a linearization < α of ≺ with y < α x.
Thus, the at most κ many linearizations < α witness that the dimension of P is at most κ.
Note that the proof of Theorem 3.2 really shows that if λ is some uncountable cardinal such that a(λ) ≥ κ + , then the dimension of (P, <) is at most λ, where a(λ) is the almost disjointness number at λ.
Next, we consider the case when κ is possibly singular. We are able to prove Theorem 3.2 also in that case if cf(κ) > ω. The proof is almost the same.
Theorem 3.8. Suppose κ is any cardinal such that cf(κ) > ω and P = (P, ≺) is any locally countable partial order of size κ + . Then P has dimension at most κ.
Proof. The only place in the proof of Theorem 3.2 where the regularity of κ is used is in Claim 3.6. All of the other lemmas and claims needed for the proof of Theorem 3.2 go through for any uncountable cardinal κ. So we assume that κ is a singular cardinal with cf(κ) > ω. To establish the analogue of Claim 3.6, we use a basic fact from PCF theory. Let µ = cf(κ). By hypothesis, µ is an uncountable regular cardinal. By [1, Theorem 2.23], there exist sequences λ α : α < µ and f ξ : ξ < κ + satisfying the following conditions:
(1) for each α < µ, λ α < κ; (2) for each ξ < κ + , f ξ is a function, dom(f ξ ) = µ, and ∀α
Note that for each ξ < κ
+ is countable and
As in the proof of Claim 3.6, let F = { α, δ }. F is a finite subset of µ × κ, and
Thus the sequence f ξ : ξ < κ + satisfies the analogue of conditions (1) and (2) of Claim 3.5. Since |µ × κ| = κ, we have shown that the hypotheses of Claim 3.5 are satisfied. Now the rest of the proof follows the proof of Theorem 3.2.
The following corollary is immediate from Theorems 3.2 and 3.8. Our conjecture is that the cases besides CH are also realized. In other words, we think that there are models where dim T = 2 ℵ0 = ℵ ω1 , dim T = 2 ℵ0 = ℵ ω+1 , and dim T = 2 ℵ0 where 2 ℵ0 is weakly inaccessible.
The dimension of some degree structures from computability theory
In this section, we state some results on the dimension of three degree structures from computability theory, the Turing degrees, the Medvedev degrees and the Muchnik degrees. We start with the Turing degrees since the original motivation for our investigation was determining the dimension of the Turing degrees under the partial ordering, for which we obtain two partial results.
Definition 4.1. For a partial order P = (P, ≺) and a subset S of P , we say that S is a strongly independent antichain if for any subset T of S with |T | < |S| and for any x ∈ S \ T , there is an upper bound y ∈ P of T with y x. Lemma 4.2. Let P = (P, ≺) be a partial order with a strongly independent antichain S. Then the dimension of P is at least |S|.
Proof. We provide a proof by contradiction. Suppose that the dimension ρ of P is less than |S|. LetŜ ⊂ S satisfy that |Ŝ| > ρ is a successor cardinal and let κ = |Ŝ|. Choose linear extensions {< α } α<ρ of ≺ whose intersection is ≺.
Fix x ∈Ŝ. Let {T α } α<κ be any increasing sequence of subsets ofŜ of cardinality < |Ŝ| such that α<κ T α =Ŝ \ {x}. By the strong independence, we can find a sequence {y α } α<κ of upper bounds of T α 's such that for each α < κ, x y α , which means that there exists β < ρ such that y α < β x by the choice of {< β } β<ρ . Since ρ < κ and κ is regular (or finite), there must exist a fixed β < ρ such that y α < β x holds for unboundedly many α < κ. By the choice of {T α } α<κ , every element ofŜ distinct from x is in almost all {T α } α<κ , and therefore, y < β x must hold for each y ∈Ŝ \ {x}. Hence we conclude that for any x ∈Ŝ, there exists β < ρ such that y < β x.
Since again ρ < κ = |Ŝ|, there must exist a common β < ρ and distinct x 0 , x 1 ∈Ŝ such that y < β x i holds for each y ∈Ŝ \ {x i } and i ∈ {0, 1}. But this gives us x 0 < β x 1 < β x 0 , and hence x 0 < β x 0 , a contradiction.
We can now state two partial results about the dimension of the Turing degrees as a partial order:
Proposition 4.3 (Higuchi). The dimension of the Turing degrees is uncountable.
Proof. By Sacks [9] , every locally countable partial order of cardinality ℵ 1 is embeddable into the Turing degrees. Thus it is enough to find such a partial order whose dimension is at least ℵ 1 . Let us consider the suborder (P, ) of P(ℵ 1 ) under set inclusion whose underlying set is P = {{α} : α < ω 1 } ∪ {{γ : γ < β} \ {α} : α, β < ω 1 }.
It is easy to see that {{α} : α < ω 1 } is a strongly independent antichain of cardinality ℵ 1 in the partial order (P, ), and therefore, the dimension of (P, ) is at least ℵ 1 by Lemma 4.2. is the successor of a singular cardinal of countable cofinality.
Proof. The first part is a direct corollary of Theorems 3.2: Work in a model in which 2 ℵ0 = ℵ 2 and apply the theorem with κ = ℵ 1 . The second part combines Theorems 3.2 and 3.8.
We now turn our attention to the Medvedev and the Muchnik degrees. By a cardinality argument, the dimension of both can be at most 2
Theorem 4.5 (Pouzet 1969) . Let P = (P, ≺) be a partial order. Then the dimension of (IniSeg(P), ⊂)) is the chain covering number of P, where IniSeg(P) is the set of initial segments of P and the chain covering number of P is the least cardinal κ such that there exists a set C of chains of P with |C| = κ and C = P .
It is known that the Muchnik degrees are isomorphic to the set of all final segments of the Turing degrees ordered by ⊃. Note that the dimension of a partial order does not change if we reverse the order. Thus the dimension of the Muchnik degrees is the chain covering number of the Turing degrees, which is 2 ℵ0 since there are at most 2 ℵ0 many Turing degrees and the Turing degrees contain an antichain of size 2 ℵ0 . Since the Muchnik degrees can be seen a suborder of the Medvedev degrees, the dimension of the latter is at least 2 ℵ0 , and by a cardinality argument at most 2 (1) Does ZFC determine the dimension of the Turing degrees? (2) Does ZFC determine the dimension of the Medvedev degrees?
Some examples
One of the goals of our paper was to find out whether the order dimension of the structure of Turing degrees is ℵ 1 in all models of ZFC. More generally, we can pose the following Question 5.1. Is there a partially ordered set (F, <) such that, in all models of ZFC, the following holds?
(1) The order < is locally countable; (2) for every at most countable subset G ⊆ F there is an upper bound x of G, i.e., y ≤ x for all y ∈ F ; (3) the cardinality of F is 2 ℵ0 ; and (4) the order dimension of (F, <) is ℵ 1 .
Each of the examples below will satisfy three of the properties but the fourth at most partially. Note that additional set-theoretical assumptions like 2 ℵ0 ∈ {ℵ 1 , ℵ 2 } might make the examples have all the desired properties.
Example 5.2. Let F be the set of all hereditarily countable sets and let < be the transitive closure of the element-relation. As every set bounds only countably many other sets in a hereditary way, the partial order is locally at most countable, and it is well-founded. Furthermore, every at most countable ordinal α can be identified with the at most countable set {β : β < α}, and these sets are hereditarily countable. The set {{{α}} : α is an at most countable ordinal} is an antichain of size ℵ 1 consisting of hereditarily countable sets; as each of its at most countable subsets is hereditarily countable, these sets witness that the antichain is indeed a strong antichain and that therefore the order dimension is at least ℵ 1 . It is known that the set of hereditarily countable sets has cardinality 2 ℵ0 .
Example 5.3. Let F be the set of all functions f from an ordinal α < ω 1 into ω 1 ; order F by letting f < g iff there are ordinals α, β ∈ dom(g) such that for all γ ∈ dom(f ), f (γ) = g(α+1+γ), g(α) = g(β), f (γ) < g(α) and α+1+dom(f ) = β. It is easy to see that < is transitive and locally countable. Furthermore, one can easily see that for at most countably many functions f 0 , f 1 , . . ., there is a common upper bound g by choosing an ordinal α strictly larger than all ordinals occurring in the f k , considering an ω-power ω γ larger than the domains of all f k , letting the domain of h be ω γ+1 , and setting h(ω γ · k + 1 + γ) = f k (γ) for all γ ∈ dom(f k ) and h(δ) = α for all δ in the domain of h where h is not yet defined. So every at most countable set G of members of F has a common upper bound, which strictly bounds from above exactly the members of G and those members of F which are below a member of G. The cardinality of F is 2 ℵ0 . Furthermore, the set of all functions with domain {0} forms a strong antichain and therefore, the order dimension is at least ℵ 1 .
Example 5.4. Let F be the set of all subsets of R × ω 1 such that F is the union of finitely many sets of the form A x,y,z = {x} × {u ∈ M : y ≤ u ≤ z} and B x,y,z = {x} × {u ∈ M : y ≤ u < z}, and order this set by set inclusion. The set (F, <) satisfies all four conditions except for the second, which is weakened to the existence of common upper bounds of finitely many elements.
One can see from the definition that every set of the form A x,y,z or B x,y,z has at most countably many subsets of this form in F ; furthermore each member of F is countable. Thus this is a locally countable partially ordered set.
Furthermore, as the finite union of any members of F is again a member of F , one has also that finitely many subsets have an upper bound. However, this does not extend to all countable subsets of F .
The cardinality of F is 2 ℵ0 . The lower bound is seen by looking at all sets A x,0,0 with x ∈ R. The upper bound stems from the fact that there are 2 ℵ0 many countable subsets of R.
Furthermore, let p, q be rational numbers with p < q and y ∈ ω 1 . For each p, q, y, one defines a linear order < p,q,y as a linear extension of the partial order defined by A < p,q,y B iff B has more elements than A of the form (x, y) with p ≤ x ≤ q; note that each set has only finitely many such elements. Now if B ⊆ A then there is an (x, y) ∈ B \ A and there are rationals p, q such that x is the unique real number z with p ≤ z ≤ q and (z, y) ∈ A ∪ B. It follows that A < p,q,y B. So < is the intersection of all < p,q,y with p, q ∈ Q and y ∈ ω 1 and p < q. It follows that the order dimension of (F, <) is at most ℵ 1 . Now consider the set C of all A 0,y,y , which are all singletons. The set C forms a strong antichain, as for every A 0,x,x and every at most countable set D of sets of the form A 0,y,y with y = x, there is an upper bound z of all these y. For this upper bound z, now consider the set E = B 0,0,x ∪ A 0,x+1,z , which is a superset of all A 0,y,y ∈ D but not a superset of A 0,x,x . Now by Lemma 4.2, (F, <) has order dimension at least ℵ 1 , as this is the cardinality of C.
Example 5.5. Given F as in Example 5.4, the subset G = {A ∈ F : A ⊆ {0} × ω 1 } satisfies the first, second and last property, but differs from the third in all models of set theory where ℵ 1 = 2 ℵ0 .
Example 5.6. The set F of all countable subsets of ω 1 with the order of inclusion satisfies the property that every countable subset of F has an upper bound in F and the cardinality is 2 ℵ0 . Furthermore, (F, <) has order-dimension ℵ 1 .
