In general, performance analysis tools deal with large volumes of highly complex data of varying types and at varying levels of granularity. The result is that it is common for there to be many different tools and components that implement performance data collection, recording, and reporting in an analysis environment. This variety complicates communication within a group and makes cross-group communication about specific performance findings even more difficult. The analysis of the performance of Java TM virtual machines and Java applications introduces additional complexity. We describe an approach that unifies the recording and reporting components of performance analysis into a single data model and standard set of reports. We have employed this model with significant success in the analysis of IBM's Developer Kits for the Java virtual machine.
T he performance analyst's job is straightforward: measure performance, find constraints to the level of performance achieved, eliminate or reduce their effects, and then start again; stop when measured performance achieves a previously agreed-to target. The challenges are enormous. Software performance can be degraded by many factors, e.g., by a particular hardware configuration, by the way the hardware is used by the software, by poor programming practices in the underlying operating system, by unexpected interactions between software modules, by inappropriate use of system resources by application or middleware software, and by poor programming or data-structuring technique in the application. The analyst's objective is to isolate the primary cause and deal with it as quickly as possible. Even for small software applications it can be difficult; for highly complex environments it can be daunting.
The Java** virtual machine (Jvm) 1 presents an even more complex challenge to the performance analyst. In many cases, the Jvm operates as a process in a traditional operating system (OS) environment. (Even when more tightly embedded, there is a small but significant microkernel below the Jvm layer that provides basic OS functionality.) Java applications run within the Jvm process. The Java programming language is an object-oriented environment affording a very rich library of classes on which programmers can base their applications. The net result is that applications, and the Jvm itself, consist of an assembly of many relatively small pieces of software organized in a highly layered structure. Jvm code is reused extensively, so that the same functions are called from many places. The environment can be very dynamic; classes can be loaded at run time; the user can modify the function of many system classes through extension. Add to this the multitude of operating modes for Jvm and application code: interpreted Java bytecode, just-in-time (JIT) compiled code, native Jvm library code, native user code, and core Jvm internal code, and the analysis alternatives are significant.
Many tools have been developed to assist analysts in dealing with these challenges. These tools include system and application profilers, e.g., AIX* (Advanced Interactive Executive) tprof, 2 gprof, 3 Intel's VTune**, 4 application and system tracing facilities, e.g., AIX Trace, 2 application and system memory use profilers, e.g., svmon, 2 and system performance monitors, e.g., Windows NT** Performance Monitor. 5 Implementations of these and similar tools exist on many (though not all) platforms. Unfortunately, their implementations are not consistent, their output formats not readily comparable, and their models for computation and resource consumption not equivalent. We view the benefits of a unifying approach for performance measurement, reporting, and analysis as profound: analysts working on a single system could readily switch from one type of analysis to another (e.g., from memory analysis to delay analysis); analysts working on quite distinct systems could more readily share performance data and results (e.g., path length analysis comparisons for a key operation between the OS/2* [Operating System/2*] Jvm and AIX Jvm implementations).
In this paper we describe our efforts toward developing a unifying, general model for recording and reporting resource consumption that supports a broad range of performance data and a broad range of analysis questions. In the next section, we provide motivation for the model. We then describe the technique, which we call "arcflow," in more detail, and we present a detailed example. The model is similar to work described by Hall et al. 6 and Ammons et al. 7 In the fourth section, we discuss how this technology fits into the context of an instrumented Jvm. Also, natural extensions to Jvm and system instrumentation that derive from the adoption of this approach are introduced in that section. We conclude with a discussion of further work.
Motivation and contribution
Computer operating systems (e.g., Microsoft's Windows NT, IBM's AIX and OS/390*, or Operating System/390) are resource managers: they remove the burden of correct, efficient, and fair resource allocation and management from the application programmer's concern. The scope of the resource allocation function begins at a very low level with the allocation of the CPU instruction and data fetch and execution units. It extends through system layers to include the allocation of physical and virtual memory, the creation and assignment of system buffers, the realization of files or blocks or pages in a file system, and the creation and life cycle of data structures representing threads of execution. Middleware, such as Netscape Application Server**, the IBM WebSphere*, Sapphire/Web** from Bluestone Software Inc., and application programming frameworks such as the IBM SanFrancisco* project, build on the system foundation and present layer upon layer of further resource concepts (e.g., socket, connection) to the programmer. The Jvm introduces additional key resource types, including interpreter cycles (e.g., as consumed in interpreting bytecode), heap objects allocated, heap bytes allocated, "JITed" code instructions executed, and objects of different classes.
These resources are then consumed by various actors, or agents, in the process of achieving some desirable programming objective. A thread allocates a buffer and passes control to a function to fill that buffer with data from a file. A process creates a pool of threads, each of which opens a socket to communicate work to a corresponding thread within another process. Program X executes 1000 instructions, calls program Y 100 times, which subsequently executes 1000 instructions before returning to program X. A list of key consumers for the Jvm and Java application environment would include functions, basic blocks, threads, objects, transactions, interpreted methods, system calls, and JITed methods.
Measured performance is a combination of the efficiency with which the system and middleware layers provide resources to consumers and the manner in which these resources are consumed. In general, system and application performance problems are most quickly identified by viewing the relationship between resources and consumers of those resources. Most performance tools report data that reflect and quantify this basic relationship. For example, consider the simple report obtained from the execution of a simple program shown in Figure 1 .
Of the total 10 seconds, eight were consumed by Thread 3. If it is assumed that a reduction in the total time spent is the appropriate objective, this report suggests that it would be sensible to concentrate future tuning efforts on Thread 3 and what it is doing with 80 percent of the total CPU time.
Thus, the universe of system concepts is organized along two somewhat natural and mostly orthogonal dimensions: resources and consumers of resources.
As suggested above, this is the classic, traditional organization that is reflected in most performance tools today. As noted in Reference 6, this organization is inadequate. It is useful for answering simple "what or which" questions, e.g., which function consumes the most CPU time? However, deeper analysis questions, e.g., the "where" and "why" questions, require additional context. Table 1 lists in very general terms the basic steps of performance analysis. First, performance data are collected. The data could be event data, sampled data, counter data, or some combination of these different types. The data are then recorded in some form (e.g., a trace file). Finally, reports are produced that are made available to analysts for their use in identifying problems and discovering opportunities for improvement.
A unifying approach to data recording and reporting
The contribution of the present paper is depicted by the steps in Table 2 . We introduce a generic model that allows this activity to be automated in a manner that is largely independent of the actual data being collected. This model is employed primarily at Steps 2 and 3 of the process-at data recording and at report generation time.
The model is open in that it embraces data collected in a wide manner of ways. The model also admits different implementations, enabling steps to be performed in either real time or postprocessing modes. What these implementations mean is that data can be collected and analyzed off line, or collected and analyzed (reported on) live. In both cases the model is the same, and the reports are the same. (We motivate and discuss live recording of data later in the paper.)
We now describe the arcflow model in detail.
The arcflow model. In order to capture the key relationships between consumers and resources necessary to help analysts answer performance analysis "what," "where," and "why" questions, we provide the three definitions that are described next.
Definition of consumer context: A consumer context is an abstraction of the state of a consumer at the point of resource consumption. This mapping reflects the state of the consumer at the time we record the consumption of the resource in question.
We define a consumer context as a set of consumer identifiers and an optional time stamp:
where c i , 1 Յ i Յ n, is the ID (identifier) of the ith consumer and t is the time stamp. There is an explicit hierarchy, i.e., c i is the parent of c iϩ1 . Each c i corresponds to a consumer, with c n being the consumer most immediately responsible for the resource consumption, c nϪ1 is the consumer responsible for the actions of c n , and so on. This hierarchy reflects the desired context in the level of detail appropriate for the analysis, e.g., one natural consumer context hierarchy is a consumer calling sequence.
The rationale behind this definition is that resource consumption occurs in context, and it is important to understand that context when exploring performance improvements. Step 1
Step 2
Step 3
Collect data Record data Generate report indicates an instruction-level basic block). Again, this is an invocation hierarchy but, in this case, one that employs a finer granularity.
Definition of resource consumption list:
A resource consumption list is a list of resources and an indication of the total amount of resources consumed. When coupled with a consumer context, this represents the total amount of each resource consumed within a specific context.
For example, Ͻ"object allocations" 100, "heap bytes allocated" 12450Ͼ is a resource consumption list indicating that a total of 100 object allocations have been made and that 12450 bytes have been allocated from the heap.
Definition of arcflow model:
The arcflow model couples consumer context data and resource consumption list data in order to provide a useful indication of resources used in some context. Thus, our general model of resource consumption consists of a set of triples and a descriptive vector:
X is a consumer context, n is the number of times this consumer context has been encountered, and Y is a resource consumption list} and Z, a vector of descriptive bindings where Z provides:
• A label describing the consumer identifiers (c i ) in X (e.g., "functions") • A label describing the units employed in the resource consumption list (e.g., "CPU time," "instructions") • A label describing the meaning of n-the number of times a consumer context is encountered (e.g., "calls," "entries")
Note that, depending on the granularity of the abstraction employed, this definition allows us to discriminate between executions of consumer A resulting from being called by consumer B and those resulting from being called by consumer C. Note that if the consumer context includes a time stamp, the model can record an explicit log of all events, in effect a trace of system behavior with respect to all interesting consumer states and resources they have consumed.
Note further that the model is unitless; this characteristic is a powerful abstraction that allows it to be employed in a broad range of analyses. Indeed, it is the key to the success of the model in unifying data recording and reporting. However, unitless reports are not very helpful, so Z is introduced to allow for the labeling of fields produced by the tools that implement the model and derivative reports.
Although the above is quite general, we have found that a relatively storage-and computationally-efficient choice for the consumer context is to eliminate the explicit time stamp. Similarly, we have found that restricting the resource consumption list to a single resource (thus providing only a univariate view of resource consumption) is highly effective for focused analysis where the key resource of interest is known in advance. Therefore, for the remainder of the paper the term arcflow refers to the restricted arcflow model:
n is the number of times this consumer context has been encountered, and Y is a resource consumption list consisting of a single resource} and Z, a vector of descriptive bindings
The model described in the foregoing, AF1, forms the basis for a powerful set of standard performance reports. It is these reports that analysts use to answer the questions above. We first introduce an example. This example is used first to illustrate the data model and then to introduce the core reports, or views, that the arcflow model facilitates.
Suppose we have collected the raw trace data in Fig In general, process/thread identifiers have a different appearance.) The next type of record indicates either the start of a resource use ("Ͼ") or the end of a resource use ("Ͻ"). The name of the consumer is also indicated (in this case, the name of a method in the Java program). Each record is marked with a resource consumption level. As with Reference 6, we focus on resources whose consumption is measured against a monotonically increasing metric (e.g., system CPU time, wall clock time, and instructions executed). In this example, the metric is CPU time in seconds, and each trace record begins with a CPU time stamp.
When recorded into the arcflow model, the resulting representation for the performance data in Figure 2 is shown in Table 3 .
The differences in the time stamps of successive trace records have been used to compute the total resource consumption for each consumer context, and the time stamps themselves are no longer needed.
Note the explicit representation of the consumer context, in this case, the callstack. It is these contextual data that provide the additional information required to gain insight into the "where" and "why" analysis questions. In particular, the context provides more information about application structure, and explicitly surfaces leverage points for performance improvement.
The reader will notice significant redundancy in the model shown in Table 3 . In particular, many of the consumer context entries share common prefixes (e.g., "Main B A"). Fortunately, the structure and semantics of the consumer context allow for very efficient storage of the arcflow model. Recall that the consumer context represents a hierarchy, with each consumer identifier in a superior position to its immediate successor. This hierarchy has many possible interpretations; the specific interpretation depends on the particular bindings associated with a specific application of the model (i.e., a specific set of data collected and recorded in the model). The most common interpretation is that of a callstack, e.g., for consumer context {c 1 c 2 c 3 }, the interpretation is that c 1 called c 2 and c 2 then called c 3 . Another interpretation is containment, e.g., object c 1 contains c 2 and c 2 contains c 3 .
We employ a tree structure for recording the arcflow model. This tree structure (which we have named the call-tree, in deference to the most frequent use of this methodology) consists of a set of nodes, with each node containing the following information: { parent consumer ID, consumer ID, number of occurrences, total resource consumption, list of children consumer IDs }
There is a single root node having no parent.
This approach reduces the storage costs of the model to being roughly proportional to the total number of unique contexts in which consumer IDs are encountered in the measured data. In the case of the present example, there are 11 such unique contexts. Thus, the call-tree contains 11 nodes. The call-tree for our example is shown graphically in Figure 3 . Each node is shown with the consumer ID, number of occurrences, and total resource consumption. The parents and children are indicated graphically. (In fact, there is one more node corresponding to the process/thread consumer under which the methods Main, A, B, C, X, E, F, and G consumed the CPU resource. We have left this out of Table 3 and Figure 3 as a simplification.)
As noted in Reference 7, the storage cost reduction in employing this technique is very significant. For example, when the application method entries and exits for the portable business object benchmark (pBOB) 8 were instrumented and a two-minute event trace for the single-threaded case was collected, it resulted in the generation of approximately 2.8 million entry-exit and thread switch events, requiring approximately 40 MB of disk (or memory) storage. Transforming the raw event stream into the call-tree form of the arcflow model reduced the storage requirement by approximately 200-fold to 200 KB, while retaining the important resource consumption information. The reduction has broader implications than simply saving space and speeding data analysis. Since many applications typically reach steady state behavior with respect to program flow (that is, after a relatively short number of entry-exit events, most common call-stacks and consumer contexts are realized as elements in a call-tree), it becomes feasible to consider building the call-tree live, as resource consumption events are recorded. This way obviates the need to write the events at all, saving both storage and a significant number of processor cycles. Indeed, we have adopted this approach in some cases. We discuss these in the fourth section.
Arcflow reports. Several standard reports form the basis of the arcflow methodology.
The xarc report. This report is the one from which the methodology derives its name. Analysts are interested in the consumption of resources, but they are generally more interested in why they are consumed. The xarc report helps to answer these questions. This report, although textual in format, is actually a graphical rendition of application structure. Individual consumers (e.g., methods in our running example) are presented along with their resource (e.g., CPU time) usage, but the context for the consumption is made explicit by linking the consumer with its parents (e.g., its callers) and its children (e.g., the methods it calls). In this way it is possible to discern the magnitude of the resource usage of one method, the drivers of that use, and the implications of changing the behavior of this method.
The xarc report is organized in paragraphs, or stanzas. Stanzas are separated by dashed (ϭϭ) lines. Each stanza includes a record for "self," a set of "parent" records, and a set of "child" records. Every unique consumer is represented by a stanza in which the self record identifies that consumer by name in the "function" column. Three key types of metrics are reported for each consumer: "calls," "base," and "cum" (short for cumulative). Calls indicates the number of times that a consumption event (e.g., a function call) has been recorded on behalf of this consumer. Base and cum both pertain to the quantity of resource consumed. Base indicates the amount consumed directly by this consumer in the context defined by its set of parents. Cum indicates the amount consumed both by the consumer directly and all of its children. (The examples illustrate a variant of the arcflow reports that normalize the resource consumption to percentages rather than show the absolute counts.) Also, there is special treatment of recursion, which will not be discussed here.
Each stanza focuses an analyst's attention on resource consumption from the perspective of a single consumer (the one named in the self record for that stanza). We refer to this consumer in the following discussion as the self-consumer. Within each stanza, the interpretation of base and cum depends on which records are being considered. For the self record, base and cum apply directly to all resource consumption associated with that function, irrespective of context. For the parent records, the base value reports resources consumed by the self-consumer in the context of (e.g., as a result of) the indicated parent. For the parent records, the cum value indicates the resources consumed directly by the self-consumer and any of its children.
These relationships are formalized in a set of invariants. Understanding these invariants is important to navigating the report:
• Sum(parent(calls)) ϭ self(calls): The total number of calls recorded for the self-consumer are broken out by which parent made the calls.
• Sum(parent(base)) ϭ self(base): The total re-source directly consumed by the self-consumer can be decomposed into resource consumed on behalf of each of the parents of the self-consumer.
• Sum(parent(cum)) ϭ self(cum): The total resource consumed by the self-consumer (which includes all of its children's consumption) can be decomposed into total resources consumed on behalf of each of the parents of the self-consumer.
• Sum(child(cum)) ϭ self(cum) Ϫ self(base): The resources consumed by the self-consumer can be decomposed into those directly consumed by the self-consumer and those consumed by its children.
As an illustration, Figure 4 shows the complete set of xarc report stanzas for our running example. If we locate the stanza for method main, main is shown as having one parent, named AC test pidtid. (All methods are executed on some thread of control; the instrumentation in our implementations associates activity with the thread that executes it. In effect, the thread becomes the highest-level consumer or driver of work.) Main is responsible for 100 percent of CPU time consumed (although none of that is within the body of method main; the children, B and A, are wholly responsible). The children of main are shown as B and A. B is responsible for 60 percent of the total CPU time consumption, whereas A is shown as being responsible for 40 percent.
A benefit of the xarc report is in reflecting the performance impacts of concepts such as reuse. The analyst can immediately see the relationships between key methods and thus can immediately begin to posit more interesting questions, such as, "What if X were eliminated or improved substantially?"
The xtree report. The xtree report most closely reflects the contents of the underlying model. Indeed, it is produced by navigating the call-tree directly. The value of the xtree report lies in the completeness of its depiction of application structure coupled with measured performance data. It communicates more information about program structure than the xarc report (e.g., discriminating between all unique calling sequences, whereas xarc will aggregate across calling sequences from the perspective of a single method). For example, consider the xarc stanza for method A and compare it with the xtree information reported below that includes A in the calling sequences. The xarc report is unable to discriminate between execution paths through A, e.g., A is called by main; A calls B, C, and X. But do all calls from main to A result in a call to C? Indeed no. Only the xtree report retains that level of structure. The xtree report for the running example is shown in Figure  5 .
In Figure 5 we see that A calls B, which then calls C only one time. The other call from A to B does not result in subsequent calls to C or to any other (instrumented) method. Only the xtree report retains this level of detail regarding application structure.
The xprof report. The xprof report is the report with the least structural information retained, but it is also the report most closely associated with classic performance profiling. It provides a nearly flat profile of resource consumption from a consumer (e.g., method) perspective. Structural relationships are not reflected. Only the base and cum times indicate that one particular consumer may drive more consumption than is actually reflected in the direct actions of that consumer. (For example, consider the entry for X shown in Figure 6 . Base time of 0 percent indicates no work done in this method, whereas cum time of 30 percent suggests that X is central to the performance of the application.)
The common structure revealed in the xarc report is not present here. Note in Figure 6 that although we can see the role that X plays in overall performance, we cannot determine which methods X calls. Even more telling, the complex interactions between B and A are not reflected at all. Nevertheless, this report has value; it is concise and provides a firstorder assessment of performance improvement opportunity.
Building the arcflow model. Data for the model can come from a variety of sources. Most typically, and perhaps most naturally, the data result from instrumentation placed at the start and end of the consumption of a resource, e.g., at the entry and exit of a method, at the beginning and end of a basic block, and at the entry to a function and exit from that function. Other types of instrumentation data include an object containment hierarchy extracted from a detailed dump of the Java heap (e.g., such data are valuable for discerning heap-residency causation for a particular set of objects). Another example is callstack data obtained from C-heap memory allocation instrumentation (i.e., the callstack provides insights into which parts of the environment made the calls to malloc() and free(), and therefore may be useful in diagnosing memory leaks). All of these data have direct representation in the arcflow model.
For maximum flexibility, we have designed a basic set of input representations from which the arcflow model can be readily constructed:
• Start and end events-These events explicitly indicate the beginning and ending of a resource consumption by a consumer. They are typically associated with individual event-trace collection.
• Stack-based events-The events record the full consumer_context of a resource consumption. They are typically associated with sampling.
• Complete call-trees-The entire call-tree, as defined above, is input, and the arcflow model is constructed directly from the call-tree. (The arcflow model and the call-tree representation are isomorphic; the net result is that once a call-tree is provided, all other arcflow reports can be quickly generated.)
Depending on the application, data conforming to one of these input types are passed from the collection step (see Table 2 ) into the recording step, and the recording step constructs the arcflow model. As an illustration of model construction, the Appendix provides a listing of a Java implementation of a mech-IBM SYSTEMS JOURNAL, VOL 39, NO 1, 2000 anism to build the model from a raw trace of start and end events.
The arcflow model implementation issues and experience
We collect many types of data in our analysis of the Java virtual machine. The most common type of data is event-oriented, collected at method entry and exit. However, many other types of data are collected to satisfy different analysis needs. Table 4 contains a summary of the most common.
We were motivated to develop this model by the need to contain the number of reports and reporting tools for Jvm analysis. We were further motivated by a desire to develop a methodology and language that would apply across IBM platforms, thus enhancing internal communications about Jvm performance and reducing overall development costs. (JVMPI). This interface provides a standard means for reporting events from the Jvm and its components, including the JIT compiler. With the JVMPI infrastructure in place, and with a fully instrumented Jvm for reporting method entries and exits, we have a very powerful demonstration vehicle for the value of this approach. Figure 7 illustrates some key elements of our deployment of this technology for Jvm and Java application performance analysis. Depicted are several independent applications of the arcflow methodology here described. These implementations have been employed at various times in the effort to enhance various aspects of the performance of the IBM Jvms.
Although not an exhaustive depiction, the variety of uses indicated in this figure provides compelling evidence of the power and success of the model in addressing our requirements.
In the first case, note that the Jvm and JIT compiler have been instrumented with events (represented by "*" in the figure). These events correspond directly with JVMPI events to support method entry and exit Periodically (e.g., every second) A trace of method entry/exits with CPU time Sample ϩ event To identify the methods consuming most CPU time together with the added benefit of obtaining application structure notification to a profiler implemented as a dynamically loaded library (in the figure, jprof). The jprof library receives notifications of each method entry and exit (among other events). Each event is timestamped, and the event is recorded dynamically into an arcflow model. Note that a different time-stamping mechanism can be employed in the profiler to effect quite different views of Jvm performance. For example, if the time stamp is CPU time, then the mechanism measures CPU time by method. If the time stamp is configured to be a count of hardware instructions completed (available to programmers on many platforms, including Intel as a feature on Pentium** and follow-on hardware), then instructions executed in a method forms the metric recorded and reported by the infrastructure. Using hardware instruction counts as a time-stamping mechanism is useful as a measure of JIT compiler effectiveness and may facilitate meaningful cross-platform JIT compiler comparisons. In contrast, to obtain a meaningful measure of overall performance, the preferred timestamp metric is CPU time. As indicated in Table 4 , other metrics are available-each providing a new, unique insight into Jvm and application behavior. Figure 7 also indicates that for method entry and exit profiling, the profiler builds the model dynamically as the profiled Java application is executing. This implementation choice is a direct consequence of the storage and execution improvements that the calltree affords. When the application completes, or on some other trigger, the call-tree form of the model is output, and then the standard arcflow reports are generated.
Other applications are illustrated in the figure. A simple extension to the above profiling approach produces profound results and serves to reinforce the unifying power of this methodology. Motivation for this approach derives from examination of the arcflow model, AF1 (or AF0). Each entry in the model consists of a consumer context and a resource accounting. In the case of profiling function/method calls, the desired consumer context is precisely the callstack. Rather than obtain the callstack through explicit entry and exit instrumentation, we can obtain it by navigating the stack frames that exist in the environment. In the case of the program counter sampling profiling technique described in the previous paragraph, the natural extension is to record the callstack of the interrupted thread at the time of the interrupt in addition to its current program counter value. Note that many operating systems and application programming environments employ welldefined linkage conventions resulting in readily navigable stack frames. (Indeed, they must do so in order to function correctly and to support system and application debuggers.) This extends Table 4 with a new kind of data that uses sampling to achieve indepth visibility to application structure; see Table 5 .
The net result is a quantified understanding of the call structure of the Jvm (and of the application) without the overhead of instrumenting every method/function entry and exit. Both collection time and storage costs are reduced dramatically. In a sense, it is an ideal approach in that it couples the low overhead of sampling with the high information content of a complete view of the context in which resources are consumed. Thus the consumer context is realized in this application as a full (or even partial, depending on environmental limitations 10 ) callstack. This approach is similar to the stack sampling described in Reference 6.
The entire range of arcflow reports now has direct and valid interpretation. This approach samples the entire program structure-not just where time is spent, but why it is spent there.
Yet another application is depicted in Figure 7 . Instruction tracing technology exists for many operating systems; this technology takes advantage of hardware mechanisms to trace individual instructions executed by the operating system and its hosted middleware and applications. Such traces are extremely useful when analyzing the performance of the Jvm, especially when the output of the JIT compiler is considered. An instruction trace provides direct measurement of precisely the code that the JIT compiler is producing. As JIT compilers become more complex and more dynamic, the value of this instruction tracing technology increases (e.g., consider the very dynamic nature of the compiler in Sun's Java 2 HotSpot** technology; 11 from one run to the next the compiler might generate different code, alternately making different inlining decisions based on measured behavior). Although powerful, instruction traces are very lengthy, and in many cases it is not necessary to actually look at each and every instruction executed. It suffices to consider the trace at the basic block level, for example, and just count the number of instructions executed within the block. Even with this simplification, the volumes of data are very high. The arcflow model provides a means to reduce these data in a common way and yet retain the information that is most important.
Performance. The run-time cost of implementing
Step 1 of the arcflow model, collecting data, is directly proportional to the density of events recorded. Generating an event and notifying the profiler consume a significant number of processor cycles, so if events occur frequently, the time to run the application being analyzed can be greatly distorted. In our experience, Java methods tend to be small, consuming on average far fewer cycles than event generation and recording. Creating a method entry and exit trace can dilate the run time of a Java program by 20 times or even more. We also have to keep in mind that this distortion is not uniform. Because the cost of each entry and exit event is approximately the same, the apparent increase in time spent in small methods is greater than the increase in large methods. We can partially compensate for this dilation by measuring the average time required for each event and by subtracting this time from the apparent time between each method entry and matching exit, but this compensation is inexact. However, even with the worst distortion of time, the structure of the call-tree is unaffected, and the frequency of events is accurate. These alone are often of great value to analysts. Compensating for the dilation can be more accurate if the metric of interest is machine instructions instead of cycles, because the number of instructions to generate and record an event is more nearly constant than time. If the metric is Java bytecode interpreted, no dilation occurs, and no compensation is needed. The metric of time spent between events represents a worst case for the accuracy of our implementation.
Note that nearly all the run-time cost of our implementation is in Step 1, generating an event and notifying the profiler. The cost of recording the event in an in-memory call-tree is negligible in comparison. The postprocessing step, generating the x-file reports, usually takes a minute or less.
Scalability. Because all our experience so far is with small-and medium-sized applications and benchmarks, it is natural to ask if the arcflow model will scale to very large programs. We are confident that it will for several reasons.
As mentioned earlier, most programs reach a steady state with respect to their call-tree in which they have executed all or nearly all their distinct callstack configurations and after which their call-tree grows slowly if at all. If the call-tree of an application does continue to grow, or is simply too large, we can resort to sampling callstacks as described previously. Sampling works best on long-running programs, which is exactly the class for which scalability is most likely to be an issue.
To make reading tree reports easier, we have developed and routinely use tools that prune trees and other arcflow reports. By the definition of our cum metric, all the nodes between a given node and the root are guaranteed to have a cum value greater than or equal to that of the given node. Therefore, eliminating all nodes with cum less than any value N will trim only leaves and branches from a tree, leaving a coherent well-structured tree. A performance analyst can vary N until he or she has a tree small enough to be tractable while retaining the interesting, performance-intensive parts.
Future work
We are exploring many extensions. The current model deals very well with a single process and its (potentially) many threads. However, we are increasingly interested in the analysis of distributed Java applications (e.g., those that communicate with the Java remote method interface, or RMI). Such applications require that instrumentation be applied in multiple Jvms. See Reference 12 for recent work in this area with RMI for client/server work. Given the value of the arcflow model to single-system analysis, we believe it will extend well into helping provide organization and insight into the performance of multiple distributed Jvms.
The general model introduced earlier in the paper (AF0) provides for consumption data for multiple resources to be recorded. At present, our implementations, based on AF1, do not explore this aspect of the model; instead we conduct our measurements with one metric enabled, then repeat with another metric that may be of interest. Unfortunately, this method loses any information about correlated behavior between consumers and multiple resources. As the general model indicates, it need not be the case. More work is required in developing simple, yet effective, reporting extensions to deal with multivariate data from the arcflow model.
The current model deals cleanly with homogeneous data, e.g., data collected from all entry and exit events or data collected from samples. Because of the tradeoffs associated with different types of data, and because experience suggests that a middle ground is sometimes the best approach, we feel it is important to ensure that the arcflow model deals well with data of mixed type. For example, a set of samples of method entry and exit events, each one having, say, 10000 events would provide the benefits of deep insight into program structure-yet not cost much more than a flat sample providing no such structural information. However, integrating such data into the arcflow model will require care and some clever searching and pattern matching.
Regular users of arcflow output soon become adept at reading xtree and xarc files, especially pruned ones. Still, there is no denying the value of graphical views and navigational aids. We believe that interactive graphical interfaces that allow users to view callstack trees graphically, navigate them, and cross-reference the various x-files would enhance the value of arcflow. We are considering various designs for such tools.
Conclusion
We have presented arcflow, a general model for the recording and reporting of performance data. This model has proven extremely powerful in simplifying the way in which we look at the highly varied performance data from the Java virtual machine implementations on several IBM platforms. Like many good things, it is simple. It has served to extend our vocabulary and enhance our internal communications about performance. Finally, it has served to facilitate cross-platform comparisons and leverage cross-platform enhancements that heretofore would not have been feasible. We believe that there are many valuable applications of this approach. Although we realize we are not unique in viewing data in this way, we feel that the broad applicability with which we have applied these techniques and the broad benefits we have received from their application are novel.
