Introduction {#Sec1}
============

The complex, exotic electronic structure of highly charged ions of tin (Sn) renders these ions of particular technological value as the enabler of next-generation nanolithography^[@CR1]--[@CR8]^. They are employed as emitters of photons in a narrow band closely matching the 2% reflection bandwidth centered at 13.5 nm of the most efficient multilayer optics^[@CR9]^. This short-wavelength radiation is used to imprint smaller features on commercial microchips. The aptness of Sn ions to this application stems from their open-4*d*-subshell structures^[@CR10]--[@CR20]^. Within these structures, Δ*n* = 0 one-electron-excited configurations are very well documented in the literature to decay to the ground state manifold via a multitude of transitions clustered together in unresolved transition arrays (UTAs)^[@CR21]^, centered in the industrially relevant band around 13.5  nm. Moreover, the average excitation energies of these configurations are similar across the isonuclear sequence Sn^11+^--Sn^14+^, making all these charge states excellent radiators of 13.5-nm light. In industrial applications, Sn ions are bred in laser-produced plasmas (LPPs) driven by a 10-μm-wavelength CO~2~-gas-laser cf. Fig. [1](#Fig1){ref-type="fig"}. Incorporation in EUV lithography of solid-state lasers, given the advances in their output power, appears promising. Switching to 1-μm-wavelength Nd:YAG lasers, for example, would be beneficial given the reduction of the required floor area and a strongly improved efficiency of converting electrical power to laser light, reducing carbon footprint. The tenfold decrease in laser wavelength *λ* increases the critical plasma electron density *n*~c~ by two orders of magnitude, *n*~c~ ∝ *λ*^−2^. This higher critical density causes EUV radiation to be created in plasma regions of higher density, and with overall larger optical depth^[@CR22]^. Significant self-absorption of the emitted radiation in such dense, partially opaque plasma could lead to a broadening of the spectral emission out of the 2% bandwidth of interest, reducing efficiency. In the context of understanding and supporting the drive laser wavelength change in future industrial sources, calculation of complete and accurate opacity spectra and of the atomic data therein is essential for predictive simulations of source performance. These data are needed in radiation hydrodynamics codes^[@CR23]--[@CR26]^ and for the calculation of emission spectra. Without such accurate opacity data, the capability for predictive modeling would be severely impaired as, for example, modest underestimations of opacity could lead to significant underestimation of required drive laser intensities. The level of detail in the atomic structure necessary to ensure accurate simulations is an open question. In fact, long-standing discrepancies exist between the measurements of Sn opacity^[@CR27]^ and various theoretical calculations using a variety of atomic structure and plasma codes^[@CR19],[@CR27],[@CR28]^.Fig. 1Generation of extreme ultraviolet light.Laser-produced plasma based on the irradiation of tin (Sn) microdroplets by a high-energy ns-pulsed laser. This hot and dense plasma contains highly charged ions to generate extreme ultraviolet (EUV) light near 13.5 nm wavelength relevant for state-of-the-art nanolithography. A transmission grating spectrometer, set up under a −60° angle with respect to the laser light propagation direction, enables unraveling the EUV spectrum. Figure by Tremani/ARCNL.

This paper identifies the main culprits of the historical discrepancies and addresses them, in order to generate reliable opacity spectra. These spectra are then shown to be in excellent agreement with the emission from a droplet-based EUV source. We find that EUV light predominantly originates from transitions between multiply-excited states. Contrary to the prevailing view, contributions from one-electron-excited states are minor. Moreover, we find that transitions between these multiply-excited states also strongly contribute to the same narrow 2% bandwidth around 13.5 nm as those originating from the well-known singly-excited states. This serendipitous alignment of transitions furthermore occurs over a range of charge states Sn^11+^--Sn^14+^. A doubly magic behavior of tin is revealed. Having uncovered the true origins of the EUV light, our calculations will thus enable predictive modeling of future, more powerful and efficient laser-driven plasma sources of EUV light.

Results {#Sec2}
=======

Level structure of tin ions {#Sec3}
---------------------------

The electronic energy level scheme presented in Fig. [2](#Fig2){ref-type="fig"} exemplifies the characteristics in the atomic structure that need to be captured to accurately model a Sn plasma for nanolithograpic applications. This structure shows the average energies and widths of some of the typical configurations that play a role in the generation of EUV photons. The most notable phenomenon is that the excitation energies of electrons within the *n* = 4 manifold shown are rather independent of the occupation of the manifold itself: the energy required to promote a 4*p* electron to the 4*d* subshell is almost the same regardless of the number of electrons in any of the other subshells. Fig. [2](#Fig2){ref-type="fig"}a shows that this holds either when changing charge state or excitation degree. This remarkable fact notwithstanding, the predominant view has been that only transitions of type 4*p*^6^ 4*d*^*m*^ − 4*p*^6^ 4*d*^*m*−1^4*f*  + 4*p*^5^ 4*d*^*m*+1^ (with *m* = 3. . . 0 for *q* = 11. . . 14 in Sn^*q*+^), that is transitions from the singly-excited configurations significantly contribute to the emission of EUV photons. We will demonstrate the contrary: the contributions from multiply-excited states dominate. Taking as an example the Sn^12+^ ion, Fig. [2](#Fig2){ref-type="fig"}b shows that the multiply-excited configurations, due to their large number of levels and high statistical weights (Fig. [2](#Fig2){ref-type="fig"}c), have large populations despite the lower excitation probabilities that are here described using a Boltzmann distribution. Surprisingly we find that, for example, the triply-excited states have similar partition function contributions as the singly-excited states. These configurations therefore also must make an equally significant contribution to the production of EUV photons. The large number of decay channels is exemplified in Fig. [2](#Fig2){ref-type="fig"}d with configurations decaying via electric dipole transitions towards the lower levels, which in turn decay again radiating similar energy photons. We note that Fig. [2](#Fig2){ref-type="fig"} shows only a relatively small example of the number of configurations produced by successive Δ*n* = 0 excitations from the ground configuration. In the full calculations, presented in the next section, further Δ*n* = 0 excitations, and excitations into the *n* = 5 shell, are also included. Many of these transitions also make significant contributions to the emission in the relevant wavelength range.Fig. 2Energy levels of tin ions and their population.**a** Schematic energy level diagram of the ions Sn^11+^--Sn^14+^, showing only selected Δ*n* = 0 transitions for clarity. The ground-state configurations of these ions take the form 4*d*^*m*^, with *m* = 3 − 0. The lowest-lying level of each ground-state manifold is shown in black and is fixed at an energy of 0 eV. The energy \"spread\'\' of an excited configuration is illustrated by a rectangle, centered at the average energy of the configuration and whose width represents the first moment of the level distributions. The shaded gray area denotes the ionization potentials of the ions. For the Sn^12+^ ion example case: **b** Statistical weight $\documentclass[12pt]{minimal}
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                \begin{document}$$\exp (-E/kT)$$\end{document}$ with *T* = 32 eV. **d** Number of lines per grouped configuration. In the final calculations, more excitations from further Δ*n* = 0 permutations and excitations into the *n* = 5 shell are also considered, resulting in a total of 10^10^ dipole allowed transitions.

In the following, we present the opacity spectrum of a Sn plasma calculated in local thermodynamic equilibrium (LTE) at conditions relevant for the production of EUV light in an industrial setting. The calculations were performed using the Los Alamos code ATOMIC^[@CR29],[@CR30]^, which takes as input state-of-the-art atomic data calculated with the Los Alamos suite of atomic codes^[@CR31],[@CR32]^. The atomic structure was calculated using the semi-relativistic Hartree-Fock approach implemented in the CATS code (based on Cowan's code^[@CR33]^). These data are used by ATOMIC to calculate opacity spectra under the assumption of LTE with input from equation-of-state calculations performed with ChemEOS^[@CR34],[@CR35]^, which ensures convergence of the partition function and thermodynamic consistency.

Atomic structure calculations {#Sec4}
-----------------------------

One of the most challenging aspects in calculations of Sn plasma opacities is the atomic structure of the highly charged Sn ions, due to their open 4*d*-subshells and the existence of strong configuration-interaction (CI) between levels in the *n* = 4 manifold. The difficulties associated with accurate calculations of these level structures were presented in a recent study of Colgan et al. whereby Sn opacities, calculated using the aforementioned Los Alamos codes, were shown to be sensitive to the number of configurations included in the CI expansion^[@CR19]^. However, without a suitable experimental benchmark, it was not possible to determine whether sufficient configurations were included in the atomic structure models.

In the current work, to ensure that the position of multiply-excited levels and their oscillator strengths are calculated to the highest possible accuracy, full CI effects are taken into account for most of the single, double, and triple excitations of valence, 4*s*, and 4*p* electrons of the ground-state configuration into the majority of *n* = 4 and *n* = 5 subshells. The list of configurations that were included in the full CI calculation for Sn^12+^ is presented in Table [1](#Tab1){ref-type="table"}. This list comprises 94 configurations and generates over 3 × 10^5^ fine-structure levels and more than 10^10^ dipole-allowed transitions, far more than were taken into account in other modeling work (see, for example, the work of Sasaki et al.^[@CR36]^ on CO~2~-laser-driven Sn plasma). Similar sets of configurations were used for the neighboring ion stages. Moreover, we also included a significant number of other configurations for which the transitions were included using intermediate-coupling^[@CR19]^. This mixed approach, called '2-mode', maintains the accuracy of CI calculations for the most important transitions in the EUV regime, while retaining other levels that represent more highly excited states that are necessary for an accurate partition function and opacity at higher photon energies. Thus our approach meets the twin requirements of accuracy (for the crucial transitions), and completeness (for partition function convergence).Table 1Configuration list.Inner subshellsOuter subshells4*s*^2^4*p*^6^+{4*d*^2^, 4*d*4*f*, 4*f*^2^, 4*d*5*l*, 4*f*5*l*}4*s*^2^4*p*^5^+{4*d*^3^, 4*d*^2^4*f*, 4*d*4*f*^2^, 4*d*^2^5*l*, 4*d*4*f*5*l*}4*s*^2^4*p*^4^+{4*d*^4^, 4*d*^3^4*f*, 4*d*^2^4*f*^2^, 4*d*^3^5*l*, 4*d*^2^4*f*5*l*}4*s*^1^4*p*^6^+{4*d*^3^, 4*d*^2^4*f*, 4*d*4*f*^2^, 4*d*^2^5*l*, 4*d*4*f*5*l*}4*s*^2^4*p*^3^+{4*d*^5^, 4*d*^4^4*f*, 4*d*^3^4*f*^2^, 4*d*^4^5*l*, 4*d*^3^4*f*5*l*}4*s*^1^4*p*^5^+{4*d*^4^, 4*d*^3^4*f*, 4*d*^2^4*f*^2^, 4*d*^3^5*l*, 4*d*^2^4*f*5*l*}4*s*^2^4*p*^6^+{5*s*^2^, 5*s*5*l*, 5*p*^2^, 5*p*5*l*, 5*d*^2^, 5*d*5*l*, 5*f*5*g*}4*s*^2^4*p*^5^4*d*+{5*s*^2^, 5*s*5*p*, 5*s*5*d*}List pertains to the configurations included in the full configuration interaction (CI) calculation for Sn^12+^ as used in the main text. Here, angular momenta *l* = 0--4 → *s*--*g*.

The list of configurations adopted for a given ion stage was determined by systematically increasing the number of configurations allowed to interact, and identifying for which configuration sets the positions of the dominant transitions converge. It is well-known that ab initio calculations performed in this manner do not necessarily reproduce experimental spectra to a high degree of accuracy. To circumvent this, it is standard practice in Cowan code calculations to introduce so-called scaling factors which pre-multiply the radial integrals appearing in the Hamiltonian matrix elements. As noted by Cowan^[@CR33]^, these scaling factors account for the 'infinity of small perturbations' that are necessarily omitted in practical atomic structure calculations. Normally, a reduction of 10--15% of the radial integrals, that is, applying scaling factors of 0.85--0.9, can bring theoretical calculations of level energies (and subsequently calculated transition wavelengths) into very good agreement with experimental observations. In our CATS calculations, the scaling factor is set to a standard 0.87 based on previous CATS calculations performed on a wide range of elements and charge states. When using the configuration set in Table [1](#Tab1){ref-type="table"}, already much larger than previous calculations presented in ref. ^[@CR19]^, the position of the major transitions to the ground-state configuration (for example, $\documentclass[12pt]{minimal}
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                \begin{document}$$4{d^{2^1}}$$\end{document}$G~4~ → 4*d*4*f* ^1^H~5~ in Sn^12+^) are in excellent agreement with the experimental observations in ref. ^[@CR14]^. Calculations were then performed using ATOMIC including atomic structure data for all relevant ion stages calculated in a manner similar to Sn^12+^. These calculations produced an intense emission feature in good qualitative agreement with the measured spectrum, apart from a crucial shift in the central position of the emission feature towards shorter wavelength. In fact, the feature was positioned outside the relevant 2% emission band for nanolithography. Since it was established that the well-known transitions to the ground manifold are correctly calculated, the discrepancy must originate from inaccurate positioning of transitions between excited states.

This unexpected finding led us to re-consider our atomic structure calculations for the excited-excited transitions. Little data for such excited transitions are available for the Sn^11+^--Sn^14+^ ions. For Sn^14+^, the calculated electronic structure differed from the interpretation of charge-exchange measurements (and accompanying calculations) of D'Arcy et al.^[@CR37]^ by around 2%  in wavelength position. We found that reducing the scaling factors in CATS to 0.75 yielded much better agreement with these data and with the experimental charge-exchange emission spectra of Ohashi et al.^[@CR17]^. This further reduction may account for greater correlation effects between these high-energy configurations, arising from their high density of states.

Adopting scaling factors of 0.87 and 0.75 for the transitions to the ground manifolds and for transitions between excited states, respectively, opacity spectra are calculated at the representative temperature and density of 32 eV and 0.002 g cm^−3^ (\~10^20^ e^−^ cm^−3^). These plasma conditions, used throughout this paper, are typical for a 1-μm-driven LPP tailored for emission of 13.5-nm photons, as suggested by radiation hydrodynamic simulations^[@CR24],[@CR25]^ (see "Methods" section). Light emission is described as occurring at sub-critical density, close to the sonic surface of the ablation front at an electron density of several 10^20^ e^−^ cm^−3^. These density and temperature values also support the LTE approach adopted (see Methods).

In Fig. [3](#Fig3){ref-type="fig"}, the contribution of the four ion stages Sn^11+^--Sn^14+^ to the total opacity is shown. Each spectrum shows the three major bound-bound contributions, which can be loosely associated with singly-excited, doubly-excited, and triply-excited states (see Fig. [2](#Fig2){ref-type="fig"}). Remarkably, for this choice of temperature and density, the well-known transitions to the ground levels comprise only 11% of the total opacity in the 5--20 nm range. The remaining 89% is associated with higher-lying transitions: 26% is attributed to transitions between singly- and doubly-excited states, 25% to transitions between doubly- and triply-excited states, and 38% is associated with higher excitations. Even when considering the opacity in a 2% bandwidth around 13.5 nm, the transitions from singly-excited configurations only account for 19% of the total opacity.Fig. 3Opacity spectra of tin ions.Calculations were performed for a 32 eV, 0.002 g cm^−3^ Sn plasma in local thermodynamic equilibrium. The shaded areas represent the cumulative contributions (that is the next contribution is plotted stacked on top of the previous one) stemming from different types of excited states. They are divided according to the energy of the lower state into which the ions radiatively decay: in blue, transitions into the ground state manifold (from single-electron excited states); in green, transitions into levels with energies between 0 and 150  eV (comprising mainly transitions between singly- and doubly-excited states); in purple, transitions occurring between doubly-excited states (lying above 150  eV) and higher-lying multiply-excited states. **a**--**d** Opacity spectra of the individual Sn ions. **e** Total opacity spectrum. The left inset contains the simplified atomic structure of Sn^13+^ (see Fig. [2](#Fig2){ref-type="fig"} and main text), while the right inset shows the relative charge state population of the plasma. All spectra are convoluted with a Gaussian profile to improve the visibility of the various contributions.

Comparison to experiment {#Sec5}
------------------------

In order to benchmark our present calculations, we have made comparisons with experimental laser-produced tin-plasma spectra recorded for a variety of laser intensities, which determine the plasma properties such as temperature and degree of ionization^[@CR38]^. Guided by our radiation-hydrodynamics simulations (see below), we performed ATOMIC calculations at predicted ranges of plasma temperatures and densities, and compared these to the measured spectra to ascertain the specific sets of conditions that lead to best agreement between modeling and experiment. The experimental spectra were obtained by irradiating a molten Sn microdroplet, 30 μm in diameter, with a 15-ns-long Nd:YAG laser pulse having a flat-top spatial profile of 96 μm diameter^[@CR38],[@CR39]^. The emission in the EUV regime is recorded using a wavelength-calibrated spectrometer^[@CR40]^. The experiment is described in further detail in ref. ^[@CR38]^. Spectra have been recorded at three distinct laser intensities: 1.4 × 10^11^  W cm^−2^ (this value gives optimal performance with respect to EUV emission^[@CR38]^), 6.6 × 10^10^ W cm^−2^, and 3.9 × 10^10^ W cm^−2^.

To enable a comparison between opacity calculations and experimental emission spectra, we must adopt a model for radiation transport through the plasma medium. In LTE, the complexity of the radiation transfer problem is reduced since the (spectral) emissivity *η*~*λ*~ and the (spectral) opacity *κ*~*λ*~ are linked by the relation *η*~*λ*~ = *B*~*λ*~ ⋅ *κ*~*λ*~ ⋅ *ρ*^[@CR41]^, where *B*~*λ*~ is Planck's spectral radiance and *ρ* the mass density (the product of *κ*~*λ*~ and *ρ* being the absorptivity *α*~*λ*~). Generally, even in the 1D approximation, the radiation transport equation should be solved numerically along the plasma column leading to the observer. This would necessitate the calculation of opacities for each (*ρ*,*T*) pair. Such an endeavor, particularly in view of the level of detail in the opacity calculations here presented, is beyond the scope of this paper. Instead, a single-temperature, single-density approach is here employed. Indeed, recent experiments by Schupp et al.^[@CR22]^ have indicated that a dominant fraction of the EUV emission may be produced in such a quasi-stationary^[@CR24]^ single-density, single-temperature region. For such a medium, the spectral flux *I*~*λ*~ can be determined using the simple solution $\documentclass[12pt]{minimal}
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                \begin{document}$${I}_{\lambda }={B}_{\lambda }\left[1-\exp (-\tau )\right]$$\end{document}$, with the optical depth *τ* defined as the product between *α*~*λ*~ and the transport path-length *L*. The temperature of the opacities are chosen such that the calculated charge state contributions matched the observed one. In order to justify the choice of density and path length, we have undertaken radiation hydrodynamic simulations using the RALEF-2D code^[@CR24],[@CR25],[@CR42]^. These simulations indicate that the vast majority of the emission originates in a 10- to 30-μm-thick plasma having density on the order of 10^20^ e^−^ cm^−3^, rather independent of laser intensity (see Methods section). In our comparisons below, we use a constant 30-μm path length at 10^20^ e^−^ cm^−3^ density.

In Fig. [4](#Fig4){ref-type="fig"}, a comparison between the experimental emission spectra and the spectral fluxes obtained from applying the aforementioned 1D radiation transport model to the ATOMIC opacity calculations is presented for three different laser intensities. Overall, the level of agreement is excellent. Fig. [4](#Fig4){ref-type="fig"}a shows the spectrum for the laser intensity 1.4 × 10^11^ W cm^−2^. The spectral flux calculated using the single-density, single-temperature approach is able to reproduce the experimental emission strikingly well. The figure also shows the plasma opacity from Fig. [3](#Fig3){ref-type="fig"}, which makes apparent that without the contributions from the multiply excited states it would not be possible to fully explain the experimental spectrum. To further highlight the importance of these transitions, our results are compared with calculations from previous works. The dashed line was obtained using the opacity from Colgan et al.^[@CR19]^, which, as discussed in a previous section, perfectly exemplifies the shift of the main emission feature towards shorter wavelengths, arising from inaccuracies in the calculated line positions for transitions between multiply-excited states. The dotted line is based on opacity data from ref. ^[@CR27]^, generated with the HULLAC code at an electron temperature of 30 eV but at a higher mass density of 0.01 g cm^−3^. To enable the comparison at similar optical depth, the path length used to calculate the spectral flux was five times shorter. These calculations significantly overestimate the width of the main emission feature and are in poor agreement with the experimental spectra and, while some disparities could be explained by the density difference, the overall discrepancy may be attributed to the atomic structure employed.Fig. 4Comparing calculation to experiment.Experimental spectra (black solid lines) and calculated fluxes (red solid lines) are shown, normalized to their respective maximum. The spectral fluxes are the result of the 1D radiation transport through a single-density (0.002 g cm^−3^), single-temperature plasma (see main text). **a** Spectral flux calculated using an opacity spectrum from ref. ^[@CR19]^ (dashed line) and the spectral flux obtained from HULLAC calculations^[@CR27]^ (dotted line). Opacity spectra, broken down according to the various contributions illustrated in Fig. [3](#Fig3){ref-type="fig"} are also shown. The mean charge state $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\,\text{Z}\,}$$\end{document}$ of the calculation is given as well. The shaded gray area highlights the industrially-relevant 2 % bandwidth around 13.5 nm. **b**, **c** Same as in **a** but for two lower laser intensities and associated plasma temperatures.

Figure [4b and c](#Fig4){ref-type="fig"} show the comparison between calculations and experiment at lower laser intensities. These spectra clearly exhibit the spectral signature of lower Sn charge states. The data are still in good agreement, even though some deviations are observed in the 14--16 nm region. Indeed, our assumptions might (partially) break down at lower intensities, due to inapplicability of the single-density, single-temperature approach or deviation from the calculated charge state balance. The opacity breakdowns for these two cases show that the relevance of the multiply-excited states decreases for the lower plasma temperatures but they are still necessary for complete opacity spectra.

Discussion {#Sec6}
==========

It is interesting to consider why multiply-excited states appear to be so important in Sn plasma. Lower Z elements under similar conditions, for example, Al or Fe, are also ionized approximately ten times; however, this results in ion stages with much simpler configurations, such as open-2*p*- or open-3*p*-subshells in Al and Fe respectively. Multiply-excited states in these subshells have much smaller statistical weights compared to the multiply-excited states of Sn, and so their relative contribution to the plasma emission is also much smaller. If instead one looks once again at open-4*d*-subshells but in a lighter element, such as neutral Sr, the multiply-excited states are energetically much further away from the ground state due to the smaller nuclear charge. Compared to Sn, this significantly reduces their contribution to the partition function. For example, the 4*p*^5^ 4*d*^3^ configuration in neutral Sr at a temperature of 1 eV contributes 10^−13^ times less than in the case of the same configuration for Sn ions in a 30 eV plasma. For all of these reasons, Sn finds itself in this peculiar position in which, due to the plasma conditions necessary for nanolithography, the complicated structures of these multiple, *n* = 4 excited-electron configurations play a staggeringly important role. These multiply-excited states will also play an important role in other short-wavelength applications^[@CR43]^ ranging from beyond-EUV lithography^[@CR2]^ to water-window imaging^[@CR44]^ where candidate elements for LPP exhibit strong *n* = 4 − 4 transition arrays that contribute to radiation, with emission wavelength decreasing with the atomic number following a quasi-Moseley law^[@CR45]^.

In conclusion, we show that, contrary to the prevailing view, the opacity of high-density Sn plasma of relevance for nanolithographic applications are characterized by a remarkably large contribution from multiply-excited states. Multiple electron excitation into the 4*d* or 4*f* subshells leads to states with very high angular momenta and large statistical weights. These configurations are heavily affected by configuration-interaction, making them challenging to calculate accurately. Crucially, the dominant bound-bound transitions involving these multiply-excited states are clustered close to 13.5 nm wavelength, as are the transitions from singly-excited states. These insights finally enable explaining the intense emission feature from Sn LPPs that are right now entering high-volume manufacturing in the nanolithographic industry for the continued progress of miniaturization of semiconductor devices. The calculations are shown to be in excellent agreement with experimental emission spectra from a droplet-based, Sn laser-produced-plasma source of EUV light. Our results will enable accurate simulation of emission spectra from radiation-hydrodynamic simulations of high-density Sn plasmas aiding the development of future more powerful and energy-efficient EUV light sources.

Methods {#Sec7}
=======

Los Alamos atomic codes {#Sec8}
-----------------------

The atomic structure calculations used in our modeling are discussed in detail in the main text. These calculations are augmented by photoionization cross sections computed from the Los Alamos GIPPER code^[@CR32]^. These data are read into the plasma modeling code ATOMIC. In its LTE mode, ATOMIC computes the partition function for a given temperature & density using the CHEMEOS^[@CR34],[@CR35]^ option, which computes equation-of-state quantities in a chemical picture. ATOMIC then computes the resulting plasma opacity or emissivity using this partition function, coupled with the detailed atomic transition data from CATS.

Validity of local thermodynamic equilibrium {#Sec9}
-------------------------------------------

The large number of available (\~10^10^) transitions computationally precludes performing full-detail collisional radiative modeling. It is common to invoke local thermodynamic equilibrium (LTE) in such cases to enable the prediction of experimental spectra using Boltzmann-distributed excitation-population densities. Several validity criteria for LTE are available, mostly revised versions of the original proposed by Griem^[@CR46]^, for atomic systems of limited complexity. These validity criteria would indicate establishment of LTE at a density scale of 10^20^--10^21^ e^−^ cm^−3^, supporting its invocation in the current work.

To enable a more direct validation, configuration-averaged non-local thermodynamic equilibrium (non-LTE) calculations were also run using ATOMIC in its non-LTE mode. The configuration-average atomic data needed for the non-LTE calculations were generated using the LANL suite of atomic physics codes. The CATS calculations, in this case, were made with the default Cowan scale parameters. Rates of collisional excitation and ionization, and autoionization (and the inverse of these processes) are needed to perform a non-LTE calculation. The generation of these data, plus the need for a full matrix solve of the collisional-radiative problem, means that we normally require about three orders of magnitude more computing resources than a LTE calculation that uses the same number of atomic states. This is why we considered the much simplified configuration-average problem with a small number of configurations, taking into account only Δ*n* = 0, 1 excitations but including the doubly and triply excitations within the *n* = 4 manifold. The calculations, shown in Fig. [5](#Fig5){ref-type="fig"}, were performed for a 32 eV, 0.002 g cm^−3^ (\~1 × 10^20^ e^−^ cm^−3^) plasma under both LTE and non-LTE conditions. It is immediately apparent that there is difference in the charge state distribution and the obtained non-LTE spectrum would not be relevant for the comparison at the given temperature. Still, a large fraction of the population is shown to be retained in the multiply-excited configurations. For a fairer comparison, following the established approach in Sasaki et al.^[@CR36]^ (also see the review by Bauche et al.^[@CR47]^) we slightly increase the non-LTE temperature to 34.5 eV such that the mean charge state $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\,\text{Z}\,}$$\end{document}$ in non-LTE equals that of the 32 eV-LTE calculations. This small step in temperature renders the charge state distribution indistinguishable from the LTE one (see Fig. [5](#Fig5){ref-type="fig"}). The small change in the temperature needed to reproduce the LTE calculations furthermore strongly indicates that the system is close to LTE at 32 eV and 0.002 g cm^−3^. Photo-excitation by the radiation field, not included in our non-LTE calculations, would bring the system even closer to LTE. At these temperatures, our non-LTE calculations would indicate similarly strong contributions as in LTE of the multiply-excited states to the emission of EUV light from tin LPP.Fig. 5Validity of local thermodynamic equilibrium (LTE).**a** Charge state distribution calculations for a 32 eV, 0.002 g cm^−3^ (\~1 × 10^20^ e^−^ cm^−3^) plasma under both LTE and non-LTE conditions; a non-LTE calculation for a 34.5 eV temperature is additionally shown. **b** Fractional population in configurations grouped by excitation degree (as in Fig. [2](#Fig2){ref-type="fig"}) under conditions indicated in **a** from configuration-averaged (CA) calculations (see main text). CA energies are offset for better visibility.

Radiation-hydrodynamics simulations {#Sec10}
-----------------------------------

We have performed RALEF-2D simulations to explore where the extreme ultraviolet light is generated in a laser-produced-plasma resulting from the irradiation of a Sn microdroplet by a high-intensity, 1-μm-wavelength laser-pulse. RALEF-2D is a two-dimensional numerical code which solves the 2D single-fluid, one-temperature hydrodynamics equations and the spectral radiation transfer equation, using opacity tables generated with the THERMOS code^[@CR48]^. In the RALEF-2D code, energy transport via radiation is coupled directly to the fluid through the fluid energy equation, and therefore spectral radiation transport is treated in a self-consistent manner. As has been demonstrated previously, the radiation-hydrodynamic approach implemented in RALEF-2D makes it very apt in simulating systems in which energy transport by thermal radiation plays a significant role^[@CR24],[@CR25],[@CR42],[@CR49]^. The code was also recently validated against measurements of laser-induced propulsion of Sn microdroplets^[@CR50]^.

The simulations begin by setting the initial conditions of the system: droplet size, spatial and temporal laser profiles, and laser energy. For the three spectra shown in Fig. [4](#Fig4){ref-type="fig"}, the parameters are as follows: 30 μm droplet diameter; box-shaped laser profiles, 96 μm spatially, and 15 ns temporally; laser energies of 170 mJ, 78 mJ, and 47 mJ, corresponding to intensities of 1.4 × 10^11^ W cm^−2^, 0.7 × 10^11^ W cm^−2^, and 0.4 × 10^11^ W cm^−2^. From the simulation results, it is possible to obtain two-dimensional spatial profiles of temperature and density as a function of time. To simplify the analysis, we have generated one-dimensional profiles of these two quantities along a −60° line-out with respect to the laser propagation direction, effectively emulating the observation angle of the spectrometer in the experiment. The duration of the laser beam is sufficient to have a steady-state ablation front, and therefore in the following we will look at the time instant at the end of the laser pulse (before it is turned off).

In Fig. [6](#Fig6){ref-type="fig"}a, we plot the spatial variation of temperature and density obtained from the RALEF-2D code along the aforementioned −60° line-out for the three relevant laser power densities. The spatial variation of these two quantities sets the radiation properties of the plasma medium. In order to pinpoint the origin of the intense EUV emission in the simulated plasma, we have undertaken a post-simulation analytic study of radiation transport using these temperature and density profiles. In our simplified approach, we first assume that the effects of scattering are small relative to absorption mechanisms; secondly, we consider frequency-integrated variables to simplify the amount of data necessary for these calculations. In this static limit, all variables are ultimately a function of only the position along the transport length *s* and therefore the radiation transport equation reads:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial I}{\partial s}=\alpha [B(T)-I],$$\end{document}$$with *I* the frequency-integrated radiation intensity, *s* the path length variable, *α* the non-linearly averaged absorption coefficient, and *B*(*T*) = *σT*^4^/*π*. In order to solve the previous equation, one needs an approximate value for *α*. In general, this quantity is equated to the Planck mean opacity:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha \approx {\alpha }_{P}\equiv \frac{1}{B(T)} \int_{0}^{\infty }{\alpha }_{\nu }{B}_{\nu }\,\text{d}\,\nu .$$\end{document}$$The Planck mean opacity, in the case of Sn plasma, can be calculated as follows^[@CR24]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\alpha }_{P}\ [\,\text{m}{}^{-1}\text{}\,]=3.3\cdot 1{0}^{-7}\cdot \rho \ [\,\text{g}\,\text{cm}{}^{-3}\text{}\,]\cdot {T}^{-1}\ [\,\text{eV}\,].$$\end{document}$$This equation allows for the calculation of the spatial variation of *α*~*P*~, denoted *α*(*s*) in the following, using the temperature and density profiles shown in Fig. [6](#Fig6){ref-type="fig"}a. Although this approach is indeed a simplified version of that taken in the RALEF-2D code (which explicitly employs density- and temperature-dependent spectral absorption coefficients *α*~*ν*~(*ρ*, *T*) calculated using the THERMOS code), it can be used to identify the position and extent of the EUV-emissive zone. The solution to Eq. [(1)](#Equ1){ref-type=""} reads:$$\documentclass[12pt]{minimal}
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                \begin{document}$$I(s)=  \,\,{I}_{0}\exp \left[-\int_{s0}^{s}\alpha (s^{\prime} )\,\text{d}\,s^{\prime} \right]\\   +\int_{s0}^{s}\alpha (s^{\prime} )B(s^{\prime} )\exp \left[-\int_{s^{\prime} }^{s}\alpha (s^{\prime\prime} )\,\text{d}s^{\prime\prime} \right]\text{d}\,s^{\prime} ,$$\end{document}$$which can be easily solved numerically using the line-out profiles obtained from RALEF-2D.Fig. 6Simulation results.**a** Temperature and density profiles calculated by RALEF-2D simulations for laser intensities of 0.4 (dotted), 0.7 (dashed) and 1.4 (solid) × 10^11^ W cm^−2^, respectively. **b** Radiation field intensity obtained by solving the simplified frequency-integrated transport equation, from Eq. ([4](#Equ4){ref-type=""}), along the density and temperature profiles in **a**.

The solution to *I*(*s*) is presented, alongside the temperature and density profiles, for the three laser intensities in Fig. [6](#Fig6){ref-type="fig"}. These profiles, besides their absolute values, are rather independent of laser intensity. The laser light is found to be dominantly absorbed in the underdense corona before reaching the critical surface, in line with the findings in ref. ^[@CR24]^. The profiles in panel b clearly show that the vast majority of the radiation field intensity builds up in the first 20 μm, then levelling off as the lower temperature, rarefied plasma does not contribute strongly to the radiation field, neither in emission nor in absorption. In all three cases explored, half of the far-field radiation field intensity is shown (see Fig. [6](#Fig6){ref-type="fig"}b) to be achieved at an electron density of 3 × 10^20^ cm^−3^ and a 80% fraction of the final radiation field intensity is built up over a 10 μm path length. These values found are in good agreement with the ones chosen in the 1D radiation model necessary to compare the opacity calculations to the experimental emission spectra, where a path length of 30 μm together with the density of 10^20^ cm^−3^ gives very good agreement with the experimental data. At an electron density of 3 × 10^20^ cm^−3^, the plasma is even closer to LTE and the slightly higher temperature, cf. Fig. [6](#Fig6){ref-type="fig"}, at this higher density will result in even larger population fractions in the multiply-excited states given their exponential dependence on the plasma temperature.

On the other hand, temperature peak values given by the code are higher than expected. These results are rather inconsistent with our spectroscopic measurements simply on the basis of charge state balance. If we look at the highest intensity case in Fig. [6](#Fig6){ref-type="fig"}, temperatures over 45 eV are observed. At this temperature, we would expect a plasma average charge state above 14+ according to ref. ^[@CR24]^. This is demonstrably not the case. These discrepancies could be originating from the opacity tables employed in RALEF-2D, which do not include the contribution from multiply-excited states as outlined in the present work, and underline the importance of obtaining accurate opacity tables. Some ambiguity about the plasma temperature which best matches the data remains. As the laser intensities and associated temperatures are shown to have a minor influence on density and length scale results (cf. Fig. [6](#Fig6){ref-type="fig"}), these minor inconsistencies do not impact the results of said density and length scales.
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