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Abstract
Several estimates for singular integrals, maximal functions and the spherical
summation operator are given in the spaces LpradL
2
ang(R
n), n ≥ 2.
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1. Introduction
A well-known open problem in Fourier analysis is the Bochner-Riesz oper-
ator conjecture, which asserts the Lp-boundedness of the Fourier multipliers
T̂αf(ξ) =
(
1− |ξ|2)α
+
f̂(ξ)
on Lp(Rn), so long as
2n
n+ 1 + 2α
< p <
2n
n− 1− 2α
where 0 < α < (n− 1)/2 and
f̂(ξ) =
∫
Rn
e−2πix·ξf(x) dx
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denotes the Fourier transform in Rn.
The problem is well understood in dimensions n = 1 and n = 2 (see [24],
[3], [12], [6]). But in higher dimensions, although there are several interesting
results by many authors, it remains open.
Its relevance is due, on the one hand, to the very natural question being
asked, but also because of its close connection with some other basic objects,
namely the so-called Kakeya maximal function, the restriction properties of
the Fourier transform, or the covering properties satisfied by parallelepipeds
in Rn having arbitrary directions and eccentricities.
There is also the hope that obtaining deep understanding of the Bochner-
Riesz operators could be a first step in the project of extending the classical
Caldero´n-Zygmund theory of singular integrals, or pseudodifferential opera-
tors, going beyond kernels whose singularities are located only at the origin
or at infinity, as is demanded in several areas of number theory or PDEs.
In the extreme case, α = 0, the multiplier T = T0 is given by the indicator
function of the unit ball. By a remarkable result of C. Fefferman [11] we know
that it is bounded only in the obvious case p = 2, disproving the conjecture
about the boundedness of T in the range 2n/(n + 1) < p < 2n/(n− 1).
In its proof Fefferman made use of the properties of the Kakeya sets in the
plane (for every N ≫ 1 there is a set whose measure is less than 1/ logN but
containing a rectangle of dimensions 1×1/N on every direction), but also of a
previous result due to Y. Meyer, who observed that the Lp-boundedness of T
implies a vector-valued control for Hilbert transforms in different directions
of the space. More concretely:
Let
Hωf(x) = p.v.
∫ ∞
−∞
f(x− tω)
t
dt, ω ∈ Sn−1, (1)
Then T bounded on Lp(Rn) implies∥∥∥(∑ |Hωjfj |2)1/2∥∥∥
p
.
∥∥∥(∑ |fj |2)1/2∥∥∥
p
.
(Throughout this paper the symbol f . g means that there exists C inde-
pendent of f and g such that |f(x)| ≤ C|g(x)| for all x. We will also write
f .s g to denote that the involved constant depends upon the parameter s).
It was precisely that vector-valued inequality, the one disproved by Fef-
ferman with the help of an appropriated Kakeya set, which one may now
describe as the main enemy of the Bochner-Riesz conjecture.
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One way of defeating the enemy was introduced in [8] (see also [14] for
an independent proof):
T is bounded on LpradL
2
ang(R
n) if and only if
2n
n + 1
< p <
2n
n− 1 ,
where the norm in LpradL
2
ang(R
n) is given by the integral
(∫ ∞
0
(∫
Sn−1
|f(rθ)|2 dσ(θ)
)p/2
rn−1 dr
)1/p
with dσ the uniform measure in the unit sphere and r > 0, θ ∈ Sn−1 are the
polar coordinates in Rn.
Throughout this paper the proof given in [8] will be revisited, improving
some of the arguments and estimates. In particular we will show that Meyer’s
lemma holds in the expected range 2n/(n + 1) < p < 2n/(n− 1) so long as
we substitute Lp(Rn) by LpradL
2
ang(R
n).
For every 1 < p < ∞, singular integrals (i.e. integral operators whose
kernels are given by p.v.‖x‖−nΩ(x/‖x‖), with ∫
Sn−1
Ω = 0) yield bounded
operators on LpradL
2
ang(R
n). However, it is somehow surprising to realize that
directional Hilbert transformsHω defined by (1) are bounded on L
p
radL
2
ang(R
n)
if and only if 2n/(n+ 1) < p < 2n/(n− 1).
To see that p must necessarily lie in this range for the boundedness of
Hω it suffices to check the action of Hω over the indicator function of a unit
cube. However, the other implication is more involved and we will present
two different proofs.
One of them is on the spirit of Meyer’s lemma and makes use of the
main result in [8]. The second is based on properties of the universal Kakeya
maximal function:
Uf(x) = sup
a,b>0
ω∈Sn−1
1
a+ b
∫ b
−a
∣∣f(x+ tω)∣∣ dt. (2)
With the help of Kakeya sets it is easy to see that U cannot be bounded
on any space Lp(Rn), 1 ≤ p < ∞. However we will present a geometric
argument to show that, acting on radial functions f , we have the estimate
‖Uf‖p .p ‖f‖p for p > n.
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This was first proved in [1]. Here we will present a new proof using the old
“bush” and “brush” methods of [4], [5] and [23].
Throughout this paper several weighted estimates for singular integrals
play a crucial role. In particular the fact, discovered in [9], that for any s > 1,
and any locally integrable function f , we have that ω =
(
M(f s)(x)
)1/s
is a
weight in the class A1 such that
Mω(x) .s ω(x)
where M denotes the Hardy-Littlewood maximal function.
However, this should not be a big surprise, because the main reason
to ask the question raised in [9] (circa 1973) was to produce a functional
machine to reduce the Bochner-Riesz multiplier problem to the boundedness
properties of the Kakeya maximal function, that is to the covering properties
of parallelepipeds in Rn (see [7], [10]). In fact the formula
(
M(f s)
)1/s
yields
perhaps the most interesting examples of Ap weights. The other known cases
are the radial powers |x|α, and in this paper we will make use of both classes.
In particular we use that |x|α ∈ Ap(R) if and only if −1 < α < p−1. But we
also present an argument showing how the theory for the weights |x|α can
also be deduced from the estimate
M
((
M(f s)
)1/s)
.s
(
M(f s)
)1/s
.
Acknowledgement. I am grateful to Diego Co´rdoba, Fernando Chamizo
and Keith Rogers for their useful comments and help in the preparation of
the manuscript.
2. Singular integrals in LpradL
2
ang(R
n)
Consider the singular integral operator
Tf(x) = p.v.
∫
Rn
f(x− y)Ω(y)|y|n dy
where Ω is smooth enough and has zero mean value
∫
Sn−1
Ω(y)dσ(y) = 0.
Theorem 2.1. T extends to a bounded operator from LpradL
2
ang(R
n) to itself
when 1 < p <∞.
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Proof. It suffices to prove the theorem when 2 ≤ p < ∞ because then the
case 1 < p ≤ 2 will follow by duality.
Given f ∈ LpradL2ang(Rn) and g ∈ S(R), let us consider
I(f, g) =
∫ ∞
0
∫
Sn−1
∣∣Tf(r, θ)∣∣2g(r)rn−1 dσ(θ)dr = ∫
Rn
∣∣Tf(x)∣∣2g(|x|) dx.
By [9], we have
I(f, g) .s
∫
Rn
∣∣f(x)∣∣2(Mgs(x))1/s dx
for 1 < s <∞, where Mgs denotes the Hardy-Littlewood maximal operator
applied to the function gs(x) =
(
g(|x|))s. But
Mgs(x) = sup
x∈B
1
|B|
∫
B
gs(y) dy
is also radial. Therefore
I(f, g) .s
∫ ∞
0
∫
Sn−1
∣∣f(r, θ)∣∣2(Mgs(r))1/srn−1 dσ(θ)dr
.s ‖f‖Lp
rad
L2ang(R
n)
(∫ ∞
0
(
Mgs(r)
)q/s
rn−1 dr
)1/q
so long as 1 < s < q, where 2/p+ 1/q = 1.
Taking the supremum over all such g so that
∫∞
0
gq(r)rn−1 dr ≤ 1, we
obtain the proof of Theorem 2.1.
The theorem above is somehow the result that one may expect, but the
following is, perhaps, more surprising. Let us consider the Hilbert transform
Hω in the direction of ω ∈ Sn−1, defined in (1).
Theorem 2.2. Hω is bounded on L
p
radL
2
ang(R
n) if and only if 2n/(n + 1) <
p < 2n/(n− 1).
Proof. Because the rotational symmetry, it suffices to show the conclusion
for ω = en = (0, 0, . . . , 1).
To see the “only if” part we take f to be the indicator function of the
unit cube and observe that∣∣Henf(x1, x2, . . . , xn−1, y)∣∣ & 1|y|
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for |xj| ≤ 1/2, j = 1, 2, . . . , n− 1, |y| ≥ 2.
Then an elementary computation yields the inequality∫ ∞
0
∫
Sn−1
(∣∣Henf(r, θ)∣∣2 dσ(θ))p/2rn−1 dr &
∫ ∞
2
((1
r
)2 1
rn−1
)p/2
rn−1 dr
=
∫ ∞
2
rn−p(n+1)/2
dr
r
.
therefore the boundedness of Hen implies that p > 2n/(n + 1). Again the
other bound p < 2n/(n− 1) follows by duality.
To prove the “if” part let us observe first that the LpradL
2
ang(R
n) norm
is well-behaved under dilations and it is preserved under multiplication by
characters eix·η:
If fδ(x) = f(δx) then
‖fδ‖Lp
rad
L2ang(R
n) = δ
−n/p‖f‖Lp
rad
L2ang(R
n).
Therefore if T̂Rf(ξ) = χBR(ξ)f̂(ξ), where BR is the ball of radius R, we have
TRf(x) = T1f1/R(Rx)
which produces the estimate
‖TRf‖Lp
rad
L2ang(R
n) = R
−n/p‖T1f1/R‖Lp
rad
L2ang(R
n) . R
−n/p‖f1/R‖Lp
rad
L2ang(R
n)
. ‖f‖Lp
rad
L2ang(R
n)
uniformly on R > 0, so long as 2n/(n+ 1) < p < 2n/(n− 1).
Next we consider the multiplier, i sign(ξ ·ω), corresponding to the Hilbert
transform Hω and we observe that its boundedness properties are equivalent
to those of the Fourier multiplier operator associates to the indicator function
of hyperplanes {ξ : ξ · ω ≤ t}.
Given a function f (chosen so that its Fourier transform f̂ has compact
support) the expression
e−2πix·ξkTRk
(
e2πiy·ξkf(y)
)
(x)
corresponds to the Fourier multiplier given by the indicator function of the
ball of radius Rk centered at ξk. Choosing a convenient sequence of points
ξk and radius Rk we can write
χ{ξ·ω≤0}(ξ)f̂(ξ) = lim
k→∞
χ‖ξ−ξk‖≤Rk(ξ)f̂(ξ).
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Then dominated convergence, together with the uniform bounds of TRk in
LpradL
2
ang(R
n), 2n/(n+ 1) < p < 2n/(n− 1), allows to finish the proof.
A different proof of Theorem 2.2 is the following:
We start with the integral
I(f, g) =
∫ ∞
0
∫
Sn−1
∣∣Hωf(r, θ)∣∣2g(r)rn−1 dσ(θ)dr
We have
I(f, g) =
∫
Rn
∣∣Hωf(x)∣∣2g(|x|) dx .s ∫
Rn
∣∣f(x)∣∣2(Mωgs(x))1/s dx
where Mω denotes the one-dimensional Hardy-Littlewood maximal function
in the direction of ω and s > 1.
As gs(x) = gs(|x|) is radial one may consider its universal Kakeya maxi-
mal function, defined in (2), to get the upper bound
I(f, g) .s
∫
Rn
|f(x)|2(Ugs(x))1/s dx
that is
.s
(∫ ∞
0
∫
Sn−1
(∣∣f(r, θ)∣∣2 dσ(θ))p/2rn−1 dr)2/p(∫
Rn
(Ugs(x))q/s dx)1/q
where 2/p + 1/q = 1. To finish we make use of the fact that U is bounded
on Lp(Rn), p > n, when restricted to radial functions [1]:
Observe that 2n/(n+ 1) < p < 2n/(n− 1) yields
1
q
= 1− 2
p
< 1− n− 1
n
=
1
n
.
Therefore given q > n we choose s > 1 so that q/s > n to obtain∫
Rn
(Ugs(x))q/s dx .s ∫
Rn
|g(x)|q dx =
∫ ∞
0
|g(r)|qrn−1 dr
which coincides with ‖f‖Lp
rad
L2ang(R
n).
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Corollary 2.3 (Meyer’s lemma). Given {θj}, a countable family of directions
in Rn, and the corresponding directional Hilbert transforms, Hjf = Hθjf , the
following inequality holds:∥∥∥(∑ |Hjfj|2)1/2∥∥∥
Lp
rad
L2ang(R
n)
.
∥∥∥(∑ |fj|2)1/2∥∥∥
Lp
rad
L2ang(R
n)
where 2n/(n+ 1) < p < 2n/(n− 1).
Proof. Once more it is enough to prove it when 2 ≤ p < 2n/(n−1) and then
use duality to cover the other cases.
Given g ∈ S(R) we consider the integrals
∑
j
∫ ∞
0
∫
Sn−1
∣∣Hjfj(r, θ)∣∣2g(r)rn−1 dσ(θ)dr =∑
j
∫
Rn
∣∣Hjfj(x)∣∣2g(|x|) dx
that is
.s
∑
j
∫
Rn
|fj(x)|2
(Ugs(x))1/s dx
and
.s
∣∣∣∣
∫ ∞
0
∫
Sn−1
(∣∣∑
j
fj(r, θ)
∣∣2 dσ(θ))p/2rn−1 dr∣∣∣∣2/p∣∣∣
∫
Rn
(Ugs(x))q/s dx∣∣∣1/q
and the proof follows for the same reasons given in Theorem 2.2.
We finnish this section by presenting a new proof, using old techniques,
of the boundedness of the general Kakeya maximal function acting on radial
functions.
Related with these problems are maximal functions associated to vector
fields in Rn. Given a continuous field of directions, v(x), and a positive
valued real function p(x), let us consider
Mf(x) = sup
0<r,t<p(x)
1
r + t
∫ t
−r
∣∣f(x+ sv(x))∣∣ ds.
As it is usual in differentiation theory, the behavior of those maximal opera-
tors produces quantitative versions of the Lebesgue’s differentation theorem.
In general the problem is rather difficult but E. Stein and S. Wainger [18], and
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also several other authors [17], have created a theory which yields sufficient
conditions for boundedness.
However, for our discussion the following two examples are of special
relevance:
1) v(x) = x/‖x‖, p(x) =∞. In this case M is bounded on Lp(Rn) if and
only if p > n.
1*) v(x) = x/‖x‖, p(x) = 1
2
‖x‖. Then M is of weak-type (1,1).
2) In R2, v(x, y) = (−y, x)/‖(x, y)‖, p(x) = ∞. Then M is bounded on
Lp(R2), 1 < p <∞.
The proof of 1) uses polar coordinates together with the fact that |x|n−1 is
an Ap weight in R
n for p > n:∫
Rn
∣∣Mf(x)∣∣p dx = ∫
Sn−1
∫ ∞
0
∣∣Mf(r, θ)∣∣prn−1 drdσ(θ)
.p
∫
Sn−1
∫ ∞
0
∣∣f(r, θ)∣∣prn−1 drdσ(θ)
so long as p > n. The proof of 1*) is left as an exercise to the reader.
Regarding 2) let us consider in R2 identified with C, the change of vari-
ables w = log z mapping the straight line ρeiθ(1 + ir), r ∈ R, into the curve
Γ : log ρ+ iθ + log(1 + ir). But Γ is the result of translating the fixed curve
w = log(1+ir) to the point log ρ+iθ. Therefore, in the w-plane, the maximal
function is realized as
M̂g(w) = sup
0<t,r
1
r + t
∫ t
−r
∣∣g(w + γ(s))∣∣ ds,
where γ(s) = log(1 + is). In this setting we can apply the results of E. Stein
and S. Wainger [18] to finish the proof.
The result for the vector field 2) can be extended to higher dimensions
if we restrict our attention to radial functions, because, in that case, we can
take any direction perpendicular to the position vector x without changing
the value of the maximal function there.
That is, considering the product structure Rn = R×Rn−1 the evaluation
of the maximal function at the point (x1, x2, . . . , xn) can be obtained as
the evaluation of its n − 1-dimensional version acting on the slice {x1} ×
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Rn−1. Then an induction argument together with Fubini’s theorem gives the
boundedness for every p > 1.
Our proof for U will be then modeled upon these two extreme examples
1) and 2), and it will make use of the geometry of parallelepipeds in Rn to
treat the intermediate case:
In Rn, n ≥ 2, the universal Kakeya maximal function (2) is unbounded
on every Lp(Rn), 1 ≤ p <∞, as an appropriated Kakeya set argument easily
shows. However, acting on radial functions f we have
Proposition 2.4. ‖Uf‖p . ‖f‖p if p > n and f is radial.
Proof. Fixing a radial function f and a positive number λ > 0 let us consider
the set
Eλ =
{
x : Uf(x) > λ}.
Given x ∈ Eλ there is a set of directions Γx ⊂ Sn−1 so that
sup
a,b>0
ω∈Sn−1
1
a+ b
∫ b
−a
∣∣f(x+ tω)∣∣ dt ≥ λ
for every ω ∈ Γx. Clearly if ‖x‖ = ‖y‖ then Γx and Γy coincide after a
rotation. Furthermore, for a given x and ω ∈ Γx we will choose a, b satisfying
the inequality above and such that its sum a+ b is the biggest possible; then
among all such ω ∈ Sn−1, a and b, we select those maximizing the projection
of the segment
{
x+ sω : −a ≤ s ≤ b} into the radial direction.
Taking advantage of the radial symmetry and after some elementary geo-
metrical considerations, the set Eλ is contained in an “almost disjoint” union
of annuli:
Eλ =
⋃
j
{
R1j ≤ |x| ≤ R2j
}
=
⋃
Cj
satisfying the following properties:
1. For each annulus Cj there exists a direction ωj so that the average of |f |
on the segments of directions ωj, starting at some point of the sphere
‖x‖ = R1j and ending on the sphere ‖y‖ = R2j , is the given value λ.
2. We have that Cj ∩ Ck = ∅ if |k − j| ≥ 2.
Clearly, in order to estimate the size of Eλ = {Uf > λ} it is enough to
control, independently, the portion of that set contained in each annulus Cj .
We shall distinguish two classes of annuli:
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i) Thin shells:
{
R ≤ |x| ≤ R +∆; ∆ < 1
2
R
}
.
ii) Thick shells:
{
R ≤ |x| ≤ R +∆; ∆ ≥ 1
2
R
}
.
In both cases (thin or thick) we fix two poles N and S (North and South)
in order to estimate the portion of Eλ near the equator. Given the radial
symmetry we can select the direction ω in such a way that the ray from each
point of the shell meets the NS axis, but we can also establish the convention
that, among the two possible rays, the chosen one is pointing north.
For a thick annulus C its volume is comparable to (∆ + R)n. Therefore
one needs to show the inequality
(∆ +R)n .p
1
λp
∫
C
|f(x)|p dx for any p > n.
Let us observe that for each point in the sphere ‖x‖ = R + ∆ we are then
given a straight line segment Lx starting at x; ending at the inner sphere
‖y‖ = R; tangent to a certain sphere ‖y‖ = R0 ≤ R and such that
1. The average of |f | on Lx is λ.
2. The straight line Lx intersects the NS axis.
Again, given the fixed radial function f one can enlarge the segment Lx (with
some small positive number ǫ) to become a tube of radius ǫ. In such a way
that the average of |f | in that tube is bigger than, says, λ/2.
Next we cover Eλ (or a fixed portion of it close to the equator) with a
family of those tubes but keeping them pairwise disjoint at the outer sphere
‖x‖ = R +∆.
That is, we have obtained what is called a brush configuration of tubes,
meeting the NS axis and being disjoint at the outer sphere of the shell.
Let us denote by
{
T ǫν
}
ν
the collection of those tubes and let us consider
their overlapping function
∑
ν χT ǫν (x). Then some elementary geometric con-
siderations (“brush argument”) yields the following estimate:
∣∣{∑
ν
χT ǫν (x) ≥ d > 0
}∣∣ . (∆ +R)n
dn/(n−1)
. (3)
Therefore
|C| .
∑
ν
∣∣T ǫν ∣∣ . 1λ
∑
ν
∫
T ǫν
|f(x)| dx ≤ 1
λ
∑
ν
∫
|f(x)|
∑
ν
χT ǫν (x) dx
≤ 1
λ
‖f‖p
∥∥∑
ν
χT ǫν
∥∥
q
.
1
λ
‖f‖p|C|1/q with 1/p+ 1/q = 1,
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so long as q < n/(n− 1) (equivalently p > n) allowing us to finish the proof.
The elementary geometrical considerations are the following:
1) For each θ in the equator Sn−2 of Sn−1, let us consider the two di-
mensional plane Hθ determined by θ and the NS axis, and also the enlarged
band Hǫθ =
{
x : dist(x,Hθ) ≤ ǫ/2
}
. Choosing conveniently ǫ-spaced points
{θj} in Sn−2, we may assume that the sets Hǫθj ∩ {|x| = R+∆} are pairwise
disjoint and their union cover {|x| = R +∆}. Then their overlapping where
|x| < R +∆ is easily controlled: at distance R0 < r < R +∆ we have
∑
χHǫθj
(x) .
(∆+R
r
)n−2
.
Then the collection of tubes
{
T ǫν
}
is divided into disjoint classes by the
inclusion relation T ǫν ⊂ Hǫθj .
2) The tubes inside Hǫθj meets at the tangential inner sphere ‖x‖ = R0 ≤
R producing a collection of bush configurations (that is sets of tubes meeting
at a common point in R0 ) such that each tube inside H
ǫ
θj
belong to, at most,
two of those bushes. Then their overlapping function is easily controlled by
an elementary calculation (bush argument):
∑
T ǫν⊂H
ǫ
θj
χT ǫν (x) .
∆+R
r
when R0 < |x| = r < R +∆.
Those two estimates together imply that in the sphere |x| = r, R0 < r <
R + ∆ the overlapping is bounded by (R + ∆)n−1/rn−1 uniformly in ǫ > 0.
That is, we get (3).
To treat thin shells we proceed in the same manner, but here the estimate
is reduced easily to each plane Hθ. That is, we only have to consider the two
dimensional case and observe that the ǫ-rectangle Rǫθ,j arranged in disjoint
families of bushes satisfying the overlapping estimate
∣∣{∑χRǫθ,j (x) ≥ d}∣∣ . ∆Rd2
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which implies ∫
Sn−2
∣∣{∑χRǫθ,j (x) ≥ d}∣∣Rn−2 dθ . ∆Rn−1d2 .
3. The disc multiplier revisited
With the same notation used in the introduction, let us consider
T̂ f(ξ) = χB(ξ)f̂(ξ)
for rapidly decreasing smooth functions f , where B is the unit ball in Rn,
n ≥ 2.
Theorem 3.1. The operator T is bounded on LpradL
2
ang(R
n) if and only if
2n/(n+ 1) < p < 2n/(n− 1),
The proof of this theorem was first given in [8] (see also [14] for an in-
dependent proof and [2] for a weighted version). Here we will improve and
simplify our previous presentation in order to motivate subsequent results.
The “only if” part follows easily taking f to be the inverse Fourier trans-
form of a C∞-function, f̂ , such that f̂ ≡ 1 when |ξ| ≤ 1 and f̂ ≡ 0 if |ξ| ≥ 2.
Then
Tf(x) = Cn|x|−nJn/2(2π|x|)
which belongs to LpradL
2
ang(R
n) if and only if p > 2n/(n+1). The other bound
p < 2n/(n− 1) follows by duality.
Given f ∈ S(Rn) (the Schwartz class of rapidly decreasing smooth func-
tions) it has a development
f(x) =
∑
k,ℓ
f ℓk(|x|)Y ℓk
( x
|x|
)
,
where the f ℓk are defined on [0,∞) and {Y ℓk } is an orthonormal basis of the
dk-dimensional space of spherical harmonic polynomials of degree k in R
n.
Here, the index k takes nonnegative integer values and, for each k, ℓ takes
values in the interval 1 ≤ ℓ ≤ dk =
(
n+k−1
k
)− (n+k−3
k−2
)
.
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It is a well-known fact (see [19]) that the Fourier transform preserves that
development:
f̂(ξ) =
∑
k,ℓ
ikF ℓk(|ξ|)Y ℓk
( ξ
|ξ|
)
,
where
F ℓk(r) = r
−n/2+1
∫ ∞
0
f ℓk(s)s
n/2Jk−1+n/2(rs) ds.
Here Jν denotes the Bessel function of order ν ≥ 0, which evaluated at a
non-negative real number x is given by the integral
Jν(x) =
1
π
∫ π
0
cos(νt− x sin t) dt− sinπν
π
∫ ∞
0
e−νt−xsinht dt.
([22], page 176, formula 4).
Continuing with the proof of the theorem, we note that
Tf(x) =
∞∑
k=0
T nk f
ℓ
k(|x|)Y ℓk
( x
|x|
)
where T nk are integral operators given by the formula
T nk g(t) = (−1)kt−(n−1)/2
∫ ∞
0
f(r)r(n−1)/2Kk−1+n/2(t, r) dr.
and
Kν(t, r) =
√
tr
∫ 1
0
Jν(rs)Jν(ts)s ds.
Let us begin decoding the kernels (see also ref. [22]). Consider the ODE
verified by the Bessel functions
x2J ′′ν (x) + xJ
′
ν(x) + (x
2 − ν2)Jν(x) = 0
which written in terms of the functions
Ur(s) =
√
rsJν(rs) and qr(s) =
1
4
s−2 + r2 − ν2s2
becomes
U ′′r (s) + qr(s)Ur(s) = 0.
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Then
(t2 − r2)√rt
∫ 1
0
Jν(rs)Jν(st)s ds =
∫ 1
0
(
qr(s)− qt(s)
)Ur(s)Ut(s) ds
=
∫ 1
0
(Ur(s)U ′′t (s)− U ′′r (s)Ut(s)) ds
= Ur(1)U ′t(1)− U ′r(1)Ut(1).
Therefore
Kν(t, r) =
√
rt
tJ ′ν(t)Jν(r)− rJ ′ν(r)Jν(t)
t2 − r2
=
√
tJ ′ν(t)Jν(r)
√
r
2(t− r) +
√
tJ ′ν(t)Jν(r)
√
r
2(t+ r)
+
√
tJν(t)J
′
ν(r)
√
r
2(r − t) +
√
tJν(t)J
′
ν(r)
√
r
2(r + t)
=
4∑
j=1
Kjν(t, r).
Thus we have obtained four families of the integral operators
Kjνf(t) =
∫ ∞
0
Kjν(t, r)f(r) dr.
However, taking into account the asymmptotics of Bessel functions (see [22,
p. 199]):
Jν(z) ∼
( 2
πz
)1/2(
cos
(
z − 2ν + 1
4
π
) ∞∑
m=0
(−1)m(ν, 2m)
(2z)2m
− sin (z − 2ν + 1
4
π
) ∞∑
m=0
(−1)m(ν, 2m+ 1)
(2z)2m+1
)
,
where (ν, k) =
Γ(ν+k+ 1
2
)
k!Γ(ν−k+ 1
2
)
, one may infer heuristically that the kernels j = 1
and j = 3 correspond to Hilbert transforms, while the cases j = 2 and j = 4,
are less singular and produce Hardy integral operators. Since the order ν
of the Bessel functions is increasing, the asymptotic estimate above does
not produce uniform bounds, and the more precise analysis of the following
lemma is needed in the critical range ν/2 ≤ r ≤ 2ν.
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Lemma 3.2. The following estimates hold uniformly on ν ≥ 1.
i)
∣∣Jν(r)∣∣ . 1
r1/2
;
∣∣J ′ν(r)∣∣ . 1r1/2 , when r ≥ 32ν.
ii)
∣∣Jν(r)∣∣ . 1
1 + ν
;
∣∣J ′ν(r)∣∣ . 1(1 + ν)2 , when r ≤ 32ν.
iii)
∣∣Jν(ν + ρν1/3)∣∣ . 1
ρ1/4ν1/3
and
∣∣J ′ν(ν + ρν1/3)∣∣ . ρ1/4ν2/3 , when 1 ≤ ρ < 12ν2/3.
iv)
∣∣Jν(ν − ρν1/3)∣∣ . 1
ρν1/3
and
∣∣J ′ν(ν − ρν1/3)∣∣ . 1ρ2ν2/3 , when 1 ≤ ρ < ν2/3.
As an indication for the reader we sketch the proof of iii). The stationary
phase method, van der Corput estimates, and integration by parts allow us
to control the size of Jν(x) in the critical interval
ν
2
≤ x ≤ 2ν:
We have
Jν(x) = ℜ 1
π
∫ π
0
ei(νt−x sin t) dt+O(
1
ν
) = ℜ 1
π
∫ π
0
eix(θt−sin t) dt+O(
1
ν
)
where θ = ν/x ≈ ν/(ν + ρν1/3) ≈ 1− ρν−2/3. The critical point corresponds
to
d
dt
(θt− sin t) = 0,
i.e. tθ =
1
π
cos−1 θ. Then
d2
dt2
(θt− sin t)
∣∣∣
t=tθ
=
√
1− θ2 ≈
√
2ρν−2/3 ≈ ρ1/2ν−1/3.
Therefore stationary phase method yields
∣∣Jν(x)∣∣ . 1√
x
· 1√
ρ1/2ν−1/3
.
1
ρ1/4ν1/3
because x ≈ ν + ρν1/3, ρ < ν2/3.
The other cases follow by similar arguments (see ref. [22]).
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Corollary 3.3. In the critical range ν/2 ≤ r ≤ 2ν, uniformly in ν, the
following estimate hold:
1
ν
∫ 2ν
ν/2
∣∣Jν(r)r1/2∣∣p dr ≤ Cp, for p < 4.
Nevertheless, we fortunately have the combination
√
tJ ′ν(t)Jν(r)
√
r, al-
lowing us to make use of the extra decay hidden there to achieve the esti-
mates.
Proposition 3.4. Given 4/3 < p < 4, there exists a finite constant Cp such
that ∫ ∞
0
(∑
ℓ
∣∣Kjν(ℓ)gℓ(r)∣∣2)p/2 dr ≤ Cp
∫ ∞
0
(∑
ℓ
∣∣gℓ(r)∣∣2)p/2 dr
for j = 1, 2, 3, 4, any function ν : N → R+ and every sequence of rapidly
decreasing smooth functions {gℓ}.
Proof. We will consider the operator K1ν with kernel
K1ν (t, r) =
√
tJ ′ν(t)Jν(r)
√
r
2(t− r) .
The estimate for K3ν will follow as a result of duality; the cases K
2
ν and K
4
ν
being less singular are easier to handle and the details will be left to the
reader.
Fixing ν > 0, we consider the partition
[0,∞) = [0, 1
2
ν) ∪ [1
2
ν, 2ν) ∪ [2ν,∞) = Iν0 ∪ Iνc ∪ Iν∞
and the corresponding splitting of the kernel. Let us denote by T να,β the
integral operator with the kernel
χIνα(t)K
1
ν (t, r)χIνβ (t), α, β = 0, c,∞.
We consider four cases.
Case 1: α, β = 0,∞ or {α, β} = {0, c}.
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The cases α, β = 0,∞ are the easier, because in Iν0 ∪ Iν∞ both
√
tJ ′ν(t)
and
√
tJν(t) are uniformly bounded, and the estimate in the proposition is
reduced to a well-known inequality for the Hilbert transform.
Similarly when α = 0, β = c or α = c, β = 0; we have that
sup
t∈Iν0
∣∣√tJ ′ν(t)∣∣ sup
r∈Iνc
∣∣√rJν(r)∣∣+ sup
t∈Iν0
∣∣√tJν(t)∣∣ sup
r∈Iνc
∣∣√rJ ′ν(r)∣∣ . 1
uniformly in ν (Lemma 3.2).
Case 2: α = c, β =∞.
Let us consider the partition of the interval Iνc through the sets
G+τ =
[
ν + τν1/3, ν + (τ + 1)ν1/3
)
and G+τ =
[
ν − (τ + 1)ν1/3, ν − τν1/3)
for ν = 0, 1, 2, . . . ,
[
1
2
ν2/3
]
.
We have
∑
τ
χG+τ (t)
∣∣√tJ ′ν(t)∣∣∣∣∣
∫ ∞
2ν
√
rJν(r)
t− r f(r)χIν∞(r) dr
∣∣∣
+
∑
τ
χG−τ (t)
∣∣√tJ ′ν(t)∣∣∣∣∣
∫ ∞
2ν
√
rJν(r)
t− r f(r)χIν∞(r) dr
∣∣∣
. ν−1/6
∑
τ
(
τ 1/4χG+τ (t) + τ
−2χG−τ (t)
)∣∣∣H(f(r)√rJν(r)χIν∞(r))(t)∣∣∣
.
∣∣∣H(f(r)√rJν(r)χIν∞(r))(t)∣∣∣ = |H(f(r)θν(r))(t)|
where θν(r) =
∣∣√rJν(r)χIν∞(r)∣∣ . 1 uniformly in ν.
Case 3: α =∞, β = c.
Since
∣∣√rJν(r)∣∣ . 1 uniformly in ν when r ≥ 32ν, the part of the estimate
corresponding to that region trivializes.
For the remainder we have, with the notation of the previous case,
χ[2ν,∞)(t)
(∑
τ
1
|ν|
∫
G+τ
|f(r)|
(1 + τ)1/4ν1/3
dr +
∑
τ
1
|ν|
∫
G−τ
|f(r)|
(1 + τ)ν1/3
dr
)
. χ[2ν,∞)(t)Mf(t),
where as before Mf denotes the Hardy-Littlewood maximal function.
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Putting all the estimates together for the cases 1, 2 and 3, we get∫ ∞
0
∣∣∣∑∣∣T να,βfℓ∣∣2∣∣∣p/2 .
∫ ∞
0
∣∣∣∑∣∣H(fℓθν)∣∣2∣∣∣p/2 + ∫ ∞
0
∣∣∣∑∣∣M(fℓ)∣∣2∣∣∣p/2
.
∫ ∞
0
∣∣∣∑∣∣fℓ∣∣2∣∣∣p/2.
Case 4: α = c, β = c.
It will be convenient to modify the splitting and for a fixed ν let us define
I+k =
[
ν + 2kν1/3, ν + 2k+1ν1/3
)
, I−k =
[
ν − 2k+1ν1/3, ν − 2kν1/3)
where 0 ≤ k ≤ [2
3
log2 ν
]
, and I0 =
[
ν − ν1/3, ν + ν1/3). Define also
I+ =
⋃
k
I+k and I
− =
(⋃
k
I−k
) ∪ I0.
Then we have the kernels
χI±(t)
√
tJ ′ν(t)Jν(r)
√
r
t− r χI±(t).
Taking into account once more the estimate of Lemma 3.2, it is obvious that
the most dangerous is the ++ term. Therefore, in the following, we shall
present the details of the proof corresponding to that case, leaving the other
three as exercises.
To estimate the action of the operator with kernel χI+(t)K
1
ν(t, r)χI+(t)
on a function fℓ at a point t ∈ I+k , we divide the integration in three parts:
Ak(t) = χI+k
(t)
∫ ∑
j≤k−1
K1ν(t, r)χI+j (r)fℓ(r) dr,
Bk(t) = χI+k
(t)
∫ ∑
j≥k+1
K1ν(t, r)χI+j (r)fℓ(r) dr,
Ck(t) = χI+k
(t)
∫
K1ν (t, r)χI+k
(r)fℓ(r) dr.
First we estimate A. We have
|Ak(t)| .
∑
j≤k−1
∣∣√tJ ′ν(t)∣∣∣∣∣
∫
I+j
√
rJν(r)
t− r fℓ(r) dr
∣∣∣
.
∑
j≤k−1
2−3k/4
∫
I+j
∣∣Jν(r)fℓ(r)∣∣ dr
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that gives
|Ak(t)| . 2−3k/4
∫ ν+2kν1/3
ν
∣∣fℓ(r)∣∣ ∑
j≤k−1
2−j/4
ν1/3
χI+j (r) dr
. 2−3k/4ν−1/3
(∫ ν+2kν1/3
ν
∣∣fℓ(r)∣∣s dr)1/s( ∑
j≤k−1
2−js
′/42jν1/3
)1/s′
where s and s′ are conjugate Ho¨lder exponents. Observe that if s > 4/3 then
s′ < 4 and we have ( ∑
j≤k−1
2j(1−s
′/4)
)1/s′ ≈ 2k(1−s′/4)/s′
and therefore
|Ak(t)| .
(
2−kν−1/3
∫ ν+2kν1/3
ν
∣∣fℓ(r)∣∣s dr)1/s . (Mf sℓ (t))1/s for s > 43 .
Next we estimate B:
|Bk(t)| .
∑
j≥k+1
∣∣√tJ ′ν(t)∣∣∣∣∣
∫
I+j
√
rJν(r)
t− r fℓ(r) dr
∣∣∣
.
∑
j≥k+1
ν
2k/4
ν2/3
1
2jν1/3
∫
I+j
∣∣fℓ(r)∣∣2−j/4
ν1/3
dr
that gives
|Bk(t)| .
∑
j≥k+1
2−|j−k|/4
1
2jν1/3
∫ ν+2j+1ν1/3
ν+2jν1/3
∣∣fℓ(r)∣∣ dr . Mf(t)
where we have applied several times the estimates of Lemma 3.2.
Finally one needs to control the diagonal terms C:
Ck(t) =
√
tJ ′ν(t)H
(
χI+k
(r)fℓ(r)
√
rJν(r)
)
(t)χI+k
(t)
We have
(
∑
k
∣∣Ck(t)∣∣2) 12 ≤ (∑
k
|χI+k (t)ν
−1/62k/4
∣∣H(χI+k (r)fℓ(r)√rJν(r))(t)∣∣2) 12
≤
(∑
k
∣∣H(χI+k (r)fℓ(r)ν−1/62k/4√rJν(r))(t)∣∣2
)1/2
=
(∑
k
∣∣H(χI+k (r)fℓ(r)θkν(r))(t)∣∣2
)1/2
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where
∣∣θkν(r)∣∣ . 1 uniformly in ν and k.
That is, for each α, β, we have obtained the pointwise estimate
(
∑
ℓ
|Tαβfℓ|2) 12 . (
∑
ℓ
|H(fℓ · θν)|2) 12 + (
∑
ℓ
|Mf sℓ |
2
s )
1
2
+ (
∑
ℓ
∑
k
|H(fℓ · θkν · χI+k )|
2)
1
2 ,
for s > 4
3
. Where the functions θν , θνk are uniformly bounded.
Therefore, we can finish the proof of Proposition 3.4 with the help of some
well-known estimates for the Hilbert transform and the Hardy-Littlewood
maximal functions (see [16], [15], [13]), namely∫ (∑∣∣Hfℓ(x)∣∣s)p/sω(x) dx+ ∫ (∑∣∣Mfℓ(x)∣∣s)p/sω(x) dx
. Cp,s(ω)
∫ (∑∣∣fℓ(x)∣∣s)p/sω(x) dx.
So long as the weight ω belongs to the class Ap, that is
sup
I
( 1
|I|
∫
I
ω
)( 1
|I|
∫
I
ω−1/(p−1)
)p−1
= |ω|p <∞.
Furthermore the constant Cp,s(ω) above depends only upon p, s and |ω|p.
Proof of Theorem 3.1. Let us note that in order to prove the theorem it is
enough to show the following inequality:∫ ∞
0
∣∣∣∑
ℓ
∣∣Kνgℓ(r)∣∣2∣∣∣p/2r(n−1)(1−p/2) dr . ∫ ∞
0
∣∣∣∑
ℓ
∣∣gℓ(r)∣∣2∣∣∣p/2r(n−1)(1−p/2) dr
(4)
so long as 2n/(n+ 1) < p < 2n/(n− 1).
But this will be a consequence of Proposition 3.4 together with some
observations about weights in the class Ap.
Since it happens that |x|β ∈ Ap if and only if −1 < β < p − 1, we can
conclude that |x|(n−1)(1−p/2) ∈ Ap if and only if 2n/(n+1) < p < 2n/(n− 1).
Furthermore, if 2 ≤ p < 2n/(n − 1) we have that |x|(n−1)(1−p/2) ∈ Aq, for
every q ≥ 1. However in the interval 2n/(n + 1) < p ≤ 2 we have that
|x|−p/s′+(n−1)(1−p/2) ∈ Ap/s under the hypothesis s < 4, 1/s+ 1/s′ = 1.
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The part of the equality (4) which corresponds to the critical intervals:
Kcν(t, r) = χIνc (t)
√
tJ ′ν(t)Jν(r)
√
r
t− r χIνc (t).
is a direct consequence of Proposition 3.4 for the following reasons:∫ ∞
0
(∑
ℓ
∣∣Kcνgℓ(t)∣∣2)p/2tα dt . ∞∑
n=0
2nα
∫ 2n+1
2n−1
( ∑
ℓ:ν∼2n
∣∣Kcνgℓ(t)∣∣2)p/2 dt
.
∞∑
n=0
2nα
∫ ∞
0
( ∑
ℓ:ν∼2n
∣∣gℓ(t)∣∣2χIνc (t))p/2 dt
.
∞∑
n=0
∫ 2n+1
2n−1
( ∑
ℓ:ν∼2n
∣∣gℓ(t)∣∣2)p/2tα dt
.
∫ ∞
0
( ∑
ℓ:ν∼2n
∣∣gℓ(t)∣∣2)p/2tα dt,
and the result follows taking α = (n− 1)(1− p/2).
The remainder terms can be controlled similarly, except for one of them
which needs extra arguments, namely
χIν∞(t)Kν(t, r)χIνc (t).
The case 2 ≤ p < 2n/(n − 1) is easy because then |x|(n−1)(1−p/2) ∈ Ap/s
for 4/3 < s < p and we have the estimate∫ ∞
0
(∑
ℓ
∣∣Kνgℓ(x)∣∣2)p/2x(n−1)(1−p/2) dx
.
∫ ∞
0
(∑
ℓ
∣∣M(gsℓ )(x)∣∣2/s)p/2x(n−1)(1−p/2) dx
.
∫ ∞
0
(∑
ℓ
∣∣gℓ(x)∣∣2)p/2x(n−1)(1−p/2) dx.
To treat the case 2n/(n+ 1) < p ≤ 2 let us observe that for t ≥ 3ν we have:∣∣∣ ∫ ∞
0
K1ν (t, r)gℓ(r)χIνc (r) dr
∣∣∣ . 1
t
∫
Iνc
√
r
∣∣Jν(r)∣∣|gℓ(r)| dr
.
1
t
(∫
Iνc
|gℓ(r)|s dr
)1/s
ν1/s
′
.
(ν
t
)1/s′(
Mgsℓ (t)
)1/s
for s > 4/3.
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Then we get the integral∫ ∞
0
(∑
ℓ
(ν
t
)2/s′(
Mgsℓ (t)
)2/s)p/2
t(n−1)(1−p/2) dt
and since −1 < −p/s′ + (n − 1)(1 − p/2) < p/s − 1 it happens that
|t|−p/s′+(n−1)(1−p/2) ∈ Ap/s allowing us to obtain the estimate needed to finish
the proof:∫ ∞
0
(∑
ℓ
(ν
t
)2/s′(
Mgsℓ (t)
)2/s)p/2
t(n−1)(1−p/2) dt
.
∫ ∞
0
(∑
ℓ
ν2/s
′
∣∣gℓ(t)∣∣2χIνc (t))p/2t−p/s′+(n−1)(1−p/2) dt
.
∫ ∞
0
(∑
ℓ
∣∣gℓ(t)∣∣2)p/2t(n−1)(1−p/2) dt.
With similar methods to those developed above, one can obtain the fol-
lowing restriction theorem due to L. Vega [21].
Theorem 3.5. In Rn, n ≥ 2, given 1 ≤ p < 2n/(n+ 1) there exists a finite
constant Cp,n such that
‖f̂ ‖L2(Sn−1) ≤ Cp,n‖f‖Lp
rad
L2ang(R
n)
for every rapidly decreasing smooth function f .
Note that the interval 1 ≤ p < 2n/(n + 1) is bigger than 1 ≤ p <
2(n+ 1)/(n+ 3), which corresponds to the Stein-Tomas restriction theorem
([20], [17]),
‖f̂ ‖L2(Sn−1) . ‖f‖Lp(Rn).
The proof of the restriction estimate above will be obtained by duality
from the corresponding extension estimate
‖f̂dσ‖Lq
rad
L2ang(R
n) .q,n ‖f‖L2(Sn−1) for q >
2n
n− 1 .
Taking f(θ) ≡ 1 it is easy to check that the estimate above cannot hold when
q ≤ 2n/(n− 1), which amounts to show that the range 1 ≤ p < 2n/(n + 1)
is sharp in the statement of the theorem.
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Given f ∈ L2(Sn−1) we have an expansion f = ∑ akYk where Yk is a
spherical harmonic of degree k, normalized as ‖Yk‖L2(Sn−1) = 1. Then we can
invoke the formula ([22], [19])
Ŷk dσ(ξ) = 2πi
k|ξ|1−n/2Jk−1+n
2
(2π|ξ|)Yk
( ξ
|ξ|
)
. (5)
Proof of Theorem 3.5. As we have mentioned, any f ∈ L2(Sn−1) can be writ-
ten in the form f =
∑
akYk where Yk is a normalized harmonic polynomial
of degree k and by (5) it suffices to prove the following inequality:(∫ ∞
0
(∑
k
|ak|2
∣∣Jk−1+n
2
(r)
∣∣2)q/2r(1−n/2)q+n−1 dr)1/q .q (∑ |ak|2)1/2,
for every q > 2n/(n− 1).
Since
∣∣Jν(r)∣∣ . rν when 0 ≤ r ≤ 1, the contribution of that interval
to the integral above trivializes. Let us then consider for a fixed M = 2m
(m = 0, 1, . . . ) the integral IM as above but restricted to M ≤ r ≤ 2M .
We shall first consider the case n = 2. Then we have
IM =
∫ 2M
M
(∑
k
|ak|2
∣∣Jk(r)∣∣2)q/2r dr = ∫ 2M
M
( ∑
k<M/2
)q/2
r dr
+
∫ 2M
M
( ∑
M/2≤k≤4M
)q/2
r dr +
∫ 2M
M
( ∑
k>4M
)q/2
r dr
= I1M + I
2
M + I
3
M .
To estimate I1M we observe that
∣∣Jk(r)∣∣ . 1/r1/2 uniformly in k when k ≤
M/2 ≤ r/2. Therefore
I1M .
∫ 2M
M
( ∑
k<M/2
|ak|2
)q/2
r−q/2+1 dr . M (4−q)/2
(∑ |ak|2)q/2.
Regarding I3M , we have k > 4M ≥ 2r and |Jk(r)| . 1/k which yields
I3M .
∫ 2M
M
( ∑
k>4M
k−2|ak|2
)q/2
r dr . M2−q
(∑ |ak|2)q/2.
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Finally let us write
I2M .
∑
α
∫
Gα
( ∑
M/2≤k≤4M
|ak|2|Jk(r)|2
)q/2
r dr
where
Gα =
[M
2
+ αM1/3,
M
2
+ (α + 1)M1/3
]
is an interval in the real line and α = 0, 1, 2, . . . ,
[
3
2
M2/3
]
.
Let us also define
Aα =
∑
k∈Gα
|ak|2.
Then we have
I2M ≤
∑
β
∫
Gβ
(∑
α≤β
Aα
( 1
(|α− β|+ 1)1/4M1/3
)2)q/2
rdr
+
∑
β
∫
Gβ
(∑
α≥β
Aα
( 1
(|α− β|+ 1)M1/3
)2)q/2
rdr = I2,1M + I
2,2
M .
And
I2,1M .
∑
β≤ 3
2
M2/3
(∑
α≤β
Aα
(|α− β|+ 1)1/2
)q/2
M (4−q)/3 . M (4−q)/3
(∑
γ
Asγ
)q/2s
. M (4−q)/3
(∑
γ
Aγ
)q/2
. M (4−q)/3
(∑
k
|ak|2
)q/2
where we have taken 2/q = 1/s− 1/2 and used the fact that q > 4.
The term I2,2M is controlled by the same argument. Therefore, when n = 2,
q > 4, adding all the estimates above over the dyadic intervals [M, 2M ],
M = 2m, we get
∑
m
(
2m(4−q)/2 + 2m(4−q)/3
)(∑
k
|ak|2
)q/2
.
(∑
k
|ak|2
)q/2
and the theorem is proved in this case.
25
In the general case n ≥ 2, we have to estimate
∫ 2m+1
2m
(∑
k
|ak|2
∣∣Jk−1+n
2
(r)
∣∣2)q/2r(1−n/2)q+n−1 dr)1/q,
that with the previous argument is
. 2m(n−2)(−q/2+1)
(
2m(4−q)/2 + 2m(4−q)/3
)(∑
k
|ak|2
)q/2
and it is enough to note that the resulting exponent in the powers of 2 is
negative for q > 2n/(n− 1).
4. Appendix: Remarks on Ap weights
Throughout this paper we have taken advantage of the fact that(
Mωs(x)
)1/s
, 1 < s <∞,
is a weight in the class A1, for every integrable function ω, whose Ap bounds
are estimated independently of ω.
This property was discovered (see [9]) with the disc multiplier problem in
mind, as an efficient manner of relating functionally the boundedness prop-
erties of singular integrals to maximal functions involving different directions
of Rn.
To our knowledge, the family
(
Mωs(x)
)1/s
is the more extended class
of known weights; the other known examples given by powers |x|α which
have also played an important role in several proofs of this paper. It is then
interesting to realize that those power weights |x|α can also be considered
particular cases of the construction
(
Mωs(x)
)1/s
. In the following we will
present the details in dimension one, leaving the general case as an exercise.
Lemma 4.1.
M
((
Mωs
)1/s)
(x) .s
(
Mωs(x)
)1/s
.
Proof. Let Q be a cube containing the point x and let us denote by MQ∗
the maximal operator “restricted” to subcubes of Q∗ (the double of Q). It is
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well-known that the mapping f 7→MQ∗f is bounded from L1(Q∗) to Lp(Q∗),
p < 1. We have the splitting
Q = E ∪ (Q \ E)
where
Mωs
∣∣
E
=MQ∗ω
s
∣∣
E
, Mωs
∣∣
Q\E
≈ constant,
i.e. In Q \ E, maxMωs(x) ≤ CminMωs(x) for some universal constant C.
Therefore
1
|Q|
∫
Q
(
Mωs(y)
)1/s
dy
=
1
|Q|
∫
E
(
MQ∗ω
s(y)
)1/s
dy +
1
|Q|
∫
Q\E
(
Mωs(y)
)1/s
dy
.s
( 1
|Q|
∫
Q∗
ωs(y) dy
)1/s
+ sup
y∈Q\E
(
Mωs(y)
)1/s
.s
(
Mωs(x)
)1/s
+ inf
y∈Q\E
(
Mωs(y)
)1/s
which is .s
(
Mωs(x)
)1/s
.
Corollary 4.2. |x|α is in the class Ap if and only if −1 < α < p− 1.
Proof. In the interval −1 < α ≤ 0 we just observe that f(x) = |x|α satisfies
( 1
1 + sα
)1/s
|x|α ≤ (Mf s(x))1/s ≤ ( 2|x|
∫ |x|
0
tαs dt
)1/s
≤
( 2
1 + sα
)1/s
|x|α
under the hypothesis that sα > −1. Thus, from the previous lemma, we see
that the weight is in A1 ⊂ Ap.
For 0 ≤ α < p − 1, we use the characterization of Ap in terms of the
boundedness of the maximal function or the Hilbert transform. We have(∫ ∣∣Hf(x)∣∣p|x|α dx)1/p = sup ∫ Hf(x)g(x)|x|α dx
where the supremum is taken over all g such that∫ ∣∣g(x)∣∣q|x|α dx ≤ 1, 1
p
+
1
q
= 1.
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But we also have∣∣∣ ∫ Hf(x)g(x)|x|α dx∣∣∣ = ∣∣∣ ∫ f(x)H(g(x)|x|α) dx∣∣∣. (6)
This quantity is bounded by(∫
|f(x)|p|x|α dx
)1/p(∫ ∣∣H(g(x)|x|α)∣∣q|x|−αq/p dx)1/q.
Then we observe
0 > −αq
p
= −α1
p
p
p− 1 > −1.
Therefore, using the previous case, (6) is
.
(∫
|f(x)|p|x|α dx
)1/p(∫ ∣∣g(x)∣∣q|x|α dx)1/q,
and we are done.
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