Let F be a local number field. We give necessary and sufficient conditions for a monic polynomial p(x) over F to be the characteristic polynomial of a symmetric matrix over F. (A matrix "over F" is a matrix whose elements lie in F.) In the process we obtain a lifting formula for the Hilbert symbol. Proofs will appear elsewhere ([2], [3], [4] ).
Notation and terminology.
We denote the transpose, determinant, and dimension of a square matrix X by X\ \X\ and dim X respectively.
Let
Let a be a basis for G over F and for X e G define the symmetric matrix 
\0 pj the theorem leads to COROLLARY. Let F and G be as in the theorem. If X and p are nonzero elements of G, then
where
C(P) = c F (A(P',G/F)).
Another way to state (1) is: A(X;G/F) and A(Y;G/F) are congruent over F if and only if X and Yare congruent over G. The "if" direction is true for any field, but the "only if" direction depends on the properties of quadratic forms over local fields.
Characteristic polynomials. Let Q 2 denote the 2-adic rational numbers. THEOREM 
Let F be a local number field and let p(x) be a monic polynomial over F. There exists a symmetric matrix over F with characteristic polynomial p(x) if and only if (i) there is a fies/ such that (-1)" (M-1)/2 A^/FM I S a nonzero square in F, and (ii) if p(x) is an irreducible quartic over F = Q 2 , there is a quadratic subextension of F in se -G x .

PROOF OF NECESSITY IN THEOREM 2. It is shown in [3] that if
A and X are commuting matrices over F such that p(x) is the characteristic polynomial of F, then \X\ = N^/ F X for some X e sé. This is used to show that (i) is necessary in Theorem 2.
In [4] it is shown, with the aid of a computer, that if F = Q 2 and p(x) is an irreducible polynomial of degree 4 such that there is no field between Q 2 and sé = G x , then there is no symmetric matrix over Q 2 having p(x) as its characteristic polynomial. In order to use a computer it is necessary (i) to obtain a list of all quartic extensions G of Q 2 such that there is no field between G and Q 2 , and (ii) to provide a test for the existence of symmetric matrices. The test is based on the fact that if the irreducible polynomial p(x) is the characteristic polynomial of a symmetric matrix, then the identity is a matrix from G x to F.
Some counterexamples involving symmetric matrices over the rational integers are also discussed in [4] . PROOF To deduce this we use the corollary of Theorem 1 to show that (a, f$) G = + 1 whenever a, J8G S = (N G/F ) _1 (F* 2 ), the elements of G with nonzero square norms. Using this observation we deduce that |G*:G* 2 | S |G*:S| 2 ^ | j p* : /7*2|2
where \<g : 3tf\ denotes the index of the subgroup Jf in the group ^ and G* is the multiplicative group of nonzero elements of G. This implies (2).
