Abstract. We present a new method for automatically proving termination of term rewriting and string rewriting. It is based on the wellknown idea of interpretation of terms in natural numbers where every rewrite step causes a decrease. In the dependency pair setting only weak monotonicity is required for these interpretations. For these we use quasiperiodic functions. It turns out that then the decreasingness for rules only needs to be checked for finitely many values, which is easy to implement.
Introduction
At the Workshop on Termination, Seattle, August 2006, termination of the string rewriting system (SRS) consisting of the two rules aaa → bab, bbb → aaa, was presented as an open problem. Shortly after that Aleksey Nogin and Carl Witty came up with an ad hoc proof, based on observations on the length modulo 3 of maximal numbers of consecutive a's in the string. Inspired by this proof based on this modulo 3 behavior, we found alternative termination proofs for the same SRS using dependency pairs and weakly monotone interpretations of the shape f (x) = 3 * (x div 3) = x − (x mod 3).
In this way one challenge for the current paper was born: generalize this kind of functions in such a way that they are suitable for implementation, and that using these functions increases the power of termination provers. During the last years proving termination of small SRSs received a lot of attention, see e.g. [14, 5, 13, 10, 6, 8] . Among the reasons for this we mention:
-It is an open problem whether termination of one rule string rewriting is decidable or not. Motivated by this open problem people are triggered to investigate termination behavior of single rules.
-There are several extremely small SRSs like {aabb → bbbaaa} and {aa → bc, bb → ac, cc → ab} for which proving termination turned out to be surprisingly hard. For these two examples termination proofs are known and can be found by tools, but for several others the termination problem is still open.
Every year there is a Termination Competition [9] , where several tools are applied on the newest version of the Termination Problem Data Base (TPDB) [2] . In the string rewriting category of the 2006 version of TPDB there are 34 systems for which in the 2006 termination competition none of the tools could prove termination or non-termination, some of which are known to be nonterminating. By our implementation of the technique presented in this paper for 13 among these 34 systems termination proofs are generated fully automatically.
Our approach is an instance of the well-known theme of interpretations into a well-founded monotone algebra. It is well-known that in the setting of dependency pairs one only needs weak monotonicity in the algebra. In this paper we focus on the case where the monotone algebra simply consists of the natural numbers with the usual order. So the key point is to choose suitable weakly monotonic functions. In the usual approach these functions are always polynomials. Instead we choose functions that have a periodic difference with linear functions, more precisely, functions f satisfying f (x + p) = f (x) + s * p for all x ∈ N, for some period p ∈ N, p > 1 and some slope s ∈ N. Such functions are called quasi-periodic. Note that the function f mentioned above given by f (x) = 3 * (x div 3) is an instance of a quasi-periodic function with period 3 and slope 1. Moreover, all linear polynomial interpretations are quasiperiodic.
The following observations make quasi-periodic functions suitable for use in automatic search for termination proofs:
-A quasi-periodic function is fully determined by its slope, its period, and finitely many values. -Quasi-periodic functions are closed under composition, by which the interpretation of a term is quasi-periodic if the interpretations of its operations symbols are. -Checking whether ∀x : f (x) ≥ g(x) for quasi-periodic functions f, g can be done by inspecting only finitely many values of x.
As a consequence, by fixing the period and bounding the slope the corresponding search space for function interpretations is finite. However, it may be huge. We have implemented the method by fixing the period and bounding the slope, transforming the search problem to a SAT problem, and using the stateof-the-art SAT solver minisat, version 2, [3] . Surprisingly, all newly solved SRSs from TPDB could be solved by fixing the slope to be 1. Therefore in the presentation we focus on this case, but we also implemented the approach for arbitrary bounded slopes. This paper has been organized as follows. In Section 2 we recall the earlier theory on monotone algebras and dependency pairs as we need it, and we introduce quasi-periodic functions and investigate their basic properties. In Section 3 we work out these basic ingredients towards a proof scheme for string rewriting. In Section 4 we describe how this has been implemented by transforming the corresponding search problem to a SAT problem, and investigate some experimental results. In Section 5 we describe multi-dimensional quasi-periodic functions, and investigate how to use them for extending the approach to term rewriting. In Section 6 we describe a direct approach of using quasi-periodic functions without the use of the dependency pair transformation. Finally, in Section 7 we give some conclusions.
Basic Theory
For a term rewriting system (TRS) R we write → R for its rewrite relation and We use the notation → 1 / → 2 to denote → * 2 · → 1 · → * 2 ; it is easy to see that SN(→ 1 / → 2 ) coincides with well-foundedness of → 1 / → 2 . We write SN(R/S) as a shorthand for SN(→ R / → S ), and we write SN(R top /S) as a shorthand for
For a TRS R over a signature Σ a symbol f ∈ Σ is called a defined symbol if f is the root symbol of a left-hand side of a rule of R. For every defined symbol f ∈ Σ a new marked symbol f # is added having the same arity as f . If
The TRS consisting of all dependency pairs of R is denoted by DP(R).
The main theorem about dependency pairs is the following, due to Arts and Giesl, [1] .
Theorem 1. Let R be a TRS. Then SN(R) if and only if SN(DP(R) top /R).
In order to prove termination of a TRS R we will prove SN(DP(R) top /R). In order to do so we describe a technique for proving SN(R top /S) for arbitrary TRSs R, S, based on weakly monotone algebras. 
is monotone with respect to .
The combination >, is closely related to the notion of reduction pair as presented e.g. in [7] . A crucial difference is that the relations in a reduction pair are relations on terms that are closed under substitutions, while in our setting they are relations on the set A.
Writing X for the set of variables, for a Σ-algebra (A, [·] ) and a map α :
for f ∈ Σ and x ∈ X .
As the main property of weakly monotone algebras we recall the following theorem from [4] . 
S) if and only if SN(R top /S).
The approach for proving SN(R) now is trying to prove SN(DP(R) top /R) by finding a suitable weakly monotone algebra such that according to Theorem 2 rules from DP(R) may be removed. This is repeated until all rules of DP(R) have been removed. We will focus on A = N, where > is the usual ordering on N and coincides with ≥. Now indeed > is well-founded and > · ⊆ > holds, so the only requirement for being a weakly monotone algebra is that for every f ∈ Σ the operation [f ] is monotone with respect to ≥. Monotonicity with respect to ≥ is called weak monotonicity.
For [f ] we will use quasi-periodic functions in case f is unary; for f of higher arity we will extend this notion in Section 5. Proof. 1. Induction on n.
f is weakly monotone if and only if
f (x + 1) ≥ f (x) for x = 0, . . . , p − 1. 3. Let g : N → N
By definition f is weakly monotone if and only if
For every x ∈ N we can write x = x + n * p for some n ∈ N with x < p.
from which the claim follows. 3. Using t ∈ N and part (1) we obtain
4. For the 'if'-part we write x = x + n * p with x < p and use part (1):
For the 'only if'-part we assume f (x) ≥ g(x) for all x ∈ N and need to show that s ≥ t. Assume not, then t ≥ s + 1 and
A quasi-periodic function with period p is also quasi-periodic with period n * p for n ∈ N, n > 0. Using part (3) of Theorem 3 one sees that composition of quasi-periodic functions with distinct periods is again quasi-periodic, with the period being the least common multiple of both periods. However, we will not use this: in every setting we fix all periods to be the same. One may also allow non-integer slopes. For instance, f defined by f (x) = 2 * (x div 3) can be seen as quasi-periodic with period 3 and slope 2 3 . However, quasi-periodic functions with a fixed period and non-integer slope are not closed under composition. For instance, for this function f the function f • f does not have period 3 any more. It has period 9 and slope 4 9 . Since for our purpose closedness under composition is essential we restrict to integer non-negative slopes. We allow the slope to be 0; this corresponds to periodic functions. A quasi-periodic function with slope 0 is weakly monotone if and only if it is constant.
String Rewriting
String rewriting can be seen as the special case of term rewriting in which all symbols are unary. In this case we need only one variable x, and we identify the string a 1 · · · a n with the term a 1 (· · · (a n (x)) · · · ). We write α i for the map mapping this variable x to the number i, for the rest we may forget about this variable.
We propose the following approach for proving termination of an SRS S.
Compute DP(S) and try to prove SN(DP(S) top /S); if we succeed then indeed by Theorem 1 we may conclude SN(S). Trying to prove SN(R top /S) for an SRS R is done as follows. First try to remove rules from R by Theorem 2 using simple polynomials (or any other fast technique). Next apply the following proof scheme:
Proof scheme.
-Fix a period p ≥ 1.
-For every symbol a choose a slope slope(a) and p natural numbers [a](x) for
, meeting the following requirements:
write R for the rules from R for which this holds. -If R = R we are done, otherwise SN((R \ R ) top /S) has to be proved, either by repeating this proof scheme or by any other technique.
Correctness of this approach follows by combining Theorem 2 and Theorem 3. For p = 1 the scheme coincides with linear polynomials.
Example 1.
We consider the example mentioned in the introduction: the two rules aaa → bab, bbb → aaa. Applying Theorem 1 we will prove termination of this SRS S by proving SN(DP(S) top /S). By considering lengths of strings, more precisely, by applying Theorem 2 where the algebra consists of the natural numbers and every symbol is interpreted by the successor function, it remains to prove SN(R top /S) for R consisting of the two rules Aaa → Bab, Bbb → Aaa, where we simply write A, B instead of the marked symbols a # and b # . For this we apply the above approach: we fix p = 3, all slopes are one, and choose We conclude this section by some basic transformations on SRSs preserving termination.
For a string s write s rev for its reverse. For an SRS R write
and
From [13] we recall the following simple lemma.
Lemma 1.
Let R be an SRS. Slightly more involved, and increasing the SRS size, is the following transformation. For a set Σ of symbols we define lab :
SN(R) if and only if SN(R rev
).
Assume that R is finite and that for every rule
Here denotes the empty string. For an SRS R over Σ we define
For a non-empty string s write s 1 for its first element. In order to force that for every rule → r we have 1 = r 1 , for arbitrary SRS R over Σ we define the SRS F (R) to be
Lemma 2. Let R be an SRS. Then SN(R) if and only if SN(lab(F (R))).
Proof. Equivalence of SN(R) and SN(F (R)) is straightforward. Equivalence of SN(F (R)) and SN(lab(F (R))) is a direct application of semantic labelling [11] in which the model is Σ and every symbol is interpreted by its own value. For the model requirement it is essential that for every rule → r in F (R) we have
The idea of these transformations is that if proving termination of the original system fails, then proving termination of the transformed system is tried. This idea is not new. For rev it is extensively used in several tools; for lab(F (·)) it was extensively and very successfully used in the 2006 competition by Jambox, see [9] . In Example 3 we will see how Lemma 2 can be applied fruitfully.
Implementation and Results
We experimented with various ways for automatically finding termination proofs based on the above given proof scheme. The first one simply chose several times randomly among a class of quasi-periodic functions until all requirements were fulfilled. The class of quasi-periodic functions consisted of functions of the shape λx · x + n and λx · p * (x div p) + n for constants n. In this way the first automatically found termination proof for the example in the introduction was given, only a few days after Nogin and Witty found their manual proof.
However, this random search has a few drawbacks:
-It depends on the special choice of the shape of the quasi-periodic functions chosen, being much more restricted than arbitrary quasi-periodic functions with fixed period and slope. -If no proof is found you do not know whether no proof of the desired shape exists or you did not yet try long enough.
A remedy against both these drawbacks is the following. For all numbers chosen in the proof scheme choose numbers in binary notation, and introduce boolean variables for each of the bits. Express all requirements in the proof scheme as propositional requirements on these boolean variables. Then a choice of the numbers satisfying all requirements is possible if and only if the formula is satisfiable. So the approach is to apply a state-of-the-art SAT solver to the resulting formula (just like for several other methods for proving termination), and in case the formula is satisfiable transform the bits of the numbers in the corresponding satisfying assignment back to the numbers they represent.
Still the encoding of the requirements can be done in several ways. One fruitful way is the following. It easily extends to arbitrary slopes; for keeping the presentation simple we restrict here to the case where all slopes are one. Assume we want to prove SN(R top /S).
We fix three numbers: p is the period, n is the number of bits per number, by which all numbers are non-negative and < 2 n , and m is the maximal number allowed as an intermediate result, satisfying p < m < 2 n − p. For all symbols a we choose m * n boolean variables for the m n-bit numbers 
This is done similarly for r. Next the requirement i,1 ≥ r i,1 is generated. Finally the requirement is added that for at least one rule in R we have i,1 > r i, 1 .
A remarkable property of this approach is that the only arithmetic that occurs in these formulas is the unary function λx · x + p and checking for > and ≥. As a consequence, the resulting formulas are relatively small. For instance, our solution given in Example 1 was found by applying SAT on a formula consisting of 6065 clauses on 872 variables, in a fraction of a second, after choosing the parameters p = 3, n = 4, m = 7.
In order to find termination proofs fully automatically, the approach should not depend on parameters that have to be set manually. Therefore we need heuristics for setting these parameters and for how to combine this with other techniques.
We chose always to combine this with basic polynomials, more precisely, apply Theorem 2 with natural numbers and linear polynomials with coefficients in n bits, and try both these basic polynomials and the quasi-periodic interpretations with the fixed parameters as long as possible. Moreover, we apply Lemma 1: after an attempt fails for an SRS S, then a next attempt is done for S rev . If even that fails, then for length-preserving systems the same is done for S −1 . Of course our approach is easily combined with other termination techniques, but in order to investigate the merits of the technique itself we concentrated on running the experiments in this most basic setting.
After fixing this basic setting, a choice should be made for the parameters p, n, m. We experimented with these parameters on several small SRSs for which termination was unknown until now.
It appears that increasing these parameters never decreases the power. For the parameters n, m this is obvious; for the period p this is only indicated by experiments: we failed to prove this. For one system, Gebhardt18 in TPDB, consisting of the two rules 0000 → 1011, 1001 → 0000, it turned out that no proof was found with period less than 5, but a proof was found for period 5. We did not find examples that could be solved with period higher than 5 but not by period 5. So a suitable choice for the period is 5.
It turned out that all proofs we found could be found using numbers of four bits. A corresponding choice of the parameters is n = 4 and m = 10. Fixing these parameters p = 5, n = 4 and m = 10 we found termination proofs of the following 11 SRSs in TPDB 2006, of which in the 2006 competition none of the participating tools found a termination proof: in the directory Endrullis: systems 01, 02, 05 and 06, in the directory Gebhardt: systems 01, 04, 07, 11, 17 and 18, in the directory Waldmann: system jw1 (this is the system from Example 1).
All of these systems are very small: each one consists of only two rules over two symbols. In all of these cases finding the satisfying assignment of the SAT formula representing the quasi-periodic interpretation was done by minisat within a fraction of a second.
Example 2. As an example we give the proof of the system Gebhardt18 as shown above, found in this way by our implementation with the parameters p = 5, n = 4 and m = 10. After removing the length-decreasing dependency pairs it remains to prove SN(R top /S) for R consisting of the rules 0 # 000 → 1 # 011, 1 # 001 → 0 # 000 and S consisting of the original rules 0000 → 1011, 1001 → 0000. For that the following quasi-periodic interpretation with period 5 is found:
As a consequence the rule 1 # 001 → 0 # 000 may be removed from R, after which the rest is trivial by counting the number of 0 # symbols.
This implementation restricts to the case where all slopes are equal to one. The implementation easily extends to setting with arbitrary slopes. We also experimented with other encodings of the problem, including general slopes. Surprisingly, using general slopes we only found termination proofs for systems for which also proofs with slope one were found. Hence generalizing the slope does not seem to increase the power of the method, and therefore we do not describe the implementation for general slopes in more detail.
Example 3.
As an example of a combination with other techniques we consider the special case of semantic labelling ( [11] ) as described in Lemma 2. Applying lab(F (·)) to the SRS Gebhardt09, consisting of the two rules 0000 → 0111, 1001 → 0000, yields the transformed system of six rules over the four symbols 00, 01, 10 and 11: 00 00 00 00 → 01 11 11 10, 00 00 00 01 → 01 11 11 11, 01 10 00 01 10 → 00 00 00 00 00, 01 10 00 01 11 → 00 00 00 00 01, 11 10 00 01 10 → 10 00 00 00 00, 11 10 00 01 11 → 10 00 00 00 01.
It turns out that by the technique described in this paper termination of this transformed SRS (and hence of the original SRS by Lemma 2) is easily proved, again automatically generating a termination proof of an SRS for which termination was open until now.
A similar termination proof was found for the SRS Waldmann-sym-5, consisting of the two rules aaa → bbb, bbbb → abba. For this SRS termination was open until now too, by which the total score of new automatic proofs for unsolved SRSs from TPDB becomes 13.
Term Rewriting
In order to apply our method to term rewriting, we call a function f :
That is, f is quasi-periodic with slope s i in its i-th argument.
the essential part of the DP transformed problem is SN(S top /R) with
Now we use a quasi-periodic interpretation of period 2.
[
Here (f (y, x) )) is y 2 .
Example 5. For the rewriting system
where we have grouped together rules with identical left-hand sides. Then the following quasi-periodic interpretation
is weakly compatible with R ∪ S and strictly compatible with those three rules from S that have C as top symbol. So they can be removed, and the remaining problem is easily solved.
None of the above examples can be solved by Jambox or Aprove (2006 version). In our implementation the actual construction and solution (by minisat) of the constraint system only takes a few seconds. Both systems in the above examples are non-linear. A quasi-periodic interpretation that is compatible with a non-linear system cannot have all slopes equal to one. The examples also indicate that it is quite powerful to extend the range of slopes to just {0, 1}.
The dependency pairs transformation creates rewriting systems that consist of groups of rules with identical left-hand sides. So the computation of the interpretation of left-hand sides can be shared. In fact, our implementation also shares interpretations of identical subterms (in all rules). This leads to a substantial reduction of the size of the constraint system and the run time of the solver.
Direct Interpretations
Until now the dependency pairs transformation is an essential ingredient of our approach. This has a few drawbacks: in this way the approach does not apply for relative termination, and neither serves for investigation of derivational complexity or more restricted variants of termination like total termination. Therefore in this section we investigate how quasi-periodic interpretations can be used directly without dependency pairs transformation. For that we need strict monotonicity rather than weak monotonicity, and the classical monotone algebra approach [12] . A quasi-periodic function f : N → N is called strictly monotonic if x < y implies f (x) < f(y).
Note that a strictly monotonic quasi-periodic function has slope ≥ 1, and the only such functions of slope = 1 are the functions x → x + c. The function x → 1 + x + x 2 is strictly monotonic and has slope 2 and period 2. Here again x m denotes m * (x div m). We have the following properties: This scheme can be implemented in the same way as for weakly monotonic functions. This approach may give very simple termination proofs.
Example 6. Consider the strictly monotonic interpretation of period 2
It is strictly compatible with R = {a 3 → bba, aba → bba} and weakly compatible with S = {bab → aab}. This can be checked by a finite case analysis:
This proves SN(R/S). We also have SN(S), by counting letters a, therefore SN(R ∪ S), which is the SRS Bouchare-06 in TPDB.
This problem has been solved in the 2006 competition by some of the tools, but all generated proofs are much more complicated than this simple proof. Since any quasi-periodic function is bounded from above by a linear function, the interpretation of a word then is bounded by an iterated linear function, giving an exponential function. Thus if a strictly monotonic quasi-periodic interpretation is compatible with a rewriting system (removes all rules at the same time), then the derivational complexity of that system is at most exponential. We further note that since our interpretation domain is (N, >), which is totally ordered, we may conclude total termination. This remains true if a proof is given by repeated application of this direct method, since the lexicographic product of a number of copies of N is still totally ordered. Hence Example 6 shows total termination of the SRS Bouchare-06 in TPDB.
Conclusions
We introduced a new technique for proving termination of both term rewriting and string rewriting. For both categories we succeeded in giving examples where our technique applies and earlier techniques fail.
In particular, by our technique we proved termination of several SRSs in TPDB for which termination was open until now. All of them consist of only two rules over two symbols. The reason for this is simple: most of the SRSs in TPDB for which termination is open came out of extensive search among randomly generated SRSs of this shape, filtered by failure of earlier tools.
This does not mean that restricted to string rewriting our approach is only successful for SRSs of this very special shape. For instance, our approach easily finds a termination proof for the SRS consisting of the following ten rules
where all other approaches until now fail.
In order to investigate the primary merits of our approach we focused our experiments on the most basic setting: only combine it with the most basic kind of polynomials and, for string rewriting, reversal of rules. For this basic setting we showed that our approach is successful: we found termination proofs of 11 systems in TPDB for which termination was open until now. This is definitely not the end point: this shows that it makes sense to plug in our technique in other tools for proving termination, in order to combine it with the wide range of termination techniques that have been implemented until now. Of course we appreciate that this will not be done before publication of this paper. As a first step in this direction we showed that by combining our approach with a very basic instance of semantic labelling for string rewriting, termination could be proved of two more SRSs in TPDB for which termination was open until now.
