Abstract. Moore and Shannon have shown that relays with arbitrarily high reliability can be built from relays with arbitrarily poor reliability. Valiant used similar methods to construct monotone read-once formulas of size O(n α+2 ) (where α = log √ 5−1 2 ≃ 3.27) that amplify (ψ −
1 n ,p + 1 n )t o( 2 − n ,1−2 − n ) has size Ω(n α+2 ). This result does not follow from Boppana's arguments, and it shows that the amount of amplification achieved by Valiant is the maximal achievable using read-once formulas.
In a companion paper we construct monotone read-once contact networks of size O(n 2.99 ) that amplify ( 1. Introduction. In a classical paper, Moore and Shannon [14] use what is now called the amplification method to show that relays with arbitrarily high reliability can be built from (so-called crummy) relays with arbitrarily poor reliability.
The amplification method was next used by several researchers to show that particular Boolean functions have small Boolean circuits and formulas. Bennett and Gill [3] , extending a result of Adleman [1] , used it to show that every language in the complexity class BPP has polynomial-size circuits. Ajtai and Ben-Or [2] used the amplification method to show that probabilistic constant-depth circuits can be simulated by deterministic constant-depth circuits with only a polynomial increase in size.
The main focus of attention in this paper is the elegant application of the amplification method by Valiant [19] to the construction of monotone formulas of size O(n α+2 ) (where α =l o g √ 5 − 1 2≃3 . 27) for the majority function and its extension by Boppana [4] to the construction of O(k α+1 n log n)-size monotone formulas for the kth threshold function of n variables.
To show the existence of O(n α+2 )-size monotone formulas for the majority function, Valiant first constructs monotone read-once formulas that amplify (ψ − 1 n ,ψ+ 1 n ) (where ψ =( √ 5−1)/2) to (2 −n , 1 − 2 −n ). Formal definitions of all of these terms will appear in the next section. The existence of monotone formulas of the same size for majority follows from a simple probabilistic argument.
Boppana [4] considered the question of whether Valiant had obtained an optimal amount of amplification in his construction and came very close to answering it positively. He observed that Valiant had actually constructed O(n α )-size monotone read-once formulas that amplify (ψ − − n ,1−2 − n ) are easily obtained by combining these two subconstructions. Boppana was able to show that each one of these subconstructions achieved an optimal amount of amplification. However, it does not seem to follow from Boppana's arguments that the combined construction is also optimal.
We are able to join together the two lower bounds of Boppana and show that any monotone read-once formula that amplifies (p − 1 n ,p+ 1 n )t o( 2 − n ,1−2 − n ) (where 0 <p<1 is fixed) does indeed have to be of size Ω(n α+2 ). This gives a complete positive answer to the question of whether Valiant's construction obtains an optimal amount of amplification.
We are also able to strengthen Boppana's results in another respect. We show that the combined Ω(n α+2 ) lower bound applies even if the read-once formulas are allowed to use negations and exclusive-or (XOR) gates (as well as the monotone AND and OR gates). We deal with negations directly. XOR gates are dealt with by showing that for every formula with XOR gates there exists a probabilistic formula without XOR gates of the same size that achieves the same amount of amplification.
Boppana had used two different (we are tempted to say incompatible) methods to get his two lower bounds for the two amplification stages. To obtain the combined lower bound, we have to slightly strengthen his first lower bound and exhibit an alternative proof for his second. In particular, we obtain a slightly stronger version of what we call Boppana's inequality (see section 2) and present an analytical proof of it. (Boppana resorted to numerical experimentation in the proof of his inequality.) We also generalize Boppana's bound on the derivatives of univariate amplification functions to bounds on the partial derivatives of multivariate amplification functions.
As mentioned, Boppana's second lower bound applies to general monotone contact networks. Using a result of Lupanov [13] , it can be shown that it does not apply to nonmonotone contact networks. Thus in the contact-networks model, negations do help amplify. More details can be found in [5] and [6] . We also note that negations and XOR gates seem to help in the construction of formulas for the majority function. In [15] and [16] , nonmonotone formulas of size O(n 4.57 ) without XOR gates and of size O(n 3.13 ) with XOR gates were constructed. In a companion paper [6] (see also [5] ), we show that there exist monotone undirected contact networks of size O(n 2.99 ) that amplify (
). Certain conjectures in percolation theory imply that the size of the amplifying networks can be further reduced to O(n 8/3+o (1) ) and perhaps even further. This extends the results of Moore and Shannon [14] and those of Valiant [19] and shows that Boppana's first lower bound does not apply to the contact networks, even if they are required to be both monotone and read-once. It also implies the existence of undirected monotone contact networks of size O(n 4.99 )(orO(n 4.67 ), relying on the percolation conjectures) that compute the majority of n bits. Smaller directed monotone networks for majority have recently been constructed by Radhakrishnan and Subrahmanyam [18] .
Other works relevant to the subjects considered in this paper are [8] , [9] , [10] , and [17] .
The rest of the paper is organized as follows. Section 2 is mainly composed of definitions. In section 3 we present the strengthened version of Boppana's inequality. In section 4, we obtain the bounds on the derivatives of multivariate and univariate amplification functions. These bounds are used in section 5 to strengthen Boppana's bound for the first amplification stage. In section 6, we put forth a new approach to proving amplification lower bounds. This approach is based on a simple functional inequality. Using this approach, we present an alternative proof to Boppana's lower bound for the second amplification stage. In section 7, we show how to combine the methods of the two preceding sections and obtain our unified lower bound. In section 8, we show that read-once formulas that include XOR gates can be simulated (as far as amplification is concerned) by probabilistic read-once formulas without XOR gates with no increase in size. All the results of sections 5, 6, and 7 are valid for probabilistic, not only deterministic, formulas. Thus all of these results, proved so far only for formulas without XOR gates, remain valid even if XOR gates are used. We conclude in section 9 with some open problems.
Although the basic ideas used in this work are fairly simple, many proofs, especially those of inequalities, are extremely technical. To maintain the readability of the paper, the more technical and lengthy proofs have been put in the appendices.
A preliminary version of this paper (and of [6] ) appeared in [5] . [14] and Boppana [4] , we introduce the following two definitions Definition 2.1 (amplification functions). Given a Boolean function f : {0, 1} n → {0, 1}, we define its multivariate amplification function f : [0, 1] n → [0, 1] as follows:
Preliminaries. Following Moore and Shannon
, where x 1 , x 2 ,...,x n are independent random variables and x i assumes the value 1 with probability p i and the value 0 with probability 1 − p i . We define the univariate amplification function of f to be f (p)=f( p,p,...,p). Since the (multivariate) amplification function is an extension of the original Boolean function, we use the same notation for both.
The main objects considered in this paper are formulas. Definition 2.3 (formulas). A formula of n variables is defined recursively as follows: (i) for 1 ≤ i ≤ n, the variables x i and their negations x i are formulas; (ii) if f and g are formulas, then so are (¬f ), (f ∧ g), (f ∨ g), and (f ⊕ g). A formula in which no XOR gates are used is called unate or de Morgan. A unate formula in which no negations are used is called monotone. Formulas define Boolean functions in the obvious way. The size of a formula f , denoted by size(f ), is the number of occurrences of variables in it.
Definition 2.4 (probabilistic formulas). A probabilistic (monotone, unate) formula is simply a discrete probability distribution over deterministic (monotone, unate) formulas. The size of a probabilistic formula F is defined to be the maximum size of a formula f whose probability according to the distribution induced by F is positive. The amplification function F (p 1 ,...,p n ) of a probabilistic formula F is simply
, where E denotes expectation relative to the distribution induced by F .
It is easy to see that monotone and unate formulas correspond to monotone and nonmonotone series-parallel contact networks. For more details the reader is referred to Boppana [4] .
Most of the formulas encountered in this work will be read-once. Definition 2.5 (read-once). A formula is said to be read-once if every variable appears in it at most once.
We investigate the minimal size of formulas required to achieve given amplification goals.
Definition 2.6 (amplification complexity). If 0 <p 0 ,q 0 ,p 1 ,q 1 < 1, we denote by N (p 1 ,q 1 | p 0 ,q 0 ) the minimum size of a unate read-once formula that amplifies (p 0 ,q 0 ) to (p 1 ,q 1 ). We denote by N ⊕ (p 1 ,q 1 | p 0 ,q 0 ) the corresponding measure for general read-once formulas.
In what follows, we refer to the following two inequalities. Theorem 2.7 (Hölder's inequality). If α, β > 1 and
, then for any two real vectors x and y, we have
be the usual binary entropy function and let β =log ( √ 5+1)/2 2 ≃ 1.44. Then for every 0 <x,y≤1, we have
In what follows we say that a function F satisfies Boppana's inequality iff F (x)= F(1 − x) ≥ 0 for every 0 ≤ x ≤ 1a n dF (substituting for H) satisfies the inequality in the above theorem.
3. Strengthening Boppana's inequality. Boppana's inequality, stated in the previous section, forms the basis of his lower bound for the first amplification stage. To get some of our extended lower bounds, we need a slightly stronger version of his inequality. This version is obtained by replacing the entropy function H(x)b ya function G(x) with the tightest possible asymptotic behavior near x = 0 and x =1.
To prove his inequality, Boppana had to make many numerical checks involving functions of two variables. (In one point of the argument, for example, he has to estimate the third derivatives of the function H(x, y)=(H(xy)/xy)
β and show that the Hessian matrix of H is positive definite on the entire region [0.55, 0.65] × [0.55, 0.65].) We are able to exhibit a much simpler proof to our strengthened inequality. We show that it follows from some relatively simple one-variable inequalities.
Our new function G(x)i sd e fi n e da sf o l l o w s :
We claim that G(x) satisfies Boppana's inequality. Lemma 3.1. For every 0 <x,y≤1, we have (
The somewhat peculiar constant γ in the definition of G(x) was chosen so that
β . As shown in the next lemma, this is a necessary condition that must be satisfied by any (symmetric) function that wishes to satisfy Boppana's inequality.
Lemma 3.2. If G(x) is a symmetric function that satisfies Boppana's inequality and if
ψ 2 ) β . It follows that Boppana's inequality is always satisfied with equality at the point (ψ,ψ). As a consequence, the point (ψ,ψ)m u s tbeal oc a l minimum of the function
β .I t is easy to verify that
Since this partial derivative must vanish at (ψ,ψ), we get that
Graphs of the function G(x) are discussed in the appendices. It can be seen from these graphs that G(x) has a small cusp at x = 1 2 . This will not cause us any trouble. A variant of the function G(x) in which this cusp is replaced by a straight line connecting the two local maxima also satisfies Boppana's inequality. This variant is used by us in [7] .
It is easy to see that for small values of x,wehaveG(x)≈x(ln
x and thus G(x) ≪ H(x). This allows us to get the improved amplification bounds.
4. Bounds on derivatives of amplification functions. The basic theorem from which all the results of this section follow is the following.
Theorem 4.1. If f is a unate read-once formula (or a read-once series-parallel contact network) that depends on n variables and if I(x) satisfies Boppana's inequality, then
Proof. The proof is by induction on the structure of f .I ff=x i or f = x i , then the inequality is easily verified since | ∂f ∂xi | = 1 and I(x i )=I(1−x i )=I(f). If f = ¬g, then the inequality follows easily from the induction hypothesis since f =1−gand therefore
..,x n )a n df 2 ( y 1 ,...,y m ) are the amplification functions of f 1 and f 2 , then the amplification function of f is f (x 1 ,...,x n ,y 1 ,...,y m )=
Using the induction hypothesis and then Boppana's inequality, we therefore get
This completes the proof since any unate gate can be obtained by combining an ∧-gate with negations. If in addition to satisfying Boppana's inequality, the function I(x) also satisfies the inequality
xy β for every 0 <x ,y≤1, then we can show directly that the inequality in the above lemma holds for read-once formulas that may include XOR gates. Both the entropy function H(x) and the function G(x) introduced in section 3 satisfy this inequality. We omit the details since the same amplification bounds will follow from the more general arguments of section 8. We denote by ∇f (x) the gradient ∇f =( ∂f ∂x1 ,..., ∂f ∂xn )off evaluated at the point (x,...,x). As an immediate corollary to the previous lemma, we get the following.
Corollary 4.2. If f is a unate read-once formula, then
and if p c is the critical probability for which f (p c )=p c , then
As a second corollary to Theorem 4.1, we get the following result obtained by Boppana [4] for monotone read-once formulas.
Corollary 4.3. If f is a unate read-once formula that depends on n variables, then
Proof. A simple application of Hölder's inequality yields
It was pointed out by one of the referees that the inequality
1/β used in the proof above follows immediately from Jensen's inequality, which is more elementary than Hölder's inequality. This is interesting since it shows that our proof, in contrast to Boppana's proof, does not use the full power of Hölder's inequality.
Again, if I(x) satisfies the additional inequality mentioned above, as G and H do, then Corollary 4.3 holds for general, not necessarily unate, read-once formulas. We claim that the inequality in Corollary 4.3 with G(x) plugged into it is, up to constant factors, the strongest valid inequality of its kind. We do not elaborate on it here.
5. Local amplification bounds. Boppana [4] used Corollary 4.3 with the entropy function H(x) plugged into it together with the mean-value theorem to get a lower bound on the size of the formulas required to amplify (p 0 ,q 0 )t o( p 1 ,q 1 ). A stronger lower bound is obtained by replacing the entropy function by the new function G(x) and by integrating the upper bound obtained for |f
Proof. Let f be a read-once formula that depends on n variables and amplifies (p 0 ,q 0 )t o( p 1 ,q 1 ). Using Corollary 4.3 and a simple change of variables, we get that
In section 7, the function M (x, y) will be compared with some other functions. It will be convenient to scale M (x, y) before these comparisons and assume that C =10 6 . Of course, this will not affect the validity of Theorem 5. 
. It can be checked that both of these bounds are optimal. Valiant [19] 
The fact that the second lower bound obtained using the function G(x) is tight shows that the asymptotic behavior of G(x) near x = 0 and x = 1 cannot be improved.
Since M (2 −n , 1−2 −n ) is still Θ(n), the methods used so far imply only an Ω(n α+1 ) lower bound on amplification from (p −
. This will be improved in section 7 to a tight Ω(n α+2 ) lower bound. We note that the use of the function G(x) in place of H(x) is essential in obtaining the Ω(n α+1 ) lower bounds of Corollary 5.2. Had we used H(x), we would have obtained only Ω(n α log n) lower bounds.
6. Global amplification bounds. The main result of this section is the following simple yet powerful theorem. Let (0, 1) denote the open unit interval and let (0, 1)
2 denote the open unit square in the plane.
is defined on (0, 1) 2 and satisfies the following two conditions,
Proof We prove by induction on the structure of q 1 ) , the required inequality follows immediately from the induction hypothesis.
If f = f 1 ∧f 2 and if f 1 and f 2 amplify (p 0 ,q 0 )to(x 1 ,y 1 )and(x 2 ,y 2 ), respectively, then p 1 = x 1 x 2 and q 1 = y 1 y 2 . By the induction hypothesis and the first condition of L,w eh a v e
Note that in both Theorems 5.1 and 6.1, the lower bounds obtained were of a similar form. Both involved a quotient of some two-variable potential function evaluated at the pre-and post-amplification probabilities.
The approach of Theorem 6.1 seems to be more general than the approach of the previous section. Numerical tests seem to suggest that the function M (x, y) of section 5 satisfies the condition M (x 1 x 2 ,y 1 y 2 ) ≤ M(x 1 ,y 1 )+M(x 2 ,y 2 ) of Theorem 6.1. If this were indeed the case, then Theorem 5.1 would follow immediately from Theorem 6.1.
With some additional work, the numerical tests that we performed can probably be turned into a proof that is similar in spirit to the original proof that Boppana had given for his inequality-that the function M (x, y) satisfies the inequality M (x 1 x 2 ,y 1 y 2 ) ≤ M(x 1 ,y 1 )+M(x 2 ,y 2 ). This would be tedious, however, since four, and not just two, variables are involved this time. We did not carry out this extra work since the direct proof given to Theorem 5.1 seems to be more informative.
We now use Theorem 6.1 to obtain an alternative proof to the lower bounds for the second amplification stage obtained by Moore and Shannon [14] and Boppana [4] . The new proof works only for read-once formulas and not for general read-once networks. However, it does work for general, not necessarily monotone, read-once formulas.
Perhaps the simplest function satisfying the conditions of Theorem 6.1 is the following function:
. When x ≤ y,w eh a v e When x ≥ y, the opposite inequality holds. Thus L ′ (x, y) = max{ℓ ′ (x, y),ℓ ′ (y, x)}. We now have
and
Consequently,
as required.
As an immediate corollary, we extend the lower bound of Moore and Shannon [14] to include nonmonotone read-once formulas.
Corollary 6.3. Every unate read-once formula that amplifies (
is of size Ω(n 1 n 2 ). Boppana [4] obtained a stronger version of this inequality when n 1 and n 2 are not within an exponent of each other. To extend his result, we use Theorem 6.1 in conjunction with the more complicated function Proof. The proof is tedious and it is presented in Appendix B. Using L(x, y), we extend Boppana's second lower bound to nonmonotone readonce formulas.
Corollary 6.5. Every unate read-once formula that amplifies (
is of size Ω(n 1 n 2 + n 1 log n 1 + n 2 log n 2 ). The results of this section are stated for unate read-once formulas. The validity of all the results for general read-once formulas will follow from the results of section 8. n ) to at least (2 −n , 1 − 2 −n ) (for a fixed 0 <p<1). In this section, we combine the proof techniques of sections 5 and 6 and improve this to a tight Ω(n α+2 ) lower bound. We begin with the following generalization of Theorem 6.1.
Theorem 7.1. If K(x, y) is defined on (0, 1) 2 and satisfies the conditions
for every 0 <x 1 ,x 2 ,y 1 ,y 2 < 1 and 0 <x,y<1, and if it is already known for every 0 <p 0 ,p 1 ,q 0 ,q 1 < 1 that
then we also have for every 0 <p 0 ,p 1 ,q 0 ,q 1 < 1 that
Proof. The proof is a trivial modification of the proof of Theorem 6.1. To get our unified lower bound, we apply Theorem 7.1 to a function K(x, y) obtained by stitching together M (x, y) of section 5 (with C =10 6 ), which did well for the first amplification stage, and L(x, y) of section 6, which did well for the second amplification stage. The function K(x, y) will equal M (x, y)w h e nxand y are very close to one another and it will equal L(x, y) when they are far apart.
The function K(x, y)i sd e fi n e da sf o l l o w s : where ≥ x. The definition of A was conveniently chosen to lie between these two regions. Note that although it is impossible to see it in Figure 1 , the upper boundary of the inner region in which L(x, y) ≥ M (x, y)i s also tangent to the y-axis.
It is immediate that K(x, y) satisfies the last two conditions of Theorem 7.1. To show that it also satisfies the first, we define the following additional regions:
The fact that the function K(x, y) satisfies the first condition of Theorem 7.1 will therefore follow from the following lemma. Lemma 7.2.
As an immediate corollary of ) is of size Ω(n α 1 (n 2 n 3 +n 2 log n 2 + n 3 log n 3 )). (b) Any unate read-once formula that amplifies (p − 1 n ,p + 1 n )( where 0 <p<1is fixed) to at least (2 −n , 1 − 2 −n ) is of size Ω(n α+2 ). To prove Lemma 7.2 we need the following technical claims whose proofs may be found in Appendix C.
′′ . In Claims 7.5 and 7.6, we use the definitions The choice C =10 6 was made to insure the validity of Claims 7.4 and 7.8. In the proofs of these claims, found in Appendix C, the main emphasis is on showing that there exists a value of C for which these claims are valid. The proof that the choice C =10
6 is sufficient is a simple drudgery and will not be presented in full. Relying on the preceding claims, we now prove Lemma 7.2. P r o o fo fL e m m a7.2. If (x 1 x 2 ,y 1 y 2 ) ∈C\A , then the claim follows from 7.4(a). We therefore assume that (x 1 x 2 ,y 1 y 2 ) ∈ C, in which case we have to show that L(x 1 x 2 ,y 1 y 2 ) ≤ K(x 1 ,y 1 )+K(x 2 ,y 2 ).
Since all the functions and regions involved in the statement of the lemma are invariant under reflection by the line y = x (which corresponds to switching the x and the y coordinates), we may assume without loss of generality that x 1 x 2 ≤ y 1 y 2 .W e may further assume without loss of generality that x 1 ≤ y 1 . It is enough to prove the inequality for the case where x 2 ≤ y 2 . To see this, we note that if
Assume that we had proven the inequality for every x 1 ≤ y 1 and x 2 ≤ y 2 . We now show how to deal with the case where x 1 ≤ y 1 and x 2 ≥ y 2 . Since x 1 y 2 ≤ x 1 x 2 ≤ y 1 y 2 ≤ y 1 x 2 a n ds i n c e( x 1 x 2 ,y 1 y 2 ) ∈ C implies (x 1 y 2 ,y 1 x 2 ) ∈ C, we have
as required. Therefore, we will assume henceforth that x 2 ≤ y 2 . We now split the proof into two cases depending on whether (x 1 x 2 ,y 1 y 2 )isbelo w or above the line x + y =1. Case 1. x 1 x 2 + y 1 y 2 ≤ 1. Note that C∩{x+y≤1}=C ′ . We therefore know that (x 1 x 2 ,y 1 y 2 ) ∈ C ′ . If (x, y) ∈ A ′ , then ℓ(x, y) ≤ K(x, y). If (x, y) ∈ A, this follows from the definition of K(x, y) and the fact that ℓ(x, y) ≤ L(x, y) (see Lemma B.1 in Appendix B), and if (x, y) ∈A ′′ \A ′ this follows from Claim 7.4(b). If (x 1 ,y 1 ),(x 2 ,y 2 ) ∈ A ′ , then using the inequality ℓ(x 1 x 2 ,y 1 y 2 ) ≤ ℓ(x 1 ,y 1 )+ ℓ ( x 2 ,y 2 ), which is always valid (see Lemma B.1 in Appendix B) and the fact that in this case we have L(x 1 x 2 ,y 1 y 2 )=ℓ(x 1 x 2 ,y 1 y 2 ), we get
as required. We therefore assume without loss of generality that (x 1 ,y 1 ) ∈A ′ . Consider the continuous movement from (x 2 ,y 2 )t o( x 1 x 2 ,y 1 y 2 ) described parametrically by (x 1 t x 2 ,y 1 t y 2 ), where t ranges from 0 to 1. If for some 0 ≤ t ≤ 1wehave(x 1 t x 2 ,y 1 t y 2 ) ∈ C ′ , then since (x 1 1−t ,y 1 1−t ) ∈A ′ (this follows from Claim 7.5(a)) we get using Claim 7.6(a) that (x 1 x 2 ,y 1 y 2 )=(x 1 1−t ·x 1 t x 2 ,y 1 1−t ·y 1 t y 2 ) ∈C ′ , which is a contradiction.
The remaining possibility is therefore that (x 1 t x 2 ,y 1 t y 2 ) ∈ C ′ for every 0 ≤ t ≤ 1. In particular (x 2 ,y 2 ) ∈ C ′ and ℓ(x 2 ,y 2 ) ≤ K(x 2 ,y 2 ). We now rely on Claim 7.7(a), which states that in this case
which is more than required. We are left with the case where (x 1 x 2 ,y 1 y 2 ) is above the line x + y =1.
Note that in this case we also have x 1 + y 1 ≥ 1, x 2 + y 2 ≥ 1, and x 1 t x 2 + y 1 t y 2 ≥ 1 for every 0 ≤ t ≤ 1. We also know that L(x 1 x 2 ,y 1 y 2 )=ℓ(1 − y 1 y 2 , 1 − x 1 x 2 ).
We now repeat some of the reasonings used in the previous case. However, certain complications arise since we can rely only on Claim 7.7(b), which is weaker than its counterpart Claim 7.7(a).
If (x, y) ∈ A (which is equivalent in this case to (x, y) ∈ A ′′ ), then by the definition of K(x, y), we get that L(x, y) ≤ K(x, y).
If (x 1 ,y 1 ),(x 2 ,y 2 ) ∈ A, then using the fact that L(x, y) satisfies the condition L(x 1 x 2 ,y 1 y 2 ) ≤ L(x 1 ,y 1 )+L(x 2 ,y 2 ) (which is the first condition of Theorem 6.1), we get that
as required. We may therefore assume without loss of generality that (x 1 ,y 1 ) ∈A ′′ . Consider again the continuous movement from (x 2 ,y 2 )to(x 1 x 2 ,y 1 y 2 ) described parametrically by (x 1 t x 2 ,y 1 t y 2 ), where t ranges from 0 to 1. Note that in this case the whole curve is above the line x + y =1.
If for some 0 ≤ t ≤ 1w eh a v e( x 1 t x 2 ,y 1 t y 2 ) ∈B ′′ , then since (x 1 1−t ,y 1 1−t ) ∈A ′′ (this follows from Claim 7.5(b)), we get using Claim 7.6(b) that (x 1 x 2 ,y 1 y 2 ) ∈C ′′ , which is a contradiction.
The remaining possibility is therefore that (x 1 t x 2 ,y 1 t y 2 ) ∈ B ′′ for every 0 ≤ t ≤ 1. In particular, (x 2 ,y 2 ) ∈ B ′′ .I f l n
15, then using the lower part of Claim 7.7(b) and essentially the same argument as before, we are done.
Assume therefore that ln
which integrates to
Using Claim 7.8 and the facts that L(x 2 ,y 2 ) ≤ K(x 2 ,y 2 )( s i n c e( x 2 ,y 2 ) ∈ A)a n d M ( x 1 ,y 1 )=K(x 1 ,y 1 )( s i n c e( x 1 ,y 1 ) ∈A), we get that
as required. This completes the proof.
8. Exclusive-or gates as convex combinations of unate gates. The main result of this section is the following theorem.
Theorem 8.1. If f is a read-once formula that amplifies (p, q) to (p ′ ,q ′ ), then there exists a probabilistic unate read-once formula F with size(F ) ≤ size(f ) that also amplifies (p, q) to (p ′ ,q ′ ). Proof. The proof is by induction on the structure of f .I ffis a variable, then the result is clear. If f = ¬f 1 or f = f 1 ∧ f 2 , then the result follows immediately from the induction hypothesis. The interesting case is, of course, if f = f 1 ⊕ f 2 . Assume that f 1 and f 2 amplify (p, q)t o( x 1 ,y 1 )a n d( x 2 ,y 2 ), respectively. Let F 1 and F 2 be two probabilistic unate formulas with size(F 1 ) ≤ size(f 1 )a n dsize(F 2 ) ≤ size(f 2 ) that also amplify (p, q)t o( x 1 ,y 1 )a n d( x 2 ,y 2 ), respectively. The existence of F 1 and F 2 follows from the induction hypothesis. The next lemma proves the existence of a unate connective • such that the point (x 1 ,y 1 )⊕(x 2 ,y 2 ) lies in the convex hull of the points (0, 0), (x 1 ,y 1 )•(x 2 ,y 2 ) and (1, 1). It follows that there exist three constants 0 ≤ α, β, γ ≤ 1 with α + β + γ = 1 such that ( y 2 )+γ·(1, 1) . Thus the unate probabilistic formula
with prob. α, F 1 • F 2 with prob. β, 1 with prob. γ achieves the same amplification as f . Clearly, size(F ) ≤ size(F 1 )+size(F 2 ) ≤ size(f 1 )+size(f 2 )=size(f ). This completes the proof of the theorem. A unate connective here is one of the twelve connectives (x a ∧ y b ) c , x a ,a n dy b , where x a = x ⊕ a, that may be obtained using one AND gate and some negations. and (1, 1) .
Proof. We may assume without loss of generality that x 1 ⊕ x 2 ≤ y 1 ⊕ y 2 since if this is not the case, we can switch the roles of the x's and y's. By this assumption, the point (x 1 ⊕ x 2 ,y 1 ⊕y 2 ) is above the line y = x. It is therefore contained in the convex hull of the points (0, 0), (x 1 ,y 1 )•(x 2 ,y 2 ), and (1, 1) iff
We consider four different cases. Case 1. x 1 ≤ y 1 and x 2 ≤ y 2 . We take • to be the OR operator, i.e., a • b = a ∨ b. A simple manipulation shows that the first inequality is equivalent to the inequality
which is easily seen to hold since x 1 ≤ y 1 and x 2 ≤ y 2 . A similar manipulation shows that the second inequality is equivalent in this case to the inequality
which is also easily seen to hold since x 1 x 2 ≤ y 1 y 2 and x 1 ∨ x 2 ≤ y 1 ∨ y 2 .
Case 2. x 1 ≤ y 1 and x 2 ≥ y 2 . We consider the points (y 1 , x 1 )a n d( y 2 ,x 2 ). It is easy to check that y 1 ≤ x 1 , y 2 ≤ x 2 ,andy 1 ⊕y 2 ≤x 1 ⊕x 2 . By Case 1, we get that the point (y 1 ⊕y 2 , x 1 ⊕x 2 ) lies in the convex hull of the points (0, 0), (y 1 ∨ y 2 , x 1 ∨ x 2 ), and (1, 1). It follows immediately that the point (x 1 ,x 2 )⊕(y 1 ,y 2 )=(1,1) − (x 1 ,x 2 )⊕(y 1 ,y 2 ) lies in the convex hull of the points (0, 0), (x 1 ∧ x 2 ,y 1 ∧y 2 ), and (1, 1). We can thus take a • b = a ∧ b.
Case 3. x 1 ≥ y 1 and x 2 ≤ y 2 . By switching the roles of (x 1 ,y 1 )a n d( x 2 ,y 2 ), we are back in Case 2. We can thus take a • b = a ∧ b.
Case 4. x 1 ≥ y 1 and x 2 ≥ y 2 . The points (x 1 , y 1 )a n d( x 2 ,y 2 ) satisfy the conditions of Case 1. We can thus take a • b = a ∨ b.
This completes the proof of the lemma. It is easy to check that the lower bounds of the previous sections apply to probabilistic and not only to deterministic read-once formulas. All of the lower bounds claimed for unate read-once formulas are therefore valid for general read-once formulas. We also have the following connection between probabilistic and nonprobabilistic formulas.
, where the expectation is according to the distribution that F induces on the deterministic formulas that it assumes. Since for every nonnegative random variable X we have Pr[X>2 E ( X )
, where again f is chosen according to the distribution induced by F . Applying a similar argument to q ′ = F (q), we get that Pr
and therefore a deterministic formula chosen according to the distribution of F will satisfy the required conditions with a positive probability.
9. Open problems. At least two major open problems are left in connection with the subjects discussed in this paper:
1. Do the lower bounds on amplifying formulas given in this paper apply to general, not necessarily read-once, formulas? Do they hold for general monotone formulas? Do they hold, say, for read-twice formulas?
2. Are the optimal monotone formulas for majority obtained by the use of the amplification method? Is it possible to obtain an Ω(n α+2 ) lower bound on the monotone formula complexity of the majority function? The currently best lower bound on the monotone or unate formula size of the majority function is an Ω(n 2 )l o w e rbo u n d obtained by Khrapchenko [11] , [12] .
One less important problem is the following: 3. Is there a simple and less technical proof of the unified amplification lower bound? Is there a simple and natural function that satisfies the conditions of Theorem 6.1 and by the use of which a direct simple proof of the unified lower bound may be obtained? Appendix A. Proving the strengthened Boppana's inequality. Graphs of the function G(x)a r eg i v e ni nF i g .2 .
P r o o fo fL e m m a3.1. Define
We have to show that for every 0 <x,y≤1w eh a v e
If 0 <y≤ 
, is given by the bold line in Fig. 3 . We see that the function is nonnegative for every for 1 2 ≤ x ≤ 1 is given by the dotted line in Fig. 3 . Again, it can be verified rigorously that it is nonnegative for every . In these points, we must have
If (x, y) is such an extremal point of G(x, y), then we must have
G(x)= G(y)= G(xy).
A graph of the function G(x) is given in Fig. 4 . It can be rigorously verified that the function G(x) is unimodal for 1 2 ≤ x ≤ 1, so −1 is the only value attained by this function more than twice in the range 0 <x≤1. The value −1 is attained at every 0 <x≤ 
is given by the solid line in Fig. 3 . It can be checked that x = y = ψ is indeed a local minimum and its value is 0. There is also a (global) maximum at x = y ≃ 0.881135. We conclude that the required inequality is therefore satisfied on the diagonal x = y and consequently in the whole of the unit square.
Appendix B. Proving the required properties of L(x, y). Before proving Lemma 6.4, we establish some properties of the function ℓ (x, y) . In what follows, we will always assume that x, y, x 1 , y 1 , x 2 ,a n dy 2 are in the interval (0, 1), although we will not always write it explicitly.
Lemma B.1.
Relying on Lemma B.1, we can now prove Lemma 6.4. P r o o fo fL e m m a6 . 4. The function L automatically satisfies the conditions L(x, y) = L(y, x)=L (1 − x, 1 − y). Therefore, we only have to prove condition 1 of Theorem 6.1. The symmetric properties of L allow us to assume that x 1 x 2 ≤ y 1 y 2 . (Otherwise, just change the roles of the x's and the y's.) We may also assume without loss of generality that x 1 ≤ y 1 .( I fx 1 >y 1 and x 2 >y 2 , then x 1 x 2 >y 1 y 2 .)
As a consequence of first condition of Lemma B.1, we get that L(x, y)= max{ℓ(x, y),ℓ(1 − y, 1 − x)} for x ≤ y.I fx 2 ≤y 2 , then
In the passage from the first line to the second above, we used conditions 2 and 3 of Lemma B.1.
To finish the proof, note that if
. This is easily seen since both ℓ(x, y)a n dℓ (1 − y, 1 − x) are decreasing in x and inceasing in y.I fx 2 >y 2 ,w eh a v e
This completes the proof. We now turn to the proof of Lemma B.1. P r o o fo fL e m m aB.1. 1. We have to show that ℓ(x, y) − ℓ(1 − y, 1 − x) ≥ 0f o r 0<x≤y≤1−x.I fy=xor y =1−x, then we have equality. Therefore, the claim will follow if we can show that ℓ(x, y) − ℓ(1 − y, 1 − x) is decreasing in x. We therefore have to show that
This claim is easily verified for y = x (since x ≤ 
This is easily verified since the function y 1−y ln 1 y is increasing in y (this follows from a further differentiation using the inequality ln 1 y ≥ 1 − y)a n dy≤1−x . 2. A simple manipulation shows that
We let u = ln 3. We have to show that ℓ(1−y 1 y 2 , 1−x 1 x 2 )−ℓ(1−y 1 , 1−x 1 )−ℓ(1−y 2 , 1−x 2 ) ≤ 0 for 0 <x 1 ≤y 1 <1a n d0<x 2 ≤y 2 <1. We will prove this inequality in two stages:
To obtain the first inequality, we show that
This inequality holds since
The second condition follows again from the fact that the function
To obtain the second inequality, we show that ℓ(1 − y 1 y 2 , 1 − y 1 x 2 ) is increasing in y 1 . W eh a v et os h o wt h a t
This can be done using similar methods.
Appendix C. Proving Claims 7.4-7.8. To simplify the proofs of the claims involving M (x, y), we first show how to bound this function using a slightly simpler expression. To this end, we define the functionm( When y is bounded away from 1, the bound just given is tight up to a constant factor.
We now proceed with the proof of Claims 7.4-7.8. Proof of Claim 7.4(a). Since all the functions and regions involved are symmetric with respect to the lines y = x and x + y = 1, it is enough to prove the claim for the region (C\A)∩{x ≤ y ≤ 1−x} =(C ′ \A ′ )∩{x ≤ y ≤ 1−x}. In this region, we have M (x, y) ≥ C ·m(x, y)=C·ln To get the upper part of the claim, we note that the expression − ln as required.
Proof of Claim 7.8. Since M (x, y) is increasing in y, it is enough to prove that M (x, x 1/1.15 ) ≥ ( 1/4 = +∞, which shows that the claim is valid for a sufficiently large choice of C. This limit can be obtained using essentially the same asymptotics as those used in the proof of Claim 7.4(b). Using some more uninspiring work it can be verified that the minimum ofm(1 − x 1/1.15 , 1 − x)/( 1/4 is attained near x =0 . 999877 and its value is about 1.84 × 10 −6 . We note that the huge value of C was required only in the proof of Claim 7.8. For Claim 7.4, a much more modest value would have been enough. Also, no attempt to obtain the optimal value of C was made. We are sure that using a tighter yet even more tedious analysis, a much smaller value of C can be shown to suffice.
