The human visual system encodes the chromatic signals conveyed by the three types of retinal cone photoreceptors in an opponent fashion. This opponency is thought to reduce redundant information by decorrelating the photoreceptor signals. Correlations in the receptor signals are caused by the substantial overlap of the spectral sensitivities of the receptors, but it is not clear to what extent the properties of natural spectra contribute to the correlations. To investigate the influences of natural spectra and photoreceptor spectral sensitivities, we attempted to find linear codes with minimal redundancy for trichromatic images assuming human cone spectral sensitivities, or hypothetical non-overlapping cone sensitivities, respectively. The resulting properties of basis functions are similar in both cases. They are non-orthogonal, show strong opponency along an achromatic direction (luminance edges) and along chromatic directions, and they achieve a highly efficient encoding of natural chromatic signals. Thus, color opponency arises for the encoding of human cone signals, i.e. with strongly overlapping spectral sensitivities, but also under the assumption of non-overlapping spectral sensitivities. Our results suggest that color opponency may in part be a result of the properties of natural spectra and not solely a consequence of the cone spectral sensitivities.
Introduction
The human visual system encodes the chromatic signals conveyed by the three types of retinal cone photoreceptors in an opponent fashion. This color opponency is often interpreted as an attempt to remove correlations in the signals of different cone types that are introduced by the strong overlap of the cone spectral sensitivities (Buchsbaum & Gottschalk, 1983 ). This explanation is in accordance with Barlow's hypothesis (Barlow, 1961) that the goal of sensory information processing is to transform the input signals such that the redundancy between the inputs is reduced. Buchsbaum and Gottschalk (1983) studied an orthogonal decorrelation scheme to remove the correlations introduced by the strong spectral overlap of the human photoreceptor sensitivities. The result was a cone opponency that matched qualitatively the opponent characteristics of parvocellular neurons in the retina and lateral geniculate nucleus (LGN) of primates. However, as the authors noted, the overlaps of the cone spectral sensitivities are not the only source of correlations across wavelengths. Naturally occurring spectra are known to be fairly smooth (e.g. Maloney, 1986; Marimont & Wandell, 1992; Stiles, Wyszecki, & Ohta, 1977) and therefore may contribute substantially to redundancies in the cone signals (Brill & Benzschawel, 1985) . Ruderman, Cronin, and Chiao (1998) applied principal component analysis (PCA) to analyze cone signals in response to natural spectra. They found small differences between results obtained with natural spectra and results obtained with random spectra that were uncorrelated across wavelengths. A shortcoming of orthogonal decorrelation as obtained by PCA in the analysis of chromatic signals is that it will lead inevitably to color opponency (Buchsbaum & Gottschalk, 1983) . There is, however, no reason why the visual system should be restricted to orthogonal decorrelation. Therefore, a more general analysis method should be used in order to investigate possible causes of color opponency. In a previous study (Wachtler, Lee, & Sejnowski, 2001) , we found that non-orthogonal color-opponent codes can indeed be highly efficient. Here, we show that color opponency constitutes a sparse code for natural images, and that color opponency is efficient not only because of the correlations introduced by the overlaps of the cone spectral sensitivities, but also because there are substantial correlations across wavebands in natural spectra.
We investigated samples of spectral images (P a arraga, Brelstaff, Troscianko, & Moorehead, 1998) of natural scenes. Our goal was to find efficient representations of the chromatic sensory information for overlapping as well as non-overlapping spectral sensitivities such that spatial and chromatic redundancy is reduced significantly. The method we used for finding statistically efficient representations is independent component analysis (ICA). ICA is a way of finding a linear non-orthogonal coordinate system in multivariate data that minimizes mutual information among the axial projections of the data. The directions of the axes of this coordinate system (basis functions) are determined by both second and higher-order statistics of the original data. This contrasts to PCA which uses solely second order statistics and has orthogonal basis functions. The ICA algorithm used here differs from results obtained in our earlier studies (Wachtler et al., 2001 ) since the nonlinear function is flexible and adapts to the density of the data, i.e. it does not enforce sparseness and focuses only on the independence assumption.
Methods

Data
We analyzed a set of 256 Â 256 pixels hyperspectral images (P a arraga et al., 1998) . Each pixel is represented by radiance values for 31 wavebands of 10 nm width, sampled in 10 nm steps between 400 and 700 nm. The pixel size corresponds to 0:056°Â 0:056°of visual angle. The images were recorded around Bristol, UK, either outdoors, or inside the glass houses of Bristol Botanical Gardens. We chose eight of these images which had been obtained outdoors under apparently different illumination conditions. Each image contains a gray reflectance standard mounted on a tripod. Image samples taken for analysis were restricted to the image regions outside the areas occupied by these objects. The vector of 31 spectral radiance values of each pixel was converted to a vector of three cone excitation values whose components were the inner products of the radiance vector with the cone sensitivity vectors ( Fig. 1(b) ). The logarithms of these values were used in the analysis (Ruderman et al., 1998) . As cone spectral sensitivitiy functions, we used the estimates of Stockman et al. (1993) , and, in addition, hypothetical non-overlapping sensitivities. The latter were rectangular functions with absorptions between 420 and 480 nm (S 0 ), 490 and 550 nm (M 0 ), and 560 and 620 nm (L 0 ), respectively. For additional analyses, narrower non-overlapping functions were used (see Section 3). From the image data, 7 Â 7 pixel image patches were chosen randomly, yielding 7 Â 7 Â 3 ¼ 147 dimensional vectors.
Analysis
The goal of ICA is to perform a linear transform which makes the resulting source outputs as statistically independent from each other as possible (Bell & Sejnowski, 1995; Comon, 1994; Jutten & Herault, 1991;  For the main analysis, we used estimates of the human cone sensitivities (Stockman, MacLeod, & Johnson, 1993) (thick lines). In an additional analysis, we used hypothetical rectangular, non-overlapping sensitivities (thin lines). Lee, 1998) . ICA assumes an unknown source vector s with mutually independent components s i . The observed data x can be represented as a linear combination of source components s i such that
where A is a scalar square matrix and the columns of A (a i ) are the basis functions. In a generative image model (Bell & Sejnowski, 1997; Olshausen & Field, 1996) A represents the basis functions generating the observed image pattern in the real world whereas W ¼ A À1 refers to the ICA filters that transform the image pattern into activations or source coefficients s ¼ Wx. Since A and s are unknown, the goal of ICA is to adapt the basis functions by estimating s so that the individual components s i are statistically independent and this adaptation process minimizes the mutual information between the components s i . A learning algorithm can be derived using the information maximization principle (Bell & Sejnowski, 1995) or the maximum likelihood estimation method (Pearlmutter & Parra, 1996) which can be shown to be equivalent in this case (Cardoso, 1997) . In our experiments, we used the infomax learning rule with natural gradient extension and the learning algorithm for updating the basis functions is
where I is the identity matrix, uðsÞ ¼ ÀðopðsÞ=osÞ=pðsÞ and s T denotes the matrix transpose of s. DA is the change of the basis functions that is added to A. The change in DA will converge to zero once the adaptation process is complete. Note that uðsÞ requires a density model for pðs i Þ. We assumed a parametric exponential power density pðs i Þ / expðÀjs i j qi Þ and updated the parameters q i during the adaptation process to match the distribution of the estimated sources (Lee & Lewicki, 2000) . This was accomplished by finding the maximum posteriori value of q i given the observed data. The ICA algorithm can thus characterize a wide class of statistical distributions including uniform, Gaussian, Laplacian, and other so-called sub-and super-Gaussian densities. In other words, our experiments do not constrain the coefficients to have a sparse distribution, unlike some previous methods (Bell & Sejnowski, 1997; Olshausen & Field, 1996) .
For adapting the basis functions we used Eq. (2). Training was done in 500 training steps, each using a set of spectra of 40,000 image patches, 5000 chosen randomly from each of the eight images, excluding the image regions corresponding to the reflectance standard. The parameters q i of the exponential power density were initialized as Gaussian densities and updated after each training step.
Displaying the results
To visualize the learned basis functions (Fig. 2) , we used the method by Ruderman et al. (1998) and plotted for each basis function a 7 Â 7 pixel matrix, with the color of each pixel indicating the combination of L, M, and S cone responses as follows. The values for each patch were normalized to values between 0 and 255, with 0 cone excitation corresponding to a value of 128. Thus, the R, G, and B components of each pixel represent the relative excitations of L, M, and S cones, respectively. This yields a pseudo-color representation which, however, is qualitatively similar to a true color rendering of the respective cone values. To further illustrate the chromatic properties of the basis functions, we convert the L, M, S vector of each pixel to its coordinates in a cone-opponent color space (Derrington, Krauskopf, & Lennie, 1984; MacLeod & Boynton, 1979) . The x-axis corresponds to the difference between L and M cone stimulation, the y-axis corresponds to the difference between S-cone stimulation and the sum of L and M cone stimulation, and the z-axis corresponds to the sum of L and M cone stimulation. Here, we plot x versus y coordinates, i.e. the projection of the color coordinates onto the isoluminant plane. For each pixel of the basis functions, a point is plotted at its corresponding location in the x-y plane of that color space (Fig. 2(b) and (d)). The color of the points are the same as used for the pixels in the left part of the figure. Thus, although only the projection onto the isoluminant plane is shown, the third dimension (i.e. luminance) can be inferred by the brightness of the points. Fig. 2(a) shows the learned ICA basis functions in pseudo-color representation (see Section 2) for overlapping cone spectra. In Fig. 2(b) , the chromaticities of the pixels in each basis function are shown in a coneopponent color space. The basis functions are shown in order of decreasing L 2 -norm (definition of L 2 -norm: square root of the sum of the vector elements squared). There are three main types of basis functions, namely homogeneous chromatic, oriented achromatic (luminance edges), and color-opponent (color edges) basis functions. These results are qualitatively similar to those obtained in our earlier analysis (Wachtler et al., 2001) . Luminance edges tended to have higher L 2 -norm than color edge basis functions. This reflects the fact that in the natural environment, luminance variations are generally larger than chromatic variations (P a arraga et al., 1998) . The achromatic basis functions were localized and oriented, similar to those found in the analysis of grayscale natural images (Bell & Sejnowski, 1997; Olshausen & Field, 1996) . Most of the chromatic basis functions, particularly those with strong contributions, were color opponent, i.e. the chromaticities of their pixels lay roughly along a line through the origin of our color space. Most chromatic basis functions with relatively high contributions were modulated between light blue and dark yellow, in the plane defined by luminance and S-cone modulation. Those with lower L 2 -norm were highly localized, but still were mostly oriented. Other chromatic basis functions showed opponency axes corresponding to blue versus orange colors. The chromaticities of these basis functions occupied mainly the second and fourth quadrant. The basis functions with lowest contributions were less strictly aligned in color space, but still tended to be color opponent, mostly along a bluish-green/orange direction. The opponency axes of both blue-yellow and red-green basis functions were tilted with respect to the color space axes. This most likely reflects the distribution of the chromaticities in our images.
Results
Color opponency
In natural images, L-M and S coordinates in our color space are negatively correlated (Webster & Mollon, 1997) . ICA finds the directions that correspond to maximally independent signals, i.e. extracts statistical structure of the inputs. PCA did not yield basis functions in these directions (Ruderman et al., 1998; Wachtler et al., 2001) , probably because it is limited by the orthogonality constraint.
Non-overlapping spectral sensitivities
In order to determine the contribution of natural spectra to the statistical dependencies in the receptor signals (Buchsbaum & Gottschalk, 1983) , we repeated the analysis, but with hypothetical receptor sensitivities (L 0 , M 0 , S 0 ) that have no overlap, while sampling in roughly the same spectral regions as the L, M, and S cones (see Section 2 and Fig. 2(c) ). The resulting basis functions were strongly color opponent, as for overlapping cone sensitivities. The chromatic axis of opponency of the red-green basis functions was slightly closer to the L-M color space axis than in the case of overlapping sensitivities. This indicates that the axis of opponency reflects the differences in correlations of L and M cone, and of M-and S-cone signals. Our finding of strong opponency with non-overlapping sensitivities suggests that in natural spectra the correlations of radiance values between different wavelengths are sufficiently high to require a color-opponent code in order to represent the chromatic structure efficiently. To further investigate this point, we calculated the correlations between L and M, and between L 0 and M 0 signals, respectively, for different input ensembles. For spectra drawn from the hyperspectral image dataset, the correlation between L and M signals was 0.99, the correlation between L 0 and M 0 was 0.94. For random spectra that were uncorrelated across wavelengths, the correlation between L and M was 0.91, the correlation between L 0 and M 0 was, by definition, zero. Thus, the correlations in cones with non-overlapping sensitivities due to natural spectra were even slightly larger than correlations due to the overlaps of human cone sensitivities alone. Although ICA takes also higher-order statistics into account, these results support the conclusion that color opponency is in part a result of the properties of natural spectra.
To study in more detail the effect of the properties of the non-overlapping cone sensitivities itself we have carried out experiments for other cone sensitivity characteristics. Sampling in regions that are narrower and further apart than the human cone sensitivities might not lead to cone opponency. However, when we used sensitivities of 30 nm width, either centered on the peaks of the human cone sensitivities, or further apart in the visible spectrum (at 420, 530, and 640 nm), all cases led to opponent basis functions. Opponency emerged even with narrower sensitivities, although for 20 and 10 nm, measurement noise in the data led to very slow convergence of the algorithm and less pronounced opponency. Our experiments suggest that color opponency can be achieved with many other non-overlapping cone sensitivity functions.
Coding efficiency and sparseness
The densities for the coefficients s i in Eq. (1) are highly sparse (Fig. 3) with an average kurtosis value of 18.6. This shows that the independence criterion alone is sufficient to learn sparse image codes. Although no sparseness constraint was imposed, most of the obtained ICA coefficients were extremely sparse, i.e. the data x were encoded in the sources s in such a way that the coefficients of s were mostly around zero; there is only a small percentage of informative values (non-zero coefficients). From an information coding perspective this implies that we can encode and decode each chromatic image patch with only a small percentage of the basis functions. In contrast, Gaussian densities as assumed in PCA were not sparsely distributed and a large portion of the basis functions was required to represent the chromatic images. In this sense, the basis functions that produce sparse distributions are statistically efficient codes. Fig. 3 . ICA coefficients are sparsely distributed. The distributions of the coefficients for ICA in Fig. 2(a) for the first 25 basis functions. The coefficients were computed from 40,000 randomly selected image patches using the ICA basis functions. The normalized kurtosis value is shown on top of each distribution. This value indicates how sparse the distribution is compared to a Gaussian distribution. The normalized kurtosis for the Gaussian density is zero and the sparser the density the greater its value. Negative values indicate sub-Gaussian densities such as the uniform density. Averaged over all distributions for the ICA coefficients the normalized kurtosis was 18.6, suggesting highly sparse source density functions producing efficient codes.
To quantitively measure the encoding difference we compared the coding efficiency between ICA and PCA using Shannon's theorem to obtain a lower bound on the number of bits required to encode a spatiochromatic pattern (Lewicki & Olshausen, 1999; Lewicki & Sejnowski, 2000) . The average number of bits required to encode 40,000 patches randomly selected from the eight images in Fig. 1 with a fixed noise coding precision of r x ¼ 0:059 was 1.83 bits for ICA and 4.46 bits for PCA. Note that the encoding difference for achromatic image patches using ICA and PCA was about 20% in favor of ICA (Lewicki & Olshausen, 1999) . The encoding difference in the chromatic case was significantly higher (>100%) and suggests that there is a large amount of chromatic redundancy in the natural scenes. We believe that this redundancy is mostly due to non-orthogonal projections in the data that is captured by ICA using the higher-order statistical information. To verify our findings, we computed the average pairwise mutual information I in the original data (I x ¼ 0:1522), the PCA representation (I PCA ¼ 0:0123) and the ICA representation (I ICA ¼ 0:0096). ICA was able to further reduce the redundancy between its components, and its basis functions therefore represent more efficient codes. Although those codes were allowed to produce source coefficients regardless of their density, sparse coefficients with average normalized kurtosis values of 18.6 for ICA and 6.6 for PCA. Interestingly, the basis functions in Fig. 2(a) produced only sparse coefficients except for basis function 7 (green basis function), which has a nearly uniform distribution (Fig. 3) , suggesting that this basis function is active almost all the time. The reason is that the green color component is present in a large number of image patches of the natural scenes. For the non-overlapping sensitivities, the coding efficiency was 2.23 bits per pixel, the average mutual information was 0.0102 and the average kurtosis was 17.8. In comparison to the ICA results obtained by overlapping spectral sensitivities the small differences are not significant (Table 1) and this control experiment again supports the argument that color opponency may be a consequence of efficient encoding of spectral information.
We repeated the experiments and used other nonlinearities uðsÞ in the learning rule in Eq. (2) and obtained similar results. Basis functions obtained with the exponential power distributions or the simple Laplacian prior (Wachtler et al., 2001) were statistically most efficient. The results using the JADE algorithm (Cardoso, 1999) and the fixed-point ICA algorithm (Hyvaerinen & Oja, 1997) resulted in qualitatively similar basis functions with slightly higher entropy than the exponential power function ICA algorithm, which is due to a more accurate density estimation using a more flexible ICA algorithm.
In comparison of ICA to other decorrelation algorithms, there are many ways to decorrelate the cone signals. However, many decorrelation algorithms have constraints in the basis functions such as orthogonality in PCA and zero-phase in symmetric whitening filters. ICA has no constraint in the structure of the basis functions and it presents the most efficient coding scheme compared to all other decorrelation algorithms because it not only removes second order redundancies but other higher-order redundant information. There is no analytical way to achieve the same. Certain decorrelation algorithms such as PCA may give a very limited number of color-opponent basis functions but this could have been a result of the constraints (orthogonality in PCA or symmetry in ZCA) and not a result of finding an efficient coding scheme for the input signals.
Discussion
In studies where ICA had been applied to achromatic images of natural scenes (Bell & Sejnowski, 1997; Lewicki & Olshausen, 1999; Olshausen & Field, 1996; van Hateren & van der Schaaf, 1998) , the resulting basis functions were localized and orientation sensitive. In other words, the basis functions represented luminance edges useful for representing image features. Those basis functions are non-orthogonal and adapted to the structure inherent in the data. We analyzed chromatic images and obtained, in addition to achromatic edges, basis functions that correspond to color edges. These basis functions were likewise non-orthogonal and their coefficients had sparse distributions, indicating a highly efficient encoding of the data. Recently, Caywood, Willmore, and Tolhurst (2001) analyzed the same hyperspectral data set that we used and found similar results. Hoyer and Hyvaerinen (2000) had used uncompressed RGB images of natural scenes to adapt basis functions. Our results using L, M, S cone inputs derived from spectra of natural scenes yielded qualitatively similar results, thus supporting the hypothesis of these authors that nonlinearities in the generation of RGB images do not strongly influence the qualitative structure of the results. A quantitative comparison, in particular with respect to the opponency axes, is not possible, since calibration data for the acquisition of the RGB images are not available. Results obtained from images encoded with the lossy JPEG compression (Tailor, Finkel, & Buchsbaum, 2000) would be even less comparable. In an attempt to accurately model the retinal properties Doi and Inui (2000) applied natural scenes (RGB images) to simulated trichromatic cone mosaic outputs and obtained similar results.
The results presented here extend earlier findings (Wachtler et al., 2001) by showing that the sparseness arises due to the statistical structure of the data. Furthermore, we show that color opponency may serve not only to remove spectral correlations introduced by overlapping photoreceptor sensitivities, but also correlations inherent in the natural spectra. Indeed, our results indicate that those two influences are about equally strong. Thus, encoding signals of cones with non-overlapping spectral sensitivities leads to equally strong opponency and similar coding efficiency as with overlapping sensitivities. In other words, given the properties of natural spectra, the differences of having cone sensitivities with less overlap than the human cones would be minor in terms of coding efficiency.
Regarding interpretations of the results obtained by ICA, one issue to consider is whether one should focus on the basis functions A, or rather on the corresponding ICA filters W. For achromatic images of natural scenes, there are small differences (Bell & Sejnowski, 1997; Olshausen & Field, 1996) between the characteristics of the basis functions and ICA filters. For the chromatic case, the differences are not negligible. In our analysis, we adapted the basis functions, corresponding to the image features that are represented. The filters W were derived by inverting the basis function matrix A and therefore are constrained by the inversion process. In particular, a filter will give no response to any but its corresponding basis function. Furthermore, the basis function corresponding to a filter is not necessarily the stimulus that will yield the largest response. The filter for which a particular basis function would give the largest response would essentially look like this basis function, thus achieving the largest dot product of basis function and filter. The basis functions correspond to what the algorithm estimates as independent causes of the images, as well as to filters for which these causes would be 'best' stimuli. Therefore, we focus on the basis functions rather than the filters.
It has been pointed out that the achromatic ICA basis functions resemble receptive-field characteristics of neurons in the visual cortex (Bell & Sejnowski, 1997; Lewicki & Olshausen, 1999; Olshausen & Field, 1996; van Hateren & van der Schaaf, 1998) , leading to the conclusion that the receptive fields of visual neurons reflect an efficient code for the visual signals. If the visual system encodes chromatic signals efficiently, one could expect to find similar correspondences in the chromatic domain. The visual system of trichromatic primates encodes retinal color signals in a color-opponent fashion. In the LGN of monkeys, color selective cells respond best for chromatic stimuli along the coordinate axes of a cone-opponent color space (Derrington et al., 1984) , indicating a coding scheme that decorrelates the signals from different cone classes (Buchsbaum & Gottschalk, 1983 ). In the visual cortex, the chromatic tuning of color selective cells is not restricted to the color space axes (De Valois, Cottaris, Elfar, Mahon, & Wilson, 2000; Hanazawa, Komatsu, & Murakami, 2000; Lennie, Krauskopf, & Sclar, 1990; Wachtler, Sejnowski, & Albright, 1999) . Owing to our method of deriving cone responses from natural spectra, we can make some quantitative statements about efficient encoding of retinal signals under natural conditions. Our results indicate that the chromatic axes for efficient opponent encoding do not necessarily correspond to the 'cardinal' directions of color opponency as found in LGN cells. While the results of PCA show chromatic organization along these axes, ICA basis functions show opponency along intermediate directions. Comparing the properties of these coding schemes with the properties of visual neurons, one could speculate that, in retina and LGN, the visual system may take advantage of PCA-like encoding to encode as much signal as possible with the limited number of fibers in the optic nerve, while recoding the chromatic signals in the cortex to achieve a sparse code that better reflects the statistical structure of the environment (Field, 1994) .
Often, double-opponent cells (Daw, 1967) have been associated with the cortical coding of color (Hubel & Wiesel, 1968; Livingstone & Hubel, 1984) . Our chromatic ICA basis functions do not show the typical double-opponent organization. Usually, the contributions of different cone types in our basis functions have both positive and negative regions, but these regions are out of phase, such that maximal stimulation (positive or negative) of one cone type coincides with close-to-zero stimulation of another cone type. This is more similar to single opponency with anisotropic center-surround organization than to classical double opponency.
Two further properties of our ICA basis functions do not match the classical double-opponent receptive field. First, the opponency axis of red-green basis functions does not correspond to pure L versus M signals, but indicates contributions from S cones. Interestingly, a recent study (Conway, 2001 ) investigating cone inputs to V1 neurons reported double-opponent receptive fields where L input had opposite sign to both M and S input. Thus, the opponency axis did not coincide with the L-M axis, but rather was tilted in the same way as the redgreen basis functions of our results. Second, the spatial organization of the chromatic basis functions does not show circular symmetry like the classical double-opponent cell's receptive field. The spatial structure of the chromatic basis functions is similar to the achromatic ones, which have been interpreted as luminance edges. Likewise, the chromatic basis functions may represent chromatic edges. Commonly, color coding neurons are assumed to be non-oriented, despite the undisputed opinion that chromatic contrast is an important feature in color vision. However, oriented chromatically selective cells in primary visual cortex have been described (Johnson, Hawken, & Shapley, 2001; Michael, 1978; Ts'o & Gilbert, 1988) . In view of our results, this may suggest that indeed efficient encoding may be a factor influencing the properties of cortical receptive fields.
Although the analysis of natural signals can lead to important insights in the encoding strategies of the visual system, one has to be aware of the limits of such comparisons. The assumption of a linear encoding of the visual signals is an idealization. Furthermore, the relevance of the visual signals, e.g. in signalling food, should be taken into account (Mollon, 1989; Osorio & Vorobyev, 1996) . However, even without these additional criteria, our results show that non-orthogonal basis functions provide an efficient encoding of chromatic natural images, and that color opponency is not a mere consequence of overlapping cone spectral sensitivities. This supports the hypothesis that cortical neurons represent the intrinsic spatiochromatic structure of the natural environment in a statistically efficient manner.
