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Abstract
Formation flying is an enabling technology for many future space missions. This thesis
addresses some of the key dynamics and control issues expected in future missions by
pursuing two areas of advancement: extensions of relative linear dynamics models and
assessment and mitigation of sensor noise effects on control systems. Relative dynam-
ics models play an important role in finding drift-free initial conditions for spacecraft
formations and for designing feedback controllers. This thesis presents extensions to
the equations of relative motion expressed in both Cartesian reference frames and
Keplerian orbital elements, including new initialization techniques for widely spaced
passive apertures with very general formation configurations. Also, a new linear time-
varying form of the equations of relative motion is developed from Gauss' Variational
Equations, and the linearizing assumptions for these equations are shown to be con-
sistent with typical formation flying scenarios. The second area considers the impact
of sensor noise, predicted by several researchers to have a significant effect on the
fuel-use for formation flying control. This thesis analyzes the impact of carrier-phase
differential GPS sensor noise using a new analytical method for predicting the effects
of disturbances on a model predictive control formulation. Previous work used an
"open-loop" planning approach to achieve robustness in the presence of sensor noise,
but was limited to short planning horizons. This thesis employs a "closed-loop" ap-
proach which accounts for future replanning, enabling longer planning horizons and
more general terminal constraints. This MPC formulation guarantees the robustness
of the planning system to both process and sensing noise with fuel costs that are
shown to be comparable to the previous approach.
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Chapter 1
Introduction
In the early years of space flight, most satellites were launched with individual pur-
poses and worked independently of one another. Often they were controlled manually
via commands uplinked from specialized ground stations. Less than ten years after
the launch of Sputnik, the constellation emerged as another form of space mission,
one in which satellites are launched with a common purpose, but do not require co-
ordinated control. The Transit constellation (begun in the 1960s) and the GPS con-
stellation are examples of satellites that were designed to provide common services
for navigation [71]. The spacecraft in these constellations are operated individually
from ground stations and controlled periodically through station-keeping maneuvers
designed to maintain specific orbits. More recently, constellations of satellites have
been launched for communications (Iridium) and science gathering (EO1, Cluster,
and LISA) [4,49,83]. Many space missions planned for the near-future fall into a
new class of formation flying missions. These are missions which require coordinated
control to maintain a desired relative geometry between the satellites. Formation fly-
ing missions are well-suited to applications requiring simultaneous observations from
multiple locations (such as interferometry and synthetic aperture radar).
Formation flying missions are being designed to fly in many different types of
orbits: TechSat-21 and Orion in Low Earth Orbit (LEO) [2,5], Magnetospheric Mul-
tiscale Mission (MMS) (see Figure 1 ) in High Earth Orbit (HEO) [51], and Stellar
Imager in L2 [74]. A recent paper [73] identifies these three missions as benchmark
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Fig. 1-1: Artist's depiction of the Magnetospheric Multiscale Mission [801
problems for formation flying. Each poses unique challenges to the present state-of-
the-art in spacecraft orbit design and control. This thesis focuses on the particular
challenges posed by missions designed for LEO and HEO.
This thesis addresses two spacecraft formation flying control challenges: control
of widely separated formations in highly elliptical orbits and the prediction and miti-
gation of the effects of sensor noise on spacecraft control. First, the problem of using
linearized dynamics for initialization and control of widely-separated spacecraft for-
mations is examined using linear perturbation states to capture the effects of second
order nonlinearities. Control in highly elliptical orbits is addressed by developing
and using a set of linear, time-varying dynamics based in the LVLH frame and valid
for elliptic orbits. Next, linearized dynamics based in the Keplerian orbital element
frame are applied in a model predictive formulation and are shown to be valid for
typical state error separations. Formation initialization and coordination techniques
in a differential orbital element frame are also discussed. To address the problem
of predicting/mitigating the effects CDGPS sensor noise might have on the control
performance, a new technique based on a robust, closed-loop model predictive control
formulation is developed. Realistic simulations using the closed-loop technique are
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implemented based on a bounded noise model developed for CDGPS sensor noise and
expected process noise in LEO.
1.1 Previous Work and Contributions
The dynamics of relative motion for circular orbits are described by a set of lin-
ear, time-invariant equations, now known as the Hill's or Clohessy-Wiltshire equa-
tions [75, 76]. Much work has been done in the past thirty years studying relative
dynamics of orbital motion of elliptical orbits [10,13,11,12,35,18,72], and as a result,
Lawden's equations of motion and their parameter-varying closed form solution have
also become commonplace for use in relative orbital dynamics problems [18]. However,
with recent interest in closed-loop control for formation flying, several time-explicit
forms of the relative equations of motion have also been developed. In Ref. [35], both
the equations of motion and a state transition matrix are derived that are linearized
in eccentricity, making them valid for orbits with e < 0.3. More recently, Ref. [72]
presented a form of the state transition matrix which propagates relative motion and
is valid for all eccentricities. This form is useful for propagating open-loop, however
no control effect matrix is given, so it is not sufficient for discrete control. This the-
sis derives a new set of equations of motion based in an LVLH frame that are valid
for all eccentricities and can be numerically discretized for the purposes of control,
yielding both the state transition matrix and the control effect matrix. This form of
the relative dynamics is useful for fixed-time step propagation, closed-loop discrete
control, and discrete online planning.
Initialization techniques for spacecraft formations typically attempt to achieve two
goals: place spacecraft in a desired formation geometry and create a formation that
requires as little fuel as possible to maintain. Typical desired formation geometries
in LEO are in-track separations and projected circles. For example, the TechSat-21
mission, a formation flying passive aperture radar system, sparked a great deal of
interest in passive aperture formations. The problem of creating a passive aperture
in a circular orbit has a well-known solution based on Hill's equations [26]. Ref. [18]
15
developed a closed-form solution for creating a passive aperture in a general elliptical
orbit from Lawden's equations. Both of these approaches rely on the assumption that
the spacecraft in the formation are close to the origin of the reference frame. Ref. [48]
extends those approaches to handle larger separations between spacecraft using a
set of second order perturbation states. However, their approach was limited to a
specific class of passive aperture orbits that does not include a tetrahedron, which is
a common formation geometry for HEO missions [51]. This thesis extends Ref. [48]
to initialize widely separated formations that have arbitrary relative geometry. The
approach taken is to re-derive the second order perturbation solution using a general
drift-free solution to Hill's equations, This new form of the long-baseline correction is
capable of initializing tetrahedron geometries. The general long-baseline correction is
demonstrated on LEO orbits and evaluated in terms of a tetrahedron quality metric.
Ref. [43] specifies a formation configuration using relative orbital elements (as
opposed to a relative Cartesian frame such as LVLH). This approach assigns each
spacecraft to a desired orbital element offset from one spacecraft in the formation.
Assigning all spacecraft to have the same orbital energy (i.e., have the same semima-
jor axis, one the Keplerian elements) creates a drift-free formation for any amount
of separation. This thesis introduces a linear optimization approach for specifying
drift-free initial conditions for arbitrary Cartesian geometries using differential orbit
elements. This approach is demonstrated on a tetrahedron-shaped formation. Al-
ternative orbit initialization approaches for a tetrahedron geometry are discussed in
Refs. [45,49]. Those approaches create drift-free formations, but choose some of the
degrees of freedom in the initialization problem without optimizing. The method
introduced in this thesis optimizes the choice of all variables (e.g., velocity direc-
tion, tetrahedron orientation, scaling, and position) in order to minimize the fuel-use
required to achieve the desired initial conditions.
Many formation control approaches have been suggested in recent years [82,14,4,
30,54,39,40,43,81,38], spanning a large range of techniques, including PD, LQR, LMI,
nonlinear, Lyapunov, impulsive, and model predictive. Typically, it is assumed that
a formation is initialized to a stable orbit and deviations caused by disturbances such
16
as differential drag and/or differential J2 must be corrected. Some approaches, such
as Lyapunov and PD controllers [40], require that control be applied continuously,
a strategy both prone to high fuel use and difficult to implement when thrusting
requires attitude adjustment. Other approaches, such as the impulsive thrusting
scheme introduced in Ref. [44], require spacecraft to thrust at previously specified
times and directions in the orbit, ensuring that some of the maneuvers will not be
fuel-optimal.
Model Predictive Control (MPC) with online linear programming (LP) optimiza-
tion is used for control in this thesis [30]. This approach to control has several
advantages for the spacecraft formation flying problem. It is a planning type of con-
troller, which makes explicit use of natural dynamics and known disturbance models
to minimize fuel use. MPC is capable of including hard state constraints naturally,
such as error boxes for science performance and thrust magnitude constraints to cap-
ture limitations of the satellites. The use of LP optimization with MPC allows a
piecewise linear performance metric (the one-norm of fuel use) to be chosen, which
captures the cost of maneuvering using differential velocity changes. Also, the LP
form creates a discontinuous control law which allows for periods of drifting during
a plan, when natural dynamics are being used. This type of control law is similar
to the "bang-off-bang" solution typical of a fuel-minimizing optimal control problem.
Lastly, linear programs can be solved rapidly, enabling a real-time implementation
with commercial software [53].
Sensor noise has been identified as an issue for spacecraft control using GPS mea-
surements. For a formation relying of CDGPS for relative state sensing, expected es-
timate standard deviations for an LVLH frame are 0.01 m for position and 0.0005 m/s
for velocity [56,57, 70]. References [77,32,78] identify similar levels of sensing noise
as a driver of fuel use expected to exceed other disturbances present in the space-
craft formation flying problem. The inability of a spacecraft controller to know its
state accurately prevents correct initial conditions from being attained. Thus, some
level of drift will occur between the spacecraft in the formation. Continuous control
strategies deal with this drift through constant correction, possibly leading to a large
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fuel use. Another approach is to create a deadband or error box centered around
the desired state [30, 78], in which a spacecraft will not apply control until it nears
or exceeds the bounds of the box. In addition to the error box approach, Ref. [30]
presents a robustness method which relies on online planning to generate trajectories
that are valid for a range of possible initial conditions encompassed by the sensor
error. This "open-loop" robustness approach creates plans that are guaranteed to be
inside a box at the end of a fixed time horizon. However, the open-loop approach
is limited in the length of planning horizon it can use for a given box size by the
necessity of retaining problem feasibility. An alternative "closed-loop" approach to
noise robustness is presented in Ref. [59], in which planning occurs regularly to ensure
a spacecraft never exits the error box by explicitly considering not only the present
initial conditions, but also the effects of future replanning. This additional consider-
ation enables longer planning horizons and more general terminal constraints. Work
in this thesis applies the new closed-loop robustness approach to a realistic spacecraft
formation flying problem and also applies an analytic method to predict performance
in the presence of sensor noise for a simplified problem.
1.2 Thesis Overview
This thesis focuses on extending the application of model predictive control (MPC) to
the spacecraft formation flying problem. The MPC formulation developed in Ref. [30]
is used in Chapters 2 and 3 and the formulation developed in Ref. [59] is used in
Chapter 4.
Chapter 2 presents several extensions to the dynamics of relative motion in Carte-
sian frames, including the derivation of:
* Generalized initial conditions and linear time-invariant (LTI) equations of mo-
tion that enable widely separated formations to be initialized in drift-free con-
figurations and propagated. These dynamics extensions are demonstrated in
the context of a LEO mission, where they provide a significant improvement,
and an MMS-like orbit and formation geometry, where nonlinearity effects are
18
minimal compared to eccentricity effects.
* A linear time-varying set of equations of spacecraft relative motion that are valid
for elliptic orbits and based in an LVLH frame. Enabling planning in fixed time
steps in the LVLH frame eliminates the need for real-time frame conversion of
inputs during the implementation of the plan and also shifts the computation of
the nonlinear mapping between time and true anomaly to the plan formulation
stage, rather than the time-critical plan implementation stage. These dynamics
are demonstrated on a realistic HEO mission scenario and shown to be practical
both in terms of expected fuel use and optimization formulation and solution
times.
Chapter 3 discusses the use of Gauss' Variational Equations (GVEs) for model
predictive control of spacecraft formations. Extensions include:
* A linear, time-varying form of relative dynamics is developed using the GVEs
and its range of validity is established for typical LEO and HEO reference orbits.
* Used the GVE-based relative dynamics to derive a MPC controller. Demon-
strated its efficiency compared to a previously published GVE-based planning
technique. Presented a nonlinear simulation of the control of a tetrahedron
formation using a GVE-based model predictive controller.
* Derived a new linear optimization formulation for choosing the relative orbital
element initial conditions based on a desired Cartesian formation geometry.
This approach allows for the optimization of velocity direction, rotation, trans-
lation, and scaling to minimize the fuel required to maneuver into a formation
and it is applied to an MMS-like formation geometry.
* Extended the virtual center approach to formation flying in Ref. [42] to a GVE
formulation with a decentralized implementation.
Chapter 4 addresses the impact of sensing noise on a model predictive control
system. This is accomplished using a form of "closed-loop" model predictive control
which has predictable performance under certain constraints [67]. Extensions include:
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" Used the predictive method to identify the performance sensitivity of several
parameters in the MPC formulation: error box size, planning horizon length,
and expected sensor noise level.
" Demonstrated that the "closed-loop" robustness method can be used to ensure
both sensor noise and process noise robustness in a realistic environment with
realistic constraints. Investigated the effect that more general controller termi-
nal constraints (i.e., those enabled by the longer planning horizons used in the
closed-loop method) have on performance. A simulated mission showed average
fuel use per spacecraft of 2.2 mm/s per orbit for a four-spacecraft formation in
LEO.
Chapter 5 describes a new "hardware-in-the-loop" formation flying testbed created
using hardware at the Goddard Space Flight Center (GSFC). Key points:
* This testbed uses a GPS signal generator connected to Orion GPS receivers to
create a realistic sensor output, which is then used for control. The testbed
was modified to use a commercially available propagator to drive the signal
generator. The dynamics model is nonlinear, includes realistic disturbances,
and can be used for testing at both MIT and GSFC.
* The testbed is MATLAB-based and uses separate computers to simulate each
spacecraft in the fleet, introducing communication considerations into the de-
centralized control and estimation algorithms. Initial closed-loop control results
are presented.
20
Chapter 2
Relative Dynamics Extensions
Spacecraft formations are often specified and controlled using relative dynamics of
orbital motion. The reason for this is that the relative dynamics about an orbit can
be linearized [8], creating a system in which linear control can be applied. Hill's equa-
tions is an often-used set of linearized dynamics, which is linearized about a circular
reference orbit. An advantage of Hill's equations is that they are partially decoupled,
neutrally stable, and linear time-invariant, making the application of control straight-
forward. Lawden's equations [10] are time-varying system of relative dynamics, also
linearized in terms of separation, which are valid for eccentric orbits.
In recent literature [26,14,18], a number of methods of creating drift-free forma-
tions were established. These methods rely assigning all spacecraft in a formation
the same semimajor axis or orbital energy. In a circular orbit, this requirement is
equivalent to eliminating the secular term in Hill's equations [8]. Ref. [18] developed
initial conditions for a drift-free formation in an eccentric orbit. However, neither
the circular nor the eccentric orbit conditions account for nonlinearities unmodeled
by Hill's or Lawden's dynamics and, as a result, fail to produce drift-free motion in
widely separated spacecraft.
This chapter presents extensions to Hill's equations, which allow the second-order
terms of the relative motion of a drift-free formation to be modeled as linear perturba-
tions on the original solution. This is a generalization of work presented in Ref. [48].
This work is evaluated in the context of a widely separated tetrahedron-shaped for-
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mation, similar to the MMS mission [51]. This chapter also develops an approach
to modeling relative dynamics for eccentric orbits as a function of time in an LVLH
frame, rather than in equal periods of true anomaly as it was demonstrated applied
to a Lawden frame in Refs. [16,18. This simplifies the implementation of the model
predictive control system of the type described in Ref. [30].
2.1 Long-baseline Initialization Technique
A number of future spacecraft formation flying missions will require spacecraft to
maintain specified separations or relative geometries [49]. These requirements stem
from the need to obtain scientific data simultaneously from widely separated locations
or the need to take data in the same location at frequent intervals [6].
To minimize control effort, orbits can be chosen that naturally prevent the space-
craft from separating. One type of drift-free orbit, a passive aperture, is based on the
elimination of secular terms from Hill's equations [9]. The general solution to Hill's
equations has six initial conditions that define a satellite's orbit relative to the origin
of the Hill's frame, where x is the radial direction, y is the along-track direction, and
z is the across-track direction. It can be seen that the only term contributing to
secular drift is -(3y(0) + 6nrefx(0))t, where nref is the period of the osculating orbit
and t is elapsed time. The condition to prevent spacecraft separation over time is
3y(0) = -6nrefx(0) (2.1)
This approach works well for formations in circular orbits where the separation be-
tween spacecraft is on the order of 100 m. However, the accuracy of Hill's equations
degrades as the inter-spacecraft separation is extended, therefore, choosing initial
conditions based on Eq. 2.1 will no longer eliminate secular drift. Ref. 48 recently
proposed an approach that extends the validity of Hill's equations to larger inter-
spacecraft separations by adding a set of second order perturbations. This approach
is derived for a specific solution to Hill's equations with initial conditions that restrict
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the formation to a projected circle in the y-z plane. In this case, the radius of the
projected circle is the same for all satellites in the formation and the position of the
satellites in the circle is chosen by an angular offset.
That approach is shown to work well, but it is overly restrictive, as the formation
geometry is specified by only two initial conditions. The MMS mission will require
a widely separated regular tetrahedron geometry to fulfill its science objectives, and
the two initial conditions available are not sufficient to fully describe a tetrahedron.
To use the nonlinearity correction for an MMS-like mission, the following extends the
basic approach in Ref. [48] to a more general solution of Hill's equations:
x(t) = x(0) cos(nreft) + sin(nreft)
nref
y(t) = y(0) + [ref Icos(nreft) - 1] - 2x(0) sin(nreft) (2.2)
nref
z(t) = z(O)cos(nreft) + sin(nreft)
nref
where the relative orbit of each spacecraft in the Hill's frame is defined by five initial
conditions, x(O), y(O), z(0), (0), and z(O). The Hill's solution in Eq. 2.2 can be used
to define initial conditions corresponding to the corners of a tetrahedron, because
the initial x, y, and z coordinates can be specified independently. Using Eq. 2.2,
any initial velocity conditions will produce a recurring tetrahedron formation in the
Hill's frame, but the nonlinearity correction derived herein can be applied to other
geometries that may require specific initial velocities as well as positions. Optimizing
the choice of initial conditions to account for other effects is discussed at the end of
the subsection and a similar initial condition optimization development can be found
in Section 3.5.
Figure 2-1 shows a regular tetrahedron with a spacecraft at each vertex. The lines
are shown just to highlight the geometry. Tetrahedron examples used in this Chapter
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radial (x)
in-track (y)
10 km
across-track (z)
Fig. 2-1: Regular 10 km tetrahedron formation.
use the (x, y, z) initial position conditions (in kilometers)
Sati = (0, 0, 10)3
1 55
Sat3 = (0, -- 10, -- 3-10)2 6
Sat 2 = (0, 110, -- 10)6
Sat 4 = ( 10, 0,0)3
The nonlinearity correction only accounts for second order effects. The fully non-
linear relative equations of motion (not shown) can be reduced in terms of eccentricity
and nonlinearity into the following second order equations of motion [48]
-
2nrefy - 3nr e2X
# - 2 nref X
(2.4)= + - x2
= exy
Z nrefZ = EXZ
where E = 3ps/aj , I is the gravitational parameter, and ac is the semi-major axis
of the reference orbit. Assuming the radial direction solution (and corresponding
solutions in the in-track and cross-track directions)
S= h-Ecn, = ch Ecn, X = Xh +EXcn (2-5)
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(2.3)
where (-)h denotes a state of the Hill's equations and (-)c denotes a perturbation
state. Eq. 2.4 can be rewritten as
zen - 2 nref cn - 3nrefXcn
ycn + 2 nreficn
2 zZcn + nref cn
= (1/2)(yh + z2 - 2x)
XhYh
XhZh (
The right hand side of Eq. 2.6 can be found by substituting in the Hill's solution
from Eq. 2.2, yielding
yh + z2 - 2x2
2
2k(0) + 2(0(reft) + y(O) - 2x(O) sin(nreft)
2 nref nref
+1 (z(O)sin(nreft)2 \nref + z(0) cos (nreft))
- (0) sin(nreft) + x(0) cos(nref t)
\nref
(2.7)
= (x(O) cos(nreft) + k(0) sin(nreft)
\ nref/
- (0) + 2 t(0) cos(nreft) + y(O)
nref nref
= (x(O) cos(nreft) + x(0) sin(nref
nref /
(z(0) cos (nreft) + i(0) sin(nreft)
s inref s
Treating the Hill's states as inputs, the perturbation states evolve as
bh(t - 7)BUh(T-)dTXcn(t) = <h(t)Xn(O) +
where'
Xcn (t) = p eof), ye( t),cn pzcen o cnt), ynd st icn a i
'For brevity, n is used in place of nrerf, c in place of cos(nt), and s in place of sin(nt).
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Xhyh
XhZh
- 2x(O) sin(nt) ) (2.8)
(2.9)
(2.10)
2.6)
2 0
Uh = hyh B=
and
4 - 3c 0 0 2(1-c) 0n n
6(s - nt) 1 0 2(1-c) 4s-3nt 0n n
0 0 c 0 0
<Dh M)n
3ns 0 0 c 2s 0
-6n(1 - c) 0 0 -2s 4c - 3 0
0 0 -ns 0 0 c
Evaluating Eq. 2.10 symbolically yields the solutions in Eqs. 2.31-2.34 (see appendix
to Chapter 2). These six equations show that, similar to the case for the standard
Hill's solution, only the along-track position, y(t), has secular drift terms. The secular
drift can be eliminated from the solution if the coefficient of that term is set equal to
zero, which From Eq. 2.31 gives
-
3 (12n4X(o)ca + 6y(0)cnn 3 - x(0) 2n2 - 2.(0)y(0)n
+zb(0) 2 + f(0)2 + 2y(0) 2n2 + z(0)2 2 = 0 (2.11)
If x(0)cn is set to zero, then the condition for drift-free second-order terms is
y0c (X(0)2f2 + 2±(0)y(O)n - ±(0)2 - (O)2 - 2y(0) 2n 2 - z(0)2n2 (2.12)
The secular term cancelation now depends on all five initial conditions from the Hill's
solution in Eq. 2.2. The value of y(0)cn is orders of magnitude larger than the Hill's
initial conditions. This is reduced by E < 1 when recombined with the state (see
Eq. 5).
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Ref. [48] discusses techniques for combining the nonlinearity state vector with
a state vector that is propagated using a model that includes the reference orbit
eccentricity. The result is a solution that accounts for both eccentricity and second
order nonlinearity effects,
X(t) = Xie(t) + EXcn(t) (2.13)
where Xie(t) are the relative states given by a linear eccentric propagator (such as
the one developed in Section 2.2) and Xcm(t) are given by Eqs. 2.31-2.34. The new
initial conditions for a formation in the Hill's frame are
X(0) = Xie(0) + EXcn(0)
= Xie(0) + e 0 0 0 0 y(0) c 0 (2.14)
Note that Tillerson presents several approaches for finding optimal initial conditions
for Xie(0) for a given initial position [16]. The nonlinearity correction developed in
this Section can be used to find initial conditions that substantially reduce secular
drift for widely spaced formations, with the new capability to specify 5 of the 6 pos-
sible initial conditions. Additionally, the form in Eq. 2.13 can be used to propagate
the relative orbits of the satellites of the formation. This approach has been used to
create recurring tetrahedron formations with sides extending beyond 10 km, whereas
previous approaches restricted formations to have inter-spacecraft separations of ap-
proximately 0.1 km.
2.1.1 Simulation Results
The initial condition correction for nonlinearity developed in Section 2.1 (called NL)
was tested against initializing with eccentricity corrections (EC), initializing with
both eccentricity and nonlinearity corrections (NLEC), and initializing ignoring all
corrections (NO). In each case, a tetrahedron with 10 km sides was created in an
orbit with a period of 0.0824 days and an eccentricity of 0.05. The simulation was
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conducted with a fully nonlinear propagator, but without the presence of drag or J2
disturbances. The quality factor QGM, was used to compare the approaches, where
True Volume True Surface
Ideal Volume Ideal Surface
where True Volume is the volume of the tetrahedron (in this case, formed by the four
spacecraft), Ideal Volume is the volume of a regular tetrahedron based on the average
side length of the tetrahedron, True Surface is the surface area of the tetrahedron,
and Ideal Surface is the surface area of a regular tetrahedron based on the average side
length of the tetrahedron [49,50}. QGM ranges between 3.0 (a regular tetrahedron) and
1.0 (a line). There are a variety of commonly used tetrahedron quality factors, but
QGM was used because it is consistently capable of unambiguously identifying regular
tetrahedrons [50]. The tetrahedron shape is designed to appear only at apogee, so
measurements of QGM are made once per orbit at whatever point the shape is most
regular.
Results for the four initialization cases are shown in Figure 2-2, which plots the
QGM trend after each orbit. The results clearly show that the EC and NLEC initial-
izations maintain their shapes much longer than the NO and NL. It is also clear that
correctly accounting for the orbit eccentricity has a significant influence on the qual-
ity of the tetrahedron, confirming the analysis in [18] (NL => EC). The improvement
from the eccentricity corrected to the combined nonlinearity/eccentricity corrected
initialization (EC => NLEC) is smaller but still clearly important for reducing the
shape deformation over time [48}.
A second simulation was conducted with the same formation, but with a highly
elliptical orbit (period of 1 day, e = 0.82). The results of that simulation are shown
in Figure 2-3. The results in Figure 2-3 use 3 - QGM as a metric, because the tetra-
hedrons are very regular in this case. It can be seen that over 40 orbits, the quality
of the tetrahedron in the formation decreases negligibly and at nearly the same rate
for both the EC and NLEC initializations. Figure 2-4 compares the effects of using
the EC and NLEC initializations at different separations in the same highly eccentric
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orbit. In each case, the NLEC initialization results in a decrease in tetrahedron qual-
ity. These results suggest that decoupling in Eq. 2.14 that is used in the initialization
is invalid for large eccentricities, but further investigation is required.
2.2 Elliptical Time-varying Equations of Motion
The previous section presented a way to initialize spacecraft in drift-free formations.
In practice, there are always differential disturbances acting upon spacecraft in a
formation that will result in drift, even when it has been initialized correctly. As
a result, feedback control will be required to maintain the formation geometry. A
linear programming (LP) trajectory planning approach has been developed to design
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fuel-optimized trajectories and station-keeping control inputs [30]. The basic form of
the LP is
min lull1 subject to Au ; b (2.16)
where u is the vector of fuel inputs (AV) at each time step and A, b are functions
of the linearized spacecraft dynamics, initial conditions, and final conditions. The
LP determines the control inputs for a specified time interval that minimizes the
fuel cost (the sum of the inputs) while satisfying the constraints on the trajectory.
Constraints to the problem can include state constraints such as remaining within
some tolerance of a specified point, maximum input values (actuator saturation), and
terminal constraints. This approach can include differential disturbances such as drag
and linearized forms of the differential J2 effects [30]. To complete the low-level control
design, the LP is also embedded within a real-time optimization control approach that
monitors spacecraft relative positions and velocities, and then redesigns the control
input sequence if the vehicle approaches the edge of the error box [30]. This control
formulation will be used again, but with a different set of dynamics, in Chapter 3.
A mission with a highly elliptical orbit (e.g., MMS) will require a propagator that
accounts for eccentricity. Two common approaches to propagating relative states in
eccentric orbits are Lawden's equations [10] and Melton's equations [35]. Melton's
approach is in the time-domain, but is only valid for eccentricities up to 0.3, which
is much less than that required for MMS [35]. Lawden's equations are valid for all
eccentricities, but are written as a function of the true anomaly. Tillerson presented
a relatively simple strategy of designing the trajectories as a function of the true
anomaly, and then converting back to the time-domain for implementation. However,
that is a complex process to perform in real-time and can introduce errors if the
commands are not implemented in the correct way. The following presents a variation
on Lawden's equations based on a derivation presented by Inalhan [18] that corrects
this problem.
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2.2.1 Derivation of Equations of Motion
Ref. [18] gives the following linearized equations of relative motion for an LVLH frame
in an elliptical orbit,
[0 -f0-2 ol x
9 = -2 f 0 0 0 2 0J y
L0 0 0 L 0 0 0 z
0 -i 0 X 2 + cf3 2x fX
- o 0 y + n2 I 2 -y + fy (2.17)
0 0 0 z -z fZ
where f is the true anomaly of the reference orbit, j and f are the first and second
differential of f with respect to time, and e is the eccentricity of the reference orbit.
Also, fx,fy,and fz are disturbance accelerations in radial, in-track, and cross-track
directions of an LVLH frame. The subscript j denotes the jth spacecraft in the
formation. This equation may be rewritten in the matrix form
x 0 0 0 1 0 0 x 0 0 0
y 0 0 0 0 1 0 y 0 00 - -
d z 0 0 0 0 0 1 z 000
-d + fy (2.18)dt a4 +a41 f 0 0 2f 0 1 0 0
-f a5 2  0 -2j 0 0 0 1 0
0 0 a63  0 0 0 00 1
ji j
where
a 4 1 = 2 + 2n2 2 +ecosf (2.19)
a5 2 = 2 _ 2 1+ecosf (2.20)
a 6 3 = -n 2(1+ecosf) 3 (2.21)
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Ref. [22] gives the following orbital dynamics relations for elliptical orbits,
cos f e - cos E
e cos E - 1
df _ sinE 1+ecosf
dt sinf 1-ecosE
sin f a Vi sin E
r
r = a(1-ecosE) (2.25)
where E is the eccentric anomaly of the reference orbit (radians), a is the semimajor
axis (meters), and p is the latus rectum (meters). Ref. [34] gives
dE n
dt 1 - ecosE (2.26)
Substituting Eq. 2.22 into Eq. 2.26 yields
dE
-g
n (1+ e cos f)n
1-e 2  = 1_e 2
1+e cos f
(2.27)
which is then differentiated with respect to time
d2E
dt2
-en sin f
1 -2
df
dt
(2.28)
Expanding terms in Eq. 2.23 results in the expression for f presented in [18],
df 1+cosf 2 1+ecosfdE
dt 1 +-fe2 (e2 dt
(1 + e cos f)n (1 + e cos f&
(1 - e cos E)v/1 -e2~ (1 _ e e+cosf i _ e21+e cos fi
(1 + ecosf)n (1 + ecos f) 2 n
1+e cos f-e 2 -e cos/y (1 -e
1+e cos f
n232 ( 2 Cos 2f + 2e cos f + 1)(1-e2 /
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sin E
sin f
p/r
r/a
a /1- e2
r
dE
dt
(2.22)
(2.23)
(2.24)
(2.29)
Differentiating again yields an expression for f in terms of Keplerian elements
d2 f 1+ecosf d2E ecosf dE df
dt2  1e 2  dt2 -/j1-e 2  dt dt
-n 
e
S e2 )3/ 2 (2e 2 cos f sin f f + 2e sin f f)
-2en sin f f
(1 - e 2 )3 /2 (e cos f + 1) (2.30)
This propagator is given as a function of the true anomaly, making it parameter vary-
ing. But using Kepler's equation, an accurate mapping between elapsed time and true
anomaly of the reference orbit can easily be created [9]. If such a mapping is created
before the planning step, then f will be a known function of time, and the equations
can effectively be rewritten as being linear time-varying. This result is a simple way
to propagate a system in a highly elliptical orbit using fixed time-steps. This enables
the use of the time-varying discretized form of these dynamics with the LP optimiza-
tion technique in Eq. 2.16 and thereby extends the range of applications where the
planner developed in Ref. [30] can be used effectively. Furthermore, the need for a
real-time domain conversion while executing the resulting plan is eliminated, instead
shifting added computation to the pre-planning phase, before any optimization takes
place.
2.3 Closed-Loop Demonstrations
The linear time-varying equations of motions in Eq. 2.18 have been used in the model
predictive planner developed in [30]. This application extends previous work by en-
abling the problem to be formulated using constant time-step planning without addi-
tional steps for frame rotation. The LVLH-based planner was previously restricted to
orbits with very low eccentricities where Hill's equations were valid. The new prop-
agator/controller combination was used in a closed-loop two week simulation of four
satellites, which included fully nonlinear propagation, differential drag, and GPS-like
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Fig. 2-5: Error box motion of three-spacecraft in a controlled passive aperture
formation
sensing noise. The spacecraft orbits are all highly eccentric (e ~ 0.8) and the forma-
tion baseline is 100 m. The robustness approach introduced in [32] is used to reduce
the controller's sensitivity to sensing noise. Figure 2-5 shows an initial set of closed-
loop results, with each line-style indicating the motion of a different spacecraft with
respect to its desired position.
The online planner used in the simulations could be used in a real-time control
system. Although an optimization problem is solved at each time-step, this is not an
impediment to timely implementation. Using LTI dynamics, forming the optimization
problem (a linear program) requires a fraction of a second. The time required to form
the linear program (LP) with LTV dynamics varies depending on the discretization
time-step and the number of state space constraints being imposed. For this simu-
lation, the time step was 84.4 seconds (chosen to create 1000 steps in an orbit) and
error box constraints were imposed every 20th step, requiring approximately twenty
seconds to form the matrix and vector inputs of a standard LP. The LP itself requires
less than 0.2 seconds to solve regardless of the type of dynamics used. Simulations
were run on a 1 GHz computer.
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2.4 Chapter Summary
New technologies have been developed to support emerging formation flying missions.
An initialization scheme for creating widely-separated formations was extended to a
more general case that allows for any three-dimensional drift-free geometry (i.e., a
tetrahedron). This approach works well for low eccentricity orbits, but is less useful
for the highly eccentric orbits planned for the MMS mission. A new linear relative
orbit propagator was also presented, which is useful for real-time planning for missions
in highly eccentric orbits. It is valid for any eccentricity, but it does require a mapping
between the times considered for thruster firings and the true anomaly of the reference
orbit at those times. The primary advantage of this approach is that it shifts this
conversion to the pre-planning phase, before any optimization takes place. This
should reduce the real-time processor load.
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Chapter 3
Planning Using Gauss' Variational
Equations
In a spacecraft formation flying mission design, it is generally of greater importance
to control the relative states of spacecraft than their absolute states. In addition,
knowledge of the relative states of spacecraft in a formation is often far more accu-
rate than knowledge of the formation's absolute state. For these reasons, formation
control objectives are typically focused on controlling the satellites' relative states.
In Chapter 2, variants of Hill's and Lawden's equations of relative motion were used
for online planning. Both of these approaches linearize the nonlinear dynamics of
orbital motion about a reference orbit. However, the linearization approach taken
in those cases restricts the separation distances of the satellites in the formation.
As the separation distance is increased, the equations of motion can no longer be
used to cancel relative drift rates (initialization) or to accurately predict the effect
of inputs (control). In the case of the MMS mission, four spacecraft will be placed
in a tetrahedron-shaped relative configuration that will have sides ranging between
10-1000 km. These distances far exceed the distances for which Hill's and Lawden's
models are valid, even with the correction terms introduced in Section 2.1.
Another approach that often appears in the literature is formation control using
Gauss' Variational Equations (GVEs) [37,44,38,39]. GVEs have been used for many
years to account for perturbations in orbits arising from drag and Earth oblateness
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effects, as well as to design Lyapunov and fixed impulse control systems [46]. GVEs
are convenient for specifying and controlling widely separated formations because
they are linearized about orbital elements, which are expressed in a curvilinear frame
in which large rectilinear distances can be captured by small element perturbations.
In addition, the GVEs provide a computationally simple way (no frame rotations are
required) to obtain linearized dynamics about the orbits of each spacecraft in the
formation. This bypasses the linearization error created by representing the entire
formation in a single rectilinear frame, which was the approach used in Refs. [26,30].
The use of GVE dynamics as opposed to Hill's dynamics incurs the cost of additional
computation associated with the use of time-varying equations of motion. Likewise,
the use of a separate set of time-varying linearized dynamics for each spacecraft in
a formation requires further computation. Specifying formation relative geometry in
terms of differential orbital elements is an exact approach that does not degrade for
large spacecraft separations. The approaches for specifying drift-free formations in an
LVLH frame presented in Refs. [8,18] both degrade with separation. However, the ad-
vantage of using GVEs for control could be reproduced by using a separate Lawden's
frame for each spacecraft in the formation while still using orbital element differences
to represent the formation relative geometry. Given that a nonlinear transformation
and rotation is required to switch between a Lawden's frame and orbital element
differences, and that GVEs are already linearized in an orbital element frame, it is
both simpler and computationally more efficient to use orbital elements differences
to specify the formation configuration and GVEs for control.
Several research groups have proposed control laws for formation-flying spacecraft
that use GVEs to design impulsive thrusting maneuvers for orbit correction. For
example, Ref. [44] proposes an general orbit correction scheme that uses GVEs to
develop four impulsive thrusts that are applied at fixed points in an orbit. This four-
impulse method is not guaranteed to be fuel-optimal and the approach presented in
this chapter consistently produces trajectories that require less fuel to accomplish
identical goals. A method of producing optimized four-impulse plans for very-low
eccentricity orbits is presented in Ref. [41], but this approach does not extend to the
40
higher eccentricities required for MMS missions. Another method based on GVEs [39]
allows optimized planning for low Earth orbits, but only permits optimization over a
single impulsive thrust, guaranteeing that the solution will be sub-optimal in many
cases. In addition, this approach is only derived for correcting errors in semimajor
axis, eccentricity, and inclination. Another approach to using GVEs for formation
control is to derive a continuous proportional-derivative controller satisfying the Lya-
punov equation [37,40,43,38].
This chapter presents a formation flying spacecraft control approach using GVEs
as the dynamics in a model predictive control system. The novel aspect of this
approach is the use of the GVEs for optimized planning. The advantage of this
approach is the ability to design optimized plans for spacecraft in widely-separated,
highly elliptic orbits. The combined GVE/planning system is demonstrated to be
more fuel-efficient than both the four-impulse method in Ref. [44] and the single-
impulse optimized method in Ref. [39]. In addition control optimized online has the
advantage of being capable of handling many types of constraints, such as limited
thrust capability, sensor noise robustness, and error box maintenance [30].
Gauss' Variational Equations (GVEs) are derived in Ref. [46] and are reproduced
here for reference
a 0 2a 2 esinf 2a 2 esinf 0h h
e 0 psin I (p+r) cos f+re 0h h
ur
d i 0 0 0 rcos ( (.
d- Q 0 0 0 hsin
0 _Pcosf (p+r) sinf rsin0cosihe he hsini
M n b(pcosf-2re) b(p+r) sin f 0ahe ahe
where the state vector elements are a (semimajor axis), e (eccentricity), i (inclination),
Q (right ascension of the ascending node), w (argument of periapse), and MO (mean
motion). The other terms in the variational expression are p (semi-latus rectum),
b (semiminor axis), h (angular momentum), 0 (argument of latitude), r (magnitude
of radius vector), and n (mean motion). All units are in radians, except for semi-
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major axis and radius (meters), angular momentum (kilogram - meters2 per second),
mean motion (1/seconds), and eccentricity (dimensionless). The input acceleration
components ur, uo, and Uh are in the radial, in-track, and cross-track directions,
respectively, of an LVLH frame centered on the satellite and have units of meters per
second2 . The form of the GVEs can be more compactly expressed as
e = A(e) + B(e)u (3.2)
where e is the state vector in Eq. 3.1, B(e) is the input effect matrix, u is the vector
of thrust inputs in the radial, in-track, and cross-track directions, and
A(e) = (0 0 0 0 0 /p/a3 (3.3)
where t is the gravitational parameter.
3.1 Previous Approaches to Control Using GVEs
A common approach when basing control on GVE dynamics is to use a nonlinear
PD-based Lyapunov regulator of the form
u = -KB(e)T( (3.4)
where ( is the current orbital element offset from the reference orbit e and K is a
constant positive definite matrix [37,40,43,38]. Control algorithms of this type have
been shown to be asymptotically stable in most cases [40], but belong to a class of
control systems that fire continuously. Continuous firing is generally not desirable for
space missions because it is often disruptive to the science mission, it typically must
be coupled with attitude maneuvers, and it expends fuel (nonreplenishable aboard a
spacecraft) continuously.
Another approach to differential element control is presented in Ref. [44]. In that
approach, it is observed that the GVEs decouple at several points during an orbit. By
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exploiting the decoupling points, an algorithm requiring a maximum of four impulsive
thrusts is proposed. This approach is simple in an algorithmic sense, but requires
a fixed time period (i.e., one orbit) to correct state errors and is not guaranteed
to be fuel-optimal (or even near-fuel-optimal). Ref. [39] presents another method of
formation control based on GVEs that uses a single corrective thrust that is optimized
nonlinearly. Although this method is guaranteed to find the optimal single-thrust
correction for an arbitrary time period, it is not guaranteed (or likely) to find the
optimal multiple-thrust correction. In addition, this approach is restricted to use in
low Earth orbits and is only designed to correct errors in semimajor axis, eccentricity,
and inclination. An approach presented in Ref. [45] uses a pseudo-inverse to the GVE
control effect matrix to calculate a single corrective impulse. This approach is not
guaranteed to be fuel-optimal for any cases and is not accurate for correcting position
errors.
In contrast, this chapter describes a control law that generally does not fire con-
tinuously and makes explicit its objective to minimize fuel use. The control approach
utilizes the linearized relative dynamics of Gauss' Variation Equations to optimize the
effects of arbitrarily many inputs over a chosen planning horizon. The next section
examines the validity of using a linearized relative form of the equations of satellite
motion based on GVEs.
3.2 Relative Orbital Elements and Linearization
Validity
In a formation, the orbital element state of the ith satellite is denoted ei. The
states of the vehicles in the formation can be specified by relative orbital elements by
subtracting the state of an arbitrarily chosen spacecraft in the formation (ei)
6ei = ei - ei (3.5)
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For a desired orbit geometry, a set of desired relative elements, 6 edi will specify the
desired state edg of each spacecraft in the formation
edi = ei + 6 edi (3.6)
The state error, (i for the ith spacecraft in the formation is then defined as
(i = ej - edi = Sej - e (3.7)
The form of Gauss' Variational Equations in Eq. 3.1 is for perturbations of orbital
elements. To reformulate these equations for perturbations of relative orbital ele-
ments [43], the GVEs for ej and edi are placed together
Ci = ei - bdi = A(e ) - A(edi) + B(ei)ui (3.8)
where the term B(edi)udi has been excluded because thrusting only occurs at the
point of the spacecraft, not at its desired state, which is assumed to be a constant
Keplerian orbit. The unforced dynamics can be linearized by introducing the first
order approximation
9 A I
A(ej) - A(edi) - OA (ei - edi) = - (i = A*(edi)(i (3.9)
Be B e ed
where the matrix A* (ed) is all zeros except for the lower-leftmost element, which is
-3n/2a. With this approximation, the differential GVE expression can be rewritten
as
(i = A*(eii)Ci + B(ei)ui = A*(edi)(i + B(edi + Cj)ui (3.10)
In this case the control of the relative error state, (j, is nonlinear, because the control
effect matrix B is a function of the state. Ref. [43] accounts for this nonlinearity in
a continuous nonlinear control law that was proven to be asymptotically stable. The
control approach developed in this chapter uses linearized dynamics to predict the
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effect of future control inputs. Linearizing the matrix B in Eq. 3.10 yields
di ~ A*(edi)(i + B(edi) + O (i us (3.11)
9eedi)
= A*(edi)(i + B(edi)ui + [B*(edi)](%ui (3.12)
where the term B*(edi) is a third rank tensor and the quantity B*(edi)(i is a matrix
with the same dimensions as B(eda). For convenience, define
AB = B*(edi)(i (3.13)
resulting in the new state equation
di = A*(edi)(i + (B(edi) + AB) ui (3.14)
Note that if AB is much smaller than B(eda), then the first order term can safely be
ignored, yielding the linearized system
di = A*(ea;)(i + B(edi)ui (3.15)
which can be controlled using any one of a variety of linear control techniques, in-
cluding the model predictive controller discussed in Section 3.3.
The critical requirement for linear control and planning is that the term AB
holds much less influence on the state than the term B(edi). However, AB is a
linear function of the state error (j, which can be arbitrarily large. The amount of
acceptable error due to linearization will be a function of the mission scenario, but
the linearization assumption will typically only be valid for small values of the state
error. A bound on the magnitude of this error can be developed by comparing the
induced norm of the difference between the control influence matrix at its desired
state, B(edi) and at the actual position of the spacecraft, B(ei). In Eq. 3.13, the
first order approximation of this term was defined as AB. In the following examples,
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ABtrue, which is defined as
ABtrue = B(ei) - B(edi) (3.16)
and will be calculated numerically. The cutoff point of acceptable linearization error
is when the norm of AB exceeds some (mission dependent) fraction of the norm of
B(ed2 ).
To investigate this cutoff point, the following examples consider many random
values of (j in the set ||Cill2 = r and calculate ABtrue. The ABtrue with the largest
2-norm will be used to test the validity of the linearization for a given r. This
procedure is repeated for multiple r to find the largest 1(112 for which the linearization
is considered valid.
Example: Low Earth Orbit - An example low Earth orbit is
1.08182072
0.005000000
0.610865238
edi = (3.17)
6.28318530
3.14159265
3.82376588
where the first element, the semimajor axis, is given normalized by the Earth's radius,
making the entire orbital element vector dimensionless. The matrix corresponding
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B(eda) is
-5.67944780 1808.60113 0
-0.0000823087799 -0.000205025722 0
0 0 0.000103044042
B(eda) = (3.18)
0 0 0.000144062928
0.0205284192 -0.0329879762 -0.00000310525295
-0.0207923257 0.0329875639 0
where |IB(edi)|| 2 = 1808.61. The effect of perturbing eda for a given norm bound on
(4 is shown in Figure 3-1. The figure shows that for a linearization validity cutoff
of 0.1, where ||AB(eda,()true||2 < 0.1IB(edi)trueII2, can be achieved by observing the
bound |C112 < 0.09. This choice of bound allows for orbital element perturbations
that equate to rectilinear distances on the order of 330 kilometers and velocities on
the order of 34 meter per second. Since typical error box sizes for LEO formation
flying missions are between 10-1000 meters in size, the linearization should be a valid
approximation for most missions of interest.
Example: Highly Elliptical Earth Orbit - One motivation for using GVEs
as the linearized dynamics in a planner is recent interest in widely spaced, highly
elliptical orbits[51]. An orbit of this type is
6.59989032
0.818181000
0.174532925
ed = (3.19)
6.28318530
0
3.14159265
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Fig. 3-1: Effect of Orbital Element Perturbations on the ABtrue Matrix for a LEO
Orbit
with
4.767920 x 10-12
2.288208 x 10-20
0
0
0.0002283680
-0.001313020
8651.830
-0.0003736926
0
0
1.817849 x 10-19
-1.45192 x 10-19
0
0
-0.001027650
7.247461 x 10-19
-1.629943 x 10-22
0
Repeating the same procedure used for the LEO case, it is determined from Figure 3-
2 that for a 10% linearization validity cutoff, the bound which must be observed is
11(112 < 0.04. In this case, the bound on 1(112 corresponds to rectilinear distances
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B(eda) = (3.20)
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Fig. 3-2: Effect of Orbital Element Perturbations on the ABtrue Matrix for a HEO
Orbit
of approximately 470 kilometers and velocities of 24 meters per second. As in the
LEO case, these distances are far larger than expected error box sizes (i.e., expected
distances over which control would be planned). Unlike the LEO case, error boxes
for widely-separated missions, such as MMS, may be much larger than 10 meters to a
side, even approaching 10's of kilometers. However, the 10% cutoff ensures that error
boxes of up to half the baseline are acceptable. In an actual mission, it is unlikely
that error boxes would be large enough to impact the linearization validity, because
it would allow the regularity of the tetrahedron geometry (i.e., the quality of the
science data) to be significantly diminished.
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3.3 Model Predictive Control Using GVEs
Reference [30] showed that given a valid set of linearized dynamics and a desired
trajectory, a model predictive controller for a spacecraft formation can be designed
that allows for arbitrarily many convex terminal and intermediate state conditions, as
well as sensor noise robustness requirements. This controller is implemented on each
spacecraft in the formation and it is using a linear programming formulation. The
general form of the optimization performed by the controller is reviewed in Section 2.2.
In order to use the linearized GVE-based dynamics dynamics developed in Eq. 3.15 in
the MPC formulation, the dynamics are discretized using a zero order hold assumption
according to the procedure described in [25] yielding the discrete form
(i(k + 1) = A* (edi) (i(k) + Bd(edi)ui(k) (3.21)
where k is the current time step, A* (edi) is the system's parameter-varying state
transition matrix, and Bd(edi) is the discretized form of the linearized GVE control
input matrix B(edi).
3.4 Comparison to Another GVE-based Impulsive
Control Scheme
Section 3.1 describes a GVE-based impulse control scheme was described, which uses
four impulses over the course of an orbit. This section will compare that approach
to the MPC-based approach presented in Section 3.3. Both approaches are designed
to drive the elements of a state error (i to zero over a fixed time interval. The
four-impulse approach has not been presented in the context of performance criteria
(e.g., trajectory or terminal error boxes, robustness to disturbances) or constraints
(e.g., maximum thrust level), so the comparisons in this section will use an MPC
controller formulation that minimizes fuel use while driving the error state to zero in
a fixed time and has no other constraints.
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The 4-impulse approach developed in [44] can be summarized in four steps to be
taken over the course of an orbit. When the angle of latitude, 6, is 0 or 7r radians,
implement a velocity change (impulsive thrust), AVhj in the cross-track direction of
an LVLH frame centered on the spacecraft to cancel the inclination error component
of (i
h
Avh%= h i (3.22)r cos 6
When the angle of latitude, 6, is 7r/2 radians, implement a velocity change, AVh" in
the cross-track direction to cancel the ascending node error
Avhn h sin i AQ (3.23)r sin 0
At perigee and apogee, implement Avrp and AVra, respectively, in the radial direction
to cancel the argument of perigee and mean anomaly errors
na (+)AVrP = -_ (AW + AQ cos i) + A M (3.24)
AV(, = - (Ao + AQ cosi) + A M (3.25)
4 r/
Also at perigee implement Av, and at apogee implement AVOa in the in-track direc-
tion, to cancel the semimajor axis and eccentricity errors
Av, = n a+ (3.26)4 a 1+e)
nar7 Aa Ae
AVOa = (3.27)
* 4 a 1 -e)
Using the notation and the HEO reference orbit from Section 3.2, the following ex-
ample compares the MPC method with the control approach reviewed in this section.
For the state error
(= 10-9 10-7 10-7 10~7 10-7 10-7 (3.28)
the 4-impulse method requires 2.29 mm/s of fuel to correct the state error over the
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course of an orbit and the MPC method requires 0.0422 mm/s of fuel. For this
example, the model predictive controller was given a full orbit time horizon. However,
the same control objective could have been achieved in less time, but using more fuel.
A series of 1000 orbital element state error vectors, (j, were generated, in which
each perturbed element was a random number between t10-6. For each of the error
vectors, both control methods were used to generate plans for eliminating the error.
The average MPC maneuver required 47% of the average fuel required by the 4-
impulse maneuver.
3.5 General Drift-free Tetrahedron Initial Condi-
tions
The MMS mission, depicted in Figure 1, will require spacecraft to form very large
tetrahedron shapes, while simultaneously not drifting with respect to one another.
Drift-free designs based on Hill's and Lawden's equations are valid only for formations
with short baselines, because of the linearization assumptions inherent in the specifi-
cation of the frames in the derivation of the dynamics. For any group of spacecraft,
a no-drift requirement is equivalent to requiring that all spacecraft have the same
orbital energy, which is also equivalent to stating that all spacecraft have the same
semimajor axis. For a formation specified in differential orbital elements, this is the
same as requiring that the desired differential semimajor axes for all spacecraft in
the formation be zero. Thus, in differential orbital elements it is trivial to design a
drift-free formation, however, the curvilinear nature of the elements makes describing
and manipulating general tetrahedron shapes complicated.
One approach is to begin with tetrahedron coordinates in a rectilinear frame (such
as LVLH or ECEF) and then convert those coordinates into orbital element pertur-
bations. However, producing the desired orbital element differences for a tetrahedron
requires knowledge of the full relative state in a rectilinear frame, including both
position and velocity. If the only constraint on the formation geometry is that the
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satellite positions form a tetrahedron shape, then the velocity must be selected based
on additional criteria.
A regular tetrahedron can be described in a rectilinear frame using the coordinates
given in Eq. 2.3. If the rectilinear frame is LVLH, the coordinates can be transformed
into differential orbital elements using the first order approximation
6edi = M(ei)xdi (3.29)
where ei is the reference orbit that the differential elements of the vector Jedi are
described with respect to, and xdi is a relative state vector in the LVLH frame centered
on the absolute orbit ei. The elements of the 6 x 6 rotation matrix M(ei) are known
analytically and can be found in Appendix G of Ref. [43].
The desired LVLH state of satellite i can be expressed as the concatenation of
a position vector pi and a velocity vector vi, each with states in the x, y, and z
directions.
x =(pT vT =(x y zX o v v)T (3.30)
To find velocity vectors that satisfy the no-drift requirement, the system
edi = M(ei) () V i= 1... n (3.31)
must be solved with the additional constraint that the semimajor axis element of 6ed
be equal to zero for all spacecraft in the formation (n = 4 for a tetrahedron formation).
In this system, the elements of 6 ed and vi are allowed to vary, while the matrix M and
the vectors xi are determined by the reference orbit and the tetrahedron geometry,
respectively. The system has 9n variables and 7n constraints and will, therefore, have
many possible solutions. In Ref. [49], the velocity magnitude is chosen to achieve the
no-drift condition and the ECI velocity direction of each spacecraft in the formation
is chosen to match the direction of reference orbit's velocity vector. This method will
succeed in creating a drift-free formation, however it does not take into account the
states of the spacecraft in the formation immediately prior to initialization.
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The approach presented here minimizes the size of the maneuvers that would be
required to create the desired formation. The approach selects initial conditions,
Jedi, that are closest to the current differential states, 6ej, of the spacecraft in the
formation and that will minimize the state error, (j, across the formation at the start
of the initialization. For the entire formation, this criterion becomes
n
min ||Wi(Jedi - Jej) |1 (3.32)
edi,vd; Vi=1...n
where W are weighting matrices that represent the expected fuel-cost of changing or-
bital elements (obtainable from the GVEs). Allowing different W for each spacecraft
enables the formation design to take into account factors such as fuel-weighting to
extend overall mission duration, similar to the approach used in choosing the virtual
center in Section 3.7. The use of a 1-norm is appropriate in this case, because the
distance that a given element must be changed is the absolute value of the difference
between that element's current and desired state. This approach is similar to the
optimization used in Ref. [18], in which drift-free, minimum maneuver constants of
integration were found for Lawden's Equations. Next, the optimization is expanded
by exploiting specific aspects of the MMS mission science goals.
The quality of the shape of the regular tetrahedron1 largely determines the value
of the science data recovered by a mission such as MMS [50]. In choosing the initial
conditions for a regular tetrahedron-shaped formation, certain quantities that do not
affect shape quality such as the scale, position, and orientation of the tetrahedron can
be considered degrees of freedom in the optimization described by Eqs. 3.31 and 3.32.
By optimizing the additional degrees of freedom, tetrahedron-shaped initial conditions
can be found that require smaller maneuvers to achieve from the current formation
state. Scaling the tetrahedron shape equally in three dimensions introduces a single
scalar variable s and allowing translation in each orthogonal direction of the LVLH
'Tetrahedron quality is discussed in Section 2.1.1
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frame introduces the variables to, ty, and t,. The new constraint set is
6edi = M(ei) SPdi + t
Vdi J V i = 1... n (3.33)
(1 0 0 0 0 0 ) ed = 0
where t = tX ty tZ 0 0 0 and the second constraint forces a no-drift con-
dition by ensuring that the relative semimajor axes, the first element of each 6 edi
vector, are zero. These constraints can be combined with the objective in Eq. 3.32
and formulated as a linear program. In addition to the geometric and no-drift con-
straints, additional limits on the desired differential angle state variables are required
to ensure that they remain within ±ir and on eccentricity and semimajor axis to
ensure that the spacecraft remain in Earth orbit.
For elliptical orbits, it is not possible to maintain constant relative geometry
between satellites for all points in the orbit. Instead, a single position in the orbit
must be chosen for the satellites to form a tetrahedron. The mean anomaly at the
time of the tetrahedron geometry will be Mt. When formulating the optimization
in Eqs. 3.32 and 3.33, the current differential element vectors ( must be propagated
forward using the A* matrix in Eq. 3.10 to the mean anomaly Mt. In addition, the
reference orbit used to compute the matrix M(ei) should have a mean anomaly set
to Mt.
There are several limitations to this optimization approach. First, it does not op-
timally assign spacecraft to positions in the tetrahedron (a formulation that does this
is possible using mixed integer linear programming or network LP [53,30]). Second,
the optimization posed here does not optimally orient the tetrahedron in three space.
Introducing a rotation matrix dependent on three Euler parameters would create a
nonlinear optimization. This limitation could be bypassed by creating a spherical
lattice about the orbit and optimizing the formation rotated once for each point on
the lattice. After performing all the optimizations, the desired state corresponding to
the rotation with the lowest cost would be chosen. Although this approach requires a
55
preset number of optimizations (possibly many depending upon the degree of rotation
resolution desired), the optimizations are small linear programs, which complete in a
fraction of a second.
An alternative form of Eq. 3.33 can be written to allow for small rotations using
the linearized form of a three-dimensional rotation matrix [47]
1 62 -6,Y
x' -50 i x x = Rx (3.34)
6Y -6X 1
where 6, is the rotation about the x axis, 6, is the rotation about the y axis, O2 is
the rotation about the z axis, x is an arbitrary LVLH position vector, and x' is the
vector x after having been rotated. Using Eq. 3.34 in Eq. 3.33 yields
Sed = M(ei) +R3  Pd t
L(03 13 Vdi J J V i= 1... n (3.35)
(1 0 0 0 0 0 )edi = 0
where R is the rotation matrix defined in Eq. 3.34, 03 is a 3 x 3 matrix of zeros, and
13 is a 3 x 3 identity matrix. The variables being chosen in the new optimization are
the vectors Jed, the rotations Ox, Oy, and 62 (contained in R), the velocities vdi, and
the translations t. The optimization can perform small rotations (6X, 6O, and 0, will
have constrained limits), but can no longer optimize the tetrahedron scale and still
retain linearity.
Example: Fuel Expenditure for Rotation Approach - Using the highly
elliptical orbit from the example in Section 3.2, the initial conditions for a tetrahedron
with 1000 kilometer sides were found using the optimization criterion in Eq. 3.32 and
the constraints in Eq. 3.35 and Eq. 3.33. It was assumed that the four satellites began
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Table 3.1: Maneuver Cost: Tetrahedron Initial Condition Optimization
DOF SC 1 SC 2 SC 3 SC 4 Initialization Total
No Rotation
No Translation 50.62 221 271 6.487 x 106 6.487 x 106
No Rotation
Translation: +1 km 127 303 190 388 1007
No Rotation
Scaling: +5%
Translation: ±1 km 101 537 0.430 247 885
Rotation: ±0.1 radians
No Translation 9.11 8.58 5.97 1.27 24.93
Rotation: ±0.1 radians
Translation: +1 km 1.46 3.24 0.82 0.81 6.33
from the near-tetrahedron configuration
0.00000051246464 0.000000037450312 0.00000055474668 0.00000071331420
e T 0.000013574046 -0.000014775678 0.0000023691051 0.019396998
e 0.00000069359286 0.00000096599445 0.00000031827579 0.00000025502725
e 2 (3 .3 6 )
e 0.043440693 -0.021683522 -0.021758507 -0.000062072563
/e 0.00000046215002 0.00000015393732 0.00000045211263 0.00000013838810
-0.24535033 -6.1230191 -6.1975472 -6.2827584
When computing the objective function for this example, the spacecraft state errors
and individual elements were weighted equally. Table 3.1 shows the results of several
optimizations, each with different degrees of freedom enabled. The table shows that
the most significant fuel advantage is achieved through the combination of rotation
and translation. In the rotation/translation combination, the optimization created
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2Fuel use indicated in mm/s
the desired differential elements
0 0 0 0
T 0.0000023691051 0.0000023691050 0.0000023691051 0.019410037
Jedl
Je T 0.00000069359286 0.00000096599445 0.00000031827579 0.00000025502725
J13 0.043440693 -0.021758507 -0.021758507 -0.000025440407
d4 0.00000046217628 0.00000015485741 0.00000045197460 0.00000013818768
-0.24525410 -6.1225395 -6.1975472 -6.2829781
(3.37)
where the limits of the translation variables are t 1 km and the limits of the three ro-
tation variables were each ±0.1 radians. Within those limits, the optimal translation
and rotation vectors were found to be
)Tt = (20.034 74.627 -6.344 )(3.38)
(x Oy = ( -0.000998 -0.000995 -0.000710 (3.39)
in meters and radians. The planner described in Section 3.3 was used to create the
formation geometries specified in Eq. 3.37 from the initial conditions specified in
Eq. 3.36. The total maneuver fuel cost to create the formation (i.e., the sum of the
costs for each spacecraft) was 6.33 mm/s.
3.6 Error-Box Constraints Using Relative Orbital
Elements
Several approaches have been developed to specify formation-flying mission perfor-
mance constraints. Generally, the goal of formation-flying control is to keep the
formation from "drifting apart" and to maintain some relative geometry. This re-
quirement has been translated into maintaining orbits that have the same period
and specifying desired relative points for spacecraft to follow. Both goals can be
accomplished simultaneously by specifying relative desired points that have identi-
cal periodicity. To ensure that the spacecraft do not drift and that the formation
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geometry is maintained adequately, the control objective is to keep the spacecraft
within some region around its desired point. This region is defined as a dead-band in
Ref. [78] and similarly as an error box in Refs. [30,29].
Maintaining a spacecraft within an error box has several advantages over tracking
a desired point: it is more fuel efficient, better captures the mission constraints, and
allows "breathing room" for the controller to account for modeling errors. In addition,
the method of planning based on GVEs proposed in Section 3.3 relies on the validity
of the linearization analyzed in Section 3.2, which degrades as the difference between
the actual orbital element state and the orbital element state that has been linearized
increases. Keeping this distance small through the use of an error box should improve
the accuracy with which planned trajectories are followed.
Several approaches can be taken to create an error box. In Ref. [30], position error
boxes are demonstrated, but formulations for semimajor axis error boxes and velocity
error boxes are also presented. Position is a convenient bounding mechanism for a
formation flying mission, because it coincides well with science requirements on the
accuracy of the formation geometry shape. When the formation geometry is specified
in orbital elements, it is most convenient to use a six dimensional error box with
bounds on each of the state elements. This approach, while simple and convenient
for enforcing acceptable relative drift levels, does not map well into the position
error box constraints typical of previous performance specifications. However, it is
possible to enforce relative position and relative velocity error box constraints using
the M(ei) matrix in Eq. 3.29 by formulating the optimization problem in Eq. 2.16
with intermediate constraints at every step k where it is desired that the spacecraft
remain inside an error box about the full state
Xmin M-(ea)(: 5 xmax (3.40)
where xma is one corner of the error box and Xmin is the opposing corner. Definitions
for eda, the desired state, and (i, the state error, are given in Section 3.2. To exclusively
enforce a partial state error box (e.g., a position box), an additional matrix H can be
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premultiplied by M(ei) in both constraints to only retain the desired components.
3.7 Formation Flying: Coordination Using GVEs
The model predictive controller described in Section 3.3 is designed to be decentral-
ized, with a fully independent controller being run on each spacecraft. The controller
designs trajectories that will keep a spacecraft i inside an error box centered about the
spacecraft's desired orbit, edi. In Section 3.2, the desired orbits are defined with re-
spect to the actual orbit of an arbitrary satellite in the formation, ei, using differential
orbital element vectors, Jed, in the same manner used in Ref. [43]. Section 3.5 pre-
sented an approach to choosing initial conditions that minimized the weighted state
error across the formation. In a system where initial conditions are chosen infre-
quently, it may be desirable to introduce additional coordination into the formation.
When spacecraft each track desired states with no coordination, the control task is
referred to as formation-keeping [30]. Alternately, formation-flying occurs when the
spacecraft controllers collaborate to achieve formation-wide fuel minimization. This
coordination can be achieved by calculating a central point that minimizes the overall
weighted state error of each spacecraft in the formation. Approaches to implementing
closed-loop coordination of this type are presented in Refs. [54,55]. The virtual center
approach in Ref. [55] is a centralized calculation of the error-minimizing center based
on fuel-weighting and derived from measurements available through carrier-phase dif-
ferential GPS (CDGPS) relative navigation of the type described in Refs. [56, 57].
An equivalent approach can be used to find an error-minimizing reference orbit for a
formation described in differential orbital elements.
Measurements from a CDGPS relative navigation system are assumed to be in
the form of relative LVLH states [56, 57], xi, for each satellite in the formation.
The measurements will be relative to an arbitrary absolute satellite state, ei, in the
formation, which is assumed to be at the origin of the LVLH frame. In addition
to relative states, the GPS sensors on each satellite can be expected to compute a
less accurate estimate of the spacecraft's absolute state. Given an estimate of the
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absolute state in Earth Centered Inertial (ECI) coordinates, XECI1 and the relative
states xi, the differential states Jej in Eq. 3.5 can be computed in several ways.
The matrix M(ei) from Eq. 3.29 could be computed and used to create a first order
approximation of the relative differential element states. However, an exact conversion
can be calculated by forming estimates of the absolute states of each of the satellites
based on their relative measurements
XECIi = XEcI1 + xi (3.41)
The absolute states XEC can be converted to Keplerian orbital elements, ej, of each
satellite using a well-known procedure described in Ref. [9]. The relative measure-
ments are then recovered in terms of differential orbital elements, Jej, using Eq. 3.5.
Desired relative differential elements, 6eacj, are then specified with respect to an un-
known virtual center state, Jec, which will be specified with respect to the absolute
state ei. Using the procedure described in Ref. [55], the error of an individual space-
craft with respect to the virtual center, (cj is given by
ej - 6eace - 6ec = (ci (3.42)
which can be placed in the standard least squares form
bi - Aioec = (ci (3.43)
where bi = ej - Sedc, Ai is a 6 x 6 identity matrix, and 6ee denotes the location of the
virtual center with respect to ei in differential orbital elements. By concatenating
the bi, Aj, and (cj vectors for each spacecraft, the statement of error for the entire
formation is written
b - Aoec = (3.44)
where b = bi ... b) ,A =( A1  ... An, and(= (cl ... (c T .
The solution that minimizes the error vectors globally in a weighted least squares
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sense is
See = ( AT WA)- 1 AT Wb (3.45)
where W is a weighting matrix that can be used to bias the center location according
to the fuel-use rates of different satellites in the formation, as well as to weight
orbital elements individually based upon the amount of control required to alter
them (obtainable from the GVEs for ei).
3.7.1 Decentralization of Virtual Center Scheme
The virtual center calculation in Eq. 3.45 is the well-known closed-form solution to
a least squares problem. The solution to the decentralized least-squares problem is
also readily available in the literature and is given for spacecraft i as
Sec1 = Jec,_1 + (AT WiA)-'Ai W(bi - Asoec,-) V i = 1 ... n (3.46)
where A = A1  ... A) and W = diag (W 1,... , W). This decentralized proce-
dure would begin with an initial estimate 6ec, = b1 and spacecraft i would pass both
Wi and Jee on to the next spacecraft (i + 1) in the formation. The estimate of the
virtual center, Jes will then be equal to the fully centralized solution, which could be
broadcast back to the entire formation.
The decentralized calculation can be simplified using several reasonable assump-
tions. First, assume that the relative weighting between differential orbital elements
is the same for all spacecraft and is calculated to be We based on the absolute orbit ei,
which is known by all spacecraft in the formation. Next, let the fuel-based weighting
for each spacecraft be represented by a scalar, wi. Now, the total weighting matrix,
Wi, for each spacecraft is given by
W = wiWe V i = 1 ... n (3.47)
Also assume that the variable being solved for is always the exact virtual center, 6ec,
making the Ai matrix for each satellite a 6 x 6 identity matrix. Now, for the ith
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satellite,
W = diag (wiWe, . . . , wiWe) (3.48)
and A is a column of i concatenated 6 x 6 identity matrices. The decentralized solution
for the ith satellite becomes
e, = 6ec_ 1 + (A WA)- 1A iW(bi -
w1W.
]0= Je,L+w, I .. I
0
which can be further simplified to
Ai eci
0
W2W.e
0
0
(3.49)
0 I
0 I
We(bi - Se, 1)
... WiWe I
Jee, = Sen_1 + w4 (w1 +... + w )We]- 1We(bi - Jec _1)
= Jeci- + *i (bi - Je,)
w1 + ... +wi
Introducing ibj, which is the sum of all previous scalar weights,
Wvi =jj Wk
k=1
(3.50)
(3.51)
(3.52)
then the new recursion becomes
i=- + WiSe, =oes_,+ _ * (br - 6ec_,)
w _j1 + wi (3.53)
and the only information that needs to be passed to the next spacecraft to form Jene1
is the current virtual center estimate, Je , and the scalar fvi.
3.8 Formation Maintenance on MMS-like Mission
The control system developed in Chapter 3 was demonstrated on a segment of the
MMS mission. The MMS mission is comprised of four spacecraft that create regular
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Fig. 3-3: Fuel cost for maintaining a 1000 km tetrahedron formation in a highly
eccentric orbit
tetrahedron geometries once per orbit. The orbits of the four spacecraft are widely
separated and highly elliptical, presenting a challenge for many optimal formation
specification and control approaches in the literature [15,16]. Using the tetrahedron
initial-condition optimization approach in Section 3.5 and the model predictive ap-
proach in Section 3.3, the four spacecraft were controlled in a fully nonlinear simula-
tion (unmodeled oblateness and drag disturbances were not used) using a commercial
orbit propagator. Figure 3-3 shows the rate at which fuel was used over the course
of two weeks of formation flying. After an initial transient period, the formation fuel
use rate converges to approximately 2.1 mm/s per day (~ 1 orbit) for each satellite.
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Formation-Flying in an MMS 1000 km Tetrahedron (no disturbances)X 10~3
3.9 Chapter Summary
Gauss' Variational Equations have been used to derive a set of linearized relative dy-
namics of orbital motion. The linearization assumptions for the new set of dynamics
were shown to be valid for typical spacecraft error box sizes. The linearized GVE-
based dynamics were used in a model predictive controller of the form described
in [30] and the combination is shown to be more fuel-efficient than another GVE-
based technique. A method of specifying formation geometry through differential
orbital elements was reviewed. By combining differential element orbit specification
and dynamics linearized about each of the spacecraft in the formation, the problems
of long-baseline initialization and control discussed in Chapter 2 can be bypassed. A
method of specifying differential orbital elements for a desired formation geometry
was introduced which optimizes degrees of freedom in the problem of initial condition
selection to minimize the fuel required to maneuver into the new formation. This
method was applied to a regular tetrahedron-shaped orbit of the type used in the
MMS mission. A method of applying rectilinear error box constraints to a formation
specified in differential orbital elements was presented. Also, a virtual center approach
to coordinating spacecraft formations of the type introduced in [42] was derived in
terms of the differential orbital element formation specification and decentralized. A
demonstration of the GVE-based dynamics/MPC controller being used with differ-
ential orbital element formation specification was created in a tetrahedron-shaped
formation in an MMS-like orbit was controlled for a period of two weeks.
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Chapter 4
Analytic Prediction of Spacecraft
Performance Using Robust MPC
in the Presence of Sensor Noise
Reference [32] showed that sensor noise in a spacecraft formation flying mission using
carrier-phase differential GPS (CDGPS) will be a dominant disturbance. It presented
an approach to mitigating the effects of sensor noise on a model predictive control
scheme of the type discussed in Section 3.3. This robustness was achieved by de-
signing trajectories that would meet performance criteria for a set of possible initial
conditions. The size of this set was determined by the expected sensor noise. The
approach taken in that paper is characterized as "open-loop," because it generates a
trajectory which is feasible for all initial conditions, without requiring replanning. An
alternate approach is to design a thrusting plan which will be guaranteed to produce
a feasible state and a new feasible plan at the next time step. This approach is con-
sidered "closed-loop," because each plan explicitly considers future feedback action
in response to as-yet unknown information [65].
In references [67,661 it was shown that the fuel use of the robust model predictive
control scheme presented in Ref. [59] can be predicted for bounded process noise and
sensor noise disturbance models. This chapter will apply the robustly-feasible MPC
scheme to the problem of controlling spacecraft relative motion. Hill's equations
of relative motion in a circular orbit are used to model a formation flying control
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problem in which a spacecraft is constrained to remain inside an error box. Some
assumptions about the noise source and the error box are made when using the
predictive method and validated by simulation. The analytical prediction method is
then used to examine a wide range of missions in order to identify trends, sensitivities,
and optimal regions in the space of controller parameters, such as error box size,
sensor noise, fuel use, replan frequency and the planning horizon length. The validity
of these relations is verified by simulation and their application to designing future
spacecraft formation flying missions is demonstrated using relevant parameter ranges.
A number of realistic and desirable parameter combinations are identified, indicating
the value of future research to extend and refine the analysis tool.
To demonstrate the viability of the robust model predictive scheme to actual space-
craft formation flight, a demonstration is conducted in which a multiple spacecraft
are controlled over an extended period using a nonlinear propagator with a realis-
tic disturbance model. A formulation is developed that simultaneously incorporates
bounds on state error, process noise, sensor noise, and thrust availability. Simulations
demonstrate the effectiveness of both the bounded models and of closed-loop robust-
ness technique applied to a realistic spacecraft formation control problem. Terminal
conditions presented in [66] and others suggested in [60] were evaluated.
4.1 Overview of Robust MPC Scheme
For the spacecraft formation flying problem with sensor noise, robust feasibility guar-
antees that, provided the initial optimization is feasible and the noise is bounded, all
subsequent optimizations are feasible and constraints are satisfied, e.g., the spacecraft
remains inside the specified error box. This guarantee holds despite the plans being
based on inaccurate information. Ref. [67,60] proves that the formulation reviewed
in this section guarantees both robust feasibility and constraint satisfaction. Ref. [59]
reviews an approach to transform the dynamics of the true state x to those of the
estimated state k. Robust feasibility depends on the estimate, since that is the initial
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condition parameter of the optimization. The dynamics of the true state are
x(k + 1) = Ax(k) + Bu(k) (4.1)
and the estimation error is an additive term, applied at each time step
i(k) = x(k) + n(k) (4.2)
k(k + 1) = x(k + 1) + n(k + 1) (4.3)
where n(k) is the estimation error at time k, which is assumed to lie in a bounded
set K. Substituting (4.2) and (4.3) into (4.29) gives the dynamics of the estimate
x(k + 1) = Ak(k) + Bu(k) + n(k + 1) - An(k)
= A ~i ( n(k) (4.4)
=Aik(k) + Bu(k) + -A I  44
n(k + 1)
With the dynamics now involving an affine disturbance, the formulation of [59] can
be employed to synthesize a robustly feasible MPC scheme. The disturbance vector
is bounded using
w(k) =n k)-A I E W Vk (4.5)
(n(k + 1))
If K is polyhedral, the set W is polyhedral and can therefore be generated using a
polyhedral mapping routine of the form in Ref. [62]. Output constraints take the
form
y(k) = Ck(k) + Du(k) E Y Vk (4.6)
where Y is a bounded set which can incorporate error box and thrust constraints.
The MPC optimization is performed over a horizon of N steps and uses an arbi-
trary nilpotent linear control law u(j) = KNPx(j) j E {0 ... N - 1}. Define L(j) as
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the state transition matrix for the closed-loop system under this control law
L(0) = I
L(j + 1) = (A + BKNP) L(j) Vj E {0 ... N}
Then the nilpotency requirement for KNP implies
L(N) = 0
Define the MPC optimization problem P(*(k))
N
J*(X(k)) = min E(u(k + jk), x(k + jlk))
subject to
Vj E {0... N}
x(k + j + ilk)
y(k + jlk)
x(klk)
x(k + N + ilk)
y(k + jlk)
= Ax(k+jlk)+Bu(k+jlk)
= Cx(k+jlk)+Du(k+jlk)
= i(k)
E XF
E Y(j)
where the double subscript notation (k + jIk) denotes the prediction made at time k
of a value at time k + j. The constraint sets are chosen according to the recursion
Y(0) =Y
Y(j+1) = Y(j)~(C+DKNP)L(j)W Vj E {0...N}
(4.16)
(4.17)
70
(4.7)
(4.8)
(4.9)
(4.10)
(4.11)
(4.12)
(4.13)
(4.14)
(4.15)
where - denotes the Pontryagin difference operation [64], defined by
X Y = f{z z + y E X Vy E Y} (4.18)
and the matrix mapping of a set is defined such that
AX = {z I -x E X : z = Ax} (4.19)
A MATLAB toolbox for performing these operations on polyhedral sets is available
in Ref. [62].
The terminal constraint XF is problem-specific. It must be a control invariant
admissible set [63], i.e. there exists a control law i,(x) satisfying the following
Vx E XF
Ax + B(x) E XF (4.20)
Cx + Dr,(x) E Y(N) (4.21)
The origin XF = {O} is a straightforward choice of terminal set, and when conducting
performance analyses in Section 4.3. However, any nominally invariant set is valid
for XF. Section 4.5.2 demonstrates that the origin is an overly restrictive terminal
condition for spacecraft formation flight control.
4.2 Overview of Analytic Performance Prediction
Reference [67] describes an approach for analytically predicting the value of a per-
formance criterion for the type of model predictive control system described in Sec-
tion 4.1. The prediction method is based on similarities between optimal solution to
the LQR problem and the solution to the closed loop MPC problem when several
restrictions are introduced
1. The performance index is a quadratic function of the control input, f (u, x) =
uTQu where Q is positive definite.
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2. The terminal constraint is the origin, XF = {0} (note that this trivially satisfies
the invariancy requirement with r(x) = 0).
3. The estimation uncertainty is of the form n(k) = e5(k) where 5(k) is uniformly
distributed over a bounded set
(4.22)
and uncorrelated, giving E{i5(k)5(k + j)} = L!A(j) [67]
4. There is only one constraint, y(k) = cTi(k) + dTu(k) E Y
Section 4.4 will show that this restrictive form can still capture the dominant behavior
of a spacecraft system.
The dynamics in Eq. 4.30 are augmented with additional states z to create a
system driven by a single noise signal
x ^(k + 1)
z(k+1) I A -A [i(k) B+ - u(k) +0 0 [z(k) J 0 e 5h(k + 1)e (4.23)
If the control law is a constant matrix state feedback, K, operating on the known
state estimate
u(k) = Ki(k) (4.24)
then the system (4.23) becomes the following
E(k + 1) A+BK -A
z(k+1) 0 0
(k) 1
z(k) J
e
+ 5(k + 1)
e
In the examples provided in Section 4.4, the performance metric is the control effort,
so the following performance output equation is used
u(k) =K ] [i(k)
z(k) I (4.26)
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I
(4.25)
-N < 5(k) < IV
To summarize, the prediction method reviewed in this section makes use of the ob-
servation that the model predictive control system described in Section 4.1 using a
terminal set that include only the origin, behaves like an LQR control at low distur-
bance levels and like a nilpotent controller at high disturbance levels.
4.3 Spacecraft Formation Flight Application
This section describes the application of the analysis method developed in Section 4.2
to the spacecraft formation flying control problem. The specific application examined
is relative motion in a circular orbit using the radial/in-track plane in Hill's equations.
The prediction method assumes only a single noise source and a single constraint. For
the spacecraft formation control problem, the performance is dominated by the effects
of the in-track velocity estimation error and the in-track position constraint [32], hence
the conjecture is that the single-constraint model can still capture the behavior of the
system. Simulation results will investigate the validity of these assumptions.
The system used for analysis will use impulsive velocity changes in both the in-
track and radial directions as control inputs. The system is driven by the in-track
velocity noise, with e = [ 0 0 0 1 ]T and assumes perfect knowledge of the other
states. The in-track direction will be constrained, so c = [ 0 1 0 0 ] and d =
[ 0 0 ]. A constant KNP can be found that drives a state in the radial/in-track plane
of the Hill's frame to the origin in 4 steps (which restricts the horizon length to N > 4).
This example will use an orbit with frequency n = 0.001 and with a discretization
T ~ 314s (twenty steps per orbit). The MPC controller is implemented with N = 5
predictive steps and a ±5 meter error box is placed around the origin in the in-track
direction.
A typical trajectory for spacecraft relative motion using the MPC controller with
the system is shown in Figure 4-1. Although the radial position is left unconstrained
in the control formulation, the coupling between the radial and in-track directions
causes a constraint on one axis to act on the other axis as well. The motion approx-
imately forms a 6x3 ellipse, which is to be expected, because the harmonic terms
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Fig. 4-1: Simulation trajectory using MPC controller (6 orbits shown)
in the in-track direction are twice the harmonic terms in the radial direction. In
addition, the radial position is constrained to stay near the origin by the terminal
condition that the spacecraft arrive at the origin after N steps. Figure 4-2 is a plot
of required control energy versus sensor noise. The solid line shows the predicted
fuel use using the assumptions of bounded in-track position error and velocity noise
solely in the in-track direction. The asterisks indicate the values from simulations
including the assumptions used for analytic prediction. The dots show the simulated
fuel use requirements for the complete problem, including bounded position in the
radial and in-track directions and velocity noise in both the radial and in-track di-
rections. The simulation results and the predicted values show close agreement for
both the simulation based on the prediction assumptions and the simulation using the
complete problem formulation. To account for the addition of a second noise source,
the noise values for the full simulation have been scaled by a factor of v/2. Having
demonstrated the relevance of the prediction method, that method can be used to
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predict the effects of wide ranges of parameter variations.
Figure 4-3 shows predictions of the effect of varying the horizon length and replan-
frequency for a constant ten meter square error box using the analytical prediction
method. Generally, increasing the horizon length and lowering the replan frequency
(increasing discretization time-step) both reduce the expected control cost. There
is a limit to how far the replan frequency can be lowered before the problem be-
comes infeasible. For fixed time-steps, there appears to be a critical plan length at
approximately 0.8 orbits. The horizontal line corresponds to the division (separat-
ing dark and light areas in Figure 4-3(b)) between the high- and low-disturbance
regimes. Conceptually, the preferred planning horizon length is that at which the
unconstrained LQR solution just begins to interact with the error box constraints.
The prediction method suggests a globally preferential combination of time-step and
plan length at the intersection of the dashed lines in the figure. The combination
lies in the region of the quadratic approximation, which is the subject of ongoing
research. For further verification, several vertical cross sections (constant time-step)
of Figure 4-3(a) have been compared to simulation data in Figure 4-4.
Recreating the same contour plot for a different orbit (n = 0.0005) results in a
graph (shown in Figure 4-5) with many of the same characteristics as the n = 0.001
graph, where n is the frequency of the circular reference orbit. The preferred plan
length (indicated by a horizontal line) has become slightly longer in relative orbits,
while the preferred time-step is now significantly longer.
4.4 Analytical Predictions
The analytical prediction method enables the rapid optimization of control parameters
for a variety of different trades relevant to planning a formation flying mission. GPS
is a commonly examined method of sensing relative state and is known to produce
estimates of velocity with sensing error between 0.5 mm/s and 2 mm/s [70]. Figure 4-
6 shows contours of constant expected fuel use for the relation between error box size
and noise level. Consider a scenario in which the noise is known to be 3 mm/s,
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Fig. 4-2: Comparison of Prediction Assumptions
slightly higher than a realistic GPS estimate. Setting the error box size to 1 meter
gives an infeasible problem. If the error box size is increased to 3 meters, the problem
becomes feasible. Further increases give a significant decrease in fuel use, up to a
size of about 10 meters. This lies on the line of transition between constrained and
unconstrained operation, beyond which there is no fuel-use gain for enlarging the
error box. Therefore, like the choice of planning horizon, the ideal design is at the
point where the constraints become active.
Another trade relevant to control system design is the relationship between error
box size and planning horizon length. Figure 4-7 shows this trade for the example
system. The fuel use numbers are low relative to those in the literature [30], because
the problem being examined has perfectly linear dynamics and no process noise -
including these effects in the analysis are the subjects of the ongoing research. The
figure shows that fuel use is very high regardless of horizon length for error boxes
smaller than -2.5 meters. For each error box larger than -2.5 meters, there is a
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Fig. 4-5: Effect of Plan Length and Replan Frequency on Fuel Use (n = 0.0005)
particular planning horizon length that gives the minimum expected fuel use. As in
Figure 4-6, the expected fuel use is insensitive to error box size in many regions of
the plot.
4.5 Simulation Results
This section describes a series of more realistic simulations utilizing the robust MPC
approach described in Section 4.1. To work in a realistic environment, the controller
must be posed using many constraints and an additional disturbance model, neither of
which were considered in the analytical predictions of Section 4.4. Simulations were
run in FreeFlyerTM, a commercial nonlinear orbit propagator [24], to demonstrate
that the closed-loop robustness scheme presented in Ref. [59] could be applied to
a realistic spacecraft formation flying mission. In addition to sensor noise, a high
fidelity disturbance model was used, which includes Earth oblateness effects (J2),
aerodynamic disturbances, solar pressure, and third body effects from the sun and
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the moon. In addition, normally distributed sensor noise with standard deviations
of 2 cm for relative position and 0.5 mm/s was added to the state to simulate the
CDGPS measurement errors. In order to guarantee that the optimizations for the
closed-loop robustness are feasible, all disturbances on the system must be bounded.
Bounds were determined numerically using a procedure described in Section 4.5.1
and the results of the closed-loop robustness demonstrations are compared for several
different terminal sets and with results obtained using a different form of robust MPC.
The reference orbit used for this example is
eref= (1.08182072 0.0 0.610865238 0.0 0.0 7r (4.27)
4.5.1 Bounding the Process Noise
Reference [68] describes an open-loop approach to accounting for disturbances in a
model predictive control scheme. This approach uses analytic models of J2 and drag
to predict time-varying disturbances which are then added to the LP formulation
in Eq. 2.16. The closed-loop approach in Refs. [59, 67, 66] uses constant dynamics
and a bounded disturbance model. To develop polytopic bounds on the disturbance
set, two spacecraft were simulated in close proximity to one another and propagated
using both the high fidelity nonlinear integration-based propagator (NLP) and Hill's
equations. The NLP used for the bounding process included the perturbations due to
J2 , drag, third body effects, and solar pressure. At each time step in the simulation,
the previous state of the NLP was propagated forward using both a Hill's propagator
and the NLP. The difference between the two states was found and the magnitudes
of each of its position and velocity states were stored. Similar simulations were run
using different initial starting states of the second satellite within an error box (5 x
10 x 5 meters in the radial, in-track, and cross-track directions, respectively) centered
about the first satellite. The maximum absolute value of the differences between the
nonlinear and linear propagated states from all of simulations were calculated. These
maxima were then chosen as the maximum perturbations for position and velocity,
respectively.
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For the orbit eef in Eq. 4.27, the disturbance sets for a 100 second propagation
time step were found to be
85.5 0.635
py j 30.3 vY j 0.323 (4.28)
/z 0.0168 Vz 0.00334
in units of centimeters and millimeters per second, respectively. These numbers are
roughly on the same order of magnitude as the sensing noise, which is expected, given
the large integration time-step and the presence of many disturbances not modeled
by Hill's equations. Another approach to developing a disturbance model of this type
would be to use analytical models of the effects of J2, drag, and nonlinearities to
due separation distance and eccentricity. For a given reference orbit, the maximum
perturbation predicted by each model would be combined to give the largest possible
unmodeled disturbance on Hill's equations.
4.5.2 Demonstration Results
To use the model predictive control formulation reviewed in Section. 4.1, the system
described in Eq. 4.29 is augmented with an additive disturbance, q(k), which will be
used to represent process noise. The system in Eq. (4.29) then becomes
x(k + 1) = Ax(k) + Bu(k) + q(k) (4.29)
where q(k) in a vector belonging to a bounded polyhedral set Q. Likewise, the
estimated state with sensing noise in Eq. 4.30 becomes
n(k)
i(k + 1) = Ai(k) + Bu(k) + [ -A I I] n(k + 1) (4.30)
q(k)
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This altered formulation yields the new bounded disturbance set W
n(k)
w(k) =[-A I I] n(k + 1) E W Vk (4.31)
q(k)
The robust formulation in Section 4.1 can accommodate a disturbance set of this form,
but its implementation is complicated by the high dimensionality of the uncertainty
set and constraints. In particular, the calculation of the Pontryagin difference is
the subject of on-going work. Therefore, an approximation similar to that made in
Equation 4.22 is used, whereby two scalar noise inputs capture the dominant sensing
uncertainty. This approximation is extended to represent sensing noise uncertainty
in all states and a term is added to the to represent the process noise. Equation 4.22
states that the bounds on a single sensor noise n(k) are teN. This constraint is
unchanged if a new vector, een is defined as
esn = Ne (4.32)
and 5(k) is now distributed over the bounded set
-1 < A(k) 1 (4.33)
For the examples in this section, emn is defined to be the expected noise on relative
spacecraft states in a CDGPS system: 0.02 meters for position sensing and 0.0005
meters/second for velocity sensing.
A vector, epn, describing the maximum process noise magnitude on each state
(taken directly from Eq. 4.28) is introduced to form an approximation for the total
possible state perturbation due to noise at any step k. The disturbance vector w(k)
is now defined to be
w](k)
w (k) = (epn - Aesn) esn E~ 1+ Y) )E k (4.34)
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The new set W attempts to capture the uncertainty present in the formation flying
demonstrations conducted in this section. Current research is investigating compu-
tationally efficient methods of accurately bounding the actual W.
The output constraints will be both on the spacecraft state and on the input
magnitude. The spacecraft state will be constrained to error box of dimensions (in
meters) of 5 x 10 x 5 in the radial, in-track, and cross-track directions, respectively, of
an LVLH frame. In addition, the spacecraft will be constrained to have a maximum
acceleration in each direction of 0.003 m/s 2 . The cost function will be the one-norm
of the thrust inputs over the planning horizon. The controller's cost function and
constraints are both linear, so the controller optimizations are formulated as linear
programs. A two week simulation of four spacecraft on an equally spaced passive
aperture formation is shown in Figure 4-8. The passive aperture formation is a drift-
free in-track-cross-track projected circle with a 100 meter radius and in-track-radial
400 x 200 meter ellipse. A fuel-weighted virtual center method, described in Ref. [42],
is used to minimize state error and equalize fuel use across the formation. Spacecraft
error box motion throughout the duration of the simulation is shown in Figure 4-11.
It can be observed from the figures that no spacecraft exceeds its state constraints at
any time in the simulation. However, the trajectories of the spacecraft remained close
to the center of their respective error boxes, likely a result of the requirement that the
each spacecraft arrive at the origin at the end of its plan. On average over the course
of the simulation, each spacecraft used 14.5 mm/s of fuel per orbit, significantly more
than 2.46 mm/s per orbit, the figure reported for a similar simulation in Ref. [42].
To reduce fuel expenditures, an alternate terminal constraint set was used, in
which the spacecraft is restricted to lying on a closed ellipse in the LVLH frame at
the end of the plan [60]. This requirement is enforced through two conditions:
1. The spacecraft must remain inside the error box at every time step for a full
orbit after the plan ends.
2. The spacecraft state at the end of the plan is restricted to be the same as the
state a full orbit after the end of the plan
The origin terminal condition is a subset of the closed form ellipse terminal condi-
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tion, because Hill's equations state that a spacecraft at the origin of an LVLH frame
(i.e., zero position and zero velocity) will remain motionless in that frame. This mo-
tionless trajectory is a closed form ellipse with major and minor radii of zero meters.
The difference between the terminal conditions is illustrated in Figure 4-10.
Figure 4-12 shows error box motion during a two week simulation using the closed
ellipse terminal conditions. It is clear that the spacecraft motion occupies a much
larger region of the error box and appears to take on the shape of an ellipse in the
in-track-radial plane. As expected, the less restrictive terminal conditions led to
significantly lower average fuel usage: 2.22 mm/s per orbit, which is a slight improve-
ment over the results in Ref. [42]. Unlike the approach used previously, the closed-loop
robust method replans at all times, effectively guaranteeing that the spacecraft never
drifts out of the error box. Furthermore, the spacecraft never enters an area of the
error box that would be costly, from a fuel-use perspective, to prevent a constraint
violation. The tradeoff for using the closed-loop method is that known time-varying
disturbances must now be modeled as bounded polytopes, which does not allow the
controller to exploit well-known orbital dynamics. It is likely that performance can
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be further improved by using the LTV relative dynamics used for planning in Ref. [68]
(excluding cross disturbances) to capture J2 effects and creating a new bounded pro-
cess noise model. By including some of the effects of J2 in the state transition matrix,
the system should be better able to exploit natural dynamics and be capable of oper-
ating with less conservative process noise bounds. Both of these improvements should
reduce overall use.
4.6 Chapter Summary
A form of MPC previously introduced in Ref. [66], has been shown to be valid for
spacecraft and has been used to explore the parameter space of spacecraft formation
flying problems in general. For a particular problem, preferred settings of replan
frequency and planning horizon length were suggested. An optimal relation of error
box size to sensing noise was determined. It was also shown that for a given error
box size there is a particular planning horizon length that gives the minimum fuel
use. Trends and optimums were identified without recourse to numerical simulation.
Spacecraft formation flying simulations using the closed loop MPC controller were
conducted using a nonlinear orbit propagator with a realistic disturbance and sensor
noise models and constraints on state error and thrust magnitude. These simulations
were done using two alternate terminal conditions. The first, restricted the spacecraft
to end each plan at the origin. The other was less restrictive and only required each
plan to terminate on a closed ellipse. The simulations demonstrated that the closed-
loop method of uncertainty robustness is viable (succeeds in satisfying constraints
while consuming fuel at comparable or lower rates than other methods) for realistic
applications and that the closed ellipse terminal condition is much more fuel-efficient
than the origin terminal condition.
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Chapter 5
Hardware Testbed Development
In order to evaluate the control approaches presented in Chapters 2, 3, and 4 in
an environment with realistic output feedback, communication, and synchronization
constraints, the control algorithms were integrated with flight-ready GPS receivers at
the Goddard Space Flight Center (GSFC) Formation Flying Testbed (FFTB). The
integrated hardware setup employed a Spirent GPS signal generator [79] to create
realistic GPS signals, which were provided to GPS receivers and used for real-time
absolute and relative state estimation, described in detail in Ref. [69]. The estimated
state was used by the controller, which then closed the loop. A photograph of the
test setup is shown in Figure 5-1.
5.1 Formation Flying Testbed at GSFC
In 2002, Busse used the Spirent Signal Generator at GSFC to evaluate an adap-
tive Carrier-Phase Differential GPS (CDGPS) estimator [70]. In the work conducted
in July and August 2003, a decentralized form of the same adaptive estimator was
re-evaluated using Orion and Architect GPS receivers, leading to a new hardware-in-
the-loop formation flying testbed [69]. This chapter describes the expansion of the
off-line Signal Generator/GPS Receiver system into a real-time closed-loop testbed
using distributed computation and GPS hardware. To create the testbed, all relative
navigation and control implementations were decentralized and distributed across the
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Fig. 5-1: GSFC Formation Flying Testbed
multiple vehicles in the fleet (typically 4). Separate computers were used to imple-
ment the algorithms for each spacecraft, ensuring that all communication and syn-
chronization issues likely to occur in a real formation flying mission were addressed.
In addition, software was developed to provide dynamics to the Spirent Signal Gen-
erator in real-time at a rate of 10 Hz, while maintaining synchronization across the
entire testbed to within a hundredth of a second using a global clock pulse. The
resulting system was shown to be capable of closed-loop operation.
Figures 5-1 and 5-2 show the specific hardware used to simulate a three-spacecraft
formation at NASA GSFC. The testbed uses multiple laptops to run controllers and
estimators for each spacecraft, and an additional laptop simulates the vehicle dynam-
ics. The motions of the spacecraft were simulated using FreeFlyerTM, a fully nonlinear
orbit propagator with many realistic disturbances including J2 and third body effects.
Communications between the "spacecraft" were sent via TCP/IP on a local network,
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as was communication between the dynamics simulator, the spacecraft, and the signal
generation computer. Communication from the signal generators to the GPS receivers
was through a RF link, which connected directly to the antenna port of the receiver.
Simulating dynamics in real-time was a key challenge with five Windows-networked
computers, online linear programming optimization, and MATLAB-based algorithm
implementations. The receiver/estimator/controller portion of the testbed was oper-
ated on a slower time step, typically in the range of 4-10 seconds. Figure 5-2 shows
the flow of information through the testbed.
For a fleet of n spacecraft, the testbed requires a total of 3+n computers - one for
each spacecraft to run the controller and estimator, and then a total of 3 for the Dy-
namics Simulator, Signal Simulator, and the Operator. The Dynamics Simulator runs
the orbit propagation software and an instance of MATLAB, which is used to commu-
nicate with the other computers in the testbed. The Signal Simulator computer runs
SimGenTM software, which receives state information for each spacecraft and drives
the Signal Generator (Spirent 4760) via a data cable. The Operator computer can
be used to enable/disable the controllers in the fleet. A BNC cable connected both
the Dynamics Simulator and the Signal Simulator to the Signal Generator, which
91
Table 5.1: Communication Channels in Testbed
Number of Channels Channel Description
1 Dynamics Simulator / Signal Simulator
n Dynamics Simulator / Controllers
n Controllers / Estimators
n Controllers / Operator
n-1 Leader Controller / Follower Controllers
n-1 Leader Estimator / Follower Estimators
provided a clock pulse every second. The clock pulse was used to correct for clock
drift between the computers in the system, which enabled time-synchronization to
be maintained across the testbed for a 0.1 second time step. For the demonstrations
described in this section, the controllers were both placed on a single computer and
the estimators were placed on separate computers. This configuration eased software
development, because the controller software and estimator software were maintained
by different researchers.
5.2 Testbed Initialization and Operation
A precisely-timed and sequenced initialization procedure is required to begin testbed
operation. To operate, the testbed requires a total of 1 + 3n + 2(n - 1) TCP/IP
communication channels to be opened. A description the channel allocation is listed
in Table 5.1. Before simulation begins, the communication channels connecting the
controllers to the Dynamics Simulator and the Dynamics Simulator to the Signal
Simulator must be established. The remaining communication channels must be
established before estimation and control begin.
After having established the Dynamics Simulator communication channels, the
simulation itself is begun using the procedure described in Algorithm 5.1. After this
procedure is carried out, the Dynamics Simulator/Signal Simulator/Signal Generator
portion of the testbed is ready to begin regular operation. The procedure for ongo-
ing dynamics propagation and signal generation is described in Algorithm 5.2, which
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Algorithm 5.1: Dynamics Simulator Initialization Procedure
Connect Dynamics Simulator to Signal Simulator;
for all Spacecraft i do
Send initialization state for spacecraft i to Signal Simulator;
end for
for all Spacecraft i do
Send state at time 0.0 seconds spacecraft i to Signal Simulator;
end for
Send "Run" command to Signal Simulator;
Wait for timing pulse from Spirent Signal Generator;
t:=time of simulated GPS signal = 0.0 seconds;
tdy:= 0 = seconds elapsed on Dynamics Simulator since timer reset;
toff:= 0 = seconds of error between Dynamics Engine timer and Signal
clock;
tsim: 0.3 = time of current dynamics simulation state in seconds elapsed;
Reset timer on Dynamics Simulator;
for all Spacecraft i do
Send initial state with time tag 0.3 (seconds) for spacecraft i to Signal
end for
1:
2:
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8:
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11:
12:
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Simulator; I
Algorithm 5.2: Testbed Steady-State Procedure
t:=current GPS signal generator time;
for all Spacecraft i; do
Propagate spacecraft i state to time t+0.3 seconds;
end for
tsim = t+0.3;
Pause while tdyn- + toff < tim - 0.15;
for all Spacecraft i; do
Send spacecraft i state to Signal Simulator;
end for
if 0.9 < tsim - floor(tsim) < 1.1 then
toff = round(tyn) - tdyn; Update synchronization
end if
for all Spacecraft i; do
Check if spacecraft i has sent a thrust command;
end for
if tsim - floor(tsim) = 0.0 then
for all Spacecraft i; do
Implement thrust command for spacecraft i if one was sent in the last second;
end for
end if
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Simulator
includes details on both communication and time synchronization. During regular
operation, the simulation engine stays two 0.1 second time steps ahead of the actual
GPS simulation time, creating an inherent delay in the control system. If a commu-
nication between the Dynamics Simulator and the Signal Simulator arrives late, the
Signal Simulator will stop operating and the simulation will halt. This portion of the
testbed can operate independently of the control and estimation.
Before estimation and control can begin, the GPS receivers connected to the Signal
Generator must be successfully tracking a sufficient number (8-12) GPS satellites.
Once a sufficient number of satellites are being tracked, the communication channels
between the estimators and controllers are established and estimation is begun. The
controllers are initially in a sleeping mode, in which they send zero thrust commands.
After a brief period of time (typically fifteen to twenty minutes) when it has been
manually determined that the estimators converged, a command is sent from the
Operator computer to the controllers indicating that they should begin to control the
formation. Thus, control cannot begin for at least twenty minutes after estimation
begins. Estimation cannot begin until the receivers are tracking a sufficient number
of satellites (which often takes ten minutes). For this reason, the formation must be
initialized in a stable configuration that does not drift significantly over the course of
twenty minutes.
5.3 Closed-Loop Operation
The closed loop operation of the testbed involves regular coordinated communications
between the estimators, the controllers, and the Dynamics Simulator. Although the
dynamics simulation is run using a 0.1 second time step, the control/estimation loop
is operated more slowly in order to facilitate the more complex sequence of commu-
nications which must occur. This slower rate is referred to as the Control time step
and lies in the 4-10 second range for simulations described in this Chapter. Each
of the estimators and controllers runs in a separate MATLAB instance and all com-
munication occurs through TCP/IP sockets. In order to maintain synchronization
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between many separate components, algorithms were developed for the controllers
and estimators describing the order in which communications should arrive. Also
described are actions which should be taken in the event of late message arrivals in
order to prevent the system from losing synchronization. The estimator communica-
tion algorithms are described in [69]. This section describes the controller algorithms
using a state machine model.
After the estimators have converged and control has been enabled, the control
/ estimation / Dynamics Simulator system enters into a regular pattern of estimate
and control input exchange. Once enabled, the controller on the Leader spacecraft
follows the logic described by the state transition diagram in Fig. 5-3. The Leader
spacecraft controller begins in the Waiting for Data state, in which it is waiting
for an absolute state estimate from its controller and relative state estimates from
the Follower spacecraft. When all data has been received, a transition is made to the
Calculate Virtual Center state, where the fuel-weighted average of the formation
is computed according to the procedure described in Ref. [42]. After the virtual center
is computed, the state immediately transitions to Distribute Virtual Center, in
the location of the center state is sent to the Follower spacecraft. If the spacecraft is in
either the Calculate Virtual Center or the Distribute Virtual Center state and
a more recent relative state arrives from one of the Follower spacecraft or a more recent
absolute state arrives from the Leader spacecraft estimator, the new state is kept and
all old state information is abandoned. The spacecraft would then transition back
to the Waiting for Data state. Alternately, after broadcasting the virtual center
state, the leader computes its control commands in the Compute Control state
and transmits it in the Transmit Thrusts state. If the control computation takes
longer than a Control time step, then the resulting control command is set to zero in
the Null Thrusts before transmitting. After transmitting the thrusts, the controller
returns to the initial waiting state.
The Follower controller state transition diagram is in Figure 5-4 and is similar to
the diagram for the Leader. The Follower spacecraft also begins in a Waiting for
Data state, but does not transition out of it until it has received a relative state from
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its estimator. After receiving a relative state estimate, the Follower will transition to
a Transmit Relative State state, in which it sends its relative state to the Leader
controller and then transitions to the Waiting for Data 2, where no computations
are performed. From either the Transmit Relative State state or the Waiting for
Data 2 state, if the Follower receives a more recent relative state from its estimator or
an absolute state from the Leader that is more recent than its current relative state,
it will transition back to the initial waiting for data state, retaining only the most
recent data. If the follower is in the second waiting state and receives (or has already
received) an absolute state estimate whose time matches the time of the relative state
estimate, it will transition to the Compute Control state. The rest of the Follower
logic is the same as the logic of the Leader.
5.4 Results
Several basic simulations were conducted using the new testbed. The initial simula-
tions involved no control and were used to demonstrate online estimation using tra-
jectory data generated by the Dynamics Simulator and streamed in real-time through
the Signal Generator by way of the Signal Simulator. Subsequent simulations were
conducted with controllers in the system, but with their control set to zero. Estima-
tion results from these simulations can be found in Ref. [69].
Figure 5-5 shows results of a full hardware simulation in which control was enabled
after approximately thirty minutes of estimation had elapsed. The spacecraft in the
simulation were separated by twenty meters in the in-track direction of a LVLH
frame centered on one of the spacecraft. The controller used in this example was a
LQR with a very high control weighting. It was determined through experimentation
that high bandwidth control caused the receivers to lose lock on satellites and the
resulting decrease in estimator performance led to unstable behavior. The control
objective in the figure is to cause the two satellites to rendezvous, and after the control
is enabled, the satellite separation begins to decrease steadily. While these initial
results may appear simple, this closed-loop behavior is the result of many different
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interconnecting, tightly-synchronized software and hardware components working in
a coordinated fashion to simulate, estimate, and control a spacecraft formation flying
mission.
5.5 Chapter Summary
An hardware-in-the-loop testbed was created at Goddard Space Flight Center using
Orion GPS receivers, a Spirent GPS Signal Generator, a network of laptops across
which computation was distributed. The system was driven with a nonlinear orbit
propagator using a realistic disturbance model and was operated at a rate of 10 Hz
with a real-time deadline. It was demonstrated that online estimation of the type
described in Ref. [69] could converge correctly in the system with no control present.
It was also shown that control could be introduced and utilized successfully at low
bandwidth. The testbed has been used for an initial series of closed-loop tests, and
it should be a valuable asset for future validation of combined control and estimation
systems in realistic environments.
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Chapter 6
Conclusions
This thesis addressed several problems associated with controlling formation flying
spacecraft. This includes developing new initialization techniques for formations with
large separations in highly elliptical orbits were developed. In addition, methods of
predicting and mitigating the effects of CDGPS sensor noise were applied to the
spacecraft formation flying problem in Low Earth Orbit. A new hardware-in-the-
loop testbed was created to evaluate the combined estimation and spacecraft control
in closed-loop with real-time constraints. This chapter presents a summary of the
principal contributions of the thesis and concludes with a discussion of possible ex-
tensions to the work presented.
6.1 Thesis Contributions
Technical contributions were made to the areas of formation initialization, relative
dynamics propagation, performance prediction, and sensor noise robustness.
Generalized Long-baseline Initializations: The approach to form large passive
apertures in Ref. [48] was extended to allow formations with an arbitrary geometry,
such as a tetrahedron. This approach was applied to both LEO and HEO mission
scenarios, but was shown to lose effectiveness for highly eccentric orbits.
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Time-varying Relative Dynamics Propagation: A set of relative equations of
motion, similar to Lawden's equations, was derived that can be used in a time-varying
sense in an LVLH frame. The equations of motion are written as explicit functions of
the orbital elements of the reference orbit and are intended to be used in a discrete
time controller (such as the MPC controller developed Ref. [30]) after having been
numerically discretized. These equations of motion allow for simpler online planning
than Lawden's equations, because they shift the creation of the mapping between time
and true anomaly to the controller formulation stage, rather than the time-critical
thrust implementation stage, and also bypass the need to rotate thrust inputs out
of Lawden's frame. Control using these equations of motion was demonstrated for
a tetrahedron-shaped formation in a highly elliptical orbit over a period of two weeks.
Planning Based on GVEs: Derived a linearized form of the relative dynamics from
Gauss' Variational Equations that can be used in an optimized planning controller.
The combined system of dynamics/model predictive controller was demonstrated to
be more efficient than an impulsive approach from the literature and had the added
advantage of being able to incorporate linear, convex performance constraints. Also
presented a method for optimizing a formation geometry (specified in differential or-
bital elements) by minimizing the fuel required for the fleet to perform the necessary
maneuvers. The approach exploits the various degrees of freedom in the problem,
such as the velocity of the spacecraft and the orientation, translation, and scaling of
the formation. The virtual center [68] developed to coordinate the formation flying
controllers on each spacecraft was re-derived using differential orbital elements. It
was also demonstrated that the virtual center could be computed using a decentral-
ized calculation.
Formation Flying MPC Performance Prediction: Validated the assumptions
required to use the Robust MPC performance prediction method introduced in [59].
Examined several case studies to demonstrate the viability of formation flying per-
formance prediction. A complete MPC controller using closed-loop robustness and
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thrust constraints was formulated and used in a realistic simulation and disturbance
environment to control a formation of four satellites for two weeks. This demonstrated
the validity of a bounded noise model for LEO and the ability of the closed-loop robust
MPC approach to be used for a realistic spacecraft formation flying mission. Longer
planning horizons enabled the use of more general optimization terminal conditions
than were possible using the open-loop method. The closed-loop method using more
general terminal conditions guarantees the robustness of the planning system to both
process and sensing noise and is demonstrated to use fuel at rates similar to those of
the open-loop method.
Formation Flying Testbed: A hardware-in-the-loop formation flying testbed was
created using GPS receivers and a GPS signal generator at the Goddard Space Flight
Center. The orbital dynamics used in the testbed were generated by a nonlinear orbit
propagator with a realistic disturbance model and provided to the signal generator
at a rate of 10 Hz with a real-time deadline. The testbed was composed of multi-
ple computers (representing individual spacecraft) which necessitated that attention
be paid to communication and coordination requirements of the decentralized con-
troller/estimator system. The testbed was demonstrated operating in a closed-loop
simulation.
6.2 Areas of Future Work
Although work must and should be frequently published and shared with the research
community, it is the conviction of this researcher that no topic is ever fully exhausted.
In this spirit, experience suggests several improvements and investigations related to
the work herein may prove fruitful.
On the topic of drift-free initialization, the approaches presented in Chapters 2
and 3 to create drift-free formations of arbitrary geometry have only been posed in the
context of specifying a geometry at a single point in an orbit. A useful extension of
this work would allow constraints to be placed on other individual times or on all times
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in the orbit. An example of such a constraint would be the passive aperture, in which
the formation creates a projected circle continuously throughout the orbit. Another
example would be for collision avoidance, whereby it could be specified that the initial
conditions on a formation create orbits that do not come within a certain distance of
one another at any time. Chapter 3 presents two methods of formation coordination:
optimized initial conditions which consider minimization of error across the formation
and the decentralized fuel-weighted virtual center. In the work presented in this thesis,
initial conditions were chosen once, at the start of each simulation. Another approach
would be to optimize the initial conditions at every time-step, which is feasible for
LP optimization. The correct frequency of re-optimizing the desired initial conditions
versus shifting the center of the formation remains to be determined.
In Chapter 4, a method of closed-loop robust MPC is reviewed and applied to
the spacecraft formation flying problem. Presently, this MPC method has not been
developed for time-varying dynamics, the class of dynamics into which most non-
circular orbits fall. Hence, to be applied to MMS-like missions, the the closed-loop
robust method must be derived and shown to be robustly feasible for the type of
periodic time-varying dynamics present in Lawden's equations and GVEs. The nature
of the formulation suggests that this may be possible for planning horizon lengths
that are greater than the period of the dynamics (typically the period of an orbit).
Planning horizons are already normally as long or longer than an orbit so as to
capture all possible advantageous dynamics in the system, hence a restriction of this
type would likely pose no obstacle to use the use of the closed-loop robustness method.
The formation flying testbed described in Chapter 5 holds a great deal of po-
tential for future hardware-in-the-loop demonstrations of Matlab-based control and
estimation algorithms. Future improvements to this testbed should include increased
robustness to missed communications between control and estimation implementa-
tions, additional means of real-time monitoring and control of the testbed as a whole,
and method of "fast-starting" the GPS receivers and estimators in order to decrease
the time between simulations. Also, many of the algorithms running on the dynamics
simulator should be ported to a compiled language in order to add timing margin
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(through increased execution speed) to the only critically real-time portion of the
testbed.
6.3 Final Comments
The field of spacecraft formation flying control has provided a wealth of opportunities
for the application of cutting-edge controls and dynamics techniques. It is the sincere
hope of this researcher that the field continues to develop and that some portion of
the research contained herein may someday be used as the basis for future work or
in an actual spacecraft formation flying mission.
103
0
Bibliography
[1] F. Bauer, K. Hartman, J. Bristow, D. Weidow, J. How, F. Busse, "Enabling
Spacecraft Formation Flying Through Spaceborne GPS and Enhanced Auton-
omy Technologies," ION-GPS '99, Proceedings of the 12th International Techni-
cal Meeting of the Satellite Division of the Institute of Navigation, Nashville, TN,
Sept. 14-17, 1999 (AO1-27218 06-32), Alexandria, VA, Institute of Navigation,
1999, p.3 69-3 83 .
[2] A. Das, R. Cobb, "TechSat 21 - Space Missions Using Collaborating Constel-
lations of Satellites," Proceedings of AIAA/USU Annual Conference on Small
Satellites, 12th, Utah State University, Logan, Aug. 31-Sept. 3, 1998, Proceed-
ings (A99-10826 01-20), Logan, UT, Utah State University, 1998.
[3] C. Beichman, "The Terrestrial Planet Finder - The search for life-bearing planets
around other stars," Proceedings of Astronomical Interferometry Meeting, Kona,
HI, Mar. 20-24, 1998. Pt. 2 (A98-40801 11-35), Bellingham, WA, Society of
Photo-Optical Instrumentation Engineers (SPIE Proceedings. Vol. 3350), 1998,
p. 719-723.
[4] F. Bauer, J. Bristow, D. Folta, K. Hartman, D. Quinn, J. How, "Satellite Forma-
tion Flying Using an Innovative Autonomous Control System (AutoCon) Envi-
ronment," Proceedings of AIAA Guidance, Navigation, and Control Conference,
New Orleans, LA, Aug. 11-13, 1997, Collection of Technical Papers. Pt. 2 (A97-
37001 10-63), Reston, VA, American Institute of Aeronautics and Astronautics,
1997, p. 657-666.
105
[5] J. How, R. Twiggs, D. Weidow, K. Hartman, F. Bauer, "Orion - A low-
cost demonstration of formation flying in space using GPS," Proceedings of
AIAA/AAS Astrodynamics Specialist Conference and Exhibit, Boston, MA, Aug.
10-12, 1998, Collection of Technical Papers (A98-37348 10-13), Reston, VA,
American Institute of Aeronautics and Astronautics, 1998, p. 276-286.
[6] J. Leitner, F. Bauer, D. Folta, M. Moreau, R. Carpenter, J. How, "Distributed
Spacecraft Systems Develop New GPS Capabilities," in GPS World: Formation
Flight in Space Feb. 2002.
[7] R. Sedwick, D. Miller, E. Kong, "Mitigation of Differential Perturbations in
Clusters of Formation Flying Satellites," Proceedings of the AAS/AIAA Space
Flight Mechanics Meeting, Breckenridge, CO, Feb. 7-10, 1999. Pt. 1 (A99-39751
10-12), San Diego, CA, Univelt, Inc. (Advances in the Astronautical Sciences.
Vol. 102, pt.1), 1999, p. 323-342.
[8] M. Kaplan. Modern Spacecraft Dynamics and Control. Wiley, 1976.
[9] D. Vallado. Fundamentals of Astrodynamics and Applications. McGraw-Hill,
1997.
[10] D. Lawden, Optimal Trajectories for Space Navigation, Butterworths, London,
1963.
[11] T. Carter, M. Humi, "Fuel-Optimal Rendezvous Near a Point in General Keple-
rian Orbit," AIAA Journal of Guidance, Control, and Dynamics , vol. 10, Nov.-
Dec. 1987, p. 567-573.
[12] T. Carter, "New Form for the Optimal Rendezvous Equations Near a Keplerian
Orbit," AIAA Journal of Guidance, Control, and Dynamics , vol. 13, Jan.- Feb.
1990, p. 183-186.
[13] J. Marec, Optimal Space Trajectories, Elsevier Scientific, NY 1979.
106
[14] H. Schaub, K. Alfriend, "J2 Invariant Relative Orbits for Spacecraft Formations,"
In Goddard Flight Mechanics Symposium, May 18-20,1999, Paper No. 11.
[15] G. Inalhan, J. How, "Relative Dynamics and Control of Spacecraft Formations in
Eccentric Orbits," Proceedings of the AIAA Guidance, Navigation, and Control
Conference and Exhibit, Denver, CO, Aug. 14-17, 2000, Collection of Technical
Papers, Reston, VA, American Institute of Aeronautics and Astronautics, 2000.
AIAA Paper 2000-4443.
[16] M. Tillerson, J. How, "Formation Flying Control in Eccentric Orbits," Pro-
ceedings of the AIAA Guidance, Navigation, and Control Conference, Montreal,
Canada, Aug. 6-9, 2001, Collection of Technical Papers, Reston, VA, American
Institute of Aeronautics and Astronautics, 2001.
[17] H. Yeh, A. Sparks, "Geometry and Control of Satellite Formations," Proceed-
ings of the 2000 American Control Conference, Chicago, IL, June 28-30, 2000.
Vol. 1 (AO1-12703 01-63), Piscataway, NJ, Institute of Electrical and Electronics
Engineers, 2000, p. 384-388.
[18] G. Inalhan, M. Tillerson, J. How, "Relative Dynamics & Control of Spacecraft
Formations in Eccentric Orbits," AIAA Journal of Guidance, Control, and Dy-
namics (0731-5090), vol. 25, no. 1, Jan.-Feb. 2002, p. 48-59.
[19] S. Vadali, S. Vaddi, K. Naik, K. Alfriend, "Control of Satellite Formations," Pro-
ceedings of the AIAA Guidance, Navigation, and Control Conference, Montreal,
Canada, Aug. 6-9, 2001. AIAA Paper 2001-4028.
[20] A. Sparks, "Satellite Formationkeeping Control in the Presence of Gravity Per-
turbations," Proceedings of the 2000 American Control Conference, Chicago, IL,
June 28-30, 2000. Vol. 2 (AO1-12740 01-63), Piscataway, NJ, Institute of Electri-
cal and Electronics Engineers, 2000, p. 844-848.
[21] A. Robertson, G. Inalhan, J. How, "Formation Control Strategies for a Sep-
arated Spacecraft Interferometer," Proceedings of the 1999 American Control
107
Conference, San Diego, CA, June 2-4, 1999, Proceedings. Vol. 6 (A00-15511 02-
63), Piscataway, NJ, Institute of Electrical and Electronics Engineers, 1999, p.
4142-4147.
[22] R. Bate, D. Mueller, J. White, Fundamentals of Astrodynamics, Dover Publica-
tions Inc., NY, 1971.
[23] V. Chobotov, Orbital Mechanics, Second Edition, AIAA Educational Series,
1996.
[24] A.I. Solutions, "FreeFlyer User's Guide", Version 4.0, March 1999.
[25] G. Franklin, J. Powell, M. Workman, "Digital Control of Dynamic Systems,"
Third Edition,Addison-Wesley, 1998.
[26] R. Sedwick, T. Hacker, D. Miller, "Optimum Aperture Placement for a Space-
Based Radar System Using Separated Spacecraft Interferometry," Proceedings of
the AIAA Guidance, Navigation, and Control Conference, Portland, OR, Aug.
9-11, 1999. AIAA Paper 99-4271.
[27] F. Busse, G. Inalhan, How, J. P., "Project ORION: Carrier Phase Differential
GPS Navigation For Formation Flying," Proceedings of the Annual AAS Rocky
Mountain Conference, Breckenridge, CO, Feb. 2-6, 2000 (A00-41276 11-12), San
Diego, CA, Univelt, Inc. (Advances in the Astronautical Sciences. Vol. 104),
2000, p. 19 7-2 12 .
[28] F. Busse, J. How, J. Simpson, and J. Leitner, "PROJECT ORION-EMERALD:
Carrier Differential GPS Techniques and Simulation for Low Earth Orbit For-
mation Flying," presented at the IEEE Aerospace Conference, Mar 10-17, 2001.
[29] A. Richards, J. How, T. Schouwenaars and E. Feron, "Plume Avoidance Ma-
neuver Planning Using Mixed Integer Linear Programming," Proceedings of the
AIAA Guidance, Navigation, and Control Conference, Montreal, Canada, Aug.
6-9, 2001. AIAA Paper 2001-4091.
108
[30] M. Tillerson, G. Inalhan, and J. How, "Coordination and Control of Distributed
Spacecraft Systems Using Convex Optimization Techniques," International Jour-
nal of Robust and Nonlinear Control, vol 12, Issue 2-3, Feb.-Mar. 2002, p. 2 0 7-2 4 2 .
[31] C. Park, P. Ferguson, N. Pohlman, J. How, "Decentralized Relative Navigation
for Formation Flying Spacecraft using Augmented CDGPS," Proceedings of In-
stitute of Navigation GPS Conference, Salt Lake City, Utah, Sept. 2001.
[32] J. How and M. Tillerson, "Analysis of the Impact of Sensor Noise on Formation
Flying Control," Proceedings of the 2001 American Control Conference, Arling-
ton, VA, June 25-27, 2001, Proceedings. Vol. 5 (AO1-45851 12-63), Piscataway,
NJ, Institute of Electrical and Electronic Engineers, 2001, p. 3986-3991.
[33] M. Tillerson, J. How, "Advance Guidance Algorithms for Spacecraft Formation
Flying," accepted for 2002 American Control Conference, Anchorage, AK, May
8-10, 2002, Piscataway, NJ, Institute of Electrical and Electronics Engineers,
2002.
[34] J. P. Vinti. Orbital and Celestial Mechanics. AIAA, 1998, pp.196-197.
[35] R. G. Melton, Time Explicit Representation of Relative Motion Between Ellip-
tical Orbits, JGCD Vol. 23, No. 4, July - Aug. 2000, pp. 604-610.
[36] Breger, L., Ferguson, P., How, J.P., Thomas, S., McLoughlin, T. and Campbell,
M., "Distributed Control of Form. Flying Spacecraft Built on OA," AIAA GNC
Conf., August 2003.
[37] Ilgen, Marc R., "Low Thrust OTV Guidance using Lyapunov Optimal Feedback
Control Techniques," AAS/AIAA Astrodynamics Specialist Conference, Victoria,
B.C., Canada, Aug. 16-19 1993, Paper No. AAS 93-680.
[38] Bo Naasz, Classical Element Feedback Control for Spacecraft Orbital Maneuvers,
S.M. Thesis, Dept. of Aerospace Engineering, Virginia Polytechnic Institute and
State University, May 2002.
109
[39] Mishne, D. "Formation Control of LEO Satellites Subject ot Drag Variations and
J2 Perturbations," AAS/AIAA Astrodynamics Specialist Conference, Monterey,
California, August 2002.
[40] P. Gurfil, "Control-Theoretic Analysis of Low-Thrust Orbital Transfer Using
Orbital Elements," AIAA Journal of Guidance, Control, and Dynamics, vol. 26,
no. 6, November-December. 2003, p. 979-983.
[41] T.E. Carter, S.A. Alvarez, "Quadratic-Based Computation of Four-Impulse Op-
timal Rendezvous near Circular Orbit," AIAA Journal of Guidance, Control,
and Dynamics, vol. 23, no. 1, January-February. 2000, p. 109-117.
[42] M. Tillerson, L. Breger, J. How, "Distributed Coordination and Control of For-
mation Flying Spacecraft," Proceedings of American Control Conference, June
2003.
[43] Schaub, Hanspeter and Junkins, John L., Analytical Mechanics of Space Systems,
AIAA Education Series, Reston, VA, 2003.
[44] H. Schaub, K. Alfriend, "Impulsive Feedback Control to Establish Specific Mean
Orbit Elements of Spacecraft Formations," AIAA Journal of Guidance, Control,
and Dynamics, vol. 24, no. 4, July-Aug. 2001, p. 739-745.
[45] L. Mailhe, C. Schiff, and S. Hughes, "Formation Flying in Highly Elliptical
Orbits: Initializing the Formation," Proceedings of the International Symposium
on Space Dynamics, Biarritz, France, CNES, June 26-30, 2000. Paper MSOO/21.
[46] Battin, Richard H., An Introduction to the Mathematics and Methods of Astro-
dynamics, AIAA Education Series, New York, 1987.
[47] Greenwood, Donald T., Advanced Dynamics, Cambridge University Press, Cam-
bridge, 2003.
[48] K. T. Alfriend, H. Schaub, and D.-W. Gim, "Formation Flying: Accomodating
Non-linearity and Eccentricity Perturbations," presented at the 12th AAS/AIA A
Space Flight Mechanics Meeting, January 27-30, 2002.
110
[49] J. Guzman and C. Schiff, "A Preliminary Study for a Tetrahedron Formation
(Spacecraft Formation Flying)," AIAA/AAS Astro. Specialists Conf., Aug 2002.
[50] P. Robert, A. Roux, C. Harvey, M. Dunlop, P. Daly, and K. Glassmeier, "Tetra-
hedron Geometric Factors," Analysis Methods for Multi-Spacecraft Data (G.
Paschmann and P. Daly, eds.), pp. 323348, Noordwijk, The Netherlands: ISSI
Report SR-001, ESA Pub. Div., 1998.
[51] S. Curtis, "The Magnetospheric Multiscale Mission Resolving Fundamen-
tal Processes in Space Plasmas," NASA GSFC, Greenbelt, MD, Dec. 1999.
NASA/TM2000-209883.
[52] J. R. Carpenter and K. T. Alfriend, "Navigation Accuracy Guidelines for Orbital
Formation Flying," AIAA Guidance, Navigation, and Control Confrence, Austin,
TX, Aug 11-4, 2003.
[53] D. Bertsimas and J.N. Tsitsiklas, Introduction to Linear Optimization, Athena
Scientific, Belmont, 1997.
[54] W. Ren, and R. Beard, "Virtual Structure Based Spacecraft Formation Control
with Formation Feedback," presented at the AIAA GN&C Conference, Aug.
2002.
[55] M. Tillerson, L. Breger, J. How, "Multiple Spacecraft Coordination & Control,"
Proceedings of the American Control Conference, pp. 1740-1745, June 2003.
[56] F. Busse, J. How, J. Simpson, and J. Leitner, "PROJECT ORION-EMERALD:
Carrier Differential GPS Techniques and Simulation for Low Earth Orbit For-
mation Flying," presented at the IEEE Aerospace Conference, Mar 10-17, 2001.
[57] F. D. Busse and J. P. How, "Real-Time Experimental Demonstration of Pre-
cise Decentralized Relative Navigation for Formation-Flying Spacecraft," AIAA
Guidance, Navigation, and Control Conference, August 2002, AIAA Paper 2002-
5003
111
[58] A. Robertson, G. Inalhan, and J.P. How, "Spacecraft Formation Flying Control
Design for the Orion Mission," in Proceedings of AIA A/GNC, August 1999.
[59] A. G. Richards and J. P. How, "Model Predictive Control of Vehicles Maneuvers
with Guaranteed Completion Time and Robust Feasibility," American Control
Conference, Denver CO, ACC, 2003.
[60] A. G. Richards and J. P. How, "A Computationally-Efficient Technique for Ro-
bust Model Predictive Control," submitted to IEEE Transactions on Automatic
Control, February 2004.
[61] A. G. Richards and J P How, "Robust Constrained Model Predictive Control
with Analytical Performance Prediction," submitted to GNC 2004, available
from the authors by request.
[62] E. Kerrigan, Invariant Set Toolbox for Matlab, available at
http: //www-control. eng. cam. ac.uk/eck2l, July 2003.
[63] E.C. Kerrigan, "Robust Constraint Satisfaction: Invariant Sets and Predictive
Control," PhD Thesis, Cambridge University, November 2000.
[64] I. Kolmanovsky and E. G. Gilbert, "Maximal Output Admissible Sets for
Discrete-Time Systems with Disturbance Inputs," American Control Conference,
Seattle WA, ACC, 1995, p. 1995.
[65] P.O.M. Scokaert and D.Q. Mayne, "Min-Max Feedback Model Predictive Control
for Constrained Linear Systems," IEEE Transactions on Automatic Control, vol
43., no 8., Aug. 1998, p.1 13 6 .
[66] L. Breger, A.G. Richards, M. Mitchell, and J.P. How, "Model Predictive Control
of Spacecraft Formations with Sensing Noise," submitted to GNC 2004, available
from the authors by request.
[67] A. G. Richards and J P How, "Robust Constrained Model Predictive Control
with Analytical Performance Prediction," submitted to GNC 2004, available
from the authors by request.
112
[68] M. Tillerson, "Coordination and Control of Multiple Spacecraft using Convex
Optimization Techniques," S.M. Thesis, Massachusetts Institute of Technology,
Dept. Aeronautics and Astronautics, June 2002.
[69] M. Mitchell, "CDGPS-Based Relative Navigation for Multiple Spacecraft," S.M.
Thesis, Massachusetts Institute of Technology, Dept. Aeronautics and Astronau-
tics, June 2004.
[70] F. D. Busse, J. Simpson, and J. P. How, "Demonstration of Adaptive Extended
Kalman Filtering for LEO Formation Estimation Using CDGPS," Navigation
Journal of the Institute of Navigation, Vol. 50, No. 2, Summer 2003, pp. 79-94.
[71] B.W. Parkinson, "Origins, Evolution, and Future of Satellite Navigation," AIAA
Journal of Guidance, Control, and Dynamics , vol. 20, Jan.- Feb. 1997, p. 11-25.
[72] R.A. Broucke, "Solution of the Elliptic Rendezvous Problem with the Time as
an Independent Variable," AIAA Journal of Guidance, Control, and Dynamics,
vol. 26, July.- Aug. 2003, p. 615-621.
[73] J.R. Carpenter, J.A. Leitner, D.C. Folta, and R.D. Burns, "Benchmark Problems
For Spacecraft Formation Flying Missions," AIAA Guidance, Navigation, and
Control Conference, August 2003, AIAA Paper 2003-5364.
[74] N.H. Hamilton, D.C. Folta, and J.R. Carpenter, "Formation Flying Satellite
Control Around the L2 Sun-Earth Libration Point," AAS/AIAA Astrodynamics
Specialist Conference, Monterey, California, August 2002.
[75] G.W. Hill, "Researches in Lunar Theory," American Journal of Mathematics,
Vol. 1, 1878, pp. 5-26,129-147,24-260.
[76] W.H Clohessy and P.S. Wiltshire, "Terminal Guidance System for Satellite Ren-
dezvous," Journal of Aerospace Sciences, Sept. 1960, pp. 653-658,674.
[77] Carpenter, J.R. and Schiesser, E.R., "Semimajor Axis Knowledge and GPS Orbit
Determination," NAVIGATION: Journal of The Institute of Navigation, Vol. 48,
No. 1, Spring 2001, p. 57-68.
113
[78] J. R. Carpenter and K. T. Alfriend, "Navigation Accuracy Guidelines for Orbital
Formation Flying," AIAA Guidance, Navigation, and Control Confrence, Austin,
TX, Aug 11-4, 2003.
[79] Spirent Communications, Inc., "Multi Channel High Dy-
namic GPS/SBAS Simulation Systems STR4760 Series."
http://www.positioningtechnology.co.uk/datasheets/str4760.html.
[80] NASA Goddard Space Flight Center, "Magnetosphere MultiScale."
http://stp.gsfc.nasa.gov/missions/mms/mms.htm.
[81] D.P. Scharf, F.Y. Hadaegh, and S.R. Ploen, "A Survey of Spacecraft Forma-
tion Flying Guidance and Control (Part I): Guidance," 2003 American Control
Conference, Denver, CO, June 4-6, 2003, Institute of Electrical and Electronic
Engineers, 2003, p. 1733-1739.
[82] V. Kapila, A.G. Sparks, J.M. Buffington, and Q. Yan, "Spacecraft Formation
Flying: Dynamics and Control," 2003 American Control Conference, San Diego,
CA, June 2-4, 1999, Institute of Electrical and Electronic Engineers, 1999, p.
4137-4141.
[83] G.E. Piper, J.M. Watkins, and J.P. How, "On the Control Design of the Dis-
turbance Reduction System for the LISA Mission," Proceedings of the AIAA
Guidance, Navigation, and Control Conference, Monterey, California, Aug. 5-8,
2002, Collection of Technical Papers, Reston, VA, American Institute of Aero-
nautics and Astronautics, 2002.
114
L/
