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Abstract-The Frequent Subgraph search plays a vital role to study structured graph with different level of
implications. Our conventional setup initially focuses with subgraph and its vertex-edge connectivity. This paper
perform a detailed study of classified subgraph of different sub structure towards variant vertex clusters in the field
of graph mining which can be carried out with the comparison search prediction strategies. We will implement our
frequent sub graph identification techniques with the implementation of Mathematical Computation based edge
cluster domains related to its frequency of occurrence. We will also perform survey analysis strategies for the
successful implementation of our proposed research technique in several sampling domains with a maximum level of
improvements. In near future we will implement the Identification of Frequent Sub structure graph mining
techniques for predicting the Graph sub structure behaviors.
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I. INTRODUCTION
A graph is an ordered pair G = (V, E) comprising
a set V of vertices or nodes together with a
set E of edges or lines, which are 2-element subsets
of V (i.e., an edge is related with two vertices, and
the relation is represented as an unordered pair of
the vertices with respect to the particular edge)[1].
To avoid ambiguity[3], this type of graph may be
described precisely as undirected and simple. Other
senses of graph stem from different conceptions of
the edge set. In one more generalized notion, E is a
set together with a relation of incidence that
associates with each edge two vertices. In another
generalized notion, E is a multiset of unordered
pairs of (not necessarily distinct) vertices. Many
authors call this type of object a multigraph or
pseudo graph[4] .All of these variants and others
are described more fully below.
The vertices belonging to an edge are called
the ends, endpoints, or end vertices of the edge. A
vertex may exist in a graph and not belong to an
edge .V and E are usually taken to be finite, and
many of the well-known results are not true (or are
rather different) for infinite graphs because many
of the arguments fail in the infinite case[5].
The order of a graph is M(V) (the number of
vertices). A graph's size is M(E), the number of
edges. The degree of a vertex is the number of
edges that connect to it, where an edge that
connects to the vertex at both ends (a loop) is
counted twice.For an edge {u, v}, graph theorists
usually use the somewhat shorter notation u-v [11].
As a general data structure, graphs have become
increasingly important in modeling sophisticated
structures and their interactions, with broad
applications including chemical informatics,
bioinformatics, computer vision, video indexing,
text retrieval, and Web analysis. Mining frequent
subgraphpatternsforfurthercharacterization,discrimi
nation,classification[7], and cluster analysis
becomes an important task[2].Moreover, graphs
that link many nodes together may form different
kinds of networks, such as telecommunication
networks, computer networks, biological networks,
Web and social community networks[6].Because
such networks have been studied extensively in the
context of social networks, their analysis has often
been referred to as social network analysis.
Furthermore ,in a relational database, objects are
semantically linked across multiple
relations[8].Mining in a relational database often
requires mining across multiple interconnected
relations, which is similar to mining in connected
graphs or networks. Such kind of mining across
data relations is considered multi relational data
mining[7].
Frequent Subgraph Mining (FSM) is the essence of
graph mining. The objective of FSM is to extract
all the frequent subgraphs, in a given data set,
whose occurrence counts are above a specified
threshold[13].
II. PROPOSED METHODOLOGY
This proposed methodology focuses on the
implementation of a Graph Conversion algorithmic
strategy to search the requested graph details by
implementing the conversional computations. .
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Figure 1: Proposed Frequent Subgraph mining structure
III. IMPLEMENTATION
Consider the possible sample graph structures
ordered by number of vertices
Given a graph dataset D , find sub graph g,s.t
Freq(g) >= 
Where freq(g) is the maximum percentage of
graphs in D that contains g.
Figure 2: Sample space Graph mining structures
The graph representation are computed as follows,
START
Step 1: Graphs Edges are sorted as per the
vertices in ascending order with a given.  of
frequency
Step 2: Edge representation can be done through
the following computation.
For a 3 vertices graph (I,j) exists then
value=1 else value=0
(a,b) if edge exists then “1” else “0”
(a,c) if edge exists then “1” else “0”
(b,c) if edge exists then “1” else “0”
Step 3: Identify all the edge values as a string
Step 4: SubGraph frequency matching can be
done by collecting the common value tableset for
each graph
Compute the total value T for all the edges
Compare T>= 
Collect the edges and map it with the
graphset
Formulate the common subgraph.
STOP
IV. RESULTS AND DISCUSSION:
Now the proposed algorithmic compuational values
for fig 1.2 we obtain the following tabulation,
Find the Total Value T>=3 edges
Given =3
The feasible solution edges  are a-b,b-c and b-d
TABLE I: Graph conversion Implementation table
Graph a-b a-c a-d a-e a-f b-c b-d b-e b-f c-d c-e c-f d-e d-f e-f a-b
G1 1 0 0 1 0 1 1 0 0 0 0 0 0 0 0 1
G2 1 0 0 0 0 1 1 0 0 0 0 0 0 1 0 1
G3 1 0 0 0 0 1 1 0 0 0 1 1 0 0 0 1
G4 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0
Total-T 3 0 1 1 1 3 3 0 0 0 1 1 0 2 0 3
In G1,G2,G3  the edges a-b,b-c,b-d form a frequent subgraph .Hence the solution.
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Figure 3: Solution through proposed Frequent Sub Graph mining structures
V. CONCLUSION
In this paper, we implemented the frequent sub
graph mining technique of graph identification
approach with our proposed algorithmic strategy,
The advantage of such simplifications is that the
complexity of graph matching is reduced when
tackling the original problem, and this allows the
use of techniques that require evaluating a lot of
individuals through the search for the best solution.
These approach may include many relationships
that can be decisive when searching for a
satisfactory matching. The overall method proves
to be highly efficient compared to mining
significant and open trees, dramatically reducing
running time and number of features mined.
Moreover, the experimental results revealed that
the expressiveness of Frequent subgraph matching
impact influence optimization representatives is
significantly higher than that of open trees, because
a lower number of features are associated with
better accuracy, mainly due to higher specificity,
reducing false alarms in matching tasks. In our
future work, we have planned to propose a new
classification method based on graph mining
technique, provide its implementation and compare
its results with the different existing classification
based graph mining algorithms.
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