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SUMMARY
Many classes of mixed integer nonlinear programs (MINLPs) are challenging to solve.
A common approach to solve a MINLP is to use a combination of a branch-and-bound
algorithm together with convexification and/or cutting-planes. In this thesis, we develop
new convexification/cutting-plane techniques for two classes of MINLPs: mixed integer
conic programs and (non-convex) quadratically constrained quadratic programs.
We begin by generalizing a number of important well known results in mixed inte-
ger linear programming to the context of mixed integer conic programming. In particu-
lar, we introduce a new class of cut generating functions and show that, under some mi-
nor technical conditions, these functions, together with integer linear programming-based
functions, are sufficient to yield the integer hull of intersections of conic sections in the
two-dimensional space.
We then focus on the representability of the convex hull of various sets derived from
studying substructures of quadratically constrained quadratic programs. One of our main
results shows that the convex hull of a single quadratic constraint intersected with a bounded
polyhedron is second-order cone representable. For the bipartite bilinear program, a special
case of the quadratically constrained quadratic program, we even design and implement an
algorithm to obtain this convex hull. In addition, we introduce a new application of the
bipartite bilinear program from civil engineering and report very successful computational
results for this instance class.
Finally, we look at the quadratically constrained quadratic program from a rank-1 per-
spective, i.e., casting the non-convexity of the problem using rank-1 constraints. This ap-
proach leads us to identify important substructures from which we derive and convexify
several classes of sets. We then apply our results to the well-known pooling problem to




Optimization problems have been part of the scientific world for thousands of years. Espe-
cially over the last few decades, optimization algorithms have profoundly changed the way
we make practical decisions. In revenue management, they tell us which ads have higher
probability of yielding the most profit [32, 132]; in civil engineering, they help us under-
standing the circumstances under which a given structure, such as a bridge, might collapse
[141, 55]; in public health, they help identify strains causing disease [106]; in chemical
engineering, they determine the flow of raw material, such as crude oil, from field to refin-
ery [5, 29]; in computer vision, they are used for image recognition [40]; and many other
examples could be listed.
While some optimization problems are easy to solve, others are extremely difficult.
Finding an efficient algorithm for certain classes of problems poses a major scientific task.
Despite the fact that computers and mathematical methods have evolved tremendously in
the last few decades, many complex optimization problems arising in our modern society
remain unsolved.
Convex Optimization: Perhaps, the most classical (and easy to solve) example of a
convex problem is the linear program (LP), which can be formulated as follows:
min c>x
s.t. Ax ≥ b
x ∈ Rn+,
(1.1)
where A is an m × n matrix, c and b are vectors of appropriate dimensions and Rn+ is the
set of non-negative vectors in n-dimensional space. LPs are extremely useful for modeling
a variety of problems, such as transportation and planning, and can be efficiently solved in
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practice using the simplex method [21] and interior point methods [96, 129].
However, not every problem can be formulated using only linear expressions. Quadratic
terms, for instance, are often needed for modeling basic phenomena emerging from eco-
nomics [84], biology [106] and engineering [61, 93], just to mention a few. This necessity
led to the generalization of the LP known as the conic programming [19], which can be
represented as follows:
inf c>x
s.t. Ax− b ∈ K
x ∈ Rn+,
(1.2)
where A is an m × n matrix, c and b are vectors of appropriate dimensions, and K is a
regular cone (i.e., closed, convex, pointed, and full-dimensional) in m-dimensional space.
Notice that if K = Rn+, which is a regular cone, we recover (1.1). Among the most
classical examples of conic programs are the semidefinite program (SDP) and the second-
order program (SOCP). In the SDP, K is replaced with the cone of symmetric positive
semidefinite matrices. In the case of SOCP (which is a special case of the SDP), K is
replaced with the second-order cone (Figure 1.1), which is also known as the Lorentz cone:
Lm :=
{








Figure 1.1: The second-order cone in three-dimensional space, also called the ice cream
cone.
With fundamental theoretical progress [113, 37, 129] and recent software developments
[7, 96, 10, 22], conic programs can be efficiently solved for relatively large instances us-
ing interior point methods (often used for solving large scale instances of LPs as well),
especially in the case of second-order cone programming [138, 12].
One feature that all convex problems have in common is that every local optimal so-
lution is a global optimal solution (see points A and B in Figure 1.2 for an example of a
global and a local solution, respectively).
Non-convex Optimization: Non-convexity in optimization problems are generally due
to the presence of discrete variables (binary or integer in most cases) or non-convex ex-
pressions (such as the product of two variables), and sometimes both [136]. Different from
convex programming, non-convex problems may have multiple local optima (or other sta-
tionary points) that are not necessarily a global optimal [112]. This is one of the most
troubling aspects of solving non-convex programs.
Figure 1.2 illustrates this fact in a continuous setting. Specifically, the shaded region
on the left represents the feasible region of a non-convex problem, and the dashed lines
represent a linear objective function that is to be minimized over this region. Therefore,
points A and B are both local optimal solutions but only A is a global optimal solution to
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this problem. The shaded region on the right of Figure 1.2 represents a convex relaxation
(not the best one) of the original problem, where C is the minimizer. Observe that C yields
a lower bound, zero in this case, on the optimal objective value of the original problem.
Solutions A and B yield upper bounds. The difference between the smallest known upper
and the largest known lower bound (in the case of a minimization problem) defines the
duality gap, which provides a measure of how far we may be from global optimality. For
instance, if we only knew solution B, but not A, 2 − 0 = 2 would be the absolute duality
gap in the example of Figure 1.2. The goal is to close the duality gap. Once closed, a
provably global optimal solution has been found.
Figure 1.2: Illustration of the feasible region of a non-convex problem along with local and
global optimal solutions, a convex relaxation, and the duality gap.
At this point, it should be clear that the ideal convex relaxation would be the smallest
convex set that still contains all the feasible solutions to the problem, i.e., the convex hull
of the entire set of feasible solutions. However, this is out of reach, except in some special
cases. Thus, in reality, convex relaxations by themselves are not enough to solve a non-
convex program to global optimality. A very successful approach then, in both discrete
and continuous setting, is to use branch-and-bound algorithms [121, 136]. The idea is to
partition the feasible region in such a way that: (1) the optimal solution to the previous
relaxation is cut off; (2) no feasible solution to the original problem is removed; and (3)
the quality of the convex relaxation is improved over each partition. This step is performed
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recursively for each partition, until the duality gap is closed. It is clear that the mechanism
used to derive the convex relaxations plays a major role in the performance of branch-and-
bound algorithms.
Convex relaxation can also concern the objective function when it is non-convex. In this
case, the goal is to find the tightest convex (or concave in the case of maximization) under-
estimate of the original objective function. In fact, historically, convexification of functions
has been widely used to derive convex relaxation of the set of feasible solutions as well
[44, 1, 68, 131]. For example, the most classical relaxation for the set (which represents
the feasible region of a non-convex instance) S = {(x, y) ∈ R2| 10xy = 1, x, y ∈ [0, 1]},
is derived by rewriting S as S = {(x, y, w) ∈ R3| 10w = 1, w = xy, x, y ∈ [0, 1]},
and then replacing the bilinear term w = xy with its McCormick envelope [4] (function
convexification) to obtain:
SMc = {(x, y, w) ∈ R3| 10w = 1, w ≥ 0, w ≥ x+ y − 1, w ≤ x, w ≤ y, x, y ∈ [0, 1]}
= {(x, y, w) ∈ R3| w = 0.1, x+ y ≤ 1.1, x ≥ 0.1, y ≥ 0.1, x, y ∈ [0, 1]}.
However, it is well known that function convexification does not necessarily yield the con-
vex hull of the underlying set. For our example above, we have that (also see Figure 1.3)
conv(S) = {(x, y, w) ∈ R3| w = 0.1, x+ y ≤ 1.1, 10xy ≥ 1, x, y ∈ [0, 1]}.
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Figure 1.3: Comparison between the McCormick relaxation and the actual convex hull for
a simple example. The feasible region is the portion of the curve inside the box.
This motivates our study on convexification of sets rather than on convexification of
functions. The computational results of Chapters 3 and 5 show the benefit of our approach.
1.1 Some of our main contributions
Mixed integer linear programs (MILPs), in which all expressions are linear and all the non-
convexity comes from the presence of integer variables, have been extensively studied since
the 1950’s [108, 42]. Both academia and industry have invested tremendous resources in
solving MILPs. As a result, solid theory and efficient commercial optimization packages
(such as Gurobi, CPLEX and FICO Xpress) are available for solving these problems.
When convex non-linear (conic) expressions are added to a MILP instance, it results in
a conic mixed integer program:
inf c>x
s.t. Ax− b ∈ K
x ∈ Rn+
xi ∈ Z ∀i ∈ I,
(1.3)
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where I is the set of integer variables of the problem. This problem is relatively harder to
solve, and not as much is known when compared with the MILP. This thesis contributes
to the cutting-plane theory for solving conic integer programs. In particular, we show that
if the feasible region is bounded, then cut generating functions (see Chapter 2) for integer
linear programs can easily be adapted to give the integer hull (i.e., the convex hull of the
set of feasible solutions) of the conic integer program. We then introduce a new class
of cut generating functions and show that, under some minor technical conditions, these
functions, together with integer linear programming-based functions, are sufficient to yield
the integer hull of intersections of conic sections in the dimensional space.
In the continuous setting, we focus on the quadratically constrained quadratic program
(QCQP), which is an optimization problem of the form:
min x>Q0x+ (a0)>x
s.t. x>Qkx+ (ak)>x ≤ bk ∀k ∈ {1, . . . ,m}
x ∈ [0, 1]n,
(1.4)
where Qk for k ∈ {0, . . . ,m} are n×n matrices, and ak for k ∈ {0, . . . ,m} and bk for k ∈
{1, . . . ,m} are vectors of appropriate dimensions. When the matrices Qi are symmetric
positive semi-definite, problem (1.4) reduces to a conic program. We are interested in the
general case, i.e., the matrices Qi’s are not assumed to be positive semi-definite and hence
the problem is non-convex.
We make several contributions by describing the exact convex hull of various sets that
are naturally derived from commonly occurring substructures of the QCQP.
In Chapter 3, we show that the convex hull of the set defined by a single so-called
bipartite bilinear equation is second-order cone representable:
Theorem 1.1. Let n1, n2 ∈ Z+, V1 ∈ {1, . . . , n1}, V2 ∈ {1, . . . , n2}, and E ⊆ V1 × V2.
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Consider the one-constraint set
S :=










bjyj + c = 0,
wij = xiyj, ∀(i, j) ∈ E
 .
Then conv(S) is second-order cone representable.
The bipartite bilinear program (BBP) is a special case of the QCQP where the variables
can be partitioned into two sets such that fixing the variables in any one of the sets results
in a linear program. We use our confexification result to propose a convex relaxation for
BBP which we show is stronger than the standard SDP and the McCormick relaxations
together. We also present an implementable procedure to compute the convex hull of the
set S defined in Theorem 1.1. We then implement a branch-and-bound algorithm using this
convexification result and test it on instances of the finite element model updating problem
(see Section 3.2.3), a fundamental problem in structural engineering. Our computational re-
sults show that our algorithm significantly outperforms a state-of-the-art commercial global
solver in reducing the duality gap for this class of instances.
In Chapter 4, we generalize the result of Theorem 1.1. Specifically, by establishing a
connection with the theory of ruled surfaces [57], we show the following result:
Theorem 1.2. Let
S := {x ∈ Rn | x>Qx+ α>x = g, x ∈ P},
where Q ∈ Rn×n is a symmetric matrix, α ∈ Rn, g ∈ R and P := {x |Ax ≤ b} is a
polytope. Then conv(S) is second-order cone representable.
Despite the generality of the result, the proof we provide for Theorem 1.2 is constructive
and fairly simple.
In Chapter 5, we look at the QCQP from a different perspective. Specifically, we use a
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rank-1 constraint to rewrite the QCQP defined in (1.4) as follows:
min 〈Q0, X〉+ (a0)>x (1.5)






 = 1 (1.7)
x ∈ [0, 1]n, (1.8)




j=1 UijVij , which is the same as the trace inner product in the case
of symmetric matrices. Observe that all the non-convexity of the problem is now captured
by the rank-1 condition. This motivates our study of sets defined by a rank-1 constraint






W ∈ Rn1×n2+ | 〈Ak,W 〉 ≤ bk, ∀k ∈ {1, . . . ,m}, rank(W ) ≤ 1
}
,
where we can recover (1.6)–(1.8) by replacing W with
 1 x>
x X
 and choosing Aks ap-
propriately.
In this case, we show that the convex hull of Um(n1,n2)([A
k, bk]
m
k=1) is second-order cone
representable for many choices of the linear side constraints. We also show that some of
these choices come up naturally in the application of the pooling problem [67] and we
use them to derive new convex relaxations for the generalized pooling problem. Finally,
we run a comprehensive set of computational experiments and show that our convexifica-




SOME CUT-GENERATING FUNCTIONS FOR SECOND-ORDER CONIC SETS
The work presented in this chapter has already been published [123].
2.1 Introduction: Subadditive dual of conic integer programs
A natural generalization of linear integer programming is conic integer programming.
Given a regular cone K ⊆ Rn, that is a cone that is pointed, closed, convex, and full
dimensional, we can define a conic integer program as:
inf c>x
s.t. Ax− b ∈ K
x ∈ Zn+,
(2.1)
where A ∈ Rm×n, c ∈ Rn and b ∈ Rm. As is standard, we will henceforth write the
constraint Ax− b ∈ K as Ax K b, where we use the notation that u K v if and only if
u − v ∈ K. In the case where K is the non-negative orthant, that is K = Rm+ , the conic
integer program is a standard linear integer program.
A natural way to generate cuts for conic integer programs is via the notion of cut-
generating functions [43]. Consider a function f : Rm → R that satisfies the following:
1. f is subadditive, that is f(u) + f(v) ≥ f(u+ v) for all u, v ∈ Rm,
2. f is non-decreasing with respect to K, that is f(u) ≥ f(v) whenever u K v,
3. f(0) = 0.
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Then it is straightforward to see that the inequality
n∑
j=1
f(Aj)xj ≥ f(b), (2.2)
is valid for the conic integer program (2.1), where Aj is the j-th column of A. We denote
the set of functions satisfying (1.), (2.) and (3.) above as FK .
In the paper [105], it was shown that, assuming a technical ‘discrete Slater’ condi-
tion holds, the closure of the convex hull of the set of integer feasible solutions to (2.1)
is described by inequalities of the form (2.2) obtained from FK . This result from [105]
generalizes result on subadditive duality of linear integer programs [74, 75, 76, 139], that
is inequalities (2.2) give the convex hull of (2.1) when K = Rm+ and the constraint matrix
A is rational. Also see [80, 78] for related models and results.
In the case where K = Rm+ and assuming A is rational, a lot more is known about
the subset of functions from FRm+ that are sufficient to describe the convex hull of integer
solutions (also called as the integer hull). For example, these functions have a constructive
characterization using the Chvátal-Gomory procedure [24], it is sufficient to consider func-
tions that are applied to every 2n subset of constraints at a time (see [124], Theorem 16.5),
or for a fixed A there is a finite list of functions independent of b that describes the integer
hull [139].
The main goal of this chapter is to similarly better understand structural properties of
subsets of functions fromFK that are sufficient to produce the integer hull of the underlying
conic representable set {x ∈ Rn |Ax K b}.
2.2 Main results
We will refer to the dual cone of a cone K as K∗ which we remind the reader is the set
K∗ := {y ∈ Rm | y>x ≥ 0 ∀x ∈ K}. Given a positive integer m, we denote the set
{1, . . . ,m} by [m]. And given a subset X of Rn we denote its integer hull by XI .
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2.2.1 Bounded sets
Given a regular cone K we call as linear composition the set of functions f obtained as
follows: Let the vectors w1, w2, . . . , wp ∈ K∗ and the function f : Rm → R be given by
f(v) = g((w1)>v, (w2)>v, · · · , (wp)>v), (2.3)
where g ∈ FRp+ satisfies g(u) = −g(−u) for all u ∈ R
p. It is straightforward to see that
linear composition functions belong toFK and also satisfy f(v) = −f(−v) for all v ∈ Rm,
which implies that f generates valid inequalities of the form (2.2) even when the variables
are not required to be non-negative. Our first result describes a class of conic sets for which
linear composition functions are sufficient to produce the convex hull.
Theorem 2.1. Let K ⊆ Rm be a regular cone. Consider the conic set T = {x ∈
Rn | Ax K b}, where A ∈ Rm×n and b ∈ Rm. Assume T has nonempty interior. Let
π>x ≥ π0 be a valid inequality for T I where π ∈ Zn is non-zero. Assume B := {x ∈
T | π>x ≤ π0} is nonempty and bounded. Then, for some natural number p ≤ 2n, there ex-
ist vectors y1, y2, . . . , yp ∈ K∗ such that π>x ≥ π0 is a valid inequality for the integer hull
of the polyhedron Q = {x ∈ Rn | (yi)>Ax ≥ (yi)>b, i ∈ [p]}, where (yi)>A is rational
for all i ∈ [p].
We highlight here that particular care was taken in Theorem 2.1 to ensure that the outer
approximating polyhedron has rational constraints.
Since a valid inequality for QI can be obtained using a subadditive function g ∈ FRp+
that satisfies g(u) = −g(−u) for all u ∈ Rp [109] (note that the constraints matrix defining
Q is rational), Theorem 2.1 implies that if a cut separates a bounded set from T , then it can
be obtained using exactly one function (2.3) with p ≤ 2n. Geometrically, Theorem 2.1 can
be interpreted as the fact that if the set of points separated is bounded, then the cut can be
obtained using a rational polyhedral outer approximation.
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We obtain the following corollary immediately: If the set {x ∈ Rn |Ax K b} is com-
pact and has non-empty interior, then it is sufficient to restrict attention to linear composi-
tion functions to obtain the convex hull. A proof of Theorem 2.1 is presented in Section
2.3.
2.2.2 New family of cut-generating functions
In the previous section we stated that any valid inequality for the integer hull of a bounded
conic set can be obtained using linear composition functions. So what happens when the
underlying set is not bounded? Consider the simple unbounded set T ′ = {(x1, x2) ∈
R2+ | x1x2 ≥ 1}, which is one branch of a hyperbola1. This set is conic representable, that












(We use the notation Lm :=
{




2 + · · ·+ x2m−1 ≤ xm
}
to represent the
second-order cone in Rm.) The integer hull of T ′ is given by the following two inequalities:
x1 ≥ 1, x2 ≥ 1. (2.5)
It is straightforward to verify that the inequalities (2.5) are not valid for any polyhedral
outer approximation of T ′. Indeed any polyhedral outer approximation of T ′ contains inte-
ger points not belonging to T ′ (see Proposition 3). Therefore, applying the cut-generating
recipe (2.3) a finite number of times (that is considering integer hulls of a finite number
of polyhedral outer approximations of T ′) does not yield x1 ≥ 1. However, we note here
that we can use linear composition (2.3) to obtain a cut of the form x1 + x2/k ≥ 1 where
1In this chapter, we refer to the curve, as well as the convex region delimited by this curve, as the branch
of a hyperbola. Same for parabolas and ellipses.
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x ∈ R2 |x1 + x2/k ≥ 1
}
= {x ∈ R2 |x1 ≥ 1}.
However, it would be much nicer if we could directly obtain x1 ≥ 1 without resorting to
obtaining it as an implication of an infinite sequence of cuts.
Many papers [63, 64, 47, 50, 54, 117, 116, 16, 85] have explored various families of
subadditive functions for linear integer programs. Our second result, in the same spirit, is
a parametrized family of functions that belongs to FK , where K is the second-order cone
Lm. The formal result is as follows:
Theorem 2.2. Let j ∈ [m − 1]. Define Γj := {γ ∈ Rm | γm ≥
∑m−1
i=1 |γi|, γm > |γj|}.
Suppose γ ∈ Γj ∪ int (Lm). Consider the real-valued function fγ : Rm → R defined as:
fγ(v) =






Then, fγ ∈ FLm .
Figure 2.1: Slice at x3 = 1 of the second-order cone L3 and Γ1.
To see an example of use of fγ , consider j = 1 and γ = (0, 0.5, 0.5). Then applying
the resulting function fγ to the columns of (2.4) we obtain the inequality x1 ≥ 1.
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Note that the validity of the first inequality in (2.5) can be explained via the disjunction
x1 ≤ 0 ∨ x1 ≥ 1. Therefore, some of the cuts generated using (2.6) can be viewed as split
disjunctive cuts. Significant research has gone into describing split disjunctive cuts (newer
implied conic constraints) for conic sections [46, 17, 102, 103, 79, 140, 34]. However, to
the best of our knowledge, there is no family of subadditive functions in FLm which have
been described in closed form previously.
It is instructive to compare cuts obtained using (2.6) with two well-known approaches
for generating cuts for the integer hull of second-order conic sets [39, 11]. Note that the
CG cuts described in [39] are a special case2 of cuts generated via linear composition (2.3).
Therefore as discussed above, the CG cuts described in [39] cannot generate (2.5) directly.
The conic MIR procedure described in [11] begins with first generating an extended for-
mulation which applied to T ′ would be of the form:
t0 ≤ x1 + x2
t1 ≥ 2
t2 ≥ |x1 − x2|
t0 ≥ ||t||2
x1, x2 ∈ Z+, t ∈ R3+.
Then, cuts for the set {(x, t2) ∈ Z2+×R | t2 ≥ |x1− x2|} are considered. However, this set
is integral in this case and therefore no cuts are obtained. Thus, the conic MIR procedure
does not generate the inequalities (2.5).
Remark 1. The function fγ defined in (2.6) is piecewise linear, and it is therefore tempting
to think it may also belong to FRm+ . However it is straightforward to check that fγ is not
necessarily non-decreasing with respect to R3+. Let j = 1 and γ = (0, ρ, ρ) where ρ is a
2More precisely, in [39] the variables are assumed to be non-negative, in which case we can drop the
requirement of g satisfying g(u) = −g(−u) in the definition of linear composition.
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positive scalar. Then
fγ(v1, v2, v3) =

ρ(v2 + v3) + 1 if v1 6= 0 and ρ(v2 + v3) ∈ Z,
dρ(v2 + v3)e otherwise.
Consider the vectors u = (0, 0, 1/ρ) and v = (−1, 0, 1/ρ). Then u ≥R3+ v, whereas
fγ(u) = 1 < 2 = fγ(v).
A proof of Theorem 2.2 is presented in Section 2.4.
2.2.3 Cuts for integer conic sets in R2
As mentioned earlier, the family of functions (2.6) yields the inequalities (2.5). Indeed,
we are able to verify a more general result in R2. To explain this result, we will need the
following results:
Lemma 1. Let G be one branch of a hyperbola in R2. Then G can be represented as
G = {x ∈ R2 | Ax L3 b}, where A ∈ R3×2 is such that A11, A12 = 0. Moreover, the
asymptotes of G have equations
(A21 + A31)x1 + (A22 + A32)x2 = b3 + b2 (2.7)
(−A21 + A31)x1 + (−A22 + A32)x2 = b3 − b2. (2.8)
In order to generate cuts for G in Lemma 1 using functions (2.6) we first require the
variables to be non-negative. Therefore, let us write G as







2 ≥ 0 (2.10)
xj = x
+
j − x−j j ∈ {1, 2}. (2.11)
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Assuming that the asymptotes of G are rational, we may assume that the coefficients in
(2.7) and (2.8) are integers and then let τ = gcd(A21 + A31, A22 + A32). Let j = 1 and













x−2 ≥ fγ(b). (2.12)
Now, using (2.11) and observing that the coefficient of x+j is the negative of the coefficient
of x−j in (2.12), j = 1, 2, we can project the inequality (2.12) to the space of the original
x variables. The resulting cut is parallel to the asymptote (2.7). We can do a similar
calculation to obtain a cut parallel to the other asymptote (2.8). We state all this concisely
in the next proposition.
Proposition 1. Let G = {x ∈ R2 | Ax L3+ b} be one branch of a hyperbola with rational
asymptotes, where A ∈ R3×2 and A11, A12 = 0. Then the following inequalities are valid
for GI:
(uj)>A1x1 + (u
j)>A2x2 ≥ τ jfγj(b), (2.13)
where u1 = (0, 1, 1), u2 = (0,−1, 1), τ j = gcd((uj)>A1, (uj)>A2) and γj := uj/τ j ,
j = 1, 2.
We are now ready to state the main result of this section.
Theorem 2.3. Let W =
⋂
i∈[m]
W i, where W i = {x ∈ R2 | Aix Lmi bi}, Ai ∈ Rmi×2,
bi ∈ Rmi and Lmi is the second-order cone in Rmi . Assume W has nonempty interior
and each constraint Aix Lmi bi in the description of W is either a half-space or a single
conic section, such as a parabola, an ellipse, or one branch of a hyperbola. Also assume
that if W i is a hyperbola, then it is non-degenerate and it is written as in Lemma 1, that is
Ai ∈ R3×2 and Ai11, Ai12 = 0. Finally, we assume that each W i is non-redundant, that is,
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for all j ∈ [m], W is strictly contained in
⋂
i∈[m],i 6=j
W i. Then the following statements hold:
1. If W ∩ Z2 = ∅, then this fact can be certified with the application of at most two
inequalities generated from (2.3) or (2.13);
2. Assume interior(W )∩Z2 6= ∅. If π>x ≥ π0 defines a face ofW I where π ∈ Z2 is non-
zero, then this inequality can be obtained with application of exactly one function
(2.3) or it is one of the inequalities (2.13).
Proof of Lemmma 1 and Theorem 2.3 are presented in Section 2.5.
2.3 Cutting-planes separating bounded set of points
In this section, we prove Theorem 2.1. We begin by stating three well-known lemmas.
Lemma 2. LetK ∈ Rn be a closed cone and letK∗ denote its dual. Then int (K∗) = {y ∈
Rn | y>x > 0 ∀x ∈ K \ {0}}.
Hereafter, we will denote the recession cone of a set C by rec.cone(C) and the dual of
rec.cone(C) by rec.cone∗(C).
Lemma 3. Let C ⊆ Rn be a nonempty closed convex set. Then the following statements
hold:
(i) for every c ∈ int (rec.cone∗(C)) the problem inf{c>x |x ∈ C} is bounded.
(ii) for every c /∈ rec.cone∗(C) the problem inf{c>x |x ∈ C} is unbounded.
Lemma 4 (Conic strong duality [19]). Let K ⊆ Rm be a regular cone. Consider the conic
set T = {x ∈ Rn | Ax K b}, where A ∈ Rm×n and b ∈ Rm. Assume intT 6= ∅. If c ∈ Rn
is such that inf{c>x |x ∈ T} is bounded, then there exists y ∈ K∗ such that y>A = c>
and y>b = inf{c>x |x ∈ T}.
The next lemma states that under some conditions it is possible to separate a point from
a set using a rational separating hyperplane.
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Lemma 5. Let C ⊆ Rn be a closed convex set. Assume int (rec.cone∗(C)) 6= ∅. Let z /∈ C.
Then there exist π ∈ Qn, π 6= 0, and π0 ∈ R such that π>z < π0 ≤ π>x for all x ∈ C.
Proof. The standard separation theorem ensures that there exist w ∈ Rn, w 6= 0, and
w0 ∈ R such that w>z < w0 ≤ w>x for all x ∈ C. As int (rec.cone∗(C)) 6= ∅ there
exist w1, w2, . . . , wn+1 ∈ int (rec.cone∗(C)) affinely independent. For every i ∈ [n+ 1] let
wi0 = inf{(wi)>x | x ∈ C}. In view of Lemma 3 we have that wi0 is finite for all i ∈ [n+1].










∣∣∣∣ < w0 − w>z. (2.14)
Moreover, since w1, w2, . . . , wn+1 are affinity independent, the cone generated by these
vectors is full dimensional. Thus, the scalars εi > 0, i ∈ [n + 1], can be chosen such that
π := w +
∑n+1
i=1 εiw
i ∈ Qn. Now observe that





0 ≤ inf{w>x | x ∈ C}+
n+1∑
i=1










x | x ∈ C
 ≤ π>x ∀x ∈ C,
where the first strict inequality follows from (2.14). Therefore, π>z < π0 ≤ π>x for all





The next result will imply Theorem 2.1.
Proposition 2. Let T be the set as in the statement of Lemma 4. Consider the set B :=
{x ∈ T | π>x ≤ π0}, where π ∈ Zn is non-zero. Then B is bounded if and only if
π ∈ interior(rec.cone∗(T )), in which case for some natural number p′, there exist vectors
y1, y2 . . . , yp
′ ∈ K∗ such that the polyhedron
P = {x ∈ Rn | π>x ≤ π0, (yi)>Ax ≥ (yi)>b, i ∈ [p′]}
19
contains B and P I = BI , where (yi)>A is rational for all i ∈ [p′].
Proof. Assume B is bounded. We claim that d>π > 0, for all d ∈ rec.cone(T ) \ {0}.
Indeed, if d ∈ rec.cone(T ) is such that d>π ≤ 0, then d ∈ rec.cone(B), which implies
that d = 0 since B is bounded. Now, in view of Lemma 2, the claim implies that π ∈
int (rec.cone∗(T )).
Assume π ∈ int (rec.cone∗(T )). As π ∈ Zn, let {v1, v2, . . . , vn−1} ⊆ Qn be an or-
thogonal basis of the linear subspace orthogonal to π. Since π ∈ int (rec.cone∗(T )), there
exists a positive constant ε such that wi := π + εvi and wi+n−1 := π − εvi belong to
int (rec.cone∗(T )) for all i ∈ [n − 1]. As we may assume that ε is rational, we obtain that
wi is rational for all i ∈ [2n − 2]. It follows from Lemma 3 and Lemma 4 that for all
i ∈ [2n − 2] there exists yi ∈ K∗ such that (yi)>Ax ≥ (yi)>b is a valid inequality for T ,
where (yi)>A = wi ∈ Qn. Since π ∈ int (rec.cone∗(T )), Lemma 3 and Lemma 4 also
imply that there exists y2n−1 ∈ K∗ such that (y2n−1)>Ax ≥ (y2n−1)>b is a valid inequality
for T , where (y2n−1)>A = π> ∈ Qn. Now, let P 1 = {x ∈ Rn | π>x ≤ π0, (yi)>Ax ≥
(yi)>b, i ∈ [2n− 1]}. By our choice of wi and using the fact that (y2n−1)>b ≤ π>x ≤ π0
for all x ∈ P 1 (if π0 ≤ (y2n−1)>b, then P 1 = ∅), it is easy to verify that P 1 is bounded.
Since P 1 contains B, we obtain that B is also bounded.
If (P 1)I = BI , then we are done by setting P to P 1, in which case p′ = 2n − 1.
Otherwise, as P 1 is bounded, there is only a finite number of integer points z ∈ P 1 \ B.
For each one of these points z, we construct a rational valid inequality w0 ≤ w>x for T
that is guaranteed by Lemma 5 that separates z from B, that is w>z < w0. It remains to
show that this inequality can be obtained ‘via dual multipliers’: This is straightforward by
again examining the conic program inf{w>x | x ∈ T} and applying Lemma 4.
Proof. of Theorem 2.1 Let π>x ≥ π0 be a valid inequality for T I , where π ∈ Zn is
non-zero. Suppose B = {x ∈ T | π>x ≤ π0} is nonempty and bounded. Then, by Propo-
sition 2, using dual multipliers y0, y1, . . . , yp′ ∈ K∗, and letting P = {x ∈ Rn |π>x ≤
π0, (y
i)>Ax ≥ (yi)>b, i ∈ [p′]}, we have that (i) P ⊇ B and (ii) P ∩ Zn = B ∩ Zn. Note
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that interior(B) ∩ Zn = ∅ and the only integer points in B are those that satisfy π>x = π0.
Now using an argument similar to Corollary 16.5a [124], there is a subset of 2n inequali-
ties defining P together with πTx < π0 such that the resulting set contains no integer points.
WLOG {x ∈ Rn | π>x ≤ π0, (yi)>Ax ≥ (yi)>b, i ∈ [p]} is lattice-free, where p ≤ 2n,
i.e., π>x ≥ π0 is a valid inequality for the integer hull of Q = {x ∈ Rn | (yi)>Ax ≥
(yi)>b, i ∈ [p]} where (yi)>A ∈ Qn for i ∈ [p].
Remark 2. If T ∩ Zn 6= ∅, then using the same argument as in the proof of Corollary
16.6 [124] (also see [73]), the bound of 2n in Theorem 2.1 can be improved to 2n − 1.
The next proposition illustrates that if the set B in the statement of Theorem 2.1 is not
bounded, then the result may not hold.
Proposition 3. Let T ′ := {(x ∈ R2+ |x1x2 ≥ 1}. Every polyhedral outer approximation of
T ′ contains points of the form (0, k) (and similarly points of form (k, 0)) for k sufficiently
large natural number.
Proof. Suppose {x ∈ R2 |αi1x1 +αi2x2 ≥ βi, i ∈ [q]}, is a polyhedral outer approximation
of T ′ where q is some natural number. Since the recession cone of this polyhedron contains
the recession cone of T ′, that is R2+, we have that αi1, αi2 ≥ 0.
We will prove that there exist points of the form (0, k) belonging to this outer approx-
imation by showing that for all i ∈ [q] there exists a ki such that (αi)>(0, t) ≥ βi for all
t ∈ [ki,∞)∩Z. If αi2 = 0, then βi ≤ 0 (since αi1/k+αi2k ≥ βi for all k ∈ R+). Therefore
ki = 0. If αi2 > 0, then ki = βi/α
i
2.
2.4 A family of cut-generating functions in FLm and its properties
In this section, we show that fγ defined in (2.6) belongs toFK . Clearly fγ satisfies property
(3.) in the definition of FK , that is fγ(0) = 0. In Proposition 4 and 5 we prove that fγ also
satisfies properties (1.) and (2.).
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Proposition 4. The function fγ defined in (2.6) is subadditive.














+ 1 ≤ fγ(u) + fγ(v).
Now, suppose that neither u nor v satisfies the first clause. If u + v does not fit in the first
clause, then we are done because d·e is a subadditive function. Assume u + v satisfies the
first clause, that is
uj + vj 6= 0, γ>(u+ v) = γ>u+ γ>v ∈ Z. (2.15)
In this case, uj and vj cannot be simultaneously zero, say uj 6= 0. Then
γ>u /∈ Z, (2.16)
because u does not satisfies the first clause. It follows from (2.15) and (2.16) that
γ>v /∈ Z. (2.17)
Finally, (2.15), (2.16), (2.17) together imply








= γ>u+ γ>v + 1 = fγ(u+ v),
where the second inequality follows from the fact that γ>u+ γ>v ∈ Z.
Lemma 6. Let w ∈ Lm and j ∈ [m − 1]. Let Γj be the set as in the statement of Theo-
rem 2.2. If γ ∈ Lm, then γ>w ≥ 0. If, in addition, γ ∈ Γj ∪ int (Lm) and wj 6= 0, then
γ>w > 0.
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Proof. We have that γ ∈ Lm. Therefore, since w Lm 0 and Lm is a self-dual cone, we
conclude that γ>w ≥ 0. Now, assume wj 6= 0. If either γ or w is in the interior of Lm, then










2 + · · ·+ γ2m−1. (2.19)
Two observations follows: (i) as wj 6= 0, equation (2.18) implies that for all i ∈ [m − 1]
such that i 6= j we have wm > |wi|; (ii) since γm > |γj|, equation (2.19) implies that γi 6= 0
for some i ∈ [m−1] such that i 6= j. Now, for all i ∈ [m−1] such that γi ≥ 0, we multiply
wm > −wi by γi and, for all i ∈ [m − 1] such that γi < 0, we multiply wm > wi by −γi.
In view of observations (i) and (ii), at least one of the resulting inequalities remains strict.
























where the last implication follows from the fact that γm ≥
∑m−1
i=1 |γi| and wm ≥ 0. The
result follows from this last inequality.
Proposition 5. The function fγ defined in (2.6) is non-decreasing with respect to Lm.
Proof. Let u, v ∈ Rm. Suppose u Lm v. By applying Lemma 6 to w = u−v we conclude
that
γ>u ≥ γ>v, (2.20)
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where the inequality (2.20) holds strictly whenever uj − vj 6= 0. Now, we use these facts
to prove that fγ(v) ≤ fγ(u). If u fits in the first clause of (2.6), then fγ(v) ≤ γ>v + 1 ≤
γ>u + 1 = fγ(u), where the second inequality follows from (2.20). Assume u does not
satisfies the first clause. If v does not fit in the first clause, then the result follows directly
from (2.20) and the fact that d·e is non-decreasing. Suppose v satisfies the first clause, that
is vj 6= 0 and γ>v ∈ Z. In this case, if uj = 0, then uj − vj 6= 0 and hence (2.20) holds
strictly. Therefore, we conclude that fγ(v) = γ>v + 1 ≤ dγ>ue = fγ(u). On the other
hand, if uj 6= 0, then γ>u /∈ Z (since u does not satisfy the first clause), and using (2.20)
we obtain γ>v < dγ>ue and hence fγ(v) = γ>v + 1 ≤ dγ>ue = fγ(u), which completes
the proof.
2.5 Application of cut-generating functions in R2
In this section, we will prove Theorem 2.3. We begin with proofs of two technical lemmas.
Lemma 7. Let W i = {x ∈ R2 | Aix Lmi bi} be a parabola, where Ai ∈ Rmi×2, bi ∈ Rmi
and Lmi is the second-order cone in Rmi . If π ∈ rec.cone∗(W i) \ int (rec.cone∗(W i)),
π 6= 0, then the problem inf{π>x | x ∈ W i} is unbounded.
Proof. Up to a rotation, any parabola in R2 can be written as {(x, y) ∈ R2 | y ≥ ρ(x −
x0)
2 + y0}, where ρ > 0. In this case, the recession cone of the parabola is a vertical line.
As π ∈ rec.cone∗(W i) \ int (rec.cone∗(W i)) we must have π2 = 0, in which case π1 6= 0
and the problem is clearly unbounded.
Lemma 8. Let W be the set as in the statement of Theorem 2.3. Assume, in addition, that
W is unbounded. Let π 6= 0 be such that π /∈ int (rec.cone∗(W )). If the problem
α := inf{π>x | x ∈ W} (2.21)
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is bounded, then there exists i0 ∈ [m] such that
α = inf{π>x |W i0}. (2.22)
Moreover, W i0 = {x ∈ R2 | Ai0x Lmi0 bi0} is either:
(i) a half-space defined by π>x ≥ α; or
(ii) one branch of a hyperbola whose one of the asymptotes is orthogonal to π.








(yi)>Ai = π>, yi ∈ L∗mi ∀i ∈ [m]} (2.23)
is solvable [19]. We will show that (2.23) admits an optimal solution for which yi = 0 for
all i ∈ [m] except for one particular i0 ∈ [m].
Since (2.21) is bounded, it follows from Lemma 3 that π ∈ rec.cone∗(W ). On the other
hand, by assumption π is not in the interior of that cone. Therefore, using Lemma 2 we
conclude that there exists a non-zero vector d0 ∈ rec.cone(W ) such that π>d0 = 0. Then
any feasible solution (y1, y2, · · · , ym) of (2.23) satisfies




Moreover, each term in this summation is non-negative since Aid0 Lmi 0 (recall d0 ∈
rec.cone(W )) and yi ∈ L∗mi , for all i ∈ [m]. As a result, we have (y
i)>Aid0 = 0 ∀i ∈ [m].





We claim that λi ≥ 0 for all i ∈ [m]. To prove the claim, all we need to show is that (yi)>Ai
and π are in the same half-space. By assumption π ∈ rec.cone∗(W ). Since rec.cone∗(W ) is
contained in a half-space (otherwise we would have rec.cone(W ) = {0} which contradicts
the fact that W is unbounded), it is enough to prove that (yi)>Ai ∈ rec.cone∗(W ). To
see why this is true, note that for all d ∈ rec.cone(W i) we have Aid Lmi 0, which
implies (yi)>Aid ≥ 0. Thus, (yi)>Ai ∈ rec.cone∗(W i) ⊆ rec.cone∗(W ), where the last
containment follows from the fact that rec.cone(W i) ⊇ rec.cone(W ).
Now, suppose (y1, y2, · · · , ym) is an optimal solution of the dual problem (2.23). If
λi = 0, then we must have (bi)>yi = 0, because (bi)>yi > 0 would imply the dual problem
to be unbounded and (bi)>yi < 0 would imply that the current solution is not optimal.
Hence we have that if λi = 0, then we can set yi = 0 without altering the objective value.
On the other hand, since π 6= 0, (2.24) combined with the equality in (2.23) imply that the
λ’s add up to 1. Thus, we cannot have λi = 0 for all i ∈ [m]. Suppose λi, λj > 0 for some
i, j ∈ [m], i 6= j. We claim that (bi)>yi = (λi/λj)(bj)>yj . Without loss of generality,
assume by contradiction that (bi)>yi < (λi/λj)(bj)>yj . Then, since λi +λj ≤ 1 we obtain
(bi)>yi + (bj)>yj <
λi
λj
(bj)>yj + (bj)>yj ≤ 1
λj
(bj)>yj.
In this case, we could set λi = 0, λj = 1 and yi = 0 to obtain a new feasible solution with
objective value strictly larger. But this contradicts the fact that y is an optimal solution.
Thus, the claim holds and by setting λi = 0, λj = 1 and yi = 0 we obtain a new feasible
solution with the same objective value, and hence optimal. In this case, we set i0 = j.
Consider now the primal-dual pair
β := inf{π>x | Ai0x Lmi0 b
i0}, (2.25)
sup{(bi0)>yi0 | (yi0)>Ai0 = π>, yi0 ∈ L∗mi0}. (2.26)
Let x∗ be an ε-optimal solution to the original primal (2.21), that is x∗ ∈ W and π>x∗ ≤
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α + ε. Clearly, x∗ is feasible for (2.25). Note now that the dual solution constructed
above for (2.23), when restricted to the yi0 component is a feasible solution to (2.26) with
objective value α. Thus, we have α ≤ β ≤ π>x∗ ≤ α + ε, where the first inequality
follows from weak duality to the primal-dual pair (2.25-2.26) and the second inequality
follows from fisibility of x∗ to (2.25). By taking the limit as ε goes to zero, we obtain
(2.22).
To prove the second part of the lemma, we first observe that rec.cone∗(W i0) ⊆ rec.cone∗(W ).
If π /∈ rec.cone∗(W i0), then (2.22) would be unbounded by Lemma 3. As π /∈ int (rec.cone∗(W )),
we have that π /∈ int (rec.cone∗(W i0)). Hence, π ∈ rec.cone∗(W i0)\ int (rec.cone∗(W i0)).
Now, W i0 cannot define an ellipse because then W ⊆ W i0 would be bounded. Since
π ∈ rec.cone∗(W i0)\ interior(rec.cone∗(W i0)), ifW i0 was a parabola, then problem (2.22)
would be unbounded in view of Lemma 7. Therefore, only two possibilities remain:
(i) W i0 is defined by a linear inequality, say µ>x ≥ µ0. In this case µ must be a multiple of
π, otherwise problem (2.22) would be unbounded. Thus, we may assume π = µ and then
µ0 = α.
(ii) W i0 is one branch of a hyperbola. In this case, rec.cone(W i0) is defined by the asymp-
totes of the hyperbola. As π ∈ rec.cone∗(W i0) \ interior(rec.cone∗(W i0)), π must be
orthogonal to one of the asymptotes.
Next we prove Lemma 1 that was stated in Section 2.2.3.
Proof. (of Lemma 1) Any conic section (parabola, ellipse, hyperbola) in R2 is a curve
defined by a quadratic equation of the form
1
2
x>Qx+ d>x+ s = 0, (2.27)







where λ1, λ2 are the eigenvalues of Q. In particular, the curve defined by (2.27) is a hy-
perbola if and only if one of these eigenvalues is positive and the other is negative. After
changing variables y := V ′x and completing squares, equation (2.27) can be written in
exactly one of the following forms
[β1(y1 − α1)]2 − [β2(y2 − α2)]2 = ±η2, (2.28)
where η and αi, βi, for i = 1, 2, are constants depending on the coefficients of (2.27).
In what follows, we assume that the coefficient of η2 is positive. If it was negative, then
we could multiply (2.28) by −1 and all we will do next would be analogous. Under this
assumption, one branch of the hyperbola is given by
G+ := {y ∈ R2 | (η)2 + [β2(y2 − α2)]2 ≤ [β1(y1 − α1)]2, β1(y1 − α1) ≥ 0}
= {y ∈ R2 |
√
η2 + [β2(y2 − α2)]2 ≤ β1(y1 − α1)}
= {y ∈ R2 | (η, β2(y2 − α2), β1(y1 − α1)) ∈ L3}














Then, going back to the space of the original variables we obtain















where vij are the entries of the matrix V . The other branch of the hyperbola is given by
G− := {y ∈ R2 | (η)2 + [β2(y2 − α2)]2 ≤ [β1(y1 − α1)]2, β1(y1 − α1) ≤ 0}.
After the change of variables ỹ := −y we obtain
G− = {ỹ ∈ R2 | (η)2 + [β2(−ỹ2 − α2)]2 ≤ [β1(−ỹ1 − α1)]2, β1(−ỹ1 − α1) ≤ 0}
= {ỹ ∈ R2 | (η)2 + [β2(ỹ2 + α2)]2 ≤ [β1(ỹ1 + α1)]2, β1(ỹ1 + α1) ≥ 0}
= {ỹ ∈ R2 | (η, β2(ỹ2 + α2), β1(ỹ1 + α1)) ∈ L3}














Going back to the space of the original variables we obtain














It follows from (2.28) that the asymptotes of G+ have equations
β1y1 + β2y2 = β1α1 + β2α2,
β1y1 − β2y2 = β1α1 − β2α2.
In the space of x variables they become
(β1v11 + β2v12)x1 + (β1v21 + β2v22)x2 = β1α1 + β2α2, (2.29)
(β1v11 − β2v12)x1 + (β1v21 − β2v22)x2 = β1α1 − β2α2.
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The asymptotes of G− are obtained in a similar way.
Lemma 9. Let G be one branch of a non-degenerate hyperbola in R2. Let π>x ≥ π0 be
a face of GI such that π ∈ Z2 is non-zero and orthogonal to one of the asymptotes. Then
π>x ≥ π0 is one of the inequalities (2.13).
Proof. Using the same notation adopted in the proof of Lemma 1 above, we assume G =
G+. If G = G−, then the proof is analogous. Note that G is contained in the set
H := {x ∈ R2 | (β1v11 + β2v12)x1 + (β1v21 + β2v22)x2 ≥ β1α1 + β2α2,
(β1v11 − β2v12)x1 + (β1v21 − β2v22)x2 ≥ β1α1 − β2α2}.
Assume π is orthogonal to the asymptote (2.29). The proof of the case in which π is
orthogonal to the second asymptote is similar. Since π ∈ Z2 is non-zero, we may assume
that the coefficients of x1 and x2 in (2.29) are integers. Let
τ := gcd{β1v11 + β2v12, β1v21 + β2v22}.
Since the hyperbola is non-degenerate, the line
(β1v11 + β2v12)x1 + (β1v21 + β2v22)x2 = β1α1 + β2α2










intersects G along a ray. Moreover, (2.30) has integral solutions if and only if the right-
hand-side is integral.
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is a face of GI , and hence it is equivalent to π>x ≥ π0. On the other hand, if (β1α1 +












is a face of GI , and hence it is equivalent to π>x ≥ π0.
Observe now that (2.31) and (2.32) are one of the inequalities (2.13) in view of Propo-
sition 1.
Next we use Lemma 8 and Lemma 9 above to proof Theorem 2.3.
Proof. (of Theorem 2.3) First, we observe that if W is bounded, then the result follows
directly from Theorem 2.1. Suppose W is unbounded. We have two cases:
Case 1: W ∩ Z2 = ∅. In this case, there exist π = (π1, π2) with π1, π2 integer relatively
prime and a integer π0 such that [56, 15]
W ⊆ {x ∈ R2 | π0 ≤ π>x ≤ π0 + 1}. (2.33)
We will show that the cut π>x ≥ π0 + 1 can be obtained using subadditive functions (2.3)
or using one of the inequalities (2.13). Analogous proof holds for the cut π>x ≤ π0. A
consequence of W being between these two lines is that rec.cone(W ) is orthogonal to π
and, therefore, π /∈ int (rec.cone∗(W )) in view of Lemma 2. Then, by Lemma 8,
α := inf{π>x |W i0} = inf{π>x | x ∈ W},
for some i0 ∈ [m], where there are only two possibilities for W i0 = {x ∈ R2 | Ai0x Lmi0
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bi0}:
(i) W i0 is the half-space π>x ≥ α: In this case, since Ai0x Lmi0 bi0 is non-redundant, we
have that the line π>x = α intersects W . Note that π0 ≤ α in view of (2.33). Since W is
unbounded and its recession cone is orthogonal to π, if α = π0, then W would contain a
integer point from the line π>x = π0. Therefore, α > π0 in which case π>x ≥ dαe = π0+1
is a valid inequality for W I and this cut can be obtained using a subadditive function (2.3).
(ii) W i0 is a hyperbola whose one of the asymptotes is orthogonal to π: Without loss of
generality, we may assume that the asymptote orthogonal to π has equation π>x = α. Let
β =

α + 1 if α ∈ Z
dαe if α /∈ Z.
(2.34)
Since the hyperbola is non-degenerate, we have that π>x ≥ β is a valid inequality for
(W i0)I . Moreover, π>x = β contains a ray of W i0 since β > α. Then, since π1 and π2 are
relatively prime and β ∈ Z, we have that π>x ≥ β is, in addition, a face of (W i0)I . Now,
it follows from Lemma 9 that this face is one of the inequalities (2.13). Finally, note that
π0 ≤ α < π0 + 1. Thus, we have that β = π0 + 1.
Case 2: interior(W ) ∩ Z2 6= ∅. By assumption, the components of π are integers and,
without loss of generality, we may also assume they are relatively prime. We now have
three cases.
1. π /∈ rec.cone∗(W ): In this case, by Lemma 3, we have that inf{π>x | x ∈ W} is
unbounded. Since we assume that interior(W )∩Z2 6= ∅, we obtain that inf{π>x | x ∈
W ∩ Z2} is unbounded [53], which contradicts the fact that π>x ≥ π0 is a valid
inequality for W I .
2. π ∈ interior(rec.cone∗(W )) : In this case, {x ∈ W | π>x ≤ π0} is bounded in view
of Proposition 2. Therefore, it follows from Theorem 2.1 that the valid inequality
π>x ≥ π0 can be obtained using functions (2.3).
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3. π ∈ rec.cone∗(W ) \ interior(rec.cone∗(W )): Since interior(W ) ∩ Z2 6= ∅ and
inf{π>x | x ∈ W ∩ Z2} is bounded, we have that α := inf{π>x | x ∈ W} is
bounded [53]. Then, by Lemma 8, α = inf{π>x | W i0}, for some i0 ∈ [m], where
there are only two possibilities for W i0 = {x ∈ R2 | Ai0x Lmi0 bi0}:
(i) W i0 is the half-space π>x ≥ α: Since Ai0x Lmi0 bi0 is non-redundant, we
have that the line π>x = α intersects W . Thus, π>x ≥ dαe is a valid inequality
for W I and this cut can be obtained using a subadditive function (2.3). Now, we
only need to show that dαe = π0. It is enough to show that the line π>x = dαe
intersects W ∩ Z2. Note that the line π>x = dαe intersects W (otherwise we would
have W ⊆ {x ∈ R2 | π>x < dαe} which contradicts the fact that W ∩ Z2 6= ∅
since π>x ≥ dαe is valid inequality for W I). Thus, {x ∈ W | π>x = dαe} 6= ∅.
Moreover, since π ∈ rec.cone∗(W ) \ interior(rec.cone∗(W )), there exists a non-zero
vector d ∈ rec.cone(W ) such that π>d = 0. Therefore, d is in the recession cone of
{x ∈ W | π>x = dαe}. Hence, π>x = dαe contains a ray of W . Thus, π>x = dαe
contains an integer point of W since π1 and π2 are relatively prime.
(ii) W i0 is a hyperbola one of whose asymptotes is orthogonal to π: As in Case 1 (ii),
we can show that π>x ≥ β is a face of W i0 , where β is defined in (2.34). Moreover,
by Lemma 9, π>x ≥ β is one of the inequalities (2.13). Now, only remains to show
that β = π0. It is enough to show that π>x = β intersects W ∩Z2. Clearly, π>x ≥ β
is a valid inequality for W I ⊆ W i0 . Since α < β, we have that the line π>x = β
intersects W (otherwise we would have W ⊆ {x ∈ R2 | π>x < β} which contra-
dicts the fact that W ∩Z2 6= ∅). Therefore, as in the case (i) above, we can prove that
π>x = β contains a ray of W . Thus, π>x = β contains an integer point of W since
π1 and π2 are relatively prime and β ∈ Z.
33
CHAPTER 3
NEW SOCP RELAXATION AND BRANCHING RULE FOR BIPARTITE
BILINEAR PROGRAMS
The work presented in this chapter has already been published [55].
3.1 Introduction: Bipartite bilinear program (BBP)
A quadratically constrained quadratic program (QCQP) is called as a bilinear optimization
problem if every degree two term in the constraints and objective involves the product of
two distinct variables. For a given instance of bilinear optimization problem, one often
associates a simple graph constructed as follows: The set of vertices corresponds to the
variables in the instance and there is an edge between two vertices if there is a degree two
term involving the corresponding variables in the instance formulation. Strength of various
convex relaxations for bilinear optimization problems can be analyzed using combinatorial
properties of this graph [92, 27, 68].
When this graph is bipartite, we call the resulting bilinear problem as a bipartite bilinear
program (BBP). In other words, BBP is an optimization problem of the following form:





s.t. x>Qky + a>k x+ b
>
k y + ck = 0, k ∈ {1, . . . ,m}
l ≤ (x, y) ≤ u
(x, y) ∈ Rn1+n2 ,
(3.1)
where n1, n2 ∈ Z+, Q0, Qk ∈ Rn1×n2 , d1, ak ∈ Rn1 , d2, bk ∈ Rn2 , ck ∈ R, ∀k ∈
{1, . . . ,m}. The vectors l, u ∈ Rn1+n2 define the box constraints on the decision variables
and, without loss of generality, we assume that li = 0, ui = 1, ∀i ∈ {1, . . . , n1 + n2}.
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BBP (3.1) may include bipartite bilinear inequality constraints, which can be converted
into equality constraints by adding slack variables, and these slack variables will also be
bounded since the original variables are bounded. Also notice that a squared term x2i can be
converted into a bipartite bilinear form by replacing it with the product of two new variables
toguether with a linear equation establishing that these two new variables are equal.
We note that BBP is a special case of the more general biconvex optimization prob-
lem [65]. BBP has many applications such as waste water management [58, 38, 60], pool-
ing problem [67, 71], and supply chain [107].
3.2 Our results
For an integer n ≥ 1, we use [n] to describe the set {1, . . . , n}.
3.2.1 Second-order cone representable relaxation of BBP
A common and successful approach in integer linear programing is to generate cutting-
planes implied by single constraint relaxation, see for example [45, 94, 52, 25]. We take a
similar approach here. We begin by examining one row relaxation of BBP, that is, we study
the convex hull of the set defined by a single constraint defining the feasible region of (3.1).
Our first result is to show that the convex hull of this set is second-order cone representable
(SOCr) in the extended space, where we have introduced new variables wij for xiyj . We
formally present this result next.
Theorem 3.1. Let n1, n2 ∈ Z+, V1 ∈ [n1], V2 ∈ [n2], and E ⊆ V1 × V2. Consider the
one-constraint BBP set
S :=










bjyj + c = 0,




(i) Let (x̄, ȳ, w̄) be an extreme point of S. Then, there exists U ⊆ V1 ∪ V2, of the form
(a) U = {i0, j0} where (i0, j0) ∈ E, or
(b) U = {i0} where i0 ∈ V1 is an isolated node, or
(c) U = {j0} where j0 ∈ V2 is an isolated node,
such that x̄i ∈ {0, 1}, ∀i ∈ V1 \ U , and ȳj ∈ {0, 1}, ∀j ∈ V2 \ U .
(ii) conv(S) is SOCr.
A proof of Theorem 3.1 is presented in Section 3.3.1.
Remark 3. In Theorem 3.1, part (ii) follows from part (i). For any given choice of U , we
first fix all the variables to 0 or 1 except for those in U . It is then shown that the convex
hull of the resulting set is SOCr and we obtain (ii) by convexifying the union of a finite set
of SOCr sets.
It is easy to see that the number of distinctU sets isO(n1n2), and the number of possible
fixings is O(2n1+n2). Thus, the number of resulting SOCr objects is O(n1n22n1+n2).
We note that the literature in global optimization theory has many results on convexify-
ing functions, see for example [4, 118, 99, 136, 137]. However, as is well-known, replacing
a constraint f(x) = b by {x | f̂(x) ≥ b, f̆(x) ≤ b} where f̂ and f̆ are the concave and
convex envelop of f , does not necessarily yield the convex hull of the set {x | f(x) = b}.
There are relatively lesser number of results on convexification of sets [135, 110, 111, 134].
Theorem 3.1 generalizes results presented in [134, 66, 82] and is related to results presented
in [48].
The SOCP relaxation for the feasible region of the general BBP (3.1) that we pro-
pose, henceforth referred as SSOCP , is the intersection of the convex hull of each of the
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where Sk = {(x, y, w) ∈ [0, 1]n1×n2×|E| |x>Qky+a>k x+b>k y+ck = 0, wij = xiyj ∀(i, j) ∈ E}
and E is the edge set of the graph corresponding to the BBP instance (and not just of one
row). As an aside, note that SSOCP can be further strengthened by adding the convex hull
of single row BBP sets arrived by taking linear combinations of rows.
Next, we discuss the strength of SSOCP vis-á-vis the strength of other standard relax-
ations. Consider the following two standard relaxations of the feasible region of BBP (3.1):
Let SSDP be the standard semidefinite programming (SDP) relaxation (see (3.14-3.16) for
precise definition), and let
SQBP :=










{(x, y, w) ∈ [0, 1]n1+n2+|E| |wij = xiyj ∀(i, j) ∈ E}
)
. (3.2)
Note that SQBP is a polyhedral set, since the second set in the right-hand-side of (3.2) is
equal to the Boolean Quadratic Polytope [36]. Two well-known classes of valid inequalities
for this set are the McCormick’s inequalities [4] and the triangle inequalities [114].





SQBP ⊇ SSOCP .
A proof of Theorem 3.2 is presented in Section 3.3.2. We remark that the containment in
Theorem 3.1 can be strict. For instance, consider the set S := {(x, y) ∈ [0, 1]2 | 10xy = 1},
which is represented by the thick curve in Figure 3.1. The same figure illustrates how














is strictly contained in SQBP .
Figure 3.1: Illustration of strict containtment in Theorem 3.2.
Remark 4. It is possible to show that the convex hull of one row BBP is SOCr, even without
introducing the w variables. Thus, it is possible to construct, similar to SSOCP , a SOCr
relaxation of BBP, without introducing w variables. However, this SOCP relaxation would
be weaker. In particular, we are unable to prove the corresponding version of Theorem 3.2
for this SOCP relaxation. The strength of SSOCP relaxation is due to the fact that the
extended space w variables ‘interact’ from different constraints. For example, consider the
two-dimensional BBP set defined a follows:
S = {(x, y) ∈ [0, 1]2 | 10xy = 1, 10(x− 1)(y − 1) = 1}
= {(x, y) ∈ [0, 1]2 | 10xy = 1, 10xy − 10x− 10y = −9}.
Points A and B in Figure 3.2 represent the only two feasible solutions of S. Therefore, the
convex hull of S is the line segment AB. The shaded region represents SSOCP in the space
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of x and y, i.e., the intersection of the convex hull of the two equations over the 0− 1 box.
However, when we write SSOCP in the extended space of w = xy, we obtain the implied
equation x+ y = 1 (implied by 10w = 1 and 10w − 10x− 10y = −9) and then the exact
convex hull of S.
Figure 3.2: Illustration of a SSOCP relaxation.
We note that other SOCP relaxations for QCQPs have been proposed [81, 35]. However,
these are all weaker than the standard SDP relaxation.
We also note that it is polynomial time to optimize on SSDP , although the tractability
of solving SDPs in practice is still limited. On the other hand, solvers for SOCP are sig-
nificantly better in practice. It is NP-hard to optimize on SQBP , although as discussed in
Remark 3, the size of the extended formulation to obtain SSOCP is exponential in size.
3.2.2 A new branching rule
For details about general branch-and-bound scheme for global optimization see, for exam-
ple, [119]. Inspired by the convex relaxation described in Section 3.2.1, we propose a new
rule for partitioning the domain of a given variable in order to produce two branches. De-
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tails of this new proposed branching rule together with node selection and variable selection
rules that we used in our computational experiments are presented in Section 3.4.
Here, we sketch the main ideas behind our new proposed branching rule. Suppose we
have decided to branch on the variable x1. As explained in Remark 3, the convex hull
of the one constraint set is obtained by taking the convex hull of union of sets obtained
by fixing all but two (or one) variables. If we are branching on x1, we examine all such
two-variable sets involving x1 obtained from each of the constraints. For each of these
sets, there is an ideal point to divide the range of x1 so that the sum of the volume of the
two convex hulls of the two-dimensional sets corresponding to the two resulting branches
is minimized. (See recent papers on importance of volume minimization in branch-and-
bound algorithm [130]). We present a heuristic to find an “ideal range”. We collect all such
ideal ranges corresponding to all the two-dimensional sets involving x1. Then we present a
heuristic to select one points (based on corresponding volume reduction) to finally partition
the domain of x1. We also use similar arguments to propose a new variable selection rule.
3.2.3 A new application of BBP and computational experiments
A new application of BBP, which motivated our work presented here, is called as the finite
element model updating problem, which is a fundamental methodological problem in struc-
tural engineering. See Section 3.5.1 for a description of the problem. All the new methods
we develop here are tested on instances of this problem.
Due to the large size of SSOCP , in practice, we consider a lighter version of this relax-
ation. In particular, we write the extended formulation of each row of BBP corresponding
only to the variables in that row (see details in Section 3.5.2). As our instances are row
sparse, the resulting SOCP relaxation can be solved in reasonable time. Unfortunately,
there are no theoretical guarantees for the bounds of this light version of the relaxation.
After some preliminary experimentation, we observed that a polyhedral outer approxima-
tion of the SOCP relaxation produces similar bounds but solves much faster. Therefore,
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we used this linear programming (LP) relaxation in our experiments. Details of this outer
approximation is presented in Section 3.5.2.
Our computational experiments are aimed at making three comparisons. First, we ex-
amined the quality of the dual bound produced at root node via our new method (polyhedral
outer approximation of SOCP relaxation) against SDP, McCormick, and SDP together with
McCormick inequalities. The bounds produced are better for the new method. Second, we
test the performance of the new branching rule against traditional branching rules. Our ex-
periments show that the new branching rule significantly out performs the other branching
rules. Finally, we compare the performance of our naive branch-and-bound implementa-
tion against BARON. In all instances, we close significantly more gap in equal amount of
time. All these results are discussed in detail in Section 3.5.3.
3.3 Second-order cone representable relaxation and its strength
3.3.1 Proof of Theorem 3.1
Consider the bipartite graph G = (V1, V2, E) defined by the set of vertices V1 = [n1] and









bjyj + c = 0. (EQ)
In this section, we prove that the convex hull of the set
S = {(x, y, w) ∈ [0, 1]n1+n2+|E| | (EQ), wij = xiyj ∀(i, j) ∈ E}. (3.3)
is SOCr. In addition, the proof provides an implementable procedure to obtain conv(S).
The key idea underlying this result is the fact that, at each extreme point of S, at most
two variables are not fixed to 0 or 1 and, once all variables but two (or one) are fixed, the
convex hull of the resulting object is SOCr in R2 (or R). Hence, conv(S) can be written as
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the convex hull of an union of SOCr sets.
Preliminary results
First we present a few preliminary results that will be used to prove that conv(S) is SOCr.
Lemma 10. [133] Let f : [0, 1]n → R be a continuous function and B ⊆ [0, 1]n be a
convex set. Then
conv({x ∈ B | f(x) = 0}) = conv ({x ∈ B | f(x) ≤ 0})
⋂
conv({x ∈ B | f(x) ≥ 0}).
Lemma 11. [72] Let f : [0, 1]n → R be a convex function. Then
G := conv({x ∈ [0, 1]n | f(x) ≥ 0}),
is a polytope. Indeed, G can be obtained as the convex hull of finite number of points
obtained as follows: fix all but one variable to 0 or 1 and solve for f(x) = 0.
Lemma 12. [19] Let T ⊂ Rn be a compact set and {Tk}k∈K be a partition of the set of all
extreme points of T . Then,











In addition, if conv(Tk) is a SOCr set for every k ∈ K, then conv(T ) is also a SOCr set.
Lemma 13. Let B = {(x,w) ∈ [0, 1]n×R |x ∈ B0, w = l>x+ l0}, where B0 ⊆ Rn, and
l>x+ l0 is an affine function of x. Then,
conv(B) = {(x,w) ∈ [0, 1]n × R |x ∈ conv(B0), w = l>x+ l0}.
Proof. We assume B0 is non-empty, otherwise, there is nothing to prove. Let (x,w) ∈
conv(B). Then there exist (xi, wi) ∈ B and λi ≥ 0, ∀i ∈ [n + 2], such that
∑n+2





i and w =
∑n+2
i=1 λiw
i. It follows by the definition of B that xi ∈ B0, ∀i ∈
[n + 2], and hence x ∈ conv(B0). It also follows from the definition of B that wi =

















+ l0 = l
>x+ l0.
Conversely, let (x,w) be such that x ∈ conv(B0) and w = l>x + l0. Then, there exist
xi ∈ B0 and λi ≥ 0, ∀i ∈ [n + 1], such that
∑n+1




wi = l>xi + l0, ∀i ∈ [n+ 1]. Then (xi, wi) ∈ B, ∀i ∈ [n+ 1]. In addition,

















which completes the proof.
Proof of part (i) of Theorem 3.1
We restate part (i) of Theorem 3.1 next for easy reference:
Proposition 6. Let (x̄, ȳ, w̄) be an extreme point of the set S defined in (3.3). Then, there
exists U ⊆ V1 ∪ V2, of the form
1. U = {i0, j0} where (i0, j0) ∈ E, or,
2. U = {i0} where i0 ∈ V1 is an isolated node, or,
3. U = {j0} where j0 ∈ V2 is an isolated node,
such that x̄i ∈ {0, 1}, ∀i ∈ V1 \ U , and ȳj, ∀j ∈ V2 \ U .
Proof. To prove by contradiction, suppose without loss of generality that 0 < x̄1, x̄2 < 1.
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Consider the system of equations
ā1x1 + ā2x2 + c̄ = 0,
w1j − x1ȳj = 0 ∀j : (1, j) ∈ E
w2j − x2ȳj = 0 ∀j : (2, j) ∈ E,
obtained by fixing xi = x̄i, yj = ȳj in (3.3), wij = x̄iȳj ∀i ∈ V1 \ {1, 2}, ∀j ∈ V2. Since
(x̄1, x̄2) is in the relative interior of {(x1, x2) ∈ [0, 1]2 | ā1x1 + ā2x2 + c̄ = 0}, (x̄, ȳ, w̄)
cannot be an extreme point of S.
Proof of part (ii) of Theorem 3.1
First, we prove that the two-variable sets we encounter after fixing variables are SOCr.
Proposition 7. Let S0 = {(x, y) ∈ [0, 1]2 | ax + by + qxy + c = 0}. Then, conv(S0) is
SOCr.
Proof. We may assume S0 6= ∅ and q 6= 0, otherwise the result follows trivially. Define
r = −b/q, s = −a/q and τ = (ab− cq)/q2 to write ax+ by+ qxy+ c = 0 equivalently as
(x− r)(y − s) = τ. (3.5)
If τ = 0, then (3.5) is equivalent to x = r or y = s. In this case, S0 = {(x, y) ∈
[0, 1]2 |x = r} ∪ {(x, y) ∈ [0, 1]2 | y = s} and hence conv(S0) is a polytope. Suppose
τ > 0 (if τ < 0, we multiply (3.5) by −1 and repeat the same proof with x − r and τ
replaced with −(x − r) and −τ ). Either x − r, y − s ≥ 0 or x − r, y − s ≤ 0. Thus,
S0 = S
>
0 ∪S<0 , where S>0 = {(x, y) ∈ [0, 1]2 |x− r, y− s ≥ 0, (3.5)} and S<0 = {(x, y) ∈
[0, 1]2 |x − r, y − s ≤ 0, (3.5)}. Next, we show that if S>0 6= ∅, then conv(S>0 ) is SOCr.
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Using that 4uv = (u+ v)2 − (u− v)2, we can rewrite (3.5) as
√
[(x− r)− (y − s)]2 + (2
√
τ)2 = (x− r) + (y − s).
It now follows from Lemma 10 that conv(S>0 ) = conv(S
>
1 ) ∩ conv(S>2 ), where
S>1 = {(x, y) ∈ [0, 1]2 |x− r, y − s ≥ 0,
√
[(x− r)− (y − s)]2 + (2
√
τ)2 ≤ (x− r) + (y − s)}
S>2 = {(x, y) ∈ [0, 1]2 |x− r, y − s ≥ 0,
√
[(x− r)− (y − s)]2 + (2
√
τ)2 ≥ (x− r) + (y − s)}.
Notice that S>1 is SOCr. Also, as the square root term in the definition of S
>
2 is a convex
function in x and y, it follows from Lemma 11 that S>2 is a polytope. Thus, conv(S
>
0 ) is
SOCr. Similarly, we can prove that conv(S<0 ) is SOCr by repeating the arguments above
after replacing x−r, y−swith−(x−r),−(y−s). Therefore, conv(S0) = conv(S>0 ∪S<0 ) =
conv(conv(S>0 ) ∪ conv(S<0 )) is SOCr by Lemma 12.
Proposition 8. Let S0 = {(x, y) ∈ [0, 1]2 | y = a0 +a1x+a2x2}. Then conv(S0) is SOCr.
Proof. We may assume S0 6= ∅ and a2 6= 0, otherwise the result follows trivially. By
completing squares, we can write y = a0 + a1x+ a2x2 equivalently as (x+ 0.5a1/a2)2 −
(a1/2a2)
2 + a0/a2 = y/a2, and then as











where ā = 0.5a1/a2, t = y/a2 + (a1/2a2)2 − a0/a2, using that 4t = (t + 1)2 − (t − 1)2.
It now follows from Lemma 10 that conv(S0) = conv(S1) ∩ conv(S2), where





















Notice that S1 is SOCr. Also, as the square root term in the definition of S2 is a convex
function in x and y (because t is an affine function of y), it follows from Lemma 11 that S2
is a polytope. Thus, conv(S0) is SOCr.
Proposition 9. Let S0 = {(x, y, w) ∈ [0, 1]3 | ax + by + qw + c = 0, w = xy}. Then,
conv(S0) is SOCr.
Proof. If q 6= 0, then we can write
S0 = {(x, y, w) ∈ [0, 1]2 × R | (x, y) ∈ B0, w = (−c− ax− by)/q}, (3.7)
where B0 = {(x, y) ∈ [0, 1]2 | ax + by + qxy + c = 0}. (Note that the bounds on w are
automatically enforced in (3.7) and it is sufficient to say w ∈ R). Hence, by Proposition 7
and Lemma 14, conv(S0) is SOCr.
Now, suppose q = 0. Four cases: (i) a, b = 0. In this case, we may assume c = 0,
otherwise S0 = ∅. Then, S0 = {(x, y, w) ∈ [0, 1]3 |w = xy}, in which case conv(S0) is
a well known polytope given by the McCormick envelope. (ii) a = 0, b 6= 0. In this case,
if −c/b /∈ [0, 1], then S0 is infeasible. Otherwise, this case is trivial. (iii) a 6= 0, b = 0.
Similar to previous case. (iv) a 6= 0 and b 6= 0. In this case, we can solve ax+ by + c = 0
for x, i.e., x = (−c−by)/a. Let [α, β] be the bounds on y such that the line ax+by+c = 0
intersects the [0, 1]2 box. If α = β, then we can set y = α and the result follows trivially.
Otherwise, substitute in w = xy to rewrite S0 as following
S0 = {(x, y, w) ∈ R× [α, β]× [0, 1] | (y, w) ∈ B0, x = (−by − c)/a},
where B0 = {(y, w) ∈ [α, β]× [0, 1] |w = (−c/a)y− (b/a)y2}. Now, it is straightforward
via Proposition 8 (affinely scale y to have bound of [0, 1]) and Lemma 14 that conv(S0) is
a SOCr set.
Now we are ready to prove part (ii) of Theorem 3.1.
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Proposition 10. Let S be the set defined in (3.3). Then conv(S) is SOCr.
Proof. By Proposition 6, we can fix various sets of x and y variables that corresponds to
the U sets and prove that the convex hull of each of these sets is SOCr. Case (i): |U | = 1.
In this case, the set of unfixed variables satisfy a set of linear equations. Thus this set is
clearly SOCr. Case (ii): U = {(i0, j0)}, where (i0, j0) ∈ E. In this case, the set of unfixed
variables satisfy the following constraints:
axi0 + byj0 + qwi0j0 + c = 0, (3.8)
wi0j0 = xi0yj0 (3.9)
wij0 = x̄iyj0 ∀(i, j0) ∈ E, i 6= i0 (3.10)
wi0j = ȳjxi0 ∀(i0, j) ∈ E, j 6= j0, (3.11)
where the bound constraints on wij0 and wi0j variables are not needed explictly. Thus, by
Proposition 9 and Lemma 14, the above set is SOCr. Thus, by Lemma 12, we obtain that
conv(S) is SOCr.
3.3.2 Proof of Theorem 3.2







SQBP ⊇ SSOCP . (3.13)
We prove these two containments next.
Proposition 11. For any BBP, (3.12) holds.
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Proof. In order to prove (3.12), it is convenient to introduce some notation. Let H be
the matrix variable representing
 x
y
 [x>y>]. We write w = projE(H), to imply that if












k y + ck = 0, k ∈ [m] (3.14)




  0. (3.16)
Let
T k := {(x, y,H,w) | (3.14) corresponding to k, (3.15), and (3.16)}
and as before let










































Hk(x̄, ȳ, w̄) :=
{
H | (x̄, ȳ, w̄, H) ∈ T k
}
.
Then observe thatHk(x̄, ȳ, w̄) is the set of matrices H satisfying




  0. (3.19)






thenHk1(x̄, ȳ, w̄) =







then there exists H̄ such that (x̄, ȳ, w̄, H̄) ∈
⋂m
k=1 T





























conv(Sk) = SSOCP ,
where the first equality is by definition of SSDP , the second equality via Claim 1, the
inequality is due to (3.17) and the last equality is by definition of SSOCP .
Proposition 12. For any BBP, (3.13) holds.
Proof. Recall that SQBP is the set
{

















T k := {(x, y, w) ∈ [0, 1]n1+n2+|E| | (3.20) corresponding to k, (3.21)}
and let
Sk := {(x, y, w) | (3.14) corresponding to k, wij = xiyj ∀(ij) ∈ E}.
Then by construction
T k ⊇ conv(Sk). (3.22)







conv(Sk) = SSOCP .
3.4 Proposed branch-and-bound algorithm
In this section, we discuss some details of our proposed branch-and-bound algorithm to
solve BBP (3.1).
3.4.1 Node selection and partitioning strategies
The most common node selection rule used in the literature is the so-called best-bound-
first, in which a node with the least lower bound (assuming minimization) is chosen for
branching. Other rules may include selection of nodes that have the potential of identifying
good feasible solutions earlier. In our computational experiments, we only use best-bound-
first rule. Also, we use the most simple partitioning operation: rectangular. Example of
other operation adopted in the literature are conical and simplicial [89].
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3.4.2 Variable selection and point of partitioning
A simple rule for variable selection is to choose a variable with largest range. Another
common rule is to prioritize the variable that is most responsive for the approximation
error of nonlinear terms. For example, suppose we are optimizing in the extended space
of (x, y, w), then we could chose xi (or yj) for which the absolute error |w̄ij − x̄iȳj| is
maximized over the set of all possible pairs (i, j), where (x̄, ȳ, w̄) is the relaxation solution
for the current node. We refer to this rule as the gap-error-rule.
Once the variable is selected, say x1 (without loss of generality), we can list three stan-
dard rules for choosing the partitioning point:
Bisection: partition at the mid point of the domain of x1 in the current node.
Maximum-deviation: partition at x̄1, where (x̄, ȳ, w̄) is the relaxation solution for the cur-
rent node.
Incumbent: partition at x∗1, where (x
∗, y∗, w∗) is the current best feasible solution, if x∗1 is
in the range of x1 in the current node.
Combination of the above rules have also been proposed. For example, Tawarmalani et
al. [122] propose a rule that is a convex combination of bisection and maximum-deviation
branching rules (biased towards the maximum-deviation), and uses incumbent branching
whenever possible.
In our proposed algorithm, we use specialized variable and branching point selection
rules, which use information collected from multiple disjunctions and, therefore, take into
account the coefficients of the constraints in the model in addition to the variable ranges at
the current node.
New proposed rule Note that we always branch on only one set of variables, either x
or y. We describe our rule assuming we are branching on the x variables. To further ease
exposition, we explain our proposed branching rules for the root node, i.e., we assume that
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all variables range from 0 to 1. Consider the three-variable set:
S0 = {(x1, y1, w11) ∈ R3 | qw11 + ax1 + by1 + c = 0, w11 = x1y1},
which is obtained by fixing xi, yj to either 0 or 1 in (EQ), ∀i ∈ V1 \ {1}, ∀j ∈ V2 \ {1}.
Like the proof of Proposition 9, there are two cases of interest.
• q 6= 0. In this case, w11 can be written as affine function of x1 and y1. We can then
write the projection of S0 in the space of (x1, y1) as (we drop the indices to simplify
notation, we also drop the word ‘Proj’)
S0 = {(x, y) ∈ [0, 1]2 | (x− r)(y − s) = τ},
where r, s, τ are constants. The equation (x− r)(y − s) = τ represents a hyperbola
with asymptotes x = r and y = s. Two typical instances are plotted in Figure 3.3-
3.4, where the continuous thick portion of the curves represents S0 and the whole
dotted areas represent conv(S0). Our goal is to branch at a point that maximizes the
eliminated area upon branching.
Case 1: Both branches of a hyperbola intersect with the [0, 1]2 box. Let xl (resp.
xu) be the x-coordinate of the intersection point of the left (resp. right) branch with
either of the lines y = 0 or y = 1. The plot on Figure 3.3 suggests that branching x
at any point x0 ∈ [xl, xu] is a reasonable choice for the case where both branches of
the hyperbola intersect the [0, 1]2 box. Indeed, such branching would eliminate the
entire dotted area between the two branches of the curve.
Case 2: One branch of hyperbola intersects with the [0, 1]2 box. For the case where
only one branch intersects the [0, 1]2 box, as illustrated in Figure 3.4, we could in
principle compute C that maximizes the area of the triangle 4ABC . To simplify
the rule and avoid excessive computations, we simply choose C to be the point at
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Figure 3.3: Convex hull of the set defined by the intersection of two branches of a
hyperbola with the [0, 1]2 box. Here, xl (resp. xu) is the x-coordinate of the intersection
point of the left (resp. right) branch with the line y = 0 (resp. y = 1).
which the tangent line to the curve is parallel to the line AB. Moreover, for points in
some interval [xl, xu] containing xc, the area of the triangle 4ABC does not change
much, implying that every point in [xl, xu] may be a good choice to branch at. In our
computational experiments, we compute xl and xu such that xc − xl = γ(xc − xa)
and xu − xc = γ(xb − xc) with γ = 2/3.
• q = 0 and a 6= 0 or b 6= 0. Without loss of generality assume b 6= 0. In this case, y1 is
an affine function of x1 as shown in proof of Proposition 9. Thus, we can study S0 in
the space of (x1, w11), where it is defined by a parabola and we adopt the same rule
defined for the case of Figure 3.4, i.e., choose points xl and xu as a function of xa
and xb. If the parabola intersects the [0, 1]2 box in more than two points, we define A
and B to be the left and right most intersection points.
Note that if a 6= 0, then x1 is an affine function or y1. We can identify appropriate
points in the y1 space as above and then translate them to the x space via the affine
function.
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Figure 3.4: Convex hull of the set defined by the intersection of a single branch of a hy-
perbola with the [0, 1]2 box. Let A and B are the intersection points of the curve with the
[0, 1]2 box and C is the point of the curve at which the tangent line is parallel to AB. Then,
xa, xb and xc are the projections of A,B and C onto the x axis.
Thus, corresponding to every three-variable set S0, we associate (i) an x-variable xi, (ii)
an interval [xl, xu] within the domain of xi and (iii) we also approximately compute the area
of conv(S0), (either in the space of (x1, y1), if q 6= 0, or in the space of (x1, w11), if q = 0),
referred to as A0. The actual area we use is that of the polyhedral outer approximation as
will be discussed in Section 3.5.2.
Once the above data is collected for all disjunctions, we use the following Algorithm to
decide on the variable to branch on and the point of partitioning for this variable.
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Algorithm 1 Branching rule
1: Input: δ = 1/K, for some positive integer K. Let ε1, ε2 > 0.
2: Let Aik = 0, i ∈ [n1], k ∈ [K]. Let pi = 0, i ∈ [n1]
3: Define Iik = [(k − 1)δ, kδ], for k ∈ [K] (which defines a partition of the range of xi).
4: for Each disjunctions S0 do
5: Compute (a) the index i of x-variable corresponding to S0, (b) domain [xl, xu] and
(c) the area A0.
6: Set pi = pi + 1
7: If [xl, xu] ∩ Iik 6= ∅ for some k ∈ [K], set Aik = Aik + A0.
8: end for
9:




12: variable i is declared irrelevant.
13: end if
14: end for
15: Let (i∗, k∗) ∈ Argmax{Ai,k | i ∈ [n1], i is not irrelevant, k ∈ [K]}
16: if Ai∗k∗ ≥ ε2 then
17: Branch on the variable xi∗ at the mid point of the interval Ii∗k∗ .
18: else
19: Use the bisection rule.
20: end if
In our computational experiments, whenever we use Algorithm 1, we set ε1 = 0.01, ε2 =




3.5.1 Finite Element Updating Model
The instances of BBP that we use come from finite element (FE) model updating in struc-
tural engineering. The goal is to update the parameter values in an FE model, so that the
model provides same resonance frequencies and mode shapes that are physically measured
from vibration testing at the as-built structure. In this study we adopt the modal dynamic
residual formulation, for which the details can be found in [141]. The formulation is briefly
summarized as follows.
Consider the model updating of a structure with m number of degrees-of-freedom
(DOFs). Corresponding to stiffness parameters that are being updated, the (scaled) updat-
ing variables are first denoted as x ∈ [−1, 1]n1 . Since only some DOFs can be instrumented,
we suppose n2 of those are not instrumented, leaving m − n2 of them as instrumented. In
the meantime, it’s assumed that n3 number of vibration modes are measured/observed from
the vibration testing data. For each l-th measured mode, ∀l ∈ {1, . . . , n3}, the experimental
results provide λl as the square of the (angular) resonance frequency, and ȳl ∈ Rm−n2 as the
mode shape entries at the instrumented DOFs. In mathematical terms, the modal dynamic
residual formulation can be stated as the problem of simultaneously solving the follow-
ing set of equations on stiffness updating variables x ∈ [−1, 1]n1 and (scaled) unmeasured




xiKi − λlM ]
ȳl
yl
 = 0, l ∈ [n3], (3.23)
where M,K0, Ki ∈ Rm×m, ∀i ∈ [n1], λl ∈ R+ and ȳl ∈ Rm−n2 , ∀l ∈ [n3], are problem
data. In practice, (3.23) is unlikely to have a feasible solution set of x and yl, l ∈ [n3],
because of modeling and measurement inaccuracies. Therefore, we convert the problem of
solving (3.23) into an optimization problem that aims to minimize the sum of the residu-
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als, i.e., the absolute difference between left and right-hand-side of each equation. After






s.t. |x>Qky + a>k x+ b>k y + ck| = zk, k ∈ [m]
x ∈ [0, 1]n1 , y ∈ [0, 1]n2 ,
where n2 and m correspond to n2n3 and mn3, respectively, in the notation of (3.23). Fi-







s.t. x>Qky + a>k x+ b
>
k y + ck = z
′
k − z′′k , k ∈ [m]
x ∈ [0, 1]n1 , y ∈ [0, 1]n2 .
0 ≤ z′k, z′′k ≤ u, k ∈ [m].
Instances:
The simulated structural example is similar to the planar truss structure in [141]. In order
to simulate measurement noise, we add a normal-distributed random variable to the param-
eters λl and ȳl, ∀l ∈ [n3], with mean zero and variance equal 2% of its actual value. In our
case there are six modes, i.e., n3 = 6. By taking different values for n2, we then generate
ten instances whose number of variables and constraints are given in Table 3.1.
3.5.2 Simplifying SSOCP
A lighter version of SSOCP
According to Remark 3, the number of disjunction needed to model the convex hull of a
single bilinear equation can be computationally prohibitive for many instances of interest.
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Table 3.1: Instances description
Inst # of x-variables # of y-variables # of equations # of bilinear terms
inst1 6 180 312 990
inst2 6 180 312 954
inst3 6 168 312 966
inst4 6 168 312 972
inst5 6 156 312 900
inst6 6 144 312 780
inst7 6 132 312 756
inst8 6 132 312 756
inst9 6 120 312 684
inst10 6 120 312 684
To overcome this issue, in our computational experiments, we write the convex hull of each
row only in the space of the variable appearing in it. In particular, for constraint k we work
withG(V k, Ek), where V k is the set of variables appearing in constraint k andEk represent
the complete bipartite graph between the x and y variables appearing in V k. This possibly
weaker relaxation is much more computationally cheaper that SSOCP for our instances due
to the sparsity on the coefficients of each bilinear equation. We denote this relaxation as
light− SSOCP .
Polyhedral outer approximation
As shown in Proposition 7 and Proposition 8, all the sets obtained after fixings are SOCr.
Some are polyhedral while many of the others are not. Since linear programming tech-
niques are more efficient and robust, than the non-linear counterpart, we outer approximate
the non-polyhedral sets by polyhedral sets.
As shown in proof of Proposition 10, all the non-linear sets that we need to convexify
in order to obtain the convex hull of the set S defined in (EQ) are of the form
Si0j0 = {(x, y, w) ∈ [0, 1]n1+n2+n1n2 |xi, yj ∈ {0, 1}, ∀i ∈ V1 \ {i0}, ∀j ∈ V2 \ {j0},
q̄wi0j0 + āxi0 + b̄yi0 + c̄ = 0, wij = xiyj, i ∈ V1, j ∈ V2},
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for some (i0, j0) ∈ E. Without loss of generality, suppose i0 = 1 and j0 = 1, in which
case we want to outer approximate the following set S0 = {(x1, y1, w11) ∈ R3 | qw1 +
ax1 + by1 + c = 0, w11 = x1y1}. There are two cases of interest. The first case occurs
when q 6= 0. In this case, w11 is an affine functions of x1 and y1 as following: w11 =
(−c− ax1 − by1)/q; w1j = x1yj, ∀j ∈ [n2]; wi1 = xiy1, ∀i ∈ [n1]; and wij = xiyj, ∀i ∈
[n1] \ {1}, ∀j ∈ [n2] \ {1}. Hence, we only need to approximate conv(S0) in the space
of (x1, y1). If both branches of the hyperbola defined by qx1y1 + ax1 + by1 + c = 0
intersect the [0, 1]2 box, than conv(S0) is polyhedral. Suppose only one branch of the
hyperbola intersects the box. Then, we outer approximate conv(S0) by using tangent lines
to the curve. In our implementation, we only use the tangent lines at the intersection points
of the curve with the box, see Figure 3.5. More tangent lines could be added to better
approximate conv(S0), but based on our preliminary experience on our instances it does
not make significant difference.
The second case of interest is q = 0 and a 6= 0 (or b 6= 0) for which we can rewrite S0 as
S0 = {(x1, y1, w11) ∈ [0, 1]3 | aw11 = −by21 − cy1, ax1 = −by1 − c}. In this case, x1 is an
affine function of y1 and we only need to approximate conv(S0) in the space of (y1, w11),
where aw11 = −cy1 − by21 defines a parabola as shown in Figure 3.6. As in the previous




All of our experiments were ran on a Windows 10 machine with 64-bit operating system,
x64 based processor with 2.19GHz, and 32GB RAM. We call MOSEK via CVX from
MATLAB R2015b to solve SDPs. We used Gurobi 7.5.1 to solve LPs and integer programs.
We used BARON 15.6.5 (with CPLEX 12.6 as LP solver and IPOPT as nonlinear solver)
as our choice of commercial global solver, which we call from MATLAB R2015b.
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Figure 3.5: Convex hull of the set defined by the intersection of one branch of a hyperbola
with the [0, 1]2 box, and its tangential linear outer approximation.
Figure 3.6: Convex hull of the set defined by the intersection of parabola with the [0, 1]2
box, and its tangential linear outer approximation.
Root node
We assess the strength of our proposed polyhedral outer approximation of light − SSOCP
relaxation (defined in Section 3.5.2 and referred as SOCP in the tables) against the clas-
sical SDP and McCormick (Mc) relaxations. The numerical results are reported in Ta-
60
ble 3.2, where SDP+Mc denotes the the intersection of SDP and Mc relaxations. Similarly,
SOCP+Mc denotes the intersection of SOCP and Mc relaxations (since we are not using
SSOCP , this could potentially be stronger than SOCP).
Table 3.2: Root relaxations
Mc SDP SDP+Mc SOCP SOCP+Mc
Inst Bound Time Bound Time Bound Time Bound Time Bound Time
1 0.17771 0.07 0.17771 1.81 0.17771 35.89 0.17793 17.59 0.17793 18.42
2 0.00000 0.05 0.00000 1.70 0.00000 38.98 0.00000 20.93 0.00000 21.14
3 0.27543 0.07 0.27194 1.81 0.27543 44.02 0.28202 16.22 0.28202 49.61
4 0.10095 0.08 0.10012 2.14 0.10095 36.13 0.10101 20.71 0.10101 25.87
5 0.34766 0.05 0.34766 1.67 0.34766 31.58 0.34925 13.17 0.34925 12.88
6 0.97758 0.05 0.91629 1.80 0.97758 28.47 1.00267 11.64 1.00267 11.07
7 1.73437 0.07 1.70329 1.38 1.73437 25.29 1.74015 10.76 1.74015 11.68
8 1.99887 0.07 1.97107 1.30 1.99887 21.95 2.01260 17.53 2.01260 21.51
9 1.89400 0.05 1.89222 1.17 1.89400 22.94 1.90191 10.53 1.90191 9.32
10 2.41036 0.05 2.40658 1.16 2.41036 18.95 2.41959 10.07 2.41959 12.29
As we see, SOCP produces the best dual bounds among SDP, Mc and SDP+Mc. Also,
SOCP runs faster than SDP+Mc for all the instances. Finally, SOCP+Mc produces no
better bounds than SOCP alone.
A strong relaxation can be obtained by partitioning the domain of some variables
and writing a MILP formulation to model the union of McCormick relaxations over each
piece [98, 51]. We call it McCormick Discretization and use the MILP formulation with
binary expansion. We only partition the domain of variables xi’s as the number of x vari-
ables is much smaller than the number of y variables for all of our instances. In Table 3.3,
T defines the level of discretization, meaning that the range of each variable xi is parti-
tioned into 2T + 1 uniform sub-intervals. This relaxation becomes tighter as T increases.
However, the MILP that need to be solved becomes harder since the number of binary vari-
ables increases as a function of T . Thus, we give Gurobi a time limit of 10 hours, which
is the amount of time given to all the branch-and-bound algorithm that we report in Sec-
tion 3.5.3 below. Table 3.3 reports the computational results, where the asterisk signalizes
that Gurobi reached the time limit with the given level of discretization. If this is the case,
then we report the MILP dual bound reported by the solver, which is a valid dual bound
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for our problem. The last column displays the best bound obtained among all the levels of
discretizations reported.
Table 3.3: McCormick discretization: dual bounds
Inst T=6 T=8 T=10 T=12* T=14* T=16* Best
1 0.18611 0.20512 1.11852 1.85387 1.40586 0.96121 1.85387
2 0.00000 0.03133 1.05662 2.14709 1.38374 0.04654 2.14709
3 0.29443 0.33575 1.39375 2.14270 1.42642 1.42007 2.14270
4 0.10524 0.11387 1.21446 2.44853 1.63495 1.27218 2.44853
5 0.36159 0.47559 2.15416 3.40272 3.22915 2.67721 3.40272
6 1.25052 2.61325 4.16459 4.06782 3.96512 3.78165 4.16459
7 1.96682 2.17988 3.60737 4.92133 4.69632 4.47471 4.92133
8 2.48886 2.69510 3.63400 4.81890 4.48014 4.19095 4.81890
9 2.05584 2.42150 4.16064 5.54076 5.63110 5.15290 5.63110
10 2.57751 2.80795 4.07475 5.40977 5.28173 5.16376 5.40977
Clearly, McCormick discretization produces better results than SOCP . Therefore, if
one does not want to use branch and bound, then McCormick discretization is the best
option. However, as we see in the next section, better dual bounds can be obtained by
combining SOCP with the new proposed branch-and-bound algorithm.
Branch-and-bound
We assess and compare the performance of the following methods:
- BB: This stands for our implementation of a branch-and-bound algorithm coded in Python.
We use Gurobi as LP solver and run IPOPT at each node to search for feasible solutions.
Our algorithm uses best-bound-first as node selection and rectangular partitioning. We
consider three variants that differ from each other based on the relaxation adopted in each
node and in the way variables and branching points are selected:
- SOCP-1: Uses the polyhedral relaxation described in Section 3.5.2 with variable
selection and the branching point given by Algorithm 1.
- SOCP-2: Uses the same relaxation of BB-SOCP-1 above. The branching variable
is selected according to the gap-error-rule explained in Section 3.4.2. Then uses the
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incumbent-rule for branching point selection, whenever possible, otherwise uses the
maximum-deviation-rule.
- SOCP-3: Same as BB-SOCP-2 except that uses bisection for branching point selec-
tion.
- BB-Mc: Uses McCormick relaxation with gap-error-rule as branching variable selec-
tion rule and bisection for branching point selection.
The dual bounds from our computational experiments are reported in Table 3.4. The stop-
ping criteria for all the methods was a time limit of 10 hours.
Table 3.4: Branch-and-bound methods: dual bounds
Inst BB-SOCP-1 BB-SOCP-2 BB-SOCP-3 BB-Mc
1 2.50744 0.18473 0.18228 0.18343
2 2.86438 0.00000 0.00000 0.00000
3 3.13078 0.29109 0.28983 0.28884
4 3.11154 0.10526 0.10246 0.10410
5 3.78958 0.35253 0.35392 0.35405
6 4.63992 1.11105 1.09537 1.15191
7 5.26603 1.99569 1.88331 1.94949
8 5.13128 2.18546 2.18193 2.28761
9 6.10860 2.17509 2.08068 2.10144
10 5.77051 2.48039 2.45158 2.47965
The best dual bound for each instance is clearly given by BB-SOCP-1, which uses our
proposed relaxation and branching rule. All the standard branching rules yield significantly
worse bounds.
McCormick relaxation with BB-SOCP-1 branching rules
The computational results from Section 3.5.3, suggest that the good performance of BB-
SOCP-1 is highly dependent on its branching rules, defined according to Algorithm 1. In
this section we show that the branching rules of Algorithm 1 on them own are not enough
to produce good dual bounds.
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Consider the variant of BB-SOCP-1, reffered as BB-SOCP-Mc, which uses only Mc-
Cormick relaxation and the same branching rule given by Algorithm 1. Thus, at each node,
we collect data from each disjunction S0, run Algorithm 1 to select the branching vari-
able and the branching point, but we only use the McCormick inequalities to define the
relaxation.
In Table 3.5, we compare the performance of BB-SOCP-1 and BB-SOCP-Mc. It be-
comes clear that the strength of BB-SOCP-1 does not come only from the branching rules
of Algorithm 1 but also from our proposed relaxation. The discrepancy in the performance
of BB-SOCP-1 and BB-SOCP-Mc means that, as the algorithm goes down the tree, the
SOCP relaxation becomes much tighter than the McCormick relaxation.
Table 3.5: BB-SOCP-1 vs. McCormick relaxation with BB-SOCP-1 branching rules
BB-SOCP-1 BB-SOCP-Mc
Inst Dual Bound Gap (%) Dual Bound Gap (%)
1 2.50744 27.9 0.19776 94.3
2 2.86438 18.2 0.02752 99.2
3 3.13078 14.9 0.30514 91.7
4 3.11154 17.1 0.11188 97.0
5 3.78958 8.3 0.40497 90.2
6 4.63992 18.0 1.52070 73.1
7 5.26603 6.0 2.26765 59.5
8 5.13128 9.5 2.68861 52.6
9 6.10860 1.5 2.51461 59.5
10 5.77051 7.9 2.85232 54.2
Comparison of primal bounds and duality gaps
Finally, we report in Table 3.6 a summary of the performance of BB-SOCP-1, McCormick
Discretization, BARON and BB-Mc. Recall that the stopping criteria for all the methods
was a time limit of 10 hours. Also recall that primal solutions for BB-SOCP-1 and BB-Mc
are obtained using IPOPT.
The primal bounds from all the three branch-and-bound methods are similar, suggesting
that the solutions found are close to a global optimal. On the other hand, the dual bounds
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Table 3.6: Primal bounds and duality gaps
BB-SOCP-1 Mc Disc BARON BB-Mc
Inst Dual Primal Gap(%) Dual Gap(%) Dual Primal Gap(%) Dual Primal Gap(%)
1 2.50744 3.47847 27.9 1.85387 46.7 0.33122 3.47887 90.5 0.18343 3.47849 94.7
2 2.86438 3.49983 18.2 2.14709 38.6 0.52447 3.49931 85.0 0.00000 3.49983 100.0
3 3.13078 3.68103 14.9 2.14270 41.8 0.47599 3.68306 87.1 0.28884 3.73308 92.3
4 3.11154 3.75223 17.1 2.44853 34.7 0.78630 3.75297 79.0 0.10410 3.75225 97.2
5 3.78958 4.13277 8.3 3.40272 17.7 0.38396 4.13541 90.7 0.35405 4.28165 91.7
6 4.63992 5.66096 18.0 4.16459 26.4 2.26566 5.66053 60.0 1.15191 5.66096 79.7
7 5.26603 5.60009 6.0 4.92133 12.1 3.07096 5.60020 45.2 1.94949 5.69318 65.8
8 5.13128 5.67022 9.5 4.81890 15.0 2.70237 5.67025 52.3 2.28761 5.67252 59.7
9 6.10860 6.20343 1.5 5.63110 9.2 3.67301 6.20346 40.8 2.10144 6.29365 66.6
10 5.77051 6.26853 7.9 5.40977 13.1 2.94060 6.22639 52.8 2.47965 6.30477 60.7
from BB-SOCP-1 are significantly better than the dual bounds from all the other methods,
which can be seem by comparing the duality gaps. In particular, the duality gap from
BB-SOCP-1 is considerably smaller than the duality gap from Mc Disc, even though we
are reporting the best dual bound obtained among all the levels of discretizations T =
6, 8, · · · , 16, and the primal bound we use to compute the duality gap of Mc Disc is the best
primal bound from BB-SOCP-1, BARON and BB-Mc. The standard branching, i.e., the
McCormick relaxation with bisection, yields the worse performance for all the instances.
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CHAPTER 4
THE CONVEX HULL OF A QUADRATIC CONSTRAINT OVER A POLYTOPE
The work presented in this chapter has already been submitted. See first version of the paper
at: http://www.optimization-online.org/DB_HTML/2018/12/7004.html.
4.1 Introduction
A quadratically constrained quadratic program (QCQP) is an optimization problem in
which the objective function is a quadratic function and the feasible region is defined by
quadratic constraints. A variety of complex systems can be cast as an instance of a QCQP.
Combinatorial problems like MAXCUT [62], engineering problems such as signal pro-
cessing [61, 77], chemical process [71, 98, 5, 51, 67, 136] and power engineering problems
such as the optimal power flow [31, 87, 41, 83] are just a few examples.
Solving non-convex QCQP to global optimality is a well-know NP-hard problem and a
traditional approach is to use spacial branch-and-bound tree based algorithm. The compu-
tational success of any branch-and-bound tree based algorithm depends on the convexifica-
tion scheme used at each node of the tree. Not surprisingly, there has been a lot of research
on deriving strong convex relaxations for general-purpose QCQPs. The most common
relaxations found in the literature are based on Linear programming (LP), second-order
cone programing (SOCP) or semidefinite programming (SDP). Reformulation-linearization
technique (RLT) [127, 128] is a LP-based hierarchy, Lasserre hierarchy or the sum-of-
square hierarchy [86] is a SDP-based hierarchy which exactly solves QCQPs under some
minor technical conditions and, recently, new LP and SOCP-based alternatives to sum of
squares optimization have also been proposed [3]. While SDP relaxations are know to be
strong, they don’t always scale very well computationally. SOCP relaxations tend to be
more computationally attractive, although they are often derived by further relaxing SDP
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relaxations [35].
Another direction of research focuses on convexification of functions, with the Mc-
Cormick relaxation [95] being perhaps the most classic example. In this case, a constraint
of the form f(x) = b is replaced with f̆(x) ≤ b and f̂(x) ≥ b, where f̆ is a convex lower
approximation and f̂ is a concave upper approximation of f . While there have been a lot
of work in function convexification (see for instance [4, 125, 120, 88, 20, 97, 9, 18, 14,
100, 49, 126, 118, 99, 136, 137, 90, 33, 44, 1, 68, 131, 8]) it is well-known that it does not
necessarily yield the convex hull of the set {x | f(x) = b}. To the best of our knowledge,
there have been much less work on explicit convexification of sets: [135, 110, 111, 134, 66,
82, 115, 48, 87, 34].
A related question when studying convex relaxations is that of representability of the
exact convex hull of the feasible set: Is it LP, SOCP or SDP representable? In [55], we
prove that the convex hull of the so-called bipartite bilinear constraint (which is a special
case of a quadratic constraint) intersected with a box constraint is SOCP representable
(SOCr). The proof yields a procedure to compute this convex hull exactly. Encouraging
computational results are also reported in [55] in terms of obtaining dual bounds using this
construction, which significantly outperform SDP and McCormick relaxations and also
bounds produced by commercial solvers.
4.2 Our result
For an integer n ≥ 1, we use [n] to describe the set {1, . . . , n}. For a set G ⊆ Rn, we
use conv(G), extr(G) to denote the convex hull of G and the set of extreme points of G
respectively.
In this chapter, we generalize one of the main result in [55]. Specifically, we show that
the convex hull of a general quadratic equation intersected with any bounded polyhedron
is SOCr. Moreover the proof is constructive, therefore adding to the literature on explicit
convexification in the context of QCQPs. The formal result is as following:
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Theorem 4.1. Let
S := {x ∈ Rn | x>Qx+ α>x = g, x ∈ P}, (4.1)
where Q ∈ Rn×n is a symmetric matrix, α ∈ Rn, g ∈ R and P := {x |Ax ≤ b} is a
polytope. Then conv(S) is SOCr.
Notice that we make no assumption regarding the structure or coefficients of the quadratic
equation defining S. We require P to be a bounded polyhedron, which is not very restric-
tive given that in global optimization the variables are often assumed to be bounded to use
branch-and-bound algorithms.
The result presented in Theorem 4.1 is somewhat unexpected since the sum-of-squares
approach would build a sequence of SDP relaxations for (4.1) in order to optimize (exactly)
a linear function over S, while even the SDP cone of three-by-three dimensional matrices
is not SOCr [59]. Note that optimizing a linear function over S is NP-hard, therefore,
while the convex hull is SOCr, the construction involves the introduction of an exponential
number of variables.
Surprisingly, the proof of Theorem 4.1 is fairly straightforward and it introduces a tech-
nique (new, to the best of our knowledge) to compute convex hull of certain surfaces over
a compact set. In the case of Theorem 4.1, the key observation is that the surface defined
by the quadratic equation either:
1. is defined as the union of two convex surfaces (see Figure 4.1); or
2. it has the property that, through every point of the surface, there exists a straight line
that is entirely contained in the surface (see Figure 4.2).
In Case 1, we can easily obtain that the convex hull of S is SOCr as we show in Sec-
tion 4.3.3. In Case 2, no point in the interior of the polytope can be an extreme point of
S. Observing that the convex hull of a compact set is also the convex hull of its extreme
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Figure 4.1: Two-sheets hyperboloid. The surface is the union of two convex peices.
Figure 4.2: One-sheet hyperboloid. Through every point of the surface, there exists a
straight line that is entirely contained in the surface.
points, we intersect the surface with each facet of the polytope which will contain all the
extreme points of S. Now, each such intersection leads to new sets with the same form as S
but in one dimension lower. The argument then goes by recursion. The details of the proof
are presented in Section 4.3.
After we had proved Theorem 4.1, we learned that the property described in Case 2
is known as “ruled surfaces” and it has been extensively studied from both algebraic and
geometric perspectives [57]. To the best of our knowledge, however, no one from the global
optimization community has ever exploited such results for convexification.
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4.3 Proof of Theorem 4.1
4.3.1 Convex hulls via disjunctions
In this section, we describe a simple procedure to obtain the convex hull of a compact set S
using a disjunctive argument. We use this procedure to prove Theorem 4.1 in Section 4.3.3.
Let S be a compact set and let extr(S) be the set of extreme points of S. First, we partition




Bi ⊇ extr(S). (4.2)
We observe that (4.2) implies that






⊇ conv (extr(S)) = conv (S) , (4.3)
where the last equality holds due to S being compact. Finally, we obtain that

























is SOCr [19]. Thus, we obtain from (4.4) that conv(S) is SOCr. In addition, we obtain a
constructive procedure to compute conv(S).
4.3.2 Reduction
In this section, we discuss how we can apply some transformations to the set S defined in
(4.1) so as to re-write it in a “canonical” form where all the quadratic terms are squared
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terms. This will allows us to easily classify S into Case 1 and 2 as discussed in Section 4.2.
We start with the following observation.
Observation 2. Let S ⊆ Rn and let F : Rn → Rn be an affine map. Then
conv(F (S)) = F (conv(S)),
where F (S) := {Fx |x ∈ S}. Furthermore if conv(S) is SOCr, then conv(F (S)) is also
SOCr.
Let S be the set defined in (4.1). Suppose, without loss of generality, that Q is a sym-
metric matrix. By the spectral theorem Q = V >ΣV , where Σ is a diagonal matrix and the
columns of V are a set of orthogonal vectors. Letting w = V x, we have that
S := V −1
(
{w |w>Σw + α>V −1w = d, w ∈ P̃}
)
,
where P̃ := {w |AV −1w ≤ b}.
Therefore, by Observation 2, it is sufficient to study the convex hull of a set of the form:
S :=
{











βjyj = g, (x, y, z) ∈ P
}
,
where z ∈ Rno does not appear in the quadratic constraints, nq + nl + no = n, ai 6= 0 for
i ∈ [nq] (i.e., the rank of Q is nq) and βj 6= 0 for j ∈ [nl]. By completing squares, we may
further write S as:



















, (x, y, z) ∈ P},
where σ(a) denotes the sign of a. Now, since ui =
(√





for i ∈ [nq]
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and vi = βiyi for i ∈ [nl] define linear bijections, it follows from Observation 2 that it is
sufficient to study the convex hull of the following set:










(w, x, y, z) ∈ P}, (4.5)
where we may further assume that g ≥ 0, since otherwise we may multiply the equation
by −1 and apply suitable affine transformations to bring it back to the form of (4.5).
4.3.3 Recursive argument to prove Theorem 4.1
We begin by stating a variant of Observation 2 that we will use twice along the proof.
Lemma 14. Let G = {(x,w) ∈ Rn1 × Rn2 |x ∈ G0, w = C>x + h}, where G0 ⊆ Rn1 is
bounded, and C>x+ h is an affine function of x. Then,
conv(G) = {(x,w) ∈ Rn1 × Rn2 |x ∈ conv(G0), w = C>x+ h}.
Proof. See Lemma 4 in [55].
Dealing with low dimensional polytope
Let S and P be defined as in (4.1). Next, we show that we may assume without loss
of generality that P is full dimension. In fact, if P is not full dimensional, then P is
contained in a non-trivial affine subspace defined by a system of linear equations Mx = f .





where MB is invertible. Then, we may write this system as xB =
−M−1B MNxN + M
−1
B f , where xB ∈ Rk, xN ∈ Rn−k and, for simplicity, we assume that
xB (resp. xN ) correspond to the first k (resp. last n − k) components of x. By defining
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C = −M−1B MN and h = M
−1
B f to simplify notation, we obtain
xB = CxN + h. (4.6)
By partitioningQ in sub-matrices of appropriate sizes, we may explicitly write the quadratic













 = g. (4.7)




Q̃ = C>QBBC + C




>αB + αN ,
g̃ = g − h>QBBh− α>Bh.
Therefore, we may write S as
S := {(xB, xN) ∈ Rn | x>NQ̃xN + α̃>xN = g̃, xN ∈ P̃ , xB = CxN + h}, (4.8)
where P̃ is now a full dimensional polytope. Therefore, by Lemma 14, we may assume
from now on that P is full dimensional.
Case 2: Sufficient conditions for points to not be extreme
Consider the set S as defined in (4.5).
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Lemma 15. Suppose no ≥ 1. If (a, b, c, d) ∈ S ∩ (Rnq+ × Rnq− × Rnl × Rno) where
(a, b, c, d) ∈ int(P ), then (a, b, c, d) is not an extreme point of S.
Proof. Since (a, b, c, d) ∈ int(P ), there exists a vector δ ∈ Rno \ {0} such that (a, b, c, d+
δ), (a, b, c, d− δ) ∈ P . Clearly these points are in S as well and, therefore, (a, b, c, d) is not
an extreme point of S
Lemma 16. Suppose no = 0 and nl ≥ 2. If (a, b, c) ∈ S ∩ (Rnq+ × Rnq− × Rnl) where
(a, b, c) ∈ int(P ), then (a, b, c) is not an extreme point of S.
Proof. Since nl ≥ 2, (a, b, c1±λ, c2∓λ, . . . , cn3) are feasible for sufficiently small positive
values of λ. Therefore, (a, b, c) is not an extreme point.
Lemma 17. Suppose no = 0, nq+, nq− ≥ 1 and nl = 1. If (a, b, c) ∈ S ∩ (Rnq+ × Rnq− ×
Rnl) where (a, b, c) ∈ int(P ), then (a, b, c) is not an extreme point of S.
Proof. Since nq+, nq− ≥ 1, and nl = 1, (a1 + λ, a2, . . . , anq+ , b1 + λ, b2, . . . , bnq− , c +
2λ(−a1+b1) are feasible for sufficiently small positive and negative values of λ. Therefore,
(a, b, c) is not an extreme point.
Lemma 18. Suppose no = 0, nq+ ≥ 2, nq− ≥ 1 and nl = 0. If (a, b) ∈ S ∩ (Rnq+ ×Rnq−)
where (a, b) ∈ int(P ), then (a, b) is not an extreme point of S.
Proof. We show that there exists a straight line through (a, b) that is entirely contained in
the surface defined by the quadratic equation. More specifically, we prove that there exists
a vector (u, v) ∈ (Rnq+ ×Rnq−) \ {0} such that the line {(a, b) + λ(u, v) |λ ∈ R} satisfies
the quadratic equation and therefore, (a, b) being in the interior of P cannot be an extreme
point of S. We consider two cases:
1. (a, b) 6= 0: Then observe that a 6= 0, since otherwise we would have a = 0 and
b = 0, because g ≥ 0. Observe that
nq+∑
i=1
a2i = g +
nq−∑
j=1










































































bivi = 0. (4.10)
Suppose we set v1 = 1 and vj = 0 for all j ∈ {2, . . . , nq−}. Then satisfying (4.10) is







This is the intersection of a circle of radius 1 in dimension two or higher (since
nq+ ≥ 2 in this case) and a hyperplane whose distance from the orgin is |b1|‖a‖2 . Since,
by (4.9), we have that this distance is at most 1, the hyperplane intersects the circle
and therefore we know that a real solution exists.
2. (a, b) = 0: In this case, observe that g = 0 and then 0 is a convex combination of
( ±λ, 0, . . . , 0︸ ︷︷ ︸
first nq+ components
, ±λ, 0, . . . , 0︸ ︷︷ ︸
second nq− components
)
for sufficiently small λ > 0.
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Case 1: Sufficient conditions for convex hull to be SOCr
In this section, we repeatedly use the following result from [133].
Theorem 4.2. Let G ⊆ Rn be a convex set and let f : Rn → R be a continuous function.
Then
conv ({G ∩ {x | f(x) = 0}}) = conv ({G ∩ {x | f(x) ≤ 0}}) ∩ conv ({G ∩ {x | f(x) ≥ 0}}) .
For the two lemmas that follows, consider the notation of S defined in (4.5).
Lemma 19. Suppose no = 0, nl ≤ 1. If nq+ = 0 or nq− = 0, then conv(S) is SOCr.
Proof. We consider two cases.
1. nq− = 0: Let (w, y) ∈ S∩ (Rnq+×Rnl). Let y = y1 if nl = 1 and y = 0 if nl = 0. In




to write S = S ′ ∩ S ′′, where:
S ′ := {(w, y) ∈ P | ‖2w1, . . . , 2wnq+ , (g − y − 1)‖ ≤ (g − y + 1)},
S ′′ := {(w, y) ∈ P | ‖2w1, . . . , 2wnq+ , (g − y − 1)‖ ≥ (g − y + 1)}.
Notice that S ′ is a SOCr convex set. Also notice that S ′′ is a reverse convex set
intersected with a polytope and hence conv(S ′′ ∩ P ) is polyhedral and contained
in P (see [72],Theorem 1). Therefore, by Theorem 4.2, we have that conv (S) =
conv (S ′) ∩ conv (S ′′) is SOCr.
2. nq+ = 0: Let (x, y) ∈ S∩ (Rnq+×Rnl). Let y = y1 if nl = 1 and y = 0 if nl = 0. In
this case, g−y is non-positive for all feasible values of y and may write S = S ′∩S ′′,
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where:
S ′ := {(x, y) ∈ P | ‖2x1, . . . , 2xnq− , (y − g − 1)‖ ≤ (y − g + 1)},
S ′′ := {(x, y) ∈ P | ‖2x1, . . . , 2xnq− , (y − g − 1)‖ ≥ (y − g + 1).}
Therefore, as in the previous case, conv (S) is SOCr.
Lemma 20. Suppose nq+ ≤ 1 and nl = no = 0. Then conv(S) is SOCr.
Proof. If nq+ = 0, then S is empty set or contains a single point, the origin.
Therefore, consider the case where nq+ = 1, thus w = w1. Notice that S = S ′ ∩ S ′′,
where
S ′ := {(w, x) ∈ R1 × Rnq− | w2 ≥ g +
nq−∑
j=1
x2j , (w, x) ∈ P},
S ′′ := {(w, x) ∈ R1 × Rnq− | w2 ≤ g +
nq−∑
j=1
x2j , (w, x) ∈ P}.
By Theorem 4.2, conv(S) = conv(S ′) ∩ conv(S ′′). Next, we show that both conv(S ′) and
conv(S ′′) are SOCr. Notice that S ′ is the union of the following two SOCr sets:
S ′+ :=




















































Thus, conv(S ′) = conv(S ′+ ∪ S ′−) is SOCr.






2 , (w, x) ∈ P} and is
therefore the union of two sets:
S ′′+ :=








, w ≥ 0, (w, x) ∈ P
 ,
S ′′− :=








, w ≤ 0, (w, x) ∈ P
 ,
each of them being a reverse convex set intersected with a polyhedron. Therefore, conv(S ′′+)
and conv(S ′′−) are polyhedral and therefore conv(S
′′) = conv(conv(S ′′+) ∪ conv(S ′′−)) is a
polyhedral set.
Proof of Theorem 4.1
Finally, we bring the pieces together to prove Theorem 4.1.
Proof. (of Theorem 4.1) Let S(n) be defined as in (4.5), where n = nq+ + nq− + nl + no
is the dimension of the space in which S is defined and without loss of generality P is
full-dimensional (Section 4.3.3). The proof goes by induction on n. Notice that S(1) is a
polytope and hence conv(S(1)) is SOCr. Suppose S(n) is SOCr. We show that S(n + 1)
is SOCr as well. If no = 0, nl ≤ 1, and nq+ = 0 or nq− = 0, then the result follows
from Lemma 19. Similarly, if no = 0, nq+ ≤ 1 and nl = 0, then the result follows
from Lemma 20. Otherwise, it follows from Lemma 15, 16, 17 and 18 that no point in
the interior of P can be an extreme point of S(n + 1). Let N be the number of facets
of P , each of which given by one equation of the linear system Fx = f . Let Bi =
S(n+ 1) ∩ {x ∈ Rn+1 |Fi.x = fi} be the intersection of S(n+ 1) with the ith facet of P .
By the discussion in Section 4.3.1, it is enough to show that the convex hull of each Bi is
SOCr. Let i ∈ {1, . . . , N}. Choose j0 such that Fij0 6= 0. For simplicity, suppose j0 = 1.




where Bi0 is obtained from B
i by replacing x1 = fi −
∑n+1
j=2 Fijxj in all the constraints
defining S(n + 1). Now conv(Bi0) ⊆ Rn is SOCr by induction hyptothesis. Therefore,
conv(Bi) is SOCr by Lemma 14.
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CHAPTER 5
A STUDY OF RANK-ONE SETS WITH LINEAR SIDE CONSTRAINTS AND
APPLICATION TO THE POOLING PROBLEM




A general quadratically constrained quadratic program (QCQP) is an optimization problem
of the following form:
min x>Q0x+ (a0)>x
s.t. x>Qkx+ (ak)>x ≤ bk ∀k ∈ {1, . . . ,m}
x ∈ [0, 1]n,
(5.1)
where the matrices Qi for i ∈ {0, . . . ,m} are not assumed to be positive semidefinite.
Building convex relaxations of the feasible region of a QCQP is a key direction of
research. Many general-purpose convexification schemes have been proposed for QC-
QPs. It includes, for example, the Reformulation-Linearization Technique (RLT) [127],
the Lasserre hierarchy [86], and linear programming (LP) and second-order cone program-
ming (SOCP) based alternatives to sum of squares optimization [3]. An important area of
study regarding convexification schemes for QCQPs is to convexify commonly occurring
substructures, like in the case of integer programming. However, most of the work in this
direction in the global optimization area has been focused on convexification of functions
(i.e., finding convex and concave envelopes), see for example [4, 120, 88, 20, 97, 18, 14,
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100, 49, 126, 118, 99, 136, 137, 33, 44, 1, 68]. There are relatively lesser number of re-
sults on convexification of sets [135, 110, 111, 134, 66, 82, 115, 48, 87, 34, 104, 55]. It is
well-known that it is possible to obtain tighter convex relaxations when convexifing a set
directly rather than using convex envelopes of functions describing the set. In this chapter,
we pursue the convexification of sets that appear as substructures of general QCQPs.
A common approach to obtain convex relaxations of QCQPs is that of using semidefi-
nite programming (SDP) relaxations. The first step in this approach is to write an equivalent
form of the QCQP (5.1) as follows:
min 〈Q0, X〉+ (a0)>x (5.2)






 = 1 (5.4)
x ∈ [0, 1]n, (5.5)




j=1 UijVij . Observe that all the non-convexity of the problem is
now captured by the rank-1 condition. This motivates our study of sets defined by a rank-1






W ∈ Rn1×n2+ | 〈Ak,W 〉 ≤ bk, ∀k ∈ {1, . . . ,m}, rank(W ) ≤ 1
}
,(5.6)
where we will recover (5.3)–(5.5) if we replace W with
 1 x>
x X
 and with appropriate
choice of Aks.
The starting point of our investigations is the classical result of [36] that says: if the
linear inequalities in (5.6) are Wij ≤ 1 for all i ∈ {1, . . . , n1} and j ∈ {1, . . . , n2}, then
conv(U) is exactly the boolean quadric polytope [114]. This is a well-studied polytope
1With some abuse of terminology, we will be referring to matrices whose rank is at most one by simply
rank-1 matrices.
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and inequalities describing this set, such as the McCormick inequalities [95] and triangle
inequalities [114], are already used in practice. The paper [30] shows the use of more
complicated inequalities valid for the boolean quadric polytope for solving box-constrained
quadratic programs.
However, to the best our knowledge, no other particular choice of structured linear side
constraint has ever been studied (see [23] for intersection cuts for rank-1 sets with general
linear constraints). Let us give a simple choice of linear side constraints as a motivating
example (where we do not assume the matrix variable is a square matrix): bounds on rows
or columns of the W variable, i.e., the set
U row(n1,n2)(l, u) :=
{
W ∈ Rn1×n2+ | li ≤
n2∑
j=1
Wij ≤ ui, ∀i ∈ {1, . . . , n1}, rank(W ) ≤ 1
}
,(5.7)
where we assume 0 ≤ l ≤ u. This choice of side constraints is not arbitrary, but comes up
naturally for the pooling problem [71, 67]. Also note that such a relaxation could always
be constructed for any bounded QCQP.
5.1.2 Contributions




k=1) is polyhedral or second-order cone representable (SOCr), and also
show that in each of these cases a linear objective function can be optimized over these
sets in polynomial time. These results are presented in Section 5.2. It turns out that the set
U row(n1,n2)(l, u) introduced in (5.7) is a special case of the sets studied in Section 5.2 and its
convex hull is polyhedral.
In Section 5.3, we specialize the general results of Section 5.2 for sets like U row(n1,n2)(l, u)
that are applicable for the pooling problem. We present results on the polyhedrality of
convex hull, valid inequalities and extended formulations, and complexity of separating
inequalities in the original space. Specifically in Section 5.3.3, we present several for-
82
mulations (and related discretizations) of the generalized pooling problem (i.e., pooling
problems that have pool-to-pool arcs). Then, we illustrate how the sets studied here appear
as substructures in different ways in the different pooling formulations.
Finally, in Section 5.4, we present results from computational experiments, which show
that the new inequalities generated from substructures similar to U row(n1,n2)(l, u), help in im-
proving dual bounds significantly.
5.2 General results
Notation: We use conv(S) to denote convex hull of a set S, extr(S) to denote the set of
extreme points of a set S, projx(S) to denote the projection of a set S onto the x variables,
[n] to denote the set {1, . . . , n}, and Rn++ to be the set of n dimensional positive vectors.
Let us also define the set of m−partitions of a set S as
Pm(S) := {(S1, . . . , Sm) | ∪mk=1 Sk = S, Sj ∩ Sk = ∅ for j 6= k} .








dral or second-order cone representable.
5.2.1 Some cases with polyhedral representable convex hulls
We start with the trivial case of a single linear side constraint.
Proposition 13. Suppose the set U1(n1,n2)([A









W ∈ Rn1×n2+ | 〈A1,W 〉 ≤ b1
}
.
The proof of Proposition 13 follows from the fact that the extreme points of the set
{
W ∈ Rn1×n2+ | 〈A1,W 〉 ≤ b1
}
,
2Boundedness is equivalent to A1ij > 0 for all i ∈ [n1], j ∈ [n2].
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are rank-1 matrices. Therefore, convexifying with just one constraint is not very interesting.
Next, we allow multiple linear side constraints with certain rank-1 constraint matrices.
Theorem 5.1. Consider the set Um(n1,n2)([A
k, bk]
m
k=1) defined in (5.6) where the constraint
matrices are of the form
Ak := αkβ> k ∈ [m],
where αk ∈ Rn1 for k ∈ [m] and β ∈ Rn2++. Moreover, let the αk’s be such that
{u ∈ Rn1+ | (αk)>u ≤ 0,∀ k ∈ [m]} = {0}. (5.8)








is a polyhedral set.
2. The set of extreme points of Um(n1,n2)([A
k, bk]
m










γe>h |h ∈ [n2]
}
,
where eh is the n2-dimensional vector with all components zero except the hth com-
ponent which is 1 and the γ’s are extreme points of the set:
{
γ ∈ Rn1+ |
n1∑
i=1
αki βhγi ≤ bk, k ∈ [m]
}
.










tj = 1 (5.9)
n1∑
i=1
αki βjWij ≤ bktj ∀k ∈ [m], j ∈ [n2] (5.10)
tj ≥ 0 ∀j ∈ [n2]. (5.11)
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Observe first that condition (5.8) together with the fact that βj > 0 for j ∈ [n2] imply
that {W ∈ Rn1×n2+ | 〈αkβ>,W 〉 ≤ 0,∀k ∈ [m]} is bounded, and therefore Um(n1,n2) is
bounded. Therefore, to prove (i), it is sufficient to show that the set of extreme points is
finite. We will begin by showing that in any extreme point of the set Um(n1,n2), there is at
most one non-zero column. By contradiction, let us assume that Ŵ is an extreme point with
two non-zero columns. Since rank(Ŵ ) ≤ 1 and Ŵ ≥ 0, there exists two vectors x̂ ∈ Rn1+
and ŷ ∈ Rn2+ such that Ŵ = x̂ŷ> (note we may also assume x̂ ∈ Rn1− and ŷ ∈ Rn2− ; however
we cannot have x̂ and ŷ with different component with different signs, since then Ŵ is not
non-negative). Without loss of generality, let us assume that the first two components of y
are positive. Let us define the set K(W ) := {k : 〈Ak,W 〉 = bk}. Consider two new points
W± = x̂(ŷ ± ε1e1 ∓ ε2e2)>. Observe that we can select small but positive ε1 and ε2 such
that both W+ and W− belong to Um(n1,n2) since for each k ∈ K(Ŵ ) we have
bk = 〈αkβ>, x̂(ŷ ± ε1e1 ∓ ε2e2)>〉 ⇔ (x̂>αk)(β1ε1 − β2ε2) = 0⇔ β1ε1 = β2ε2,
where note that β1 > 0 and β2 > 0. Hence, we reach a contradiction to Ŵ being an extreme
point.
Finally, the fact that there is at most one non-zero column in an extreme point of Um(n1,n2),
the extreme points with jth column being non-zero is of the form:
W u = 0, u ∈ [n2] \ {j}, W ≥ 0, βj(αk)>W j ≤ bk ∀k ∈ [m], (5.12)
where W u is the uth column of W . Thus, there are finitely many extreme points. Hence,
the result follows. This also proves (ii).
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: Part (ii) lists all the extreme points of Um(n1,n2). It













: We first claim that in any extreme point of V m(n1,n2)
exactly one t variable is positive. In particular, let (t̂, Ŵ ) ∈ V m(n1,n2) and without loss of
generality let t̂1 6= 0, t̂2 6= 0. Let ε such that 0 < ε ≤ 12 · min{t̂1, t̂2}. Then we construct
two solutions (t̃, W̃ ) and (t̄, W̄ ) as follows:
t̃1 = t̂1 − ε, t̄1 = t̂1 + ε; t̃2 = t̂1 + ε, t̄1 = t̂1 − ε; t̃j = t̄j = t̂j∀j ∈ [n2] \ {1, 2};
For j ∈ {1, 2}: W̃ ij = t̃j
t̂j
Ŵij and W̄ ij =
t̄j
t̂j
Ŵij; W̃ij = W̄ij = Ŵij∀i ∈ [n1], j ∈
[n2] \ {1, 2}.
It is straighforward to verify that (t̃, W̃ ) and (t̄, W̄ ) belong to V m(n1,n2). Thus, (t̂, Ŵ ) is not
an extreme point of V m(n1,n2).
Since an extreme point of V m(n1,n2) has exactly one positive component in t, each extreme
point of V m(n1,n2) are of the form: tj′ = 1, and Wj′ is an extreme point of{
x ∈ Rn1+ |
∑
i
αki βj′xi ≤ bk
}
,
for some j′ and tj = 0, Wij = 0 for all j ∈ [n2] \ j′ (tj = 0 implies Wij = 0, due to




















5.2.2 Some cases with second-order cone representable convex hulls
In this section, we study two cases in which the convex hull is SOCr but not necessary
polyhedral. We first consider sets with two arbitrary linear side constraints.
Theorem 5.2. Suppose that the set U2(n1,n2)([A
k, bk]
2
k=1) as defined in (5.6) is bounded.
Then, the convex hull of U2(n1,n2)([A
k, bk]
2
k=1) is SOCr. Moreover, a linear function can be
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Proof. Note that the since U2(n1,n2)([A
k, bk]
2
k=1) is assumed to be bounded, we have that the
convex hull of U2(n1,n2)([A
k, bk]
2
k=1) is the convex hull of its extreme points.
We first claim that in any extreme point, there are at most two non-zero columns. By
contradiction, let us assume that Ŵ is an extreme point with three non-zero columns. Since
rank(Ŵ ) = 1 and Ŵ ≥ 0, there exists two vectors x̂ ∈ Rn1+ and ŷ ∈ Rn2+ such that
Ŵ = x̂ŷ>. Without loss of generality, let us assume that the first three components of y are
positive. Consider two new points W± = x̂(ŷ ± ε1e1 ± ε2e2 ± ε3e3)>. Note that we can
select a non-zero vector (ε1, ε2, ε3) with small enough magnitude such that both W+ and
W− belong to U2(n1,n2)([A
k, bk]
2
k=1) since we have
〈Ak, x̂ŷ>〉 = 〈Ak, x̂(ŷ ± ε1e1 ± ε2e2 ± ε3e3)>〉
⇔ 0 = (x̂>Ake1)ε1 + (x̂>Ake2)ε2 + (x̂>Ake3)ε3 k = 1, 2.
Note that this homogeneous system is guaranteed to have a non-trivial solution in (ε1, ε2, ε3).
Hence, we reach to a contradiction.
Following a similar procedure, one can also show that there are at most two non-zero
rows in any extreme point. Therefore, we deduce that the largest non-zero submatrix of the
extreme point of the set U2(n1,n2)([A
k, bk]
2
k=1) is 2× 2.
Now, let us fix a particular two-by-two submatrix of W . We will show that the convex
hull of all extreme points whose support is on this particular choice of two-by-two subma-
trix is SOCr. Since the convex hull of the union of SOCr compact sets is SOCr, we have that
convex hull of the extreme points of U2(n1,n2)([A
k, bk]
2
k=1) is SOCr, which would complete
the proof. Without loss of generality, consider the extreme points with support on the first
two rows and first two columns. Then we are looking for the convex hull of the following
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set (which is satisfied by all the extreme points):
〈Ak,W 〉 ≤ bk ∀k ∈ {1, 2}
Wij ≥ 0 ∀i ∈ [n1], j ∈ [n1]
Wij = 0 if i ≥ 3 or j ≥ 3
W11W22 = W21W12.
(5.13)
It was recently shown in [55] that the convex hull of a set described by a quadratic




k=1), it is bounded). This completes the proof.
Finally, note that optimizing a linear function on U2(n1,n2)([A
k, bk]
2
k=1) is equivalent to










possible choices of supports and for each choice, we can optimize a linear function over
(5.13) in polynomial time (the size of the SOC-representation is linear in the total number
of faces of the polytope, which is fixed in (5.13) since there are only six linear inequalities
in four variables).
Note that the papers [34, 104] show that the convex hull of two quadratic constraints
is SOCr. Although Theorem 5.2 is of similar flavor, it allows for the additional side con-
straints, namely, the non-negativities on the bilinear terms (i.e., the constraint W ≥ 0).
Moreover, the proof technique here is completely different from those used in [34, 104].
Next, we allow multiple linear side constraints with certain rank-2 constraint matrices
and show that a result similar to Theorem 5.2 is possible.




(5.6) is bounded. Assume that the constraint matrices are of the form
Ak := αkββ> + γkδδ> k ∈ [m],














Proof. First, note that the non-negativity of αk, γk and positivity of β, δ imply that the set
is bounded.












for every distinct indices j1, j2, j3. This guarantees that the following system has a non-
trivial solution in ε:
αk(β>x̂)[βj1ε1 + βj2ε2 + βj3ε3] = 0 k ∈ [m]
γk(δ>x̂)[δj1ε1 + δj2ε2 + δj3ε3] = 0 k ∈ [m].
(5.14)
After establishing the above relation, we proceed similar to the proof of Proposition 5.2.
We again claim that in any extreme point, there are at most two non-zero columns. By con-
tradiction, let us assume that Ŵ = x̂ŷ> is an extreme point with three non-zero columns.
Without loss of generality, let these be the first three columns. However, in this case, the
following system has a non-trivial solution in ε,
αk(β>x̂)[β1ε1 + β2ε2 + β3ε3] + γ
k(δ>x̂)[δ1ε1 + δ2ε2 + δ3ε3] = 0 k ∈ [m],
due to (5.14) (with the choice of j1 = 1, j2 = 2, j3 = 3). Therefore, two points defined
as W± = x̂(ŷ ± ε1e1 ± ε2e2 ± ε3e3)> belong to Um(n1,n1)([A
k, bk]
m
k=1) for some non-zero ε,
contradicting to the assumption that Ŵ is an extreme point.








, there can be at most two non-zero rows. Therefore, we deduce
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that the largest non-zero submatrix of an extreme point is 2 × 2. The rest of the proof is
identical to the last part of the proof of Theorem 5.2.
5.3 Application of results to the pooling problem
In this section, we show how the results presented in Section 5.2 apply to the pooling
problem.
5.3.1 Convex hull results and valid inequalities
Our first result of this section, Proposition 14 presented below, is regarding the convex hull
of the set U row(n1,n2)(l, u) introduced in (5.7).
Proposition 14. Consider the set U row(n1,n2)(l, u) described in (5.7) where we assume ui is





is a polyhedral set.







tj = 1 (5.15)
litj ≤ Wij ≤ uitj ∀i ∈ [n1], j ∈ [n2] (5.16)
tj ≥ 0 ∀j ∈ [n2]. (5.17)
Therefore, a linear function can be optimized in polynomial time on U row(n1,n2)(l, u).
3. Let I := {i ∈ [n1] | li > 0}. Without loss of generality, let us assume that the first |I|
components of l are positive. Assuming ui > 0 for all i ∈ [n1] (otherwise, we may fix




















≥ 1 ∀(T1, . . . , T|I|) ∈ P|I|([n2]) (5.19)
li1Wi2j ≤ ui2Wi1j ∀j ∈ [n2], i1 ∈ I, i2 ∈ [n1] and i1 6= i2 (5.20)
Wij ≥ 0 ∀i ∈ [n1], j ∈ [n2], (5.21)
where (5.19) are not required (in fact not well-defined) in the convex hull description
if I = ∅. The inequalities (5.18) and (5.19) can be separated in polynomial-time.
Note that parts (i) and (ii) of Proposition 14 are a corollary of Theorem 5.1, where we
choose β = e and, for i ∈ [n1], k ∈ [2n1], we define: αk = ei, bk = ui if k = i; αk =
−ei, bk = −li if k = n1 + i. For part (iii), we project the extended formulation presented
in part (ii) to the space of the original variables W via Fourier-Motzkin procedure. The
details of our proof of (iii) is presented in Appendix A.1.
We next highlight an interesting connection between the extended formulation pre-
sented in Proposition 14 and McCormick inequalities. In particular, note that since W is a
rank-1 matrix, we have that Wij∑
j′ Wij′
is a constant independent of the row index i (assuming∑







∀i ∈ [n1], j ∈ [n2], (5.22)
where the fact that the ratio variable t is independent of row index, is indicated with it being




tj = 1, tj ≥ 0 ∀j ∈ [n2]. (5.23)
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Finally, we may apply McCormick inequalities for (5.22), by observing that we have the
bounds 0 ≤ tj ≤ 1 and li ≤
∑n2
j′=1Wij′ ≤ ui, to obtain:




Wij′ − ui ≤ Wij ≤ litj +
n2∑
j′=1
Wij′ − li. (5.25)
Now, observe that (5.23) together with the first two inequalities of the McCormick en-
velopes (5.24) above yields the extended formulation. Indeed, one can also check that
(5.25) is implied by (5.24) and (5.23). This connection between McCormick inequalities
and the extended formulation of the convex hull will be used later when we discretize var-
ious substructures of the pooling problem (see Section 5.3.2).
Next, we record another simple application of Theorem 5.1 that will be useful for the
pooling problem. Consider the set











rank(W ) ≤ 1},
(5.26)
where we assume 0 < ui ≤ U (otherwise we can replace ui by U ) and U ≤
∑n1
i=1 ui
(otherwise we replace U by
∑n1
i=1 ui).
Proposition 15. Consider the set U row+(n1,n2)(l, u, L, U) described in (5.26) where we assume
that U is finite. Then, the following hold:
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1. An extended formulation of conv
(









Wij ≤ Utj ∀j ∈ [n2] (5.28)
litj ≤ Wij ≤ uitj ∀i ∈ [n1],∀j ∈ [n2] (5.29)
tj ≥ 0 ∀j ∈ [n2]. (5.30)
2. Let I := {i ∈ [n1] | li > 0}. Without loss of generality, let us assume that the first |I|
components of l are positive. Assuming ui > 0 for all i ∈ [n1], conv
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Wij ≥ 1 ∀(T0, T1, . . . , T|I|) ∈ P|I|([n2]) (5.32)
(5.20)− (5.21).
The inequalities (5.31) and (5.32) can be separated in polynomial-time.
Part (i) of Proposition 15 is a corollary of Theorem 5.1. It can also be viewed as an
extension of Proposition 14(ii), where we further define αk = e, bk = U if k = 2n1 + 1;
and αk = −e, bk = −L if k = 2n1 +2. The proof of part (ii) is presented in Appendix A.2.
Clearly, all the results above also apply to a set where instead of row bounds, we have




W ∈ Rn1×n2+ | l′j ≤
n1∑
i=1
Wij ≤ u′j,∀j ∈ [n2], rank(W ) ≤ 1
}
, (5.33)
and the set U col+(n1,n2)(l
′, u′, L, U) defined analogously to U row+(n1,n2)(l, u, L, U). A natural exten-
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sion to these results is the intersection of the two sets. The first observation is that convex
hull is not polyhedral.
Theorem 5.4. conv
(
U row(2,2)(l, u) ∩ U col(2,2)(l′, u′)
)
is SOCr, but not polyhedral.
A proof of Theorem 5.4 is presented in Appendix A.3. Unfortunately, we do not have
a complete description of conv(U row(n1,n2)(l, u)∩U
col
(n1,n2)
(l′, u′)) for general n1, n2 ∈ Z+. We
conjecture that optimizing a linear function on U row(n1,n2)(l, u) ∩ U
col
(n1,n2)
(l′, u′) is NP-hard.
5.3.2 Relaxations and restrictions by discretization
We now provide inner and outer-approximations of the set U row(n1,n2)(l, u) via discretization.
See [101, 67, 51] for more details and examples of application of this technique to the pool-
ing problem. Let us start with the outer-approximation (or relaxation) and the discretization





where H ∈ Z++ is the discretization level, zjh are binary variables and γj is a continuous
non-negative variable upper-bounded by 2−H . As discussed in the previous section, apply-
ing McCormick inequalities to (5.22) yields the convex hull of U row(n1,n2)(l, u). Thus it makes











∀i ∈ [n1],∀j ∈ [n2].








γj , and write down the
McCormick envelopes respectively as




Wij′ − ui ≤αijh ≤ lizjh +
n2∑
j′=1
Wij′ − li ∀i ∈ [n1],∀j ∈ [n2],∀h ∈ [H], (5.35)
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and

















∀i ∈ [n1],∀j ∈ [n2]. (5.37)
Then, we obtain the following outer-approximation of U row(n1,n2)(l, u):
Drow(n1,n2,H)(l, u) := {W ∈ R
n1×n2








−hαijh + βij, ∀i ∈ [n1],∀j ∈ [n2]}.




We will later use the setDrow(n1,n2,H)(l, u) to obtain MILP relaxations of the pooling problem.





















∀i ∈ [n1],∀j ∈ [n2].
Finally, we obtain the following inner-approximation of U row(n1,n2)(l, u):
Drow(n1,n2,H)(l, u) := {W ∈ R
n1×n2










−hαijh, ∀i ∈ [n1],∀j ∈ [n2]}.
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We will later use the setDrow(n1,n2,H)(l, u) to obtain MILP restrictions of the pooling problem.
One can analogously define similar inner and outer-approximations, denoted respec-
tively as Dcol(n1,n2,H)(l
′, u′) and Dcol(n1,n2,H)(l
′, u′), for the set U col(n1,n2)(l
′, u′) as well.
5.3.3 Application of convex hull results to the pooling problem
Pooling problems constitute an important class of non-convex optimization problems in
chemical engineering and process design. In this section, we will first review the multi-
commodity flow formulation of the generalized pooling problem, and then explain how the
convex hull results in Section 5.3.1 can be applied to obtain strong relaxations.
Let us first introduce our notation of the generalized pooling problem, which primarily
coincides with [6]. Let G = (N,A) be a graph with the node set N and the arc set A. We
will denote the set of source (or input), intermediate (or pool) and terminal (or output) nodes
as S, I and T , respectively. We have thatN = S∪I∪T andA ⊆ (S×(I∪T ))∪(I×(I∪T )).
We will denote the set of source nodes from which there is a path (not necessarily direct)
to node i as Si, and the set of terminal nodes to which there is a path (not necessarily direct)
from node i as Ti. We also define
N+i := {j | (i, j) ∈ A} and N−i := {j | (j, i) ∈ A}.
Let K be the set of specifications tracked. Assume that the specification k of source s




The capacities of a node i ∈ N and an arc (i, j) ∈ A are denoted as Ui and uij (we will
also assume possibly trivial lower bounds for each node i and arc (i, j) as Li and lij).
Note that in the standard pooling problem there are no arcs between pools, i.e., from the
set (I × I). While the standard pooling problem is NP-hard to solve [5, 69], there are also
some positive results. For instance, a polynomial-time n-approximation algorithm (n is
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the number of output nodes) is presented in [51], convex hull of special substructure (with
one pool node) has been studied [91], and recently some very special cases of the pooling
problem has been shown to be polynomially solvable [69, 70, 26, 13]. However, none of
these positive results apply for the generalized pooling problem in which the corresponding
graph has arcs between pools, i.e., from the set (I × I). It is well-understood that the
generalized pooling problem is more challenging (and realistic) than the standard pooling
problem.
In the remainder of this section, we present different ways to formulate the feasible
region of the generalized pooling problem from the rank-1 perspective. We will assume
that the objective function is linear in terms of decision variables and specify its exact
expression when we discuss the computational experiments since the objective function
changes from instance to instance. Then, in Section 5.3.4, we compare all the relaxations
introduced here with the ones known from literature.
Source-based rank formulation
Let us define the following two sets of decision variables: Let fij be the amount of flow
from node i to node j and xsij be the amount of flow on arc (i, j) originated at the source
s ∈ Si.
We will now describe the constraints of the generalized pooling problem. First, we start
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fij ≤ Ui ∀i ∈ S (5.39)





xsij ∀i ∈ I,∀s ∈ Si (5.41)
∑
s∈Si
xsij = fij ∀(i, j) ∈ A (5.42)
∑
j∈N+i
xsij = fsi ∀i ∈ I,∀s ∈ Si (5.43)
xsij ≥ 0 ∀(i, j) ∈ A, ∀s ∈ Si. (5.44)
Here, constraints (5.38) and (5.39) correspond to node capacity while constraint (5.40)
corresponds to the capacity of arc (i, j). We note that there may not exist an arc between
each (s, i) pair, in which case we will call the quantity fsi a ghost flow. Constraint (5.41) is
a flow conservation constraint for a node i and source s while constraints (5.42) and (5.43)
guarantees that the decomposed flow based on the origin sums up to the actual flow for
each arc (i, j).
















fjt ∀t ∈ T,∀k ∈ K. (5.45)
Finally, we present different ways to formulate the non-convex constraints of the pool-
ing problem. A standard approach in the literature, which leads to the well-known pq−Formulation
[136, 6], is to define the proportion variables qsi representing the fraction of flow at pool i
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originated at source s, and include the following bilinear constraints:
xsij = q
s
i fij ∀(i, j) ∈ A, ∀s ∈ Si. (5.46)
Our key observation is to rewrite the bilinear constraints in (5.46) as a set of rank restric-







= 1 ∀i ∈ I. (5.47)
The consequences of this realization will be discussed in detail when we construct the
polyhedral relaxations of the pooling problem.
Polyhedral relaxations: We will now present two ways to convexify the source-based
formulation of the pooling problem. The first relaxation is obtained by the convexification
of the rank constraints (5.47) via the column-wise extended formulation, and defined over
the following polyhedral set:
FS1 :=
{






















We remark that this relaxation is equivalent to the McCormick relaxation of the pq-Formulation
in which bilinear equations (5.46) are convexified via the McCormick envelopes and the
following implied constraints are added [2, 136]:
∑
s∈Si
qsi = 1,∀i ∈ I, Liqsi ≤
∑
j∈N+i
xsij ≤ Uiqsi ,∀i ∈ I,∀s ∈ Si.
The second relaxation is a strengthening of the previous one with the addition of the
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row-wise extended formulation of the rank constraints (5.47), and defined as below:
FS2 :=
{




















, ∀i ∈ I
}
.
We also considered a similar relaxation to FS1 , in which the row-wise (instead of the
column-wise) extended formulation is used. However, we empirically observed that such a
relaxation is consistently weaker and hence omitted from further discussion.
Discretization relaxations: We will now present three ways to relax the source-based
formulation of the pooling problem to obtain dual bounds using discretization techniques.
The first relaxation is obtained by the discretization of the rank constraints (5.47) via the
column-wise extended formulation, and defined as follows:
MS1 (H) :=
{





































































We do not consider simultaneously discretization with respect to row-wise and column-
























since this becomes a very large formulation.
Following the definition of Dcol, we conclude thatMS1 (H) andMS2 (H) are obtained
from discretizing the ratio variables qsi in (5.46) over FS1 and FS2 , respectively. To interpret
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MS3 (H), we first observe that we can rewrite (5.47) as
xsij = fsiq
′
ij ∀(i, j) ∈ A, ∀s ∈ Si, (5.48)
where we have introduced the artificial ratio variables q′ij . Following the definition ofD
row
,
we conclude thatMS3 (H) is obtained from discretizing these newly introduced ratio vari-
ables q′ij over FS2 .
Discretization restrictions: We will now present two ways to restrict the source-based
formulation of the pooling problem to obtain primal bounds. The first restriction is obtained
via the discretization of the rank constraints (5.47), and defined as follows:
GS1 (H) :=
{




















where H ∈ Z+ defines the discretization level. We remark that this restriction is equivalent
to discretizing the q variables in each bilinear equation (5.46) of the pq-Formulation.
The second restriction is obtained in a similar way and given below:
GS2 (H) :=
{





















Let us define a new set of decision variables xtij to denote the amount of flow on arc (i, j)
ended at the terminal t ∈ Tj .
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fij ≤ Ui ∀i ∈ S (5.50)





xtji ∀j ∈ I,∀t ∈ Tj (5.52)
∑
t∈Tj
xtij = fij ∀(i, j) ∈ A (5.53)
∑
i∈N−j
xtij = fjt ∀j ∈ I,∀t ∈ Tj (5.54)
xtij ≥ 0 ∀(i, j) ∈ A, ∀t ∈ Tj. (5.55)













fjt ∀t ∈ T,∀k ∈ K. (5.56)




jfij ∀(i, j) ∈ A,∀t ∈ Tj. (5.57)
This formulation, called the tp−Formulation, was first proposed in [5] for the standard
pooling problem, and then extended to the generalized pooling in [28].
We will again rewrite the bilinear constraints in (5.57) as a set of rank restrictions on a







= 1 ∀j ∈ I. (5.58)
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Polyhedral relaxations: Similar to the relaxations of the source-based formulation in



















































We remark that relaxation FT1 is equivalent to the McCormick relaxation of the tp-
Formulation in which bilinear equations (5.57) are convexified via the McCormick en-










j,∀j ∈ I,∀t ∈ Tj . The second relaxation FT2 is a strengthening of the first one by the
addition of the column-wise extended formulation.
Like in the case of the source-based formulation, we also considered a similar relaxation
to FT1 , in which the column-wise (instead of the row-wise) extended formulation is used.
However, also in this case, we empirically concluded that such a relaxation is weaker.
Discretization relaxations: Similarly to the relaxation of the source-based formulation







































































Discretization restrictions: Similarly to the restriction of the source-based formulation
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in Section 5.3.3, we define the following two restrictions based on the terminal formulation:
GT1 (H) :=
{










































Source and terminal-based rank formulation
Let us define another set of decision variables xstij to denote the amount of flow on arc (i, j)
originated at the source s ∈ Si and ended at the terminal t ∈ Tj . In this formulation, first
appeared in [28], we keep all the flow-related constraints of the source and terminal-based





















xstij = fjt ∀j ∈ I,∀t ∈ Tj (5.62)
xstij ≥ 0 ∀(i, j) ∈ A, ∀s ∈ Ti,∀t ∈ Tj. (5.63)
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fjt ∀t ∈ T,∀k ∈ K. (5.64)




ijfij ∀(i, j) ∈ A, ∀s ∈ Si,∀t ∈ Tj. (5.65)






j ∀(i, j) ∈ A, ∀s ∈ Si,∀t ∈ Tj. (5.66)
We will again rewrite the bilinear constraints in (5.65) as a set of rank restrictions on a







= 1 ∀(i, j) ∈ A ∩ (I × I). (5.67)
Polyhedral relaxations: Similar to the relaxations of the source and terminal-based
formulation in Section 5.3.3 and 5.3.3, we define the following two polyhedral relaxations
based on the source-terminal formulation:
FST1 :=
{


















,∀(i, j) ∈ A
}






















,∀(i, j) ∈ A
}
,
where Mc denotes the McCormick relaxation of (5.66), and we use “∩” with slight abuse
of notation since the sets do not live in the same variable space.
In our preliminary computations, we found that relaxation FST2 is too big and numeri-
cally unstable. Thus, we omitted from further discussing this relaxation.
5.3.4 Comparison with previous work
Some of the relaxations presented in the previous section coincide with the well known
relaxations of the pooling problem from the literature. Table 5.1 provides a summary as
to which of these relaxations are already known and which of them, to the best of our
knowledge, are new.
Table 5.1: New relaxations vs. known relaxations for standard and generalized pooling.
Formulation Standard Pooling Generalized Pooling
FS1 Known [136] Known [6]
FT1 Known [5] Known [28]
FST1 Known [28] Known [28]
FS2 Known* [5] New
FT2 Known* [5] New
We recall thatFS1 andFT1 respectively correspond to the classical pq- and tp-relaxations
for standard pooling. In the generalized pooling setting, FT1 and FS1 correspond to the
McCormick relaxations of the MCF-J-PQ and MCF-I-PQ formulations in [28]. Moreover,
FST1 coincides with the McCormick relaxation of the MCF-(I×J)-PQ formulation, also
introduced in [28].
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To the best of our knowledge, the relaxations FS2 and FT2 are new, at least in the case
of generalized pooling. In fact, since we have FS1 ∩FT1 = FS2 = FT2 for standard pooling,
these two relaxations happen to be equivalent to the stp-relaxation introduced in [5], which
is the intersection of pq- and tp-relaxations (the asterisk in Table 5.1 signalizes this fact).
However, for generalized pooling instances, this equivalence no longer holds. Therefore,
FS2 and FT2 are new formulations in the generalized pooling setting. Moreover, our compu-
tational experiments have demonstrated that the intersection of FS2 and FT2 yields the best
bounds on average as shown in Table 5.9, which demonstrates the value of formulating the
generalized pooling problems with the rank-1 perspective.
5.3.5 Flow interpretation of the rank-1 conditions
Recall that in the pq-formulation, for a fixed pool i ∈ L and for any source s ∈ Si, the ratio




∀j ∈ N+i ⇒ xsij = qsi fij ∀j ∈ N+i .
Since qsi does not depend on j ∈ N+i , these equations say that if, let say, 80% of the total
flow on a particular arc (i, j) originates at source s, then 80% of the total flow on any arc
(i, j), j ∈ N+i , originates at source s (see Figure 5.1). In other words, the pq-formulation
enforces flow consistency on the terminal side.
Figure 5.1: Flow consistency enforced by the pq-formulation at pool i with respect to
source s.
Similarly, in the tp-formulation, for a fixed pool j ∈ L and for any terminal t ∈ Tj , the
107




∀i ∈ N−j ⇒ xtij = qtjfij ∀i ∈ N−j .
Since qtj does not depend on i ∈ N−j , these equations say that if, let say, 80% of the total
flow on a particular arc (i, j) will eventually reach terminal t, then 80% of the total flow
on any arc (i, j), i ∈ N−j , will eventually reach terminal t (see Figure 5.2). In other words,
the tp-formulation enforces flow consistency on the source side.
Figure 5.2: Flow consistency enforced by the tp-formulation at pool j with respect to
terminal t.
To see how these relations naturally yield the rank-1 condition, we consider again a
fixed pool i ∈ L in the pq-formulation and look at the following matrix:
[xsij](s,j) =

x1i1 · · · x1ij · · · x1in
...
xsi1 · · · xsij · · · xsin
...




Notice that, for all s ∈ Si and j ∈ N+i ,
xsij = q
s
i fij, ⇔ [xsij](s,j) = [qsi ]s[fij]>j ⇔ rank([xsij](s,j)) = 1.
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However, the following also holds for all s ∈ Si and j ∈ N+i :
xsij = q
s










ij . Therefore, for a fixed row s of the matrix [x
s
ij](s,j), the ratio between
any element of that row and its column sum does not depend on the column index j. More-












for each matrix [xsij](s,j), we obtain theFS1 relaxation which coincides with the pq-relaxation.
Now, recall that if a matrix is rank-1, then its transpose is rank-1 as well. Hence, any
property that applies to the column must similarly apply to the rows as well. Therefore, in










⇔ rank([xsij](s,j)) = 1, (5.69)




ij′ represents the total flow from source s to pool i. Since q
′
ij does
not depend on s ∈ Si, these equations say that if, let say, 80% of the total flow streaming
from a particular source s to pool i will eventually reach terminal t, then 80% of the total
flow from any source s ∈ Si will eventually reach terminal t (see Figure 5.3). In other
Figure 5.3: Flow consistency enforced by the pq-formulation on the source side via rank-1
condition.
words, the row rank-1 condition on the pq-formulation enforces (partially, for generalized
pooling instances) flow consistency on the source side. Thus, by applying our convex hull












for each matrix [xsij](s,j), we partially recover
the strength of the tp-formulation, without ever defining the variables of the tp-formulation!
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Similarly, by using rank-1 conditions on both row and columns in the tp-formulation, we
enforce flow consistency on the source side and partially enforce flow consistency on the
terminal side. This explains why FS1 ∩ FT1 = FS2 = FT2 for standard pooling as we
observed in Section 5.3.4.
In conclusion:
- The pq-formulation enforces flow consistency on the terminal side only, and the tp-
formulation enforces flow consistency on the source side only;
- The pq-formulation intersected with the tp-formulation yields a stronger formulation;
- A even stronger formulation is given by MCF-(I×J)-PQ [28]. It captures the inter-
dependency between the ratio variables qsi from the pq-formulation and q
t
j from the
tp-formulation. Therefore, it somehow connects flow consistency requirements from
both sides of the network;
- Ours “rank-1 pq-formulation” (pq-formulation augmented with the redundant con-
straints 5.69) enforces the flow consistency requirements on both sides simultane-
ously using much less variables. Same is true for our “rank-1 tp-formulation”.
- The rank-1 pq-formulation intersected with the rank-1 tp-formulation yields a stronger
formulation, which is incomparable with MCF-(I×J)-PQ but is a much smaller for-
mulation (see for instance Table 5.3).
5.4 Computational results
5.4.1 Software and hardware
All of our experiments were run on a Windows 10 machine with 64-bit operating system,
x64 based processor with 2.19 GHz, and 32 GB RAM. We used Gurobi 7.5.1 to solve all
the linear and mixed-integer linear programs.
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5.4.2 Instances
We experimented with three different sets of generalized pooling problem instances. The
first set of instances is composed by real-world data from the mining industry [29], the sec-
ond set is a collection of instances from [6], and the third one was generated by following
the recipe proposed in [6].
Mining: We start with a short description of the business problem. Raw material (coal or
iron ore, for example) with known quality are blended at points in time in the so-called sup-
ply points. Orders for blended product arrive at known points in time and must be satisfied
exactly by blending previously blended material from the supply points. Costumers specify
the minimum quality level for the final blended product. If the raw material is coal, quality
level can be determined by the amount of ash and sulfur, for instance. A penalty is incurred
if the minimum quality level is violated. The goal is to determine how much material to
use from each supply point to meet the demand of each demand while minimizing total
penalty. See [29] for more details about the problem, including how it can be formulated as
an instance of the generalized pooling problem. We experiment with 24 instances includ-
ing quarterly, half-yearly and annual planning horizons. Details regarding the size of each
instance are displayed in Table B.1.
Literature: In this class, we first considered 40 instances defined in [6]. However, the
standard pq-relaxation closes the duality gap for 28 of these instances. Therefore, we only
focus on instances L1, L2, L3, L4, L5, L6, L12, L13, L14, L15, C2 and D1 that have non-
trivial duality gap, and report the results of the experiments related to these 12 instances.
See Table B.2 for further information about them. Instances whose name start with “L”,
were constructed by the authors of [6] by adding pool-to-pool arcs to standard instances
from the literature while instances C2 and D1 were randomly generated. The objective
function for all 12 instances is to minimize the total cost associated with each arc.
Random: We generated this set of instances in the same way the authors of [6] gener-
ated instances C2 and D1. The only difference is that we increased the number of nodes
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and changed the density of the network to obtain more challenging instances. In total,
we constructed 24 instances as described in Table B.3. The objective function is to min-
imize the total cost associated with each arc. These instances are available at https:
//sites.google.com/view/asteroide-santana/pooling-problem.
5.4.3 Primal bounds
Primal bounds were available from the literature for both Mining [29] and Literature [6]
instances. We compute primal bounds for the Random instances using the MILP discretiza-
tion restrictions GSk (H) and GTk (H), k = 1, 2. In our experiments, we choose the discretiza-
tion level H = 3 for all the instances–meaning that each discretized variable may assume
23 different values uniformly distributed within its domain. We then use the best primal
bound among these four bounds to compute duality gap. Since the solver can take long to
close the MILP duality gap, we set time limit of 1800s for each instance. If the MILP is
not solved within this time limit, the MILP primal bound is taken as primal bound for the
corresponding instance.
Table 5.2 displays the primal bound, the MILP duality gap, and run time, for each
discretization restriction. The best performing method is highlighted in bold. Notice that
GS2 (H), which is not based on the standard pq-formulation, has the best average perfor-
mance. This is true in terms of finding the best primal bound, closing the MILP duality gap
as well as running time.
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Table 5.2: Primal bounds via discretization for Random instances. Here, “Bound”, “Gap”
and “Time” are the MILP primal bound, the percentage optimality gap of the MILP model
upon termination, and run time in seconds, respectively.
GS1 (H) GS2 (H) GT1 (H) GT2 (H)
Inst Bound Gap Time Bound Gap Time Bound Gap Time Bound Gap Time
F1 -1933.62 0.00 22.72 -1968.17 0.00 5.73 -1968.00 0.01 6.30 -1957.15 0.00 21.05
F2 -4223.78 5.63 1800.02 -4340.93 1.52 1800.03 -4265.44 3.69 1800.03 -4287.22 3.56 1800.03
F3 -1293.56 2.96 1800.08 -1344.41 0.00 620.59 -1344.43 3.34 1800.06 -1251.69 10.29 1800.08
F4 0.00 0.00 1.30 0.00 0.00 3.27 0.00 0.00 2.20 0.00 0.00 3.11
F5 -2735.68 12.86 1800.02 -2892.68 4.41 1800.05 -2721.91 13.40 1800.03 -2685.98 14.75 1800.03
F6 -4818.56 8.05 1800.09 -4770.56 8.40 1800.03 -4768.38 9.64 1800.05 -4785.93 8.67 1800.19
F7 -2214.34 35.81 1800.03 -2431.58 24.13 1800.03 -2322.47 29.88 1800.05 -2290.95 29.21 1800.06
F8 -2493.85 27.16 1800.17 -2895.15 10.06 1800.05 -2893.45 4.73 1800.03 -2733.37 14.15 1800.06
F9 -2290.91 17.91 1800.03 -2552.66 1.97 1800.05 -2536.85 4.54 1800.06 -2192.65 21.55 1800.06
F10 -2721.10 5.70 1800.03 -3006.92 0.00 1292.48 -2969.85 0.77 1800.05 -2897.09 0.70 1800.03
F11 -2104.35 0.00 26.83 -2159.43 0.00 6.55 -2159.43 0.00 7.03 -2143.44 0.00 8.50
F12 -4541.65 2.05 1800.02 -4594.01 0.01 1107.47 -4583.04 1.11 1800.06 -4546.62 2.03 1800.05
F13 -2786.81 6.54 1800.03 -2872.81 0.01 1320.28 -2867.10 2.22 1800.03 -2812.18 6.09 1800.05
F14 -492.11 0.00 11.27 -497.23 0.00 0.91 -497.23 0.00 0.95 -495.81 0.00 4.14
F15 -2365.46 8.43 1800.02 -2414.56 10.43 1800.03 -2396.89 11.97 1800.06 -2379.11 13.12 1800.02
F16 -5824.86 0.01 271.45 -5834.27 0.00 274.00 -5838.04 0.00 59.13 -5831.01 0.01 326.98
F17 -2100.98 0.00 17.16 -2098.36 0.00 4.41 -2098.36 0.00 8.25 -2105.35 0.00 9.37
F18 -744.71 0.01 194.59 -760.57 0.00 22.61 -760.55 0.00 14.98 -745.66 0.01 130.30
F19 -555.37 0.00 1.03 -582.87 0.00 0.53 -582.87 0.01 0.36 -555.37 0.00 0.66
F20 -3419.62 5.44 1800.02 -3599.41 0.00 115.48 -3548.90 0.00 318.98 -3537.36 0.01 842.69
F21 -8094.23 30.97 1800.08 -8417.90 25.51 1800.09 -7567.30 40.54 1800.14 -7312.21 44.58 1800.05
F22 -3629.75 14.18 1800.00 -3893.33 9.51 1800.03 -3854.77 10.53 1800.03 -3828.98 6.23 1800.03
F23 -6611.50 45.11 1800.06 -6667.33 43.43 1800.08 -6026.67 61.57 1800.09 -6458.53 49.26 1800.08
F24 -999.81 0.00 140.50 -1025.35 0.00 26.97 -1009.19 0.00 51.94 -1005.53 0.00 186.87
Ave. -2874.86 9.53 1153.65 -2984.19 5.81 950.07 -2899.21 8.25 1069.62 -2868.30 9.34 1113.94
5.4.4 Dual bounds via LP relaxations
We compute dual bounds using three types of LP relaxations which we will refer to as
“Light”, “Medium” and “Heavy”. Light LP relaxations are given by FSk ,FTk , k = 1, 2
while Medium LP relaxations are defined as FSk ∩ FTl , k, l = 1, 2. The only Heavy LP
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relaxation considered is FST1 from [28]. Duality gap and run time of each of these nine
methods are reported for all the three sets of instances in Tables 5.3, 5.4 and 5.5. The best
performing method is highlighted in bold for each instance.
By construction, the method based on FS2 ∩ FT2 gives the strongest dual bound among
Light and Medium LP relaxations. It is interesting to observe that it also performs better
than the Heavy LP relaxation FST1 in terms of both average duality gap and run time. In
fact, there are only three instances in which FST1 is strictly better than all of the Light
and Medium LP relaxations (these are instances 2009Q4, 2011H1 and 2011H2 from the
Mining set). On the other hand, the Heavy LP relaxation FST1 takes significantly longer
than lighter LP relaxations and runs into memory issues occasionally. For these instances,
we report the best bound (and respective time) among all the other methods (see numbers
in parentheses in Tables 5.3 and 5.5), and use those figures in the averages.
Finally, we point out the relative success of the Light LP relaxations, which typically
take much shorter amount of time than their Medium LP counterparts with similar optimal-
ity gaps proven. This has motivated us to only focus on the MILP relaxations of the Light
LP relaxations as discussed in the next section. We also note that a comparison of the best
performing relaxations from the Light and Medium LP relaxations in terms of their average
performances is provided later in Table 5.9.
5.4.5 Dual bounds via MILP relaxations
Besides using the LP relaxations, we also compute dual bounds for all the instances using
the MILP discretization relaxationsMSk (H) andMTk (H), k = 1, 2, 3. Recall thatMS1 (H)
andMS2 (H) are obtained from discretizing the ratio variables qsj in (5.46), whereasMS3 (H)
is obtained from discretizing the newly introduced ratio variables qij in (5.48). Similar
interpretation holds for the terminal-based formulations.
In our experiments, we choose the discretization level H = 3 for all the instances–
meaning that the domain of each discretized variable is partitioned into 23 intervals of equal
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Table 5.3: Duality gaps for Mining instances via LP. Here, “Paper” is the relaxation used
in [29], the paper that introduced these instances in the literature.
Paper [29] FS1 FS2 FT1 FT2 FS1 ∩ FT1 FS2 ∩ FT1 FS1 ∩ FT2 FS2 ∩ FT2 FST1
Inst Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time
2009H2 37.00 0.05 7.13 0.53 4.06 1.12 4.58 1.23 4.58 9.28 4.27 5.13 3.59 5.89 4.27 7.16 3.59 6.64 4.02 1697.27
2009Q3 29.36 0.03 3.84 0.06 1.59 0.23 2.16 0.08 2.16 0.17 2.01 0.34 1.45 0.69 2.01 0.61 1.45 0.47 1.96 1.23
2009Q4 41.86 0.02 24.93 0.13 14.49 0.57 17.11 0.30 17.11 0.78 16.94 1.20 13.77 1.75 16.94 1.36 13.77 1.98 10.84 22.59
2010Y 26.01 0.25 10.37 5.16 8.58 10.99 8.91 33.62 8.91 61.63 8.87 101.08 8.14 86.91 8.87 141.66 8.14 92.30 (8.14) 86.91
2010H1 32.42 0.08 14.64 1.02 13.42 1.95 13.38 8.97 13.38 6.23 13.32 10.09 12.77 17.47 13.32 18.48 12.77 15.73 12.78 285.80
2010H2 14.83 0.09 3.94 0.81 1.84 2.09 2.45 3.27 2.45 5.34 2.45 10.60 1.80 16.55 2.45 15.61 1.80 14.89 2.26 480.52
2010Q1 19.74 0.03 4.35 0.20 3.90 0.75 4.31 0.55 4.31 0.66 4.14 2.03 3.88 1.81 4.14 2.50 3.88 2.36 3.94 13.33
2010Q2 35.38 0.03 21.41 0.11 18.59 0.61 18.58 0.27 18.58 0.61 18.55 1.28 17.90 1.39 18.55 1.38 17.90 0.98 18.26 5.66
2010Q3 20.33 0.02 3.84 0.09 1.54 4.05 2.56 0.13 2.56 0.39 2.56 0.61 1.49 0.94 2.56 1.11 1.49 0.98 2.23 4.20
2010Q4 28.62 0.05 11.43 0.12 9.95 0.36 9.43 0.58 9.43 0.94 9.14 1.00 8.83 1.37 9.14 1.48 8.83 1.56 8.75 47.97
2011Y 19.30 0.14 2.45 2.83 1.50 7.64 1.43 7.95 1.43 16.39 1.41 57.67 1.25 322.28 1.41 60.89 1.25 88.55 1.28 1161.44
2011H1 9.07 0.06 2.30 0.48 1.40 0.91 1.24 0.83 1.24 1.91 1.23 2.36 1.13 1.95 1.23 2.77 1.13 5.39 1.10 14.53
2011H2 22.21 0.06 2.17 0.77 1.43 1.56 1.37 1.53 1.37 2.38 1.34 7.75 1.26 10.12 1.34 12.62 1.26 21.31 1.24 172.06
2011Q1 10.51 0.02 1.78 0.04 1.03 0.15 0.83 0.11 0.83 0.34 0.82 0.52 0.72 0.53 0.82 0.47 0.72 0.77 0.72 1.16
2011Q2 4.04 0.02 3.19 0.05 2.29 0.16 2.53 0.12 2.53 0.40 2.53 0.34 2.10 0.45 2.53 0.63 2.10 0.98 2.24 3.75
2011Q3 10.04 0.00 0.39 0.02 0.07 0.03 0.15 0.03 0.15 0.06 0.15 0.14 0.07 0.08 0.15 0.11 0.07 0.14 0.15 0.25
2011Q4 16.09 0.02 1.01 0.06 0.57 0.10 0.99 0.09 0.99 0.30 0.90 0.53 0.56 0.73 0.90 0.63 0.56 0.97 0.83 3.08
2012Y 8.20 0.11 2.79 1.78 1.72 5.61 2.37 7.56 2.37 16.38 2.19 21.64 1.57 30.39 2.19 29.50 1.57 41.34 (1.57) 30.39
2012H1 4.99 0.08 3.35 1.27 2.20 2.50 3.00 2.34 3.00 5.17 2.77 10.77 2.02 16.66 2.77 13.19 2.02 28.83 (2.02) 16.66
2012H2 10.21 0.02 0.97 0.11 0.42 0.47 0.74 0.19 0.74 0.33 0.66 1.02 0.42 0.72 0.66 0.91 0.42 1.33 0.64 4.75
2012Q1 13.93 0.01 9.31 0.03 4.43 0.08 8.66 0.09 8.66 0.22 8.25 0.41 4.16 0.33 8.25 0.31 4.16 0.75 8.13 2.37
2012Q2 1.68 0.02 0.70 0.03 0.30 0.09 0.49 0.08 0.49 0.23 0.49 0.34 0.21 0.28 0.49 0.53 0.21 0.41 0.49 0.95
2012Q3 5.92 0.02 1.13 0.05 0.56 0.13 0.99 0.06 0.99 0.20 0.92 0.38 0.56 0.33 0.92 0.42 0.56 0.86 0.89 1.52
2012Q4 25.81 0.00 4.91 0.02 3.50 0.02 1.91 0.03 1.91 0.03 1.91 0.05 1.91 0.06 1.91 0.08 1.91 0.09 1.91 0.22
Ave. 18.65 0.05 5.93 0.66 4.14 1.76 4.59 2.92 4.59 5.43 4.49 9.89 3.82 21.65 4.49 13.10 3.82 13.73 4.02 169.11
Table 5.4: Duality gaps for Literature instances via LP.
FS1 FS2 FT1 FT2 FS1 ∩ FT1 FS2 ∩ FT1 FS1 ∩ FT2 FS2 ∩ FT2 FST1
Inst Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time
L1 1.01 0.00 0.86 0.00 1.01 0.00 1.01 0.00 1.01 0.02 0.86 0.00 1.01 0.00 0.86 0.00 1.01 0.00
L2 55.24 0.00 55.24 0.02 55.74 0.00 52.83 0.00 55.24 0.00 55.24 0.02 52.83 0.02 52.83 0.00 55.24 0.02
L3 4.55 0.00 4.55 0.00 4.55 0.00 4.55 0.00 4.55 0.00 4.55 0.02 4.55 0.00 4.55 0.00 4.55 0.03
L4 2.45 0.02 2.45 0.06 2.45 0.00 2.45 0.00 2.45 0.02 2.45 0.05 2.45 0.03 2.45 0.09 2.45 0.16
L5 10.80 0.02 10.80 0.00 11.26 0.00 9.60 0.02 10.80 0.02 10.80 0.02 9.60 0.02 9.60 0.03 10.80 0.03
L6 22.22 0.00 22.06 0.00 20.37 0.00 20.37 0.00 20.37 0.00 20.37 0.00 20.37 0.00 20.37 0.00 20.37 0.00
L12 25.00 0.02 25.00 0.00 25.00 0.00 25.00 0.00 25.00 0.00 25.00 0.00 25.00 0.00 25.00 0.00 25.00 0.00
L13 66.67 0.00 66.67 0.00 66.67 0.00 66.67 0.00 66.67 0.00 66.67 0.00 66.67 0.00 66.67 0.00 66.67 0.00
L14 16.67 0.00 16.67 0.00 16.67 0.00 6.67 0.00 16.67 0.00 16.67 0.00 6.67 0.00 6.67 0.00 16.67 0.00
L15 37.41 0.00 25.88 0.00 25.88 0.00 25.88 0.00 25.88 0.02 25.88 0.00 25.88 0.00 25.88 0.02 25.88 0.00
C2 1.23 0.03 1.23 0.02 1.23 0.03 1.23 0.03 1.23 0.08 1.23 0.08 1.23 0.09 1.23 0.06 1.23 0.33
D1 1.06 0.09 1.06 0.25 1.06 0.12 1.06 0.22 1.06 0.55 1.06 0.94 1.06 0.94 1.06 1.17 1.06 3.92
Ave. 20.36 0.01 19.37 0.03 19.32 0.01 18.11 0.02 19.24 0.06 19.23 0.09 18.11 0.09 18.10 0.11 19.24 0.37
length. Since the solver can take long to close the MILP duality gap, we set time limit of
1800s for each instance. If the MILP is not solved within this time limit, the MILP dual
bound is taken as dual bound for the corresponding instance. The results for all instances
are reported in Tables 5.6, 5.7 and 5.8. The best performing method is highlighted in bold.
For the Mining instances,MS3 (H) is the best performing method for 19 out of the 24
instances (see Table 5.6). The average run time of MS3 (H) is also one of the best. For
the Literature instances, the terminal-based formulation works better. As we can see in Ta-
ble 5.7, on average,MT3 (H) closes almost twice more gap than the second best performing
method. For the Random instances,MS3 (H) is again the best performing method. On av-
erage,MS3 (H) yields the best gap and the best run time (see Table 5.8). However, there are
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Table 5.5: Duality gaps for Random instances via LP.
FS1 FS2 FT1 FT2 FS1 ∩ FT1 FS2 ∩ FT1 FS1 ∩ FT2 FS2 ∩ FT2 FST1
Inst Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time
F1 3.79 0.02 3.79 0.02 5.02 0.03 4.09 0.06 3.79 0.05 3.79 0.12 3.79 0.09 3.79 0.09 3.79 0.22
F2 4.81 0.39 4.60 1.02 5.15 0.41 4.50 0.89 4.30 1.27 4.29 3.43 4.28 3.06 4.28 5.98 4.29 13.70
F3 13.52 0.27 13.19 1.27 14.57 0.70 14.57 1.41 13.19 1.55 13.19 2.82 13.19 2.00 13.19 6.44 13.19 22.39
F4 0.00 0.14 0.00 2.48 0.00 1.03 0.00 1.72 0.00 1.31 0.00 4.80 0.00 3.37 0.00 6.25 0.00 6.61
F5 14.58 0.42 11.02 1.81 13.06 0.34 11.96 1.06 11.71 1.19 10.97 3.59 11.66 3.03 10.97 6.19 11.65 22.69
F6 10.69 0.31 10.03 1.73 12.25 0.27 10.45 1.17 10.15 3.19 9.92 8.11 9.97 6.56 9.91 12.42 9.94 60.92
F7 33.72 1.05 33.09 3.25 34.91 1.20 34.04 5.08 33.09 5.31 33.09 12.50 33.05 12.45 33.05 22.45 33.09 86.13
F8 17.15 0.58 16.90 1.77 17.46 0.53 17.06 1.81 16.90 4.22 16.90 8.47 16.90 7.89 16.90 14.05 16.90 22.58
F9 18.13 0.50 17.17 1.03 20.75 0.38 17.78 1.15 17.24 3.48 17.15 8.91 17.16 5.77 17.15 16.30 17.16 19.64
F10 7.84 0.31 7.81 1.30 8.08 0.61 7.86 1.41 7.81 2.66 7.81 7.27 7.81 4.25 7.81 9.17 7.81 12.98
F11 5.43 0.02 5.32 0.05 5.71 0.03 5.20 0.08 5.28 0.06 5.28 0.16 5.19 0.16 5.19 0.23 5.28 0.39
F12 4.57 0.14 4.54 0.30 5.14 0.19 4.78 0.34 4.48 1.06 4.48 1.69 4.47 1.64 4.47 2.31 4.48 8.73
F13 7.20 0.67 7.15 2.11 8.12 0.69 7.92 1.81 7.17 1.86 7.14 4.45 7.16 3.84 7.13 7.48 7.16 32.11
F14 0.00 0.08 0.00 0.48 0.00 0.30 0.00 0.80 0.00 0.95 0.00 2.00 0.00 2.02 0.00 1.75 0.00 3.83
F15 17.95 0.23 17.88 0.78 18.82 0.39 18.33 1.61 16.36 1.84 16.33 2.77 16.36 3.03 16.33 6.06 16.36 14.53
F16 4.64 0.06 4.29 0.09 4.41 0.05 4.31 0.11 4.28 0.28 4.26 0.42 4.28 0.38 4.26 0.64 4.27 2.31
F17 10.24 0.02 10.24 0.05 9.63 0.06 9.62 0.11 9.62 0.12 9.62 0.16 9.62 0.17 9.62 0.27 9.62 0.64
F18 16.63 0.09 16.63 0.34 16.63 0.19 16.63 0.56 16.63 0.80 16.63 0.73 16.63 1.08 16.63 2.53 16.63 1.87
F19 1.06 0.02 1.06 0.02 2.73 0.03 1.06 0.03 1.06 0.03 1.06 0.03 1.06 0.05 1.06 0.09 1.06 0.08
F20 12.74 0.11 12.11 0.16 13.38 0.14 12.28 0.31 11.52 0.91 11.48 0.88 11.50 1.00 11.46 1.34 11.52 2.63
F21 26.02 12.38 25.57 55.88 26.49 8.72 25.71 50.89 25.42 70.72 25.40 165.03 25.37 133.67 25.36 310.98 (25.36) 310.98
F22 22.64 0.23 22.17 0.55 23.43 0.34 22.61 0.66 21.91 1.42 21.91 3.19 21.91 2.86 21.91 4.34 21.91 10.83
F23 43.92 10.64 43.58 49.09 47.04 12.15 45.05 49.55 43.39 53.61 43.35 493.14 43.16 224.12 43.13 207.30 (43.13) 207.30
F24 11.19 0.22 11.19 0.50 11.19 1.02 11.18 2.23 11.19 2.23 11.19 5.81 11.18 7.45 11.18 11.38 11.19 5.44
Ave. 12.85 1.20 12.47 5.25 13.50 1.24 12.79 5.20 12.35 6.67 12.30 30.85 12.32 17.91 12.28 27.34 12.32 36.23
instances in whichMT3 (H) performs significantly better, for example, instances F10 and
F11. Thus, it is difficult to advise a single method in this case.
In Table 5.9, we compare the performances of the average best LP and MILP methods
on each instance set. As expected, the average run time of each MILP method was much
higher than its LP counterpart. On the other hand, MILP methods can close significantly
more gap than the LP ones. The performance discrepancy is more evident in the Literature
instances due to their relatively small sizes. Another interesting observation is that the
winning Light LP method seems to suggest which MILP method will perform better. For
instance, the source-based MILP relaxations perform better for the Mining and Random
instances, as correctly predicted by the better performance of the source-based light LP
relaxations. This situation is reversed for the Literature instances as the terminal-based
light LP and MILP relaxations seem to provide stronger relaxations consistently.
5.5 Conclusion
We propose new convex relaxations for QCQPs derived from its rank-based formulation
(5.2)–(5.5). Specifically, we study the convex hull of sets defined by a rank-1 constraint
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Table 5.6: Duality gaps via discretization for Mining instances.
MS1 (H) MS2 (H) MS3 (H) MT1 (H) MT2 (H) MT3 (H)
Inst Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time
2009H2 3.64 1800.17 2.69 1800.18 1.61 1800.09 2.08 1800.37 2.08 1800.27 2.65 1800.14
2009Q3 0.80 23.67 0.54 16.45 0.20 10.64 0.21 12.56 0.22 18.12 0.53 8.56
2009Q4 8.82 1800.05 8.41 1800.05 3.45 1558.98 4.93 1800.06 4.74 1800.06 4.69 1800.02
2010Y 9.13 1800.27 8.27 1801.63 8.09 1800.63 8.06 1800.33 8.24 1800.25 8.44 1800.14
2010H1 13.31 1800.07 11.71 1800.15 6.92 1800.23 9.05 1800.09 8.55 1800.23 8.41 1800.09
2010H2 1.22 1800.11 0.84 1800.11 1.03 1800.33 1.00 1800.19 0.93 1800.11 2.19 1800.05
2010Q1 2.89 232.87 2.75 379.08 1.64 134.11 2.25 665.41 2.25 1279.26 2.32 199.84
2010Q2 12.37 1028.67 11.64 1594.03 2.95 232.52 4.89 1800.03 4.85 1800.05 4.23 422.70
2010Q3 0.94 39.75 0.70 40.09 0.38 14.31 0.70 33.23 0.70 37.08 0.80 48.44
2010Q4 6.38 132.55 5.28 160.81 1.97 772.50 3.84 231.61 3.84 239.50 4.95 701.95
2011Y 1.56 1800.09 1.28 1800.19 1.20 1800.11 1.17 1800.16 1.13 1800.20 1.28 1800.84
2011H1 0.64 1800.09 0.54 1800.08 0.18 871.16 0.41 1800.05 0.58 1800.14 0.31 287.62
2011H2 1.37 1800.06 1.26 1800.09 0.37 1800.09 1.07 1800.09 1.05 1800.12 0.66 1800.05
2011Q1 0.31 18.62 0.26 36.94 0.12 57.71 0.22 20.05 0.22 24.11 0.22 29.84
2011Q2 1.08 90.28 1.01 38.64 0.49 36.70 0.89 62.84 0.89 111.09 0.69 58.31
2011Q3 0.05 0.66 0.03 0.77 0.01 1.13 0.04 1.33 0.04 1.81 0.06 0.83
2011Q4 0.18 26.39 0.15 31.48 0.10 8.00 0.24 45.20 0.24 39.56 0.17 49.69
2012Y 1.85 1800.06 1.43 1800.09 1.20 1802.70 1.37 1800.08 1.37 1800.06 1.95 1800.13
2012H1 2.22 1800.03 1.72 1800.08 1.34 1800.04 1.14 1800.06 1.39 1800.08 2.48 1800.11
2012H2 0.19 39.77 0.15 52.55 0.07 52.66 0.18 55.59 0.18 60.58 0.19 72.69
2012Q1 3.35 22.00 2.15 10.64 0.91 11.08 1.32 9.00 1.32 23.47 1.78 23.52
2012Q2 0.16 12.02 0.12 10.39 0.12 3.97 0.16 18.55 0.16 19.77 0.11 22.23
2012Q3 0.29 19.80 0.23 28.28 0.07 28.56 0.18 20.72 0.18 48.72 0.21 33.38
2012Q4 1.77 4.73 1.65 4.16 0.70 1.03 0.44 2.31 0.44 2.22 0.33 8.56
Ave. 3.10 820.53 2.70 850.29 1.46 758.30 1.91 874.16 1.90 904.45 2.07 757.07
Table 5.7: Duality gaps via discretization for Literature instances.
MS1 (H) MS2 (H) MS3 (H) MT1 (H) MT2 (H) MT3 (H)
Inst Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time
L1 0.33 0.03 0.33 0.05 0.26 0.05 0.36 0.05 0.36 0.05 0.59 0.03
L2 2.96 1.12 2.96 1.70 15.66 1.38 2.70 0.20 2.70 0.09 1.55 0.28
L3 2.96 0.50 2.96 0.86 3.58 0.37 1.97 0.08 1.97 0.09 1.55 0.17
L4 1.96 16.64 1.96 19.78 2.45 1.36 0.47 0.49 0.47 0.28 0.26 2.14
L5 2.88 1.17 2.88 1.58 4.19 12.78 0.96 0.81 0.96 0.68 0.05 0.14
L6 0.00 0.14 0.00 0.17 0.00 0.11 0.00 0.04 0.00 0.02 0.00 0.06
L12 0.00 0.09 0.00 0.11 0.00 0.12 0.00 0.02 0.00 0.02 0.00 0.03
L13 0.00 0.08 0.00 0.13 0.00 0.20 0.00 0.02 0.00 0.03 0.00 0.03
L14 0.00 0.10 0.00 0.11 4.76 0.17 1.91 0.02 1.91 0.04 0.00 0.03
L15 0.77 0.14 0.68 0.12 1.20 0.08 1.20 0.03 1.20 0.06 0.68 0.09
C2 0.14 0.64 0.14 0.72 0.10 0.59 0.10 0.55 0.10 0.69 0.14 0.47
D1 1.06 1800.03 1.06 1800.00 1.04 1800.02 1.02 1800.02 1.03 1800.03 1.04 1800.02
Ave. 1.09 151.72 1.08 152.11 2.77 151.44 0.89 150.19 0.89 150.17 0.49 150.29
intersected with some linear side constraints (5.6). For several choices of linear side con-
straints, we show that this convex hull is polyhedral or SOCr, and provide compact formu-
lations for the polyhedral cases. We also show that in all these cases, a linear objective can
be optimized over these sets in polynomial time.
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Table 5.8: Duality gaps via discretization for Random instances.
MS1 (H) MS2 (H) MS3 (H) MT1 (H) MT2 (H) MT3 (H)
Inst Gap Time Gap Time Gap Time Gap Time Gap Time Gap Time
F1 2.04 7.06 2.04 9.52 2.30 4.14 2.30 6.31 2.30 4.13 2.26 10.23
F2 3.01 1800.03 2.99 1800.02 2.39 1800.08 2.63 1800.08 2.59 1800.08 2.63 1800.03
F3 3.42 1800.05 4.36 1800.05 2.01 526.69 7.50 1800.05 8.88 1800.03 5.42 1800.09
F4 0.00 2.44 0.00 3.19 0.00 3.91 0.00 3.20 0.00 3.78 0.00 4.02
F5 7.26 1800.06 7.90 1800.03 6.52 1800.03 6.78 1800.06 7.55 1800.05 6.27 1800.06
F6 8.25 1800.02 8.38 1800.03 8.12 1800.05 9.11 1800.05 8.29 1800.05 8.19 1800.06
F7 24.44 1800.05 25.67 1800.06 25.96 1800.05 24.79 1800.06 26.83 1800.04 22.87 1800.08
F8 10.40 1800.06 10.81 1800.05 9.53 1800.05 7.66 1800.08 8.91 1800.06 10.55 1800.03
F9 8.09 1800.06 8.29 1800.06 6.78 1800.05 8.25 1800.06 7.88 1800.06 6.37 1800.12
F10 3.08 1800.14 3.65 1800.14 4.23 726.17 4.69 764.77 4.69 653.10 2.47 1110.62
F11 1.25 23.02 1.25 26.14 1.30 63.05 1.47 57.05 1.47 71.55 0.84 9.50
F12 1.75 1800.05 1.62 1800.07 1.11 431.17 1.57 1800.14 1.61 1800.12 1.49 1800.16
F13 4.54 1800.05 4.22 1800.05 1.67 1751.19 3.81 1800.10 3.79 1800.06 4.40 1800.05
F14 0.00 1.09 0.00 0.69 0.00 0.88 0.00 1.33 0.00 2.36 0.00 3.08
F15 13.15 1800.03 12.73 1800.03 12.22 1800.03 12.97 1800.03 13.52 1800.05 12.43 1800.05
F16 1.37 240.83 1.35 347.73 1.16 161.31 1.15 573.34 1.09 1460.55 1.48 39.92
F17 1.94 10.59 1.94 19.34 1.82 6.59 1.83 6.95 1.83 10.22 2.50 10.50
F18 1.79 61.87 1.79 42.75 1.16 36.03 1.17 21.73 1.17 27.42 2.64 16.83
F19 0.00 0.75 0.00 0.56 0.00 0.38 0.00 0.39 0.00 0.39 0.00 0.44
F20 3.47 1800.11 3.50 1800.05 2.49 535.50 2.29 631.09 2.29 1337.64 2.23 308.12
F21 26.01 1800.05 25.46 1800.08 25.55 1800.06 26.20 1800.05 25.69 1800.09 25.46 1800.11
F22 10.40 1800.03 11.68 1800.03 11.11 1800.05 12.60 1800.04 12.95 1800.08 7.26 1800.13
F23 43.65 1800.06 43.58 1800.11 43.58 1800.09 46.52 1800.05 45.03 1800.09 44.69 1800.09
F24 5.96 46.45 5.96 39.28 5.88 12.58 5.99 12.37 5.99 28.78 5.92 20.03
Ave. 7.72 1141.46 7.88 1145.42 7.37 927.50 7.97 1061.64 8.10 1125.03 7.43 1038.93
Table 5.9: Best average duality gap for each set of instances. Here, “Method” is the method
that yields the best average duality gap.
Light LP LP MILP
Instance Set Gap Time Method Gap Time Method Gap Time Method
Mining 4.14 1.76 FS2 3.82 13.73 FS2 ∩ FT2 1.46 758.30 MS3 (H)
Literature 18.11 0.02 FT2 18.10 0.11 FS2 ∩ FT2 0.49 150.29 MT3 (H)
Random 12.47 5.25 FS2 12.28 27.34 FS2 ∩ FT2 7.37 927.50 MS3 (H)
On the application side, we propose rank-1 based formulations for the pooling prob-
lem. The new formulations combined with our convexification results allow us to derive
new convex relaxations for the pooling problem, which we show to generalize, for example,
the well-known pq-relaxation. Studying the pooling problem via rank-based formulations
not only allows us to recover previous relaxations from the literature, but also leads us
to improve/strengthen them in a systematic way. In addition, inspired by our newly pro-
posed formulation and our convexification results, we propose several MILP restriction and
relaxation discretizations to the pooling problem.
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Finally, we report extensive computational experiments on three sets of generalized
pooling problem instances, two from the literature and one introduced in this chapter. The
new set of pooling problem instances being introduced here was randomly generated and
are relatively harder to solve than all the previously available instances in the literature,
therefore, it may serve as a new benchmark for new methodologies. Our computational
results show that our technique consistently outperforms, on average, the previous methods
from the literature in deriving dual bounds for pooling problem instances.
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CHAPTER 6
CONCLUSION AND FUTURE WORK
This thesis contributes to the non-convex optimization literature by generalizing important
results from mixed integer linear programming to the context of mixed integer conic pro-
gramming, and by introducing a number of set convexification results in the context of
the quadratically constrained quadratic programming. We also illustrate the usefulness of
our results with computational experiments in two applications. Some directions of future
research are as follows.
Consider the convex relaxation we propose for bipartite bilinear programs (BBP) in
Chapter 3. Recall that the computational success we report there depends on the sparsity
of the underlying graph of the bilinear constraints defining the BBP instance. One idea that
may be worth pursuing is combining set convexification with function convexification to
overcome this sparsity assumption. Specifically, consider the one-constraint BBP set
S :=










bjyj + c = 0
 ,
where n1, n2 ∈ Z+, V1 ∈ {1, . . . , n1}, V2 ∈ {1, . . . , n2}, and E ⊆ V1 × V2. Thus, G =
(V1, V2, E) defines the bipartite graph underlying S. The standard McCormick relaxation
of S is to replace each bilinear term wij = xiyj, (i, j) ∈ E, with its convex hull, which is
given by the McCormick inequalities. To obtain possibly stronger bounds, we propose the
following:
1. Identify an appropriate partition of the set of edges E = E1 ∪ E2 ∪ · · · ∪ Ep in the
definition of S.
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qijxiyj, ∀t ∈ {1, · · · , p}. (6.1)
3. Estimate bounds on Wt (for example, by minimizing and maximizing Wt over the
McCormick relaxation).




2+1 : Wt =∑




2 are the number of x and y variables, respectively,
that are incident to Et, and Wt has been scaled to [0, 1].
An special case of the relaxation above is to define one set Et for each edge, which
becomes very similar to the McCormick relaxation. The difference is that the McCormick
envelopes completely ignore bounds on Wt. Our preliminary computational experiments
on a few instances from MINLPLib has shown that this approach can yield better dual
bounds that those obtained with the McCormick relaxation.
Another prospective line of research has to do with the computational implications of
the result of Chapter 4. Or more specifically with the proof technique used in Theorem 4.1.
Part of the proof is to show that every quadratic equation can be classified into two cate-
gories. In one category, the surface defined by the quadratic equation is convex or it is the
union of two convex pieces. In the other category, at each given point of the surface there
exist a straight line entirely contained in the surface. We have explored this fact from a
convexification point of view. However, we believe that the existence of these straight lines
can have other algorithmic implications, for deriving primal bounds for example.
Finally, we were able to identify interesting combinations of linear side constraints for




(5.6). Other interesting combination of side constraint may exist, perhaps motivated by





OMITTED PROOFS FROM CHAPTER 5





is described by the inequalities (5.18), (5.19), (5.20),
and (5.21).
Proof. We will use Fourier-Motzkin elimination to obtain the convex hull in the original
space. Now, we will project the t variables in the order tn2 , tn2−1, tn2−2, . . . , t1.























∀(T1, T2, . . . , Tn1) ∈ Pn1({n2 − j, . . . , n2})
ui2Wi1k ≥ li1Wi2k ∀i2 ∈ [n1],∀i1 ∈ I, ∀k ∈ {n2 − j, . . . , n2}
litk ≤ Wik ≤ uitk ∀i ∈ [n1], ∀k ∈ [n2 − (j + 1)]
tk ≥ 0 ∀k ∈ [n2 − (j + 1)]
Wij ≥ 0 ∀i ∈ [n1], ∀j ∈ [n2].
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Base case: After projecting out tn2 , we obtain the system:
n2−1∑
j=1








tj)li ∀i ∈ I
ui2Wi1n2 ≥ li1Wi2n2 ∀i2 ∈ [n1],∀i1 ∈ I
litj ≤ Wij ≤ uitj ∀i ∈ [n1], ∀j ∈ [n2 − 1]
tj ≥ 0 ∀j ∈ [n2 − 1],
Wij ≥ 0 ∀i ∈ [n1], ∀j ∈ [n2], (A.3)






















∀(T1, T2, . . . , Tn1) ∈ Pn1({n2})
ui2Wi1n2 ≥ li1Wi2n2 ∀i2 ∈ [n1],∀i1 ∈ I
litj ≤ Wij ≤ uitj ∀i ∈ [n1],∀j ∈ [n2 − 1]
tj ≥ 0 ∀j ∈ [n2 − 1],
Wij ≥ 0 ∀i ∈ [n1],∀j ∈ [n2],
proving the base case.













≤ tn2−(j+1) ∀(T1, T2, . . . , T|I|) ∈ P|I|({n2 − j, . . . , n2})
Wi,n2−(j+1)
ui











≥ tn2−(j+1) ∀(T1, T2, . . . , Tn1) ∈ Pn1({n2 − j, . . . , n2})
Wi,n2−(j+1)
li
≥ tn2−(j+1) ∀i ∈ I
ui2Wi1k ≥ li1Wi2k ∀i2 ∈ [n1],∀i1 ∈ I,∀k ∈ {n2 − j, . . . , n2}
litk ≤ Wik ≤ uitk ∀i ∈ [n1],∀k ∈ [n2 − (j + 1)]
tk ≥ 0 ∀k ∈ [n2 − (j + 1)]
Wik ≥ 0 ∀i ∈ [n1],∀k ∈ [n2].
















where (T1, T2 . . . Tn1) ∈ Pn1({n2−j, . . . , n2}) and (T ′1, T ′2, . . . T ′|I|) ∈ P|I|({n2−j, . . . , n2})
is implied by constraints of the form ui2Wi1k ≥ li1Wi2k∀i2 ∈ [n1], i1 ∈ I, k ∈ {n2 −
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∀(T1, T2, . . . , Tn1) ∈ Pn1({n2 − (j + 1), . . . , n2})
ui2Wi1k ≥ li1Wi2k ∀i2 ∈ [n1],∀i1 ∈ I,∀k ∈ {n2 − (j + 1), . . . , n2}
litk ≤ Wik ≤ uitk ∀i ∈ [n1],∀k ∈ [n2 − (j + 2)]
tk ≥ 0 ∀k ∈ [n2 − (j + 2)]
Wik ≥ 0 ∀i ∈ [n1],∀k ∈ [n2].
It is straightforward now to see that after all t variables are projected, we obtain the result.
Proposition 19. The inequalities in (5.18) can be separated in polynomial-time.










Here, we are breaking ties arbitrarily using the smallest index, when necessary. Then, we
define a partition T ∗1 , . . . , T
∗
n1
of the set [n2] as










If θ > 1, then a violated inequality is discovered. Otherwise, we conclude that Ŵ satisfies





inequality with the largest deviation, if one exists). Finally, we note that the complexity of
this separation routine is O(n1n2) since we need to find the maximum of n1 numbers n2
times to construct this partition.
Proposition 20. The inequalities in (5.19) can be separated in polynomial-time.
Proof. The proof is similar to the proof of Proposition 19.
A.2 Proof of Part (ii) Proposition 15
Proposition 21. conv
(
U row+(n1,n2)(l, u, L, U)
)
is described by the inequalities (5.31), (5.32),
(5.20), and (5.21).
Proof. We will use Fourier-Motzkin elimination to obtain the convex hull in the original
space. Now, we will project the t variables in the order tn2 , tn2−1, tn2−2, . . . , t1.







































∀(T0, T1, . . . , Tn1) ∈ Pn1({n2 − j, . . . , n2})
ui2Wi1k ≥ li1Wi2k ∀i2 ∈ [n1], ∀i1 ∈ I,∀k ∈ {n2 − j, . . . , n2}




Wik ≤ Utk ∀k ∈ [n2 − (j + 1)]
tk ≥ 0 ∀k ∈ [n2 − (j + 1)]
Wik ≥ 0 ∀i ∈ [n1],∀k ∈ [n2].
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Base case: After projecting out tn2 , we obtain the system:
n2−1∑
j=1





















ui2Wi1n2 ≥ li1Wi2n2 ∀i2 ∈ [n1],∀i1 ∈ I




Wij ≤ Utj ∀j ∈ [n2 − 1]
tj ≥ 0 ∀j ∈ [n2 − 1],
Wij ≥ 0 ∀i ∈ [n1], ∀j ∈ [n2], (A.7)
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Wik ∀(T0, T1, . . . , Tn1) ∈ Pn1({n2})
ui2Wi1n2 ≥ li1Wi2n2 ∀i2 ∈ [n1], ∀i1 ∈ I




Wij ≤ Utj ∀j ∈ [n2 − 1]
tj ≥ 0 ∀j ∈ [n2 − 1],
Wij ≥ 0 ∀i ∈ [n1],∀j ∈ [n2],
proving the base case.


















k∈T0 Wik + tn2−(j+1)
∀(T0, . . . , T|I|) ∈ P|I|({n2 − j, . . . , n2})
Wi,n2−(j+1)
ui





















k∈T0 Wik + tn2−(j+1)
∀(T0, . . . , Tn1) ∈ Pn1({n2 − j, . . . , n2})
Wi,n2−(j+1)
li





Wi,n2−(j+1) ≥ tn2−(j+1) ∀i ∈ [n1]
ui2Wi1k ≥ li1Wi2k ∀i2 ∈ [n1],∀i1 ∈ I,∀k ∈ {n2 − j, . . . , n2}




Wij ≤ Utj ∀j ∈ [n2 − (j + 1)]
tk ≥ 0 ∀k ∈ [n2 − (j + 1)]
Wik ≥ 0 ∀i ∈ [n1],∀k ∈ [n2].




























where (T0, T1 . . . Tn1) ∈ Pn1({n2−j, . . . , n2}) and (T ′0, T ′1, . . . T ′|I|) ∈ P|I|({n2−j, . . . , n2})
is implied by constraints of the form ui2Wi1k ≥ li1Wi2k∀i2 ∈ [n1], i1 ∈ I, k ∈ {n2 −
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∀(T1, T2, . . . , Tn1) ∈ Pn1({n2 − (j + 1), . . . , n2})
ui2Wi1k ≥ li1Wi2k ∀i2 ∈ [n1],∀i1 ∈ I,∀k ∈ {n2 − (j + 1), . . . , n2}




Wik ≤ Utk ∀∀k ∈ [n2 − (j + 2)]
tk ≥ 0 ∀k ∈ [n2 − (j + 2)]
Wik ≥ 0 ∀i ∈ [n1],∀k ∈ [n2].
It is straightforward now to see that after all t variables are projected, we obtain the result.
Proposition 22. The inequalities in (5.31) can be separated in polynomial-time.













where jrow is defined according to (A.4).
Then, we define a partition T ∗0 , T
∗
1 , . . . , T
∗
n1
of the set [n2] as


















If θ > 1, then a violated inequality is discovered. Otherwise, we conclude that Ŵ satisfies
all the inequalities in (5.31) (by construction, the partition T ∗0 , T
∗
1 , . . . , T
∗
m corresponds to
the inequality with the largest deviation, if one exists). Finally, we note that the complexity
of this separation routine is again O(n1n2).
Proposition 23. The inequalities in (5.32) can be separated in polynomial-time.
Proof. The proof is similar to the proof of Proposition 22.
A.3 Proof of Theorem 5.4
The proof of SOC-representability follows due to Theorem 4.1 as the convex hull of a set
described by the quadratic constraint W11W22 = W21W12 and bound constraints is SOCr.
We next present an example where the convex hull of U row(2,2)(l, u) ∩ U col(2,2)(l, u) is not
polyhedral.




for a ∈ [0, 1) is an extreme point of the set U row(2,2)(l, u) ∩ U col(2,2)(l, u) where l = (0, 1) and
u = (1, 1).




2 as a convex combination of points of the form (ai,
a2i
1−ai ) ∈ R
2) with
ai ∈ [0, 1) \ {a}. However, since f(u) = u
2
1−u is a strictly convex function, this is not







(u − a) for all u 6= a,







(u− a) for u = a).
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APPENDIX B
POOLING PROBLEM INSTANCES DESCRIPTION
In Tables B.1, B.2 and B.3,AIL denotes the subset of arcsA∩(I×L). The setsALL,ALJ
and AIJ are defined analogously. The column Avg. Size xs (resp. Avg. Size xt) displays
the average size, over all pools i ∈ L, of the variable matrices [xsij](s,j) (resp. [xtij](i,t)) for
each instance.
Table B.1: Mining instances description.
Inst |I| |L| |J | |A| |AIL| |ALL| |ALJ | |AIJ | |K| |xs| Avg. Size xs |qs| |xt| Avg. Size xt |qt|
2009H2 73 73 50 244 73 71 100 0 4 3205 (18.75, 2.34) 1369 3718 (1.97, 26.15) 1909
2009Q3 31 31 22 104 31 29 44 0 4 594 (8.26, 2.35) 256 694 (1.94, 11.90) 369
2009Q4 38 38 27 128 38 36 54 0 4 905 (10.00, 2.37) 380 1072 (1.95, 14.82) 563
2010Y 170 170 123 584 170 168 246 0 4 18038 (43.05, 2.44) 7319 21532 (1.99, 64.05) 10889
2010H1 86 86 64 298 86 84 128 0 4 4785 (22.05, 2.47) 1896 5822 (1.98, 34.59) 2975
2010H2 84 84 59 284 84 82 118 0 4 4540 (21.51, 2.38) 1807 5516 (1.98, 33.54) 2817
2010Q1 39 39 29 134 39 37 58 0 4 1068 (10.26, 2.44) 400 1356 (1.95, 18.13) 707
2010Q2 43 43 31 146 43 41 62 0 4 1196 (11.30, 2.40) 486 1444 (1.95, 17.51) 753
2010Q3 39 39 25 126 39 37 50 0 4 914 (10.26, 2.23) 400 1056 (1.95, 14.18) 553
2010Q4 43 43 32 148 43 41 64 0 4 1264 (11.26, 2.44) 484 1582 (1.95, 19.14) 823
2011Y 121 121 95 430 121 119 190 0 4 9706 (30.75, 2.55) 3721 12022 (1.98, 50.46) 6106
2011H1 67 67 50 232 67 65 100 0 4 2811 (17.25, 2.46) 1156 3344 (1.97, 25.70) 1722
2011H2 53 53 43 190 53 51 86 0 4 1993 (13.75, 2.58) 729 2548 (1.96, 24.85) 1317
2011Q1 35 35 27 122 35 33 54 0 4 784 (9.26, 2.49) 324 936 (1.94, 14.14) 495
2011Q2 30 30 22 102 30 28 44 0 4 585 (8.03, 2.40) 241 704 (1.93, 12.47) 374
2011Q3 19 19 15 66 19 17 30 0 4 260 (5.26, 2.47) 100 328 (1.89, 9.42) 179
2011Q4 28 28 23 100 28 26 46 0 4 566 (7.50, 2.57) 210 722 (1.93, 13.71) 384
2012Y 107 107 79 370 107 105 158 0 4 7394 (27.31, 2.46) 2922 9000 (1.98, 42.79) 4579
2012H1 65 65 46 220 65 63 92 0 4 2719 (16.85, 2.38) 1095 3286 (1.97, 25.98) 1689
2012H2 41 41 32 144 41 39 64 0 4 1092 (10.76, 2.51) 441 1320 (1.95, 16.88) 692
2012Q1 26 26 17 84 26 24 34 0 4 412 (7.00, 2.23) 182 478 (1.92, 9.85) 256
2012Q2 33 33 23 110 33 31 46 0 4 684 (8.76, 2.33) 289 810 (1.94, 12.97) 428
2012Q3 27 27 23 98 27 25 46 0 4 532 (7.26, 2.63) 196 680 (1.93, 13.44) 363
2012Q4 16 16 10 50 16 14 20 0 4 160 (4.50, 2.13) 72 188 (1.88, 6.50) 104
Table B.2: Literature instances description.
Inst |I| |L| |J | |A| |AIL| |ALL| |ALJ | |AIJ | |K| |xs| Avg. Size xs |qs| |xt| Avg. Size xt |qt|
L1 3 2 3 9 3 1 3 2 1 10 (2.50, 2.00) 5 10 (2.00, 2.50) 5
L2 5 2 4 15 5 2 8 0 4 50 (5.00, 5.00) 10 28 (3.50, 4.00) 8
L3 5 2 4 15 5 2 8 0 6 50 (5.00, 5.00) 10 28 (3.50, 4.00) 8
L4 8 3 4 26 8 6 12 0 6 144 (8.00, 6.00) 24 56 (4.67, 4.00) 12
L5 8 2 5 20 8 2 10 0 4 96 (8.00, 6.00) 16 50 (5.00, 5.00) 10
L6 4 2 2 10 4 2 4 0 1 24 (4.00, 3.00) 8 12 (3.00, 2.00) 4
L12 3 2 2 9 3 2 4 0 1 18 (3.00, 3.00) 6 10 (2.50, 2.00) 4
L13 3 2 2 9 3 2 4 0 1 18 (3.00, 3.00) 6 10 (2.50, 2.00) 4
L14 3 2 2 9 3 2 4 0 1 18 (3.00, 3.00) 6 10 (2.50, 2.00) 4
L15 3 2 3 18 6 2 6 4 8 24 (3.00, 4.00) 6 24 (4.00, 3.00) 6
C2 8 6 6 71 29 9 20 13 4 194 (6.83, 4.83) 41 203 (6.33, 5.50) 33
D1 12 10 8 114 46 21 32 15 5 467 (9.10, 5.30) 91 459 (6.70, 7.00) 70
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Table B.3: Random instances description.
Inst |I| |L| |J | |A| |AIL| |ALL| |ALJ | |AIJ | |K| |xs| Avg. Size xs |qs| |xt| Avg. size xt |qt|
F1 10 10 10 84 40 12 32 0 5 241 (5.60, 4.40) 56 293 (5.20, 6.20) 62
F2 15 15 15 191 75 35 81 0 3 1030 (10.33, 7.73) 155 996 (7.33, 9.87) 148
F3 15 15 15 177 72 34 71 0 5 1150 (11.40, 7.00) 171 1268 (7.07, 12.27) 184
F4 15 15 15 187 83 31 73 0 10 1319 (13.07, 6.93) 196 1170 (7.60, 10.67) 160
F5 20 15 15 183 91 28 64 0 5 1104 (13.27, 6.13) 199 999 (7.93, 8.73) 131
F6 25 15 20 181 71 29 81 0 3 1613 (13.73, 7.33) 206 1540 (6.67, 16.73) 251
F7 20 15 25 219 82 34 103 0 8 1926 (14.53, 9.13) 218 1934 (7.73, 18.20) 273
F8 25 15 25 206 90 31 85 0 8 1617 (14.73, 7.73) 221 1543 (8.07, 13.33) 200
F9 30 10 25 179 94 12 73 0 10 1292 (16.30, 8.50) 163 1181 (10.60, 12.20) 122
F10 25 15 30 360 72 19 111 158 8 1155 (10.40, 8.67) 156 1013 (6.07, 12.73) 191
F11 10 10 10 103 32 15 26 30 5 230 (6.20, 4.10) 62 220 (4.70, 5.20) 52
F12 15 15 15 194 60 26 55 53 3 697 (8.80, 5.40) 132 839 (5.73, 10.60) 159
F13 15 15 15 247 71 32 75 69 5 1196 (11.80, 7.13) 177 1048 (6.87, 10.40) 156
F14 15 15 15 220 61 29 69 61 10 841 (9.47, 6.53) 142 835 (6.00, 10.33) 155
F15 20 15 15 244 80 33 59 72 5 1147 (13.47, 6.13) 202 1066 (7.53, 10.13) 152
F16 25 15 20 188 59 9 45 75 3 445 (7.60, 3.60) 114 402 (4.53, 5.33) 80
F17 20 15 25 167 40 15 39 73 8 313 (6.20, 3.60) 93 343 (3.67, 6.27) 94
F18 25 15 25 201 47 17 61 76 8 609 (8.27, 5.20) 124 557 (4.27, 9.27) 139
F19 30 10 25 186 41 3 33 109 10 223 (6.10, 3.60) 61 212 (4.40, 4.50) 45
F20 30 20 25 220 58 24 59 79 5 509 (7.65, 4.15) 153 490 (4.10, 6.85) 137
F21 30 35 25 566 241 117 208 0 5 7618 (24.31, 9.29) 851 6787 (10.23, 19.77) 692
F22 35 15 40 347 66 12 85 184 8 786 (8.33, 6.47) 125 781 (5.20, 9.53) 143
F23 35 40 35 536 215 119 202 0 5 6634 (21.93, 8.03) 877 6274 (8.35, 20.93) 837
F24 25 15 30 355 78 26 78 173 8 1338 (13.87, 6.93) 208 1330 (6.93, 13.93) 209
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