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Abstract
Let P0 be a stochastic matrix with no eigenvalue other than 1 on the unit circle and let
P(ε) = P0 + A(ε) be an analytic perturbation which is still stochastic for small enough posi-
tive ε. We determine the limit
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε),
when N(ε) ↑ ∞ at various rates.
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1. Introduction
Let P0 be an m×m stochastic matrix. For 0 < ε < ε0, let
P(ε) = P0 + εA1 + ε2A2 + · · ·
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be a stochastic analytic perturbation of P0. We assume that if λ is an eigenvalue of
P0 and λ /= 1, then |λ| < 1. Such an assumption is not overly restrictive since, as
shown by Lemma 1 below, any convex combination of P(ε) with the identity I has
this property.
It is well known (e.g., see [4]) that for any stochastic matrix, for example P(ε),
the standard Cesaro limit
lim
N↑∞
1
N
N∑
l=1
P l(ε)
exists and represents the projection onto the eigenspace for the eigenvalue 1 of P(ε).
For reasons to be seen later, we will denote this projection by P ∗k (ε). Moreover, it is
also known, see [1], that limε↓0 P ∗k (ε) exists, that is, that the iterated limit
lim
ε↓0 limN↑∞
1
N
N∑
l=1
P l(ε)
exists. However, this limit is not necessarily the same as
lim
N↑∞ limε↓0
1
N
N∑
l=1
P l(ε)
which equals, in fact, P ∗0 , the projection onto the eigenspace for the eigenvalue 1 of
P0. Consequently, the question arises as to what will happen if we let ε approach 0
and N approach ∞ simultaneously? In other words, we consider N(ε) as an integer
valued function which increases to infinity as ε decreases to zero. Partial results were
obtained by the third author in his thesis [7]. Some simple examples give the flavor
of what to expect.
Example 1. For 0 < ε  1, let
P(ε) =
[
1 − ε ε
ε 1 − ε
]
= I + εA1.
Then λ1(ε) = 1 and λ2(ε) = 1 − 2ε are both simple eigenvalues. Consequently,
we have the readily verifiable spectral representation
P(ε) = λ1P ∗1 + λ2P ∗2 = P ∗1 + (1 − 2ε)P ∗2 ,
where
P ∗1 =
[
1/2 1/2
1/2 1/2
]
and
P ∗2 =
[
1/2 −1/2
−1/2 1/2
]
.
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Hence,
P l(ε) = P ∗1 + (1 − 2ε)lP ∗2
so that
1
N
N∑
l=1
P l(ε)= P ∗1 +
(1 − 2ε)[1 − (1 − 2ε)N ]
N[1 − (1 − 2ε)] P
∗
2
= P ∗1 +
(1 − 2ε)[1 − (1 − 2ε)N ]
2Nε
P ∗2 .
Now suppose that N :=N(ε) ↑ ∞ as ε ↓ 0. Then (1 − 2ε)N(ε) = eN(ε) ln(1−2ε) has
the same limit as e−2N(ε)ε if N(ε)ε has a limit as ε ↓ 0. There are three cases to
consider.
(a) If N(ε)ε →∞ as ε ↓ 0, then
(1 − 2ε)N(ε) → 0
as ε ↓ 0. Therefore,
(1 − 2ε)[1 − (1 − 2ε)N(ε)]
N(ε)[1 − (1 − 2ε)] P
∗
2 → 0
as ε ↓ 0, that is,
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε) =
[
1/2 1/2
1/2 1/2
]
which is the same as the iterated limit
lim
ε↓0 limN↑∞
1
N
N∑
l=1
P l(ε).
(b) If N(ε)ε → 0 as ε ↓ 0, then
(1 − 2ε)N(ε) → 1
as ε ↓ 0. Consequently, with the help of L’Hospital’s rule, we obtain
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε) =
[
1/2 1/2
1/2 1/2
]
+
[
1/2 −1/2
−1/2 1/2
]
= I,
which is the same as the iterated limit
lim
N↑∞ limε↓0
1
N
N∑
l=1
P l(ε).
(c) If N(ε)ε → L, where 0 < L <∞, as ε ↓ 0, then
(1 − 2ε)N(ε) → e−2L
as ε ↓ 0. Hence,
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lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε) =
[
1/2 1/2
1/2 1/2
]
+ (1 − e
−2L)
2L
[
1/2 −1/2
−1/2 1/2
]
.
Example 2. For 0 < ε  1, let
P(ε) =

1 − ε ε 00 1 − ε ε
0 0 1

 = I + εA1.
Then
det(P (ε)− λI)= det

1 − ε − λ ε 00 1 − ε − λ ε
0 0 1 − λ


= (1 − ε − λ)2(1 − λ)
so that λ1(ε) = 1 is a simple eigenvalue whereas λ2(ε) = 1 − ε is an eigenvalue of
algebraic multiplicity 2 but geometric multiplicity 1. In this case, the projection onto
the null space of P(ε)− I is the same as the projection onto the null space of
A1 =

−1 1 00 −1 1
0 0 0

 ,
namely,
P ∗1 (ε) =

0 0 10 0 1
0 0 1

 .
Then,
P ∗1,1(ε) = I − P ∗1 (ε) =

1 0 −10 1 −1
0 0 0


is the projection onto the eigenspace of the eigenvalue λ1,1 = −1 of A1, which is the
same, since there are only two eigenvalues, as the projection onto the eigenspace of
the eigenvalue 1 − ε of P(ε).
Also, by direct calculation, we have
[P(ε)− (1 − ε)I ]P ∗1,1(ε) = ε[A1 − (−1)I ]P ∗1,1(ε) = εD1,1(ε),
where
D1,1(ε) = D1,1(0) =

0 1 −10 0 0
0 0 0


is nilpotent of index 2, since D21,1 = 0. Therefore, the spectral decomposition of
P(ε), which comes from the decomposition of the identity
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I = P ∗1 (ε)+ [I − P ∗1 (ε)] = P ∗1 (ε)+ P ∗1,1(ε)
is
P(ε) = P(ε)[P ∗1 (ε)+ P ∗1,1(ε)] = P ∗1 (ε)+ (1 − ε)P ∗1,1(ε)+ εD1,1(ε).
Consequently,
1
N
N∑
l=1
P l(ε)= P ∗1 (ε)+
1
N
N∑
l=1
(1 − ε)lP ∗1,1(ε)
+ 1
N
N∑
l=1
l(1 − ε)l−1εD1,1(ε)
= P ∗1 (ε)+
(1 − ε)[1 − (1 − ε)N ]
Nε
P ∗1,1(ε)
+[1 − (1 − ε)
N(1 +Nε)]
Nε
D1,1(ε),
summing the derivative of a finite geometric series in the last term.
Again suppose that N(ε) ↑ ∞ as ε ↓ 0. Then (1 − ε)N(ε) = eN(ε) ln(1−ε) has the
same limit as e−N(ε)ε if N(ε)ε has a limit as ε ↓ 0 and we consider three cases.
(a) If N(ε)ε →∞ as ε ↓ 0, then
(1 − ε)N(ε) → 0
as ε ↓ 0. Consequently,
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε) = P ∗1 (0) = lim
ε↓0 limN↑∞
1
N
N∑
l=1
P l(ε).
(b) If N(ε)ε → 0 as ε ↓ 0, then
(1 − ε)N(ε) → 1
as ε ↓ 0. Therefore,
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε) = P ∗1 (0)+ P ∗1,1(0) = I = lim
N↑∞ limε↓0
1
N
N∑
l=1
P l(ε).
(c) However, if N(ε)ε → L, where 0 < L <∞, as ε ↓ 0, then
(1 − ε)N(ε) → e−L
as ε ↓ 0. Hence,
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε)= P ∗1 (0)+
(1 − e−L)
L
P ∗1,1(0)
+[1 − e
−L(1 + L)]
L
D1,1(0).
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These simple examples show that the rate at which N(ε) increases to ∞ deter-
mines the value of the Cesaro limit. Moreover, this limit is seen to involve pro-
jections onto various subspaces associated with the eigenvalues of P(ε) which are
perturbations of the eigenvalue 1 of P0. In turn, these eigenvalues, along with their
corresponding projections and nilpotents, are closely related to eigenvalues of cer-
tain reduced matrices. One consideration that complicates the general result is the
existence of eigenvalues of P0, not equal to 1, which lie on the unit circle. We
argue that the assumption that such eigenvalues do not exist is quite reasonable.
The following result, which is suggested by an exercise from the book of
Berman and Plemmons [2, Exercise 4.3, page 147], is helpful in recognizing this.
Lemma 1. If P is stochastic then, for 0 < α < 1, so is Pα = αI + (1 − α)P . Fur-
thermore, if λ is an eigenvalue of P, then λα = α1 + (1 − α)λ is an eigenvalue
of Pα with the same algebraic and geometric multiplicities. Finally, if λ /= 1 is an
eigenvalue of P but |λ| = 1, then the corresponding λα satisfies |λα| < 1.
Moreover, the eigenspaces for corresponding eigenvalues λ and λα are identical.
The projections P ∗λ and P ∗λα are identical. In addition, the nilpotents Dλ = (P −
λI)P ∗λ and Dλα = (Pα − λαI)P ∗λα satisfy Dλα = (1 − α)Dλ, which shows that they
have the same index of nilpotence.
Remark 1. In [2, Theorem 4.9, p. 229] it is shown that, in fact, limN↑∞ PNα exists
and equals the projection
P ∗ = lim
N↑∞
1
N
N∑
l=1
P l.
In the following section we give the background required to state our general
result.
2. Background
This section is a brief summary of results that can be found in the book by Kato
[6] and papers of Delebecque [3] and Friedland [5]. We start with the definition:
Definition 1. The maximum decay rate k is defined to be the smallest non-negative
integer such that for every eigenvalue λ(ε) /= 1 of P(ε),
lim inf
ε↓0
|1 − λ(ε)|
εk
> 0.
If 1 is the only eigenvalue of P(ε), we let k = 0.
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Remark 2. We know that such an integer k exists because every eigenvalue of P(ε)
has a Puiseux expansion of the form
λ(ε) = λ(0)+ a1ε1/δ + a2ε2/δ + · · ·
for some positive integer δ, see [6, Eq. 1.7, p. 65], and there are only a finite number
of eigenvalues.
Remark 3. We eventually will show that this maximum decay rate is the same as
the number of steps in a finite reduction process which constructs Markov chains on
state spaces of decreasing size.
Let
T0(ε) = A(ε) = P(ε)− I = (P0 − I )+ εA1 + ε2A2 + · · · (1)
Note that 0 is semi-simple, when considered as an eigenvalue of either T0(ε) or
T0(0) = P0 − I . In other words, in each case the algebraic multiplicity is the same
as the geometric multiplicity. Let m′ be this multiplicity for T0(ε) and m0 the
multiplicity for T0(0). Then, as in [3, Section 2.3, p. 333], 1  m′  m0  m, with
m′ and m0 the number of ergodic classes of P(ε) and P0, respectively. Note
that we can take ε0 small enough so that for 0 < ε < ε0, m′ does not depend
upon ε.
Let M0(ε) be the m0 dimensional eigenspace of the 0 group of eigenvalues of
T0(ε), that is, those eigenvalues of T0(ε) which converge to 0 as ε ↓ 0, and let P ∗0 (ε)
be the analytic projection, see [6, pp. 67,68], onto this subspace. Note that M0(ε) is
invariant under T0(ε) and T0(0) is the generator of a Markov chain on a state space
of dimension m.
If m′ = m0, then our decomposition of the identity is simply I = P ∗0 + (I − P ∗0 ),
we see that the decay rate k = 0, and P ∗0 is the projection onto the null space of T0(ε).
Otherwise, we proceed by induction, as described in the following section.
2.1. The reduction process
Following Kato [6, pp. 81–83] and Delebecque [3, Section 2.3.1, pp. 333–338],
the idea is to construct from T0(ε) analytic reduced matrices T1(ε), T2(ε), . . . , Tk(ε)
which are generators of Markov chains on m0, m1, . . . , mk−1 dimensional state
spaces respectively. These matrices produce invariant subspaces M1(ε),M2(ε), . . . ,
Mk(ε) of dimensions m1, m2, . . . , mk equal to the number of ergodic classes of the
chains generated by T1(0), T2(0), . . . , Tk(0). Here, M0(ε) ⊇ M1(ε) ⊇ · · · ⊇ Mk(ε)
and m0  m1  · · ·  mk−1 > mk = m′. These subspaces have analytic projections
P ∗1 (ε), P ∗2 (ε), . . . , P ∗k (ε), respectively. In this case, we get the decomposition
I = P ∗k (ε)+ (P ∗k−1(ε)− P ∗k (ε))+ · · · + (P ∗0 (ε)− P ∗1 (ε))+ (I − P ∗0 (ε)),
which can be written, letting P ∗−1(ε) = I , as
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I = P ∗k (ε)+
k∑
i=0
(P ∗i−1(ε)− P ∗i (ε)).
The following is the induction step: Suppose we have the Taylor series expan-
sion Ti−1(ε) = Ti−1(0)+ εT ′i−1(0)+ · · · and its corresponding mi−1 dimensional
invariant subspace Mi−1(ε), with analytic projection P ∗i−1(ε). Here, Mi−1(ε) can be
regarded as the eigenspace for the 0 group of the Markov chain generated by Ti−1(0),
which as a chain on a state space of dimension mi−2 (letting m−1 = m) has 0 as a
semi-simple eigenvalue of multiplicity mi−1  mi−2. Then, Ti−1(0)P ∗i−1(0) = 0 so
that we have the expansion
Ti−1(ε)P ∗i−1(ε) = εP ∗i−1(0)T ′i−1(0)P ∗i−1(0)+ · · ·
We can now define
Ti(ε) =
Ti−1(ε)P ∗i−1(ε)
ε
and note that Ti(0) = P ∗i−1(0)T ′i−1(0)P ∗i−1(0).
As a consequence of this construction, Ti(ε) acts on the mi−1 dimensional space
Mi−1(ε) and, as shown by Delebecque [3, Lemma 1, p. 329], is a Markov generator.
We then define Mi(ε) to be the intersection of Mi−1(ε) with the eigenspace of the 0
group of eigenvalues of Ti(0), a subspace of dimension mi where m′  mi  mi−1.
Finally, we let P ∗i (ε) be the analytic projection onto this mi dimensional subspace.
The process ends when k is the smallest integer such that mk = m′. When we look
at further decomposition within each of the 0 groups, we will see that this value of k
is the same as the maximum rate index described above. See Remark 2 for assurance
that the process will not end before k. One further observation is that, in fact,
Ti(ε) =
(P (ε)− I )P ∗i−1(ε)
εi
(2)
so that if λ(ε) is a non-zero eigenvalue of Ti(ε), then the corresponding gener-
alized eigenvectors belong to Mi−1(ε) and are generalized eigenvectors of P(ε)
with eigenvalue µ(ε) = 1 + εiλ(ε). For the induction, we let M−1(ε) = Rm and
P ∗−1(ε) = I .
2.2. Further decompositions within the 0 groups
Following Delebecque [3, Theorem 2, pp. 339–341], for i = 0, 1, . . . , k, if mi <
mi−1, then Ti(0), as the generator of a Markov chain on a state space of dimension
mi−1, has non-zero eigenvalues λi,j of algebraic multiplicity mi,j , where mi,1 +
mi,2 + · · · +mi,ni = mi−1 −mi and ni is the number of distinct non-zero eigen-
values. Consequently, each such eigenvalue of Ti(0) corresponds to a group (the λi,j
group) of eigenvalues of Ti(ε), that is, those which converge to λi,j as ε ↓ 0. The
eigenspaces Mi,j (ε) are of dimensions mi,j , respectively and we denote the analytic
projections by P ∗i,j (ε). Thus we have the decomposition,
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P ∗i−1(ε) = P ∗i (ε)+ P ∗i,1(ε)+ P ∗i,2(ε)+ · · · + P ∗i,ni (ε).
Therefore, our final decomposition of the identity by analytic projections can be
written as
I = P ∗k (ε)+
k∑
i=0
ni∑
j=1
P ∗i,j (ε).
Hence, for l = 1, 2, . . . , N , we have
1
N
N∑
l=1
P l(ε) = 1
N
N∑
l=1
P l(ε)P ∗k (ε)+
k∑
i=0
ni∑
j=1
1
N
N∑
l=1
P l(ε)P ∗i,j (ε). (3)
Remark 4. Note that P(ε)P ∗k (ε) = P ∗k (ε), since 1 is a semi-simple eigenvalue of
P(ε) of multiplicity m′ = mk and P ∗k (ε) is the projection onto this subspace. Hence,
for every N  1,
1
N
N∑
l=1
P l(ε)P ∗k (ε) = P ∗k (ε). (4)
Furthermore, since m′ = mk < mk−1, we see that for 1  j  nk ,
µk,j (ε)− 1
εk
= λk,j (ε)→ λk,j /= 0
whereas, for 0  i < k,
µk,j (ε)− 1
εi
= εk−iλk,j (ε)→ 0
as ε ↓ 0. For this reason, the value of k obtained must coincide with the maximum
decay rate as defined above.
3. Main results
We assume throughout that N(ε) ↑ ∞ as ε ↓ 0. Recall that we also assume that
P0 is a stochastic matrix with no eigenvalue other than 1 on the unit circle. All our
conclusions depend upon the next three propositions.
Proposition 1. For 0  i  k, if N(ε)εi →∞ as ε ↓ 0 and 1  j  ni, then
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε)P ∗i,j (ε) = 0.
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Proposition 2. For 1  i  k, if N(ε)εi → 0 as ε ↓ 0 and 1  j  ni, then
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε)P ∗i,j (ε) = P ∗i,j (0).
Before we state the last proposition, we need an additional definition. We suppose
that T (ε) = T0 + εT1 + ε2T2 + · · · is an analytic perturbation of an m×m matrix
T0 and suppose that λ is an eigenvalue of algebraic multiplicity mλ for T0. Let Mλ(ε)
be the mλ dimensional eigenspace of the λ group of eigenvalues of T (ε) and let
P ∗λ (ε) be the analytic projection onto this subspace.
Definition 2. The generalized analytic nilpotent for the λ group isDλ(ε) = (T (ε)−
λI)P ∗λ (ε).
Remark 5. Note that Dλ(0) = (T0 − λI)P ∗λ (0) is a nilpotent of index nλ, where
1  nλ  mλ.
If λi,j (ε) is an eigenvalue of Ti(ε) in the λi,j group, then µi,j (ε) = 1 + εiλi,j (ε)
is the corresponding eigenvalue of P(ε). Let
νi,j (ε) = 1 + εiλi,j (5)
and note that ν0,j (ε) = 1 + λ0,j does not depend upon ε. Then
[P(ε)− νi,j (ε)I ]P ∗i,j (ε) = εi[Ti(ε)− λi,j I ]P ∗i,j (ε) = εiDi,j (ε), (6)
where we write Di,j (ε) instead of Dλi,j (ε) for the generalized nilpotent of the λi,j
group. We also write ni,j for the index of the nilpotent Di,j (0).
Proposition 3. For 1  i  k, if N(ε)εi → L, where 0 < L <∞, as ε ↓ 0 and
1  j  ni, then
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε)P ∗i,j (ε)
= 1 − e
λi,jL
(−λi,j )L P
∗
i,j (0)+
1
(−λi,j )L
ni,j−1∑
n=1
[
1 − eλi,jL
n∑
l=0
(−λi,jL)l
l!
]
× D
n
i,j (0)
(−λi,j )n .
Putting these propositions together with the decomposition by analytic projec-
tions, we immediately get the following results, again under the assumption that P0
is a stochastic matrix with no eigenvalue other than 1 on the unit circle.
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Theorem 1. Suppose 0  i  k − 1 and N(ε) ↑ ∞ with N(ε)εi →∞ but N(ε)
εi+1 → 0 as ε ↓ 0. Then
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε) = P ∗i (0).
Corollary 1. If N(ε) ↑ ∞ but N(ε)ε → 0 as ε ↓ 0, then
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε) = P ∗0 (0) = lim
N↑∞ limε↓0
1
N
N∑
l=1
P l(ε).
Theorem 2. If N(ε)εk →∞ as ε ↓ 0, then
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε) = P ∗k (0) = lim
ε↓0 limN↑∞
1
N
N∑
l=1
P l(ε).
Theorem 3. Let 1  i  k and N(ε)εi → L, where 0 < L <∞, as ε ↓ 0. Then
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
P l(ε)= P ∗i (0)+
ni∑
j=1
1 − eλi,jL
(−λi,j )L P
∗
i,j (0)+
ni∑
j=1
1
(−λi,j )L
×
ni,j−1∑
n=1
[
1 − eλi,jL
n∑
l=0
(−λi,jL)l
l!
]
Dni,j (0)
(−λi,j )n .
Remark 6. Thanks to the reviewer for pointing out that the results for L = 0 and
L = ∞ can be obtained formally by letting L tend to 0 and ∞, respectively, in the
results for L ∈ (0,∞).
4. Proofs of propositions
Recall that if λi,j (ε) is an eigenvalue of Ti(ε) in the λi,j group, where λi,j is
a non-zero eigenvalue of Ti(0), then µi,j (ε) = 1 + εiλi,j (ε) is the corresponding
eigenvalue of P(ε). Moreover, in Eq. (5) we defined νi,j (ε) = 1 + εiλi,j and in
Eq. (6) we let [P(ε)− νi,j (ε)I ]P ∗i,j (ε) = εiDi,j (ε). Since for ε > 0 sufficiently
small the matrix I + εiTi(0) is stochastic and 1 + εiλi,j is one of its eigenvalues,
|1 + εiλi,j |  1 and we must have Re λi,j < 0. Hence, for i  1 and ε > 0 suffi-
ciently small, 1 − |νi,j |(ε)  12εi(−Re λi,j ). The next lemmas are the result of
straight forward calculations using finite geometric series and the fact that
P ∗i,j (ε)Di,j (ε) = Di,j (ε).
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Lemma 2.
1
N(ε)
N(ε)∑
l=1
P l(ε)P ∗i,j (ε)=
1
N(ε)
N(ε)∑
l=1
[νi,j (ε)P ∗i,j (ε)+ εiDi,j (ε)]l
= 1
N(ε)
N(ε)∑
l=1
νli,j (ε)P
∗
i,j (ε)
+ 1
N(ε)
N(ε)∑
l=1
l∑
n=1
(
l
n
)
νl−ni,j (ε)[εiDi,j (ε)]n.
Lemma 3.
1
N(ε)
N(ε)∑
l=1
νli,j (ε)P
∗
i,j (ε) =
1
N(ε)
νi,j (ε)
[
1 − νN(ε)i,j (ε)
]
1 − νi,j (ε) P
∗
i,j (ε).
Lemma 4.
1
N(ε)
N(ε)∑
l=1
l∑
n=1
(
l
n
)
νl−ni,j (ε)[εiDi,j (ε)]n
= 1
N(ε)
N(ε)∑
n=1

N(ε)∑
l=n
(
l
n
)
νl−ni,j (ε)

 [εiDi,j (ε)]n
with
N(ε)∑
l=n
(
l
n
)
νl−ni,j (ε) =
1 −∑nl=0
(
N(ε)+ 1
l
)
ν
N(ε)+1−l
i,j (ε)[1 − νi,j (ε)]l
[1 − νi,j (ε)]n+1 .
The following lemma gives two different estimates. We shall see that the first one
is useful when N(ε)εi →∞ and the second when N(ε)εi → 0 as ε ↓ 0.
Lemma 5. Observe that∣∣∣∣∣∣
N(ε)∑
l=n
(
l
n
)
νl−ni,j (ε)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
N(ε)−n∑
l=0
(
l + n
n
)
νli,j (ε)
∣∣∣∣∣∣ 
N(ε)−n∑
l=0
(
l + n
n
)
|νi,j (ε)|l
so that on the one hand we have
N(ε)−n∑
l=0
(
l + n
n
)
|νi,j (ε)|l 
∞∑
l=0
(
l + n
n
)
|νi,j (ε)|l = 1[1 − |νi,j (ε)|]n+1 (7)
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and on the other hand, for n  1,
N(ε)−n∑
l=0
(
l + n
n
)
|νi,j (ε)|l 
N(ε)−n∑
l=0
(
l + n
n
)
=
N(ε)−n∑
l=0
(n+ l) · · · (1 + l)
n!
 N
n+1(ε)
n! . (8)
To conclude the lemmas needed to prove the propositions, we estimate the norm
of the generalized analytic idempotent Dλ(ε) = (T (ε)− λI)P ∗λ (ε), where Dλ(0) =
(T0 − λI)P ∗λ (0) is a nilpotent of index nλ.
Lemma 6. There exist positive constants Cλ, Kλ, and ελ such that whenever 0 <
ε < ελ and n  nλ. Then
‖Dnλ(ε)‖  Cλ(Kλε)n/n
2
λ .
Proof. Multiplying the series expansions of T (ε)− λI and P ∗λ (ε), we obtain
Dλ(ε) = Dλ(0)+ ε[P ∗λ (0)T1P ∗λ (0)+ O(1)] (9)
as ε ↓ 0. Thus we see that for ε sufficiently small, ‖Dλ(ε)‖  ‖Dλ(0)‖ + 1. Fur-
thermore,
D
nλ
λ (ε)=
(
Dλ(0)+ ε[P ∗λ (0)T1P ∗λ (0)+ O(1)]
)nλ
= εnλDnλ−1λ (0)[P ∗λ (0)T1P ∗λ (0)+ O(1)]
as ε ↓ 0. Therefore, for ε sufficiently small,
‖Dnλλ (ε)‖  εnλ‖Dλ(0)‖nλ−1[‖P ∗λ (0)T1P ∗λ (0)‖ + O(1)] = Kλε. (10)
Now if n  nλ, then n = knλ + r , where 0  r < nλ and k  1. Consequently,
k = n− r
nλ
 n− nλ + 1
nλ

n(1 − nλ−1
nλ
)
nλ
= n
n2λ
.
Hence, for ε sufficiently small and n  nλ,
‖Dnλ(ε)‖ = ‖Dknλ+rλ (ε)‖  ‖Dλ(ε)‖r‖Dnλλ (ε)‖k  Cλ(Kλε)n/n
2
λ , (11)
where Cλ = max{‖Dλ(0)‖ + 1‖r : 0  r < nλ}.
Corollary 2. If λ is semi-simple, that is, nλ = 1, then for 0 < ε  ελ and n  1 we
have ‖Dnλ(ε)‖  Cλ(Kλε)n.
We now use our estimates from Lemmas 5 and 6 to prove Propositions 1 and 2.
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Proof of Proposition 1. If 0  i  k, 1  j  ni , and N(ε)εi →∞ as ε ↓ 0, then
|νi,j (ε)|N(ε) = exp (N(ε) ln(|νi,j (ε)|))→ 0 as ε ↓ 0. To see this, note that for i =
0, |ν0,j (ε)| = |1 + λ0,j | < 1, independent of ε. Thus, it suffices that N(ε) ↑ ∞ as
ε ↓ 0. For 1  i  k, recall that Re λi,j < 0 and for sufficiently small ε > 0 we have
|νi,j |(ε)  1 + 12εi(Re λi,j ). Therefore,∣∣νi,j (ε)∣∣N(ε) = exp (N(ε) ln(|νi,j (ε)|))
 exp
(
N(ε) ln
(
1 + 12εiRe λi,j
))
 exp
( 1
4N(ε)ε
iRe λi,j
)→ 0 (12)
as ε ↓ 0. Note also that in any case, N(ε)(1 − |νi,j (ε)|)→∞ as ε ↓ 0.
Lemma 2 shows that there are two terms to consider in each Cesaro limit, one
involving a projection and the other with powers of the generalized nilpotent. We
look at these terms individually.
From Lemma 3 we see that∥∥∥∥∥∥
1
N(ε)
N(ε)∑
l=1
νli,j (ε)P
∗
i,j (ε)
∥∥∥∥∥∥
1
N(ε)
N(ε)∑
l=1
|νi,j (ε)|l‖P ∗i,j (ε)‖
= |νi,j (ε)|[1 − |νi,j (ε)|
N(ε)]
N(ε)(1 − |νi,j (ε)|) ‖P
∗
i,j (ε)‖.
Consequently,
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
νli,j (ε)P
∗
i,j (ε) = 0.
From the first estimate, Eq. (7), of Lemma 5 we obtain
N(ε)∑
l=n
(
l
n
)
|νi,j (ε)|l−n  1[1 − |νi,j (ε)|]n+1 .
Therefore, if i  1, and ε is so small that
1 − |νi,j (ε)|  12ε
i(−Re λi,j ) > 0,
we see from Lemma 6 that∥∥∥∥∥∥
1
N(ε)
N(ε)∑
n=1
N(ε)∑
l=n
(
l
n
)
νl−ni,j (ε)[εiDi,j (ε)]n
∥∥∥∥∥∥
 2
N(ε)εi(−Re λi,j )
∞∑
n=1
2n‖Dni,j (ε)‖
(−Re λi,j )n
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
2Cλi,j
N(ε)εi(−Re λi,j )
∞∑
n=1

2(Kλi,j ε)1/n2i,j−Re λi,j


n
.
This expression converges to 0 as ε ↓ 0 since
0 <
2(Kλi,j ε)
1/n2i,j
−Re λi,j < 1
for ε small. The argument for i = 0 is essentially the same, using the fact that
|ν0,j (ε)| = |1 + λ0,j | < 1 independent of ε.
Proof of Proposition 2. If 1  i  k, 1  j  ni , and N(ε)εi → 0 as ε ↓ 0, then
νi,j (ε)
N(ε) = exp (N(ε) ln(νi,j (ε)))
= exp (N(ε) ln(1 + εiλi,j )) ∼ exp (N(ε)εiλi,j )→ 1
as ε ↓ 0.
We consider the first term in the expansion of Lemma 2. By using Lemma 3 and
L’Hospital’s rule,
1
N(ε)
νi,j (ε)[1 − νN(ε)i,j (ε)]
1 − νi,j (ε) ∼
1 − exp (N(ε)εiλi,j )
N(ε)εi(−λi,j ) → 1
as ε ↓ 0, we see that
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
νli,j (ε)P
∗
i,j (ε) = P ∗i,j (0).
From the second estimate, Eq. (8), of Lemma 5, we obtain
N(ε)∑
l=n
(
l
n
)
|νi,j (ε)|l−n  N
n+1(ε)
n! .
Therefore, by Lemma 6,∥∥∥∥∥∥
1
N(ε)
N(ε)∑
n=1
N(ε)∑
l=n
(
l
n
)
νl−ni,j (ε)[εiDi,j (ε)]n
∥∥∥∥∥∥
∞∑
n=1
[N(ε)εi]n‖Dni,j (ε)‖
n!
Cλi,j (exp (N(ε)εi)− 1) (13)
for ε sufficiently small and this converges to 0 as ε ↓ 0.
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Proof of Proposition 3. We now assume that 1  i  k, 1  j  ni , and N(ε)εi →
L, where 0 < L <∞, as ε ↓ 0. In this case,
νi,j (ε)
N(ε) = exp (N(ε) ln(νi,j (ε)))
= exp (N(ε) ln(1 + εiλi,j )) ∼ exp (N(ε)εiλi,j )→ eλi,jL
as ε ↓ 0.
Again, we look at the first term in the expansion of Lemma 2 by means of Lemma
3. Consequently, since
1
N(ε)
νi,j (ε)[1 − νN(ε)i,j (ε)]
1 − νi,j (ε) ∼
1 − exp (N(ε)εiλi,j )
N(ε)εi(−λi,j ) →
1 − eλi,jL
(−λi,j )L
as ε ↓ 0, we see that
lim
ε↓0
1
N(ε)
N(ε)∑
l=1
νli,j (ε)P
∗
i,j (ε) =
1 − eλi,jL
(−λi,j )L P
∗
i,j (0).
For the second term, we resort to the exact sum given by Lemma 4. Here, we note
that for each fixed n  0,
lim
ε↓0
n∑
l=0
(
N(ε)+ 1
l
)
ν
N(ε)+1−l
i,j (ε)[1 − νi,j (ε)]l
= eλi,jL
n∑
l=0
(−λi,jL)l
l! , (14)
since (
N(ε)+ 1
l
)
= (N(ε))
l
l! [1 + O(ε)] (15)
as ε ↓ 0 for every l with 0  l  n. Therefore,
1
N(ε)
N(ε)∑
n=1

N(ε)∑
l=n
(
l
n
)
νl−ni,j (ε)

 [εiDi,j (ε)]n
= 1
N(ε)εi(−λi,j )
N(ε)∑
n=1
[
1 −
n∑
l=0
(
N(ε)+ 1
l
)
ν
N(ε)+1−l
i,j (ε)[1 − νi,j (ε)]l
]
× D
n
i,j (ε)
(−λi,j )n
→ 1
(−λi,j )L
ni,j−1∑
n=1
[
1 − eλi,jL
n∑
l=0
(−λi,jL)l
l!
]
Dni,j (0)
(−λi,j )n (16)
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as ε ↓ 0, since Lemma 6, Eqs. (14) and (15) show that, for all ε sufficiently small, the
summand in (16) is dominated by the terms of a fixed convergent geometric series.
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