Representación de conocimiento y razonamiento para sistemas multiagentes by Roger, Sandra et al.
Representacio´n de Conocimiento y Razonamiento
para Sistemas Multiagentes
Sandra E. Roger* Laura Andrea Cecchi*
Gerardo A. Parra* Claudio A. Vaucheret* Guillermo R. Simari**
*Depto. de Cs. de la Computacio´n - Fa.E.A. **Depto. de Cs. e Ing. de la Computacio´n
Universidad Nacional del Comahue Universidad Nacional del Sur
Buenos Aires 1400 - 8300 Neuque´n - Argentina Av. Alem 1253 - 8000 Bah´ıa Blanca - Argentina
Tel/Fax (54) (299) 4490312/313 Tel/Fax (54) (291) 4595135/5136
e-mail:lcecchi@uncoma.edu.ar e-mail:grs@cs.uns.edu.ar
Resumen
Un sistema multiagentes puede ser visto como una sociedad en la que agentes auto´no-
mos interactu´an entre s´ı. Los agentes se comunican con el objeto de alcanzar sus propias
metas o las metas de la sociedad de la que ellos forman parte. El proyecto de investigacio´n
“Representacio´n de Conocimiento y Razonamiento para Sistemas Multiagentes”, del De-
partamento de Ciencias de la Computacio´n, Fa.E.A., tiene por objeto estudiar Sistemas
Multiagentes desde diferentes aspectos. Por un lado, se analiza al agente como entidad
cognitiva y por otro, se evalu´an mecanismos de comunicacio´n con otros agentes.
En este trabajo, se presenta una descripcio´n de la l´ınea de investigacio´n detallando de
cada aspecto los resultados alcanzados junto con la publicacio´n que lo avala. Asimismo,
indican los grupos externos con los que se ha trabajado en forma conjunta. Por u´ltimo,
se exponen las tareas en progreso, su motivacio´n y nuestros trabajos futuros.
Palabras Claves: Sistemas Multiagentes. Agentes Inteligentes. Programacio´n en Lo´gica.
Planeamiento. Sistemas Argumentativos. Procesamiento de Lenguaje Natural.
1. Introduccio´n
Un sistema multiagentes (en adelante MAS) puede ser visto como una sociedad en la que
agentes auto´nomos interactu´an entre s´ı. Un agente es una entidad computacional que puede
percibir y actuar en su ambiente y que es auto´nomo en su comportamientos, i.e., el agente
tiene la habilidad de decidir por s´ı mismo que´ metas deber´ıa adoptar y co´mo esas metas de-
ben alcanzarse[25]. Si el agente es capaz de operar en forma racional y flexible en diferentes
circunstancias, diremos que tal agente es inteligente.
Los agentes se comunican con el objeto de alcanzar sus propias metas o las metas de la
sociedad de la que ellos forman parte. Al interactuar los agentes pueden ser afectados por otros
agentes, posiblemente humanos. La clave en la interaccio´n de un MAS es la coordinacio´n de
las metas y del conjunto de tareas, ya sea en situaciones cooperativas como en situaciones
competitivas. La cooperacio´n es la coordinacio´n entre agentes no antago´nicos, mientras que la
negociacio´n es la coordinacio´n entre agentes competitivos[14]. Los agentes cooperativos tratan
de realizar como un equipo lo que individualmente no pueden. Los agentes competitivos tratan
de maximizar sus propios beneficios a expensas de los otros, de modo que el e´xito de uno implica
el fracaso de los otros[23].
El proyecto de investigacio´n “Representacio´n de Conocimiento y Razonamiento para Siste-
mas Multiagentes”, del Departamento de Ciencias de la Computacio´n, Fa.E.A., tiene por objeto
estudiar Sistemas Multiagentes desde diferentes aspectos. Por un lado, se analiza al agente como
entidad cognitiva haciendo hincapie´ en te´cnicas de representacio´n de conocimiento y razona-
miento, particularmente Planificacio´n, Dina´mica de Creencias, Argumentacio´n y Programacio´n
en Lo´gica.
Por otro, se evalu´an mecanismos de comunicacio´n con otros agentes. Los Sistemas Argu-
mentativos proveen un marco formal para modelar las negociaciones entre agentes auto´nomos.
Asimismo, se contempla la posibilidad de MAS integrados por agentes humanos, lo que requiere
del estudio del Procesamiento de Lenguaje Natural (de ahora en ma´s P.L.N.).
El objetivo de este trabajo es presentar las metas de nuestro proyecto de investigacio´n,
los resultados alcanzados y los desarrollos futuros. En la siguiente seccio´n se presentan los
resultados alcanzados junto con las publicaciones que los avalan. En la seccio´n 3, se presentan
las tareas en progreso junto con su motivacio´n y los trabajos futuros. Finalmente, se presentan
las conclusiones.
2. Resultados Preliminares
En el marco de este proyecto, se han realizado avances en el campo de los MAS atacando
diferentes problemas en forma simulta´nea, que se describen a continuacio´n:
La Programacio´n en Lo´gica es una poderosa herramienta de representacio´n de conoci-
miento y razonamiento de agentes inteligentes. Por esta razo´n, mu´ltiples extensiones han
sido desarrolladas con e´xito. En el marco de nuestro proyecto, se han estudiado fundamen-
talmente la Programacio´n en Lo´gica Rebatible (de ahora en ma´s P.L.R.) y los modelos
de ejecucio´n Andorra y Fuzzy Prolog.
La P.L.R. permite la representacio´n de conocimiento contradictorio y el razonamiento a
partir de e´l, sin heredar las consecuencias indeseadas de la lo´gica cla´sica en el tratamiento
de la inconsistencia. Si bien la sema´ntica operacional, basada en Sistemas Argumentativos,
es primordial para poder calcular las creencias de un agente justificadas por una base
de conocimientos, la sema´ntica analizada desde un punto de vista declarativo ayuda a
distinguir entre diferentes sistemas no monoto´nicos y a estudiarlos como modelos de
representacio´n y razonamiento, sin recurrir al control. Fundamenta´ndonos, en la idea de
que la esencia de la argumentacio´n es un dia´logo interactivo se definio´ una sema´ntica
declarativa trivaluada GS, basada en juegos para la P.L.R.[6, 9, 7, 8, 11, 10]. Asimismo,
se estudio´ la ce´lula de los Sistemas Argumentativos: el argumento y se caracterizo´ en
forma declarativa su definicio´n procedural[8]. Por otra parte, se analizaron los distintos
criterios de decisio´n entre argumentos en conflicto. En [10], se presento´ una formalizacio´n
a trave´s de un conjunto de propiedades de dichas relaciones entre argumentos.
Con el fin de modelar incertidumbre en la representacio´n de conocimiento se ha realizado
una extensio´n de la programacio´n lo´gica basada en la lo´gica Difusa (Fuzzy Logic). En
[20], se presento´ la definicio´n e implementacio´n de un Fuzzy Prolog cuya caracter´ısti-
ca es que los valores de verdad son miembros del A´lgebra de Borel sobre el intervalo
[0, 1]. La implementacio´n del mismo fue realizada como extensio´n sinta´ctica de un siste-
ma de programacio´n en lo´gica con restricciones, donde se propagan las restricciones que
implementan los valores de verdad. La expansio´n sinta´ctica se realiza por medio de un
preprocesamiento en tiempo de compilacio´n del lenguaje Fuzzy Prolog aprovechando las
facilidades del sistema de mo´dulos de Ciao Prolog [5]. La misma filosof´ıa de expansiones
sinta´cticas se ha utilizado para implementar el modelo de ejecucio´n Andorra[21, 22] sobre
Ciao Prolog. En este modelo en lugar de ejecutarse las metas de un cuerpo de izquierda
a derecha como en el prolog cla´sico, siempre se ejecutan en primer lugar las metas que
son deterministas, produciendo un angostamiento del a´rbol de bu´squeda con el resultado
de una ejecucio´n ma´s eficiente. Utilizando variables con atributos, se realizo´ una imple-
mentacio´n en Ciao Prolog que determina dina´micamente cuando las metas se vuelven
determin´ısticas y demora la ejecucio´n de las no deterministas. Dicha implementacio´n, co-
mo expansio´n sinta´ctica [19] es una adaptacio´n de la aproximacio´n de preprocesamiento
de [4].
Los agentes inteligentes auto´nomos, debido a su proactividad, se ven obligados a consi-
derar la satisfaccio´n de sus metas a trave´s de un conjunto estructurado de acciones que
conforman un plan. El modelo BDI (Belief, Desires and Intentions)[23]para representar
el conjunto cognitivo de un agente es una posibilidad interesante que permite estudiar el
problema que introduce el dinamismo natural del entorno en el que un plan particular se
desenvuelve. El dinamismo del entorno provoca que algunos de los planes deban ser mo-
dificados para poder alcanzar las metas finales. Esta actividad de replaneamiento puede
considerarse, una revisio´n del mismo. Ciertas partes pueden ser conservadas, pero otras
deben ser removidas y reemplazadas por subplanes convenientes que ofrezcan la posibili-
dad de e´xito para el plan global. En este contexto, postulamos la conveniencia de adoptar
el punto de vista del a´rea de Dina´mica de Creencias[1, 13] al considerar la actividad de
replaneamiento de un agente inteligente. Hemos propuesto un modelo para representar
operaciones de cambio sobre grafos de planning[2, 3, 24]. A partir de este modelo, he-
mos definido las operaciones de expansio´n[16], contraccio´n[15] y revisio´n[17] de grafos de
planning. Cada uno de estos operadores ha sido caracterizado mediante un conjunto de
propiedades deseables inspiradas en los postulados propuestos por Ga¨rdenfors[13] para
las operaciones de cambio de conjuntos de creencias.
Una faceta importante de los Sistemas Multiagentes es la interaccio´n entre agentes, po-
siblemente humanos. En este contexto, se realizaron investigaciones en el campo de la
lingu¨´ıstica. Particularmente, se han estudiado las ana´foras[18]. Asimismo, se ha analizado
al lenguaje natural como herramienta fundamental en la educacio´n a distancia[12].
Los avances realizados en implementaciones sobre el Ciao Prolog, fueron desarrolladas en
forma conjunta con el grupo de investigacio´n dirigido por el Dr. Manuel Hermenegildo Sali-
nas, de la Facultad de Informa´tica, Universidad Polite´cnica de Madrid. La l´ınea descripta en
Procesamiento de Lenguaje Natural se ha desarrollado en el marco de la red RITOS2.
3. Tareas en Progreso y Trabajos Futuros
En la mayor´ıa de las aplicaciones, los agentes auto´nomos necesitan interactuar por la inter-
dependencia que existe entre ellos. Cuando un MAS tiene entre sus miembros agentes compe-
titivos se requiere de una estrategia de negociacio´n. Los Sistemas Argumentativos proveen un
marco formal para implementar negociacio´n. Por esta razo´n, entre nuestros trabajos futuros se
encuentra extender la sema´ntica declarativa a un juego de ma´s de dos participante.
En el contexto de replaneamiento en agentes inteligentes, nos hemos centrado en el estudio
del operador de revisio´n. La operacio´n de revisio´n ocurre cuando es necesario remover algunas
piezas del plan global y reemplazarlas por subplanes alternativos que permitan llevar a cabo el
plan de manera exitosa. Hemos comenzado el estudio de mecanismos de seleccio´n que permiten
determinar las piezas que deben ser removidas y guiar, de este modo, toda la operacio´n. En
trabajos futuros, se estudiara´n distintas pol´ıticas de seleccio´n de los esquemas de accio´n a
eliminar.
En lo respectivo a representacio´n de conocimiento a trave´s de la Programacio´n en Lo´gica,
actualmente se esta extendiendo el trabajo sobre Fuzzy Prolog incorporando la posibilidad
de utilizar reglas no uniformes de suposiciones por defecto. En otras palabras, se pretende
determinar cua´l es el valor de verdad difuso para las metas para las cuales no hay informacio´n.
Por u´ltimo, en marco del P.L.N., se espera poder desarrollar aplicaciones que requieran
herramientas de creacio´n de contenidos, extraccio´n y s´ıntesis de informacio´n. Particularmente,
se pondra´ especial intere´s en la miner´ıa de texto, ya que se presenta como una tecnolog´ıa de
apoyo para explorar, analizar, comprender y aplicar el conocimiento. Esta l´ınea trabajara´ en
colaboracio´n con el grupo de investigacio´n TEMISI (TEcnolog´ıas Multilingu¨es e Interactivas
para la Sociedad de la Informacio´n) presentado para su evaluacio´n ante el CYTED (Ciencia y
Tecnolog´ıa para el Desarrollo), en abril de 2004.
4. Conclusiones
El proyecto de investigacio´n “Representacio´n de Conocimiento y Razonamiento para Siste-
mas Multiagentes”, involucra el ana´lisis de los MAS desde diferentes flancos. Por un lado, se
estudian los agentes como entidades cognitivas y por otro, se estudian las relaciones entre los
agentes auto´nomos. En este trabajo, se ha presentado una descripcio´n de la l´ınea de investiga-
cio´n detallando de cada aspecto los resultados alcanzados junto con la publicacio´n que lo avala.
Asimismo, se han indicado los grupos externos con los que se ha trabajado en forma conjunta.
Por u´ltimo, se expusieron las tareas en progreso, su motivacio´n y nuestros trabajos futuros.
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