Abstract-Dimensionality reduction techniques that can introduce low-dimensional feature representation with enhanced discriminatory power are of paramount importance in face recognition. In this paper, a novel subspace learning algorithm called orthogonal maximum margin projection(OMMP) is proposed. The OMMP algorithm is based on the maximum margin projection (MMP), which aims at discovering both geometrical and discriminant structures of the face manifold. First, OMMP considers both the local manifold structure and class label information by using the within-class and between-class graphs, as well as characterizing the separability of different classes with the margin criterion, then OMMP orthogonalizes the basis vectors of the face subspace. Experimental results on three databases show the effectiveness of the proposed OMMP algorithm.
I. INTRODUCTION
Face recognition has attracted growing attention within the last two decades because of its potential applications in many fields, such us identity authentication, video surveillance, image search, and human-computation communication. As a result, numerous face recognition (FR) techniques have been proposed. One of the most successfully and well-studied techniques to FR is the appearance-based method [1] , which operates directly on images or appearances of face objects and process the images as two-dimensional holistic patterns. However, a major challenge of the appearance-based FR methods is that the image data often lie in a high-dimensional feature space. Considering the curse-of-dimensionality [2] [3] , it is desirable to first project the images into the lowerdimensional subspace with the dimensionality reduction methods, then the conventional classification algorithms can be applied.
Principle component analysis(PCA) [4] and linear discrimiant analysis (LDA) [5] are two classical dimensionality reduction algorithm. PCA, also known as Karhunen-Loéve transformation, aims to find a set of mutually orthogonal bases that capture the global information of the data points in terms of variance. In contrast to unsupervised method such as PCA, LDA is a supervised dimensionality reduction approach. LDA aims to find an optimal transformation that maps the data into a lower-dimensional space that minimizes the withinclass distance and simultaneously maximizes the between-class distance, thus achieving maximum discrimination. It is generally believed that the LDAbased algorithms are superior to PCA-based ones, since the former focus on the most discriminant feature extraction while the latter achieves simply data reconstruction. Although PCA and LDA have been extensively applied to face recognition, they are designed for discovering the global Euclidean structure. They fail to uncover the manifold structure hidden in the image space. In many cases, local manifold structure is more important than global Euclidean structure [6] [7] [8] [9] [10] [11] [12] , especially when nearest-neighbor like classifiers are used for classification.
Recently, Locality preserving projection(LPP) [6] has been proposed for dimensionality reduction that preserves the local geometrical relationship and discovers its intrinsic manifold structure. The LPP is the linear approximations to the eigenfunctions of the LaplaceBeltrami operator on the compact Riemannian manifold. However, the basis functions obtained by the LPP are nonorthogonal. This makes it difficult to reconstruct the data. To overcome this shortcoming, Cai et al. propose an algorithm called orthogonal locality preserving projection (OLPP) [13] , which can produce orthogonal basis functions and can have more locality preserving power than LPP. However, LPP and OLPP are unsupervised dimensionality reduction methods and do not take the label information into account. If the samples needed to be classified take on multimanifolds (corresponding to multi-classes), then the locality-preserving manifold learning algorithms may result in overlapped embeddings belonging to different classes, which deteriorates the discrimination performance. In order to reduce the dimensionality of multimanifolds data appropriately, it is necessarily to preserve both the local geometrical and discriminant structures of the data manifold simultaneously, since the local structure of the data itself is not sufficient.
In this paper, we propose a new algorithm, called orthogonal maximum margin projection(OMMP) which is fundamentally based on the maximum margin projection(MMP) [14] . It focuses on local manifold discriminant analysis for face recognition. Its goal is to discover both geometrical and discriminant structures of the data manifold. OMMP builds two adjacency graphs which can best reflect the local geometrical structure of the underlying manifold and the class relationship between the sample points. Inspired by the ideas of MMP, we proposed an objective function that maximizes the margin between embeddings belong to different classes, and at the same time requires the basis functions to be orthogonal. By jointly considering the local manifold structure and the label information with the within-class graph and between-class graphs, as well as preserving the metric structure of face space with orthogonal basis functions, OMMP is expected to deliver much better performance in face recognition applications.
The rest of the paper is organized as follows. In Section II, we provide a brief review of the MMP algorithm. The OMMP algorithm is developed in Section III. The experimental results are reported in Section IV. Finally, the conclusions along with some directions for further research are presented in Section V.
II. BRIEF REVIEW OF MMP
MPP is a recently proposed linear dimensionality reduction algorithm [14] . It builds two adjacency graphs which can best reflect the local geometrical structure of the underlying manifold and the class relationship between the sample points. It is a graph-based approach for learning a linear approximation to the intrinsic data manifold by making use of both labeled and unlabeled data. Its goal is to discover both geometrical and discriminant structures of the face manifold.
Given a set of face images 
contains the neighbors having different labels, and
contains the rest of the neighbors.
MMP aims to find the local geometrical and discriminant structures of the face manifold. Given two weight matrices b S and w S , MMP can be obtained by solving the following maximization problem: 
If A is orthogonal matrix, i.e., I AA T = , it implies that the orthogonal basis functions of MMP can preserve the metric structure.
III. ORTHOGONAL MAXIMUM MARGIN PROJECTION ALGORITHM
In this section, we describe a novel manifold learning algorithm for face recognition, called orthogonal maximum margin projection(OMMP),which can be thought of as a combination of MMP and orthogonal transformation.
Note that the small sample size problem occurs frequently in appearance-based face recognition, since the number of face images (n) is much lower than the dimension of the face image vector (p). The fact that T w X XD is p p × matrices implies that it is singular.
To overcome this problem, we first project the image set into a PCA subspace to make
Another consideration of using PCA as preprocessing is for noise reduction. The algorithmic procedure of OMMP is formally stated below: In order to compute the mth basis vector that maximizes the above objective function, the Lagrange multiplier is used to transform (8) to include all the constraints: 
As the derivation process of the Ref. [15] , multiplying the left side of (9) by 
Using this simplified notation, the previous set of
equations can be represented in a single matrix relationship (11) Let us now multiply the left side of (9) .Thus, the embedding is as follows:
where i y is a q-dimensional representation of the face image i x ,and W is the transformation matrix.
VI. EXPERIMENTAL RESULTS
In this section, several experiments are carried out to show the effectiveness of our proposed OMMP algorithm for face recognition. Three face databases are used in our experimental study, including Yale, ORL and CMU PIE databases. The proposed algorithm is compared with OLPP, MMP and two well-known linear methods, i.e., Eigenface method (PCA) [4] , and Fisherface method (PCA+LDA) [5] . In our proposed OMMP algorithm, there are three parameter values to be set: k , β and γ . The parameter k denotes the number of nearest neighbors. In all the experiments, all the original images are realigned by fixing the locations of the two eyes, cropped, and resized to 32 32 × pixels, with 256 gray levels per pixel. No further preprocessing is done. To perform the face recognition, we first compute the face subspace from the training samples; then the new face image to be identified is projected into the face subspace with our proposed OMMP algorithm; finally, the nearest neighbor classifier is adopted to identify new facial images, where the Euclidean metric is used as the distance measure.
A. Databases
The Yale face database (http://cvc.yale.edu/projects/ yalefaces/ yalefaces.html) contains 165 grayscale images of 15 individuals (each person has 11 different images) under various facial expressions and lighting conditions.
For each individual, l (= 2, 3, 4, 5,6) images are randomly selected for training and the rest are used for testing. In general, the performance of all these algorithms mentioned previously varies with the number of dimensions. For each given l , we average the results over 20 random splits and report the maximal average recognition rate.
The ORL database (http://www.uk.research.att.com/ facedatabase.html) contains 400 images grouped into 40 distinct subjects with ten different images for each. The images were captured at different times, and for some objects, the images may vary in facial expression and facial detail. All the images were taken with a tolerance for some tilting and rotation of the face up to 20 degrees. The experimental protocol is the same as before.
The CMU PIE(Pose, Illumination and Expression) database (http://www.ews.uiuc.edu/ dengcai2/ Data/ data. html) contains more than 40,000 facial images of 68 people. The face images were captured by 13 
B. Results
The best recognition rates as well as the optimal dimensionality obtained by each algorithm are reported on the Table （I-III）. These results are also showed in the Figure (1-3) . From these experimental results, we can make the following observations: 1)Our proposed OMMP algorithm consistently outperforms Eigenface, Fisherface, OLPP and MMP algorithms.
2) The local-manifold-structure based algorithm(such as OLPP, MMP and OMMP) are consistently better than the global-Euclidean-structure based algorithm(such as Eigenface and Fisherface methods), which indicates that the OLPP,MMP and OMMP algorithms encode more discriminating information in the low-dimensional face subspace by preserving local structure which is more important than the global structure for classification.
3) The orthogonal basis function can improve face recognition accuracy for OMPP beyond the corresponding non-orthogonal algorithms. The results demonstrate that the OMMP can have more locality preserving power than OMMP. This result is consistent with the observation in [6] and [16] that the locality preserving power is directly related to the discriminating power. Thus the OMMP algorithm has more discriminating power than MPP. 4) Although both OLPP and OMMP are orthogonal manifold learning algorithms for face recognition, the average recognition accuracy of OMMP is always better than that of OLPP. The main reason could be attributed to the fact that OLPP may not well consider the betweenlocality property of the data points. For face recognition, it is hard to determine whether label information or local manifold structure is more important. By jointly considering the local manifold structure and the label information (utilized in both within-class graph and between-class graph), as well as characterizing the separability of different classes with the margin criterion, OMMP performs much better than OLPP in face recognition applications.
V. CONCLUSION
In this paper, we propose a subspace learning algorithm for face recognition, called orthogonal maximum margin projection (OMMP), to discover the underlying face manifold structure. OMMP considers both the local manifold structure and label information, as well as preserving the metric structure of face space with orthogonal basis functions. Experimental results on Yale, ORL, and PIE databases show the effectiveness of our proposed algorithm. However, OMMP is essentially linear. Our future work is to extend OMMP to nonlinear map with kernel trick. Recognition rate (%) Recognition rate versus reduced dimensionality on the CMU PIE database
