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The physics of two-phase systems is explored here, particularly magneto-transport and low tem-
perature d.c. conductivity in thin films. The extraordinary magnetoresistance (EMR) effect was
analysed in the context of previous experimental and theoretical considerations. The magnetore-
sistance (MR) may be enhanced by up to two orders of magnitude by changing the geometry.
This was investigated using finite element analysis. Thin film samples consisting of a layered
structure of Germanium-Tin-Germanium (Ge-Sn-Ge) were created in collaboration with Shan-
dong University in China. Ge layers were kept at a constant thickness across all samples, with
variable Sn thickness. Regions of Sn form island-like shapes ten times larger than the average
film thickness, as is seen in scanning electron microscope (SEM) images. Raman spectroscopy
was conducted on these samples, from which it is concluded that the Ge layers are amorphous
in nature. It was seen that there is a relationship between the electrical resistance and the film
thickness which is indicative of a metal-insulator transition (MIT). The temperature dependence
of resistivity was subsequently investigated. The temperature coefficient of resistivity (TCR)
of the samples is seen to become negative as the thickness of the Sn layer is reduced below a
certain critical thickness. Depending on their thickness, samples were designated as metallic or
insulator, and various models associated with metals and insulators fitted to the data. While it
is impossible to be absolutely certain of the validity of each of the models, some are a better
fit than others. The same temperature dependence of resistivity was measured with an applied
magnetic field. This is compared with the previous EMR investigation, however the MR of the
samples is only of the order of a few percent which corresponds to ordinary MR, seen in most
metals. The magnetic field measurements suppress a resistivity down-turn at very low temper-
atures (T<10K) which suggests the presence of superconductivity. Analysis of dρ/dT shows
that the onset of superconductivity is lower for samples with a lower Sn thickness. Additionally,
the deposition rate of the Sn layer affects the resistivity significantly; a higher deposition rate
causes a decrease in resistivity. It is supposed that this is due to a change in the microstructure
of the film. Finally, piezo-resistivity was considered by applying mechanical compression to the
samples. The added pressure causes a drop in resistivity.
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Chapter 1
Introduction
The physics of highly inhomogeneous materials has been the subject of much interest for many
years. Isotropic/homogeneous materials are generally quite well understood. For example, pa-
rameters such as the resistivity of a homogeneous isotropic medium are relatively easy to cal-
culate since it is only given by a constant term. However, if the material is spatially inhomoge-
neous and anisotropic then the resistivity term now takes the form of a tensor of rank which is
dependent on the dimensionality of the system. This tensor is highly dependent on the specific
characteristics of the material being considered e.g. graphite on a microscopic scale consists
of multiple stacked layers. Current passes very easily within these layers but not so easily be-
tween them, meaning that the current flow may not be in the same direction as the electric field
(consider Ohms law, J = σE).
A phenomenon known as magnetoresistanc exists which is defined as the extent that the elec-
trical resistance of a material changes when a magnetic field is applied. The material under
consideration may also see a change in resistivity from constant value to a tensor under these
conditions. In this case the charge carriers experience a force due to the magnetic field which
also changes the direction of current density relative to the electric field. This is the underlying
mechanic involved in a specific kind of magnetoresistance, known as extraordinary magnetore-
sistance. It occurs for inhomogeneous systems, where the physics at the metal-semiconductor
boundary creates a high resistance circuit for high magnetic field and low resistance circuit when
there is little or zero magnetic field. Solin et. al [1] were first to show this enhanced form of
magnetoresistance experimentally, where concentric discs of InSb and Au were seen to produce
magnetoresistance of the order of 106% at the strong field of 5T. By contrast, other manifes-
tations of magnetoresistance have been shown to produce much lower percentage values. For
example, giant magnetoresistance, which is well known for its application in the read heads in
computer hard disks can typically show values of the order of 102-103%.
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It was shown by Hewett & Kusmartsev [2] that the basic concentric disc geometry used in the
experiments of Solin et. al was not ideal. Modifying the geometry of the metallic domain can
produce extremely large changes in the magnetoresistance. This was shown using a computer
analysis technique known as the finite element method, where the system domain is broken into
small sub-domains in which the pertinent parameters are calculated from initial conditions. The
final solution for the complete system is then arrived at by combining the sub-domain solutions.
In Chapter 3 of this thesis the same technique is used to show that further enhancements to the
geometry of the system can result in yet larger values of magnetoresistance. It is unlikely that
this is the absolute maximum performance which can be achieved with this type of system, and
it is expected that a system with a fractal-like structure may be able to increase the magnitude
of the effect further.
The applications of anisotropic/inhomogeneous materials are quickly growing in number. For
example, RF engineers hope to be able to manipulate the electric fields inside antennas through
the use of artificially crafted materials a.k.a. meta-materials; or the already implemented usage
of magnetoresistance effects in hard drive read heads. Inhomogeneity can usually be observed
at very small length scales. Therefore, the study of highly inhomogeneous materials can be
particularly interesting through using thin film structures of the order of nanometre thickness.
Here it is shown that many effects and avenues of research present themselves in inhomogeneous
systems at the nano-scale. Particularly, following from the example of extraordinary magne-
toresistance, we shall consider inhomogeneous systems that are two-phase in nature. Two-phase
in the context of materials science is defined as a system consisting of two materials which
are different in some important parameters. The parameters of the system as a whole may be
completely different or unique in nature, compared to those of the constituent materials. The
physical mechanisms that explain these differences can be difficult to identify. However, various
techniques exist, and are used, which can help to uncover the complexities of these systems.
Chapter 2
Background Concepts
2.1 Magnetoresistance
2.1.1 Classical Electrical Transport in a Magnetic Field
The flow of current in a system obeys semi-classical laws until reaching very small length
scales. One model that describes, to a good approximation, the classical limit is the Drude
model. In a system without influence of a magnetic field the equation of motion for electrons is
m∗(
d2r
dt2
+
1
τ
dr
dt
) =−eE, (2.1)
where m∗ is the effective mass of an electron, r is the position of the electron in consideration, e
is the elementary electric charge (e= 1.6×10−19C), E is the applied electric field, and τ is the
relaxation time (average time between electron collision events). The term m
∗
τ
dr
dt is sometimes
called the retardation term because it counteracts the force due to the electric field. As the charge
accelerates and builds velocity this term increases until it completely cancels the E term. This is
known as the steady state and the velocity is the drift velocity, vd . In this state the acceleration
d2r
dt2 is zero and the equation of motion becomes
vd =
dr
dt
=−eEτ
m∗
. (2.2)
The current density, J, is related to the drift velocity by
J =−nevd , (2.3)
This section partly follows the book Fundamentals of Semiconductors [3]
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where n is the carrier concentration (number of charge carriers per unit volume). Combining
equations (2.2) and (2.3) gives the expression for the current density,
J =
ne2τ
m∗
E. (2.4)
The current density is also given by Ohm’s law as
J = σˆ ·E, (2.5)
where σˆ is the electric conductivity tensor. For an isotropic material σˆ is a diagonal tensor of
the form
σˆ =

σxx σxy σxz
σyx σyy σyz
σzx σzy σzz
=

σ0 0 0
0 σ0 0
0 0 σ0
 (2.6)
where, by using (2.4), the diagonal elements are given by
σ0 =
ne2τ
m∗
. (2.7)
Semiconductor carrier density can change with temperature or dopant concentration, so it is
helpful to express the zero-field conductivity by defining the carrier mobility, a measure of how
easily charged particles move through a medium in response to an electric field. Drift velocity
may be related to the electric field via a mobility coefficient as,
vd = µE. (2.8)
Combining (2.8) with (2.2) we get the mobility as
µ =
eτ
m∗
. (2.9)
From this, an expression is readily seen for the conductivity of electrons and holes,
σ0 = e(neµe+nhµh), (2.10)
where subscripts e and h refer to electrons and holes respectively.
Further from this, consider that magnetic fields cause change in a material’s electrical properties
so that the conductivity tensor is no longer diagonal. The Lorentz force,
FL =−e(v×B), (2.11)
Background Concepts 5
changes the way the current flows so the equation of motion with an applied magnetic field, B,
is
m∗
(
d2r
dt2
+
1
τ
dr
dt
)
=−e[E+(v×B)]. (2.12)
Again, we assume a steady-state condition so that(
m∗
τ
)
vd =−e[E+(vd×B)]. (2.13)
This can be expressed in its three components along the x, y and z axes as(
m∗
τ
)
vd,x =−e[Ex+(vd,yBz)], (2.14a)(
m∗
τ
)
vd,y =−e[Ey− (vd,xBz)], (2.14b)(
m∗
τ
)
vd,z =−eEz. (2.14c)
If the above equations are now multiplied by −ne we obtain equations for the current density:
Jx =
(
ne2τ
m∗
)
Ex−
(
eBz
m∗
)
τJy, (2.15a)
Jy =
(
ne2τ
m∗
)
Ey−
(
eBz
m∗
)
τJx, (2.15b)
Jz =
(
ne2τ
m∗
)
Ez. (2.15c)
Now the definition of the classical cyclotron frequency is introduced as
ωc =
eBz
m∗
. (2.16)
Using this equation and (2.8) the current density can be simplified to
Jx = σ0Ex−ωcτJy, (2.17a)
Jy = σ0Ey+ωcτJx, (2.17b)
Jz = σ0Ez. (2.17c)
Solving these equations results in three equations for the components of the current density
Jx =
1
1+(ωcτ)2
σ0(Ex−ωcτEy), (2.18a)
Jy =
1
1+(ωcτ)2
σ0(Ey+ωcτEx), (2.18b)
Jz = σ0Ez. (2.18c)
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From this we can define a general magneto-conductivity tensor for electrons as
σˆ(B) =
σ0
1+(ωcτ)2

1 −ωcτ 0
ωcτ 1 0
0 0 1+(ωcτ)2
 (2.19)
The signs of the off-diagonal elements depend upon the sign of the charge carrier. The dominant
carrier here is electrons but if the dominant carrier was holes then the signs would be reversed.
These off-diagonal elements which are produced by the magnetic field give rise to the Hall
effect.
By introducing the dimensionless magnetic field,
β = µBz = ωcτ, (2.20)
we can express the magneto-conductivity tensor as
σˆ(B) =
σ0
1+β 2

1 −β 0
β 1 0
0 0 1+β 2
 . (2.21)
In the two-dimensional case this reduces to
σˆ(B) =
σ0
1+β 2
(
1 −β
β 1
)
. (2.22)
The resistivity tensor is the inverse of the conductivity tensor and is defined as
E = ρˆ ·J. (2.23)
By directly taking the inverse of the conductivity tensor and knowing that ρ0 = 1/σ0 the resis-
tivity tensor is
ρˆ(B) = ρ0

1 β 0
−β 1 0
0 0 1
 . (2.24)
2.1.2 Hall Effect
When a magnetic field is perpendicular to a conducting channel, it affects the current flow. It
causes a force to act on the charge carriers in a direction perpendicular to the flow of current.
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The force is known as the Lorentz force,
FL =−e(vd×B) (2.25)
where −e is the charge of an electron, v is the electron drift velocity and B is the applied
magnetic field strength.
FIGURE 2.1: Illustration
of the Hall effect: FL is
the Lorentz force, VH is
the Hall voltage, and I is
the current flow.
This causes a build-up of charge carriers on the sides of the system, creating a potential differ-
ence. The resultant electric field is known as the Hall electric field, EH , and the voltage is the
Hall voltage, VH . The total force acting on the charge carrier is a combination of the Lorentz
force and the Hall electric field. It is expressed as
F =−e(EH +vd×B). (2.26)
The charge carriers find equilibrium when the force from the Hall electric field balances with
the Lorentz force.
The total electric field of the system is a combination of the Hall electric field and the applied
electric field. When there is a Hall potential the total electric field is at an angle with the applied
electric field. The current density, J, remains parallel to the total electric field so that it also
makes an angle with the applied electric field. This is called the Hall angle, expressed as
θH = arctan|µB|. (2.27)
This angle is important in the extraordinary magnetoresistance (EMR) effect. Indeed, the Hall
effect is the primary mechanism involved in EMR for semiconductor-metal hybrid systems.
With zero magnetic field there is no Lorentz force so the current density J is the same direction
as the applied electric field, and the Hall angle is zero. Additionally, the metallic region is
almost equipotential because of its high conductivity, thus the electric field is normal to the
semiconductor-metal interface. This results in the current density also flowing normal to the
interface and the current is concentrated through the metallic region making a low resistance
circuit. If the magnetic field strength increases the Hall angle also increases because of the
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Lorentz force deflecting charge carriers. This means that the current flows in a different direction
to applied electric field, curving around the metallic region in the semiconductor and making a
high resistance circuit. At very high fields the Hall angle approaches 90◦ which translates into
the current flowing perpendicular to the semiconductor-metal boundary.
A useful parameter is the Hall coefficient,
RH =
EH
JxBz
=− 1
ne
. (2.28)
This is dependent on the sign of the dominant charge carrier. In this case we have assumed
electrons but the sign of RH could become positive when holes are the dominant carrier. There is
also dependence on the carrier concentration, n. Using the Hall effect is therefore very valuable
to determining both carrier sign and concentration in a sample. In the case where there are equal
numbers of electrons and holes (intrinsic semiconductors) then the Hall coefficient is given as
RH =
Np−b2Nn
e(bNn+Np)2
, (2.29)
where Nn and Np are the concentrations of electrons and holes, and b is the ratio of their mobil-
ities µn/µp . The Hall coefficient here is only valid for a rectangular bar geometry. A different
expression is found for the case of a van der Pauw disc.
2.2 Matthiessen’s Rule & Temperature Coefficient of Resistivity
Pure metals with perfect crystal structure can be explained very well by a model that only con-
siders electron scattering from lattice vibrations which are induced by thermal energy. However,
nearly all real materials are not completely pure, usually being oxidised or otherwise contami-
nated, or by being alloyed with another material purposely. There are also imperfections in the
crystal structure, especially in the case of thin films due to the deposition process. This leads to
another form of scattering which is called impurity scattering.
When an impurity atom is introduced into the crystal lattice of an otherwise pure material it may
either be smaller or larger than the host atoms. The reason that it causes additional scattering is
because it causes an irregularity in the force experienced by the electrons passing near it. This
causes a change in the potential energy of the electron, which therefore changes trajectory and
is scattered.
Thus, there are two different mean free times between electron scattering events: the first is
the mean free time for thermal vibration scattering, τT , and the second is the mean free time
This section partly follows chapter 2.3 from the book Principles of Electronic Materials and Devices and p.143-
146 from Introduction to Solid State Physics [4, 5]
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for impurity scattering, τI . It is possible for an electron to be scattered by both processes so
the effective mean free time, τ , will be less than either τT or τI . For unit time 1/τ is the net
probability of scattering, so the probability of scattering from thermal vibrations is 1/τT and the
probability of scattering from impurities is 1/τI . Then, assuming that the probability of each
type of scattering is independent of the other,
1
τ
=
1
τT
+
1
τI
. (2.30)
The mobility, µ , depends on the effective scattering time as µ = eτ/m∗, which leads to the
re-stating of eq. (2.30) as,
1
µ
=
1
µL
+
1
µI
, (2.31)
where µT is the lattice-scattering-limited mobility, and µI is the impurity-scattering-limited mo-
bility. Then by definition, µL= eτT/m∗ and µI = eτI/m∗. The resistivity is defined as ρ = 1/enµ
and may be re-written as,
ρ =
1
enµ
=
1
enµL
+
1
enµI
. (2.32)
This may be written as,
ρ = ρT +ρI (2.33)
where ρT is the resistivity due to thermal vibrations, and ρI is the resistivity due to scattering
from impurities. ρT dominates when the crystal is very pure, and at high temperatures which
causes the thermal vibrations. Impurities give rise to the ρI term and this dominates at very low
temperatures when there are significantly less thermal vibrations.
Additional sources of scattering come from various defects in the crystal structure such as dislo-
cations, interstitial atoms, vacancies, and grain boundaries. In a similar way these all distort the
forces experienced by conduction electrons, which leads to scattering and increased resistivity.
The overall resistivity in a metal is therefore
ρ = ρT +ρR, (2.34)
where ρR is called the residual resistivity and it encapsulates the resistivity contributions from
all impurity scattering and crystal defect scattering. Eq. (2.34) is known as Matthiessen’s rule.
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The residual resistivity does not have temperature dependence, but the resistivity due to thermal
vibrations in metals has a temperature dependence as ρT = AT . Therefore the overall resistivity
is usually given by
ρ = AT +B, (2.35)
where A and B are temperature-independent constants. It is not common to use these coefficients
when describing a particular material. Instead, a temperature coefficient is used which refers to
small, normalised changes around a reference temperature. This is the temperature coefficient
of resistivity (TCR) which is defined as
α0 =
1
ρ0
[
δρ
δT
]
T=T0
, (2.36)
where ρ0 is the resistivity at a reference temperature T0 (usually 273K or 293K) and δρ = ρ−ρ0
is the change in resistivity due to a small increase in temperature δT = T −T0.
Assuming that equation (2.35) is valid for whatever material is being looked at, then α0 is
constant over the temperature range T0 to T . Solving equation (2.36) leads to,
ρ = ρ0 [1+α0(T −T0)] . (2.37)
This equation is only an approximation, but it is relatively accurate for a number of pure metals
as shown in table 2.1. However, a more general equation is usually more accurate to the data
with a power law of the form
ρ = ρ0
[
T
T0
]n
, (2.38)
where ρ0 is the resistivity at a reference temperature T0 and n is the exponent which best fits
the data. The temperature dependent part of the resistivity, ρT , is proportional to the rate at
which an electron collides with thermal vibrations (phonons). This rate is proportional to the
concentration of thermal phonons. A limit to take note of is that above the Debye temperature
,θ , the phonon concentration is directly proportional to the temperature so that ρ ∝ T and the
exponent in equation (2.38) is equal to 1. However, below this temperature limit the number
of atoms that are vibrating with sufficient energy to scatter conduction electrons declines much
more rapidly. This leads to a resistivity relationship of the form ρ ∝ T 5, and Matthiessen’s rule
becomes
ρ = DT 5+ρR, (2.39)
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Metal n
Copper, Cu 1.15
Platinum, Pt 0.94
Silver, Ag 1.11
Tantalum, Ta 0.93
Tin, Sn 1.11
TABLE 2.1: Values of the exponent, n, above 0◦C for various pure metals with the relationship
ρ ∝ T n. These are all examples of metals which follow the linear approximation of equation
(2.37) Source of the data comes from reference [4].
where D is a constant. As the temperature approaches 0K the temperature-dependent compo-
nent of the resistivity, ρT , tends to zero and the resistivity is constant at ρ = ρR according to
Matthiessen’s rule.
2.3 Finite Element Method
There exist many numerical methods that are used to obtain approximate solutions to problems
that are impossible or very difficult to solve exactly with an analytical method. One such nu-
merical technique is the finite element method (FEM). FEM converts a continuous problem into
a discrete problem that is possible to solve. The continuous system domain is split into many
discrete elements which are connected via nodes. A system of linear equations describes the
physics of each element and solving these equations simultaneously by coupling the nodes re-
sults in a solution for the entire system domain. The strength of this method is that it is versatile;
it is possible to model very complex system geometries in multiple areas of physics simultane-
ously. The main drawback is that of computation time. The discretisation process will typically
break the system down into many thousands of individual elements; to get a more accurate so-
lution the number of these elements can be increased at the cost of computation time. This
means that many complex three dimensional problems are impractical to solve because of limi-
tations in computation power and/or time. It is therefore very helpful to reduce problems to two
dimensions wherever possible as this substantially reduces the amount of elements required.
Simulations here were run using the FEM software package COMSOL Multiphysics version
4.3. This software package is extremely versatile because of its ability to effectively model sys-
tems with multiple physics (e.g. electric currents, magnetic fields, electromagnetic waves etc.)
simultaneously.
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2.4 Raman Scattering
Raman spectroscopy is an example of inelastic scattering of light. Rayleigh scattering is the
most dominant form of light scattering, and this is elastic so there is no net loss or gain of energy
in the interaction between the photon and the molecule. Raman scattering on the other hand
deals with the inelastic exchange in the energy between an incident photon and intra-molecular
vibrational modes. By measuring the net gain or loss in vibrational mode energy (Stokes or
anti-Stokes respectively) it is possible to identify unique patterns which are characteristic of
specific materials. For this reason Raman spectroscopy is an extremely powerful technique in
the characterisation of materials that little is known about.
The polarisability of a material is a measure of how its molecules’ electron clouds can be moved
by an applied electric field. When an electric field, such as light, is incident upon a molecule
it causes oscillation of the electron cloud. When this happens, the molecule is raised into what
is called a ‘virtual’ energy state, which is not a stationary quantum-mechanical state, but rather
is a temporary distortion of the electron cloud. The oscillation causes light to once again be
emitted, and the energy level of the molecule immediately drops down again in the process. In
the most common case the emitted photon (light) has exactly the same energy or wavelength as
the incident photon, and this is known as Rayleigh scattering.
However, the polarisability of a material’s electron cloud is subject to change based on the
positions of the constituent atoms. Intra-molecular vibrations will cause atoms to oscillate in
position, directly affecting the polarisability of the electron cloud. When the polarisability is
a minimum, the light is scattered with low intensity and the energy it carries away is less than
that of the incident light. This is called Stokes Raman scattering. On the other hand when the
polarisability is at a maximum, the light is scattered with greater intensity and it carries away
more energy from vibrational modes than the incident light had to begin with. This is called
anti-Stokes Raman scattering. These scattering types are illustrated in 2.2.
It should be noted that due to quantum mechanics, Stokes scattering is more common than anti-
Stokes scattering. Zero-point energy means that molecules are still vibrating even at the lowest
vibrational energy mode. This causes changes in polarisability that cause Stokes scattering.
However, anti-Stokes scattering cannot occur since the molecule is already in its lowest vibra-
tional energy state. It is impossible to take energy from the zero-mode vacuum. For this reason,
Stokes scattering is most commonly used for conducting Raman spectroscopy measurements,
since higher intensity peaks are easier to analyse.
This section partly follows the books Introductory Raman Spectroscopy and Analytical Applications of Raman
Spectroscopy [6, 7]
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Additionally, the intensity of Rayleigh or Raman scattered light is proportional to the number
of molecules being illuminated. The Stokes-type scattering intensity is proportional to the num-
ber of molecules in the lowest vibrational energy state. Conversely, the anti-Stokes scattering
intensity is proportional to the number of molecules in the higher vibrational energy state.
The usual way to express the data obtained from Raman spectroscopy is by plotting the scat-
tering intensity versus Raman shift, which is the difference in wavenumber between the excited
vibrational state and the ground state.
The frequency of an electromagnetic wave such as light is defined as
ν =
c
λ
, (2.40)
where c is the speed of light and λ is the wavelength of the light. With λ having units of
centimeters, the units of frequency are (cm/s)/(cm) = 1/s. A parameter very useful to vibrational
spectroscopy is the wavenumber, which is defined as
ν˜ =
ν
c
. (2.41)
Looking at the dimensions of this parameter reveal its difference to frequency. Its units are
(1/s)/(cm/s) = 1/cm, and furthermore if we combine 2.40 and 2.41 we get
FIGURE 2.2: Energy diagram showing the difference between Rayleigh, Stokes and Anti-
Stokes Raman scattering. Dashed lines show virtual energy states (this is where the electron
cloud of a molecule is excited due to optical excitation). Solid lines show the bottom few
vibrational energy levels (corresponding to intra-molecular vibrations that cause changes in the
polarisability.)
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ν˜ =
ν
c
=
1
λ
(2.42)
and
ν =
c
λ
= cν˜ . (2.43)
ν and ν˜ are clearly different parameters, however because of their close relation through the
speed of light, the two terms are often used interchangeably. As an example, ν˜ is often referred
to as the frequency shift. During interaction with light, there is an energy transfer to the molecule
when the condition
∆E = hν = hcν˜ (2.44)
is satisfied, where ∆E is the energy difference between two quantum states and h is Planck’s
constant (6.63×10−34 m2 kg s−1). Raman shift (with the same dimensionality as ν˜) is therefore
directly related to the energy of the transition between quantum states. We can define
∆E = E2−E1 = hcν˜ (2.45)
where E2 and E1 are the excited and ground state energies, respectively. The molecule ‘absorbs’
∆E when it is excited from E1 to E2 and it ‘emits’ ∆E when it drops from E2 to E1. A simple
way to express Raman shift is
∆ω =
(
1
λ0
− 1
λ1
)
(2.46)
where λ0 is the excitation wavelength and λ1 is the Raman shifted wavelength. Of course, the
wavelength of light when it is inside the material being studied is different depending on the
relative permittivity. This is important for resonance Raman spectroscopy. However, it does not
factor into the basic form of Raman spectroscopy, because the light is emitted and received in
the same medium (air or vacuum).
2.5 Mott Transition
The idea of localisation has been around since metal-insulator transitions were first studied.
When electrons are localised they are bound to an atom (potential well) and may only aid in the
flow of current when provided sufficient energy to move into the conduction band. Therefore,
when we talk about the metal-insulator transition we are primarily talking about the mechanisms
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FIGURE 2.3: Comparison of screened and unscreened coulomb potentials of a unit positive
charge as seen by an electron. Electron screening introduces an exponential decay term to the
coulomb potential such that there is a screening length k−1s over which the potential reduces to
zero. In the unscreened potential the decay is much more gradual and exists over long range.
Reproduced with permission from [5].
for localisation of electrons. In 1949 Mott published a paper [9] describing one such mechanism,
known as the Mott transition. This was in response to the observation (Boer and Verwey) that
nickel oxide (a non-metal) should be a metal because the d-band is not entirely filled. The
difference between metals and non-metals is described through the band theory of metals, as
explained by Wilson (1931). When bands are full and the chemical potential in the gap, the
material is insulating/semi-conducting, and with partially filled bands the material is metallic.
The Mott transition is based around the interplay between two length scales: the lattice spacing,
d, and the effective Bohr radius,
a∗H =
4piεrε0h¯2
m∗ee2
= a0εr
me
m∗e
(2.47)
where me is the electron mass, and m∗e is the effective electron mass which depends on the
specific material being looked at. a0 is the Bohr radius in a vacuum, defined as
a0 =
4piε0h¯2
mee2
= 0.53 A˚ (2.48)
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FIGURE 2.4: Schematic phase diagram with charge carrier density n vs disorderW , illustrating
the Mott and Anderson metal-insulator transitions. The Mott transition occurs discontinuously
when the critical value of charge carrier density is reached, nMOTT. The Anderson transition
happens due to the presence of disorder within the system. Higher degrees of disorder require
greater amounts of charge carrier density in order to trigger a transition into the metallic phase.
(Reproduced with permission from reference [8] )
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The potential of each atom at a charged impurity is screened by the Coulomb force due to the
presence of other charge carriers. The unscreened potential has a large range that varies like
1/r, but with Coulomb screening through the presence of other electrons the screened potential
becomes exponentially varying like exp[−ksr]/r. This is seen in figure 2.3; the potential energy
drops exponentially with increasing r and the length over which it drops to zero is governed by
the screening parameter ks. For large d the electron density is low, thereby reducing screening,
which causes free electrons to become localised by the Coulomb potential. Electron concentra-
tion is the main factor in determining the point at which phase transition happens, and this can
be affected by multiple things, for example doping. There is a discontinuous transition from the
state with all electrons conducting freely (high electron density) to the state where all electrons
are trapped by potential wells associated with charged impurities (low electron density). This
happens at a critical value of the carrier density, n, and Mott discovered this to occur when
n
1
3 aH = const. (2.49)
This explanation of the metal-insulator transition does very well in describing materials such as
doped semiconductors, because it directly discusses mechanisms related to changes in charge
density.
2.6 Variable Range Hopping
Conduction of this type can be understood under the assumption that transport is mediated by
phonon-assisted hopping between localised states which are energetically close but having lo-
calisation length small compared to the distance between centres of localisation. If an electron
in an occupied state with energy below EF receives energy from a phonon it may be enabled to
move to a nearby site above EF . Miller and Abrahams (1960) [10] used this kind of hopping
to explain impurity conduction in doped and compensated semiconductors. They supposed that
electrons would always move to the nearest empty state, resulting in an expression for conduc-
tivity,
σ = σ3exp(−ε3/kBT ), (2.50)
where ε3 is of the form,
ε3 ∼ 1/N(EF)a3, (2.51)
where N(EF) is the density of states and a is the distance between nearest neighbours.
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Mott was the first to point out [11] that at low temperatures the most probable hopping process
would not be to a nearest neighbour. As explained in many texts on the subject (e.g. MacKinnon,
1993 [12]): at low temperatures the hopping probability, p, between two sites is proportional to
the overlap integral which depends exponentially on their spatial separation, R, and a Boltzmann
factor containing their mean energy separation ∆,
p ∝ exp(−αR−β∆). (2.52)
where 1/α is proportional to the decay length of the localised wave function and 1/β is pro-
portional to the temperature. If the hopping distance, R, is small then the number of available
empty states will be correspondingly small, and the mean separation of states ∆ will be large.
Therefore, the Boltzmann factor is responsible for a reduction in hopping probability. On the
other hand, when R is large there are many available empty states, but ∆ is small and therefore
has a positive impact on the hopping probability. As a result, we need to know how ∆ depends
on R. If centres of localisation are homogeneously distributed in d-dimensional space,
∆ ∝ 1/[RdN(EF)]. (2.53)
There is an optimum hopping distance for which p is a maximum. This will occur when αR+∆β
has its minimum value, giving the hopping distance as,
R=
(
dβ
dN(EF)
)1/d+1
. (2.54)
If this is inserted back into equation (2.52) and it is noted that p ∝ σ , we arrive at the d-
dimensional Mott variable range hopping law:
σdc(T ) = σ0 exp(−(T0/T )1/d+1). (2.55)
Chapter 3
Extraordinary Magnetoresistance
Effect
3.1 Magnetoresistive Materials Overview
The first experimental results showing the extraordinary magnetoresistance (EMR) effect were
presented by Solin et al. [1]. An enhanced van der Pauw (vdP) disc geometry was used, com-
prised of a semiconductor, indium antimonide (InSb), and an embedded metallic region of gold
(Au). Extremely large values of magnetoresistance (MR) were reported, and these results are
explained in terms of the field-dependent current being deflected around the Au region. One
major application for MR is sensors within high density storage devices. Currently these de-
vices use giant MR (GMR) and colossal MR (CMR), which are both physical effects as opposed
to geometric effects. The EMR effect, whilst having contribution from physical MR, is mainly
caused by an enhanced geometric MR at room temperature. The geometric MR has a quadratic
dependence on the mobility at low field so Insb was chosen as this has a high value of mobility.
Additionally InSb is a non-magnetic material so when applied to sensors there is no need to deal
with magnetic noise.
The device that Solin considered consists of a disc of semiconductor (InSb) with radius rb and
a concentric circular metal inhomogeneity with radius ra as shown in Figure 3.1. The Au had
conductivity σ0 = 4.52×107 S ·m−1 and the InSb had conductivity σ = 1.86×104 S ·m−1. Two
parameters are defined, the filling factor α = ra/rb and the conductivity ratio s= σ0/σ . Strictly
speaking the resistance is dependent on the temperature, T , magnetic field, H, filling factor and
conductivity ratio so with a constant applied current i and measured voltage V the resistance
is R(H,T,α,s) = V (H,T,α,s)/i. However, the materials here are kept the same and at room
temperature so the resistance is dependent only upon H and α . Therefore, the MR is defined as
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FIGURE 3.1: Sketch of the van der Pauw disc ge-
ometry. The grey region is the semiconductor, InSb,
and the yellow region is the metal, Au. Voltage and
current contact points are labelled as well as the ra-
dius of InSb and Au, rb and ra respectively.
MR =
∆R(H,α)
Rα0
(3.1)
where Rα0 = R(0,α).
The dependence of the MR on the filling factor is shown in Figure 3.2. Solin et al. found that the
filling factor has a very large impact upon the geometric MR. The MR increases with increasing
filling factor up to approximately α = 12/16 or α = 13/16 at which point the MR drops off very
sharply. Larger filling factors will generally produce larger geometric MR because there is less
semiconductor material and more metal; this means the zero-field resistance will decrease and
therefore the MR is greater. However, at some point the filling factor is large enough that most of
the low-field current flows through the metallic inhomogeneity; this means that the MR is mostly
described by the physical MR of the Au which is very small. For higher magnetic fields the
geometric MR increases, resulting in current being deflected around the metal inhomogeneity.
FIGURE 3.2: Graph by Solin et al. of room temperature MR
versus filling factor, α , for the InSb/Au vdP disc for various
values of magnetic field, H. Reproduced from [1].
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In Figure 3.3 it is seen that the MR dependence changes from being quadratic at low-field to
quasi-linear at high-field, and eventually saturates. The main result that Solin et al. focus on,
however, is the magnitude of the MR as seen in both Figures 3.2 and 3.3. The values range from
113% at 0.05T for α = 12/16 to 9100% at 0.25T and 750,000 at 4T for α = 13/16. This is
compared with relatively low values seen in giant MR (GMR) and colossal MR (CMR). Layered
metals show a GMR of 22% at room temperature and 0.005T, and manganite perovskites show
a CMR of 127,000% at 77K and 6T but only 39% at room temperature and 1.75T.
Solin et al. also compare the enhanced vdP geometry against devices with different geometry.
There are four-terminal devices that use, for example, the Hall geometry, and additionally there
are two-terminal devices using a ’Corbino’ geometry. In common with all three geometries
is the magnetic field dependence of the conductivity tensor, which causes MR. Unique to the
enhanced vdP geometry, however, is the internal boundary effects caused by the inhomogeneity.
In the Hall geometry the field-dependent resistance is noted to be anti-symmetric and linear; this
is contrasted to the Corbino geometry and enhanced MR geometry which are both symmetric
in H and quadratic at low field. The anti-symmetric property of the Hall geometry means that
the definition of MR given above is not applicable. It was concluded, therefore, that the Hall
geometry is not comparable to the enhanced MR geometry; however the Corbino geometry
shows good similarity to the enhanced MR geometry.
When compared to current commonly used magnetic sensing devices, the expected performance
of an enhanced geometric MR device is excellent. Solin et al. note that the power signal-to-
noise (SNR) of the enhanced geometric MR sensor is significantly better than the SNR of a
Hall sensor. Furthermore, the magnetic effects in devices primarily using physical MR can limit
their sensitivity at small length scales. The enhanced geometric MR devices use non-magnetic
FIGURE 3.3: Graph by Solin et al. of room temperature
MR versus magnetic field for the InSb/Au vdP disc for
various values of filling factor (α = 0/16 - , 8/16 - O,
9/16 - H, 12/16 - ◦, 13/16 - •, 14/16 - ♦, 15/16 - ).
Reproduced from [1].
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materials and thus do not have this problem. In addition the response time for these devices is
extremely quick when compared to similar metallic sensors: less than 10−12s compared with
10−9 to 10−10s. Solin et al. also note a common figure of merit (1/R)(dR/dH) that is typically
2.5 T−1 at room temperature and around a 0.25 T biasing field for physical MR sensors. The
enhanced geometric MR sensor with α = 13/16 reaches 24 T−1 around a 0.13 T biasing field,
which is almost an order of magnitude improvement at lower field.
In conclusion, Solin et al. comment about the future of the study of enhanced geometric MR.
They considered a factor of 2-3 improvement to be easily achievable with high mobility and
more vertical inhomogeneity side walls. They also predicted that the geometry of the inhomo-
geneity could be improved with possibility for an even greater magnitude of geometric MR.
Pugsley et al. [13] recently published new results about extraordinary magnetoresistance. The
focus is primarily on optimizing the geometry of the system to enhance the magnetoresistance.
Also reported is the result from a new three dimensional model. The finite element method is
discussed with regard to EMR simulations; improvements have been made to decrease require-
ments for both the computation time and computer resources.
Two dimensional simulations were performed on rectangular semiconductor geometry with an
embedded metallic inclusion. The flexibility of the finite element method means that the current
and voltage contacts can be placed anywhere around the perimeter, and the semiconductor size
as well as the size and position of the metal region can be varied. The interface between the
metallic region and semiconducting region was assumed to be Ohmic. This means that the
effects of a Schottky barrier are ignored. The presence of a Schottky barrier increases the system
resistance even at zero magnetic field so the magnetoresistance will be reduced. Consequently
the simulation results reported by Pugsley et al. may be higher than similar experimental results.
In the first model a square semiconductor of side length 10µm was used with a metallic square
inclusion of side length a as shown in Fig. 3.4. The current distribution was plotted with vectors
to indicate direction and colour gradient to show magnitude as shown in Fig. 3.5, 3.6. This
was plotted for H = 0T and H = 1T and with a = 5µm. The current flows normal to the
metal-semiconductor boundary at zero field, and at H = 1T the current flows away from the
metal boundary in the semiconductor region. This is because the Lorentz force caused by the
magnetic field results in a non-zero Hall angle. Results for the MR were obtained as a function
of the applied magnetic field as shown in Fig. 3.7. Different values of a are shown with a
maximum MR of slightly less than 107% at a = 8µm. These results are similar to the results
presented by Solin et al. [1] about the modified van der Pauw disc – the MR has higher values
for higher filling fractions i.e. when a is larger.
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FIGURE 3.4: Schematic by Pugsley et al. for 10µm square with
embedded metal region of side length a. Current and voltage con-
tacts are centred on all sides. (Reproduced from [13])
Pugsley et al. also repeated these calculations on a 1µm semiconductor square with the same
filling factors and obtained the same results. This shows that the EMR effect is scale invariant
to very small scales down to the onset of ballistic transport.
FIGURE 3.5: Plots by Pugsley et al. of potential (a) and the
current flow (b) for a 10µm square with a 5µm metallic inclu-
sion and centred contacts around the edge at H = 0T . (Repro-
duced from [13])
In order to explore different geometrical MR effects Pugsley et al. proceeded to divide the
metallic inclusion into two rectangular regions. Again, the flexibility of FEM allows this easily.
As shown in Fig. 3.8 the metallic regions are variable in size of side lengths a and b and the
separation distance d. It was found that as the separation distance increased the MR increased as
well. The results as shown in Fig. 3.9 are just over 107% at H=1T and d=1µm, which is slightly
higher than when d=0µm.
Pugsley et al. also used their FEM software to look at a 3D system. A cube of semiconductor
has a centred cube of metal embedded inside it with contacts centred as shown in Fig. 3.10.
It is analogous to the 2D system with a square metallic region. Similarly to Fig. 3.5 and Fig.
3.6 a 3D current distribution plot shows the magnitude and direction of current flow through
the use of arrows and colour gradient as shown in Fig. 3.11. Like in the 2D case, when H = 0
the vast majority of current passes through the metallic region but when H = 1 the current
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FIGURE 3.6: Plots by Pugsley et al. of potential (a) and the
current flow (b) for a 10µm square with a 5µm metallic inclu-
sion and centred contacts around the edge at H = 1T . (Repro-
duced from [13])
flows through the semiconductor, avoiding the metallic region. The 3D system was also stated
to produce a very large MR on the order of 104%. Pugsley et al. also report that their FEM
method is undergoing substantial improvements so that they will be able to investigate much
more complex 3D arrangements such as changing the direction of the magnetic field.
FIGURE 3.7: Results obtained by Pugsley
et al. Graph of MR vs the magnetic field
for a 10µm semiconductor square with a
square metallic inclusion and centred con-
tacts. Lines correspond to metallic regions
with different side length a. (Reproduced
from [13]).
FIGURE 3.8: Schematic by Pugsley et al. [13] for a 10µm square
with two embedded metallic rectangular regions. Current and voltage
contacts are centred on all sides.
In this publication Pugsley et al. showed that the geometric contribution to the MR is very
important. Changes in the size of the square metal region increased the MR and furthermore
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FIGURE 3.9: Results obtained by Pugsley et
al. Graph of MR vs the magnetic field for
10µm square with two rectangular metal re-
gions and centred contacts. Lines correspond
to different separation distances d with a =
4µm and b= 8µm. (Reproduced from [13])
FIGURE 3.10: Schematic by Pugsley et al. [13] for a
10 µm cube with the field H in the z-axis. The metallic
region is a centred cube inside it. Current and voltage
contacts are centred on all sides.
if that square is split into two regions the MR can be increased more while using the same
quantity of metal. It is noted that even at low magnetic fields (±40mT ) the EMR effect with
the geometrical configuration outlined can produce significant MR values (104% to 105%).
This makes it even more sensitive than contemporary tunnelling magnetoresistance (TMR) read-
head devices. FEM simulations of 3D EMR systems were also shown to have great potential,
showing a significant value of MR. The 3D system may have potential applications in direction
and magnitude sensors for magnetic fields, but simulation results involving the magnetic field
direction have yet to be published. It was also found that the MR does not change when the
overall scale of the system is reduced, down to the point that ballistic conduction becomes
dominant.
FIGURE 3.11: The current flow distribu-
tion produced by Pugsley et al. for a cubic
system with H = 0 (left) and H = 1 (right).
(Reproduced from [13]).
Extraordinary Magnetoresistance Effect 26
In 2010 Hewett and Kusmartsev published new results [2] about extraordinary magnetoresis-
tance (EMR). Using a finite element method (FEM) model they were able to simulate the exper-
imental device used by Solin et al. [1]; they showed that this model is reliable through compari-
son with the experimental results. The flexibility of the FEM technique meant that the geometry
of the simulation could be significantly altered allowing for the investigation of a geometrically
enhanced EMR. It was found that using a multi-branched conducting region could dramatically
enhance the EMR of the device by over four orders of magnitude. This result shows that it may
be possible to improve EMR magnetic field sensors by using practical materials, such as sili-
con, despite not having ideal material properties. Hewett and Kusmartsev [2] also developed a
random branch and droplet model (RBDM) based on the microstructure of silver chalcogenides.
Experimental results on silver chalcogenides show a large linear magnetoresistance; the results
of the simulation agree almost exactly, indicating that this phenomenon is an example of EMR.
The simulation was carried out in a FEM package, Comsol Multiphysics (version 4.3). The
two-dimensional magnetoconductivity tensor was defined as
σi j =
σ0
1+(µH)2
(
1 −µH
µH 1
)
(3.2)
where µ is the material mobility, H is the applied magnetic field strength, and σ0 is the zero field
conductivity. This allows the calculation of the current paths through the device. The voltage
and current are required in order to calculate the magnetoresistance, defined as
∆R
R0
=
R(H)−R(0)
R(0)
. (3.3)
Two point contacts on the perimeter of the disc were used to inject current into the system and
two contacts were used to measure the electric potential.
The results from the simulations based on the circular geometry (modified van der Pauw disc
as used by Solin et al. [1]) showed very good agreement with experimental results. In Fig.
3.12 the relationship between magnetoresistance and filling factor is shown for various values
of magnetic field. These plots are very similar to the plots of experimental data, which suggests
that the FEM model is correctly applying theory of the physics at work. Slight differences
were noted; they are explained by considering that the model is simplified with point contacts
compared to finite size contacts that were used experimentally.
The major result presented is the enhancement of EMR through change in geometry. The geo-
metrical component of magnetoresistance in the EMR effect is much stronger than the physical
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FIGURE 3.12: Results produced by Hewett and
Kusmartsev [2] of magnetoresistance as a function
of the filling factor (α) for five different values
of magnetic field (H=0.05T; H=0.1T; H=0.25T;
H=1T; H=5T). These results are for the simula-
tions based on the circular geometry used by Solin
et al. [2].
component. It is known that the shape of the conducting region is a major factor in the magni-
tude of magnetoresistance as well as the position of contacts in relation to it. The most effective
geometry was a multi-branched conducting region as shown in Fig. 3.13.
A comparison between the multi-branched geometry at α = 8/16 and the circular geometry at
a higher filling factor of α = 15/16 is also noted; in this case the enhancement of magnetoresis-
tance in the multi-branched geometry is only approximately two orders of magnitude. At these
filling factors the idealised current path responds in a very similar way at low- and high-fields.
The physical explanation for this geometric enhancement of the magnetoresistance is due to
the change in the current distribution. At zero- and low-field the current is directed along the
path of least resistance; this takes it through the conducting region. The current in this regime
will flow perpendicular to the boundary of the conducting region since this is an equipotential
surface. This means that the circular geometry requires the current to pass through a significant
FIGURE 3.13: Simulation results produced by
Hewett and Kusmartsev [2] of magnetoresistance
as a function of magnetic field, H, for (a) the cir-
cular geometry used by Solin et al. [1] and (b) the
enhanced geometry with multi-branched conduct-
ing region. In both diagrams the yellow region is
metal and the white region is semiconductor, and
current/voltage contacts are shown as red dots.
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body of semiconductor before it reaches the conducting region, hence increasing the resistance
substantially at low-field. At high-field the current is forced to flow parallel to the boundary of
the conducting region, which will take it along a high resistance path through the semiconducting
region. The circular geometry does not maximise the distance through the semiconductor as
much as the multi-branched geometry. The maximal magnetoresistance is achieved when there
is the most difference between the zero-field and finite-field resistance values.
The magnetoresistance for the multi-branched geometry is substantially higher than the circular
geometry, but the field at which the magnetoresistance saturates is also higher; at high fields
the enhancement will be more significant than at low fields. Further, the saturation is also af-
fected by the material parameters of the semiconductor. Low values of mobility produce small
magnetoresistance values; however with the geometric enhancement of magnetoresistance it is
suggested that low-mobility semicoductors such as Si or Ge could produce a magnetoresistance
similar to that found in the circular geometry. These materials are much easier to obtain than
high mobility semiconductors such as InSb, but experimental complications such as the forma-
tion of a Schottky barrier would need to be addressed.
Figure 3.14 shows the magnetoresistance found in the random branch and droplet model used
to simulate the magnetoresistance found in silver chalcogenides [14]. The similarity between
the results of this simulation and the experimental results shows that this magnetoresistance is
essentially an EMR effect.
FIGURE 3.14: Simulation results produced by
Hewett and Kusmartsev [2] of magnetoresistance
as a function of the magnetic field, H, for the ran-
dom branch and droplet model. The inset pic-
ture shows the geometry of the model – metallic
branches and droplets are shown in yellow inside
of the semiconducting disc. Here, α = 0.29 with
a disc radius of 0.5 µm.
Lu et al. [15] report experimental results in their 2011 paper on extraordinary magnetoresis-
tance. They use the same van der Pauw geometry as used by Solin et al. [1]. Instead of using
the semiconductor indium antimonide like Solin et al. [1] the group used graphene. The mate-
rial properties of graphene make it a very good candidate for this purpose, having high intrinsic
mobility of up to 4,000 cm2/ Vs [16]. Recent experimental results [17] show that even higher
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values of mobility up to 230,000 cm2 /Vs are possible by suspending graphene instead of keep-
ing it in contact with the SiO2 substrate. The metallic disk region and the electrodes were made
from palladium instead of gold. Figure 3.15 shows the structure of the graphene/palladium de-
vice as viewed by a scanning electron microscope. Magnetoresistance values of as much as
55,000 % in a 9T magnetic field at room temperature (300K) were reported. With a filling fac-
tor of 1 (pure palladium disk) the magnetoresistance was measured to be less than 5% at 9T.
This is only the physical magnetoresistance characteristic of the metal and there is no geometric
effect. Similarly the magnetoresistance of pure graphene was measured at 9T to be 300-500%
near the charge neutral point. At intermediate stages with partial graphene and palladium the
magnetoresistance increases by orders of magnitude; this means that there must be a geometric
effect occurring.
FIGURE 3.15: Figures pro-
duced by Lu et al. [15] (a)
Schematic illustration of the
graphene EMR device. (b)
A false colour scanning elec-
tron microscope image of the
actual EMR device. Voltage
and current electrodes are an-
notated with V and I respec-
tively
The graphene films were mechanically exfoliated from natural graphite and verified to be a
monolayer by Raman spectroscopy. The van der Pauw geometry was etched into the films
through use of oxygen plasma. The electrodes and the concentric metallic disk were made using
electron beam lithography creating a 60nm layer of palladium using electron beam evaporation
and lift-off technique. The graphene samples had mobility varying between µg=0.4 and µg=0.7
m2/ Vs. The value of mobility that is referred to in the paper is µg = 0.5 m2/ Vs.
FIGURE 3.16: Figure produced by Lu et al. [15].
Magnetoresistance results as a function of the
magnetic field, B. Results are shown for three dif-
ferent values of gate voltage: -8V (black), -6V
(red) and -3V (green). Experimental data is given
by the solid lines and the FEM simulation data is
given as empty circles. Simulated data takes into
consideration alignment error of the central metal-
lic disk.
Similar to Solin et al. [1] measurements of the resistance were done using the four point probe
method to eliminate the contact resistance. Figure 3.16 shows graphs of magnetoresistance
against magnetic field for three different gate voltages. The solid lines give the experimental
data and the empty circles are simulated data. The results are asymmetric in the magnetic field;
Extraordinary Magnetoresistance Effect 30
this is because of an alignment error of the central metallic disk and the simulation results are
modified to reflect this. The peak magnetoresistance is 55,000% in a 9T magnetic field at room
temperature. Additionally, the magnetoresistance was measured to be higher for graphene with
higher mobility (up to 1 m2/Vs). Furthermore the filling factor was varied and it was found
that the peak value of magnetoresistance is found with large filling factors, although the peak is
found at a lower filling factor for low magnetic field (less than 1T).
3.2 Geometric Optimisation to Enhance Magnetoresistance
As previously mentioned, the EMR effect was discovered by Solin et al. [1], and extremely large
values of magnetoresistance (over 1,000,000% at 5T) were reported from experiments. The
EMR effect is a geometrical magnetoresistance effect derived from the application of magnetic
fields to semiconductor-metal hybrid systems. The effect was discovered in a van der Pauw
system geometry consisting of a metallic (Au) disc embedded concentrically inside a larger
semiconductor (InSb) disc as shown in Fig 3.1. Current source and drain contacts are marked
A and B respectively and, likewise, voltage is measured via two contacts marked C and D. A
useful ratio called the filling factor can be defined as
α =
√
Area of metallic region
Total system area
, (3.4)
which quantifies the relative proportion of the system that is metallic. In order to calculate
the magnetoresistance (MR) the standard definition is used with the van der Pauw method as
follows:
MR(H) =
R(H)−R(0)
R(0)
=
VCD(H)
VCD(0)
−1, (3.5)
where VCD(H) =VC(H)−VD(H).
The EMR effect is caused by a redistribution of current flow in the system due to application
of a magnetic field. With zero magnetic field the electric field and current density are both
perpendicular to the boundary between the metal and semiconductor. This signifies a regime of
low electrical resistance - the current flows unimpeded into the path of least resistance between
the two current contacts. When there is some applied magnetic field the Hall angle that exists
between the electric field and the current density starts to increase from 0◦, approaching 90◦ for
large magnetic fields. As a result the current starts to flow away from the metallic region and
tends to flow through the semiconducting region. This path has significantly higher resistance,
resulting in large magnetoresistance values.
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FIGURE 3.17: COMSOL Multiphysics surface plots showing the optimised geometry. Surface
colours show the change in electric potential, stream lines connect points of equal current den-
sity, and arrows show the magnitude of the current density. (a) - (d) show simulation results
with different magnetic fields. With zero field the current takes the most direct path through
the large lower conducting section. As the field increases, the current starts to be directed away
from the conducting section and flows through the semi-conductor instead. The geometry is
designed to force the current along a longer path through the semi-conductor.
Initially, the FEM simulations were used to reproduce the experimental results of Solin et al.[1]
as well as the simulations of Hewett and Kusmartsev [2]. The FEM simulations are closely
based on the simulations of Hewett and Kusmartsev [2] whose results are in good agreement
with Solin et al. [1]. If the simulation results are consistent with the experimental results of
Solin et al. [1] then it can be reasonably assumed that the simulation provides an adequate
approximation to the real physical system.
Magnetoresistance results for simulation of the Solin geometry are given in Fig 3.18, where the
values are for a filling factor of 8/16. The magnetoresistance values for this filling factor are
substantially less than for higher filling factors, but for comparison with the optimised geome-
tries a lower filling factor has been chosen. Interestingly the results for the Solin disc geometry
reach magnetoresistance saturation very quickly, but with the more complex geometries it takes
higher field to reach saturation - in fact the optimised geometry does not reach MR saturation
at all. However, despite this, the MR magnitude is substantially higher even at low field for
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the complex geometries. At a high field such as 5T the MR is nearly seven orders of magnitude
greater than the Solin disc. At low field the difference is not as large due to reaching saturation at
a slower rate, but it is still very significant. The MR values for the Hewett geometry are between
the two other geometries; the MR saturates at ∼3T compared to the Solin disc which saturates
at ∼1T.
There is good agreement of results between the FEM simulation and the experimental results
that are shown in Fig 3.2. The results are not exactly the same and this may be due to various
simplifications and idealisations that were used in the simulation process. Firstly the simulated
model is two-dimensional; in the real experiment, despite the use of thin films, it is always three-
dimensional. This can cause complications such as uncertainty in the value of the filling factor
due to a non-vertical metal-semiconductor interface. Additionally the model does not account
for the physical contribution to the magnetoresistance which is always present in a material no
matter what geometric configuration is used. The simulation results of Hewett and Kusmartsev
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FIGURE 3.18: Magnetoresistance as a function of the applied magnetic field. Results are
shown here for the COMSOL simulations of the Solin geometry and the Hewett enhanced
geometry as well as the newly opimised geometry. All geometries have a filling factor of α =
8/16 so that they can be compared with each other. The opimised geometry shows significant
increase in magnitude of the magnetoresistance, but it does not saturate even at a high magnetic
field (5T). The other geometries have lower magnetoresistance but reach saturation relatively
quickly.
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[2] shown in Fig 3.13 have been reproduced in Fig 3.18. These are in good agreement which
indicates that the model has been implemented consistently. After the results of Solin et al. and
Hewett and Kusmartsev are reproducible in the COMSOL simulation, the geometry can be al-
tered with the aim of enhancing the MR. The initial idea was to use fractal structures similar to
those seen in nature e.g. snowflakes, dendritic cells etc. It is known that some mammals have a
kind of direction finding capability that is based on sensitivity to magnetic fields. It is supposed
that dendritic cells in mammals somehow use the EMR effect due to their fractal-like structure.
If this is the case then a fractal-like structure in EMR devices should yield higher values of MR.
Fig 3.19 shows a range of different geometries that were investigated with the aforementioned
COMSOL simulation. The material parameters used are for the semiconductor InSb with con-
ductivity of σ1 = 1.86×104(Ωm)−1 and mobility of µ1 = 45,500cm2/Vs. The metal used was
Au which has conductivity σ2 = 4.52× 107(Ωm)−1 and mobility µ2 = 50cm2/Vs. Fig 3.20
shows the MR results against magnetic field for all of the geometries that were investigated. As
can be seen there is some variation between the results; however, there are two main results that
have the largest MR at all magnetic fields. Geometry (h) is a modification of (g) which was
found to be most optimal. Looking at Fig 3.17 it is clear how the application of magnetic field
affects the current distribution. With zero-field the current passes through the lower metallic
region which is the least resistive path. As the magnetic field increases the current starts to be
forced out of the metallic regions and flows through the semi-conductor. At substantially high
field (e.g. 5T) a large majority of current is directed through the semi-conducting region as in-
dicated by streamlines in Fig 3.17. This leads to a massive MR effect which is primarily a result
of the geometry of the system.
Simple geometries such as the Solin disc will reach MR saturation at low field but the magnitude
of the effect is significantly lower than when considering a more complex geometry. In complex
geometries such as the Hewett cross or the optimised geometry the MR increases to extremely
large values but does not saturate until larger fields, maybe not even at unrealistic magnetic
fields (50T+). It is apparent when comparing the different systems that geometry is the key
factor that determines the magnitude of the EMR effect. Solin’s disc geometry is quite simple
and yields moderate values of MR. Hewett’s branched geometry produces significantly larger
MR values; and this optimised structure gives even larger values again. It is unclear if there
is some theoretical limit to MR values in this kind of structure; however it is likely that more
complex geometries may produce still larger results.
Future work in this field of research could include looking at quantum effects such as the quan-
tum hall effect (integer or fractional). Also, so far the current being used is DC; changing the
current to AC would add extra levels of complexity to the problem e.g. looking at complex
conductivity and frequency dependent conductivity.
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FIGURE 3.19: Different EMR system geometries where the shape of the metallic region is
varied while keeping the same filling factor (α = 8/16). The metallic region geometry has a
large impact on the magnetoresistance values for such systems.
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FIGURE 3.20: Magnetoresistance as a function of applied magnetic field for the different ge-
ometries of the metallic region with a filling factor α = 8/16. (a) - (h) correspond to Fig 3.19.
The geometrical factor in the magnetoresistance is very clear by comparing the results shown
here.
Chapter 4
Experiments in Sn-Ge Thin Films
4.1 Sample Development
Here will be outlined the history of the thin film samples used in this project and their progres-
sion from initial stages to the most recent samples which form the basis for the main discussion
of this chapter.
All thin film samples were produced by a collaborating research group from Shandong Univer-
sity, China, under the supervision of Professor Yi Luo. This research group has equipment that
Loughborough University Physics Department does not have, in particular they are in possession
of advanced facilities for electron beam deposition of thin films.
Initial discussions were based around creating samples to experimentally investigate the EMR
effect. This would be based on the enhanced geometry which was discussed in the previous
chapter. This geometry was shown in the simulations to produce huge values of magnetoresis-
tance, potentially multiple orders of magnitude higher than the experimental results of Solin et
al. [1].
Several preliminary samples were made with a thin film coating of pure white tin (β -Sn) on a
substrate of silicon dioxide (SiO2), and with titanium (Ti) electrodes deposited on top as shown
in figure 4.1(a). The morphology from scanning electron microscope (SEM) images, along with
the current-voltage (I-V) characterisation graphs, can be seen in figure 4.2. These SEM images
show that the Sn distributes itself into a granular island-like structure, where each island has
a disk-like shape with typical radius of approximately five times the nominal film thickness.
However, the conductivity of these samples was very poor, with resistances of the order of
mega-ohms. Firstly, this indicates that all of the disk-like islands are decoupled from each other,
since this would break almost all direct conduction pathways through the sample and result in
huge electrical resistance. This is further backed up by the SEM images which show that the
36
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FIGURE 4.1: Schematic side-view drawings of the structure of the thin film samples. The
substrate of each thin film sample is made from Si with a layer of SiO2 on the surface. The Si
component is essentially bulk thickness (400µm) compared to the thickness of the other parts
of the samples. Titanium is deposited in regular intervals on each film surface to be used as
electrodes for electrical measurements. The active layer (what is being measured) consists of
(a) Pure Sn films, (b) Sn films with top layer of Ge which is used to reduce Sn oxidation, and
(c) ‘sandwich’ structured films with top layer of Ge intended to reduce oxidation, and bottom
layer of Ge increase Sn wetting. It should be noted that the thicknesses displayed here are all
average thicknesses, since there is some variation across the sample surface.
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Thickness of Sn
(nm)
Sn Island Average
Diameter (nm)
10 50
30 150
50 250
100 500
TABLE 4.1: Correspondence of the thickness of the Sn layer (as shown in the side-view
schematic drawing in figure 4.1(a)) and the average diameter of the island-like disk structures
that can be seen in the SEM images shown in figure 4.2. The diameter is seen to be five times
larger than the film thickness in each case.
islands are disconnected from each other. Initial speculation about the reason for this was that
the films were oxidising, which would substantially increase electrical resistance. Tin is known
to oxidise very easily so it seems to be a very likely scenario. Evidence for this also presented
itself in the creation of the films. Collaborators reported that after removing the samples from
the vacuum chamber, the films changed from a mirror-like surface to being gray/white within
several seconds. Additionally, the granular structure of the films (as seen in the SEM images)
creates a larger surface area than might occur in an ordered material with a regular crystalline
and homogeneous structure. This would potentially increase the fraction of the material that is
oxidised, and further reduce conductivity.
It was proposed that the films may have good conductivity if the oxidisation was stopped or
at least slowed down sufficiently. Therefore, additional samples were made and the Sn was
capped with a layer of germanium (Ge) on top as shown schematically in figure 4.1(b). The
conductivity of these samples was measured twice at different times to see the effect of any
oxidation. Figure 4.3(a) shows the initial conductivity test, taken immediately after sample
creation. The conductivity of these samples was much greater than the previous samples that
consisted of only a layer of pure Sn. Milli-Ampere current values were recorded compared to the
previous values of nano-Amperes. Additionally, a sample was created of pure Ge deposited on a
SiO2 substrate, which served as a reference for Raman scattering measurements. This sample’s
conductivity was much lower than the Sn-Ge thin film sample, suggesting that the Sn and Ge
may interact in a way which aids conduction. Moreover, this also tells us that the Ge is not
the only component of the film which is providing conduction paths across the sample; the Sn
must also play an important role. Figure 4.3(b) shows a later test on the samples’ conductivity,
performed 32 days later. The current values in the I-V graphs shown are nearly three orders
of magnitude lower in each sample examined; micro-Amperes in the Sn-Ge sample and nano-
Amperes in the pure Ge sample.
Due to the impracticality of keeping samples in high-vacuum conditions on a permanent basis,
oxidation is something that must be accepted and dealt with to reduce its impact upon the re-
sults. The added Ge layer provides a way to see measurable conductivity. However, the manner
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FIGURE 4.2: Morphology and conductivity of pure Sn samples. Scanning electron micro-
scope (SEM) images (left panels) showing the morphology of samples of various thicknesses of
pure Sn deposited on a SiO2 substrate. The schematic structure of all samples (a)-(d) is repre-
sented by figure 4.1. The thickness reported is the average across the sample, not the thickness
of individual disk-like islands of Sn. (a) shows the typical disk diameter as 50nm which is
approximately five times the average Sn thickness of 10nm. Smaller disks exist between the
largest disks, indicating the presence of a fractal-like structure. Similarly (b)-(d) also show
that the typical disk diameter is approximately five times the average Sn thickness. Current
(I) vs Voltage (U) graphs (right panels) of each sample as measured from Ti electrodes on the
surface of the Sn. Very low values of current are measured due to oxidation and decoupling
of Sn island-like disk structures. (Adapated from images and graphs provided courtesy of the
collaborating research group from Shandong University.)
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FIGURE 4.3: Effect of oxidation on Sn samples capped with Ge. (a) shows graphs of the
Current (I) vs Voltage (U) measurements for each sample immediately after sample creation,
and (b) shows the same measurements for each sample at a period of 32 days later. Resistance
increases substantially over this time. Current values in the aged sample are significantly lower,
by approximately 1000 times, due to oxidation. Schematic drawings in (c) illustrate the film
structure for each corresponding sample.
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Thickness of bottom
Ge layer (nm)
Thickness of Sn
layer (nm)
Thickness of top Ge
layer (nm)
Sn Island Average
Diameter (nm)
1.5 20 1.5 200
1.5 15 1.5 145
1.5 10 1.5 95
1.5 7 1.5 75
1.5 4 1.5 35
1.5 1.5 1.5 17.5
TABLE 4.2: A summary of the different thickness of ‘sandwich’ thin film samples (schemati-
cally represented in figure 4.1(c). Each sample has the same thickness of the Ge layers and the
Ti electrodes, but the thickness of the layer of Sn varies.
in which the Ge interacts with the system as a whole cannot be merely understood as a barrier
to the external influences of ambient atmosphere. When considering a thin film consisting of
two separately deposited materials it is an inevitable outcome that these materials will interact
in complex ways. In this case, the Sn and Ge are certainly not well defined layers as illustrated
in the schematic diagrams. Since these are granular and extremely disordered thin films (evi-
denced by the morphology that was examined in the SEM images), it is an unavoidable outcome
that the Sn and Ge together create a two-phase system in which the conductivity properties are
completely different from either pure Sn or pure Ge. However, this is not a negative outcome,
since remarkable effects may be seen in such systems.
Continuing with the development of the samples, an idea was conceived which could further
aid the conduction of the Sn layer. This was to add an additional layer of Ge before depositing
the layer of Sn, thereby creating a kind of ‘sandwich’ structure of Ge-Sn-Ge as shown in figure
4.1(c). This was intended to create a system that is more homogeneous overall. The lattice
constant of Ge (5.66A˚ [18]) is very similar to Si (5.43A˚ [19]), which should cause it to create
a homogeneous layer on its surface. It also has a lattice constant that is slightly nearer to that
of Sn (5.83A˚ in the 110 plane [20]), although still having a substantial difference. This reduces
strain between layers which should increase the wetting of the Sn droplets and create more
homogeneity.
Additional samples with this film structure were made and figure 4.4 shows the morphology of
each sample through SEM images. Similar to the morphology of the pure Sn, the sandwich films
are very disordered and have a granular island-like structure. It is not possible to directly identify
the Ge layers from these images. However, this must be present since there is measurable
conductivity as seen in the current-voltage (I-V) graphs shown in figure 4.4 right panels. 4.4(a)-
(c) show Ohmic behaviour (follows Ohm’s law) in their I-V graphs. However, 4.4(d)-(f) display
hysteresis in the I-V graphs as the thickness of Sn film decreases, which means that it is non-
Ohmic (does not follow Ohm’s law). Non-Ohmic behaviour can be the result of many things,
but in this case the cause is most likely due to a Schottky barrier. This is an effect which
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FIGURE 4.5: Variation of the average ‘island’ size with film thickness. The morphology of the
‘sandwich’ structure thin films is granular in nature, consisting of many island-like droplets.
There is a linear dependence between the thickness and the island diameter, shown here.
increases resistance when current passes across a metal-semiconductor boundary. Thinner films
have smaller island-like Sn structures and a greater number of them, meaning that there is a
larger surface area between the Sn and the Ge (which spreads around between the ‘islands’).
With the larger surface area of metal-semiconductor boundary, the effect of the Schottky barrier
increases and results in non-Ohmic behaviour and hysteresis. Conversely, 4.4(a)-(c) which have
thicker Sn layers have a smaller metal-semiconductor boundary due to having larger and fewer
island-like structures. This reduces the effect of the Schottky barrier and an Ohmic result is
seen.
Multiple samples of ‘sandwich’ films were made, each with different thickness of the Sn layer,
as shown in Table 4.2. The minimum thickness measured was 1.5nm Sn and the maximum was
20nm. The resistance of each film was measured, and the results showed that the thickness of
the film has an exponential relationship of the form,
R= R0e−d/d0 (4.1)
where R is the resistance of the sample, d is the thickness of the Sn layer, and R0 and d0 are
constants. This is seen in figure 4.6. There is a critical film thickness of approximately 7nm
according to these results, which separates the samples into two different resistance relation-
ships, as illustrated by the red and blue lines. Above the critical thickness the samples follow
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FIGURE 4.6: Exponential relationship between room temperature resistance and thick-
ness of Sn thin film layer. Each data point is a different sample with different thickness of Sn.
The geometry of the samples and the contact configuration used to make resistance measure-
ments is the same throughout all of the samples. Natural logarithm of sample resistance (ln
R) increases in a linear fashion with respect to decreasing thickness of the Sn film layer that is
shown in the side-view schematic diagram in figure 4.1(c). At a critical thickness of Sn layer
there is a dramatic change in the relationship between ln(R) and the film thickness, which indi-
cates a change in conductivity regime. The red and blue lines are guides to the eye for the two
regimes. The change in resistance could be an indicator of a metal-insulator transition where
the blue line corresponds to a metallic state and the red line corresponds to an insulator.
a gradual change in resistance values according to Sn layer thickness. Below the critical thick-
ness the resistance changes very dramatically with film thickness. This indicates that a form of
metal-insulator transition may be occurring that is based on the thickness of the film.
At this juncture several additional samples were made with a larger amount of top-layer Ge. The
schematic picture is shown in figure 4.1(c) and an overview of the thickness of each layer is pre-
sented in table 4.2. The top layer of Ge in these samples is 3nm and the bottom layer is 1.5nm.
The reason for this change was to further reduce the impact of oxidation on the samples. To
further investigate the apparent metal-insulator transition, low temperature resistance measure-
ments were taken from these samples. The results of this are discussed in detail in subsequent
sections.
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4.2 Methods
4.2.1 Raman Spectroscopy
Raman spectroscopy is a relatively non-destructive spectroscopy method and it requires very
little to no amount of sample preparation. Both of these features mean that the measurement of
samples using Raman spectroscopy can be very quick and straightforward. Usually the sample
need simply be set on top of a glass slide and placed in the correct position for the laser to focus
on it. However, there are various things which can be adjusted to get the desired results from
the sample at hand. Here, three of the main factors will be discussed as these have some of the
highest impact on results.
Firstly, various laser filters are used on the Raman equipment for a number of reasons. The
main filter is the one which blocks the Rayleigh scattered light. The intensity of this scattering
is much greater than the intensity of Raman scattering, therefore it is blocked so that the Raman
scattering can be seen more clearly. The type of filter used for this purpose is called an edge
filter. This blocks the first 100cm−1 from the spectrum in the Stokes Raman scattering domain.
A similar filter that is sometimes used is a notch filter, where a range of frequency shifts in
both Stokes and anti-Stokes domains are blocked. Another filter used in our Raman equipment
is a laser line filter. This filter can be adjusted by a percentage which dictates how much the
laser light is reduced. Lower percentage numbers reduce the laser intensity further. Reducing
laser intensity can be very useful since this reduces the power being delivered to the sample.
Putting high power from the laser into a sample can cause heat to permanently damage the
crystal structure, so choosing an appropriate filter setting is crucial. However, choosing a filter
setting which results in lower power reduces the signal to noise ratio of the output, so a suitable
balance must be reached. Our samples consist of thin films, therefore a low percentage filter of
1% was chosen in order to protect the original film structure as much as possible.
Secondly, there is a microscope lens that focuses the laser into a spot on the sample surface,
altering the spatial resolution. The objective of the lens may be adjusted to various degrees
of magnification. High objective lenses cause the laser to be focused down to a small spot on
the sample surface, which means that the spectroscopy results will be a lot more specific and
will not illuminate parts of the sample in which there is no interest. Lower objective lenses on
the other hand illuminate larger areas of the sample, so the final results potentially include the
Raman modes from all materials present in the sample. A limitation of using the high objective
lenses is that they can be physically quite large, meaning that the sample must be extremely
flat to avoid damaging the lens. The Raman equipment used for this project has a 100X lens
objective, but the separation between it and the sample is of the order of 200µm, so extra care
must be taken when using such a high objective.
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Additionally, different types of laser may be chosen in order to use a different wavelength. The
wavelength of the Raman laser does not affect the actual Raman shift value, since what is mea-
sured is just a change in wavenumber from the incident to scattered light. However, wavelength
does affect the sensitivity (the intensity of response from a sample), the spatial resolution (diam-
eter of laser spot), and certain wavelengths can be suited to some types of samples better than
others. The Raman scattering intensity is proportional to λ−4 where λ is the laser wavelength.
Therefore the long wavelength (e.g. 830nm) lasers can have a huge reduction in scattering in-
tensity compared to the short wavelength (e.g. 325nm) lasers. The spatial resolution of the laser
spot is also affected by the type of laser chosen. The laser spot diameter can be calculated using
the equation, diameter∝ λ/NA where NA is the numerical aperture of the microscope objective.
Therefore the spatial resolution is directly affected by the wavelength of the laser being used.
Finally, the type of laser chosen is usually related to the type of sample being studied. Fluores-
cence is related to the absorption of laser light in the sample, and it can be problematic because
the fluorescent scattering obscures the Raman signal. Organic materials or bio-molecules (pro-
teins, DNA, RNA etc.) create a lot of fluorescence, so choosing a laser wavelength that reduces
this is important. In that case a long wavelength laser source would be chosen, since the lower
energy of the laser reduces the fluorescence considerably. On the other hand for a non-organic
material which does not create so much fluorescence a short wavelength laser source would be
a good option since the sensitivity and spatial resolution are considerably better.
There are many more contributing factors, however it is beyond the scope of this thesis to pro-
vide an exhaustive summary. The information here and many more details can be found at the
reference [21].
4.2.2 Low Temperature Resistance Measurements
Due to the initial resistance measurements conducted at room temperature, it was found that the
sandwich structure Ge-Sn-Ge samples undergo some form of metal-insulator transition corre-
lated to the thickness of the Sn layer. The way in which the resistance of a material changes as
a function of the temperature is indicative of its transport properties. Therefore, to further in-
vestigate a metal-insulator transition, which is directly related to the transport properties of the
material, it is necessary to conduct low-temperature resistance measurements on the samples.
A pulse tube cryo-cooler (see figure 4.9) was used in order to cool samples from room tem-
perature to 4.5K, whilst resistance was measured using a constant current source and voltmeter.
Four-point contact configuration, as seen in figures 4.7 and 4.8 was used on all samples in order
to eliminate the effect of contact and lead resistance. The leads that are being used have a typical
resistance of the order of a couple hundred Ohms. This creates a problem when measuring a
sample which has a resistance much less than that because it will introduce a very large source of
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FIGURE 4.7: (a) photograph of the contacts being made on the sample surface using silver
paste and fine copper wires. (b) schematic of the sample geometry which shows the distances
between Ti electrodes.
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FIGURE 4.8: (a) Current (I) and Voltage (V) designations for each of the electrodes. (b) photos
of the complete set of contacts on a sample, and affixed upon a circuit board where the other
ends of the wires are connected to various channels which correspond to current source/drain
and voltmeter. (c) circuit diagram illustrating the simplified setup of the Ge-Sn-Ge sandwich
structure samples.
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error to the measurement. The typical two-point contact measurement method measures voltage
drop across the sample, contacts and the current leads. However, the four-point contact method
measures just the drop in voltage over the sample because the extra pair of contacts by-passes
the current contacts. Furthermore, the voltmeter device has an extremely high (of the order of
mega-Ohms) resistance, meaning that an extremely insignificant amount of current is passing
through it. Therefore the current can be approximated to be only passing through the sample.
The contacts are made from quick drying silver paste that was deposited onto the surface of the
Ti electrodes and attached to copper wires that connect to the printed circuit board (PCB) and
the rest of the apparatus.
In order for the temperature to be reduced to 4.5K it was necessary to place the sample inside
a vacuum. This was achieved by placing the sample stick inside the cryostat chamber (seen
in figure 4.9(a) and (b)). The sample stick is designed to carry the wires up from the sample
to the top of the cryostat and be securely sealed at the top to allow a vacuum to be formed.
The cryostat and top of the sample stick are thus made from thick metal in order to be able to
withstand the pressure differential between atmospheric pressure and the vacuum inside. The
vacuum is formed primarily to take away the water vapour in ambient room atmosphere. If water
vapour is allowed to be present while cooling then it will condense onto every surface inside the
chamber, including the sample surface, and freeze. This will create many additional current
paths which cannot be controlled and would result in short circuits and completely unreliable
results. However, if a vacuum is created inside the chamber then it would take a very long
time to cool the sample since the pressure inside is so low. In order to carry energy away from
the sample, a small amount of helium exchange gas is added because the temperature at which
helium turns to liquid is lower than the minimum temperature in this experiment.
The raw data was in the form of electrical resistance R versus temperature T . Each data point
was recorded with a one second interval, starting at room temperature and stopping when the
minimum temperature was reached. The resistance data was indirectly collected from the acqui-
sition of direct current (d.c.) I and voltage V data from an ammeter and voltmeter respectively.
The resistance was then automatically calculated in real time in the control software using Ohm’s
law,
R=
V
I
(4.2)
The software LabView was used to control all aspects of the data acquisition process. The
basic circuit diagram representation of the experimental setup is shown in figure 4.8(c). A
current source is provided by the Keithley 2400 Sourcemeter. The voltage across the sample was
measured using the Keithley 2182A Nanovoltmeter. A summary is given of the main instruments
used for electrical measurement in table 4.3. This includes the margin of error that can be
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FIGURE 4.9: (a) Sample stick that is inserted inside of the cryostat chamber. At the bottom
end is the PCB and the sample, with a heater to control sample temperature. Wires feed up
the sample stick to the top where they connect to external wires. At the top a thick piece of
metal can be screwed to the cryostat to ensure a vacuum seal. (b) Cryostat which is attached
to the cryocooler and has an opening at the top for top loading of the sample stick. Air may be
pumped out of the cryostat in order to create an internal vacuum. The orange rubber balloon
seen in the top right of the image is filled with helium exchange gas and fed into the cryostat
once the desired vacuum is reached. (c) Pulse-tube cryocooler - it is water cooled and runs
solely on electricity to reduce temperature.
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FIGURE 4.10: Photograph of the set up of a permanent 0.65T magnet on the sample holder
((top panel) side view; (bottom panel) top view). The strength of the magnet is measured using
a Hall sensor placed underneath the magnet and just above the surface of the sample. Screws
around the sides of the magnet holder do not attach to the sample holder. Instead they rest on
the surface, ensuring that the magnet is an even height above the sample at all points. A thick
iron block is placed beneath the sample holder, the purpose of which is to hold the magnet
in place through force of attraction and to ensure the magnetic field lines are perpendicular to
the sample surface. Kapton tape is wrapped around the magnet to ensure that it is electrically
insulated if it touches any of the wires.
expected, as given in the manufacturer specification for each instrument. The film resistivity
was finally calculated from the nominal thickness of the Sn, the geometry of the sample and the
distance between the electrodes as seen in figure 4.7.
The same resistance vs temperature measurements were taken with a magnetic field affecting
the samples. A permanent magnet was used, with a strength of approximately 0.65T. This was
measured just above the sample surface using a Hall probe sensor once the magnet had been
Equipment Type Model Name Measurement Accuracy
Current Source Keithley 2400 Sourcemeter ±(0.025% + 6nA)
Voltmeter Keithley 2182A
Nanovoltmeter
±(0.0064%)
Temperature Controller Lakeshore 340 ±12mK below 10K
TABLE 4.3: Equipment used in the measurement of the electrical resistance vs temperature,
along with the manufacturer specified measurement accuracy.
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set in place. It was positioned directly above the sample, on top of the PCB, as seen in figure
4.10. The magnet was placed inside a holder which has screws that can be adjusted to ensure
there it has an even gap at all points between itself and the sample. Additionally, a rectangular
block of iron was placed underneath the sample holder. This served two purposes: firstly, the
force of attraction between it and the magnet was sufficiently strong to hold both the block and
the magnet rigidly in place; and secondly, the magnetic field lines emanating from the magnet
are forced to become perpendicular to the sample surface. This is necessary to ensure that the
magnetic field strength is the same across the entirety of the sample.
Also investigated was the piezoresistive properties of some of the samples. Mechanical stress
was applied directly to the sample with an improvised solution utilising the attractive force
between the 0.65T permanent magnet and the iron block. In this case the magnet was placed
on the reverse side of the sample holder, and the iron block was carefully positioned above the
sample. A small segment of insulated wire was placed directly onto the section of the sample
where current flows. The iron block wedges on top of this wire segment, creating a substantial
amount of pressure. After this is achieved the same resistance vs temperature measurements are
taken.
Measurements were also taken of a thin film sample (approx. 200nm) consisting of pure Ge on
a substrate of SiO2 in order to determine the resistivity of Ge. Similarly, the four-point contact
configuration was used, and the resistance vs temperature measurements recorded where the
bias was applied within the limits of an Ohmic I-V relationship (applying a bias too large can
induce non-linearity from a Schottky barrier).
Chapter 5
Sn-Ge Thin Films - Analysis &
Discussion
5.1 Raman Spectroscopy
Raman spectroscopy adds very valuable insight into the composition of the materials present
within samples being studied. The main benefits of Raman spectroscopy are that it is a relatively
non-destructive process, the data can be obtained cheaply if equipment is available to start with
(although initially equipment is extremely expensive), and data acquisition is a relatively quick
process. The first benefit here is extremely advantageous since it allows the sample to be used
for other experimental procedures before and/or after the Raman data is collected.
Figure 5.1 shows Raman data from three samples. The red line is from pure Si/SiO2 which is the
substrate for all the samples used on this project. This data has very high scattering intensities at
specific Raman shift peaks. The main peak at 521cm−1 is well known to correspond exactly to
the single first order phonon mode in Si[23, 24]. Because of the high intensity of this peak and
the fact that it will be present in all samples, this may be used as a point of reference for data
normalisation. The second largest peak at 300cm−1 corresponds to the second order transverse
acoustic (TA) mode of Si[22, 24]. The black and blue lines from figure 5.1 correspond to samples
where a layer of Sn is covering the Si/SiO2 substrate. The Si peaks can be seen, although with
much less intensity. This is because the Sn layer attenuates the excitation and there is much
less scattering from SiO2. In order for a particular material to be Raman active (produce a
peak on the Raman spectrum) there must be a change in the polarisation of the molecules,
but in a pure metal this is not possible since metals are (to a good approximation) infinitely
polarisable. The blue line, corresponding to an Sn layer of approximately 100nm, attenuates the
Si peaks much more strongly than the black line, corresponding to an Sn layer of approximately
10nm. The secondary peak for Si at 300cm−1 is not even visible on the blue line. This gives
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FIGURE 5.1: Identification of Si layer and attenuation by Sn layers. (a) Literature reported
graph of the second order phonon modes present in Si. Reproduced from reference [22]. Direct
correlation can be seen between this graph and the red line in (b) which correspond to the
Raman measurement taken from a layer of Si/Si2. (b) Room temperature Stokes Raman spectra
with excitation wavelength of 488nm for the samples with Sn deposited onto Si/SiO2 substrate.
The red line corresponds to Si/SiO2 by focusing the excitation onto a position of the sample
where no Sn was present. The black and blue lines correspond to, respectively, samples with
10nm and 100nm Sn thin film layers deposited directly onto the SiO2 substrate. The Si is clearly
seen in all samples with a main first order peak at approximately 521cm−1 and second order
peak at 300cm−1. The thickness of the Sn layer is immediately apparent from this observation
because of the diminishing intensity of this peak with thicker layers of Sn. The 521cm−1 peak
is cut on this scale so that the features of the black and blue lines are visible.
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immediate confirmation that one sample has a thicker layer of Sn than the other one. It also
gives confirmation that the Sn is actually the metallic (β -Sn) form, since the non-metallic grey
tin (α-Sn) would not attenuate the Raman laser like a metal. Transportation of samples from
China to the UK involved a flight which could have brought the temperature of the samples low
enough for transformation into α-Sn.
Figure 5.2(b) shows the Stokes Raman spectrum for a sample of Ge with average thickness of
approximately 4nm, deposited on a SiO2 substrate. Blue lines show the deconvolution of the
peaks and the peak positions are shown exactly by the labels marked with blue arrows. Decon-
volution was performed using the graphing and analysis software Origin 2015 [27]. Gaussian
functions were used to calculate the deconvolution of the peaks. This was chosen instead of a
Lorentzian fitting because of the nature of the material. The Gaussian function is more suitable
for broad peak fitting, and amorphous materials have quite broad peaks in the Raman spectrum
which can be seen in figure 5.2. Crystalline materials have much sharper and more well defined
peaks, and this is better fit with a Lorentzian function. Additionally, Gaussian curve fitting is
more appropriate than Lorentzian fitting when the peaks are symmetric. In the post-processing
of the data the baseline of the Raman spectrum has been subtracted. This makes the peaks are far
more symmetric, therefore the Gaussian fitting is most suitable. The Gaussian fitting function
preset in Origin was used, and is defined as,
y= y0+
Aexp[−4ln(2)(x− xc)2/w2]
w
√
pi/(4ln(2))
(5.1)
where y0 is the baseline, w is the peak full width at half maximum (FWHM), xc is the peak centre
position, and A is the area underneath the fitting function. Origin uses the Levenberg–Marquardt
least-squares algorithm to fit the above Gaussian function to the data.
The peak positions in figure 5.2(b) correspond to various literature references for amorphous
germanium (a-Ge) which are shown in 5.2(a). All real-world materials, even crystalline ones,
contain a certain amount of disorder in the form of defects. However, an amorphous solid
is generally defined as having no crystalline structure on any significant scale, or simply that
it lacks any long range order[5]. Amorphous materials have much broader peaks in Raman
spectra, and that is observed here. This peak broadening is an indicator that the material does not
have a crystalline structure which repeats itself in a predictable manner. Additionally, different
amorphous materials have different degrees of disorder, so it is expected that the peak positions
are somewhat variable depending on which sample is measured, or even which position on the
sample is measured.
The different peaks correspond to various different optical and acoustic phonon modes. Liter-
ature [25, 26] reports on the different modes present in a-Ge, and some of these modes can be
identified in our data. Figure 5.2 displays two literature sources where a-Ge was studied, and the
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FIGURE 5.2: Comparison between a-Ge sample and literature for a-Ge. (a) Stokes Raman
scattering graphs reproduced from literature [25, 26]. Both graphs are from studies about a-Ge.
(b) Room temperature Stokes Raman spectrum for sample of pure Ge with average thickness
approximately 4nm. The excitation wavelength used was 633nm (He-Ne), along with a 100X
objective and 1% line filter. In this graph the baseline has been subtracted for analysis and the
individual peaks have been de-convoluted using Gaussian functions. The blue lines indicate
Gaussian fittings and the red line is the cumulative fitting of the Gaussian functions. Labels
display the exact frequency shift of each peak. There is a very close match between the lit-
erature peak positions and the data collected, indicating that the sample being studied is also
a-Ge.
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Raman data obtained for a sample with 4nm Ge. Comparing the data to literature it is seen that
the 280cm−1 peak corresponds to a first order transverse optical (TO) mode, and the 231cm−1
peak corresponds to a first order longitudinal optical (LO) mode. Additionally, the 162cm−1
peak likely corresponds to a first order longitudinal acoustic (LA) mode, although the position
of this peak is slightly different to literature values. The reason for this is unclear, however due
to the nature of amorphous materials it should be expected that the position and/or broadness of
peaks be different. Crystalline Ge has a well defined peak at 300cm−1[23] and there is a peak
in the data at 303cm−1. However, Si has a second order phonon mode peak at 300cm−1, and
since Si/SiO2 is used as a substrate it may correspond to Si. Given that the layer of Ge under
consideration is very thin (4nm on average) it is very likely that what is being seen is the second
order phonon modes of Si[22, 24].
Figure 5.3 shows the Stokes Raman spectra for each of the ‘sandwich’ structure samples which
were the final samples made and the ones used in low temperature resistivity experiments. Side-
view schematic drawings of these samples are shown in figure 4.1. The primary peak seen in the
sample with thickest layer of Sn (20nm) is positioned at 290cm−1. The intensity of this peak by
comparison with other peaks slowly diminishes as the thickness of the Sn decreases; until finally
at 1.5nm Sn layer thickness this peak is gone entirely. This overall trend is an indicator of the
structural changes that are taking place as the thickness of the Sn is reduced. Starting out with
the thickest Sn sample, there are islands of Sn that are relatively large, and the gaps between
these islands are filled with smaller islands of Sn and a background of Ge. The 162cm−1 peak
is nearly non-existent in the thickest Sn samples, but it gradually increases in intensity as the
Sn layer thickness reduces. This is highly indicative that this is a Raman mode originating from
the a-Ge component of the material. Firstly, it is a very broad peak with variability between
samples in peak position, indicating an amorphous material structure. Secondly, because of the
reduction of intensity with increase in Sn thickness, this indicates that it is originating from the
Ge background. Additionally, this was a peak that was identified in the literature in figure 5.2.
The 280cm−1 peak follows an opposite trend to the 290cm−1 peak; it slowly increases intensity
as the thickness of Sn layer is decreased, as seen in figure 5.4. This figure shows the ratio of
the intensity of the 290cm−1 peak to the 280cm−1 peak (290/280). Also seen in this figure is
the sharp change in gradient at the same Sn thickness where the MIT occurs, possibly showing
another indicator of the MIT. Figure 5.5 shows the full width at half maximum (FWHM) param-
eter of the 290cm−1 and 280cm−1 peaks. This increases in value in both peaks with lower Sn
film thickness, which is an indicator of a higher degree of disorder in the samples. Similarly to
figure 5.4 there is another change in the gradient of the data’s downward trend at approximately
8-10nm, which could be resulting from the MIT. These two peaks, along with the 162cm−1
peak, indicates the presence of a-Ge due to comparisons with literature as shown in figure 5.2.
The 250cm−1 peak does not directly correspond to the a-Ge peaks previously looked at in figure
5.2. However, this peak may correspond to a mode that is originating from interaction between
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FIGURE 5.3: Room temperature Stokes Raman spectra for the ‘sandwich’ structured
thin film samples as shown in the side-view schematic drawing in figure 4.1. The data has
the baseline background removed for analysis of the peaks. Each peak is deconvoluted (blue
curves) from the spectrum using a Gaussian fit that is discussed in the text. The red curves are
the cumulative fit of all corresponding blue lines, and the black points are Raman data which
was smoothed using the Savitzky–Golay filter. Each graph corresponds to a different thickness
of the Sn layer, and it is seen that primary peak at 290cm−1 reduces intensity as the Sn layer
thickness is reduced. This peak corresponds to possible crystalline regions of Ge. Additionally,
the 280cm−1 peak corresponding to the main a-Ge phonon mode increases in intensity with
lower thickness of Sn film layer. The 163cm−1 mode relates to a-Ge as previously described.
An additional mode at 125cm−1 is seen, which is assumed to be related to the presence of α-Sn.
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FIGURE 5.4: Ratio of the Raman spectrum maximum peak intensity between 290cm−1
and 280cm−1 peaks. The 290cm−1 peak is much stronger, relative to the 280cm−1 peak, in the
samples with a larger thickness of Sn. Data corresponds to the spectra shown in figure 5.3. At
approximately 8.5nm Sn film thickness there is a sharp change in gradient, indicating that it is a
critical point. The red and blue lines are guides to the eye to illustrate the changing data trend.
A very similar pattern was seen in figure 4.6, where resistance increases exponentially with
decreasing Sn thickness below a critical thickness and is practically independent of thickness
above it. The Raman intensity ratio between 290cm−1 and 280cm−1 peaks shows the same kind
of critical point at the same thickness of Sn film, further aiding the aforementioned conclusion
that a metal-insulator transition takes place at this point.
Sn and Ge [28]. Thin film samples such as this, where multiple materials are present, will form
an alloy due to diffusion of the atoms and the non-crystalline morphology.
There are two phases of Sn; the metallic β -Sn is stable at temperatures above 13°C, and there
is the non-metallic phase called α-Sn which starts to form from β -Sn below 13°C. It is a slow
process which requires sufficiently low temperature for a sustained period of time. The fact that
these samples were used in low temperature experiments which went as low as 4.5K for several
hours means that the Sn may have changed into the non-metallic phase of the material called
gray tin or alpha tin (α-Sn). Upon returning to room temperature the sample’s Sn content may
have started a return to the β -Sn state. However, two important things are to be noted. First, the
α-Sn state is highly disordered. Upon transformation from β -Sn to α-Sn the Sn goes from a
crystalline material into a powdered form with no crystalline long range order. Upon returning to
β -Sn form the crystalline long range order is not restored, resulting in a high degree of disorder.
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FIGURE 5.5: Full width at half peak maximum (FWHM) values for the 280cm−1 and 290cm−1
peaks, in the sandwich structured samples shown schematically in figure 4.1. The peak width
increases in both cases as the Sn thickness decreases. This indicates the growing disorder in
the morphology. Additionally, there appears a shift in gradient of the downward trend, at the
same Sn thickness where the MIT occurs. This is illustrated by the blue (metallic phase) and
gold (insulator phase) lines.
Secondly, the temperature at which the α-Sn returns to β -Sn form is influenced by presence of
Ge [29]. With higher concentrations of Ge in an SnGe alloy, the temperature of transformation
from α-Sn to β -Sn increases. Therefore, it is likely that the Sn samples are, at least partially, in
the α-Sn phase after the low temperature resistivity experiments were conducted. However, this
requires further experiments to verify.
5.2 Thickness Dependence of Resistivity
The main result obtained is that the resistivity of the samples is strongly dependent upon the
thickness of the Sn layer. Previous studies [30–35] have investigated the thickness dependence
of resistivity in thin film samples. However, the samples that have been studied in this project
are significantly thinner, such that the literature examples are comparatively like bulk materials.
Hence, the electrical properties in those samples may be significantly different when compared
to the much thinner films presented here.
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Thin film samples tend to have greater resistivity than corresponding bulk materials [4]. More-
over, the resistivity continues to rise as the thickness decreases, which is due to two main rea-
sons. First, the film structure is generally very disordered compared to the bulk material [33, 36].
The film deposition process involves evaporation of metal from a source through methods such
as bombardment of electrons. The evaporated atoms then adhere to the substrate surface and
subsequently form a film which is usually highly polycrystalline. Polycrystalline materials are
made up of many single-crystal regions known as grains, which are separated by grain bound-
aries. The boundary itself is where there is a discontinuity in the crystal orientation, thereby cre-
ating a change in potential energy of any electron that passes through it. This directly changes
the trajectory of the electrons, therefore adding to the resistivity of the material. Of course, this is
only of any interest in the situation where the size of the grains is comparable to or smaller than
the mean free path. If the mean free path is much smaller than both of these values, as is the case
in a bulk material, the dominant process that causes resistance is simply scattering by phonons.
At grain boundaries there is also an increase in the density of dislocation and defects. These
defects, dislocations and scattering due to the grain boundary add to the residual resistivity ρR.
This means the overall resistivity is increased, since Matthiessen’s rule states ρ = ρT +ρR.
The second reason why thin films have increased resistivity is that the surface of the film fre-
quently scatters electrons. When an electron encounters the surface it reflects and continues
along a different trajectory, and this process increases the sample resistivity. Similarly to the
situation of the grain boundary scattering, surface scattering is only prominent when the film
thickness, δ , is of comparable size to the mean free path between thermal scattering events for
a bulk sample. This means that for extremely thin films the residual resistivity can be increased
by a large amount, which affects the overall resistivity substantially.
Most literature examples [30–35] show a near-linear increase of resistivity with decreasing film
thickness. However, in the samples presented here it is seen that there is a much more striking
relationship between film thickness and resistivity which may not be explained by grain bound-
aries and surface scattering alone. Indeed, grain boundaries may not exist in the same manner
as was described previously. The morphology of the samples being studied, shown in figure 4.4,
are highly disordered with significant separation between droplets of metallic material, which
should be the primary medium through which transport occurs. Grain boundaries in this case
are far more than simple shifts in the crystal orientation to create a polycrystalline structure.
Instead, it forms a nearly fractal-like geometric pattern in which there are separate island-like
regions and between them, smaller island-like regions which are of similar shape.
The samples of pure Sn on a substrate of SiO2 illustrate this very well. The morphology is shown
in figure 4.2. The structure is discontinuous, quite unlike the situation in the previously described
grain boundary effects. This was seen in the results of current vs voltage measurements, where
there was negligible current measured in all samples, even up to a relatively thick film of 100nm
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R0(Ω) δ0(nm)
δ > 8.5nm 365 37
δ < 8.5nm 144,000 1.09
TABLE 5.1: Coefficents to fitted lines in figure 4.6 with equation R = R0e−δ/δ0 . The samples
with Sn thickness δ > 8.5nm correspond to the blue line in the graph. The samples with Sn
thickness δ < 8.5nm correspond to the red line in the graph.
Sn. In such a case, the only process conceivable for electrical conduction is quantum mechanical
tunnelling events, which are rare and thus do not create any significant conductivity.
Illustrated in figure 4.6 is the logarithm of resistance at varying film thickness, with all points
taken at room temperature. The data in this graph is taken from the samples with a sandwich
structure of Ge-Sn-Ge with a top layer of 1.5nm Ge, bottom layer of 1.5nm Ge and a variable
thickness of Sn between the two Ge layers. This is shown in a schematic side-view in figure
4.1(c). The resistance increases exponentially with decreasing film thickness. The relationship
between resistance and film thickness was found to be
R= R0e−δ/δ0 (5.2)
where R is the resistance of the sample, δ is the thickness of the Sn layer, and R0 and δ0 are
constants. There are two distinctly identifiable regimes in figure 4.6, which are shown by the
hand fitted lines. Table 5.1 shows the coefficients of equation (5.2) for each of the two regimes.
The blue line (δ > 8.5nm) has a very shallow gradient on the logarithmic graph. Whilst this is an
exponential relationship, it is drastically different to the red line where the equation coefficients
are significantly different.
The dramatic shift in equation coefficients indicates that a different mechanism for conduction
is occurring once a critical thickness is reached. The crossover of the fitted lines indicates this
critical thickness to be δ ≈ 7nm. The huge increase in resistivity with decreasing film thickness
suggests a transition from a metallic film to an insulating conductivity regime. In order to
further investigate this, it is necessary to measure the temperature dependence of resistivity in the
samples. Data on the temperature dependence can give new information about the conduction
mechanisms involved when the thickness of the Sn layer changes.
5.3 Temperature Dependence of Resistivity
Resistance data was collected whilst simultaneously changing the temperature gradually. Resis-
tivity can then be calculated from the geometrical parameters of each sample (width and length
of conduction channel, and nominal thickness of the sample) using ρ = (RδW )/L, where R is
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FIGURE 5.6: Resistivity (ρ) vs. temperature (T) data from all samples of Ge-Sn-Ge sam-
ples with variation in Sn layer thickness. Results are conveyed using a log-log scale in order
to easily compare the different samples across a broad range of resistivity values. The overall
trend is seen directly as the thickness of Sn layer is gradually reduced. A critical thickness is
seen at the 8.5nm Sn sample. Samples with Sn thickness less than 8.5nm have positive TCR
which is associated with metallic materials. Samples with Sn thickness greater than 8.5nm have
negative TCR which is associated with insulators/semiconductors.
the measured resistance, δ is the film thickness,W is the conduction channel width, and L is the
conduction channel length.
Figure 5.6 shows ρ versus T data across all samples. With varying Sn thickness there is a
variation in the temperature coefficient of resistivity (TCR), which is defined as
α0 =
1
ρ0
[
dρ
dT
]
T=T0
(5.3)
where ρ0 is the resistivity at temperature T0, usually referred to T0 = 0°C. The TCR is a good
parameter in experimental resistivity data to provide a means of differentiating between a con-
ductor and insulator/semiconductor.
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Negative TCR (α0 < 0) is indicative of semiconductor materials which are characterised by an
increasing resistivity with decreasing temperature. This is because of the existence of the energy
band gap which separates the valence band and conduction band. In an intrinsic semiconductor
(no doping) the valence band is entirely filled, and the Fermi level is inside of the band gap.
At non-zero temperatures conduction in semiconductors happens by electrons gaining sufficient
energy from thermal processes to jump into the conduction band which enables electrical trans-
port. Electrical insulators have a similar energy band structure to semiconductors except that
the band gap is very large, such that thermal processes cannot cause valence electrons to gain
enough energy to enter the conduction band. It follows that this is the main process of conduc-
tion in semiconductors, therefore conductivity should rise as temperature increases. Conversely,
resistivity rises as temperature falls, and extrapolating to 0K it is expected that a semiconductor
or insulator will have zero conductivity and a theoretically infinite resistivity.
On the other hand, metallic materials have a characteristic decrease of resistivity with decreasing
temperature (positive TCR, α0 > 0). Metals have the Fermi level inside of the conduction band
which means that, unlike semiconductors, the conduction electrons can travel between lattice
sites freely without need for extra thermal energy. However, one of the sources of resistivity in
metals is from thermal vibrations in the lattice (phonons). This means that as the temperature
falls this source of resistivity reduces and the result is a positive TCR.
It was shown [37] with experimental data on a variety of disordered metals that there exists
a linear correlation between the TCR and the resistivity. This is known as the Mooij rule,
which can be seen in the TCR data compiled by Tsuei [38] in the Mooij plot as shown in figure
5.7. According to the original Mooij plot [37] there should exist a critical value of resistivity,
ρc = 150µΩcm, which separates the positive and negative TCR materials. However, as shown
in the more extensive Mooij plot of TCR vs resistivity by Tsuei (figure 5.7) this rule is not
universal.
Figure 5.6 shows that the sandwich structure samples investigated here have a sign change in
TCR at ∼ 80µΩcm, which is the (nearly constant) value of resistivity for the 8.5nm sample.
Lower thicknesses have a negative value of TCR, and higher thicknesses have positive TCR.
This plainly shows that a metal-insulator transition occurs in these samples, although further
analysis is required to determine the cause of the transition. The transition is fairly smooth, with
the resistivity progressively becoming larger as the Sn film thickness decreases.
Figure 5.8 shows the TCR values for each of the sandwich structure thin film samples. The
number of data points is very small so it is hard to make a conclusion about the overall trend.
However, it does not appear to follow an exact linear trend as Mooij [37] has suggested, giving
credence to Tsuei’s [38] assertion that the Mooij rule is not universal.
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FIGURE 5.7: Values of the temperature coefficient of resistivity (TCR) vs electrical resistivity
for a wide variety of crystalline disordered and amorphous metals. Original data points by
Mooij [37] are within the black box. Reprinted with permission from reference [38].
Various theoretical models may be used to attempt to fit the data. Usually, metals fit the Fermi-
liquid theory at low temperature, and this is the initial expectation for how the thicker samples
should behave. Materials that do not fit the Fermi-liquid model are said to have non-Fermi-
Liquid behaviour and are sometimes called strange metals; however, these are uncommon. A
prime example are the superconducting cuprates which display linear ρ-T dependence all the
way until the superconductivity transition temperature, TC [39–41]. For the thinner samples dif-
ferent conductivity models must be explored because of the apparent shift to an insulating state,
indicated by a negative TCR. The traditional Boltzmann conductivity model is explored, as well
as variable range hopping conductivity models, or models which incorporate quantum interfer-
ence effects. However, a detailed look at the underlying physics of the models considered is
beyond the scope of this thesis. Rather, a comparative and periphery analysis will be conducted
in order to give possible suggestions for the mechanisms at work in these systems. The study of
each one of the models could potentially be the subject of entire theses.
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FIGURE 5.8: (a) Temperature coefficient of resistivity (TCR) vs electrical resistivity for each of
the sandwich structured thin film samples. A nearly inverse linear relationship is seen here, but
the correlation is not strong, and more data points would be necessary to confirm the linearity.
(b) TCR vs Sn film thickness.
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FIGURE 5.9: Energy level structure of the two-phase Sn-Ge system. Sn islands form ‘reser-
voirs’ of charge carriers, and between them, non-crystalline Ge with localised states near the
band edge resulting from disorder. At very low temperature, such that phonon interaction is
low, conduction may take place in the form of hopping which uses the localised states as plat-
forms to transport charge between Sn islands.
5.4 Effect of Ge Layer on Electrical Conduction
Consideration has been given to the idea that the current is simply directed through the Ge layers,
and therefore that the measured resistance is simply of Ge. In order to test this, the resistance was
measured of a different thin film sample of approximately 200nm thick pure Ge on a Si/SiO2
substrate. The resistance has been compared directly against the sandwich structured films,
which are for this purpose assumed to be separate layers that have no interaction with the Sn
layer so that they are separate components in an equivalent circuit (as in figure 5.10(b)). It is
also assumed that the resistivity, ρ , remains the same in both the pure Ge sample and layers of
Ge in the sandwich samples in order to arrive at an estimate for the resistance of the sandwich
structured Ge layers, since it is unknown exactly how much the resistivity changes due to film
thickness in Ge. The resistivity can only increase as a result of decreasing film thickness, (as
previously discussed) so the equivalent circuit element of Ge will have even higher resistance.
The resistance in the thicker 200nm Ge sample should be lower than in the Ge part of the
sandwich structured Ge-Sn-Ge samples because of the basic relation between resistance and re-
sistivity, R = ρLδW , where L is the length of sample measured, δ is the film thickness, and W is
the width of sample measured. It is noted that pure Ge has a considerably higher resistance in
the temperature range being studied than the Ge layers in the sandwich structure film. Addi-
tionally, the current will be shunted through the Ge at several points where contacts are made
to the sample, however the effect this has on the resistance should be small and a consistent
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FIGURE 5.10: Comparison of resistance in 200nm Ge vs resistance in 4.5nm Ge. (a) The
Approximately same width and length were used for contact separation, meaning that the only
variable is film depth, δ . From the measured value of the 200nm sample it is possible to make
an estimate of the resistance in the Ge part of the sandwich structured films. This assumes
that the Ge forms separate layers from the Sn component of the sample, and that the resistivity
of the Ge remains the same with decreased thickness. (b) Equivalent circuit diagram for the
sandwich structured film.
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artefact throughout all samples. Therefore, changes in resistivity trends observed between dif-
ferent samples should be due to the variation in Sn thickness. Even with very low Sn thickness,
where the sample displays insulating properties, the resistance of pure Ge is at least an order of
magnitude higher at all times. When the resistance of one component of an electrical circuit is
vastly higher, as in this case, it means that the current can be approximated to flow only in the
part of circuit with lower resistance. Usually this happens when the low resistance component
is less than 10% of the resistance of the high resistance component.
However, it is also clear that the Ge layers have a significant contribution to the overall transport
properties of the samples. It was shown previously in the preliminary investigations where
Sn was deposited on a plain Si/SiO2 substrate. In this case there was negligible conductivity
through the sample, on the order of nano-Siemens. It was also just seen that the current cannot
be simply through the Ge layers. This causes us to believe that the sandwich structure samples
are two-phase systems of Ge and Sn in an alloy arrangement.
Disorder in the Sn-Ge alloy should play an important role in the transport properties of the
system. It was already seen from the Raman spectroscopy analysis that the films are amorphous,
becoming more-so with thinner films. Figure 5.9 shows a schematic representation of the energy
bands in the Sn-Ge system. The picture shows two island droplets of Sn which behave as
‘reservoirs’ for electrical charge. The background of Ge is like a ‘desert’ region and the charge
hops between Sn islands. The Fermi level is within the conduction band of the Sn region and
within the gap of the Ge region. In order for current to flow there must be sufficient energy given
via thermal processes to raise electrons into the conduction band of Ge. This happens frequently
at higher temperatures, and as the temperature drops there is less energy to allow this to happen,
and the resistivity increases as a consequence. Alternatively, the disordered amorphous nature
of the films may give rise to localised Anderson states. If these exist near the edge of the Ge
conduction band and close to the Fermi level they may also aid in transport. This process may
begin to dominate when the temperature is low and phonon interaction alone is not sufficient to
raise energy into the conduction band.
It may not have even been possible to form a measurable current below certain temperatures if
the disordered states were not present, since at 0K semiconductors have no conductivity and the
Sn component of the sample is discontinuous to the degree of having negligible conductivity.
The disordered states would not be possible in a completely crystalline material; clear-cut energy
bands are only formed when a material is crystalline. Therefore, it is a possibility that the
amorphous nature of the Ge films is what aids conduction at low temperatures.
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FIGURE 5.11: ∆ρ vs squared temperature (T2) for each metallic regime Ge-Sn-Ge sample.
Blue lines are guides to the eye for the linear portion of each dataset. Linearity is seen below
∼2500K2 in each sample, indicating that the samples are in a Fermi-Liquid state within this
temperature range.
5.5 Metallic Regime
For most metals the low temperature electrical transport properties are described by the Landau
Fermi-liquid theory [42] which has the form
ρ(T ) = ρR+AT 2, (5.4)
where ρR is the temperature independent residual resistivity due to defect and impurity scatter-
ing. The Fermi-liquid theory describes the electron-electron interaction. According to it, con-
duction electrons should suffer collisions with each other due to their electrostatic interaction.
Additionally, the effective mass of electrons are changed due to inertial reactions experienced
from the Coulomb interaction. This is all explained through the use of quasiparticles which are
low level single particle excitations of the system of electrons. They are analogous to the single
particle excitations of the Fermi gas which is a system of non-interacting electrons. Kittel [5]
describes a quasiparticle as “a single particle accompanied by a distortion cloud in the electron
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gas.” A more rigorous explanation behind this theory is beyond the scope of this thesis. How-
ever, these electron-electron interactions ultimately lead to the T 2 behaviour of resistivity shown
in equation (5.4).
This type of behaviour is usually only seen at low temperature. The electron-electron interac-
tions are present at all temperatures, however at higher temperatures the resistivity is dominated
by electron-phonon interactions which obscures the T 2 behaviour. T 2 resistivity relationships
have been found in a number of metals at approximately liquid helium temperatures [5] although
the temperature range that is considered low will be different for various metals. For these sam-
ples this turned out to be approximately T < 50K down to the onset of the superconductivity
fluctuations. This can be seen in figure 5.11 where the resistivity is plotted as a function of
T 2. In each sample the T 2 behaviour (indicated by linear graph) is present until approximately
T = 50K. In this graph the resistivity is given as ∆ρ . This is the resistivity obtained by sub-
tracting the residual resistivity at T = 0K from each of the datasets. This has the benefit of
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FIGURE 5.12: ∆ρ(T ) (left, lines) and exponent, n, from equation (5.6) (right, scatter) vs tem-
perature (T) for each metallic regime Ge-Sn-Ge sample. Exponent values of∼2 indicate that at
low temperatures (<50K) the samples are in a Fermi-Liquid state. All samples follow a similar
trend by converging to an exponent value of∼1 with increasing temperature. This may indicate
a so called ‘strange metal’ state, which is not fully understood, or it could simply be a result of
phonons in a normal metallic state.
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normalising all datasets to be zero resistivity at the minimum temperature, so they may be com-
pared. In order to do this, the data was extrapolated from the resistivity at the temperature just
higher than the appearance of a resistivity downturn corresponding to the onset of superconduc-
tivity. This gives an approximation of the residual resistivity ρR, and it leads to equation (5.4)
being redefined as,
∆ρ(T ) = AT 2, (5.5)
where ∆ρ is the normalised resistivity that excludes contribution from the residual resistivity ρR.
To consider models relating to non-Fermi liquid materials the temperature exponent is simply
replaced with n so that,
ρ(T ) = ρR+AT n. (5.6)
where n is a temperature exponent that depends on the material, and the conduction mechanism
specific to it. Similar to equation 5.5 this can be normalised to remove the residual resistivity
and leave us with,
∆ρ(T ) = AT n. (5.7)
Figure 5.12 shows values of this exponent for each of the metallic regime samples (10-20nm
Sn) as a function of the temperature. This was calculated with a fitting algorithm using the
scripting functionality of the Origin software package [27, 43]. Each data point is the result of
a least squares fitting algorithm that calculates the best fit value of n over a temperature range
of ∼ 5K. The resistivity data is also shown in figure 5.12 for comparison. Samples of thickness
20nm, 15nm, 10nm Sn all have a value of n ≈ 2 in the temperature range 10 < T < 50. Above
T = 50K the exponent smoothly reduces to approximately n = 1 in all three metallic samples
and reduces even further approaching room temperature. The usual behaviour for many pure
metals is ρ ∝ T 5 below the Debye temperature (for Sn this is θSn = 200K) and linear above the
Debye temperature[5]. The fact that there is a linear relationship at around 200K may imply
that this is just normal metallic behaviour. However, it is already known that these samples are
two-phase materials consisting of a Ge-Sn alloy, where θGe = 374K. This may artificially raise
the Debye temperature of the sample and then the linearity of the data in this temperature range
would indicate that it is some kind of strange metal. However, the data we have is not sufficient
to make a definitive conclusion about this and it would benefit from a theoretical analysis with
an alternative model which includes the dynamics of the two-phase system.
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5.6 Insulating Regime
At lower film thickness (δ < 8.5nm) the resistivity exponentially increases, and shifts to a neg-
ative value of TCR, which indicates a switch to an insulating conductivity regime. As the layer
thickness of Sn decreases the TCR becomes more negative. This is seen in figure 5.8(b) where
the TCR increases with Sn film thickness. This suggests that at the point where the TCR changes
from positive to negative that some form of metal-insulator transition occurs that is dependent on
the thickness of Sn layer. The interplay between the Sn layer and the Ge layers (top and bottom)
must be integral to the cause of this. The thickness of the Sn layer is responsible for the size of
the islands observed in the SEM images that show the morphology as seen in figure 4.4. As pre-
viously discussed and seen in figure 4.5 the diameter of the island-like granules of Sn is linearly
related to the nominal thickness of the Sn layer. The thickness of the Sn layer is controlled by
knowing the approximate rate of deposition in angstrom per second (A˚/s) and then depositing
Sn for a set length of time which results in the desired thickness. The islands of Sn may be con-
sidered as metallic domains, and they are separated by a background of Ge. Within each island
there is a pure metallic crystal structure. However, as the film thickness decreases there becomes
less continuity in the metallic crystal structure. This happens because the decreasing diameter
of island-like granules becomes smaller so that the surface area of metal-semiconductor (Sn-Ge)
boundary becomes increasingly more significant within a particular sample volume. The reason
behind the insulator-like temperature dependence of resistivity is directly tied to this disordered
structure. The semiconductor (Ge) portion of the material may be causing the negative TCR, in
addition to the extensive grain boundary structure causing more scattering events.
For an insulating/semiconducting conductivity regime, several theoretical models can used to
attempt fitting the data. First, the standard Boltzmann model of electrical transport gives the
resistivity as
ρ = ρ0e
∆
kBT . (5.8)
where ∆ is the gap energy between the valence and conduction bands, kBT is the energy from
thermal processes, and ρ0 is the maximum resistivity constant. This equation is frequently used
to describe the conductivity behaviour in semiconducting samples, so it may be a good fitting
function for the samples here which have a negative value of TCR.
Figure 5.13 shows the natural logarithm of resistivity vs the inverse of temperature. This was
done as it is the most straight forward method of investigating the fit accuracy of equation (5.8).
Taking the natural logarithm of each side of the equation gives
lnρ = lnρ0− ∆kBT . (5.9)
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This is of the usual linear equation form y=mx+c where y= lnρ , x= 1/T , m=∆/kB, c= lnρ0.
However, a visual analysis of figure 5.13 shows that this model is not a good fit to the data for
the three insulator-like samples. If there was a good fit the graphs would be straight lines for
the majority of the temperature range. However they are clearly non-linear except for a very
small range at low temperature (<∼20K) on the right-hand side of the graph. Clearly, despite
the presence of a known semiconductor (Ge), the transport properties are different to the usual
semiconductor model. This is a reasonable outcome since the samples are metal-semiconductor
hybrids that should be expected to behave differently from pure semiconductors or pure metals
alone.
Secondly, some form of hopping model may be used to explain the electrical transport proper-
ties. If there is localisation of electron states near the Fermi energy, then conduction can take
place by thermally activated hopping processes. This was first explained by Miller & Abrahams
(1960) [10] with the relationship
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FIGURE 5.13: Normalised natural logarithm of resistivity (ln ρ/ρRT ) vs (1/T) for the three
insulating regime samples (7nm, 5.5nm, 4nm Sn layer thickness). None of these graphs dis-
play linearity, except for a very small range at low temperature, indicating that the model for
electrical conductivity in these samples is not based on Boltzmann transport.
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FIGURE 5.14: Normalised natural logarithm of resistivity (ln ρ) vs T−1/2 for the insulating
regime samples in order to investigate the Efros-Shklovskii VRH model. The dotted blue lines
provide a guide to the eye to highlight the goodness of the fit to the data. The 4nm sample
shows a good fit at temperatures below about 60K, but within the same temperature range the
other two samples have a poor fit.
ρ ∝ exp
(
ε3
kBT
)
(5.10)
where ε3 is the extra energy required by an electron to jump to the nearest available site. This
type of hopping process is only expected when the localisation length (length over which the
wave function of the electron drops to zero) is significantly shorter than the average distance
between the nearest neighbouring site. On the other hand, if the localisation length exceeds the
average site spacing, or if the temperature is sufficiently low, the hopping between sites can be
of variable length [11]. By minimising the activation energy, Mott found the equation,
ρ = ρ0 exp[−(T0/T )α ], (5.11)
where α is an exponent which is dependent upon the dimensionality of the system such that
α =
1
d+1
, (5.12)
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FIGURE 5.15: (a) ln ρ vs T−1/2 for the 4nm Sn sample. The black line shows the data and the
blue dotted line is a guide to the eye to illustrate the fitting of the Efros-Shklovskii VRH model.
Labels are drawn to indicate the range over which there is a good fit. (b) 4nm sample resistivity
data on a plot of resistivity ρ vs temperature T. The least squares fitting is shown with the red
line and the fitting parameters are shown in the inset table, along with the equation used and
the adjusted R2 value obtained from the fit.
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where d is the system dimension. Despite being thin films the present samples are not com-
pletely two-dimensional since there is a certain thickness in all the films. With the samples
of lower thickness this value might be approximated to d = 2, which corresponds to the Mott
model of variable range hopping (VRH) as described in many texts on the subject [44, 45].
However, this model ignores electron-electron interactions. Another model of VRH (Efros and
Shklovskii [46]) with a value of α = 12 is distinct from Mott VRH because it incorporates effects
of Coulomb interaction. The 4nm Sn sample fits quite well with this model as can be seen from
figure 5.14. The data is quite linear on the graph of lnρ vs T−1/2 over a significant temperature
range from approximately 60K down to the temperature at which superconductivity starts to
occur. However, the model is not so good of a fit for the 5.5nm Sn and 7nm Sn samples. The
possible reason for this could include a different level of disorder present within each sample,
leading to slightly different mechanisms of hopping conductance. Figure 5.15(a) shows the 4nm
Sn sample resistivity data on a plot of ln ρ vs T−1/2 in order to highlight the range of tem-
peratures over which the Efros-Shklovskii VRH model provides a good fitting. Figure 5.15(b)
shows the same data plotted on a graph of ρ vs T, and a fitting of the data has been calculated
in OriginLab with the Levenberg-Marquardt least squares algorithm, using equation (5.11). The
inset table shows that the fitting parameters are reasonable, and that the adjusted R2 value is
greater than 0.999, which indicates a very good fit.
Another possible model to use in describing the physics of these systems is one involving quan-
tum interference effects (QIE). Followed here is a similar fashion of analysis to the recent ex-
perimental work of Orgiani et al. [47] which is based on previously reported theory [48–50].
The resistivity relations
ρ(T ) = ρ2D0 (T )+ρM(T ) =
1
σ0+B · lnT +ρM(T ), (5.13)
ρ(T ) = ρ3D0 (T )+ρM(T ) =
1
σ0+B ·T p/2
+ρM(T ) (5.14)
are used, where ρ3D0 (T ) and ρ
2D
0 (T ) are respectively the 3D and 2D QIE contributions to the
resistivity and ρM(T ) is the metallic term. Here, ρM(T ) = A ·T n is used. The parameters used
to fit the model are A,B, p and σ0. The fitting algorithm used was Levenberg-Marquardt, which
was implemented using the graphing software Origin. The statistical χ2 value for each fitting
has been calculated as follows:
χ2 =
1
N
·
N
∑
i=1
(ρ iexp−ρ if it)2
(ρ if it)2
, (5.15)
and is presented in the table in Figure 5.16. Figure 5.16 and 5.17 and show that equation (5.13)
gives good agreement with the experimental data. χ2 values are consistently smaller for this
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Sample χ22D χ23D
p = 1 p = 3/2 p = 2 p = 3
(10−4) (10−4) (10−4) (10−4) (10−4)
4nm Sn 6.29 42.1 120 230 466
5.5nm Sn 0.16 1.8 3.34 5.54 12.7
7nm Sn 0.39 0.62 0.94 1.49 4.06
FIGURE 5.16: Reduced χ2 values for the insulating regime Sn samples. χ22D and χ
2
3D corre-
spond to Eq. (5.13) and Eq. (5.14) respectively.
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FIGURE 5.17: Resistivity (ρ) vs temperature (T) for the insulating regime samples. The red
lines show the fitting corresponding to the QIE equation (5.13).
model, indicating a better fit to the data. Additionally, the red lines in Figure 5.17, which
corresponds to equation (5.13), visually shows a very close fit to the data. However, the fitted
model parameters, seen in Table 5.2, do not take physically realistic values (e.g. negative value
for residual conductivity term, σ0). Consequently, it is impossible to conclude that this model is
appropriate for our data.
Another mechanism that is conceivably at work in these kind of systems is the Coulomb block-
ade effect. SEM images clearly show that the Sn distributes itself in an island configuration
after reaching an equilibrium state, and that the average diameter of the islands changes with
layer thickness. The diameters of the islands in the samples tested were approximately 10 times
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Sn Thickness σ0 A B
(nm) 10−4 (µOhm·cm)−1 µOhm·cm·K−1 10−4
(µOhm·cm)−1·K−3/2
4 -2.82 -1.64 2.08
5.5 7.18 -0.33 2.03
7 32.6 -0.11 3.17
TABLE 5.2: Fitting parameters corresponding to the quantum interference effects model given
in equation (5.13)
the thickness in most cases, as determined from analysis of morphology images obtained using
SEM. If we consider these islands as quantum mechanical systems, a Coulomb blockade would
be expected. This is an effect that usually occurs in single electron tunnelling events. The island-
like structures form many small tunnel junctions comprised of conductor-insulator-conductor
connections. As an electron quantum mechanically tunnels from one conducting island to an-
other it raises the new island’s energy level by an amount which restricts the flow of another
electron to that island, subsequently raising the resistance of the system. The self-capacitance
of the islands, C, is proportional to their radius, R, as
C = 4piε0R, (5.16)
where the island radius is dependent upon the thickness of the Sn film. This means that the
capacitance also depends upon the thickness of the film. The self-energy of the island depends
on capacitance as
EC =
q2
C
. (5.17)
The sample thickness has a direct impact on the island radius, thus the Coulomb blockade energy
is also affected, with thinner samples increasing this energy. As the Coulomb blockade energy
rises, it becomes more difficult for quantum mechanical tunnelling processes to occur between
island sites, and the resistivity is increased as a result. Important to note is that the Coulomb
blockade effect will only occur when the island self-energy is higher than kBT . At the minimum
temperature reached (T∼5K) in our experiments kbT = 4.31×10−4 eV. In the 4nm Sn sample
the island diameter is ∼35nm which gives the ground state wave function an energy level of
∼ 6.13× 10−4 eV, assuming the island as a quantum well. Consequently, Coulomb blockade
may have a significant effect when at low temperatures.
As previously mentioned, the island-like granular structure of the films is fractal-like in the way
that the largest islands have smaller islands in the gaps between them. Whilst the Coulomb
blockade effect may not play a role in conduction directly between larger islands, it may be
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occurring between the smallest islands which would have potentially huge Coulomb blockade
energy.
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5.7 Results of Other Effects on Sn-Ge Thin Films
5.7.1 Magnetoresistance
Figure 5.18 shows the magnetoresistance (MR) values as a function of the temperature for each
of the sandwich structure thin film samples. The results are calculated from the measured resis-
tance values using the usual equation for magnetoresistance,
MR =
RB−R0
R0
, (5.18)
where RB is the resistance of the sample with applied magnetic field, and R0 is the resistance
of the sample at zero magnetic field. The magnitude of the MR here is relatively small at ap-
proximately ±2.5% or less. This is the magnitude that is normally associated with the ordinary
magnetoresistance, which is seen in most non-magnetic metals. It was surmised that these sam-
ples, due to having a highly disordered structure, would produce a large MR, possibly even as
high as is seen with the extraordinary MR (EMR) effect. However, in this sample setup it is not
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FIGURE 5.18: Magnetoresistance (MR), which is defined as (R0−RB)/R0, vs temperature
for each of the sandwich structured thin film samples which have differing thickness of the Sn
layer. The samples all tend to have a MR value close to ±2.5% indicating that it is the normal
MR effect common to most materials, rather than an extraordinary MR effect.
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FIGURE 5.19: Magnetoresistance (MR), defined as (R0 −RB)/R0, vs temperature for each
sandwich structured thin film sample. This is focused on the low temperature regime from 4K
to 50K. All samples have a notable rise in the MR value at very low temperatures (in most cases
less than 10K). This can be linked to the onset of superconductivity.
seen. It is known that the EMR effect is extremely dependent upon the individual sample geom-
etry. In previous experiments and simulations on the subject a hybrid sample composition was
used, where the metallic component was of macroscopic size. The metallic component of the
samples here are broken into island-like regions, however, their size is of the order of nanome-
tres. Additionally, the separation between each metallic island is small, and it is also filled with
smaller island regions. It may be that in this size domain the EMR effect does not occur to any
substantial degree.
Figure 5.19 shows the MR of the samples in the low temperature range of ~4-50K. This shows
that the MR rises when the temperature is very low, below ~10K. This correlates with good
accuracy to the onset of the superconducting phase transition for all samples. The magnetic
field suppresses any superconducting fluctuations, which are present in the zero-field scenario.
Due to the definition of magnetoresistance, MR = (RB−R0)/R0, this causes it to rise as a result
of superconductivity. The 4nm sample appears to show a different trend. However, this sample,
possibly because of how thin the Sn layer is, is quite noisy which could easily influence the
delicate relationship between the zero-field resistance and resistance with magnetic field applied.
This may explain why this sample follows a completely different MR-Temperature relationship
at the low temperature range.
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FIGURE 5.20: Comparison of resistivity-temperature data between a low and high deposition
rate of Sn. Two Sn layer thicknesses were considered in order to see the effect on each side of
the thickness induced metal-insulator transition. (a) 4nm Sn layer, corresponding to insulating
conductivity regime. (b) 10nm Sn, corresponding to metallic conductivity regime.
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5.7.2 Deposition Rate Dependence of Resistivity
Additionally, we investigated the effect of deposition rate on the electrical properties. For this
we chose two Sn thicknesses (10nm and 4nm), and prepared two samples for each thickness
with deposition rate of 0.5 A˚s−1 and 4 A˚s−1. Differences can be seen between samples of
the same thickness but having different deposition rates. Figure 5.20 shows the difference be-
tween resistivity values in the samples of different Sn deposition rates. Two Sn thicknesses were
considered, 4nm and 10nm, since these are in different conductivity regimes as previously dis-
cussed. In each case the resistivity is significantly lower in the sample with higher deposition
rate. Deposition rate is controlled by varying voltage bias; larger voltage bias increases rate of
deposition but it also increases the energy of particles as they adsorb to the surface of the sub-
strate. Changing impact energy can result in a high degree of variation in surface morphology.
Creating the Sn layer slowly allows sufficient relaxation time for the material to self-organise
into island-like structures, which means that resistivity will be higher due to the necessity of
tunnelling events to create conduction paths. In contrast, when using a high rate of deposition
the result is a comparatively homogeneous morphology which creates many direct conduction
paths through the Sn layer, thereby reducing resistivity. While investigating this effect the only
variation is the deposition rate for the Sn (active) layer. The two layers of Ge are both deposited
at a constant 0.2 A˚s−1.
5.7.3 Pressure Dependence of Resistivity
Data is also obtained of applying mechanical stress to the samples. Resistivity is decreased as a
direct result. The effect is more clearly seen with a thicker film because of the lower initial resis-
tivity. Fig. 5.21 displays resistivity-temperature data from a sample with 10nm Sn deposited at
the slow rate of 0.5A˚s−1. The resistivity here is decreased by about 2µΩ cm. In this particular
sample (10nm) the resistivity is substantially lower than the resistivity of some of the other sam-
ples. This means that the effect of piezoresistivity is more significant because the percentage
change in resistivity is greater. The physical reason for this is likely that the morphology of the
film is flattened from the added mechanical strain placed on the sample surface. The flattened
morphology would create a more homogeneous surface layer in an otherwise island-like granu-
lar system, and this may add additional paths for current flow. This piezoresistive effect may be
used in pressure nano-sensors with a wide array of medical and industrial applications. Current
micro pressure sensors are limited in size to around the 100µm range [51]. On the other hand, a
pressure sensing device based on the physics reported here could be downscaled to much lower
dimensions.
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FIGURE 5.21: ρ vs. T data for Ge-Sn-Ge sandwich structure films with 4nm Sn (top panel)
and 10nm Sn (bottom panel). In both samples the Sn layer was deposited at a rate of 0.5A˚s−1.
A piezoresistive effect is seen in each sample by comparing the data from applying pressure
(red line) to the data from applying just magnetic field (blue line). The pressure was applied
directly via the force of attraction between a 0.65T magnet and an iron block held at opposite
sides of the sample.
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5.7.4 Superconducting Phase Transition Temperature
A great deal of research has focused on the critical transition temperature for the normal state
to superconductor phase transition. Superconductivity has far reaching applications from high
speed rail lines to zero resistance power cables, but reaching the temperature necessary for it to
occur presents an issue of practicality. It is very expensive to cool to extremely low temperatures,
not to mention the engineering challenge to implement such systems on a large scale. It is there-
fore necessary to search for a material which has the capability of reaching a superconducting
state at room temperature.
One of the main components of the sandwich structured thin films is Sn. Sn was the first ma-
terial to be recorded as a superconductor which has a transition temperature TC = 3.72K for
a bulk sample of Sn. The temperature reached in the experiments discussed here does not go
low enough to reach the actual drop to zero resistivity which is one of the defining features of
superconductivity. However, in all samples there was seen a sharp drop-off in the resistivity
which could be from a superconductor transition. In addition to the critical temperature, there
is also a critical magnetic field which causes the same phase transition from superconductor
to normal state. In the magnetic field results here, the resistivity drop-off ceases to occur (see
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FIGURE 5.22: Sandwich structured sample with 8.5nm Sn layer. Resistivity vs temperature
data for the case with and without applied magnetic field of 0.65T. Without magnetic field the
resistivity drops off, and when magnetic field is applied this drop-off disappears and the resis-
tivity continues to rise. This is an indication of the formation of the superconducting state; the
magnetic field suppresses the drop to zero resistivity that is characteristic of superconductivity.
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FIGURE 5.23: Samples in the metallic regime (10nm, 15nm, 20nm Sn) at the low temperature
range where the transition to superconducting state is just starting.
figure 5.22) which would indicate that the magnetic field is suppressing a phase transition to the
superconducting state.
Figure 5.23 shows for each of the metallic regime samples (10nm, 15nm, 20nm Sn) that the
superconducting transition occurs at around the same temperature. The transition to full super-
conducting state with zero resistance is not seen, since this occurs at ~3.7K, and instead we see
local superconductivity as discussed by Orr et al. [52].
Figure 5.24(a) shows the normalised dρ/dT vs temperature for a range of low temperatures. Ev-
ery curve reaches a minimum in the derivative at a particular temperature, but there is variation
of the minimum with changing Sn film thickness as seen in figure 5.24(a),(b). The minimum in
the derivative is the easiest way to see where the resistivity drop-off begins to occur. The data
here is normalised to [0,1] because some of the samples have positive gradient and others have
negative gradient. The thicker films have a minimum derivative at approximately 10K, whilst
the lower thickness films see a gradual drop in the minimum derivative. It is not clear for the
thinnest film, 4nm Sn, whether it reaches a minimum in the derivative or not. The data at the
lowest recorded temperature does not climb back up again very much, like the other samples
do, so the actual minimum for this sample may be even lower. However, it is clear that with a
lower thickness of film, and hence a higher normal-state resistivity, there is a depression in the
transition temperature which is supported elsewhere in references [53–56].
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FIGURE 5.24: (a) Normalised derivative dρ/dT vs temperature for each of the sandwich struc-
tured thin film samples which have differing thickness of the Sn layer. (b) Position of the min-
imum of the normalised derivative as a function of the Sn film thickness. The minimum of
dρ/dT is the beginning of a transition to a superconducting state. Thinner layers of Sn tend to
have a lower transition temperature.
Chapter 6
Conclusions
Over the last few chapters a wide range of effects and techniques for exploring them have been
looked at. However, the methods employed here are a small subset of the possible and merit-
worthy analyses for systems such as these. Further work in the same or similar systems is likely
to yield significant results, and indeed the topic of two-phase media is one in which there is a
great deal of active research.
The phenomenon of magnetoresistance has been explored in chapter 3 in relation to the variety
that is referred to as extraordinary magnetoresistance. After an overview of the recent literature
which covers the discovery of the phenomenon, in addition to various theoretical analyses, the
effect was investigated using the finite element method. It was found that the magnitude of the
extraordinary magnetoresistance effect, which is inherently an effect arising in two-phase inho-
mogeneous media, can be substantially enhanced by a change in the geometry of the system.
This was managed through the use of a commercial finite element analysis software, COMSOL
Multiphysics. It has been shown that the magnitude of magnetoresistance can be increased to
the order of ∼ 109%. The geometry that was developed to produce such a result was based
on the concept of fractals in nature, for example the complex and unique patterns formed from
snowflakes or neuron cells. The fundamental mechanism responsible for the extraordinary mag-
netoresistance effect is based on the boundary between a metal and semiconductor. The idea
is that the fractal structure creates very large surface areas of metal-semiconductor boundary,
thereby increasing the magnitude of EMR effect significantly.
Following on from this, a collaboration was formed with Shandong University, China. Using
their advanced electron-beam deposition facilities various thin film samples were developed,
with the intention to study them in the context of extraordinary magnetoresistance and inhomo-
geneous two-phase systems. Samples were developed which consist of three active layers, one
tin (Sn) layer sandwiched between two layers of germanium (Ge). During the development of
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the samples it was found that the zero-field (B=0T) resistivity is highly dependent on the thick-
ness of the metallic Sn layer. It was shown that there is an exponential relationship between
sample resistivity and the film thickness. This was attributed to the formation of an island-like
granular morphology. The exact conduction mechanism which is linked to the morphology re-
mains unclear. However, even from room temperature resistivity measurements there appears to
be a transition in conduction regime which takes place at a certain critical film thickness, going
from a metallic-like regime at higher thickness to an insulator-like regime at low thickness.
Subsequently, the temperature dependence of resistivity of the samples was investigated exper-
imentally, since most conduction mechanisms are temperature dependent to some degree. It
was found that the temperature coefficient of resistivity (TCR) is positive for samples above the
aforementioned critical film thickness, and this strongly suggests a metallic state. Samples be-
low the critical film thickness have a negative TCR, which suggests a semiconductor/insulator
state.
Various models were considered for these conductivity regimes. The low temperature (T < 50K)
limit of the metallic samples was shown to have T 2 resistivity, which corresponds to the well-
known Landau Fermi-liquid model of conduction which includes electron-electron interactions.
Above this temperature there is a nearly linear temperature dependence of resistivity over a large
temperature range that extends to room temperature. This may simply be due to phonons as is
normal in a metal above the Debye temperature. However, because the samples are Sn capped
with Ge, the Debye temperature may be raised. In this case the linearity of the data cannot be
explained within the framework of a normal metal, and sometimes this is referred to as ’strange
metal’ behaviour. However, there is not enough data to inform this as a definite conclusion and
here we merely suggest it as a possibility.
The insulating conductivity regime has an equally hard to identify conduction mechanism. It was
seen that the usual energy activation exponential model of semiconductors does not make a good
fit to the data, with exception of a small temperature range. Therefore, variable range hopping
(VRH) models were considered because of the disordered nature of the system morphology.
Efros-Shklovskii type VRH made a reasonable fit to thinnest of the samples (4nm Sn) measured
at temperatures T < 60K. However, there is a very limited fitting for either the Mott or the Efros-
Shklovskii VRH models to either of the other insulator-type samples. A quantum-interference-
effect model was tested and fitted with good accuracy to all three of the insulator-type samples,
but cannot be a reliable model because of the non-physical fitting parameters obtained. Finally,
the Coulomb blockade effect has been discussed since it may be a relevant effect in this type
of physical system. It is possible that it plays some role in the conduction process, however it
remains uncertain to what extent.
Further to this, additional low temperature resistivity measurements were taken of the same
samples with a static magnetic field affecting them. The results of this show a fairly small
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magnetoresistance, suggesting that the previous finite element analysis of the two-phase systems
is not applicable in these sort of samples. This can explained in multiple ways, for instance it
may be said that the kind of interaction involved in the EMR effect does not extend down to
a nanoscale level. Furthermore, since it is already concluded that the EMR effect is highly
sensitive to geometric factors, it may be that the micro-structure of the films does not create the
necessary current pathways.
Additionally, the effect of deposition rate was considered briefly. Two samples of different
thickness (10nm and 4nm Sn) were prepared using a deposition rate eight times faster than
the other samples (4A˚/s rather than 0.5A˚/s). In both cases the resistivity of the fast deposition
rate sample was reduced considerably compared to a sample of the same thickness and normal
deposition rate. It is thought that the higher deposition rate leads to greater homogeneity since
there is less time in the process for the granular structure to form. As a result of this change in
morphology, additional current pathways are created which increases the conductivity.
The effect of piezoresistivity was also considered. Using a strong permanent magnet and its
attraction to an iron block placed beneath the sample, a strong compressive force was applied to
one sample from each conductivity regime (10nm and 4nm Sn). The result is that the resistivity
decreases. Furthermore, the amount that the resistivity decreases is a small amount in both cases,
meaning that for the 10nm Sn sample there is a more significant effect because the resistivity in
that sample is originally much lower than the resistivity in the 4nm Sn sample. The downside to
this phenomenon is that upon removal of pressure the resistivity does not return to its original
value, rendering it unusable as a form of novel pressure sensor.
Finally, the superconductivity phase transition in these samples has been considered. The mag-
netic field results show a suppression of the resistivity down-turn that is seen without magnetic
field. Although a low enough temperature has not been achieved to see the resistivity drop to
zero, this is nonetheless a good indicator of the presence of superconductivity in the samples.
Furthermore, the point at which the down-turn begins is variable depending upon the thickness
of the Sn layer, with lower thickness films showing a lower transition temperature.
Figure 6.1 shows an approximate phase diagram for the conduction mechanisms within various
temperature and film thickness ranges. The red region shows the Fermi-liquid mechanism which
extends from approximately 10-50K and from 8.5-20nm. Directly above this, the strange metal
(SM) regime is seen; below it there is superconductivity. The superconducting regime is seen
to drop down on the left of the diagram because of the decreasing transition temperature. On
the top left in the green region the conduction mechanisms for the insulating state are listed:
variable range hopping (VRH) and coulomb blockade (CB).
Overall, there is good evidence that there is a change in conduction mechanism as a result of
the film thickness. On the one hand, it may seem reasonable to think that with a reduction in
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FIGURE 6.1: Phase diagram displaying the proposed conduction mechanisms for film thick-
ness and temperature. SC = superconductivity; FL = Fermi liquid; SM = strange metal; VRH
= variable range hopping; CB = coulomb blockade.
cross-sectional area this will naturally lead to a higher resistivity, as seen in the samples here,
and that this should provide an adequate explanation of what is going on. However, there is
a disparity between how the size of the granular structure changes with film thickness, and
how the resistivity is affected. On the one hand, the grain size is increasing linearly with film
thickness, but an exponential dependence is observed in the resistivity with notable change in
trend at a critical film thickness. This critical film thickness is also observed to be correlated
with a depression in the value of the superconducting transition temperature and a sudden shift
in Raman peak intensities.
The possibility for future work in this project is potentially very extensive. Further work in
the characterisation of the sample morphology, especially when considering piezoresistivity and
effect of deposition rate, would be especially useful in determining the root causes for the results
seen here. Additionally, more spectroscopy methods such as x-ray diffraction could be beneficial
to reinforce our understanding of the composition of these samples. Furthermore, there are
possible applications of the films as pressure sensing devices if the non-reversible resistivity can
be addressed.
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