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Problem statement
Problem setting
Single sentence problem statement
We want to compute a small number of eigenpairs of A ∈ CN×N that satisfy some
property P.
Examples:
• All eigenvalues in a domain Ω ⊂ C
• The eigenvalue(s) with largest real part
• The eigenvalue(s) closest to the imaginary axis
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Polynomial Krylov
Polynomial Krylov
Definition (Krylov subspace)
Given a matrix A ∈ CN×N and a vector 0 6= v ∈ CN :
Km+1 = Km+1(A, v) := span{v ,Av , . . . ,Amv}.
• Assumption: subspace is A-variant: AKm+1 * Km+1.
• Isomorphism: Km+1 ∼= Pm, i.e. ∀w ∈ Km+1,∃p ∈ Pm : w = p(A)v and vice
versa.
• Orthogonal basis V ∈ CN×(m+1) such that
span{V(:,1:k+1)} = span{v ,Av , . . . ,Akv} ∀k ≤ m.
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Polynomial Krylov
Arnoldi’s method: recurrence relation
AVm = Vm Hm + hm+1,m vm+1e
T
m
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Polynomial Krylov
Arnoldi’s method: recurrence relation
AVm = Vm+1 Hm
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Polynomial Krylov
Arnoldi’s method: recurrence relation
A Vm = Vm+1
Hm
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Polynomial Krylov
How to extract eigenpairs from Km+1?
⇒ Compute the Ritz pairs
Small scale eigenvalue problem:
Hm z = ϑ z
Ritz pairs (ϑ, x) := (ϑ,Vm z) satisfy Galerkin condition A x − ϑ x ⊥ Km
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Polynomial Krylov
What if the eigenvalues of A that satisfy P only converge for m→ N?
• Explicit restart: for certain maximal m, select w ∈ Km+1 and continue
constructing new Km+1(A,w) from scratch (Saad, 1980).
• Implicit restart: for certain maximal m, apply l-th order polynomial filter and
continue from k-th order Kk+1(A, vˆ) (l + k = m) (Sorensen, 1992).
• Krylov-Schur: compute and reorder the Schur decomposition of Hm (Stewart,
2001).
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Polynomial Krylov
Implicitly restarted Arnoldi (IRA)
Input: (Vm+1,Hm), {%i}li=1
1: for i = 1 . . . l do
2: Hm−i+1 − %i Im−i+1 =
[
Q q
] [R
0
]
3: Hm−i := Q∗Hm−i+1 Q(1:m−i+1,1:m−i)
4: Vm−i+1 := Vm−i+2 Q
5: end for
6: return Vˆk+1 := Vk+1, Hˆk := Hk
Result: Vˆk+1 e1 =
∏l
i=1(A− %i I ) v
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Polynomial Krylov
Practical implementation: Implicit-Q theorem
The Arnoldi decomposition (Vm+1,Hm) of order m is uniquely
1 defined by the matrix
A and first column V e1.
Single
Hm
Multi
Hm
Tightly-packed
Hm
1essential uniqueness
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Polynomial Krylov
Illustrative example
A ∈ R500×500, Λ(A) ⊂ [0, 1], P: rightmost eigenvalue
Diagonal matrix, logarithmically spaced eigenvalues
0.0 0.2 0.4 0.6 0.8 1.0
Re
−0.0010
−0.0005
0.0000
0.0005
0.0010
Im
Λ(A)
Λ(A)
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Polynomial Krylov
Illustrative example
0.0 0.2 0.4 0.6 0.8 1.0
Re
−0.0010
−0.0005
0.0000
0.0005
0.0010
Im
Λ(A)
Λ(A)
ϑ = Λ(H30)
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Polynomial Krylov
Illustrative example
0.960 0.965 0.970 0.975 0.980 0.985 0.990 0.995 1.000
Re
−0.0010
−0.0005
0.0000
0.0005
0.0010
Im
∆ ≈ 8× 10−4
Λ(A)
Λ(A)
ϑ = Λ(H30)
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Polynomial Krylov
Illustrative example
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Polynomial Krylov
Illustrative example
0.0 0.2 0.4 0.6 0.8 1.0
Aii
10−18
10−16
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
102
|ve
c i
|
Effect on starting vector
v
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Illustrative example
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Effect on starting vector
v
p%(A)v
vˆ
|p%(A)v − vˆ|
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Polynomial Krylov
Illustrative example
0.0 0.2 0.4 0.6 0.8 1.0
Re
−0.0010
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0.0000
0.0005
0.0010
Im
Λ(A)
Λ(A)
ϑ = Λ(Hˆ6)
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Polynomial Krylov
Illustrative example
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Polynomial Krylov
Illustrative example
0.960 0.965 0.970 0.975 0.980 0.985 0.990 0.995 1.000
Re
−0.0010
−0.0005
0.0000
0.0005
0.0010
Im
∆ ≈ 3× 10−4
Λ(A)
Λ(A)
ϑ = Λ(Hˆ30)
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Rational Krylov
Rational Krylov
Definition (Rational Krylov sequence (Berljafa and Gu¨ttel, 2015))
Given a matrix A ∈ CN×N , a vector 0 6= v ∈ CN and qm ∈ Pm with roots Ξ =
{ξ1, . . . , ξm} ∈ C \ Λ(A):
Qm+1(A, v ,Ξ) = Qm+1(A, v , qm) := qm(A)−1Km+1(A, v).
Isomorphism: Qm+1 ∼= qm(z)−1Pm, i.e. ∀w ∈ Qm+1, ∃p ∈ Pm : w = qm(A)−1p(A)v
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Rational Krylov
Rational Arnoldi’s method (Ruhe, 1998): recurrence relation
AVm+1 Km = Vm+1 Lm
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Rational Krylov
Rational Arnoldi’s method (Ruhe, 1998): recurrence relation
A Vm+1
Km
= Vm+1
Lm
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Rational Krylov
Rational Arnoldi’s method (Ruhe, 1998): recurrence relation
A Vm+1
Kmξ1ξ2
...
ξm = Vm+1
Lmξ1ξ2
...
ξm
*(Abuse of) notation: li+1,i/ki+1,i = ξi
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Rational Krylov
How to extract eigenpairs from Qm+1?
⇒ Compute the Ritz pairs
Small scale eigenvalue problem:
K †mLm z = ϑ z
Ritz pairs (ϑ, x) := (ϑ,Vm+1Km z) satisfy Galerkin condition
A x − ϑ x ⊥ Km(A, qm(A)−1v)
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Rational Krylov
What if the eigenvalues of A that satisfy P only converge for m→ N?
Same solutions as before!
• Explicit restart: for certain maximal m, select w ∈ Qm+1 and continue
constructing new Qm+1(A,w , qˆm) from scratch.
• Implicit restart: for certain maximal m, apply l-th order polynomial filter and
continue from k-th order Qk+1(A, vˆ , qk) (l + k = m) (De Samblanx et al., 1997).
• Krylov-Schur: compute and reorder the generalized Schur decomposition of
(Lm,Km) (De Samblanx et al., 1997).
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Rational Krylov
How to apply the polynomial filter implicitly?
Special case: extended Krylov introduced by Druskin and Knizhnerman (1998)
Ξext = {ξi}mi=1, ∀i : ξi ∈ {0,∞}
Example: Ξext = {0,∞, . . . , 0}
Km×0
...
×
Lm0×
...
0
The matrix pencil is in condensed format, chasing by elementary unitary operations
(Camps et al., 2016)
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Rational Krylov
How to apply the polynomial filter implicitly?
General case:
Kmξ1ξ2
...
ξm
Lmξ1ξ2
...
ξm
No longer in condensed format!
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Rational Krylov
Solution
Kmξ1ξ2
...
ξm
Lmξ1ξ2
...
ξm
⇓QZ similarity transformation
Km×0
...
×
Lm0×
...
0
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Rational Krylov
Solution
Kmξ1ξ2
...
ξm
Lmξ1ξ2
...
ξm⇓QZ similarity transformation
Km×0
...
×
Lm0×
...
0
The QZ transformation is formulated in terms of elementary transformations on core
transformations 23
Rational Krylov
Illustrative example
0.0 0.2 0.4 0.6 0.8 1.0
Re
−0.0010
−0.0005
0.0000
0.0005
0.0010
Im
Λ(A)
Λ(A)
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Illustrative example
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ϑ = Λ(K†5L5)
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Illustrative example
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Illustrative example
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Rational Krylov
Illustrative example
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Illustrative example
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Rational Krylov
Illustrative example
Transformation: (Vm+1,Km, Lm)→ (V˜m+1, K˜m, L˜m) with Ξext = {∞, 0,∞, 0, . . . , 0}
Qm+1(A, v , qm) = Q˜m+1(A,w ,Ξext) ⇒ w = α qm(A)−1 Am/2 v
Ritz values are not affected: K˜m = Q Km Z , L˜m = Q Lm Z
K˜
†
mL˜m = Z
∗K †mQ
∗QLmZ
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Rational Krylov
Illustrative example
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Conclusion
Conclusion
• Filtering (rational) Krylov subspaces is useful to limit subspace dimension when
searching for eigenvalues satisfying a property P
• The filter can be applied implicitly by means of elementary unitary operations
(chasing) both for polynomial and rational Krylov
Thank you
28
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