ABSTRACT Quality-related issue is a recently raised subject that attracts a lot of attention in process monitoring community. Since most industrial processes present more or less nonlinear characteristics, the study of nonlinear quality-related methods is thus very necessary. Most of the existing methods are based on a kernel partial least square (KPLS) model; however, they usually have a very large amount of computation due to the iterative computation of KPLS. To make matters worse, the logic of these methods is complex, since they use four subspaces to detect a fault. In this paper, we will propose a new kernel-based method whose computation only involves eigenvalue solution and singular value decomposition. Besides, it has a simple logic using only two subspaces. What is more, it has a stable performance with high computational efficiency. All these advantages of the new method are demonstrated by simulation results.
I. INTRODUCTION
Process monitoring plays a crucial role in ensuring the safety and reliability of complex industrial processes like chemical, metallurgical, steel, semiconductor and etc. [4] , [5] . Since process information is usually hidden in abundant historical data, data-based methods are thus naturally chosen as effective means of monitoring for such processes [1] . As a typical data-driven technology, multivariate statistical process monitoring (MSPM) has proved its effectiveness in a large number of industrial examples [18] - [20] . In MSPM, principal component analysis (PCA) and partial least squares (PLS) are the most popular ones which have become basic linear fault detection tools [9] , [10] , [18] , [24] . In the case of nonlinear process, kernel PCA (KPCA) [23] and kernel PLS (KPLS) [22] are introduced. By mapping process variables into a feature space [17] , the nonlinear characteristics among the variables are eliminated. The introduction of kernel trick significantly facilitates the calculation of the kernel-based methods, and thereby makes the implementations of KPCA and KPLS based fault detection as simple as the PCA and PLS based ones [21] , [25] , [31] .
Recently, a new subject called quality-related fault detection [2] - [4] is raised from manufacturing processes. Since abnormalities that seriously affect product quality should be paid more attention, therefore it is very meaningful to study the correspondence between fault and product quality. Based on this, the new topic studies the ways of dividing faults into more specific categories, that is, identifying faults that affect product quality and faults that do not affect. Owing to the online measuring of quality variables is usually hard [8] , it is more reasonable to evaluate product quality by monitoring process fault. PLS is the earliest proposed modeling method for quality-related monitoring, however, the latest finding [2] reveals that PLS is incompetent for such a task due to its oblique decomposition characteristic [11] .
Taking into account the inherent defect of PLS, many effective improvements have been put forward. For example, Zhou et al. [2] first proposed a total PLS (T-PLS) model to solve the problem; Qin and Zheng [12] further proposed a C-PLS model based on a similar idea; Yin et al. [14] , [27] modified PLS to make it with more stable performance; while Wang et al. [30] proposed a total principal component regression (T-PCR) model for the same purpose. Unlike the previous postprocessing-based methods, Wang and Yin [7] and Yin et al. [13] developed preprocessing-based approaches. Zhang et al. [3] summarized and compared all the existing linear results. For nonlinear applications, Peng et al. [6] developed a total kernel PLS (T-KPLS) model; Wang et al. [30] proposed a total kernel principal component regression (T-KPCR) model; Jia and Zhang [21] realized a stable model based on KPLS. Very recently, Wang developed another two advanced methods based on kernel least square model [32] and kernel direct decomposition model [31] , respectively.
The current researches for nonlinear quality-related issues have just begun and are far from perfect. Existing results are still very limited and most of them require high amounts of computation. To make matters worse, the logic of their judgments is complicated since they use four subspaces to detect a fault [6] , [15] , [16] , [21] . In view of this, this paper will propose a new kernel-based method whose computation only involves eigenvalue solution and SVD. Besides, it has a simple logic using only two subspaces. What's more, it has a stable performance with high computational efficiency. More details about the new method will be presented in the following sections.
Sec. II gives a brief description about KPLS model; Sec. III describes the proposed method in detail; Sec. IV presents the simulation results and Sec. V provides the conclusion.
Notations:
II. PRELIMINARIES
In a nonlinear process containing m process variables and l quality variables,
∈ R l are process and quality samples, respectively (i = 1, 2, · · · , N ). All the N training samples constitute matrices X and Y:
. In KPLS, (¯ , Y) can be modeled as follows [6] , [21] :
where T ∈ R N ×γ is score matrix; P ∈ R M ×γ and Q ∈ R l×γ are load matrices of¯ and Y, respectively;¯ r and Y r are residuals; γ is the number of laten variables [24] . For ease of calculation, a kernel matrix
[6], [15] . Similarly, K should be centralized:
(1) can be solved by the iterative calculations as follows [6] , [22] :
Repeat steps 3 to 6 until t i converges;
Existing results made further decompositions on the above KPLS model. Although these methods show great effectiveness, they still suffer heavy computation overhead due to the iterative operations of KPLS. In the next section, we will propose a kernel-based method with a simpler realization form.
III. THE PROPOSED METHOD
The covariance matrix ofφ(x i ) (i = 1, 2, · · · , N ) is calculated as follows [23] :
Suppose that v is the eigenvector of C and λ is the corresponding eigenvalue, then it has:
where
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From Eq.(3), Eq. (7) and Eq. (8), it is obvious that the following equation holds:
which equals toK
Eq.(10) can be solved by:
of covariance matrix C is calculated as follows:
As a necessary step [25] , [26] , v i should be normalized to the following form:
that is:
From Eq.(11), it holds thatKu i =λ i u i , therefore:
Obviously, the normalized u i iŝ
and the normalized eigenvector v i iŝ
Therefore, the score vector t i ofφ(x i ) is calculated as:
In order to reduce dimensionality, it only needs to select pc eigenvectors corresponding to the first pc largest eigenvalues to form the score matrix T of¯ , that:
The determination of pc is very critical to the performance of the proposed method. Here, we use the cut-off method using the average eigenvalue to determine the value of pc. It mainly consists of two steps: (i) calculate the mean value of the eigenvalues; and (ii) search the eigenvalues in a descending order until the n th eigenvalue is less than the mean value, then pc = n − 1.
So far, feature matrix¯ has been transformed into score matrix T by solving the eigenvalue problem of Eq. (11) . Well, the process faults contained in¯ now can be reflected by the monitoring results of T. To further classify these faults into quality-related and quality-unrelated categories, it is necessary to build the linear relationship between T and Y.
Perform least squares regression on (T, Y) to calculate their coefficient matrix M as follows:
Next, perform SVD on MM T :
whereˆ ∈ R N ×l ,˜ ∈ R N ×(N −l) and ∈ R l×l . Project T into two parts byˆ ˆ T and˜ ˜ T as follows:
Since,ˆ
Therefore,T
Namely,T andT are mutually orthogonal and they form the whole space of T.
Given an online sample x new , it holds that:
where, 
Then, the prediction ofφ(x new ) is calculated as:
Obviously, the output is only depended ont new while it is completely uncorrelated witht new . Further, perform the following linear transforms on t new andt new : 
and the corresponding threshold is:
Similarly, the T 2 statistics of˜ T t new is:
and its corresponding threshold is:
IV. EXPERIMENTAL RESULTS
In this section, we will compare the new method with KPLS [29] , TKPLS [6] and DKPLS [21] by two examples.
A. LITERATURE EXAMPLE
The considered example is described as follows [6] :
where e i ∼ N (0, 0.001 2 ), i = 1, 2, 3, v ∼ N (0, 0.005 2 ), e i and v are noises.
Obviously, x 1 , x 3 and x 4 affect quality variable y, while x 2 and x 5 do not affect y. Based on such relationships, we design the following two fault scenarios:
• Scenarios1: step deviation occurs in x 1 : x 1 = x * 1 + f ; • Scenarios2: step deviation occurs in x 2 : x 2 = x * 2 + f ; where x * 1 and x * 2 are normal values, f is fault magnitude. It is obvious that the faults under Scenarios1 affect y while the faults under Scenarios2 have no effects on y. 400 samples are generated under normal condition to train model. Another 500 testing samples are used for detecting. In the testing samples, the first 100 samples are fault free, the middle 200 samples are generated under Scenarios2 while the last 200 samples are generated under Scenarios1. Thus, the first 300 samples have no effects on y while the last 200 samples affect y. The composition of the 500 testing samples is shown in Fig. 1 . In order to evaluate performance, we use three common used indices FAR, FAR * and FDR * . FAR and FAR * are false alarm rates [10] , the only deference is that FAR is used for the normal samples while FAR * is used for the middle 200 faulty samples. FDR * is fault detection rates used for the last 200 faulty samples [2] , [14] - [16] , [21] , [27] .
(1) Set f = 0.1, Fig. 3 shows the changes in y, from where we see that y is not affected during the first 300 samples, but it is seriously affected during the last 200 samples. As required, the detection methods should not alarm in the first 300 samples, but they should intensely alarm in the last 200 samples. Fig. 2 shows the detection results of the compared methods. Just as shown in Fig. 2a , KPLS significantly alarms in both its T 2 and SPE statistics from the 101 th sample. Obviously, the alarms of T 2 statistics from the 101 th to the 300 th samples are false alarms. As for the other three methods, the proposed method and DKPLS provide accurate detection results for the fault while TKPLS fails to do so. Firstly, let's see Fig. 2b and Fig. 2c where the proposed method and DKPLS only alarm in theirT 2 statistics and T 2 statistics but they have no alarms in theirT 2 statistics andT 2 Y statistics for the first 300 samples. These results indicate that the fault indeed occurs but it does't affect y. For the last 200 samples they intensely alarm in all their statistics to indicate that the fault affects y. However, let's see Fig. 2d , although TKPLS has no alarms in its T 2 ky statistics for the first 300 samples but it has apparent false alarms in its Q kr statistics from the 101 th to the 300 th samples. Therefore, TKPLS performs not so well as the proposed method and DKPLS. Table 1 . As can be seen in Table 1 , all the three methods perform quite well for the fault-free samples since all of their FARs are lower than 1% on the premise of the confidence limit α = 0.99. For the last 200 samples, they are also with very satisfactory results because they provide 100% fault detection rates (FDR * ). However, for the FAR * of the three methods, the proposed one and DKPLS perform better than TKPLS because their highest FAR * does't exceed 3%. Therefore, the proposed method is as good as DKPLS but it is better than TKPLS. 
B. INDUSTRIAL EXAMPLE
The Tennessee Eastman (TE) process [28] is a simulated chemical process. Here, we use it to test the compared methods. In the TE process, Faults IDVs(1), (2), (5), (6) , (7), (8) , (10) , (12) , (13) are quality-related faults, while IDVs(3), (4), (9), (11), (15) are quality-unrelated faults [2] . Table 2 shows the FDR * of the compared methods for the quality-related faults. As we can see in Table 2 , TKPLS and DKPLS perform better than the proposed method for most cases. However, the proposed method also provide satisfactory results since all its FDR * exceed 35%. From the detection results of the proposed method, one can identify the faults are quality-related without hesitation. Fig. 4 shows the detection results for IDV (4) which is a quality-unrelated fault. As we can see in Fig. 4a , KPLS has too many false alarms in its T 2 statistics, so it fails to identify that IDV (4) does not affect quality variable. So does TKPLS, it has so many false alarms in its Q kr statistics that it fails to provide accurate diagnosis result for IDV (4) . However, in Fig. 4b and Fig. 4c , the proposed method and DKPLS provide relatively accurate diagnosis results for IDV(4) since they only alarm in theirT 2 statistics and T 2 statistics but they have very few false alarms in theirT 2 statistics andT 2 Y statistics. Based on their detection results, we can infer that IDV(4) is a quality-unrelated fault. Table 3 summarizes the FAR * of all the considered methods, from where we can observe that TKPLS has the worst performance since most of its FAR * are higher than 30%, while the proposed method performs the best because all its FAR * are below 10%.
What's more, the proposed method has a simpler logic since it only uses two subspaces while TKPLS and DKPLS use four. Besides, the proposed method has a low computational complexity as it avoids the iterative computation of KPLS.
V. CONCLUSION
In this paper, we proposed a new kernel-based method for quality-related process monitoring for nonlinear process.
The computation of the new method only involves eigenvalue solution and SVD. As it only uses two subspaces to detect a fault, thus it has a simpler logic than traditional methods What's more, it has a stable performance with high computational efficiency. Simulation results on a literature example and the TE process demonstrated the effectiveness of the new method.
