Introduction
In life testing and reliability studies a combination of monotone and constant failure rates over various segments of the range of lifetime of a random variable is also known as bath tub or non-monotone failure rate. In biological and engineering sciences, situations of non-monotone failure rates are common (see Rajarshi & Rajarshi (1988) for a comprehensive narration of these models). Mudholkar, et al. (1995) presented an extension of the Weibull family that contains unimodel distributions with bathtub failure rates and also allows for a broader class of monotone hazard rates. They named their extended version the Exponentiated Weibull Family. Gupta and Kundu (1999) proposed a new model called the generalized exponential distribution. If  is a positive real number and F(x) is the cumulative 268 distribution function (cdf) of a continuous positive random variable, then [F(x)] θ and the corresponding probability distribution may be termed an exponentiated or generalized version of F (x) . A half logistic model obtained as the distribution of absolute standard logistic variate is a probability model of recent origin (Balakrishnan, 1985) . Its standard probability density function, cumulative distribution function and hazard functions are given by:
(3) Kantam et al. (2011) adopted this generalization to the well-known half logistic distribution, and named it the Type-I Generalized Half Logistic Distribution (GHLD). Consider a series system of  components with individually and identically distributed (iid) individual lifetimes, for example, F(x). The reliability function of such a system is given by [1 -F(x)] θ ; hence, the distribution function of the lifetime random variable of a series system is 1 -
Taking F(x) as the half logistic model given by Equation (2), the corresponding distribution is termed the Type-II Generalized Half Logistic Distribution (GHLD-II). Its pdf, cdf and hazard function are given by: Balakrishnan and Sandhu (1995) suggested a new probability model with a standard pdf and cdf given by:
The limits of (7) and (8) as k→∞ are respectively (1) and (2) -the pdf and cdf of HLD. Balakrishnan and Sandhu (1995) called the distribution (7) and (8) Generalized HLD. Olapade (2008) considered two distributions and discussed their distributional properties, order statistics in samples from these distributions: He named these distributions type-I and type-III GHLD, respectively. The types of generalized HLD of Olapade (2008) are through truncation of the type-I and type-III generalized logistic distributions from Balakrishnan and Leung (1988) at the origin. Thus, this type-II GHLD is conceptually different from the GHLDs of Balakrishnan and Sandhu (1995) and Olapade (2008) . Hence, the proposed models motivated a separate research study.
Estimation in Type-II Generalized Half Logistic Distribution (GHLD-II)
The probability density function and distribution function of GHLD-II with scale parameter  and power parameter  are given by:
Let x1 < x2 < … < xn be an ordered sample of size n from GHLD-II. The log likelihood function of the sample is
The log likelihood equations to estimate the parameters  and  are given by log log 0, 0, LL
It can be seen that these two equations must be solved iteratively for  and  for a given sample. The asymptotic variances and covariances of MLEs of  and  can be obtained by inverting the information matrix whose elements are the mathematical expectation of the following expressions:
These equations, evaluated at estimates of  and , provide am estimated dispersion matrix. In order to obtain an analytical estimator for , its estimating equation is approximated by some admissible expression.
Equation (11) to get MLE of , after simplification would become
To obtain the analytical expression for , approximate the following expression in (16) by some linear function in the corresponding population quartile. Let,
where i , i are to be suitably found. After using this approximation in (16) 
where F(.) is cdf of GHLD-II.
The intercept i and slope i of linear approximation in the Equation (18) are respectively given by
Using distribution function F(.) of GHLD-II, the expressions for * , ii tt are given by
. Table 1 shows the values of αi, βi for various ө and n. The MMLE of σ can be shown to be equivalent to the exact MLE with respect to the asymptotic variance. Their performance in small samples is also studied through simulation because the exact MLE is an iterative solution. The empirical sample characteristics are given in Table 2 , which indicates the following:
1.
The empirical sample characteristics bias, variance and MSE decrease as sample size increases.
2.
MMLE is generally more biased than MLE; with reference to variance as well as MSE, MMLE is better than MLE for small samples. 
GHLD-II vs. Exponential Model
The discrimination between GHLD-II and the exponential model is made using the likelihood ratio (LR) criterion. Specify GHLD-II as null population (P0) and the exponential model as alternative population (P1). A null hypothesis is proposed as H0: a given sample belongs to GHLD-II (P0) versus an alternative hypothesis H1: the sample belongs to the population Exponential model (P1). Let L1, L0, respectively, stand for the likelihood function of a sample with population P1 and P0. The percentiles of the LR criterion L1/L0 are obtained by simulation as: 10,000 random samples of sizes n = 5, 10, 15, 20 are generated from the null population P0 and its parameters are estimated using each sample. The value of the likelihood function of the null population is computed at the generated sample observations and the corresponding parameter estimates; this value is denoted by L0. Using the same sample, generated from P0, the parameters and likelihood function value of the alternative population are calculated, for example, L1. The values of L1/L0 over 10,000 runs are sorted and selected percentiles are identified for a given n, θ (see Table 3 ). The entries under the column headings 0.95 in Table 3 may be taken as 5% level of significance critical values for discriminating between the GHLD-II and exponential models. The powers of the test statistic L1/L0 are also evaluated through simulation by calculating L1/L0 with samples generated from exponential population (P1) and estimating, the parameters calculating the values of the likelihood functions L1, L0 with sample from P1. The proportion of L1/L0 values falling above 95 th percentile of L1/L0 would become the power of the LR test criterion (see Table 4 ). It is observed that the discrimination between GHLD-II and exponential models falls with increased sample size, indicating less distinguishability between the exponential model and GHLD-II. 
