Polyethylene terephthalate (PET) preforms are massively produced nowadays with the purpose of producing food and beverages packaging and liquid containers. Some varieties of these preforms are produced as multilayer structures, where very thin inner film(s) act as a barrier for nutrients leakage. The knowledge of the thickness of this thin inner layer is important in the production line. The quality control of preforms production requires a fast approach and normally the thickness control is performed by destructive means out of the production line. A spectral domain optical coherence tomography (SD-OCT) method was proposed to examine the thin layers in real time. This paper describes a nondestructive approach and all required signal processing steps to characterize the thin inner layers and also to improve the imaging speed and the signal to noise ratio. The algorithm was developed by using graphics processing unit (GPU) with computer unified device architecture (CUDA). This GPU-accelerated white light interferometry technique nondestructively assesses the samples and has high imaging speed advantage, overcoming the bottlenecks in PET performs quality control.
INTRODUCTION
Optical coherence tomography (OCT) is a non-invasive, contact free and safe imaging method allowing non-destructive examination of the sample. OCT provides high resolution images within the range of 1 µm to 15 µm and imaging depth of approximately 2 mm-3 mm in such scattering media as biological tissue [1] . This optical imaging modality employs white light sources with extremely short coherence length, enabling OCT to achieve aforementioned axial resolution and penetration depth. Unique specification of OCT, axial resolution and penetration depth coverage, make it bridge the gap between confocal microscopy and ultrasound imaging [2] . For this reason OCT imaging technique has been very attractive in different specialties of medicine. OCT has been widely used as an investigation tool for physicians for the purpose of medical examination and imaging in some branches of medicine such as ophthalmology, gastroenterology, dermatology, cardiology, and oncology [3] . Despite its popularity in medical field, in recent years OCT has gained growing attention in industry too. Polyethylene Terephthalate (PET) preforms are extensively used to produce plastic bottles because of its rigidity and high transparency properties. These preforms are manufactured as a laminate consisting of: (a) inner and outer layers of a polyester composed mainly of polyethylene terephthalate and (b) an intermediate layer, which is a very thin film placed between the inner and the outer layers. The intermediate layer plays the role of a barrier to lower the permeability. The thickness of this layer is typically within the range of 10 μm to 250 μm. It is vital to know that the thin layer is in place and the film thickness is good enough to ensure the functionality of the thin film(s) and also to control the quality of the preforms before the preform blowing and filling stages. In doing so, the quality control of the preforms is performed by destructive means, e.g. physically cutting some samples of the produced preforms. This process is very time consuming compared to the speed rate of the passing preforms at the production line and sometimes a miss detection of the occurred flaws would result in large losses of the productions.
So far several methods based on interferometric techniques have been proposed to measure the thickness of thin films. These methods are categorized into two groups: vertical scanning white light interferometry [4, 5] and spectrally resolved white light interferometry [6] [7] [8] [9] [10] . In first technique, the spectral nonlinear phase or the Fourier amplitude of the interference signal are employed for thickness measurement. In this approach, the nonlinear phase method has high resolution, but once the film thickness is reduced to a range of nanometer, the method does not yield in repeatable results [4] . In contrast, the Fourier amplitude method provides more repeatable results [11] . The second technique, spectrally resolved white-light interferometry method, is based on detecting the spectrally resolved reflectance [7, 8, 10] , the spectral nonlinear phase [6] or the spectral interference signal [9] to measure the film thickness. In present work, an approach based on spectrally resolved white light interferometry technique is presented to precisely measure the thickness, within the range of micrometers, of the intermediate film layer of preforms. The proposed in-line measurement solution has low cost and speed advantages.
METHOD

Experimental setup
A schematic of the experimental setup of the SD-OCT imaging system is illustrated in Figure1. The light emitted from a Multiwave Photonics' Broadband ASE source (output power of 20 mW, full spectral width at half maximum of 90 nm and center wavelength at 1050 nm) is split by a directional coupler into the reference arm and the sample arm. The reference arm comprises of a lens and a flat mirror. The sample arm consists of a sensing head installed on a motorized positioning stage and a lens. The sensing head is connected to the interferometer by a single mode fiber protected cable with the length of 25 m. The reason to have such a long cable is to place the sensing head far from the interferometer in a rotating crate where preforms pass the sensing head at the speed and rate of approximately 35 cm/s and 5 Hz respectively. The detection spectrometer is based on a 1200 lines/mm diffraction grating, and a silicon linear charge coupled device (CCD, Alphalas Gmbh) camera (2048 pixels, each pixel has the size of 14 μm × 200 μm). The data collected by the linear CCD is transferred to a PC via a PCI National Instrument card, NI PCI-6132.
Signal processing algorithm
The spectrometer data is first captured and digitized by NI PCI-6132 card. A graphical user interface was designed and implemented in LabVIEW TM 2011 software. The spectrometer data is streamed in LabVIEW. The long acquired 1D data is then chopped up, based on the camera trigger. The camera trigger is, in addition, used for synchronization of the SD-OCT system and data acquisition unit. The fragmented data is placed into a 2D array. 2048 data samples are extracted from the resulting data for each acquired A-scan stored to the 2D-array. The autocorrelation artifacts coming from the reference arm are eliminated by applying the ensemble average method to the obtained spectra [12] . Low pass filter was used to remove unwanted high frequency signals. Figure 3 . The simulated photo-detected signal at three reflecting surfaces, z=200 μm, 300 μm, and 400 μm (left image) and the resulting reflectivity profile processed by host and GPU (right image). The SD-OCT system was next characterized by using the customized graphical interface and GPU programs in order to find out the sensitivity fall-off, imaging range and basically the limitations of the system. The sample was replaced by a flat mirror and reflectivity profiles at different depths were obtained. The imaging range was measured by moving the sensing head with the step of few micrometers until the signal peak disappears. The maximum imaging depth of approximately 1 mm was attained (Z max = 1 mm). The sensitivity fall-off using the proposed processing algorithm method, linear interpolation together with FFT, was then measured. The depth dependent sensitivity fall-off is plotted in Figure4. The sensitivity fall-off of the system approximately near the maximum imaging range was -2.75 dB. After measuring the temporal performance, accuracy of the algorithm and also sensitivity fall-off of the system, a preform sample was imaged to measure the thickness of the thin inner layer. The resulting depth profile is demonstrated in Figure5. The thickness of 18.3 μm (the distance between the two shown peaks in Figure5) is obtained for the examined preform sample. Figure 5 Depth profile of the examined preform 50 A-scans each possessing 2048 samples were acquired and stored as an image. The temporal performance of the written application was measured for the image with the size of 50 × 2048 pixels. The interpolated data was zero padded by 2048 zeros. The processing time for GPU was 4.9 ms to perform all signal processing steps mentioned for GPU. If the data processing at host computer takes into account, the total time for aforementioned data volume is 110 ms. Above results are preliminary and the study is in its infancy stage. The subroutine implemented for ensemble averaging method at host computer should be moved to GPU to increase the total temporal performance of the algorithm. The sensitivity fall-off profile indicates that the spectrometer of the current SD-OCT system needs to be improved and optimized to increase the spatial resolution and the imaging depth. Other reconstruction methods such as non-uniform fast Fourier transform (NUFFT) is required to be implemented in GPU to improve the attained sensitivity fall-off for the current system [14] .
CONCLUSIONS
In this study, a non-destructive approach to examine and measure the thickness of the thin intermediate layer(s) of preforms was demonstrated. The proposed approach was based on GPU-accelerated white light interferometry technique to non-destructively evaluate the samples. All required signal processing steps for this in-line measurement were described. The devised solution has low cost and speed advantages over other approaches employed for quality control of the preforms at the production line.
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