Some decomposition results for companion matrices  by Kittaneh, Fuad & Shebrawi, Khalid
J. Math. Anal. Appl. 318 (2006) 626–633
www.elsevier.com/locate/jmaa
Some decomposition results for companion matrices
Fuad Kittaneh a,∗, Khalid Shebrawi b
a Department of Mathematics, University of Jordan, Amman, Jordan
b Faculty of Science and IT, Al-Balqa’ Applied University, Salt, Jordan
Received 27 February 2005
Available online 14 July 2005
Submitted by J.A. Goldstein
Abstract
Let C(p) denote the Frobenius companion matrix of the monic polynomial p with complex coef-
ficients. The singular value decomposition and the QR-decomposition of C(p) are computed.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let A be an n × n complex matrix and let |A| = (A∗A)1/2 denote its absolute value.
The singular values of A are the eigenvalues of |A|, denoted by s1(A), s2(A), . . . , sn(A)
and arranged in a decreasing order s1(A) s2(A) · · · sn(A). It is well known that A
can be decomposed as A = VDW ∗, where D = diag(s1(A), s2(A), . . . , sn(A)) and V,W
are unitary matrices. This is the singular value decomposition of A. In this decomposition,
the columns of V are the eigenvectors of AA∗ and the columns of W are the eigenvectors
of A∗A corresponding to the eigenvalues s2j (A), j = 1,2, . . . , n. If vk is the kth column of
V and wk is the kth column of W , then A∗vk = sk(A)wk and Awk = sk(A)vk . In particular,
v∗kAwk = sk(A) for k = 1,2, . . . , n.
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unitary and P is positive semidefinite. In this decomposition, the positive semidefinite part
P is unique; P = |A|. The unitary part is unique if A is invertible. It is well known that
the singular value decomposition and the polar decomposition are equivalent. This is in the
sense that any one of these decompositions can be derived from the other.
Another interesting decomposition of A is the QR-decomposition, which says that
A = QR, where Q is unitary and R is upper triangular. If A is invertible, then R may
be chosen so that all its diagonal entries are positive, and in this case, the factors Q and
R are both unique. In addition to their central role in matrix theory and its applications,
these decompositions have considerable numerical significance. See, e.g., [1,2,4,5], and
references therein.
In [2], Driessche and Wimmer have given explicit polar decomposition of compan-
ion matrices. In this paper, we present the singular value decomposition and the QR-
decomposition of companion matrices. Our decompositions seem natural enough to be
widely useful.
2. The singular value decomposition
Let p(z) = zn + anzn−1 + · · · + a2z + a1 be a complex monic polynomial with de-
gree n 2, and a1 = 0. Then the Frobenius companion matrix of p, denoted by C(p), or
simply C, is given by
C =


−an −an−1 . . . −a2 −a1
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0

 .
It is well known that the zeros of p are exactly the eigenvalues of C. See, e.g., [4,
p. 316]. Note that C can be written in a partitioned form as
C =
[−d∗ −a1
In−1 0
]
,
where d∗ = [an an−1 . . . a3 a2].
Let s1, s2, . . . , sn be the singular values of C, i.e., the square roots of the eigenvalues of
CC∗ =
[
α −d∗
−d In−1
]
,
where α =∑nj=1 |aj |2 = |a1|2 + ‖d‖2, and let
V = [v1 : v2 : . . . : vn], W = [w1 : w2 : . . . : wn],
be the unitary matrices formed from the eigenvectors of CC∗, C∗C, respectively, corre-
sponding to the eigenvalues s21 , s
2
2 , . . . , s
2
n .
To compute the singular value decomposition of C, we need to know these eigenvalues
and eigenvectors.
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C = In diag
(|a1|,1,1, . . . ,1)
[
0 −a1|a1|
In−1 0
]
is the singular value decomposition of C. If d = 0 and |a1| 1, then
C =
[
0 −a1|a1|
In−1 0
]
diag
(
1,1, . . . ,1, |a1|
)
In
is the singular value decomposition of C. Now suppose that d = 0.
The following lemma concerning the singular values of C can be found in [6].
Lemma 1. Let s1  s2  · · · sn be the singular values of C. Then we get s2 = s3 = · · · =
sn−1 = 1, s21 = 12 (1 + α + β), and s2n = 12 (1 + α − β), where β =
√
(1 + α)2 − 4|a1|2.
The following two lemmas can easily be verified.
Lemma 2. Let
v1 = 1
γ1
[
1 − s21
d
]
and vn = 1
γn
[
1 − s2n
d
]
,
where γ 21 = β(s21 − 1) and γ 2n = β(1 − s2n). Then v1 and vn are unit eigenvectors of CC∗
corresponding to s21 and s2n , respectively.
Lemma 3. Let t be the largest integer such that at = 0, let
uj =
[
0, . . . , 0, −aj
at
, δ1,t−j , δ2,t−j , . . . , δt−2,t−j
]T
,
where
δi,j =
{
1, i = j ,
0, i = j ,
for j = 2,3, . . . , t − 1, and uj = en−j+1 for j = t, t + 1, . . . , n − 1, where {ek} is the
standard basis for Cn. Then u2, . . . , un−1 are (n− 2) linearly independent eigenvectors of
CC∗ corresponding to 1.
Applying the Gram–Schmidt process to the vectors in Lemma 3, we get
Lemma 4. Let t be the largest integer such that at = 0, let vj = 1γj [0 . . . 0 −aj a¯t ωj,1 ωj,2
. . . ωj,t−2]T , where
ωj,i =
{−aj a¯t−i , t − j + 1 i  t − 2,
α2j−1, i = t − j ,
0, 1 i  t − j − 1,
and γj = αj−1αj for j = 2,3, . . . , t − 1, α2j = |at |2 − |a1|2 +
∑j
i=1 |ai |2 for
j = 1,2, . . . , t − 1, and vj = en−j+1 for j = t, t + 1, . . . , n − 1. Then v2, . . . , vn−1 are
n − 2 orthonormal eigenvectors of CC∗ corresponding to 1.
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as given in Lemmas 2 and 4. So
w1 = 1
γ1
[
s1d
a¯1
(
s1 − 1s1
) ] , wn = 1
γn
[
snd
a¯1
(
sn − 1sn
) ] ,
wj = 1
γj
[0, . . . , 0, −aj a¯t , ωj,1, ωj,2, . . . , ωj,t−2, 0]T ,
where
ωj,i =
{−aj a¯t−i , t − j + 1 i  t − 2,
α2j−1, i = t − j ,
0, 1 i  t − j − 1,
and wj = en−j for j = t, t + 1, . . . , n − 1.
Now we are in a position to present the singular value decomposition of the Frobenius
companion matrix.
Theorem 1 (The singular value decomposition of the Frobenius companion matrix). Let t
be the largest integer such that at = 0. If V = [v1 : v2 : . . . : vn], W = [w1 : w2 : . . . : wn],
and D = diag(s1, s2, . . . , sn) are given as above, then C = VDW ∗ is the singular value
decomposition of C.
Remark 1. Let Cfr, Cfc, Clr, Clc be the companion matrices, where the negative of the
coefficients of the polynomial p form the first row, first column, last row, last column,
respectively. We have considered in Theorem 1, C = Cfr. Note that
Clr = KCK, Clc = KCT K, Cfc = CT ,
where K = [kij ], with ki,n−i+1 = 1 and 0, elsewhere. Thus, the singular value decomposi-
tions for these companion matrices become
Clr = (KVK)(KDK)(KW ∗K) = U ′D′W ′,
Clc =
(
K(W ∗)T K
)
(KDT K)(KV T K) = U ′′D′′W ′′,
Cfc = (W ∗)T DT V T = U ′′′D′′′W ′′′,
where V and W are as in Theorem 1.
The following polar decomposition of C has been given by Driessche and Wimmer [2].
Theorem 2 (The polar decomposition of the Frobenius companion matrix). Let
P = 1
ω
[
ωIn−1 + γ dd∗ a1d
a¯1d∗ |a1| + |a1|2
]
and
U = 1
ω
[ −d∗ −a1(1+|a1|)|a1|
ωIn−1 − dd∗ −a1d
]
,ω+a1+1 |a1|
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γ = 1 − 1
ω + |a1| + 1 .
Then C = UP is the polar decomposition of C.
Remark 2. The singular value decomposition C = VDW ∗ in Theorem 1 gives im-
mediately the polar decomposition C = UP in Theorem 2 by letting U = VW ∗ and
P = WDW ∗. But the polar decomposition gives the singular value decomposition if we
diagonalize P as P = ΩDΩ∗, where Ω is a unitary matrix formed from the orthonormal
eigenvectors of P corresponding to s1, s2, . . . , sn. The approach of Driessche and Wimmer
[2] can be used to give this diagonalization by deriving n − 2 orthonormal eigenvectors of
C∗C corresponding to 1, which we have done in our analysis.
Remark 3. Based on some eigenvalue-singular value majorization relations, the singular
values of C have been used to provide information on the geometry of the zeros of p. See,
e.g., [6–9], and references therein. Driessche and Wimmer [2] have asked
Is it possible that the eigenvalues eiϕν , ν = 1, . . . , n, of the unitary factor U also provide
information on the geometry of the zeros of p(z)?
In this respect, we remark that based on a result of Horn and Steinberg [3], it can be
shown that
k∑
j=1
arg
(
λj (C)
)

k∑
j=1
arg
(
λj (U)
)
for j = 1,2, . . . , n − 1,
and
n∑
j=1
arg
(
λj (C)
)= n∑
j=1
arg
(
λj (U)
)
,
where
arg
(
λ1(C)
)
 arg
(
λ2(C)
)
 · · · arg(λn(C))
and
arg
(
λ1(U)
)
 arg
(
λ2(U)
)
 · · · arg(λn(U)).
Thus, in terms of majorization, the arguments of the eigenvalues of C (or the zeros of p)
are majorized by those of U .
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Let C = [c1 : c2 : . . . : cn−1 : cn], where
c1 =


−an
1
0
0
...
0


, c2 =


−an−1
0
1
0
...
0


, . . . , cn−1 =


−a2
0
0
...
0
1


, cn =


−a1
0
0
0
...
0


.
In the QR-decomposition of C, the matrix
Q = [q1 : q2 : . . . : qn]
is unitary formed by applying the Gram–Schmidt process to the columns of C. Thus,
q1 = c1‖c1‖ =
1
µ0µ1
[−an, µ20, 0, . . . , 0]T ,
q2 = c2 − 〈c2, q1〉q1‖c2 − 〈c2, q1〉q1‖ =
1
µ1µ2
[−an−1, −an−1a¯n, µ21, 0, . . . , 0]T ,
q3 = c3 − 〈c3, q1〉q1 − 〈c3, q2〉q2‖c3 − 〈c3, q1〉q1 − 〈c3, q2〉q2‖
= 1
µ2µ3
[−an−2, −an−2a¯n, −an−2a¯n−1, µ22, 0, . . . , 0]T ,
q4 = c4 − 〈c4, q1〉q1 − 〈c4, q2〉q2 − 〈c4, q3〉q3‖c4 − 〈c4, q1〉q1 − 〈c4, q2〉q2 − 〈c4, q3〉q3‖
= 1
µ3µ4
[−an−3, −an−3a¯n, −an−3a¯n−1, −an−3a¯n−2, µ23, 0, . . . , 0]T ,
...
qn−1 = cn−1 − 〈cn−1, q1〉q1 − 〈cn−1, q2〉q2 − · · · − 〈cn−1, qn−2〉qn−2‖cn−1 − 〈cn−1, q1〉q1 − 〈cn−1, q2〉q2 − · · · − 〈cn−1, qn−2〉qn−2‖
= 1
µn−2µn−1
[−a2, −a2a¯n, −a2a¯n−1, −a2a¯n−2, . . . , −a2a¯3, µ2n−2]T ,
qn = cn − 〈cn, q1〉q1 − 〈cn, q2〉q2 − · · · − 〈cn, qn−1〉qn−1‖cn − 〈cn, q1〉q1 − 〈cn, q2〉q2 − · · · − 〈cn, qn−1〉qn−1‖
= 1
µn−1µn
[−a1, −a1a¯n, −a1a¯n−1, −a1a¯n−2, . . . , −a1a¯3, −a1a¯2]T ,
where
µk =
√√√√√1 + k∑
j=1
|an−j+1|2 for k = 1,2, . . . , n − 1, µ0 = 1, and µn = |a1|.
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Q =


−an
µ0µ1
−an−1
µ1µ2
−an−2
µ2µ3
. . . −a2
µn−2µn−1
−a1
µn−1µn
µ20
µ0µ1
−an−1a¯n
µ1µ2
−an−2a¯n
µ2µ3
. . . −a2a¯n
µn−2µn−1
−a1a¯n
µn−1µn
0 µ
2
1
µ1µ2
−an−2a¯n−1
µ2µ3
. . .
−a2a¯n−1
µn−2µn−1
−a1a¯n−1
µn−1µn
0 0 µ
2
2
µ2µ3
. . .
−a2a¯n−2
µn−2µn−1
−a1a¯n−2
µn−1µn
0 0 0 . . . −a2a¯n−3
µn−2µn−1
−a1a¯n−3
µn−1µn
...
...
...
. . .
...
...
0 0 0 . . . −a2a¯3
µn−2µn−1
−a1a¯3
µn−1µn
0 0 0 . . . µ
2
n−2
µn−2µn−1
−a1a¯2
µn−1µn


.
Now, let R = Q∗C. Then
R =


〈c1, q1〉 〈c2, q1〉 . . . 〈cn, q1〉
0 〈c2, q2〉 . . . 〈cn, q2〉
0 0 . . . 〈cn, q3〉
...
...
...
0 0 . . . 〈cn, qn〉


=


µ1
µ0
an−1a¯n
µ0µ1
an−2a¯n
µ0µ1
. . . a2a¯n
µ0µ1
a1a¯n
µ0µ1
0 µ2
µ1
an−2a¯n−1
µ1µ2
. . .
a2a¯n−1
µ1µ2
a1a¯n−1
µ1µ2
0 0 µ3
µ2
. . .
a2a¯n−2
µ2µ3
a1a¯n−2
µ2µ3
...
...
...
. . .
...
...
0 0 0 . . . µn−1
µn−2
a1a¯2
µn−1µn−2
0 0 0 . . . 0 µn
µn−1


,
and so C = QR is the required QR-decomposition of C.
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