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Abstract
The flexible engineering of superconducting circuits, together with the nonlinearity
available from Josephson junctions, have made microwave quantum optics a blooming
research field in the past decade. Key experiments originally performed in the optical
domain have become very accessible on this microwave-frequency, such that strong atom-
field interactions and optical parametric interactions in microwave. From the latter, one
example is the implementation of spontaneous parametric downconversion (SPDC). This
process is particularly interesting as it can act as a nonclassical radiation source which give
a number of potential applications in quantum information processing. We will focus on
studying SPDC in microwave throughout this thesis.
In the first half of this thesis, from designs to measurements, we will explore the well-
known two-photon parametric processes, SPDC and coherent coupling, which are gen-
erated by quadratic Hamiltonians. Using three resonant modes of a SQUID-terminated
parametric cavity, we proceeded to combine different two-photon processes in an effort to
demonstrate a multipartite nonclassical radiation source. With detailed system gain and
noise calibration of our cryogenic microwave network, we confirmed our implementation
by experimentally verifying that the generated states contain genuine tripartite entangle-
ment. This multimode entangled radiation source can be an important resource for future
experiments on quantum networking.
While two-photon parametric processes have found numerous important applications,
they have also been the limit of experiments for over three decades, with higher-order
parametric processes seemingly out of reach. In the second half of this thesis, we explore
the potential of parametric resonators for achieving such higher-order processes. To do
this, we first studied the necessary conditions for accessing cubic Hamiltonians through
our SQUID-based interactions. We then fabricated a device dedicated to performing three-
photon processes through these cubic Hamiltonians. For the first time, we observed a direct
generation of photon triplets by a single SPDC process in microwave . The generation
rate can exceed a photon flux density of 60 photon per second per Hertz at the device
output, far surpassing any record to date for photon triplets. We studied various pump
configurations corresponding to different three-photon SPDC processes starting from a
cold vacuum state. Pumping at triple the frequency of a single mode, we observed a
phase-space distribution with a non-Gaussian profile which shows strong skewness (third
moment) in the quadrature amplitude distribution. We reconstruct the Wigner function of
the propagating states from the directly measured moment matrix, demonstrating Wigner
negativity. Pumping at the sum frequency of three modes, we observed non-zero coskewness
between the quadrature amplitudes of the modes. By analysing the output signals and
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comparing their characteristics to the predicted theoretical signatures, we confirm our
implementation of three-photon SPDC processes generated by specific cubic Hamiltonians.
These types of non-Gaussian states have been suggested as a resource enabling universal
quantum computation with continuous variables. Our results thus open up the realm
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We are now living in an exciting era in which knowledge from multiple fields, such as
engineering, physics and mathematics, is slowly merging, enabling experiments that were
impossible without the joint effort of multiple disciplines. Out of all the impressive mile-
stones achieved in the past few decades, the achievement by superconducting quantum
circuits is indeed a shining example. Superconducting circuits provide a large amount of
freedom in designing experiments, giving scientists a test platform of immense flexibility
and potential. Researches on superconducting circuits have been blooming across multiple
fields in quantum information, from light-matter interactions between artificial atoms and
microwave signals [1],[2] to relativistic effects using an on-chip virtual mirror [3], [4], plus
many other experiments in quantum thermodynamics [5], [6].
The rapid advancement of microwave quantum optics experiments can be largely at-
tributed to the well-developed theories and experimental methods in quantum optics
throughout the last century. Many building blocks in circuit QED, such as on-chip waveg-
uides, resonators and nonlinear elements, were developed closely following cavity QED.
Multiple breakthrough experiments with superconducting circuits were inspired by the
equivalent results in quantum optics, e.g. realizing entanglement generation [7] on-chip,
performing parametric coupling of a single microwave photon between two electric field
modes [8], experiments with which to study qubits in a cavity [9], and more. These led to
a new category in research now famously known as microwave quantum optics. Microwave
quantum optics experiments utilize the advantage of superconducting circuits, wherein
we can engineer and tailor-make a circuit to reproduce results that were once difficult to
achieve on other platforms. Not only are these results interesting from the standpoint of
science, they are also fuelling the fast development of quantum computing and quantum
networks using superconducting circuits.
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In an effort to advance microwave quantum optics experiments enabled by supercon-
ducting circuits, in this thesis we will dive into one category of the quantum optical process:
spontaneous parametric downconversions (SPDCs). These interactions are of paramount
importance and have been a workhorse for quantum optics. To study the various aspects of
SPDCs, we fabricated and measured a device that can achieve various parametric interac-
tions including two-photon and three-photon SPDCs. Importantly, the generated photons
in the SPDCs are emitted from the device, forming propagating states, allowing the pho-
tons to be analysed and potentially utilized by other experiments. To proceed, the thesis
will be presented as follows.
In chapter 2, we will examine the basic building blocks in superconducting circuits
which lay the foundation for our microwave quantum optics experiments. We will then
discuss various design and fabrication considerations for a device dedicated to generating
nonclassical microwave radiation through SPDCs and other parametric interactions.
In chapter 3, with the device in mind, we will move on to discuss the measurement
system for the experiments. We will review the microwave network inside the dilution
refrigerator, the device attachment and shielding. Then, we will discuss the calibration for
system noise, system gain and input noise temperature by using a shot noise tunnelling
junction (SNTJ) [10, 11] provided by NIST. Finally, we will utilize these calibrated parame-
ters to characterize the device output states by connecting the room-temperature-measured
voltage quadratures to the device output.
In chapter 4, we will study various nonclassical properties given by two-mode down-
conversion (TMDC), where two photons are generated simultaneously into two frequency
modes. Such states are known to exhibit continuous-variable (CV) entanglement, which
finds applications in qubit read-out [12, 13], quantum cryptography [14], and more. Thus,
it is of great interest to extend CV entanglement beyond two parties. We studied two
methods with which to extend bipartite CV entanglement to tripartite by means of com-
bining two parametric processes. We will discuss the experimental procedures for operating
the device for the entanglement generation. Finally, we will test and verify the generated
output states for tripartite entanglement with two different methods.
In chapter 5, we will consider an application of two-mode downconversion. We propose
a protocol named “quantum-enhanced noise radar”, in which we attempt to utilize the
output of TMDC as the radiation source of a noise radar. In order to benchmark the
performance of the quantum output beams, we designed an ideal classical source with the
same correlation structure as TMDC, which saturates the classical bound of correlation.
Then, we will develop a measurement method which allows us to directly compare the
performance of the quantum and classical case in the presence of significant added noise
2
and signal loss.
In chapter 6, we will explore the generation of three photons by a single SPDC. Gen-
erating more than two photons through a single SPDC has been an ongoing endeavour in
quantum optics [15, 16, 17, 18], both in theoretical study and in experimental implementa-
tion. With a superconducting quantum interference device (SQUID), it becomes possible
to engineer and enhance the higher-order nonlinearity necessary for such downconversion
processes. In the first half of chapter 4, we will examine the output for a three-photon
SPDC in a single mode which gives what we call a single-mode trisqueezed state. The
state shows distinct features such as non-Gaussian statistics and a significant third-order
moment. Wigner negativity was also predicted for this state. We characterized the dis-
tribution of the state statistically, followed by measuring the higher-order moments of
the states to reconstruct the Wigner function. In the second half of chapter 4, we will
move on to study three-photon SPDCs in two modes and three modes. These multimode
trisqueezed states exhibit a significant third moment. They demonstrate strong two- and
three-variable coskewness respectively, surprisingly with the absence of any Gaussian cor-
relation between all pairs of modes. This indicates a new type of correlation structure in
the CV framework which can enable a new scheme in quantum communications and more.





The device presented in this thesis is a flux-pumped multimode resonator made from a
quarter-wavelength coplanar waveguide (CPW) cavity. At one end the cavity line is shunted
to the ground through a SQUID, and at the other end it is overcoupled to the measurement
line through a gap capacitor. To understand the devices working principles, we start by




When it comes to superconducting quantum circuits, few will doubt the importance of
the Josephson junction. Proposed by Brian Josephson in 1962, it has been the soul of
most modern circuit designs, acting as the main source of nonlinearity for qubits and
parametric interactions. A Josephson junction is formed by connecting two pieces of a
superconductor through a thin barrier which allows Cooper pairs to tunnel through, such
that the quantum tunnelling connects the phase of the macroscopic wave function across
the junction. The main properties of Josephson junctions can be summarized by two
famous Josephson equations:




φ̇ voltage-phase relation (2.2)
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Eq. (2.1) relates the phase change of the macroscopic wave function across the junction to
the supercurrent, i.e. the stream of Cooper pairs, flowing through it. Along the current
direction, the phase across the junction is defined by φ = θ1−θ2. I0 is the critical current of
the junction which determines the maximum supercurrent allowed by the junction before
it is no longer superconducting. It is a device parameter which can be controlled in the
oxidation process during the junction fabrication. We can connect the critical current to




. For aluminum, ∆
e
≈ 0.21 meV [20]. A desired Rn can then be obtained
in fabrication to achieve a target I0. Eq. (2.2) relates the rate of change of phase to the





Phase φ1 Phase φ2
Superconductor (Al)
Aluminum Oxide
Phase change φ across the junction = φ1- φ2
Superconductor (Al)
Supercurrent
Figure 2.1: An example of a Josephson junction. (top) A diagram of a superconductor-
insulator-superconductor Josephson junction. The insulator in the centre forms a barrier
where the supercurrent tunnels through. As the supercurrent is passing through the thin
barrier, the macroscopic wave function of the superconductor acquires a phase of φα related
to the amount of current. (bottom) An SEM image of an Al-Al2O3-Al Josephson junction
fabricated with angle evaporation known as the Dolan technique. The junction is defined
by the overlapping big and small aluminum pads, and the oxide in between.
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2.1.2 dc SQUID
Phase φ1 Phase φ2
Supercurrent Iα 
Phase change = φα = φ1 - φ2
Phase φ3 Phase φ4
Supercurrent Iβ 
Phase change = φβ = φ3 - φ4
ISQUID = Iα+ Iβ ISQUID = Iα+ Iβ 
B
Figure 2.2: An example of a dc SQUID. (top) A simplified model of a dc SQUID. Two
junctions shown in Fig. 2.1 are connected together in parallel, forming a closed loop. The
loop area together with the magnetic flux density ~B defines the total amount of external
flux Φext threading through the SQUID. The supercurrent ISQ = Iα + Iβ flows through
the SQUID from left to right in this example. (bottom) An image of a typical dc SQUID
design in which the supercurrent passes through it vertically. The small rectangular loop
determines the SQUID area. The junctions are formed on the left and right of the loop.
In order to use Josephson junctions as a tunable element, very often two junctions are
connected together in parallel to form a dc SQUID (see Fig. 2.2). The phase change of












µ0nc(−2e)2 is the penetration depth of the material, related to its Cooper pairs
density nc and mass mc. ~J is the supercurrent density, ~A is the electromagnetic vector
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potential, and ∇θ is the gradient of the phase of the wave function. With a bulky SQUID
in which the loop is formed with a superconductor thicker than its penetration depth, due
to the Meissner effect [22], no current will flow through the centre of the cross section of
the SQUID loop. We can then choose the path in which ~J = 0 and take the line integral
clockwise along the SQUID in Fig. 2.2 to obtain the round-trip phase change,∮
∇θ(~r, t) · ~dl = (θ2 − θ1) + (θ4 − θ2) + (θ3 − θ4) + (θ1 − θ3).
For the sections without junctions, from Eq. 2.3, the phase change is contributed by vector
potential only,
θ4 − θ2 =
∫ 4
2




~A(~r, t) · ~dl
θ1 − θ3 =
∫ 1
3




~A(~r, t) · ~dl.
For the sections with junctions, the phase changes derive from both the vector potential
and the junction phases,
θ2 − θ1 =
∫ 2
1





~A(~r, t) · ~dl
θ3 − θ4 =
∫ 3
4





~A(~r, t) · ~dl.
In a superconducting loop, as in any quantum mechanical system, the wave function must
be single-valued. Thus, the integration of the round-trip phase must be equal to an integer
multiple of 2π, as the wave function phase must repeat itself when returning to the same
location. As a result, summing the above four equations gives




~A(~r, t) · ~dl




Thus, we can control the phase φβ − φα of the junctions by applying an external flux,
making the SQUID a flux-tunable element in the circuit. Not only does it allow a static
flux bias to be set, it can also respond to a fast-oscillating magnetic flux of up to typically
20 GHz [23], below the plasma frequency of the SQUID. The fast flux tunability is crucial
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for driving the SQUID to perform parametric interactions, which is often referred to as
pumping. Physically, pumping can be conducted by fabricating a waveguide called a fast-
flux line or pump line, running microwave signals in proximity to the SQUID. The pump
signal then creates an oscillating magnetic field which modulates the SQUID junction phase
at the chosen pump frequency.
SQUID as a tunable inductive element
With the two Josephson equations Eq. (2.1) and (2.2), the SQUID acts as a nonlinear
tunable inductive element in the circuit for small oscillations. To conveniently analyse the
tunability, we define the phase across the SQUID, φSQ, and the phase travelling a round








where the second equation makes use of Eq. (2.4) with k = 0 for 0 ≤ Φext < Φ0/2. Now
we are left with only one degree of freedom φSQ in the expression of the SQUID current,

























By maximizing ISQ w.r.t. φSQ, we obtain the SQUID critical current,
I0,SQ =
√







which shows that the critical current of a SQUID is tunable by external flux, and maximum
tunability occurs when the two SQUID junctions are identical.
In a standard flux pump configuration, the SQUID junctions are often designed to be
symmetrical in order to give the maximum tunability, such that I0,α = I0,β = I0. Eq. (2.5)
simplifies to






sin (φSQ) = I0,SQ sin (φSQ) , (2.7)
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such that the SQUID behaves as a single Josephson junction. Differentiating Eq. (2.7)






∣∣∣cos(πΦextΦ0 )∣∣∣ cos (φSQ) İSQ
By comparing this to the standard constitutive relation for an inductor, we can then define






∣∣∣cos(πΦextΦ0 )∣∣∣ cos (φSQ) . (2.8)
The SQUID inductance is therefore tunable by external flux, as well as being nonlinearly
dependent on φSQ and Φext, which plays an important role in realizing the parametric
processes detailed in a later section.
Improving pump coupling by kinetic inductance
Among other reasons, it is desirable to increase the pump coupling to the SQUID in order
to minimize the amount of pump power needed to activate the parametric processes. While
this can be naively achieved by increasing the SQUID loop area, it comes with the price of
an increased sensitivity to magnetic flux noise from the environment, whereby degrading
the devices performance. Alternatively, we implemented a novel SQUID design to increase
the pump coupling by exploiting kinetic inductance.
Consider a modified SQUID loop in which we replaced the horizontal upper arm with
a meandered nanowire, as shown in Fig. 2.3. As the meandered path has a narrow cross
section w × d , the assumption that ~J = 0 no longer holds for the nanowire part of the
SQUID loop. By assuming a homogeneous current density over the cross section of the
nanowire of length t, from Eq. (2.3),























is the kinetic inductance of the meandered nanowire.
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Figure 2.3: A modified SQUID design with increased pump coupling. The top path of the
SQUID in Fig. 2.2 is replaced by a nanowire of the superconductor. It is meandered in
order to increase the total length and, thus, the total kinetic inductance. With the pump
line being above the SQUID, the ground current of the pump signal passes through the
nanowire and provides the strong modulation of junction phases.
With this design, the phase across the junctions can be tuned by threading a supercur-
rent through the nanowire. With CPW waveguides, as much current flows in the ground
planes as in the centre conductor. Thus, by fabricating the pump line right above the
SQUID, the nanowire efficiently captures half of the ground current of the pump signal.
From experiments, we have observed more than 30 dB stronger pump coupling with the
SQUID using the kinetic inductance (Fig. 2.3) in comparison to a typical SQUID design
(Fig. 2.2).
2.1.3 Coplanar waveguide quarter-wavelength cavity
In this work, the SQUID is utilized as a nonlinear tunable boundary condition in a quarter-
wavelength cavity. It is a distributed, one-dimensional resonator which can support mul-
tiple frequency modes. We begin by understanding the resonant condition of a quarter-
wavelength cavity with a simplified, low-loss transmission line model, followed by develop-






Figure 2.4: A diagram of a capacitively coupled quarter-wavelength cavity. The resonator is
formed by sandwiching a waveguide with length d through the coupling capacitor Cc and a
load impedance ZL as the two boundary conditions. The incoming signal (green) impinging
on the cavity will be either reflected (red) by the coupling capacitor or transmitted (blue)
into the cavity. The transmitted signal will eventually be absorbed by the cavity, or will
leave the cavity through the coupling capacitor. A frequency is at resonance with the
cavity when the red and blue waves are leaving the cavity with destructive interference.
Considering Fig. 2.4, the incoming signal (green) impinging on the cavity will be partly
reflected (red) by the coupling capacitor. The transmitted signal (blue) through the ca-
pacitor will be travelling round trips inside of the cavity, losing energy at the boundaries
(the capacitor or ZL) or along the waveguide due to loss. In order for the cavity to store
energy of the incoming signals, the two outgoing signals (red and blue) must destructively
interfere as they are leaving the cavity.
Locating resonant modes through impedance transformation
To find the resonant frequencies where the above destructive interference occurs, we can
calculate the phase of the two outgoing signals above and sweep the frequency in order to
check when they are out of phase.
For the reflection at the cavity output due to the coupling capacitor, it is simply given
11







Typically the impedance of the coupling capacitor is much greater than that of the trans-
mission line; thus, the phase of reflection due to the coupling capacitor is roughly zero.
For the reflection due to the load impedance, it can be found by considering an
impedance transformation of the load ZL due to the cavity waveguide of length d and the
coupling capacitor Cc. For a waveguide, its propagation constant is given by γ = α + jβ.
α ≥ 0 is the attenuation constant referring to the loss in the waveguide. β = ω√εeff/c is
the phase change per unit length, where εeff is the effective dielectric constant of the CPW
structure, which is roughly equal to the average of air and silicon. c is the speed of light in
a vacuum. The internal loss of the cavity can be described by the internal quality factor of
the cavity, Q0. With a SQUID-terminated superconducting resonator, the internal quality




loss needs to be considered. Assuming a low-loss waveguide such that the characteristic
impedance of the cavity waveguide Zcav0 is real, the impedance Z
′
L at a distance d from ZL
is given by [24]






Zcav0 + ZL tanh γd
. (2.10)
The total impedance of the cavity Zcav is then simply the sum of Z
′




+ Z ′L (2.11)




Zcav (ω) + Z0
φcavΓ (ω) = arctan
Im{Γcav(ω)}
Re{Γcav(ω)}
Finally, we can solve the transcendental equation
φcavΓ (ωn) = φ
c
Γ (ωn) + (2n+ 1)π ≈ (2n+ 1)π (2.12)
for the ωn corresponding to the cavity mode n.
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External quality factor estimation
The coupling of the signal in the cavity to the measurement line can be described by the
external quality factor Qe, which is related to the coupling capacitor. To evaluate the ex-
ternal quality factor numerically using the above model, we can assume a lossless resonator
by setting α = 0 for the propagation constant. Then, following [25], the information of
the external quality factor is given by the slope of the phase around the resonant mode
ωn. We define the upper and lower frequencies of the resonant mode ωn,upper and ωn,lower,
respectively corresponding to a point in phase φcavΓ (ωn)− π/2 and φcavΓ (ωn) + π/2 for the





Designing a cavity with uneven mode spacing
An ordinary quarter-wavelength cavity has higher-order modes with frequencies being the
odd multiple of the fundamental mode, such that the frequency spacing between successive
modes is nominally equal. With the motivation detailed in later chapters, we want to de-
sign a cavity which has uneven frequency spacing between the successive resonant modes.
Following the approach adopted in [8], this can be achieved by modifying the cavity dis-
persion relation using a waveguide with varying impedance. Such a cavity can be designed
by cascading Eq. (2.10) in a straightforward manner.
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Figure 2.5: An optical image of the varying impedance design.
Using our device as an example, we divide the cavity waveguide into two groups of
six sections. The lengths and impedance are summarized in Table. 2.1. The first six
waveguide sections are increasing in length roughly according to the first six numbers in
the Fibonacci sequence. In each successive section, we also increase the impedance from 5
to 6 Ωs by decreasing the line width of the CPW structure, as illustrated in Fig. 2.5. This
is then restarted and repeated from the seventh section (1b in Table. 2.1) for the remaining
sections. Tapers of 100 µm are inserted in between each section, with the exception of a
longer taper between sections 6a and 1b.
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Table 2.1: A table of lengths and impedance of the resonator design. The lengths of the
first six sections are designed according to the first six numbers of the Fibonacci sequence,
with impedance being increased by roughly 7 Ω in each successive section. This is repeated
for the remaining six sections. Tapers of 100 µm are inserted in between each section, with
the exception of a longer 400 µm taper between sections 6a and 1b.
To analyse the response of this cavity, we can apply Eq. (2.10) in order to relate the load
impedance ZL to the impedance at the connection between the first and second waveguide
sections, ZL1, by using the characteristic impedance of the first waveguide section Z
cav1
0 .
This can then be repeated until we have reached the coupling capacitor,






Zcav10 + ZL tanh γd






Zcav20 + ZL2 tanh γd
...






Zcav100 + ZL9 tanh γd
,
which can be connected to Eq. (2.11) and apply the same analysis as that of an ordinary
quarter-wavelength cavity. Using this particular design, and by substituting ZL with the
15
impedance of a SQUID given in 2.1.2, we calculated the expected mode frequencies of our
cavity assuming no loss. We found large anharmonicity that was as much as 600 MHz, as
shown by the uneven frequency spacing in Fig. 2.6.















Figure 2.6: The expected unbiased frequency modes of the cavity from 4-8 GHz with the
stepped-impedance design. Within the 4-8 GHz bandwidth, modes are expected roughly
at 4.21 GHz, 6.18 GHz and 7.57 GHz, respectively represented by the red, green and blue
dotted vertical lines. The frequency spacing between the successive modes is 1.97 GHz and
1.39 GHz respectively, giving a difference in spacing of 600 MHz. The simulation assumes
a lossless resonator and an external quality factor Qe = 6, 800 at the mode around 4 GHz.
2.2 Device operation
By terminating the quarter-wavelength cavity with a SQUID, we arrive at the flux-tunable
cavity, as depicted by the schematic in Fig. 2.7. To operate the device, we implemented
two flux bias lines. Firstly, we attached a DC coil to the device holder. The coil provides a
16
static background flux to set the resonant frequency of the modes. Secondly, we fabricated
an on-chip fast-flux line next to the SQUID, according to the design detailed in section




Figure 2.7: A schematic of the device attached to the pump and biasing lines.
2.2.1 Tuning the resonant modes with static external flux
The static flux tuning by the DC coil can be easily observed from the experiment, which
is very often performed as a first step in learning the characteristics of the cavity. Upon
applying magnetic flux, the SQUID inductance increases from its minimum. As the SQUID
acts as a boundary of the cavity, the increasing SQUID inductance gradually transforms
the cavity from a quarter-wavelength cavity into a half-wavelength cavity; thus, cavity
frequency drops with increasing flux bias. The flux tuning of the cavity frequency is
periodic. This follows the periodicity of LSQ with flux according to Eq. (2.8). Within the
4-8 GHz measurement bandwidth of our cryogenic microwave network, we measured the
three expected second, third and fourth harmonic modes, with their maximum frequency
























Figure 2.8: Frequency tuning of the cavity. As the external flux increases from zero to
Φ0/2, the SQUID inductance increases, which then reduces the resonant frequencies of the
cavity. As all of the modes are coupled to the SQUID, the above tuning of all three resonant
modes happens simultaneously. The resonant frequencies drop to a minimum when the
external flux equals Φ0/2, and then increase back to the maximum when the external flux is
Φ0. The lines with markers are the fitted resonant frequencies using the mentioned model
2.1.3 by also taking into account the kinetic inductance and the asymmetry in the SQUID.
All three predicted frequency curves were fitted with the same physical parameters.
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2.2.2 Interactions among the modes due to the SQUID
The normal modes in the cavity resonator only interact with each other when the SQUID is
driven by a pump. To demonstrate the interactions among the modes due to the SQUID,
we will proceed with an example in which the SQUID is symmetrical, focusing on the
two-mode downconversion process. Other processes can then be understood in a similar
manner with a modification of the potential energy of the SQUID and a different choice of
pump frequency.
Following [26], we now introduce the concept of node flux, which connects to the voltage
in the circuit as Φ =
∫ t
−∞ V (τ)dτ . Due to the SQUID, the external flux (Φ̂ext) modulates
the cavity flux (Φ̂c) of the three cavity modes considered. Here, we follow section 2.1.2
and identify that φ̂loop = 2π
Φ̂ext
Φ0
and φ̂SQ = 2π
Φ̂c
Φ0
for a SQUID-terminated cavity. The

















is the Josephson energy of one junction. In a superconducting resonator,
the flux Φ̂k of a mode k is proportional to the quadrature operators expressed in terms of
the corresponding bosonic operators, i.e. Φ̂k ∝ âk + â†k. By applying a static flux bias and
a pump signal, the external flux takes the form Φ̂ext = Φbias + Φ̂p. Then, we can expand









1 + â2 + â
†





where g0 is the intrinsic interaction strength determined by the coupling between the
pump and the cavity modes. With this SQUID interaction, the full Hamiltonian of the
flux-pumped resonator with the concerning modes becomes




~ωkâ†kâk + ĤSQ. (2.15)

























where the free Hamiltonian is transformed away and the SQUID interaction becomes time-
dependent.
By expanding the parentheses we obtain many terms with different time dependencies.
This naturally provides us with a wide selection of interactions. Moreover, the time de-
pendency of the interactions is an important feature of the SQUID Hamiltonian. It allows
us to only selectively activate one or more interactions while leaving the other interactions
deactivated. This enables us to perform a sequence of processes in time by pulsing, and
we can also combine multiple terms in order to give a more complex interaction.
To selectively activate a two-mode downconversion, we can apply a pump signal with
a frequency corresponding to the sum frequency of two cavity modes, e.g. setting ωp =










Being time-dependent at GHz, the effect of the terms contained by Ĥrot(t) will very quickly
average to zero and, thus, can be neglected in comparison to the static term in the Hamil-









Finally, given that the pump signal is a strong, coherent tone, we can apply the parametric
approximation [27] and replace âp with the classical amplitude αp. We then obtain the





























In this chapter, I will talk about the measurement system we used for the experiments
that we made with superconducting microwave circuits. We will also go through some
calibration techniques for obtaining important system parameters, such as system gain
and input noise.
In order to generate quantum entanglement and possibly other nonclassical radiation,
the device needs to operate at a temperature below ≈ 50 mK so that it is superconducting
and, more importantly, in order to minimize thermal excitation. This process is done
by attaching the device to the cold stage of a dilution refrigerator. Unfortunately, this
makes direct access to the device impossible. The device can only be measured through
a cryogenic microwave network which must isolate the device from thermal radiation, as
well as amplifying the output signals for detection at room temperature (RT).
In order to verify the nonclassicality in the output signals, we need to know the system
gain accurately from the device output to the RT microwave digitizers, plus the thermal
excitation at the device. Thus, we also decided to connect a calibration source in our set-up
- a shot noise tunnel junction (SNTJ). Here we will present our measurement system and
calibration results.
3.1 Device mounting
In order to connect the device to the measurement system, the device is first mounted on a
PCB with larger CPW traces. Thermal grease is added between the contact of the device
(the silicon side) and the PCB. The CPW lines on the device are wire-bonded to the CPW
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lines on the PCB. Each of the PCB traces leads to a SMA connector of a sample holder.
The sample holder is made of oxygen-free high-conductivity (OFHC) copper for improved
thermalization. Finally, the sample holder is mounted to a cold finger directly attached to
the cold stage of the dilution refrigerator as shown in Fig. 3.1.
The DC magnetic coil is mounted on top of the sample holder. An aluminium acting
as the magnetic shield is then installed over the cold finger to isolate the device from the
surrounding magnetic flux.
Figure 3.1: Photos of the sample holder attached to the dilution refrigerator. (left) The
sample holder is attached to the cold finger which, in turn, is attached directly to the
bottom stage of the fridge. The DC magnetic coil is then mounted on top of the device. The
material of the coil body, sample holder and cold finger are all OFHC copper. (right). After
installing the aluminium magnetic shield. The copper mesh and braids help thermalize the
aluminium which becomes a poor thermal conductor when superconducting.
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3.2 Microwave network
Our cryogenic-free dilution refrigerator is composed of five cooling stages, with the suc-
cessive stage having roughly a drop of 10 times in temperature, depicted by Fig. 3.2.
Microwave signals are transmitted through 50 Ω SMA cables to the device after some at-
tenuations via the input line and pump line. The output line signal is amplified through
a high electron mobility transistor (HEMT) amplifier as the first stage before the further
amplification at RT. At the bottom stage, the reflection measurement of the device is per-
formed using circulators. The microwave switch toggles between the device and the SNTJ,
respectively for measurement and calibration within the same cooldown.
3.2.1 Cables, attenuation and filtering
Input Output Pump
Stages Matl. Att. [dB] Matl. Att. [dB] Matl. Att. [dB]
300 K ⇐⇒ 50 K BeCu 20 BeCu 0 BeCu 10
50 K ⇐⇒ 3 K BeCu 20 BeCu 0 BeCu 20
3 K ⇐⇒ 800 mK SS 3 Nb 0 SS 10
800 mK ⇐⇒ 100 mK Nb 3 Nb 1 Nb 6
100 mK ⇐⇒ 10 mK Nb 40 Nb 0 Nb 3
Within the same stage Cu
Table 3.1: A list of cable materials and attenuations of the cryogenic microwave network.
BeCu: Beryllium copper, SS: Stainless steel, Nb: Niobium, Cu: Copper. The attenuators
are attached to the lower temperature stage in each row.
In order to manage the heat load better between temperature stages while still carrying
microwave signals, it is important to tailor the cable materials and properties to each of
the different stages. Each of the SMA cables used are nominally 50 Ω cables with outer
conductor and inner conductor diameters being 2.19 mm and 0.51 mm respectively. BeCu
copper cables are used here because of the first two inter-stage connections for their reduced
electrical and thermal conductivity, which roughly equals 20% of Cu. As the 50K and 3K
stages are cooled directly by the pulse tube compressor, these stages can handle the amount
of heat transmitted by BeCu.
23




























































Figure 3.2: The cryogenic microwave network inside the dilution refrigerator.
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Down the 800mK stage, higher isolation is required due to the reduced cooling power of
these lower stages. Stainless steel cables are used for the input line and pump line between
3K and 800mK stage for a level of thermal conductivity 10 times lower at low temperature
compared to BeCu. While also being double in terms of attenuation per unit length, the
extra loss is small compared to the overall attenuation that we need to introduce to the
system for the input and pump lines.
From 800mK to 10mK, we used Nb cables to undertake superconducting at these tem-
peratures, where they have very high electrical transmission while simultaneously being
poor thermal conductors. For the same reason, Nb cable is used to connect from 800mK to
the HEMT amplifier to minimize signal loss. Finally, within the same temperature stage
standard, Cu cables can be used for low loss and availability of different lengths.
Room temperature radiation can generate a high thermal occupation at microwave
frequencies and excite high temperature thermal vacuum state in the device. Besides,
the high temperature radiation tends to break Cooper pairs in superconducting thin films,
introducing dissipation and ultimately preventing the device from staying superconducting.
For this reason, the input lines are strongly attenuated to reduce the amount of high-
frequency radiation that reaches the device. In order to estimate how much attenuation is
needed, we can consider the photon flux density of the emitted noise by a circuit element.






where kB is Boltzmann constant. Over the frequency range of 4-16 GHz, Eq. (3.1) is
roughly linear for a high temperature (kBT  ~ω) such that we can attenuate the signal
according to the temperature ratio. For example, at 6 GHz,
〈n〉T=3 Kth / 〈n〉
T=0.8 K
th ≈ 4.3.
However, going further down the stages the scaling becomes exponential, for instances,
〈n〉T=100 mKth / 〈n〉
T=24 mK
th ≈ 9700,
which suggests we should have much more attenuation than the temperature ratio.
As a result, it is common to observe a large attenuation being installed at the cold
stage in order to attain a sufficient level of isolation. Without other considerations, we
want to install as much attenuation as possible to make the device cold. In reality, we
are generally limited by the cooling power of the stages and we want to make sure that
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we have sufficient input signal power reaching the device. Thus, the value of attenuations
should be balanced between the shielding of noise and useful signal.
For the input line to the device, we installed 40 dB at the 10 mK stage to prevent the
radiation from reaching the device. Meanwhile, for the pump line, only 3 dB of attenuation
is installed at 10 mK because a high pump power is often required by the experiments. In
terms of the output, in order to maximize signal-to-noise ratio, we need to minimize the
attenuation between the device output and the first stage amplifier. Thus, we only have
the 1 dB attenuators installed as a damper to prevent stray resonances along the output
line. Hence, in order to attenuate the thermal radiation emitted by the HEMT amplifier
(≈ 4 K), circulators are used instead of the attenuator.
As the total noise power seen by the device is proportional to the bandwidth, our usual
approach will be to minimize the bandwidth of the system by using different filters. The
bandwidth bottleneck of our microwave network is set by the circulators which only span
from 4 − 8 GHz1. Therefore, we can filter out everything above 8 GHz using waveguide
low-pass filters (LPF) for the input and output lines. In particular, the circulators have
poor isolation outside of the 4 − 8 GHz bandwidth. Being that our pump signals span a
wide range from 1-18 GHz, a 18 GHz LPF is thus used.
3.2.2 Signal routing
Signals are routed differently according to the experiments performed. The following sec-
tion outlines the typical operations for the experiments concerned in this thesis.
Device characterization
The characterization of the device requires a continuous wave (CW) coherent tone to be
sent and reflected by the device. For instance, the vector network analyser (VNA) port 1
sends a signal down the input line, routed through the circulator towards the bias tee AC
port and leaving from the AC/DC port (bottom) to the microwave switch. The switch is
toggled to the device side such that the CW tone is reflected and returned to the circulator.
The reflected signal then travels up the output line, is amplified and finally transmitted to
the port 2 of the VNA.
1Can be expanded to 4-12 GHz using a diplexer to combine different circulators
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Driving parametric processes
Parametric processes are driven by CW pump tones generated at RT, transmitted down
the pump line to the device. In SPDC, the input port is terminated by a 50 Ω matched
resistor at room temperature, such that input to the device is in a near-vacuum state. In
order to observe the generated photons, the microwave switch is toggled to the device, such
that any emitted signals from the device travel up along the output line.
System calibration
In order to perform system calibration, the microwave switch is toggled to the SNTJ to
measure its output noise power corresponding to different bias voltages. The noise signal
then travels the same path as the device output above the microwave switch.
3.3 Absolute system calibration
Due to the weak output signal power of a superconducting circuit device, the amplifier
chain is always installed as part of the detection system. The amplifier gain and cable loss
can vary by a significant amount between room temperature and low temperature. Thus,
it is in general inaccurate to estimate the LT system gain using RT measured numbers.
Unfortunately, in many tests of output signals for their quantum properties, it is nec-
essary to compare the exact output signal power to the energy scale of vacuum fluctuation
of a bosonic system. Thus, it is necessary to determine the exact gain of the system in
order to convert the RT measured power to that at the device output. Together with the
other reasons detailed in later sections, we recognise the need for a sophisticated method
to calibrate the system gain and thermal excitation at the device. In this thesis, we will
demonstrate an absolute system calibration through the use of an SNTJ.
3.3.1 Room temperature noise output from SNTJ
Our calibration source is a SNTJ with matched impedance (50 Ω) to the transmission
line, provided by NIST. It is an aluminum tunnel junction fabricated to be 50 Ω at low
temperature. In the sample holder of the SNTJ, a strong rare earth magnet is installed
in proximity to the junction in order to prevent the junction from going superconducting
below the transition temperature. The SNTJ is DC-coupled to the measurement line by
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having one end wire bonded to the transmission line and the other bonded to the ground
of its sample holder.
The primary electronic thermometry is then performed by measuring the output noise
power of the SNTJ after passing through the full amplifier chain, while different bias
voltage across the junction is applied. First, when the junction is not biased, or if the bias
voltage is low comparing to vacuum fluctuation (eV  ~ω), the output noise power will
be dominated by Johnson-Nyquist noise [28]. Meanwhile, if the bias voltage increases such
that (eV  ~ω), then the junction enters the shot noise regime where the output noise
power scales linearly with the bias voltage. Thus, by fitting the measured RT noise data
PRT to the expression [10], [11] for a matched SNTJ:






















we can obtain the system gain G measured from the SNTJ output port to detectors at
RT. We also obtain the system noise temperature TN combining amplifier noise and cable
loss, and the electron temperature T of the SNTJ. Because the SNTJ absorbs noise over
a much broader frequency range than the cavity, we take T to be an upper bound on
the input noise temperature at the cavity frequency. The constraints of the fit are the
frequency-concerned f and the bandwidth BW of the measurement. The bias voltage V
is then the independent variable of the fit. In practice, we can generate a triangular wave
at roughly 1 kHz to apply the bias voltage.
3.3.2 AC calibration circuit
In order to make the path calibrated by the SNTJ as similar as possible to the actual
device path, the calibration is performed in situ with a microwave switch mounted on the
cold stage of the cryostat (see Fig. 3.3). The switch is placed as far down the signal path
as possible to minimize the different between the signal paths. Then, the two short paths
that differ below the switch are made as identical as possible by using a pair of copper
cables with the same length and identical room temperature transmissions (see Fig. 3.3).
Image noise rejection
Being a broadband device, SNTJ emits noise over the full bandwidth of our measurement.


















  Path to device
  Path to SNTJ
Figure 3.3: The overall transmission through the fridge is reflected by the device and SNTJ,
measured at room temperature. The ripples in the transmissions of the two paths overlap,
suggesting that the difference due to the short copper cables is very small.
the problem of image noise for the commonly used heterodyne down-conversion detection
system which can render the calibration erroneous.
In a heterodyne receiver, a high frequency signal fS (in GHz range) is first down-
converted to an intermediate frequency fIF (in MHz range), which is later digitized. This
operation is performed by mixing fS with an LO signal fLO detuned from fS by the
frequency of the IF signal, i.e. fLO = fIF + fS. In practice, the mixer always down-
converts two signals, while one being the desired fS, it also down-converts an image signal
at fIM = fS + 2× fIF , such that the IF signal becomes the sum of the desired signal and
the image. As a result, this roughly doubles the measured noise from the SNTJ.
While it is possible to just divide the measured noise power by two to take the aver-
age and assume the gains are the same for both the signal and image, this is generally
inaccurate. From the experiments, we have seen that this assumption creates a systematic
error of a few percent between the calibrated signal powers by different digitizers. In order
to solve this image-noise problem, we fabricated three narrow bandwidths (≈ 300 MHz)
band-pass filter centered at the three cavity modes for our measurement. This operation
reduces the power of the image signal by 20 dB comparing to the desired signal, allowing
a more accurate calibration.
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3.3.3 DC calibration circuit
The voltage across the SNTJ is applied using the biasing circuit shown in Fig. 3.4 with
an arbitrary function generator at RT. The resistance of all the components is explicitly
measured. A 4-wire biasing scheme is used from room temperature down to the cold bias
tee. In order to be compatible with the microwave system, the bias is converted into a
2-wire scheme at this point.
Voltage biasing and measurement
In order to convert a voltage applied from RT to that across the SNTJ, we implemented a
series of voltage divisions inside the cryostat. The resistors are thermalized to 4 K in order
to minimize thermal noise according to Eq. (3.1). We divided the conversion circuit into
two stages, wherein the first stage involves a voltage divider with a ratio roughly of 1 : 10
which can be adjusted as needed. Following the divider, a large resistor R1 is connected
in series with the rest of the circuit, where we then use the measured resistance of the
other components to calculate the expected voltage drop accurately across the SNTJ. The
conversion factor is VSNTJ = 0.845× Vprobe.
With the measured probe voltage and this conversion, we obtain the voltage across
the SNTJ to high precision. The voltage at the probe points is measured differentially
with an INA110 precision instrumentation amplifier at room temperature. The remaining
voltage division between the probe points and the SNTJ is calculated using the measured
resistance values in Fig. 3.4.
To verify the connections before the cooldown, we performed a RT voltage measurement
using a sine wave at 1 kHz, with a peak-to-peak voltage of 10 V. As the SCwire is normal
and resistive, we will obtain a higher Vprobe than the one shown in the circuit above for low
temperature. As expected, we measured a higher Vprobe = 600 µVpp comparing to when the
system is cold which corresponds accurately to the simulated value for Vprobe = 600 µVpp.
In the same RT test, a second INA was installed at the SNTJ location to measure the
drop across a 50 Ω resistor. We measured VSNTJ = 384 µVpp, compared to the expected
371 µVpp from the simulation. The triangular wave measurement was repeated and similar
results were obtained.
Circuit grounding
The SNTJ is grounded to the sample holder which then connects directly to the fridge
ground. As a result, a stray return path is created through the other microwave equipment
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Figure 3.4: The schematic of the DC circuit for SNTJ calibration for low temperature.
to the AFG. In turn, this creates a low-resistance path which routes the return biasing
current from the fridge ground to the wall socket, and finally back to the AFG, by-passing
the biasing resistor R2 in Fig. 3.4. Not only is this path noisy, the resistance (≈ 30 Ω) has
also created a background current for the experiment which resulted in a DC offset in the
SNTJ bias.
With all the microwave devices this path is difficult to remove. Our solution was thus
to use a thick copper braid to connect the fridge ground directly to the ground of the
AFG. This operation effectively shorts out the stray grounding path, giving a quieter and
offset-free DC biasing for the SNTJ measurement.
Thermalization of components
The biasing resistors used are metal film resistors with small temperature coefficient of
resistance (10 ppm/C), making them particularly suitable for low temperature applications.
In first experiments, we thermalized the resistors by casting them in Stycast. However, we
found that differential contraction of the parts on cooling tended to destroy the resistors.
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With this fact in mind, to provide the flexibility they need when thermalizing, we
clamped the resistor by OFHC copper pieces and mounted them onto the 3 K plate directly,
with the resistor partially immersed in thermal grease. Most of the other filters and cables
are thermalized by their AC connections only, with some aids from copper tapes. The
microwave switch and the SNTJ holder are clamped by bigger OFHC copper plates and
mounted to the MXC stage to ensure good thermalization.
Protective measures when operating SNTJ
SNTJ is a DC coupled junction. Unlike a capacitively coupled device, SNTJ is exposed to
the direct current and is easily destroyed by a discharge or a bias voltage too high. While
the latter is prevented by having the large biasing resistor in series with the junction, the
former can happen due to static discharge, or simply because of the charges building up.
Thus, we need to make sure the SNTJ is always seeing a closed circuit all the time. First,
this is done by using a RT switching circuiting which toggles the SNTJ bias and probe
connections (see Fig. 3.2) either to the AFG or to the ground. Then, whenever we need to
change any AC or DC connections to the fridge, we simply toggle to the short-circuit side
to protect the SNTJ.
Second, we need to make sure the SNTJ is in a closed circuit when the low temperature
microwave switch is toggled to the device. By default, the switch will leave the SNTJ
open, which is avoided by attaching a 1 dB attenuator below the switch. Then, the shunt
resistor in the attenuator’s pi network always closes the circuit for the SNTJ. In order to
keep the transmissions identical, we also attached the same 1 dB attenuator for the path
to the device.
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 Fit to full formula
 Classical noise
Figure 3.5: Fit of the noise power from the SNTJ measure at room temperature for a mode
at 7.554 GHz. The noise power (solid red) is shown as a function of the SNTJ bias voltage.
The theory curve (dotted blue) shows the fit to Eq. (3.2), from which we extract the system
gain, G, the physical electron temperature corresponding to the electron temperature at
the SNTJ, T , and the system noise temperature, TN . The green curve on top shows the
residuals of the fit.
The flatness of the zero-voltage power is a strong qualitative indication that the system
is in the quantum regime where ~ω  kBT . By means of a comparison, we included the
corresponding classical curve (dash-dot orange), with the frequency set to f = 0, such that
the vacuum noise contribution is zero.
To perform the calibration, we toggle the base microwave switch to the SNTJ. We then
applied a triangular wave from the RT AFG at 1 kHz with a peak-to-peak voltage at 10
Vpp. At the same time, we measure the probe voltage and find Vprobe = 429 µVpp which
is very close to the simulated voltage at Vprobe = 427 µVpp. Using the conversion factor of
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our DC circuit, we then calculated VSNTJ = 361 µVpp. This measurement corresponds to
an amplitude of roughly 7× h(6GHz)/e, so fulfilling eV  ~ω in Eq. (3.2).
Having checked the DC bias, we then measure the noise output centered at the cavity
modes. With some averaging, we are able to obtain the plots of RT noise against voltage
across the SNTJ for the different modes.
As a demonstration, the noise power measurement and the corresponding fit is shown in
Fig. 3.5 for a mode around 7.5 GHz. We obtained the system gain G = 45.6 dB, T = 25.8
mK and TN = 8.03 K. The flatness of the curve near zero voltage is a strong qualitative
indication that the system is in the quantum regime where ~ω  kBT . To provide a
comparison, we included the corresponding classical curve, with the fitting frequency in
Eq. (3.2) set to zero such that there is no contribution from the vacuum fluctuation. This
clearly illustrates the existence of vacuum fluctuation in a bosonic mode and its important
role as quantum noise in the SNTJ calibration.
In order to account for any subtle differences in the transmission towards each digitizer,
calibrations need to be performed with the individual digitizer for each frequency mode.
Typically, 500-1000 triggers with gives 1 million samples of noise measurement are aver-
aged in order to obtain a sufficient set of data necessary to reduce the uncertainty in the
calibrated system gain and input noise temperature.
3.4 Conversion of acquired data at digitizers to device
output
Having the system gain and input noise temperature, the next step is to correctly interpret
the data acquired by the digitizer at room temperature and convert them back to the device
output variances and covariances. We will demonstrate the conversion by taking two cavity
modes as examples. This method can be extended to other modes in a straightforward
manner.
3.4.1 Interpretation of acquired data at the digitizer
To begin with, we want to make a connection between the acquired data and the signal
entering the digitizer. At the digitizer, the data is acquired as a time series of the I and Q
quadrature amplitude of the signals. The analysis can be started by considering the voltage
operator of a microwave signal in a transmission line, derived in [3]. For clarity, we will use
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the operators in the continuum limit, X̂(ω), P̂(ω) to denote room temperature quadrature
terms, and Â(ω), Â†(ω) as the room temperature bosonic operators. To achieve consistency,
we will use the lower-case letters to denote the device output operators, i.e. x̂(ω), p̂(ω) as
the device output quadrature terms and â(ω), â†(ω) as the device output bosonic operators.





we define the quadrature operators from bosonic operators with a prefactor of one. The
voltage operator in time domain has the form











We can separate the quadrature terms by considering the cos and sin components















P̂(ω) sin (ωt− kx)
= Î(x, t) + Q̂(x, t).
Starting with the Î(x, t) term and letting the digitizer sit at x = 0, we can compute the
variance at room temperature over a bandwidth BW centered at ω0,
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= δ(ω−ω′), and the different frequency modes are orthogonal




= SXX(ω)δ(ω−ω′), where SXX(ω) is the

















dωSXX(ω)ω (cos 2ωt+ 1) . (3.3)
In the measurement the 2ω component will be filtered out over the time average. We
will also evaluate the integral uniquely over a narrow bandwidth, 2πBW , determined by
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the sampling frequency around a center frequency, ω0. Finally, assuming a flat output
spectrum over the bandwidth of interest,
















which is measured in a unit of number of photons per second per Hertz. The other variances
and covariances can be interpreted in a similar way; thus the derivations are not repeated
here.
3.4.2 Conversion of operators from room temperature to device
output
In the previous section, we have connected the spectral density to the acquired data from
the measurement. Next, we need to find out how the spectral density is scaled by the
amplifier chain.
System output variance
The scaling can be conveniently analysed using discrete mode bosonic operators. Follow






Gk − 1ĥ†k for mode k, (3.5)
where âk, Âk are respectively the input and output bosonic operators of the amplifier chain.




bosonic operator of the added noise by the system. For the variance in mode 1,〈
X̂21
〉


































= G1〈x̂21〉+ (G1 − 1)〈x̂2HEMT,1〉, (3.6)
where we denote the added system noise by 〈x̂2HEMT,1〉 for mode 1.
Next we derive the output 〈x̂21〉 from the device, by assuming the device works as an
ideal two-mode squeezer (see Eq. (4.4),(4.5)). Here we have the device output variance as
〈x̂21〉 = 〈x̂in1 x̂in1 〉 cosh2 r + 〈x̂in1 x̂in2 〉 cosh r sinh r
+ 〈x̂in2 x̂in1 〉 sinh r cosh r + 〈x̂in2 x̂in2 〉 sinh2 r
where the superscript in refers to the input state. For simplicity, we assume that the
initial states are quantum thermal states at temperature T1 and T2. With these states,
the expectation values of the photon nonconserving terms vanish. We can then apply the











































+ (g1 − 1) coth
~ω1
2kBT2













where g1 = cosh
2 r is the power gain of the parametric amplifier. r is the squeezing
parameter by a SPDC, which will be detailed in section 4.1. In the last two lines we have
used the thermal photon distribution 〈â†â〉Thermal = 1/(e~ω/kBT − 1).
3.4.3 Room temperature output with pump on and off
By substituting (3.7) to (3.6), we can describe the signal output of the amplifier chain for
the two cases with the pump turned on and off.
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Pump ON
With the pump turned on we keep g1 in the equation, as given by the gain of the parametric
amplification. The system output for mode 1 is then given by










+ (G1 − 1)〈x̂2HEMT,1〉. (3.8)
Pump OFF
With the pump turned off, we simply set g1 = 1 in Eq. (3.8) and get
〈X̂21 〉OFF = G1 coth
~ω1
2kBT1
+ (G1 − 1)〈x̂2HEMT,1〉. (3.9)
3.4.4 Device output variance
The device output variance can be obtained from the ON-OFF measurement. By subtract-
ing the ON data by the OFF data,








where we assumed that the amplified system noise is the same for both the ON and OFF
case. The device output variance is then given by
〈x̂21〉 =







Similar to many entanglement measures, the device output variance here is derived for
discrete modes, which are an approximation. To make a connection to the acquired data,
we think of our continuous modes as being made up of a density of discrete modes. Thus,
we can associate the discrete variance with the continuous variance per unit bandwidth
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(spectral density) by relating the discrete mode operators to the signal spectral density,











Note that the coth() term represents the input quantum noise that must be added back to
the measured noise. This is because, when measuring the OFF power, the input quantum
noise is also measured. If this is not properly accounted for, then we may erroneously infer
entanglement when it does not exist. Thus, it is important to characterize the temperature
of the input field properly. The other quadrature variances can be computed similarly.
3.4.5 Device output covariance
Similar to the variance conversion, the covariance from the device can be computed as
a scaling of the acquired data at room temperature. Consider the room temperature















































where we assume that the input quantum noise and HEMT noise are uncorrelated. Fur-
thermore, we assume (and measure) that the amplifier noise at different frequency is not










3.5 Other measurement considerations
3.5.1 ON-OFF chopped measurement
From section 3.4.4, we need to perform a pump ON-OFF subtraction for the RT-measured
signals in order to remove the amplifier noise and obtain the device output variance. The
signal power in our system is measured by the number of photons per second per Hertz
(photon/s/Hz). With our HEMT amplifier, the noise power spectral density ranges from
25− 40 photon/s/Hz over the 4− 8 GHz measurement bandwidth. Thus, the noise power
is rather large compared to the 1 − 5 photon/s/Hz of the device output signal power.
Unfortunately, the noise power is not stable and can drift a few percentages over a long
measurement. As a result, subtracting the average of a long acquisition of ON signal by
another long acquisition of OFF signal can result in a large systematic error in the device
output variance.
One solution here is to perform repeated ON-OFF chopped measurements each within a
short period of time, in order that the OFF signal be subtracted from the ON signal before
a significant drift in system noise has occurred. An accurate ON-OFF signal difference
can then be obtained by averaging over each of the measured differences. This approach
is employed for most of the data acquisition considered in this thesis.
3.5.2 Digitizers triggering for correlation measurement
In order to maximize the measurable correlation between two or more signals, the sampling
of the digitizers must be highly synchronized. In practice, this is done by making sure that,
firstly, the digitizers are triggered by a single external trigger signal so that they start to
acquire data at the same time. Secondly, the sampling clocks of the digitizers should have
zero relative phase. Establishing a relative phase at a low sampling frequency will lead to
a computation of correlation between different time with the two sets of data.
The former phase can easily be achieved by ensuring that the two digitizers are always
armed before a software trigger signal has been sent through a star trigger. The second
requirement can be solved by having all the digitizers use the same digital sampling clock.
In case multiple digitizers are used, the phase of the sampling clocks should be individually
adjusted until all the clocks are in phase. For example, with Aeroflex 3036, the phase
adjustment can be done by temporarily increasing and decreasing the sampling frequency




Two-photon parametric interactions have a long history in experiments. Their quantum
mechanical properties were first studied with optical systems in 1980s, where SPDC pro-
cesses were used to generate photon pairs [30, 31] and have since become an important
nonclassical light source. With the advancement in circuit QED, similar experiments in
the microwave regime began to prevail around 2010 and have since come a long way.
Ground-breaking experiments include the generation of two-mode squeezed signals [7] cor-
responding to continuous variable (CV) entanglement, and also the parametric coherent
coupling between two signals [8]. Later, it was realized that by combining two parametric
processes it was possible to extend the two-mode entanglement to three modes and beyond,
generating what is known as multipartite entanglement [32, 33].
We will explore the properties of two-photon parametric processes in this chapter with
experimental results. In the first section we lay out the theory for TMDC which gener-
ate entanglement. Then, we explore the theoretical predictions with experimental data
and verify the entanglement in our output signal. Finally, we consider the experimental
generation of tripartite entanglement and perform different verification on the results.
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4.1 Two-mode downconversion - Theory
4.1.1 Output operators of two-mode downconversion

















. Since ĤTMDC is often applied for a fixed time t, we characterize
the degree of squeezing through the squeezing parameter r = gt. From Eq.(4.1), we can
express the output âk(r) for TMDC in terms of the input vacuum state operator âk(0) as:
mode 1
â1(r) = â1(0) cosh r − iâ†2(0)eiθ sinh r
â†1(r) = â
†




â2(r) = â2(0) cosh r − iâ†1(0)eiθ sinh r
â†2(r) = â
†
2(0) cosh r + iâ1(0)e
−iθ sinh r
(4.3)
As a convention, the two output modes are often called signal and idler.
4.1.2 Continuous-variable correlation between two modes
Each frequency mode in a cavity can be approximately understood as an independent
harmonic oscillator. The quadrature terms, usually noted as the position x and the mo-
mentum p of the oscillator, or by the I and Q microwave convention, respectively, refer to
the real and imaginary part of the amplitude of the frequency mode. In this chapter, they








. Similar to the bosonic operators above,
the quadrature operators can evolve with TMDC. For simplicity, in the following section
we have chosen a pump phase θp = π/2. Thus, the quadrature operators are
x̂1(r) = x̂1(0) cosh r + x̂2(0) sinh r
p̂1(r) = p̂1(0) cosh r − p̂2(0) sinh r (4.4)
x̂2(r) = x̂2(0) cosh r + x̂1(0) sinh r
p̂2(r) = p̂2(0) cosh r − p̂1(0) sinh r (4.5)
With the above expressions, by computing the covariance 〈x̂1x̂2〉 and 〈p̂1p̂2〉 we can see
that the correlation structure takes the form 〈x̂1x̂2〉 = −〈p̂1p̂2〉 in the case of TMDC.
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4.1.3 Connection between correlation and entanglement
Entanglement can be roughly related to the uncertainty in the relative position and total
momentum of two objects [34]. These can be expressed as the variance of the combined
variables x1 − x2 and p1 + p2 [35]. In separable systems these variances will not go below
a certain classical bound.
With harmonic oscillators, the analogy is that entanglement is related to the uncertainty
of the relative quadrature amplitudes between two modes. Thus, we can study how the
uncertainty changes as two thermal vacuum states evolve under the TMDC Hamiltonian.
For instance, using Eq (4.4) and (4.5), we can observe a drop in the variance of the combined
quadratures x̂1 − x̂2 and p̂1 + p̂2 with increasing squeezing, r. For x̂1 − x̂2,






























Similarly, for p̂1 + p̂2,
Var (p̂1(r) + p̂2(r)) =
〈
(p̂1(r) + p̂2(r))
2〉− 〈(p̂1(r) + p̂2(r))〉2











Here, we assume that the input is a thermal vacuum state such that the first moments
are zero. As the variances drop below that of two cold vacuum states, the modes become
entangled. For maximally entangled continuous variable states, their variances reduce to
zero.
To understand the effect of a thermal input state with finite temperature, we simply
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substitute the input state variances with thermal photon distributions, e.g.















With a high temperature thermal state and a small amount of squeezing, the output
variances can be higher than that of a cold vacuum state and no entanglement is present.
This motivates the need for a proper thermalization of the cavity in order to generate
entanglement.
The above discussion was intended to give a simple physical picture of entanglement
in a CV system. In the next section, we will outline a general entanglement verification
method for Gaussian CV systems.
4.1.4 Entanglement verification by PPT criterion
A more sophisticated method for continuous variable entanglement verification is the
positive-partial transpose criterion (PPT) [36] based on the covariance matrix of the signals.
This method works for testing Gaussian output states which contain pair-wise correlation.
It is thus suitable for the TMDC states. In a later section we will also apply this method
to test for tripartite Gaussian entangled states.
For Gaussian states generated by quadratic Hamiltonians, such as the TMDC Hamilto-
nian, the output state is fully characterized by the 2N × 2N covariance matrix V of the x
and p voltage quadratures of the propagating modes. We collect the N−mode quadrature
operator terms into a vector operator K̂ = (x̂1, p̂1, x̂2, p̂2, . . . , x̂N , p̂N)
T , and we define the




/2, assuming the modes are mean-zero.
Physicality of covariance matrix
The first step in the PPT test is to verify if the measured covariance matrices are physical.
To be physical in a classical sense, V needs to be real, symmetric and positive semidefinite.
To be physical in the quantum sense, V must also obey the Heisenberg uncertainty princi-
ple. The uncertainty principle can be expressed in terms of the symplectic eigenvalues [37],
νi of V, which are found by diagonalization of V through a canonical transformation of K̂.
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As an example, for a two-mode state,
Ω =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 . (4.8)
With this definition, the symplectic eigenvalue can be calculated as the absolute values of
the regular eigenvalues of iΩV. Using these definitions, the uncertainty principle requires
νi ≥ 1 for all i.
Separability of the PPT covariance matrix
If V of an output state passes the physicality tests, we can then proceed to test the state
for separability using the PPT criterion, as depicted by Fig. 4.1.
Figure 4.1: An illustration of the positive partial transpose test. Beginning with the
original covariance matrix V, a partial time-reversal is applied to one of the partitions, e.g.
mode i of the multimode system. Then the partial time-reversed output state is checked
again if it still obeys the uncertainty relations as a physicality test. If the output state is
still physical, it means the subsystems in the original state, represented by V, were not
entangled. If the partial time-reversed matrix failed the test, it implies that the subsystems
described in V were entangled.
The principle behind the PPT criterion is that if we time-reverse a subsystem (a par-
tition) of a multimode entangled state, then the resulting total state will be unphysical.
Thus, testing for entanglement then corresponds to confirmation that the covariance matrix
of the partially time-reversed state Ṽ is unphysical1. In our covariance matrix description,
1The PPT test was originally applied to test a density matrix, where the test of physicality is to check
if the matrix is positive semidefinite. The partial transpose of a density matrix corresponds to a partial
time-reversal on the subsystems.
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partial time-reversal corresponds to changing the sign of a subset of the p quadratures. For
instance, for a 1-mode—(N-1)-mode bipartition of the total state which attempts to sep-
arate mode i from other modes, the corresponding transformation is V → Ṽ = ΛiTVΛi,
where Λi = diag (a1, a2, . . . , a2i, . . . , a2N) is a diagonal matrix with all a = 1 except






We note that a commonly quoted measure of entanglement in continuous variable system
is the logarithmic negativity, which is a function of νmin, specifically,
N ≡ max [0,− ln (ν̃min)] > 0.
General entanglement bound for two-mode states
For a two-mode state, the entanglement bound from the PPT test can be expressed as




















P = (P1 + P2)/2
δP = (P1 − P2)/2
C = (〈x̂1x̂2〉 − 〈p̂1p̂2〉)/2
we can find a simple expression for the entanglement condition defined by ν̃min, where it
requires
ν̃min = P −
√
δP 2 + C2 < 1. (4.10)
4.2 Two-mode downconversion - Experiment
4.2.1 Measurement setup
From the fridge AC circuit described in Fig. 3.2, the output signal at room temperature is













Figure 4.2: The room temperature signal routing for the two-mode downconversion mea-
surement. The output signal from the fridge is first amplified by a chain of two low-noise
amplifiers. After the amplifiers, the signal is split into two paths, where each goes through
an image-rejection filter and is then digitized. The digitizers each gives the time-series I
and Q quadratures data, centered at the frequency modes.
Measurement scheme
The quadrature signals are acquired using the ON-OFF chopped measurement with the
ON acquisition and OFF acquisition each taking one second. Within the digitizers, an
analogue heterodyne mixing followed by direct digital downconversion of the IF signal
produces the sampled I and Q quadratures used in the correlation measurements. The
incoming signal is first downconverted to an IF which is sampled at 250 MHz, then, the
FPGA gives I and Q samples at a maximum rate of 200 MS/s. We then choose to digitally
downsample the I and Q samples to 1 MHz which defines the bandwidth (BW ) for the
signal conversion detailed in section 3.4. We note that the choice of BW can be set to as
high as 200 MHz, limited by the FPGA.
In the acquisition, 200 or more triggers worth of data are acquired and averaged to
obtain a sufficiently high signal-to-noise ratio for the TMDC measurements. From each
trigger we obtain 1 million samples of the I and Q quadratures from each digitizer. The I
and Q samples are internally calibrated so we can convert the input signals into powers.
Following the TMDC output measurement, the system is immediately calibrated for the
system gain and input noise temperature using the SNTJ (see section 3.3).
The variance and covariance terms between the two modes are then calculated, followed
by a conversion using the system calibration (see section 3.4.4) to give the variance and
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covariance referred to the device output. We then form the N-mode covariance matrix:
V1,...,N =

x1 p1 . . . . . . xN pN
x1 〈x1x1〉 〈x1p1〉 . . . . . . 〈x1xN〉 〈x1pN〉













xN 〈xNx1〉 〈xNp1〉 . . . . . . 〈xNxN〉 〈xNpN〉
pN 〈pNx1〉 〈pNp1〉 . . . . . . 〈pNxN〉 〈pNpN〉

. (4.11)
With a two-mode covariance matrix V1,2, at least 10 individual terms corresponding to
the upper triangle needs to be computed to fully characterize the output.
4.2.2 Selection of effective pump phase
From Eq.(4.1), we observe that there is a degree of freedom in choosing the pump phase. In
practice, all the local phases of the digitizer LOs, and the phases picked up by the signals
throughout the transmission, including the pump phase, play a role in determining the
final, effective phase of TMDC.
To understand the effect of a different pump phase, we take a step back and consider
the general form of the correlators, e.g. 〈x̂1x̂2〉 and 〈x̂1p̂2〉 by including the pump phase.




â1 cosh r − iâ†2 sinh reiθp + â
†





â2 cosh r − iâ†1 sinh reiθ + â
†
2 cosh r + iâ1 sinh re
−iθ
)〉




â1 cosh r − iâ†2 sinh reiθp + â
†





â2 cosh r − iâ†1 sinh e−θp − â
†
2 cosh r − iâ1 sinh re−iθp
)〉
= −2 cosh r sinh r cos θp. (4.13)
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The overall covariance is split between the two groups of correlators, 〈x̂1x̂2〉 , 〈p̂1p̂2〉 and
〈x̂1p̂2〉 , 〈p̂1x̂2〉. Thus, computing one set alone could underestimate the actual covariance
that the state contains. Second, due to the relative negative sign between Eq. (4.12)
and (4.13), directly averaging the data taken throughout a long acquisition can wash out
the covariances as the relative phases of the pump and LOs drift.
To solve this problem, we can digitally rotate the phase of the data to select an effective
θp for Eq. (4.12) and Eq. (4.13). With the measured quadrature data, we can rotate one




1, using the following expressions,
x′1 = x1 cos θc − p1 sin θc
p′1 = p1 cos θc + x1 sin θc, (4.14)
where θc is the correcting phase. θc depends on the amplitude of the four covariances
〈x1x2〉 , 〈x1p2〉 , 〈p1x2〉 , 〈p1p2〉. For TMDC it takes the form




With the above rotation, the covariance will be contained only by the correlators 〈x′1x2〉
and 〈p′1p2〉, and the other correlators 〈x′1p2〉 and 〈p′1x2〉 will become zero. This is essentially
a diagonalization of the cross-correlation sector of the covariance matrix Eq. (4.11) where
we are placing the matrix into a standard form (for two modes) [38],

x1 p1 x2 p2
x1 P1 0 C 0
p1 0 P1 0 −C
x2 C 0 P2 0
p2 0 −C 0 P2
. (4.16)
We note that this phase rotation cannot change the symplectic eigenvalues of the matrix.
Trigger jitter
In measuring covariance, one additional problem is trigger jitter between the digitizers.
Trigger jitter means that one digitizer could start to collect time-series data one time bin
(= one microsecond in our measurement) before or after the other digitizer. As a result,
in some triggers we need to shift the time series data of one digitizer when computing the
covariance. This can be seen by plotting the covariance of the signal against different time
delay between the two sets of time-series data (see Fig. 4.3).
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4.2.3 Error analysis
Here we analyse the acquired data to justify that our ON-OFF chopped measurement
was able to remove the drifting system noise. It also helps us to put error bars on our
measurements. With the measured quadrature voltages I and Q being Gaussian random
variables with variance σ2 (which is a very good assumption), the square quadratures I2, Q2





























Var(y) = Var(I2) = Var(Q2) = 2σ4. (4.20)
If we then think of averaging a number of measurements, N , of I2i , Q
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which is the theoretical prediction for the uncertainty in our variance and covariance mea-
surements.
To confirm that we successfully remove the drift of our system and that our averaging
is effective, we can compare this theoretical prediction to the measured variance (of the
variance) as a function of N . Without performing the ON-OFF subtraction, we find that
the experimental values agree well with the theoretical predictions up to N ∼ 106. Beyond
this point, the raw ON or OFF values saturate, indicating drift in the system. Including
the subtraction, we only start to see saturation at the level of N ∼ 109.
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In the following sections, we calculate the error bars for the measurements. We start by
analysing the propagation of error in the variance and covariance terms of the covariance
matrices.
Error in variance at the device output
A number of the scale parameters in (3.11) and (3.12) have their own uncertainties, which
will contribute to the final uncertainties in V. Starting from the uncertainties of the raw
variance and covariances, described above, standard propagation-of-error formulas were
then used to calculate the uncertainties of the scaled values at the device output. The
error calculation was performed for each element of V. These error terms can be gathered
in the form of an error matrix, Vσ, which has the same dimension as V. As described below,
these error matrices were finally used to calculate the error in the various entanglement
measurements.
Considering (3.11), for mode i, in the first term we have:






















• giving the total error in the first term as σ1st = K × σquotient.
For the second term, we have:




























which will form the diagonal of the error matrix Vσ.
Error in covariance at the device output
Considering (3.12), for mode i and j, we have:







• the error in numerator
σIiIj = measured error in 〈ÎiÎj〉,
















giving the total error in the calculated device output covariance












which corresponds to the off-diagonal terms in the error matrices.
52
We can then form the error matrices in the same way as the covariance matrices
Vσ =

x1 p1 . . . . . . xN pN
x1 σ〈x1x1〉 σ〈x1p1〉 . . . . . . σ〈x1xN 〉 σ〈x1pN 〉













xN σ〈xNx1〉 σ〈xNp1〉 . . . . . . σ〈xNxN 〉 σ〈xNpN 〉
pN σ〈pNx1〉 σ〈pNp1〉 . . . . . . σ〈pNxN 〉 σ〈pNpN 〉

.
Error analysis for two-mode entanglement bound
To estimate the error in ν̃ (Eq. (4.10)), we consider the following error propagation:

































δP 2 + C2








With the measurement scheme and data analysis method for TMDC output introduced, we
can now proceed to compute the covariance. As a first step of the measurement, we measure
the covariance between the I,Q quadratures at room temperature. In the measurement of
TMDC, we considered the modes at 4.204 GHz and 6.155 GHz. The pump frequency is
simply the sum at 10.359 GHz. A range of pump power was considered in order to study
how the output varies with the pump strength.
Correlation in two-mode downconversion
Due to the possible trigger jitter and other possible causes of asynchronization in signal
acquisition, it is necessary to compute the covariance over a range of time delays τ between
two sets of I,Q data, e.g. 〈I1(t)I2(t+ τ)〉. This can be computed digitally by shifting the
data sample-wise when calculating the covariance. In the measurements presented here,
the sample period is 1 µs, corresponding to the inverse sampling frequency. The result is
shown in Fig. 4.3. We digitally rotated the data according to section 4.2.2 to maximize
the covariance in 〈I1I2〉 and 〈Q1Q2〉. We can clearly see the TMDC correlation structure





























Figure 4.3: Two-mode covariances in a two-mode downconversion. The measured data is
digitally rotated to maximize the covariance in 〈I1I2〉 and 〈Q1Q2〉. As expected, we observe
〈I1I2〉 = −〈Q1Q2〉.
The shape of the correlation functions with time delay is determined by the bandwidth of
the time traces.
Two-mode entanglement in the output signals
Taking the trigger jitter into account, we select the time delay with the maximum covari-
ance and form the following 2× 2 covariance matrix V1,2:
V1,2 =

1.51 0.00 1.03 0.00
0.00 1.51 0.00 −1.03
1.03 0.00 1.51 0.00
0.00 −1.03 0.00 1.52
 ,Vσ =

0.004 0.002 0.002 0.001
0.002 0.005 0.001 0.002
0.002 0.001 0.003 0.002
0.001 0.002 0.002 0.003
 .
The minimum eigenvalue of the matrix is λmin(V1,2) = 0.480 ± 0.003 > 0, thus, the
matrix represents a physical state in a classical sense. Next, to check if it fulfills the uncer-
tainty principle, we compute its symplectic eigenvalue. We find νmin = |λ (iΩV1,2)|min =
1.104 ± 0.004 > 1, the matrix represents a physical state in a quantum sense. Finally, to
verify entanglement, we perform the partial time-reversal operation on our state by the




= 0.481± 0.002 < 1, meaning that the state is no longer physical.






















Differenced signal power (PM) [pW]
 Quantum source
 Classical source
 Classical bound = 1
Figure 4.4: A plot of ν̃min of TMDC and a classical source. ν̃min of the partial time-reversed
TMDC signal clear goes below the classical bound, with the amount of entanglement in-
creases with increasing output power as expected, though the increase slows down possibly
due to loss and undesired nonlinearity. In a separated measurement, not shown here, a
minimum was observed. Conversely, ν̃min of the classical signal generated by a classical
source (see section 5.2.1) hovers around the classical bound and never drops below it.
We can vary the device output power by varying the pump power. By measuring
ν̃min for different output powers, we study the relations between the output power and
the amount of entanglement in TMDC. The result is shown in Fig. 4.4. The symplectic
eigenvalues of the TMDC signals clearly shows a violation of classical bound, with the
violation increasing with higher output signal power produced by stronger pumping. The
increase slows down as output power has increased possibly due to the device starting to
perform nonideally due to the presence of undesired nonlinearity. We compare this to the
results for an ideal classical source (see section 5.2.1) which hover around the bound, but
do not violate it.
4.3 Coherent coupling between two modes
In order to extend the Gaussian entanglement to three modes, we will first review another
important two-photon parametric interaction given by the SQUID. It is a signal coupling
process similar to the beam-splitter coupling in quantum optics. With multiple modes
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coupled through a SQUID, it is possible to couple the signal in one mode to another with
selective coupling strength. Importantly, the coupling is coherent in a sense that the two
coupled signals keep a constant phase relationship determined by the pump signal. This
is essential to allow quantum information to transfer from one mode to another. In the
following we will call it coherent coupling (CC).
To study the process, a similar analysis to section 2.2.2 can be performed. Now instead
of setting the pump frequency to the sum of two modes, coherent coupling requires the
pump frequency to be set at the exact difference of the two coupled modes. As a result, it
has the following effective interaction Hamiltonian:




Solving the associated HEM, we get output operators (by choosing the pump phase to be
θp = −π/2):
mode 1
â1(t) = â1(0) cos r + â2(0) sin r (4.24)
mode 2
â2(t) = â2(0) cos r − â1(0) sin r (4.25)
From the above expressions, we see that the process couples signal between the two modes
with a ratio given by the interaction strength r. When an input signal enters from a mode,
its power can be split according to the ratio, like a beam splitter. They are associated with
sin r (cos r) comparing to the sinh r (cosh r) carried by the squeezed state outputs. Thus,
the coupling represents a photon number conserving process.
Correlation in coherent coupling
Unlike in TMDC, with these output operators, we find, with the above choice of pump
phase, that the correlation structure gives 〈x̂1x̂2〉 = 〈p̂1p̂2〉 without the minus sign found
for squeezing, as shown in Fig. 4.5. Also, one can also easily check that the variance of the
combined variable Var (x̂1(r)− x̂2(r)) = Var (x̂1(0)− x̂2(0)) remains unchanged with the
coupling for any r. This indicates that, starting from thermal vacuum states, the coherent
coupling interaction alone does not give rise to two-mode entanglement, in contrast to


























Figure 4.5: Covariances of coherent coupling. The measured data is, again, digitally rotated
to maximize the covariance in 〈I1I2〉 and 〈Q1Q2〉. As expected the observed structure where
〈I1I2〉 = 〈Q1Q2〉 is different from the TMDC correlation.
4.4 Tripartite entanglement - Theory
Using the above two-photon parametric interactions, we will proceed to study an extension
of two-mode entanglement to more modes. By simultaneously performing two two-photon
parametric processes, earlier work demonstrated a type of quantum correlation, known
as coherence, between three microwave frequencies in a single resonator [39]. Further,
the same method can create a tripartite entanglement where three modes together ex-
hibit bipartite inseparability [32], [33]. This can be done experimentally by performing a
simultaneous, two-tone pumping.
4.4.1 Simultaneous parametric processes
To study the effect of the simultaneous pumping, we consider the following example of a
two-tone pumping scheme. From the previous discussions, we learnt that by pumping at
ωp1 = ω1 + ω2 we perform two-mode downconversion to mode 1 and mode 2. Meanwhile,
by applying a pump at ωp2 = ω3 − ω2, we coherently couple signals between mode 2 and
mode 3. When the two processes are performed simultaneously, we can observe an extra,
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indirect effective interaction between mode 1 and 3, which generates a correlation between
the two modes.
In order to understand the origin of this extra interaction, we can follow section 2.2.2
to study the effective interaction given by the two-tone pumping. By combining two pump
signals at room temperature and sending them to the device, the pump signals superimpose
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Using a similar derivation, we will obtain the effective interaction Hamiltonian which, by


















Consider the time-evolution brought by this Hamiltonian, using the BakerCampbellHaus-
dorff formula,
eX+Y = eXeY e−
1
2
[X,Y ] . . . (4.27)























which is an effective TMDC interaction between mode 1 and 3. We note that while there
are other terms in Eq. (4.27), the series eventually terminates due to the special structure
of the operators [32, 33]. We can focus on the effect brought by the commutator.
Now the effect of the simultaneous pumping is more understandable. It is equivalent
to not only applying two pumps sequentially, but also followed by a third effective pump
that introduces additional correlations. As a result, the simultaneous pumping potentially
entangles the two modes. This, therefore, hints at simultaneous parametric processes as a
possible way of generating entanglement among multiple frequency modes.
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4.4.2 Schemes for generating multipartite entanglement
Motivated by the above, we want to study multipartite entanglement with experiments.
As a first step, we consider two schemes for combined pumping in attempts of generating
tripartite entanglement.
Coupled-mode
The first scheme, proposed by [32], is the same as the example in the previous section. We












Figure 4.6: Coupled-mode scheme. The purple ellipses represent the two pump signals
applied simultaneously to the device for performing two-mode downconversion and coherent
coupling. Pump 1 down converts photons into mode 1 & 2, while pump 2 coherently swaps
the photons between mode 1 & 3.
In this scheme, pump 1 down converts photons into mode 1 & 2. This will create nonzero
correlation in the quadrature terms between the mode 1 & 2. The coherent coupling due
to pump 2 will then swap mode 1 & 3. As mode 3 is in the vacuum state, this operation
will transfer the downconverted photons from mode 1 to mode 3, effectively sharing the
downconverted signal between mode 1 & 3 with a ratio depending on the strength of pump
2. This creates an effective TMDC pumping between mode 2 & 3. There will be output
signal from all three modes with nonzero covariance among the modes.
Bisqueezing
The second scheme called bisqueezing in [33] simultaneously applies two downconversion














Figure 4.7: Bisqueezing scheme. The purple ellipses represent the two pump signals applied
simultaneously to the device. Pump 1 down-converts photons into mode 1 & 2, while pump
2 down-converts photons into mode 1 & 3 at the same time.
These schemes can be understood more intuitively for one will expect entanglement
arising naturally from the downconversion to mode 1 & 2, and mode 1 & 3. What was not
obvious is, however, while mode 2 never directly interacts with mode 3, a similar covariance
structure to a coherently coupled pair 〈x̂2x̂3〉 = 〈p̂2p̂3〉 can be detected between them. This
implies that mode 2 & 3 were coherently coupled in some senses, again, giving rise to a
nontrivial tripartite covariance structure which multimode entanglement maybe detected.




Coupled-mode 4.2039 6.1551 7.5538 10.359 3.3499
Bisqueezing 4.2042 6.1553 7.5545 10.359 11.7587
Table 4.1: Mode and pump frequencies for each scheme. In the coupled-mode (CM)
scheme, the first pump frequency is the sum frequency of modes 1 & 2, while the second
pump frequency is the difference frequency between modes 1 & 3. In the bisqueezing (BS)
scheme, the two pump frequencies are the sum frequencies of modes 1 & 2 and modes
1 & 3.
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4.4.3 Tripartite entanglement verification
To verify the tripartite entanglement given by the three-mode output states, we examined
two verification procedures.
Full inseparability
The PPT criterion and N suffice to fully characterize two-mode states, however, as one
might expect, classifying entanglement quickly becomes complex with increasing number
of modes. For three-mode results, early work [40, 41] suggested we can still classify entan-
glement based on the PPT criterion by considering the three possible bipartitions of the
state, as shown in Fig. 4.8.
.
Figure 4.8: All possible bipartitions of a three-mode output state. In our case we therefore
have bipartitions 4-67, 6-47 and 7-46.
Recall in the two mode case (see section 4.1.4), the PPT test checks if one mode can
be separated from the other. Similarly, in the three mode case, we can apply the PPT test
and check if any one mode can be separated from the other two modes, essentially testing
if any biparitions in Fig. 4.8 is possible. To perform the test, we simply apply the partial
time-reversal on one of the three modes. In terms of the three-mode covariance matrices,
similar to the two-mode case, this will render the resultant matrix, e.g. V4−67, unphysical
if the three-mode state contains tripartite entanglement.
The early work proposed a “highest” class of “fully inseparable” states, where all bipar-
titions are entangled, that is, the PPT test indicates inseparability of all three bipartitions.









It was later pointed out that [42, 43, 44], although this test ruled out that any one mode
was separable from the whole, it did not rule out that the state being a mixture of states,
each of which was separable. That is, there could still exist states of the form ρ = aρ1ρ23 +
bρ2ρ13 + cρ3ρ12, where a + b + c = 1, which are fully inseparable according to the above
definition. It was suggested that the term “genuine” tripartite entanglement be reserved for
states that cannot be written as such a convex sum. We note that this distinction between
full inseparability and genuine entanglement only exists for mixed states, so understanding
the purity of the state under study is important.
[43] derived a set of generalized inequalities to test for genuine tripartite entanglement.
In the simplest form, we define linear combinations of our quadratures u = h1x1 + h2x2 +
h3x3 and v = g1p1 +g2p2 +g3p3, where h and g are arbitrary constants to be optimized. We
can reduce the optimization space and simplify the bound by putting constraints on the
coefficients. We will use the two cases 1) hl = gl = 1, hm = hn = h, gm = gn = g, hg < 1
and 2) hl = gl = 1, hm = −gn, hn = −gm both with the search domain [−1, 1], and it was
shown that states without genuine entanglement satisfy the inequality
S ≡ ∆u2 + ∆v2 ≥ 2. (4.28)
Violating this inequality is only a sufficient condition for entanglement. A stricter bound
can be found by allowing all of the h and g to be optimized independently. This comes at
the cost of having to optimize the inequality in a higher dimensional search space.
4.5 Tripartite entanglement - Experiment
4.5.1 Measurement setup
We perform the measurement on the three-mode output states using two microwave dig-
itizers. While it would be ideal to use three microwave digitizers, a pair-wise acquisition
of data can be performed as the output state is Gaussian and, therefore, exhibits only
pair-wise correlations. With our simultaneous pumping schemes, the steady-state outputs
can be acquired sequentially as three pairs of mode, as pair 1 & 2, pair 2 & 3 and pair
1 & 3.
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Signal routing with IRFs
In practice, the use of image-rejection filters requires a more sophisticated RT signal rout-
ing, comparing to the TMDC measurement. While we can simply measure a pair of modes
and swap the filters, this requires a new system calibration each time it is done. Very
often we need to acquire a small amount of test data from each pair of modes in order
optimize the configurations, where making such frequent changes is problematic. In our
measurement, this is avoided by combining the image-rejection filters using a combination
of power splitters and RT microwave switch, as illustrated in Fig. 4.9.















Figure 4.9: A schematic of room temperature signal routing for the pair-wise acquisition of
three-mode output states. The circuit combines a microwave switch and power splitters to
allow image rejection for all three modes while measured using two microwave digitizers.
In Fig. 4.9, after amplification, the signal is first split into two paths. The lower path
goes through the IRF for the mode around 7 GHz, where the upper path is further split and
filtered to obtain the modes close to 4 and 6 GHz. When measuring the pairs of 4 & 6 and
4 & 7, the microwave switch connects to the upper path; when measuring the 6 & 7 pair,
the switch is toggled to the lower path. Using this circuit, no rewiring is needed apart from
electrically toggling the switch, allowing a more flexible measurement and configuration
optimization.
Measurement scheme
The measurement for the three-mode output state is very similar to the TMDC output
state, except now the same measurement needs to be repeated three times for the three
pairs of modes. We have typically acquired 1000 triggers worth of data for each pair
using the same ON-OFF measurement, where each trigger takes one second and gives
1 million samples. Similarly, pair-wise system calibrations are performed following each
measurement. From all three acquisitions, a total of 21 terms of the upper diagonal of the
three-mode covariance matrix V1,2,3 need to be computed.
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4.5.2 Error propagation for tripatite entanglement tests
Numerical error propagation for PPT criterion
We do not have a simple closed-form expression for ν̃min in the three-mode case. We will
therefore numerically calculate the errors for the three-mode case. We will also verify the
method by comparing numerically calculated results for the two-mode case to the analytical
formulas above.
To calculate the derivatives, we treat ν̃min as a function of the covariance matrix V
and numerically vary the individual elements of V around their measured values. These
variations are made with some constraints. First, we note that V is symmetric and vary
accordingly the off-diagonal terms in symmetric pairs, Vmn = Vnm. The diagonal terms are
varied individually.
With these constraints, we use the central difference method to calculate the partial
derivatives of ν̃min with respect to the elements {Vmn}. In more details, we calculate the








where ν̃±mn are the symplectic eigenvalues computed for V with Vmn replaced by Vmn ± d,
keeping in mind the symmetry considerations noted above. The variation d is chosen to
be an order of magnitude below the smallest error term.







where the summation is restricted to the lower triangle of the matrices (n ≤ m).
As a verification of our method, in the two-mode case we compared the numerically
estimated error to the analytical error for the example in section 4.2.4. We obtain σν̃ =
0.00226 and σν̃ = 0.00225, respectively, validating the method.
Error propagation for genuine tripartite entanglement
As explained in the main text and Ref. [43], genuine tripartite entanglement was studied
by computing the variances of linear combinations of the mode quadratures, namely u =
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h1x1 + h2x2 + h3x3 and v = g1p1 + g2p2 + g3p3, where the hi and gi are arbitrary real
constants. In particular, we examined the quantity S = ∆u2 + ∆v2. The error in S
can then be computed by a straightforward application of standard propagation-of-error



































+ 2 (g1g2 〈p1p2〉+ g1g3 〈p1p3〉+ g2g3 〈p2p3〉) .







































For the coupled-mode case, we measured the 6 x 6 three-mode covariance matrix for the
4, 6 and 7 GHz modes as
VCM =

x1 p1 x2 p2 x3 p3
x1 2.05 0.00 1.87 0.00 0.88 0.00
p1 0.00 2.04 0.00 −1.87 0.00 0.88
x2 1.87 0.00 2.85 0.00 1.56 0.00
p2 0.00 −1.87 0.00 2.85 0.00 −1.56
x3 0.88 0.00 1.56 0.00 1.79 0.00




Similarly, for the bisqueezing scheme, we measured the 6 x 6 three-mode covariance matrix
for the 4, 6 and 7 GHz modes as
VBS =

x1 p1 x2 p2 x3 p3
x1 3.91 0.00 2.34 0.00 2.78 0.00
p1 0.00 3.91 0.00 −2.33 0.00 −2.78
x2 2.34 0.00 2.28 0.00 1.45 0.00
p2 0.00 −2.33 0.00 2.28 0.00 1.45
x3 2.78 0.00 1.45 0.00 2.72 0.00
p3 0.00 −2.78 0.00 1.45 0.00 2.72

.
The correlations are color coded with significant positive (negative) correlations in blue
(red). We visualize the above matrices with the common 3D bar chart of correlation in
Fig. 4.10.
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Figure 4.10: 3D bar plots for the three-mode covariance matrices. (left) Coupled-mode
scheme. The two pairs of mode 1 & 2 and mode 1 & 3 are actively coupled by two
simultaneously applied pump tones. One pump produces TMDC in mode 1 & 2 and gives
the correlation structure 〈x̂ix̂j〉 = −〈p̂ip̂j〉. The second pump coherently coupled mode
1 & 3 and produces the correlation 〈x̂ix̂j〉 = 〈p̂ip̂j〉. While mode 2 & 3 are not directly
coupled by the pumps, they effectively exhibit the correlation structure of TMDC. This
agrees with the prediction by the commutator calculated in 4.4.1. (right) Bisqueezing
scheme. With TMDC simultaneous to mode 1 & 2 and mode 1 & 3 by the two pumps, we
have the expected TMDC correlation structure 〈x̂ix̂j〉 = −〈p̂ip̂j〉. While mode 2 & 3 never
directly interact, they exhibit a beam-splitter like correlation 〈x̂ix̂j〉 = 〈p̂ip̂j〉, as if they
were coherently coupled. Again, this agrees with the expectation from the commutator.
Full inseparability
Following the approach in the two-mode case, we first check to make sure the covariance
matrices for the CM and BS schemes are both physical. They are confirmed in Table. 4.2.
The results show a clear violation of entanglement bound for both schemes, indicating that
the three-mode output states generated in both schemes cannot be written as product states
of any bipartition of the modes. That is, the states are fully inseparable.
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Genuine tripartite entanglement
Further, we test the output states using Eq. (4.28) to further rule out the possibility
of expressing the three-mode states as a mixture of product states. As seen in the last
column of Table. 4.2, we observed clearly that the bound is violated, showing that we have
generated genuine tripartite entanglement with our output states.
ν̃min
λin νmin V4−67 V6−47 V7−46 N tri S
CM .39± .003 1.03± .002 .476± .002 .390± .002 .569± .002 .73± .005 1.49± .01
BS .30± .005 1.02± .002 .305± .003 .479± .004 .386± .004 .94± .012 1.19± .01
Table 4.2: Entanglement measures of the three-mode output states. The ν̃min column
reports the minimum symplectic eigenvalues for all three bipartition. The N tri column
reports the tripartite negativity. The S column reports the measure of genuine tripartite
entanglement in Eq.(4.28). The entanglement conditions are ν̃min < 1; N > 0; and S < 2.
Statistical errors are calculated using the numerical method described above.
With the above results, we conclude that device is capable of generating tripartite
entanglement. We note that the method employed can be scaled up to entangling more
number of modes by simultaneously applying more pump tones. In terms of limitations in
our device, the degree of entanglement appears to be limited the purity of the states. We
observe that the purity of the states simultaneously declines when the cavity is pumped
harder. This suggests a nonideality such as higher-order nonlinearities or parametric cou-
pling to other modes. In the future, more work can be dedicated to improving the purity
of the states, as well as attempting to entangle more modes.
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Chapter 5
An application of TMDC:
Quantum-enhanced noise radar
As demonstrated in chapter 4, the two output modes, i.e. the signal and idler beams,
generated by TMDC exhibit strong quantum correlations which are a form of entanglement.
In particular, the correlations can be stronger than anything allowed by classical physics,
giving the TMDC output a “quantum advantage”. The correlations appear to be very
robust in the presence of background noise and loss, as shown by a significant amount of
covariance detected at room temperature (see section 4.2.4). Recent work has explored the
use of these entangled beams for various applications, such as improving the sensitivity of
radar and other target detection technologies [45, 46, 47]. The class of applications is often
broadly referred to as “quantum illumination” (QI).
In this chapter, we will study one potential application of QI where we attempt to im-
plement a form of noise radar using the TMDC signals. Recent experiments have demon-
strated the basic principle of QI using TMDC at optical frequencies [48, 49, 50]. These
are important results, however, conventional radar systems typically work at microwave
frequencies. For this reason, it is of interest to study and possibly demonstrate QI in mi-
crowave regime. Recent work has studied some technical challenges of microwave QI and
found them to be comparable to optical QI [51, 52, 53].
In the QI protocols mentioned above, it is assumed that the idler beam is maintained
in vivo, for example, by running it in a lossless delay line or a quantum memory device.
It is meant to be combined with the returning signal beam for performing a joint mea-
surement, such as an interference measurement. While theoretically a joint measurement
offers the best possible quantum performance, it creates problems which prevent it from
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being practical. Notably, it essentially requires foreknowledge of the range of the target
to be detected in order to allow the signal and idler to be combined at the same time for
correlation.
We propose a novel protocol that we call quantum-enhanced noise radar (QENR). In
our implementation, we relax the challenging requirement of joint measurement required
by the existing protocols. This makes our schemes much more practical when compared to
others. While giving up the joint measurement it may cause a reduction in the theoretical
signal-to-noise ratio due to the additional noise from the amplifier. Here we note that the
additional noise is small compared to the ambient noise and loss expected in any prac-
tical application. We will present a proof-of-principle experiment where we demonstrate
a quantum enhancement in the detected signal-to-noise ratio of an order of magnitude.
This is achieved by comparing the performance of an entangled-photon source to an ideal








Figure 5.1: Cartoon of the proposed quantum-enhanced noise radar protocol. Amplifiers
are used to measure both quadratures of the signal and idler. The idler beam is immediately
recorded as a classical copy, while the signal beam is projected into the detection region. A
second receiver will detect any returning signal beam. A detection event is inferred when
the received signal correlates with the idler, indicating that a target is present and has
reflected some parts of the signal beam.
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5.1 Noise radar
We start by describing some basic principles of a noise radar. With a transceiver, the
signal source emits a probe beam which is digitally designed to appear as noise, e.g.,
a continuous wave signal amplitude-modulated by a known Gaussian distribution. The
receiver then continuously probes for any possible reflections of the emitted beam by a
potential target. The reflected beam can be distinguished from the ambient noise by
measuring the correlation between the received beam and the digital record used to generate
the emitted beam. When the two correlate, a reflection is inferred and we learn that a
target is present.
Noise radar has gained more attention because of the inherent difficulty in detecting
the probe beam against the ambient thermal background noise [54, 55], essentially making
the detection process invisible from the point of view of the target.
5.1.1 Quantum-enhanced noise radar
Our QENR protocol relies on the fundamental property of TMDC. An important charac-
teristic of TMDC is that if one individually measures the signal or idler beams, they appear
simply as thermal noise. It is only when both beams are measured and compared against
each other that the strong correlation can be observed. The apparent thermal nature of
the individual signal and idler enables us to utilize them in a noise radar.
In our scheme (see Fig. 5.1), the sensing transceiver will contain a TMDC source.
One of the generated beams, say the idler beam, will be measured immediately by the
transceiver, converting it into a classical record that can be copied and stored. The signal
beam will be transmitted into the detection region. On the receiver side, the returning
signal is then measured and also converted into a classical record. Instead of simply probing
the amplitude or power of the returning signal, the signal and idler records are correlated
digitally over an arbitrarily long time delay (see section 4.2.4). When a correlation is
detected we know that the target is present, having reflected some part of the signal beam.
Conversely, even if the receiver detects high power background noise from the environment,
that noise will be uncorrelated with the idler and, thus, rejected.
The key advantage of the QENR protocol is that quantum mechanics makes it possible
for the correlations between the signal and idler beams in TMDC to be significantly stronger
than those allowed for classical beams. Due to this, it is predicted that the detection
efficiency of a QENR system could exceed that of a classical system using the same beam
power.
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5.2 Experimental setup for quantum and classical il-
lumination comparison
In our proof-of-principle experiment, we will compare various properties of quantum illu-
mination from TMDC with that of a classical illumination from a classical source. Here
we briefly introduce the setup designed around a direct comparison of the two types of
illumination.
5.2.1 Illumination sources
Source of quantum illumination
Quantum illumination is given by the TMDC outputs generated from our device. In the
measurement of quantum illumination, the input port to the device is terminated with
50 Ω termination at room temperature. The cavity modes are then in a cold vacuum state.
Then, following section 4.1, we pump our device at the sum frequency of two modes, which
perform SPDC to the modes and provide the signal and idler beams. In the experiment,
we will stick to the same frequency configuration introduced in section 4.2.4.
Source of classical illumination
Meanwhile, the classical illumination considered here is an ideal classical analog of our
quantum signal. It is represented by a pair of classically correlated beams which saturate
the classical bound. To make the closest possible comparison, the beam should exhibit the
same correlation structure as TMDC. These ideal classical beams can be generated at room
temperature using readily available microwave equipment. We use a vector generator to
generate band-limited Gaussian noise centered roughly at 1 GHz. This noise is then mixed
with a carrier at approximately 5 GHz. This creates two sidebands of noise beam that have
the same correlation structure as our TMDC source. In the experiment, the frequencies
are selected such that the center frequency of the sidebands exactly matched our quantum
signal and idler beams in section 4.2.4. At room temperature, we have verified that the
correlation between the classical signal and idler sidebands is 99% (see Fig. 5.2). It is only
limited by small experimental imperfections, e.g., nonideal behaviour of the mixer.
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5.2.2 Signal routing for comparing quantum and classical beams
In the experiment, the signal and idler beams were always guided through cables and no
antenna was used. This configuration represents the situation where a target is present
and has reflected part of the beam. Meanwhile, the system noise and cable loss plays the
role as the ambient noise and loss in a radar operation. We can thus focus on our goal to
compare the performance of the quantum and classical beams as the probe.
The quantum beams emitted by our device travels through the amplifier chain to dig-
itizers at room temperature as described in section 3.2.2. To directly compare classical
beams and quantum beams, we inject the classical beams into the cryostat from the in-
put (see Fig. 5.2) and attenuate them down to single-photon level. The injected classical
beams are reflected off the unpumped cavity device where they then enter the amplifier
chain in the exact same way as the quantum beams emitted by the device. As a result,
the quantum and classical beams are scaled by the same system gain and have the same
amount of system noise added. This is crucial for our comparison scheme, allowing us to
directly compare the two types of beams using the RT measured data alone.
Quantifying the power of illuminations
We can quantify the source output by the measured beam power Pi for mode i, and the
measured covariance between two beams C. When comparing the quantum and classical
cases, due to the low beam power and the drift in system noise (see section 3.5.1), it is
often necessary to subtract the system noise power from the beam power before different
beams can be compared.
As the covariance is computed over two modes, we need to consider the subtracted
powers for both modes. For simplicity, it is convenient to specify a single power quantity
by considering the geometric average of the two subtracted powers. Thus, we quantify the
output by defining the differenced signal power PM ,
PM =
√




























is the subtracted variance of I1. The same applies for
other quadratures. Then, PM can be obtained from the ON-OFF subtracted measurement
considered in section 4.2.1. In the quantum case, the ON-OFF is done by toggling the
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pump on and off. In the classical case, the ON-OFF is done by toggling the classical
source on and off.
5.2.3 Effect of ambient noise and signal loss
One of the most promising aspects of QENR is its resiliency to noise and loss. As the signal
transmission takes place fully inside the cryostat, we can use the system noise and the cable
loss to simulate ambient noise and loss. This allows us to understand how additive noise
and loss under ambient conditions affect our protocol. While the considered noise will
then be fixed, it is still possible to vary the signal-to-noise ratio of the system by changing
the beam power. For quantum beams this is controlled by the pump power applied to
our device. For classical beams, we can simply vary the generated power by the vector
generator at room temperature.
5.3 Comparing the quantum and classical protocols
In the following sections, we will compare the performance of our quantum and classical
source. The comparisons considered below are based on the measured variance and covari-
ance of the beams. For all cases, we will measure the output strength of the quantum and
classical illuminations using the differenced signal power PM developed in section 5.2.2,
such that the two cases are compared equally.
5.3.1 Raw covariance comparison
We study the raw covariance including added noise, measured between the signal and
idler beams. These measurements directly simulate the detection principle of our proposed
QENR protocol. The system noise and cable loss plays the role of ambient noise and
loss experienced by the signal beam as it propagates to and from the target. The raw
covariance amplitude between signal and idler is the detection signal of our system. That
is, the detection of a finite covariance indicates the presence of a target. As a result, the raw
covariance (computed directly from the I and Q data) acts as a benchmark of the probe
beams. The covariance is plotted against a range of PM for the quantum and classical
























Classical bound = 1
Figure 5.2: Comparing the raw, detected covariance between the signal and idler beam
from the quantum and classical source. The bottom axis is PM defined in Eq. (5.1). The
left axis shows the detected raw covariance. At all powers, the covariance of the quantum
source is higher than that of the classical source, illustrating the quantum enhancement.
From Fig. 5.2, we clearly observe that the quantum source provides higher covariance
over the close-to-ideal classical source at all powers. This illustrates the enhancement
created by the TMDC process. In these measurements, we attempted to measure the
covariance with as low power as possible for both cases. Interestingly, as shown by the left
side of the figure, we established that we could measure covariance at a lower power from
the quantum source when compared to the classical source. This is an indication that the
quantum protocol has a better signal-to-noise ratio than the classical protocol at the same
power.
5.3.2 Quantum enhancement
To make the enhancement more evident, we define the quantity “quantum enhancement
(EQ)” as a ratio of the detected covariances for the quantum and classical sources. We
note that since the measurement statistics of both the signal and noise are the same for the
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Figure 5.3: Quantum enhancement. We plot the ratio of the detected covariances for our
quantum and classical sources as a function of PM . The experimental data are fit to the
expression in Eq. (5.3), derived for an ideal parametric amplifier. We observe that at the
lowest powers, the quantum enhancement can exceed a factor of ten.
We plot the quantum enhancement over a range of differenced signal power in Fig 5.3.
The enhancement starts from a high value and drops asymptotically with increasing output
power, towards the classical bound of one. For the lowest powers, we were able to measure
an enhancement exceeding a factor of ten.
Fitting experimental data with expected quantum enhancement
To further verify the quantum enhancement measured in Fig. 5.3 with theory, we can
derive a simple expression for EQ by assuming the device operates as an ideal parametric
amplifier. Then we can attempt to fit the experimental data with the predicted EQ.
By squeezing from a vacuum state, the output quadrature variance of mode i is 〈x̂2i 〉Q =
cosh(2r) and the covariance between two modes is 〈x̂ix̂j〉Q = sinh(2r). With an ideal
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classical source, PPT bound corresponds to the variance minus a unit of vacuum noise
(see Eq. (4.10)), that is 〈x̂ix̂j〉C = cosh(2r)− 1. In the last expression, we have taken the
classical output power to be the same as the quantum output power. We note that the
measured CQ and CC are both scaled by the same normalization factor P0, respectively,
to 〈x̂ix̂j〉Q and 〈x̂ix̂j〉C in the conversion from I,Q data to device output variance (see

















G1G2ω1ω2/2 is the scaling factor related to section 3.4.4. We note that
Eq. (5.2) is a function of squeezing parameter r to which we do not have direct access.




































In Fig. 5.3, we include a fit of the data to the theoretical expression Eq. (5.3) with
the single fitting parameter being P0 ∝ G =
√
G1G2. The extracted value of G = 61.1
dB agrees well with the results of the independent calibration from SNTJ, which gives
G = 62.4 dB.
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5.4 Implication of the results
We note that our noise radar analog may not be the optimal classical detection scheme.
Still, the experiment confirms that given the same ambient noise and beam power, the
quantum source is superior to the best classical source giving a signal-to-noise ratio im-
provement exceeding a factor of ten.
Also, the quantum enhancement demonstrated may have practical implications for
certain applications. Since the QI source and noise radar beam naturally look like thermal
noise they are difficult to distinguish from the ambient thermal background, even if they
are absorbed by a detector. Conversely, the man-made nature of a coherent probe belies
the presence of the radar system. In applications where it is desirable to avoid detection
of the radar system, the quantum enhancement demonstrated here will allow for the probe




Since the early days, the generalization of the standard two-photon SPDC to many-photon
SPDC have been explored. However, this seemingly natural next step has been proven
difficult, both theoretically [56, 57, 58] and experimentally [59, 60]. Even demonstrating
the next order, three-photon SPDC which generates photon triplets, has been a decades-
long, on-going endeavour [15, 16, 17, 18]. This process was studied theoretically in the
context of generalized squeezing [61, 62] where the vacuum state is shaped by the action
of Hamiltonians with terms beyond a quadratic order. These higher-order squeezed states
are known to exhibit non-Gaussian features, making them a promising resource for univer-
sal quantum computation with linear optics [63, 64]. Moreover, multimode three-photon
SPDC has also been predicted to create entangled states, such as GHZ states [65], as well
as heralded entangled pairs [66]. They are also potential resource states for novel quantum
communication protocols, such as quantum secret sharing [67]. Despite the great interest,
higher order nonlinearity is generally weaker, and direct three-photon SPDCs have been
out of reach in quantum optics experiments.
In microwave quantum optics, with the flexibility of a SQUID, we can engineer Hamilto-
nians that enhance the terms necessary for three-photon SPDCs. In fact, with some mod-
ifications of our previous SQUID designs we were able to perform three-photon SPDCs to
single and multiple modes, and observe the corresponding output signals. Throughout this
chapter, we will explore the experimental aspect of three-photon SPDC from its generation
mechanism to the analysis of output states.
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6.1 Accessing three-photon interactions in SQUIDs
In the standard flux-pump configuration, the SQUID is designed to be symmetric (with
two identical Josephson junctions) for maximum flux tunability. With this SQUID design,
however, cavity fields only appear in even powers, forbidding the third order interactions
needed for three-photon SPDCs. In order to realize three-photon SPDC, we need to in-
troduce odd powers into the expansion. This can be conveniently done by introducing
asymmetry to the SQUID design.
To understand the source of third order interactions in SQUID, we can take a step back
and consider the SQUID energy without assuming identical junctions. The total SQUID
energy is given by the sum of Josephson energy of the two junctions (α and β),












Using the change of variable in section 2.1.2,
















































Eq. (6.1) reduces to Eq. (2.13) of a symmetric SQUID if EJα = EJβ = EJ . To proceed with
the analysis, consider the case with the SQUID set to zero flux bias, i.e. Φ̂ext = Φ̂p. The
Taylor series of the cosine and sine terms are then purely even and odd order expansions
in flux, respectively. With the second term of Eq. (6.1), similar to section 2.2.2, we can
now expand the pump flux (red) to the first order and the cavity flux (blue) to the third
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except now we have the bosonic operators raised to cubic power.
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6.1.1 Interaction strength comparing to two-photon processes
From the above derivation, we can roughly estimate the interaction strength of three-
photon processes compared to the ordinary two-photon processes. We predict that the
interaction strength will be significantly weaker in the three-photon processes.
First, we notice that Eq. (6.2) comes from the sine terms where the coefficient is the
difference in Josephson energy of the two junctions, comparing to the sum energy of the
cosine terms. This alone suggests that the three-photon interaction is weaker than the








. Second, the expansion to
a third order in cavity flux requires an additional factor of 1/3 comparing to a second
order. With our device having an asymmetry of 1 : 1.7, these translate to around an
overall 10 dB lower interaction strength. Meanwhile, when doing three-photon SPDCs,
the pump frequency needed is in general higher (e.g. being the sum of three modes instead
of two), often increasing the cable loss by 5− 10 dB. As a result, a higher pump coupling
is essential to realize three-photon interactions. In our new designs, this is addressed by
utilizing kinetic inductance (see section 2.1.2).
The above reasoning provides a general idea on the pump power needed. The practical
pump strength needed for the individual three-photon interaction will further depend on,
for instance, the expansion coefficients of the individual terms in Eq. (6.2), as well as the
transmission/reflection of the corresponding pump signal by the pump line.
6.2 Three-photon interactions due to the SQUID
Given how similar the three-photon interaction Hamiltonian (Eq. (6.2)) is to its two-photon
counterpart (Eq. (2.15)), naturally, we expect it to also give multiple types of interactions
with the same flexibility on their selective activations. This is indeed the case and, now
with the cubic expansion, Eq. (6.2) exhibits an even richer set of interactions with each
having a three-body interaction structure.
From the expansion of Eq. (6.2), by pumping the SQUID, we can follow the approach in
section 2.2.2 to apply both the rotating wave and parametric approximation to analyse the
individual interactions. We identify the following five types of three-photon interactions,
separated into two categories.
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6.2.1 Three-photon SPDCs
Unlike two-photon SPDCs which generate photon pairs, these three-photon SPDC pro-
cesses can generate photon triplets in the output states. Being spontaneous processes,
photons can be downconverted from the pump to the modes with all the downconverted
modes initially sitting in a cold vacuum state, similar to their two-photon counterparts.
When a “seed” is injected to any of the downconverted modes, it will result in stimulated
downconversions and the processes can behave like a generalized parametric amplification
process. In the following, we will list various three-photon processes achievable with our
new SQUID design.
Single-mode three-photon SPDC
By driving the cavity with a pump frequency at three times a one mode frequency, e.g.








Through this Hamiltonian, one pump photon is converted to three photons into the same
mode.
Two-mode three-photon SPDC
Driving the cavity with a pump frequency at the sum of one mode and the double of










Through this Hamiltonian, one pump photon is converted to three photons, where two
photons go to mode 1 and one goes to mode 2.
Three-mode three-photon SPDC
Driving the cavity with a pump frequency at the sum of three modes, e.g. ωp = ω1+ω2+ω3,












Through this Hamiltonian, one pump photon is converted to three photons, from which
mode 1, 2 and 3 each gains one photon.
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6.2.2 Three-photon coupling
Not surprisingly, there also exist three-photon coupling interactions that generalize the
coherent beam-splitter coupling in two-photon processes. Such three-photon coupling pro-
cesses are imbalanced, annihilating photon pairs to create single photons, and vice versa.
As a result, we expect the two-photon port and the single-photon port of a three-photon
coupling device to act different on the input signal. Similar to coherent coupling, three-
photon coupling occurs only when at least one of the coupled mode contains photons, i.e.
no photons can be created from the vacuum state. Below are two couplings we have tested
with our device.
Two-mode generalized coupling










Through this Hamiltonian, two photons in mode 1 are swapped with one photon in mode
2.
Three-mode generalized coupling












Through this Hamiltonian, two photons, one each in mode 1 and 2 are swapped with one
photon in mode 3.
6.2.3 Trisqueezed states
In the remaining sections of the thesis, we will focus on studying the three types of three-
photon SPDC starting from a cold vacuum input state. We refer to the states produced
by three-photon SPDC as trisqueezed states. The motivation for this name will become
clearer as we look at the phase space distribution of the single-mode trisqueezed state. A
summary of the pump and mode frequencies used in the experiments are summarized in
Table. 6.1.
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SPDC Combinations Frequency [GHz]
Pump Mode 1 Mode 2 Mode 3
Single-mode fp1 = 3× f1 12.6 4.2 - -
Two-mode fp2 = 2× f1 + f2 14.5 4.2 6.1 -
Three-mode fp3 = f1 + f2 + f3 17.8 4.2 6.1 7.5
Table 6.1: A list of three-photon SPDC processes explored in this thesis.
6.3 Single-mode trisqueezed state
Starting from a cold vacuum state, under the evolution by a degenerate SPDC Hamiltonian,
photons are generated into the same mode, interfering with each other to create distinct
patterns in the phase space. In the ordinary two-photon single-mode squeezed state, the
two photons interfere such that the Wigner function gives an elliptical profile. This state
exhibits a nonclassical property where the variance of one quadrature can fall below that
of a vacuum state [68]. It is therefore interesting to understand what the consequences are
of quantum interference in a trisqueezed state.
6.3.1 Statistical characteristics of single-mode trisqueezed states
With single-mode trisqueezed states, instead of an elliptical profile, a triangular, star-like
profile was predicted [69] in the phase space. As a result, this state had also been called
a star state. It was also expected that a general squeezed state with an order k > 2 will
not have ordinary squeezing of uncertainty [62], and the output state is not necessarily of
minimum uncertainty.
Measurement of single-mode trisqueezed state
To characterise the state, we measure the propagating trisqueezed state output from the
device at around 4.2 GHz, while pumping the device at 12.6 GHz. Following the previous
experiments, we used a sampling frequency of 1 MHz and a trigger period of one second.
As the output signal goes through the amplifier chain, we calibrate the system gain using
SNTJ (see section 3.3) and scale the room temperature measured power back to the spectral
density of the state at the device output, in unit of number of photons per second per Hertz
according to section 3.4. For convenience in the following discussion, we define the photon




= F (ω)δ(ω − ω′).
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Bright single-mode trisqueezed state
Fig. 6.1 shows the quadrature histogram of a bright trisqueezed state. We can clearly
observe the predicted star-shaped profile in the histogram. As the generated output state
is a high power (F = 66), the profile is very clear even on top of the system noise of
F = 35. With the cubic Hamiltonian Eq. (6.3) which has three operators, it should lead
to three-body correlations. Thus, the trisqueezed state should exhibit a significant third
order moment and is therefore a non-Gaussian state. Projecting onto the x̂ quadrature, we
clearly see the expected non-Gaussian characteristics. We can quantify the non-Gaussian
character of our measured quadratures using the third standardized moment, also called
skewness, which for the random variable y is given by γ(y) = (y−y)
3
σy
. The overline represents
the expectation value, y is the mean and σ2y is the variance of y. Roughly, the skewness
measures the asymmetry of the distribution of y and is zero for Gaussian variables. We




. (With our states, y
is essentially zero.)
From Fig. 6.1, the asymmetry of the measured quadrature distributions is not invariant
under phase rotations, that is, the skewness of x̂ and p̂ are not generally identical. To
study the transformation properties of the skewness, we define the generalized quadrature
x̂φ = x̂ cosφ − p̂ sinφ. We can then study the skewness of the measurement of x̂φ. We
define for simplicity γφ = γ(xφ) where we use x, p to represent a classical measurement
record associated with the observables x̂, p̂. γφ measures the asymmetry of the quadrature
distribution with respect to the symmetry axis perpendicular to the direction of x̂φ. By
digitally rotating the data, we measure γφ for different φ to form the polar plot in Fig. 6.1.
The polar plot gives the same three-fold symmetry as the data with very high signal-to-
noise ratio, despite it being a higher-order statistic. We can conclude from the strong nodes
at φ = 2π
3
(n+ 1/2) that the skewness of the system noise is indeed small. Also, we can
observe that the nodes correspond to angles where the symmetry plane aligns with a lobe
of the star, while the antinodes correspond to the symmetry planes being perpendicular to
a lobe. From the above, we find the measurement of γφ a useful way to characterize the



















Figure 6.1: The phase space distribution of single-mode trisqueezed state, with F = 66.
(left) The 2D histogram of the quadratures in the presence of system noise (F = 35). The
x and p scaling has been calibrated with the system gain obtained from SNTJ to reflect
the quadrature amplitude at the device output. The profile clearly indicates the expected
triangular, star-shaped profile. The red curve is plotting the distribution along the axis of
x̂ quadrature, showing that the distribution is clearly skewed. (right) A polar plot of γφ
(see text). The polar plot shows the same three-fold symmetry observed in the quadrature
histogram. The node of the polar plot falls almost to zero, as the system noise is Gaussian
and it does not contribute to the skewness computation.
Weak single-mode trisqueezed state
Quantum mechanical properties are often fragile, thus, it is desirable to also analyse data
with a weak drive. However, with the weaker output, it makes observing the trisqueezed
state more difficult, particularly in the presence of the strong system noise. For instance,
consider the weak single-mode trisqueezed state with F = 1.16 in Fig. 6.2.
As the signal power is much weaker than the Gaussian system noise, the star-shaped
profile of the signal is largely obscured. As a result, it becomes difficult to judge if the
output contains the desired state. Nonetheless, the profile of the state can still be extracted
by forming the polar plot of γφ, illustrated in Fig. 6.2. Despite the weak flux of the
trisqueezed state, we still obtain a very clear profile of the three-fold symmetry. This
suggests that the trisqueezed state, even at a very low flux density F = 1.16, shows a clear
non-Gaussian character. This again shows that skewness analysis is a useful approach for
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analysing trisqueezed states. We note that the symmetry of the state can also be observed
by subtracting the 2D histogram of the system noise. The ON-OFF subtracted histogram




























Figure 6.2: The phase space distribution of single-mode trisqueezed state at low output
power (F = 1.16). (left) The 2D histogram of the x and p quadrature. Different from
the high power case in Fig. 6.1, the star-like profile of the state is largely obscured by the
system noise. (middle) γφ. We again extract the three-fold symmetry of the state, even
though the system noise is overwhelmingly large. (right) ON-OFF subtracted histogram.
Also showing the three-fold symmetry of the state.
6.3.2 Wigner functions of single-mode trisqueezed states
Having demonstrated the non-Gaussian character of the single-mode trisqueezed states, we
move on to investigate if the states are indeed nonclassical. One well-accepted method is
to check if the Wigner function of the state contains some negative regions. This property
is often referred to as “Wigner negativity” [70, 71]. However, the reconstruction of Wigner
functions in microwave quantum optics is, in general, a challenging task, due to the lack
of a single photon detector and the inevitable added noise from linear amplifiers.
Following [7], we can derive a general expression for the Wigner function under the


















where α = x + ip is the complex coordinate of the Wigner function. This expression is
particular useful as it depends only on the moments of the bosonic operators of the state,
which can be measured with a linear amplifier.
While we have the states for reconstruction, it is inevitably contaminated by amplifier
noise. To remove the noise, we will perform an ON-OFF measurement of the moments
to correct for the amplifier noise. We can start by connecting the moment terms of the
input and output bosonic operators of the amplifier chain using Eq. (3.5). Assuming a










































The first equation describes the relation of moments for a general state at the input and
output of the amplifier chain. We see that the measured signal always contains the system
noise.
We can invert Eq. (6.9) with the noise moments obtained from Eq. (6.10) and iteratively






. In practice, the uncertainty in the
reconstructed moments increase with their orders, thus, limiting the order we can reliably
reconstruct.
Maximum likelihood method using the moment matrix
In principle, we could directly reconstruct the Wigner function from the moments, however,
noise in the measurement can make it unreliable, e.g. making the reconstructed state
unphysical. Therefore, it is common to use a maximum likelihood method that smooths






∣∣〈(â†)n âm〉− Tr [ρ (â†)n âm]∣∣2 (6.11)
with respect to the elements of the density matrix ρ. As physical constraints, we require
ρ to be Hermitian, positive semi-definite, and to have a trace of one. As we are working
with a truncated Fock space, we also verify that the expectation value of the bosonic








6.3.3 Wigner function of a weak star state
The moment matrix of a single-mode trisqueezed state tends to quickly increase in size with
increasing F , such that the Wigner function reconstruction will need to take into account
moment terms of higher order. Thus, it is preferable to start reconstructing the Wigner
function for a weaker trisqueezed state where the higher order terms are less significant
and can be neglected. Using an example with F = 1.16, the magnitude of the moment




1 0.00 0.00 4.11 0.28 7.70
0.00 1.16 0.02 0.29 79.58





with the error of the moments given by
σn,m =

0.00 0.00 0.01 0.05 0.55 7.91
0.00 0.01 0.03 0.33 3.69





The moment matrix exhibits the interesting features of the trisqueezed state. First, we
notice that the degree of second order coherence is defined by g(2)(0) =
〈â†â†ââ〉
〈â†â〉2 ≈ 11.8 > 2.
This indicates superbunching beyond that of a thermal state. Second, we notice that terms
are significant only when the difference in the moment order |n−m| is an integer multiple
of three (see Fig. 6.3). This suggests the generation of photon triplets, such that the signal
predominately contains Fock states that are a multiple of 3, i.e. |3n〉.
From Eq. (6.8), the moments are divided by n!m! reflecting the normalization in
Eq. (6.8). We can therefore refer to the reduced matrix
∣∣〈(â†)n âm〉∣∣ /n!m! to see if the
moments converge so we can truncate the reconstruction to the lower order terms. We
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visualized the reduced matrix by the 3D bar chart in Fig. 6.3 and see that the terms di-
verge. This leads to convergence problems for a direct reconstruction, which are greatly
exacerbated by noise.
Figure 6.3: The moment matrix of a single-mode trisqueezed state divided by n!m! at
F = 1.16. The significant terms increase with higher order, even after the division by
n!m!, suggesting possible convergence problems.
Reconstructed density matrix and Wigner function
To smooth out the noise, we apply the maximum likelihood method. With the help from
our theory collaborators, we obtained the density matrix and the Wigner function of the
F = 1.16 single-mode trisqueezed state data, shown in Fig. 6.4. Similar to the moment
matrix, the density matrix entries show significant amplitudes only when |n − m| is an
integer multiple of three. This again suggests the creation of photon triplets. Meanwhile,
the Wigner function clearly shows the triangular, star-shaped profile predicted by the








Figure 6.4: Reconstructed density matrix and Wigner function for a single-mode
trisqueezed state. Figure courtesy of Fernando Quijandria. (left) Density matrix recon-
structed from the trisqueezed state data. Significant amplitude is observed in terms with
|n −m| being an integer multiple of three. The amplitude decreases monotonically from
the origin. (right) The reconstructed Wigner function. It shows the predicted triangu-
lar star-shaped profile, with amplitude peaked at the origin. Negativity is observed, as
expected.
With the brighter trisqueezed states, the maximum likelihood method using moment
matrices is becoming more numerically intensive and, thus, is not practical. A method
that works with more photons will be needed for further analysis of brighter single-mode
trisqueezed states.
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6.4 Multimode trisqueezed state
In this section, we move on to study the two-mode and three-mode three-photon SPDC
achievable with our device. Similarly, we will refer the output signals generated as two-
mode and three-mode trisqueezed states. Similar to the single-mode state, the multimode
states can be produced by the appropriate choice of the pump frequency, naturally given by
the conservation of energy (see Table. 6.1). As observed in the single-mode case, we expect
significant third-order statistics in the output states, thus, we characterize the two-mode
and three-mode trisqueezed states statistically using the so-called coskewness of A,B and
C defined as γABC =
ABC
σAσBσC
, now assuming the measurements are mean-zero. We can





A,B and C are some quadratures of the multimode trisqueezed states. In the following,
we will use angle brackets with quantum operators, e.g. 〈Â〉, to denote expectation values;
and angle brackets with variables, e.g. 〈A〉, to denote time averages.
6.4.1 Measurement setup of multimode trisqueezed states
We performed correlation measurements for both two-mode and three-mode trisqueezed
states. In the two-mode case, the amplified output signal from the cavity was split into
two paths. The two frequency modes were simultaneously measured using two digitizers.
In the three-mode case, we split the output signal into three paths and simultaneously
digitized all three modes. This is different from the pair-wise measurements performed for
the tripartite entangled states as described in section 4.5. All measurements were taken
by sampling at 1 MHz, and each trigger lasts for one second.
6.4.2 Correlations in multimode trisqueezed states
Motivated by the standard two-photon SPDC, we started analysing the data by looking
for covariance between each pair of modes in the trisqueezed states. However, we observed
no covariance between any pair of the modes in either the two-mode or three-mode case,
as shown in Fig. 6.6. Instead, we observed significant coskewness between the signals (see
Fig. 6.6 and 6.5). To verify that the observed coskewness was a coherent process due to
the pump, we swept the pump phase while we measured the covariance and coskewness,
as shown in Fig. 6.6. The coskewness oscillated with the pump phase as a sinusoid, while
covariances stayed at zero. The observation of coskewnesss (three-body interactions) in
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the absence of covariance (two-body interactions) is a strong indication of non-Gaussian

























〈I1I1I1〉 〈I2I2I2〉 〈I3I3I3〉 〈I1I1I2〉 〈I1I1I3〉 〈I1I2I2〉 〈I1I2I3〉 〈I1I3I3〉 〈I2I3I3〉 〈I2I2I3〉
Three Mode
Figure 6.5: Measured coskewness in (top) the two-mode case and (bottom) the three-mode
case. In the two-mode case, we considered the three quadratures I1, Q1 and I2 as the
representative samples. We expected the significant terms to include mode 1 twice and
mode 2 once. This is matched by our data. We empirically adjusted the pump phase until
only 〈I1I1I2〉 and 〈Q1Q1I2〉 are significant. The small amplitude at 〈I1Q1I2〉 is caused by
a phase mismatch between the pump and digitizers in the experiment. In the three-mode
case, we consider the I quadratures of all three modes. As expected, the only nonzero term




























































Figure 6.6: Covariance and coskewness of three-photon SPDC to (top) two modes and
(bottom) three modes measured at room temperature. In the two-mode case, we have a
degeneracy between two of the three generated photons. This leads to one mode partic-
ipating twice in the nonzero coskewness term. For our choice of pump phase, the only
significant coskewness terms are then 〈I1I1I2〉 and 〈Q1Q1I2〉. In the three-mode case, the
only nonzero coskewness term must contain all three modes, e.g. 〈I1I2I3〉. To demon-
strate that the observed coskewness is a coherent process due to the pump, we sweep the
pump phase from −2π to 2π and observe the effect. The data shows a clear oscillation
in the coskewness and the oscillations fit well to a sinusoid. Conversely, all covariance
terms are essentially zero throughout the sweep, suggesting that the states do not contain
second-order correlations.
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With a maximum of three modes, and thus six quadratures, there exist a number of
two-mode and three-mode coskewness statistics that we can compute. Fig. 6.5 shows many
of them. In the two-mode case, there is a degeneracy between two of the three generated
photons, as two photons will go to one of the modes. We therefore expect that only terms,
such as 〈I1I1I2〉, where one mode participates twice in the coskewness, will be nonzero.
Meanwhile, in the three-mode case, where one photon goes to each mode, we expect that
the only nonzero coskewness terms should contain all three modes, e.g., 〈I1I2I3〉. This is
observed in Fig. 6.5.
6.4.3 Structure of correlation in multimode trisqueezed states
To learn the structure of the three-body correlation in the multimode trisqueezed states,
we now generalize the phase analysis used in Fig. 6.1. We take the transformations to
study the set of symmetry operations of an N -mode Gaussian state. These form the sym-
plectic group and are generated by quadratic Hamiltonians. The symplectic group includes
squeezing operations which create or destroy photons, but we will limit ourselves to the
passive operations which conserve photon numbers. These operations form a unitary sub-
group and include phase rotations of a single mode, with generators such as â†i âi + âiâ
†
i ,
and beam-splitter rotations between modes, with generators such as â†i âj + âiâ
†
j. Impor-
tantly, we expect different trisqueezing Hamiltonians (see section 6.2.1) to have different
transformation properties under these operations.
With six quadratures, we have a six-dimensional phase space to explore. The sym-
plectic operations can then be represented by 6 × 6 matrices. In order to illustrate the
transformation properties using a 3D figure, we project into a three-quadrature subspace.
The transformations then become generalized rotations between the three selected quadra-
tures. Collecting the quadratures into a 3-vector, we can explore arbitrary combinations
of the quadratures by applying a series of two rotations according to
(A′, B′, C ′)
t
= RZ(φ)×RY (θ)× (A,B,C)t , (6.12)
where Ri are standard 3D rotation matrices with the rotation axis specified by the sub-
script, given by
RY (θ) =
 cos θ 0 sin θ0 1 0





cosφ − sinφ 0sinφ cosφ 0
0 0 1
 .
After the rotations, we consider the generalized quadrature
Aφθ = cos(φ) cos(θ)A− sin(φ)B + cos(φ) sin(θ)C, (6.13)
and compute its skewness γφθ which in general is a mix of all of the possible three-point
correlators of the three quadratures. Generalizing the one-mode case, we can think of γφθ
representing the asymmetry of the 3D distribution of measured quadratures with respect
to the symmetry plane perpendicular to the direction of Âφθ.
In Fig. 6.7, we show spherical plots of γ as a function of θ ∈ [0, π] and φ ∈ [0, 2π]
for both the two-mode and three-mode case. Explicitly, for the two-mode case, we chose
A = I1, B = Q1 and C = I2. The transformation specified by Eq. (6.12) is then first a
beam-splitter rotation by θ between mode 1 and mode 2, followed by a phase rotation of
mode 1 by φ (which mixes I and Q). In the three-mode case, we have A = I1, B = I2 and
C = I3, such that Eq. (6.12) describes two beam-splitter rotations among the three modes,
first coupling mode 1 and mode 3 and then modes 1 and 2. Fig. 6.7 shows the experimental
results for γφθ along with theoretical predictions for the states produced by the multimode
trisqueezing Hamiltonian Ĥ2M and Ĥ3M in section 6.2.1. The agreement between theory
and experiment is very good. We observe that different processes produce very different
profiles for γφθ, which essentially fingerprints the underlying Hamiltonians and allow us to
see in a clear, visual way how cleanly we generate one Hamiltonian compared to another.
We can now connect the features in the 3D figures to the correlation structure of the
multimode trisqueezed states.
Starting with the three-mode trisqueezed state, consider Fig. 6.7d. The first important
feature is that γφθ has nodes in the three XY, Y Z ad ZX-planes. We can understand the
presence of these nodes by noticing that in these planes at least one of the modes is ex-











are zero. Exactly as we would expect
for a state generated by the pure three-mode trisqueezing Hamiltonian Ĥ3M . Conversely,
the antinodes (lobes) correspond to the angles where the contribution of the three-mode
correlator 〈I1I2I3〉 are maximized. Therefore, the pattern tells us that we have both ac-
tivated Ĥ3M and not activated Ĥ1M nor Ĥ2M . This is also a clear indication that we are
observing genuine three-mode interference.
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The structure of two-mode trisqueezed state can be understood in a similar way. Recall
that for the specific choice of pump frequency (see section 6.2.1), we expect that we are
creating two photons in mode 1 and one photon in mode 2. Referring to Fig. 6.7a, we
can then consider the behaviour in the ZX-plane, also highlighted in Fig. 6.7c. It shows
clear nodes at θ = 0(π/2), where we are calculating the skewness of I1 (I2) alone. This
is in agreement with our expectations from Fig. 6.5. Instead γφθ is at maximum around






. As above, these fingerprints clearly indicate that we are now activating
Ĥ2M but not Ĥ1M , with two photons generated in mode 1. We note that the expected
lobes at θ = 5π/4 and θ = 7π/4 are missing at first glance, but in fact they overlap the
lobes at θ = π/4 and θ = 3π/4 as the sign of γφθ becomes negative. The structure in the
XY-plane can be explained in a similar way, except then we are mixing Q1 and I2.
While we can create more of these projections of the 6D phase space into 3D, it is al-
ready clear from these two examples that the structure of γφθ is a useful way to characterize
the multimode trisqueezed states. In particular, with a library of the possible fingerprints
generated by different trisqueezing Hamiltonians, we can efficiently identify what is gen-
erating the observed state by comparing the 3D figures. By observing the relative depth
of nodes (3 × 10−6 for three-mode case) compared to the antinodes (0.024), with a ratio
greater than 1000 we can also appreciate how purely we generate just a single member of










































Figure 6.7: Third-order correlation analysis of multimode trisqueezed states. Row 1 and 2
show results for, respectively, the two-mode and three-mode trisqueezed states, generated
by Ĥ2M and Ĥ3M. The spherical plots show γφθ, which is the skewness of the generalized
multimode quadrature Aφθ (see (6.13)), which mixes the mode quadratures through sym-
plectic symmetry operations. The 6D phase space of the three modes are projected into a
3D space for the purposes of visualization. Generally, γφθ combines the contributions of the
skewness and coskewness of the three modes involved in each case. a) Experimental data
for the two-mode case. b) The theoretical prediction for Ĥ2M. The clear agreement shows
that the observed state is generated by that specific Hamiltonian. c) A plane-cut of the
spherical plots through the ZX-plane. The curves are normalized, but otherwise the theory
has no adjustable parameters. There are no lobes apparent on the right half of the plot as
γφθ is negative for φ ∈ [π/2, 3π/2], causing these lobes to overlap those of φ ∈ [−π/2, π/2].
d) Experimental data for the three-mode case. e) The theoretical prediction for Ĥ3M. f)
A plane-cut at φ = +35 degrees from the ZX-plane. Again, we see a clear agreement be-
tween the observed state and the target Hamiltonian. In particular, the antinodes (lobes)




Currently, we have observed a radically different correlation structure from trisqueezed
states. Compared to the conventional two-photon squeezed states, trisqueezed states ex-
hibit strong third-order correlation (coskewness) with the absence of second-order correla-
tion (covariance). The result seems to suggest that these output states from three-photon
SPDC appear to be disconnected from the ordinary two-photon squeezed states. Here, we
want to explore the relationship between the two.
Recovery of second-order correlation by seeding
An interesting experimental observation in this direction is that, while the three-mode
trisqueezed state does not show covariance between any pair of modes when starting from
a vacuum state, by seeding one of the three modes with a weak coherent tone, the noise
power emitted from the other modes is enhanced and that it then has nonzero covariance.
Similarly, in the two-mode trisqueezed state, by seeding the mode participating only once,
i.e. mode 2, we observe the emission of squeezed noise from the other mode. These
results can be understood from the point of view of dynamical constraints imposed by the
conservation of energy. In the standard two-photon case, signal and idler photon pairs are
constrained to have a symmetric detuning around ωp/2. In the rotating frame at ωp/2,
the phasors of the signal and idler photons process at the same frequency but in opposite
directions, such that the axis (phase) of the sum phasor is stationary in time and the same
for all pairs. This gives rise to the observed covariance between the signal and idler modes.
Now, in the three-photon case, we have three free frequencies (energies). This extra degree
of freedom washes out the two-mode correlations. Seeding one mode effectively fixes one
photon frequency in the resulting stimulated emission, establishing a fixed relation between
the other two. This produces correlations similar to two-photon SPDC.
This argument suggests that by having information about one mode, it should be possi-
ble to reveal the second-order correlations of the remaining modes. That is, by conditioning
our measurement of the remaining modes on the measurement of the first “reference” mode,













θ    /2ref
Figure 6.8: A cartoon for the correlation feed-forward protocol for the three-mode
trisqueezed state. This scheme tests our hypothesis on the conditional structure of two-
and three-mode correlations. In the three-mode protocol shown here, we first measure
the local phase of the reference mode (mode 1 in this example), followed by applying a
rotation by θref/2 on the other two modes. The result is an observable correlation between
mode 2 and mode 3 with the characteristic structure of two-photon SPDC, i.e. two-mode
downconversion.
Three-mode correlation feed-forward
To test our hypothesis, we developed a protocol named “correlation feed-forward” to
demonstrate the recovery of a second order correlation from the three-mode trisqueezed
state data. First, from the three modes, we select the reference mode and estimate its local
phase from the digitized signal. This is done for every sample period using the standard
relation θref = arctan(Qref/Iref). The data used was acquired with the same configuration
as the earlier coskewness analysis (see section 6.4.1). Then, we rotate the quadratures of
the remaining modes using θref, as illustrated in Fig. 6.8. The action of the phase rotation
can again be explained by energy conservation: as the frequencies of the three photons
must sum to ωp, a small frequency shift (δωp) from the center in the reference mode needs
to be compensated by changes in the other two modes. In our example with the three-mode
case, we used mode 1 as the reference and applied rotations by θ/2 to modes 2 and modes
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3. Table II shows the resulting correlation recovered. We see that the correlation structure












I2I3 0.30± 0.02 0.00± 0.02 0.00± 0.02 0.00± 0.02
Q2Q3 −0.30± 0.02 0.00± 0.02 0.00± 0.02 0.00± 0.02
I2Q3 −0.36± 0.02 0.00± 0.02 0.00± 0.02 0.00± 0.02
Q2I3 −0.36± 0.02 0.00± 0.02 0.00± 0.02 0.00± 0.02
Table 6.2: The resultant two-mode correlation coefficient (normalized covariance) between
mode 2 and mode 3 after applying correlation feed-forward to the three-mode trisqueezed
state (see Fig. 6.8). As shown, we recover a significant amount of second-order correlation
when applying our feed-forward correction.
Two-mode correlation feed-forward
We also applied the correlation feed-forward protocol to the two-mode trisqueezed state.
We selected mode 2 as our reference with the hope of seeing two-photon interference in
mode 1. To see the effect of correlation feed-forward protocol on mode 1, we make a
histogram of the corrected quadratures. Fig. 6.9 shows the resulting histogram after sub-
tracting the system noise histogram. We can clearly see a stretching of the distribution
along the x̂ quadrature, indicating squeezing-like correlations. We find the ratio in the vari-
ance of x̂ to p̂ to be 1.110± 0.007 for the output with pump on, compared to 1.000± 0.002












Figure 6.9: The resultant single-mode histogram of mode 1 after applying correlation
feed-forward to the two-mode trisqueezed state. We take mode 2 as the reference mode,
correcting the phase of mode 1. We have subtracted the system noise histogram. We
clearly see that the subtracted histogram is stretched along the x-axis, indicating squeezing
of the ON state. The small rotation of the figure can be explained by a small amount of
coskewness in 〈I1Q1I2〉 due to an imperfect configuration of the pump and digitizer phases
(see Fig. 6.5).
These results validate our hypothesis about the conditional structure of two-mode and
three-mode correlations in our system. Meanwhile, the correlation feed-forward demon-
strations here are only proof-of-principles, as our measured phase is contaminated by the




In this thesis, we studied two-photon and three-photon parametric interactions through a
series of experiments. We focused on analysing the outputs from spontaneous parametric
downconversion processes which are generated by our flux-pumped SQUID-terminated
superconducting cavity resonator.
We began by describing the design and working principles of our flux-pumped cavity res-
onator. Based on the conventional SQUID-terminated CPW resonator structures, we have
explored various novel designs in an effort of making a device better fit our objectives. We
implemented the stepped-impedance resonator design following [8] and achieved an anhar-
monicity of 600 MHz which allowed the highly selective activations of parametric processes.
In order to achieve sufficient pump strength for driving three-photon downconversion, we
improved the pump coupling by exploiting the kinetic inductance of a superconducting
nanowire incorporated it into the SQUID. With this new design, we obtained a 30 dB
increase in coupling strength.
Next we described the measurement system. We discussed the microwave environment
and went through the details on device mounting, shielding and cabling in the cryostat.
Then, we demonstrated an absolute system calibration technique using a SNTJ to extract
the system noise, system gain and the input-state temperature. We demonstrated a low
input-state temperature of 25 mK, which puts our device deep in the quantum regime.
The accuracy of the system calibrated was shown to be critical to our demonstrations of
entanglement and quantum-enhanced sensing.
Having introduced the device and the measurement environment, we moved on to ex-
perimentally study two-photon parametric processes. We started by reviewing the essential
theory behind two-mode downconversion and coherent coupling. We motivated the discus-
sion by analysing a simplified classical bound of entanglement, derived from the variance
and covariance of the signals’ quadrature amplitudes. Then, we introduced a more so-
phisticated method using the positive partial-transpose (PPT) criterion. We illustrated
the use of these test by demonstrating two-mode entanglement generation from the device
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over a range of output power. Then, we extend our two-mode entanglement to tripartite
entanglement of three modes by simultaneously performing two two-photon processes. We
studied the effective interactions brought by the two-tone pumping, proposing two schemes
for tripartite entanglement generation. We then went through two tripartite entanglement
verification methods. We first extended the PPT criterion to three modes, testing the out-
put for full inseparability. We then introduced the test for genuine tripartite entanglement.
Finally, we demonstrated that our experimental results from both schemes exhibited both
full inseparability and genuine tripartite entanglement.
We next explored an application of TMDC for long-range quantum sensing, develop-
ing and testing a protocol we named quantum-enhanced noise radar. In the protocol,
the output beams from a TMDC process acts as the radiation source of a noise radar.
To benchmark the TMDC beams against its classical counterpart, we designed a classical
source which generates two-mode correlated beams with the same correlation structure
of TMDC. We measured its performance and observed that its correlation saturated the
classical bound. Thus it represents the ideal classical source of correlated beams. Then,
we developed a measurement method which allowed us to directly compare the two cases
without system calibration. We observed that the quantum beams provides higher raw
covariance then the classical beams under the same influence of ambient noise and trans-
mission loss. Further, we developed the quantity of quantum enhancement as a ratio of
the covariance of the quantum and classical beams. We clearly observed an improvement
in the signal-to-noise ratio using the quantum source over the classical source. Finally, we
developed a simple expression for quantum enhancement by assuming a perfect TMDC
process and ideal classical source. The expression fits very well to the experimental data,
and the extracted system gain agreed very well with the independently calibrated gain
from SNTJ.
In the final chapter, we took a step forward to visit the unexplored territory of three-
photon parametric interactions. We began by describing the necessary modification of
the standard SQUID design in order to access three-photon interactions. We analysed
the expected, weaker interaction strength in the higher order process, which justified the
need for our improvement in pump coupling. We listed five three-photon interactions
achieved with our device, and we focused our discussion on analysing the output of the
three three-photon SPDC processes, which we referred to as trisqueezing processes. In
single-mode three-photon SPDC, we analysed the statistical property of the single-mode
trisqueezed state generated and observed very clear signature of three-point correlation.
This was indicated by the strong skewness in the quadrature amplitude of the signal, ob-
served from across a broad range of average output photon flux. This shows that the state
is non-Gaussian. We further analysed the state for nonclassicality using a Wigner-function
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reconstruction approach proposed by [7]. From a weak trisqueezed state, we reconstructed
the moment matrix and observed traces of photon triplet generations. We applied a max-
imum likelihood reconstruction and obtained the a density matrix and Wigner function
of the single-mode trisqueezed state. We observed clear negativity in the Wigner func-
tion, indicating that we have generated a propagating nonclassical state by three-photon
downconversion. Moving on to the multimode case, we analyse the correlation struc-
ture of the two-mode and three-mode trisqueezed states. We observe that they carried
significant three-point correlations with a distribution that agrees well with theoretical
predictions. Further, we studied the effect of a set of symmetry operations performed on
the states, drawn from the passive operations of the symplectic. In this way, we visualized
the correlation structure of the states with 3D spherical plots and compared that to the
theoretically expected outcomes. We found very good agreement between the experimen-
tal data and theory. Finally, we developed a protocol based on the multiple trisqueezed
states called correlation-feedforward. It suggests a relationship between the three-photon
and two-photon SPDC outputs. Through the protocol, two-photon correlations can be re-
covered from the three-photon state by means of a feedforward of measurement results. In
our proof-of-principle experiments, we demonstrated the recovery of two-mode correlation
from a three-mode trisqueezed state, as well as an observation of squeezing in a single-mode
state recovered from a two-mode trisqueezed state. These connections are interesting from
a fundamental point of view, as well as opening up the states for new potential applications
like quantum metrology.
Future work
With the quantum-enhanced noise radar work, we are working towards realizing the pro-
tocol with an actual antenna setup. While we demonstrated that the quantum beams are
superior to the classical beams, the current measurements are done all inside the cryo-
stat. In order to utilize the signal for detection, we need to route the signal out of the
cryostat without amplifications. This can be achieved by using circulators over multi-
ple temperature stages to direct the signal out while isolating the device from thermal
photons. Performing the experiment will allow us to demonstrate the QENR protocol in
real-life and stimulate further research from the field of noise radar. With our single-mode
three-photon SPDC results, we are currently limited to analysing nonclassicality with weak
trisqueezed states. This is due to the demanding computational power needed by the max-
imum likelihood method for our states. We are working closely with the theorists to testing
other reconstruction method which work better for higher power states. On the multimode
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trisqueezed states, we want to further test the states for possible nonclassicality like non-
Gaussian tripartite entanglement. This requires more work on the theoretical side and we
are actively working with collaborators on this. We believe our results will inspire novel
work in quantum optics which will be beneficial to the quantum information community
and the long-term development of universal quantum computers.
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A.1 Chapter 6: Single-mode trisqueezed state
Frequency: 4.194 GHz
Temp: 26.6 mK ± 5.3 mK
Gain: 7800000 ± 0.02




Temp: 28.7 mK ± 1.6 mK
Gain: 2760000 ± 1881
mode 2
Frequency: 6.1554 GHz
Temp: 30.8 mK ± 5.3 mK




Frequencies [GHz] System Gain/1000
Mode 1 Mode 2 Mode 3 Mode 1 Mode 2 Mode 3
CM 4.2039 6.1551 7.5538 2461± 3, 2485± 3 138.2± 0.18, 90.6± 0.12 36.8± 0.06, 36.5± 0.06
BS 4.2042 6.1553 7.5545 2455± 3, 2450± 3 136.8± 0.17, 89.0± 0.13 37.1± 0.06, 36.4± 0.06
Input Temperature
Frequencies [GHz] Tin [mK]
Mode 1 Mode 2 Mode 3 Mode 1 Mode 2 Mode 3
CM 4.2039 6.1551 7.5538 30.0± 3, 32± 3.1 25.6± 3.2, 27± 3.2 32.1± 3.6, 25.8± 3.8
BS 4.2042 6.1553 7.5545 29± 3.1, 25.7± 3.2 28.2± 3, 32.2± 3.2 37.3± 3.4, 29.6± 3.6
System Noise Temperature
Frequencies [GHz] TN [K]
Mode 1 Mode 2 Mode 3 Mode 1 Mode 2 Mode 3
CM 4.2039 6.1551 7.5538 6.07± 0.009, 6.07± 0.009 6.28± 0.009, 6.05± 0.009 8.03± 0.014, 8.03± 0.014
BS 4.2042 6.1553 7.5545 6.07± 0.009, 6.07± 0.008 6.30± 0.010, 6.08± 0.008 7.98± 0.014, 8.05± 0.014
Table A.1: Calibration results for tripartite entanglement experiments. Each mode is
calibrated twice, before measuring the three mode-pair combinations {1|2, 1|3, 2|3}. The
results of both calibrations are shown, color coded by which digitizer was used in the
calibration (digitizer 1 in red and digitizer 2 in blue). Only mode 2 is calibrated by
both digitizers. Calibrating the digitizers individually eliminates any difference between
the two digitizers. The calibrations were done consecutively over a span of a few hours.
We observe a drift in system gain of about 1%. The input temperatures ranged from
25 mK to 37 mK throughout all calibrations done. This level of drift in the physical
temperature of the cryostat would not be unusual. Further, it is easily verified that for
all combinations of frequency and temperature, we are deeply in the quantum regime with
coth(hfi/2kBTi) = 1.00 to at least 3 significant figures. It is because of this that we have a
relatively large uncertainty in the measured temperature, of order 10%, even the though the

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































C.1 Numerical values for reconstructed density ma-
trix for the single-mode trisqueezed state
ρreal =

0.78 0.00 0.00 0.12 −0.03 −0.01 0.00 −0.01 −0.01 −0.03
0.00 0.05 −0.01 0.00 0.01 0.00 0.00 0.00 0.01 0.00
0.00 −0.01 0.02 0.01 −0.01 0.01 0.00 0.00 0.00 0.00
0.12 0.00 0.01 0.05 −0.01 0.01 0.02 −0.01 0.00 0.00
−0.03 0.01 −0.01 −0.01 0.02 0.00 0.00 0.01 0.00 0.00
−0.01 0.00 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.02 0.00 0.00 0.01 0.00 0.00 0.00
−0.01 0.00 0.00 −0.01 0.01 0.00 0.00 0.01 0.00 0.00
−0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00




0.00 −0.02 0.00 −0.13 0.01 −0.01 −0.08 0.02 0.01 −0.03
0.02 0.00 0.03 0.02 −0.02 0.02 0.00 −0.01 0.01 0.00
0.00 −0.03 0.00 0.00 −0.01 −0.01 0.00 0.00 −0.01 0.00
0.13 −0.02 0.00 0.00 −0.01 −0.01 −0.02 0.00 0.00 −0.01
−0.01 0.02 0.01 0.01 0.00 0.00 0.00 −0.01 0.00 0.00
0.01 −0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00
0.08 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00
−0.02 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00
−0.01 −0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.03 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00

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