Abstract. The Arbitrary Lagrangian-Eulerian (ALE) method in computational fluid dynamics requires the periodic remapping of conserved quantities such as mass, momentum, and energy from a Lagrangian mesh to some other arbitrarily defined mesh. This procedure is a type of interpolation which is usually constrained to be conservative and monotone. It is typically carried out by solving a partial differential equation analogous to the continuity equation. Alternatively, the remapping may be carried out using an integral formulation which is (for the remapping of mass) mk flf vk P(r) dV, where m is the mass of a cell k of the new mesh whose volume is Vk, and p(r) is the known density distribution on the old (Lagrangian) mesh. Remapping using this integral method avoids many drawbacks of the continuous method but the evaluation of such integrals is costly and difficult for arbitrary meshes.
1. Introduction. Traditionally, numerical fluid dynamics has taken the form of Lagrangian or Eulerian methods. Lagrangian methods, in which the computational mesh travels with the fluid, are ideal for the many problems which involve interfaces between materials or free surfaces. However, multidimensional Lagrangian calculations can typically be carried out for only a limited time before severe mesh distortion, or even mesh tangling, destroys the calculation. Eulerian methods, in which the mesh is fixed, are ideal for flows with large deformation but the sharp resolution of interfaces or free surfaces is lost.
To overcome these individual limitations, methods have been developed which combine the features of both the Lagrangian and Eulerian methods. A representative method is the Arbitrary Lagrangian-Eulerian (ALE) method of Hirt et al. [1] . These methods permit arbitrary mesh motion, including the Lagrangian and the Eulerian limits. In particular, the mesh along material interfaces can be allowed to move with the fluid (or at least with the normal component of the velocity), thus preserving the sharp resolution of the interface, while away from the interface the mesh may be forced to move in such a way as to preserve mesh regularity (or even adaptively to better resolve some feature of the solution). To achieve this, these methods are typically organized to cycle between two phases: a Lagrangian phase in which the mesh moves in the Lagrangian manner, followed by the remapping (or rezoning) phase in which all the computational quantities defined on the mesh are transferred from the Lagrangian mesh to a second, arbitrarily defined mesh. It is with this remapping phase that we will be concerned in this paper.
The remapping phase contains no physics (after all, the Lagrangian phase would be sufficient were it not for mesh distortion); it can be considered as simply an interpolation procedure in which the known distributions of quantities on one mesh, such as density, are interpolated to locations on the new mesh. However, for reasons of accuracy and robustness it is generally required that this interpolation procedure possess certain fundamental properties such as monotonicity and conservation. That is, we will require that the interpolation process does not introduce new maxima or minima beyond the range of the existing data (this will ensure the important property of positivity, that is, the method will not generate unphysical negative densities or energies), and that the procedure does not create or destroy integrated values of the remapped quantities. This is particularly important for the physically conserved quantities such as mass, momentum, and total energy.
We will show that this remapping procedure can be expressed by a partial differential equation equivalent to the usual convective or continuity equation. In the context of a remapping procedure, the numerical solution of this equation is known as a "continuous" remapping. There are well-known drawbacks to this procedure, however. In the first place, the numerical procedure has stability restrictions (the CFL condition) which may control the time step of the solution algorithm as a whole. Second, higher order implementations suffer from dispersive errors which cause characteristic oscillations or "wiggles" in the vicinity of steep gradients (a lack of monotonicity or positivity), while first order methods, such as donor cell, which are monotone, are excessively diffusive. Special monotone methods which control diffusion have also been developed [2] , [3] , [4] . All such methods based on the solution of the continuity equation have the advantage of relative simplicity, and this accounts for their widespread use, but the time step limitation and the inevitable numerical diffusion can be severe drawbacks.
There is an alternative procedure. It turns out that the above-mentioned differential equation, the continuity equation for remapping, is equivalent to a simple integrated form which is (e.g., for the remapping of density) (1) [6] by converting the volume integral to a surface integral through the appropriate use of the divergence theorem. This has made the general integral remapping a practical procedure. The method described in [6] This also eliminated, at least in principle, the restriction to quadrilateral meshes.
These original papers [6] , [7] were concerned only with the case of constant cell density. In this paper we combine the principal ideas of these papers and extend them to the case where the density distribution within each cell is linear. This greatly improves the accuracy of the method. However, the method is no longer intrinsically monotone. To alleviate this, the density gradients which we allow within each cell must be controlled in such a way as to ensure monotonicity. We describe two alternative simple limiters which achieve this.
We have stressed the application of most interest to us: the remapping of Lagrangian calculations. It is useful to point out that there is a significant number of other applications. For example, adaptive mesh calculations may require a large or discontinuous change in the mesh, which would require an integral, remapping of the type described here. Another example is in the linking of two codes each of which has different meshes and therefore requires an accurate and conservative transfer of quantities from one to the other.
2. Theoretical description.
2.1. The remapping phase. We will start from the fundamental control volume description of the conservation equations of fluid dynamics [8, p. need not be a one-to-one correspondence between the cells of the two meshes; in fact the two meshes may be entirely arbitrary. As in any interpolation procedure, however, the new mesh must be at least contained within the old mesh, or else one must be able to extend the old mesh by means of boundary conditions so as to contain the new mesh. Notice that (8) only determines the average of the quantity q within each cell.
This ensures the conservation properties of this procedure. To specify a distribution of q within each cell a separate procedure, based on these average values, must be provided (as we will do presently).
This type of remapping, which may be termed "integral" remapping, has several distinct advantages. It permits great flexibility since the Lagrangian equations may be integrated independently a variable number of time steps (limited by the permissible mesh distortion), and it is not limited by the magnitude of the required mesh change. The mesh may change size, shape, and even topology. The ability to make a large mesh change also enhances accuracy. It is well known that stable, monotone, continuous remappings are very diffusive due to the large number of remapping steps required. Since the integral remapping is able to accommodate a large mesh change in a single step, such loss of accuracy is avoided. However, any mesh distortion degrades the accuracy of the solution. Therefore, these two counterweighing effects must be balanced by an appropriate choice of the allowable mesh distortion.
2.2. The remapping integral. The direct implementation of the remapping expressed by (8) is difficult because first, the integration of a general density distribution q(r) over a general spatial domain is very complicated and second, it is rather difficult to keep track of the overlap of cells of one mesh with cells of the other. This is the main reason for the popularity of the "continuous" remapping, based on the solution of (5) (or (7)), as compared to the integral remapping, because these difficulties are ettectively minimized by keeping the displacement of one mesh small with respect to the other. This situation was changed with the development of the method of [6] in which the volume integration of (8) was converted to surface integration permitting a much easier and more efficient method of solution.
This method may be summarized as follows. We wish to find a vector function F such that we can write (9) fffv. (9) , which, however, are assumed to be absent in the distribution q(r). The two conditions on F ((11), (12)) do not determine F uniquely. A practical choice is obtained by choosing F to have only one component, i.e., F-(P, 0, 0). However, as a result of (12) this choice requires the use of a transformed coordinate system in which cell faces of the old mesh (which determines F) are perpendicular to coordinate directions. For simplicity, from now on we confine ourselves to two dimensions. In two dimensions such a transformation will map (x, y) to (i, j), and this mapping is characterized by the Jacobian of the transformation J(i,j). The simplest such transformation is the bilinear transformation which takes an arbitrary quadrilateral into the unit square. Because of the relationship to the conventional index notation for logically rectangular meshes, (i,j) are known as the "logical" coordinates. This also limits the method to logically rectangular meshes, i.e., meshes of arbitrary quadrilaterals. The method is now summarized by the following equations, corresponding to (11) and (10):
Q=c Pdj, where C is the contour around cell k of the new mesh, and the integration takes place in the positive, or counterclockwise, direction. The integration of (13), holding j fixed, is relatively straightforward since in general both q and J are simple polynomials in (12) , requires us to store certain cell constants representing the integration constants that arise in the integration of (13). In (14) each line segment of the new mesh makes a contribution to the two cells on either side of it. The integration is most efficiently carried out by tracing out entire mesh lines of the new mesh through the cells of the old mesh, and updating the appropriate cells. The mesh topology of the old mesh determines which cell is entered upon the mesh line crossing any given cell face. In practice the procedure requires two passes, one through each mesh. One pass through the old mesh is required to set up P(i, j) in each cell, and another pass along the mesh lines of the new mesh is required to integrate (14).
The restriction to quadrilateral meshes and the need to store extra cell constants are certainly undesirable. They both result from the need to satisfy condition (12) . Recently, Ramshaw [7] has pointed out that it is possible to relax this condition by excluding the delta functions at the discontinuities in F from the integration domain. This is illustrated in Fig. 1 . Since there is now no need for a coordinate transformation, the method may be carried out in physical coordinates as follows:
where Ck* is the contour around cell k of the new mesh excluding the surfaces of discontinuity of P (cell faces of the old mesh) that pass through cell k. The method is now simpler not only because (15) is simpler than (13) due to the absence of the Jacobian, but primarily because the function P(x, y) can have arbitrary discontinuities at the cell boundaries so that the integration of (15) is local to each cell. This means that integration constants are irrelevant and need not be saved, in contrast to the previous method. It is also obvious that mesh topology is arbitrary and the method is not confined to a mesh of quadrilaterals, although that may be its most common application. In practice the method is again applied in two passes: one pass along the mesh lines of the new mesh and another pass along the mesh lines of the old mesh to subtract out the contributions of the delta functions at the discontinuities. Each of these passes is entirely analogous to the sweep along mesh lines of the previous method. We shall discuss aspects of the practical implementation later, but here we mention the one negative aspect as compared to the previous method, and that is the need for very careful handling of the case when cell faces of the new and old meshes coincide.
An alternative to (15), (16) This set of equations may be preferable to (15), (16) depending on the form of q(x, y).
2.3. The density distribution. In remapping and using (15), (16) (or (17), (18)), which are equivalent to (8), we assume that the density distribution q(r) is given within each cell of the old mesh. This density distribution must obviously be obtained from the available values of Qk. The accuracy of the remapping depends on how this density distribution is determined.
The simplest case occurs when we assume that the density is constant within each cell, equal to the average density, i.e., q(r)= lk Qk/Vk. This is the most common assumption, and at the same time the least accurate, since it results in a very diffusive method. It has the advantage, however, that the method is automatically monotone, and, if the total number of remappings is low then the amount of diffusion may not be excessive. This is the type of remapping described in [6] and [7] . In this paper we introduce a more accurate density distribution which leads to a method that is substantially less diffusive, but which is still monotone. Any density distribution q(r) that we specify must satisfy a constraint to preserve conservation, namely, that it be consistent with the known average value in each cell"
III q(r)dV= lkVk Qk..
Vk
The distribution that we propose is (20)
where V kq is a gradient of q in cell k, to be specified later, and k is the centroid of cell k. Since the centroid is defined as rdV, k vk it is immediately obvious that our proposed distribution is consistent with (19). Equation (20) is equivalent to the first two terms in the Taylor series expansion of q(r) about the point k (and is therefore second order accurate) if it is assumed that the cell average tk is located at the centroid and Vkq is at least a first order ((l'--k), r Vk) approximation to the gradient. To prevent such overshoots, we limit the value that the gradient is allowed to take. Of course, when the gradient is changed from the value given by (22) the accuracy of the density given by (20) is reduced from second order to first order. Such limiting was first introduced in the one-dimensional case by van Leer [4] . It is also closely related to the flux limiting employed in the FCT [2] , [3] (22) Note that a3 k= ask=0 for Cartesian coordinates, and a k= a4k=0 for cylindrical coordinates.
Referring to Fig. 3a , (27) We have chosen to detect only exact coincidences (i.e., exact zeros). This requires care so that the same arithmetic is performed whether one is sweeping along the old or the new mesh.
The tracing of mesh lines through one or the other mesh, and the calculation of intersections of the mesh line segments, follows the methods described in [6] and [7] . As a practical matter, however, in order to maximize accuracy and preserve symmetry between the sweeps of the old and new mesh, we always calculate intersections using only the end point of the cell sides, rather than using newly calculated intersection points to define line segments.
In general, the intersection of a mesh line segment with a cell side immediately specifies the cell that that segment is entering. In exceptional circumstances, however, a segment will intersect exactly at a cell vertex, and then there is ambiguity regarding which cell it is entering. For such cases we have provided a routine that finds the correct cell for continuing the segment. This routine is also useful for locating the starting cell for initiating the sweep along a given mesh line. The first example consists of the simple advection of a scalar quantity on a Cartesian mesh. The initial density distribution is shown in Fig. 4a . This is advected with a velocity field which corresponds to a circular motion such that each point traces a circle with a radius of 5 units. The problem is trivial hydrodynamically since in a Lagrangian framework neither the density nor the shape of the distribution changes.
However, when remapping this is far from the case, since a discontinuous density distribution typically leads to either oscillatory or else highly damped results. The calculation is Lagrangian for a number of time steps or cycles, followed by a remapping back to the original regular square mesh. All the subsequent figures correspond to the completion of a full revolution. Figure 4b shows the results of assuming a constant cell density and remapping on every cycle (no. of cycles=no, of remappings 160).
This calculation is representative of a continuous remapping using the donor cell method, although it was performed using the integral remapping method. The density distribution obtained is monotone and the severe diffusion of this first order calculation is very evident. Figure 4c shows the results of introducing the limited linear gradients, as described in this paper, to obtain a second order method. This calculation, gradients. However, the density distribution that we obtain is monotone, and the diffusion is greatly reduced. Finally, Fig. 4d shows the result of remapping only at every fifth cycle (no. of cycles 160, no. of remappings 32). This illustrates the further improvement, possible with the integral remapping of this paper, which avoids the Courant stability restriction of the continuous remapping methods, and which therefore permits fewer remappings.
The second example illustrates a computation of the interaction of a strong spherical blast wave in air with a ground plane. The blast wave reflects from the ground plane, and the subsequent interaction of the reflected shock wave with the flow gradients produces complex flows similar to those due to the Richtmyer-Meshkov instability [10] , [11] .
The computation is performed in cylindrically symmetric geometry using a mesh of 100 x 70 cells. The calculation is Lagrangian until a decision is made to change the mesh and perform a remapping. The remapping is triggered under two conditions. In the first case, the mesh is checked for distortion and if a distortion criterion is met the mesh is remapped to a regular mesh within the original boundaries. Second, since there is no disturbance outside the expanding blast wave, it is inefficient to maintain a mesh very far outside the shock. We therefore determine when the shock approaches the top or the right-hand boundary ofthe mesh, and then expand the mesh appropriately and perform a remapping. Figure 5 shows the contours ofthe temperature at some time following the reflection of the shock, using an ALE code that uses a first order (constant cell densities) remapping 12]. Figure 6 shows the contours of temperature at the corresponding time obtained with the same code but using the new second order (monotone, linear distribution) remapping. The greater detail obtained in the development of the instability with the new remapping is clear from a qualitative comparison of the two results, although the differences are not dramatic since remapping is infrequent in either case.
