We address the system of fluid-structure interaction consisting of a compressible Navier-Stokes equation coupled with an elasticity equation, with the velocity and stress continuity requirements across the free moving interface. We prove the a priori estimates for existence of solutions when the initial velocity belongs to H 3 , the initial density is bounded from below and belongs to H 3/2+r , where r > 0, and the initial velocity of the displacement is in H 3/2+r .
Introduction
In this paper, we provide a priori estimates in lower regularity classes for a free boundary system involving the motion of an elastic body immersed in a compressible fluid. The fluid is modelled by the compressible Navier-Stokes equations ρ t + div (ρu) = 0 in f (t) × (0, T ) (1.1)
in Eulerian coordinates, posed initially in a domain f , and the linear elasticity equations w tt − λ e div ∇w + ∇w T − µ e div (div wI ) = 0 in e × (0, T ) (1.3)
in Lagrangian coordinates, posed initially in a domain e . The elastic body and the fluid are separated by a free-moving boundary, on which we impose the matching of velocities and the normal components of the stresses. Problems involving fluid-structure interaction have been the subject of numerous mathematical treatments due to their physical significance and considerable mathematical 0951-7715/12/113111+27$33.00 © 2012 IOP Publishing Ltd & London Mathematical Society Printed in the UK & the USA difficulties. While the motion of a rigid body in a fluid was studied in [DR, FHN, GH, GS] , our aim in this paper is to address the problem of an interaction between an elastic body and a compressible fluid. Over the past few decades, we have witnessed significant contributions to the field of mathematical fluid-structure interaction and in particular the interaction between elastic structures with both incompressible and compressible fluids. On the one hand, these results have been motivated by developments in the study of coupling between hyperbolic and parabolic dynamics supported by a more complete theory of traces for solutions of both hyperbolic and parabolic PDEs. One such development has been in the study of sharp trace regularity for solutions of hyperbolic equations enhanced by techniques from micro local analysis and pseudo differential calculus [AMMS, BGLT1, BL, H, LLT, LT, LTr1, LTr2, MM] . On the other hand, advances in the mathematics dealing with Navier-Stokes and Euler equations on domains with a free moving boundary, have paved the way towards a better understanding of the mathematics of fluid-structure interaction [AM, B, Be, L, Li, S, Sh, So, SZ, T, W] . Also, free-boundary problems involving two-phase flows have recently attracted a lot of attention, see for example [KuT1, KuT2, PS, XZ] and references therein.
Many recent results on the well-posedness and stability of the fixed boundary version of the fluid-structure interaction model in question have contributed to a much better understanding of hyperbolic-parabolic coupling in general and of mathematical fluid-structure interaction in particular [AT1, AT2, ALT, Bo, BGLT1, BGLT2, CMKG, DGHL, KTZ1, KTZ2, KTZ3, L] . However, there are fewer works addressing the moving-boundary case of the model introduced above. The case of interaction between a plate and a structure was addressed in [DEGL] . The incompressible version of the free moving-boundary model we treat in this paper was initially studied by Coutand and Shkoller [CS1, CS2] , who obtained the existence of solutions for the initial data (u 0 , w 0 , w 1 ) in the Sobolev space H 5 × H 4 × H 3 . Here u 0 represents the initial velocity, while w 0 and w 1 represent the initial displacement and the velocity of the structure. In [KT2] , the authors of this paper simplified the approach and obtained a priori estimates for the existence when (u 0 , w 0 , w 1 ) belongs to the space H 3 × H 5/2+r × H 3/2+r , where r > 0 is an arbitrarily small constant. Essential ingredients in the proof were the new a priori estimates on the second time derivatives and the hidden regularity theorem. We note that the incompressibility condition causes higher regularity requirements for uniqueness and stability. A more recent work [BZ] treats the steady-state solution to the coupled system of linearized incompressible flow with nonlinear elasticity.
The motion of an elastic body in a compressible fluid was addressed by Boulakia and Guerrero in [BG1, BG2] . In [BG1] , they obtained the existence and uniqueness for the initial density ρ 0 belonging to H 3 ( f ), the velocity u 0 in H 4 ( f ), and the elasticity displacement and velocity (w 0 , w 1 ) in H 3 ( e ) × H 2 ( e ). In this paper, we introduce an a priori estimate for the initial velocity u 0 in the space H 3 ( f ), the initial density R 0 belongs to H 3/2+r , where r > 0, and the initial velocity w 1 of the structure belongs to H 3/2+r . We also prove the existence for data which can be approximated by
The difference in our approach is mainly the reliance on maximal regularity of the hyperbolic traces allowing us to dispense with an energy estimate involving v tt in favour of a less standard below energy-level estimate (L 2 in time and space), which in turn results in a lower regularity requirement on the initial condition. Our proof is based on five main a priori estimates. The first one is the bound for v tt , which is obtained by multiplying the velocity equation scalarly by v ttt and integrating. The main feature of the resulting identity is an assortment of boundary terms depending on the elastic displacement. The second inequality is the sharp trace regularity for the wave equation, which asserts control of the highest order boundary terms. The third inequality is an elliptic estimate for the Laplace equations for w and w t in terms of w tt and w ttt . The interior terms are controlled by the hyperbolic regularity, while the boundary values depend on the velocity. The fourth bound is the Lagrangian Laplace equation for the velocity. The fifth inequality is for the time derivatives of the density; this estimate is also used for controlling the pressure. All the bounds depend on the sharp estimates for the Jacobian J and the curvilinear coefficients a which represent the inverse of the gradient of the Lagrangian map.
The model and main result
We consider the motion of an elastic structure immersed in a compressible fluid in the bounded region which consists of an interior subdomain e and an exterior region f . The common boundary between f and e is denoted by c = ∂ e , while the outer boundary of f is denoted by f = ∂ f \ c . Initially, the fluid occupies the open subdomain f while the elastic body occupies the region e , but the two subdomains evolve over time inside the fixed domain according to a one-to-one and onto position function η(·, t): → , such that
The fluid is mathematically described by a compressible Navier-Stokes system defined on the subdomain f (t), which evolves over time. The system consists of the conservation of the mass and the momentum equations
in which the variables (ρ, u, p) represent the fluid density, the velocity, and the pressure respectively, and where λ f > 0 and µ f > 0 are physical constants. On the other hand, the elastic body is modelled by a linear hyperbolic Lamé system of elasticity in the Lagrangian variables (w, w t ) representing the displacement and the velocity, respectively. The system is then formulated over the initial domain e as
We denote the structure stress matrix which appears in the equation by
with the summation convention on repeated indices applied throughout. In addition, the interaction between the two media is described by the boundary conditions 12) where the symbol : indicates the matrix multiplication and N(x, t) represents the outward unit normal on c with respect to the initial elastic domain e , while J = det(∇η) denotes the Jacobian. For convenience, we adopt a Lagrangian formulation of the system and the boundary conditions instead of the above Eulerian-Lagrangian formulation. For this purpose, we introduce the Lagrangian fluid variables (R, v, q) denoting the density, the velocity, and the pressure which we define in terms of the Eulerian variables by 22) for k ∈ {1, 2, 3}. We also assume that the pressure q is a given function of the density R, i.e., q = Q(R) where Q ∈ C ∞ (R + ). The initial data are given by
Observe that the matrix a satisfies
We now state the main result of this paper providing a priori estimates for solutions with initial
Theorem 2.1. Let r ∈ (0, ( 
, and w 1 H 3/2+r with the corresponding norms bounded by a polynomial depending on the initial data.
It is possible to construct solutions with the data as in theorem 2.1; however, in full generality, this is a difficult problem, which we plan to address elsewhere. However, we can show (see section 5) the local existence for function on the compact subset of the interior of e .
Preliminary lemmas

Inequalities for the coefficients a
The following lemma provides important a priori estimates on the coefficient matrix a and the Jacobian J . 
for j, k ∈ {1, 2, 3} (where for simplicity of notation we omit the dependence on t) and
for s ∈ [0, 3/2 + r] and j, l = 1, 2, 3 where T = /CM and C is a sufficiently large constant. T ] ; the same inequality holds with v replaced by v t .
Proof of lemma 3.1.
where we used (i) and the continuous embedding
Integrating the above inequality in time and using J (x, 0) = 1 for all x ∈ f , we get
We then conclude that J (x, t) 1/2 for t ∈ [0, 1/CM] with C sufficiently large. We note that a is defined through (2.27) and (2.28) which implies
where B = −a : ∇v. Now, applying the product rule and using (2.28), we get
By the uniqueness theorem for the linear ordinary differential systems, a is the inverse of ∇η which exists for all t ∈ [0, T ]. Also, η is a C 1 diffeomorphism; indeed, it is a local C 1 diffeomorphism by the implicit function theorem, while it is injective by the backward uniqueness for ODEs. (iii) Since a is the inverse of ∇η on [0, T ] we have
C, and (iii) follows. (iv) follows from (2.27).
Using the Gronwall lemma, we obtain that a(t) H 3/2+r ( f ) C provided t 1/CM and with C sufficiently large.
(vi) The first inequality holds since ∂ t ∂ i a = a : ∇v : a :
a : ∇v : a, while the rest follows from
Observe that at t = 0 we have a j l = δ jl for j, l = 1, 2, 3. Then, lettingā = cof(∇η), we write
Applying the assumed bound on the norm of v and the bound on η from part (i) we get
for 0 t T = /CM. We finally prove the inequality (3.1) for s = 3/2 + r. We have 
ix) This follows immediately from (i). (x) We observe that
Therefore, using (iii) and (ix) and the Sobolev inequality, we get
CMt, we get, using (2.27), (iii), and
where C 1 and C 2 are sufficiently large constants. Therefore, we obtain (ix). (xii) follows from (viii).
Elliptic estimates
The following lemma provides elliptic type estimates for higher norms of v and v t in terms of the boundary and the forcing data. 
Lemma 3.2. Assume that v satisfies the elliptic problem
for all −1/2 < s 1/2 + r and for every t ∈ [0, T ], while for s = 1/2 + r, we have
(ii) If v, f , and a are also time dependent, and if they satisfy the estimates of Lemma 3.1, then
In order to simplify the notation, we omit from here on the designation of the domain except for the boundary integrals. Thus we write
Proof of lemma 3.2.
(i) We only provide the details for the case s 0 which we shall need below. In order to establish the desired inequality, it is more convenient to express the system in divergence form. This is achieved by multiplying the system above with J = det(∇η). Using the Piola identity
we rewrite the problem as
Therefore,
where
and
We next use a standard elliptic estimate to obtain
for all s 0. Let ∈ (0, 1], and choose T /CM where C is sufficiently large. It remains to bound F and G. To that end, we appeal to part (viii) of lemma 3.1 in order to establish that
Choosing > 0 sufficiently small we may absorb the terms v H s+2 in the left side of inequality (3.19). We finally estimate the terms Jf H s and g H s+1/2 ( c ) using lemma 3.1(ix). We obtain
which completes the proof. (ii) First, we differentiate the system (3.14)-(3.15) in t in order to obtain
for k = 1, 2, 3. We appeal to the standard elliptic estimate again and obtain
We next bound the norms of F t and G t as (3.27) Applying the product rule for the fractional derivatives, we get for fixed j, k ∈ {1, 2, 3},
Similarly, for fixed j, k ∈ {1, 2, 3},
Then choosing > 0 sufficiently small, we may absorb the second term into the left side of (3.26).
Similarly, we estimate the boundary term G t via the trace inequality to obtain
Finally, we bound the term ∂ t (Jf ) H −1/2+r + g t H r ( c ) by
and part (ii) of the lemma is proven.
Density estimates
The next lemma provides necessary a priori estimates for the Lagrangian density R.
Proof of lemma 3.3. From (2.17), we obtain
and thus (ii) follows. Differentiating (2.17), we get
and (iv) follows by the Gronwall inequality and T 1/CM. Finally, the inequality (v) is obtained by taking the gradient of (2.17).
Pressure estimates
Recall that the pressure q(x, t) is a C ∞ (R + ) function of the density R and thus satisfies the inequalities in the following statement.
Lemma 3.4. We have q(t) L
Proof of lemma 3.4. The assertions follow from lemma 3.3 with the use of a fractional chain rule from [Ta] .
Combining lemmas 3.3 and 3.4, we get
(3.31) Also, we have
(3.33)
Lemma 3.5. Assume that v, R, w, w t satisfy the system (2.17)-(2.22). Then we have the estimates
v(t) H 5/2+r C ∇v t (t) L 2 + C + C R 0 H 3/2+r + C w tt (t) H 1/2+r + C w 0 H 5/2+r + C t 0 v t (s) H 1 ds + C t 0 w tt (s) H 1/2+r ds (3.34)
and v t (t) H 3/2+r C v(t) H 5/2+r v t (t) L 2 + C v tt (t) L 2 + C w ttt (t) H −1/2+r
Proof of lemma 3.5. Applying the estimate (3.11) to the elliptic problem (3.7)-(3.9) with
where we used the Sobolev inequality and a product rule for fractional derivatives. (Note that the Sobolev spaces H 3/2+r ( e ) and H 1+r ( c ) are closed under multiplication.) We next apply the trace inequality to obtain
v(t) H 5/2+r C( R(t) L ∞ v t (t) H 1 + R(t) W 1,3 v t (t) L 6 + C q(t) H 3/2+r + w(t) H 5/2+r ) C R(t) H 3/2+r v t (t) H 1 + C R(t) H 3/2+r + C w(t) H
where we used the estimate on the pressure q in terms of the density R from lemma 3.4. Now, observe that w satisfies which gives (3.34). The second inequality follows from the application of the estimate (3.12) to the system (3.7)-(3.9) with f k = −Rv
We again use the pressure estimates from lemma 3.4 and the inequalities for the coefficients matrix a as well as the Sobolev inequality to obtain Therefore, we obtain
Using the density estimates, we get
and the estimate (3.35) is then obtained using (3.34) and the same procedure of integrating in time and taking T 1/C for sufficiently large C.
Proof of the main theorem
The proof of the main theorem is based on the following lemma.
Lemma 4.1. Let r ∈ (0, ( √ 2 − 1)/2). Then for every ∈ (0, 1] we have T ) , where Q is a certain polynomial depending onĒ(0) = w 1 2
Note that, by summing (3.40) and (3.46), we obtain from (4.1)
where Q denotes a generic polynomial ofĒ(0); note that we omitted the term C ∇v
which we may since (3 + 4r)/r 2.
Proof of lemma 4.1. We first observe that (2.18) may be multiplied by J = det(∇η) and, using (3.13), expressed in a divergence form as
. Also, the boundary condition (2.22) may be rewritten as
T ). (4.4)
We now differentiate the equation (4.3) in time, multiply by v k tt , integrate over f , and sum in k obtaining
where we integrated by parts and replaced the boundary terms using the boundary condition (4.4) after time differentiation. By (2.17) and (3.6), the second and the third term on the left side of (4.5) cancel. Regarding the fourth term on the left side, we have
and the first term on the far right side of (4.6) may be rewritten as
Similarly, we may rewrite the sixth term on the left side of (4.5) as
Using the above considerations on the fourth and sixth term in (4.5) and then integrating in time, we get When estimating the right side of the above inequality, we shall appeal repeatedly to the formula J t = J a k i ∂ k v i and to the bounds on J and a from lemma 3.1 for t ∈ [0, T ). In particular, we have
(4.10)
First,
and regarding I 2 we have
which is the same upper bound as for I 1 above. As for I 3 , we integrate by parts in time and obtain
For the first term J 1 , we use (4.10) and obtain
For the pointwise in time term
and obtain
whence, fixing 0 ∈ (0, 1],
. The term I 4 is treated similarly as I 3 using integration by parts. Note, however, that the term I 4 is qualitatively different from I 3 since it has a time derivative of the Jacobian. First, we write
The first two terms are treated the same way as I 3 . The third and the fourth term have the same structure; thus we only estimate the third term
Integrating by parts in t, we obtain
The term L 1 is bounded the same way as J 1 . For, L 2 we have, using (4.10),
where we used 13) which follows from
together with inequalities in lemma 3.1. For L 4 , we have
while for the pointwise in time term L 5 , we estimate
and thus, as in (4.11) and (4.12), we get
We summarize all the inequalities as
The terms I 5 , I 6 , I 7 , and I 8 are estimated the same as I 1 , I 2 , I 3 , and I 4 respectively, leading to the same upper bounds.
For the pressure terms I 9 , I 10 , and I 11 , we integrate by parts in time. First, for I 9 , we have
By (4.13), we get
The last pressure term I 11 is also treated by integrating by parts in time, and we obtain
Using the inequalities for the pressure, (3.31)-(3.33), we get
Next we rewrite the trace term
We next appeal to the trace interpolation inequalities 19) when r ∈ (0, (
for 2 ∈ (0, 1] (see [KTZ1, KTZ2] ). We thus have
(4.21) Appealing to the ellipticity of the form in (4.9), i.e., lemma 3.1 (xi), the inequality (4.9) along with the estimates above implies (4.1).
Proof of theorem 2.1. We present the necessary a priori estimates. In order to justify them, we can either use the retarded mollification technique from [CKN, KT1, KT2] (see section 5) or a fixed point argument as in [BG1] .
We start with the inequality (4.2). Restricting > 0 to be sufficiently small, we may absorb the second and the third term on the right, for the fifth term on the right, we use
while for the sixth one
Now, using (3.34) from lemma 3.5 and restricting > 0 to be sufficiently small, we get The boundedness then follows from the standard Gronwall lemma.
Construction of solutions
A linearized problem
In order to justify the a priori estimates, we use the retarded mollification technique from [CKN, KT1, KT2] . Here we sketch the existence for the data
e ) satisfying same compatibility conditions and lower bounds on R 0 . We first consider the system when the coefficient matrix a and the density R are predetermined. Namely, we address we obtain solutions satisfying (4.26) where P is a polynomial in the listed norms, and Q a polynomial inĒ(0). This estimate can be applied and adapted to the approximate Galerkin solutions to obtain regularity for this linear problem. Consequently, we obtain higher regularity of the solution (v, w, w t with the estimates given by the Gronwall lemma.
An approximate problem via retarded mollification of coefficients
Using the above result on the linearized problem, we now obtain the existence for the main problem by using the retarded mollification of the coefficients a where ψ is a smooth compactly supported function with support in {(x, t) ∈ R 4 : |x| 1, −2 t −1} and R 4 ψ dx dt = 1. Here, the function a is the continuous extension of a by the identity for t < 0 and by any continuous extension to the rest of R 3 . Similarly, v is the continuous extension of v by v 0 for t < 0 and a continuous extension to R 3 . Note that the value of ψ δ (a We then invoke the result above for the linearized problem (5.1)-(5.3) to obtain the existence of solutions v (δ) , w (δ) , w (δ) t to this system, since the retarded mollification allows us to treatṽ andã as given. That det(ã) remains positive follows from Liouville's formula det(a (δ) ) = exp − for each δ > 0.
Passage to the limit
We again appeal to the a priori estimates above to obtain uniform estimates independent of δ on the solutions for a time T depending on initial data so that we have by passing to an appropriate subsequence )) for s < 3/2 + r. Based on these convergence results, we may pass to the limit in (5.1)-(5.3) satisfied by the sequence to show that the limit still satisfies the system. The convergence is straightforward in the linear terms. Passing to the limit in the nonlinear term in (5.1) we have the density implies
