Introduction
Modern technology offers a wide array of possibilities to publish almost any content freely on the Internet. There are many available methods of creation and publishing of either static or dynamic web pages today. In such classical settings, the content is somehow (though often loosely) linked to the creator or publisher. Besides, there is a variety of new techniques commonly called "Web 2.0". This technology brings many further possibilities as it allows the readers of the web site (WS) to directly contribute and publish their own texts. It encompasses various systems such as blogs, wiki systems, social networks, discussion groups etc. In this case there is in fact no one accountable for the information content except of the system administrator.
Thanks to powerful search tools, the lookup of information on the Internet based on keyword search is even easier than authoring. Search engines constantly scan and index the space of the Internet (mostly) without filtering or censorship. The result of user search is returned in the form of a list of pages sorted by their relevance, which is, in turn, obtained as combination of various criteria managed by the search engine provider. Even though providers often boast to provide the user with the 'answers', in fact the engine only returns pages that, in the ideal case, meet the user search the best in terms of topic coverage. However the sort criteria completely ignore any content verification or filtering of false information, and they mostly do not recognize certified web pages, which are assumed to have higher quality.
The only limitation in this information publishing freedom is the technical skill of the author of the text. However, the lack of knowledge of the problem area and low competence or qualification to speak about the topic are by no means a limitation. This results in a situation when the user looking for certain information may get many inconsistent answers without having the possibility to distinguish between high-quality information, low-quality information, information influenced by advertisement, or even intentionally misleading information. Because of the importance and delicacy of medical information this problem is perhaps the most striking in this domain. Easy access to a huge amount of information sources in varying quality (from meta-analyses to general text) for such an important area of life brings problems in many aspects. Correct information can serve to the user very well and bring him/her many positive effects. In global it can also help achieve many savings in the whole healthcare system. On the other hand relying on misleading and low-quality data may cause a completely opposite effect. Often mentioned by physicians are also communication problems with patients previously equipped by wrong or misinterpreted information from the Internet. The plausibility of discovered information is thus on the very top position between all the quality measures available.
Another implication of widespread easy access to the great amounts of medical information sources is the information overload. It can concern an ordinary user as well as a medical professional. The result might be the omission of very important information for the given case assuming it is buried in a pile of possibly correct but useless information, typically in numerous repliques. The other possible way to ensure high content quality is the situation when the expert him/herself compiles the text about the topic. Such expert-written texts are often provided by renowned medical societies, which warrants a certain level of quality. Apart from the fact that such practice is very expensive, time consuming and thus in fact unusable in large scale, the big problem still remains unsolved. Even these high-quality texts may still become unrecognized between thousands of other available texts. The main present-day challenges for information science in the area of medical information quality can be ranged into two directions. The first direction consists in the possibility of unambiguous and explicit definition of unique and consensual version of the truth based on state-ofthe-art knowledge. The second challenge is related to the possibility of using this etalon effectively, i.e. finding it, comparing other documents to it and referencing it during the assessment of information quality.
Due to the decentralized creation of new scientific findings, many national specificities occurring in health systems and the existence of a number of organizations aspiring to the position of the highest authority, it is not realistic to expect such a unique and shared version of the truth from any of these entities. The most promising in this context appear to be the activities associated with producing the so-called medical guidelines (MGL) (Field, M.J. & Lohr, K.N., 1992). These documents are systematically prepared and updated by teams of experts and subsequently published under the auspices of prestigious medical societies, medical organizations such as WHO, 2 or agencies specializing in the publication of MGLs such as the National Guidelines Clearinghouse. 3 The MGLs are compiled using the principles of Evidence-Based Medicine (EBM), which is based on a hierarchically organized structure of scientific evidence (papers).The aim is to primarily apply available evidence that has highest strength and significance. Meta-analyses and systematic reviews are on the very top of this hierarchy. MGLs often completely cover the area of treatment of a given disease in terms of diagnosis, course of the disease, medical procedures, their interchangeability or applicability in different conditions. They even evaluate different methods in relation to their cost or to the difficulties caused to patient. A very important feature of MGLs is that they are well structured. . The third dimension is related to properties expressing the adoption of text by a reader; therefore it includes properties such as comprehensibility, ease of understanding, conciseness and logical consistency. The last aspect of information quality is associated with the availability of information to users (e.g., ease of obtaining the information or its updates or security of access). In order to create any information quality assessment framework, the selection of objective characteristics from the options above needs to be performed in the first place. Based on the selected options, information quality metrics are to be created.
The subject of this work refers to the objective characteristics of information quality such as completeness of coverage of the topic, use of professional terminology, accuracy, reliability, verifiability, and accessibility of information. The subjectivity of information is reflected by the authors as they adjust their texts to particular groups of readers. In the field of medical texts on the Internet it is possible to distinguish between texts intended for general public (adult patients or children) and texts for professionals (e.g., physicians and researchers in medicine). Texts targeted for each of these groups differ in many properties falling into the subjective area. For example, the use of accurate medical terminology enhances the accuracy of expression and is usually very appreciated by the professionals. On the other hand, it may significantly reduce the ease of understanding of the text for the non-professional users. In the group of subjective characteristics, the influence by the reader category is obvious. However, similar influence of this categorization may be observed even for characteristics of more objective nature and thus taking it into account during the assessment of information quality seems to be appropriate as well.
Website-to-MGL matching approach
The objective of this paper is to propose a simple approach exploiting MGL content as 'gold standard' for the assessment of information quality in medical web sites. Clinical vocabularies are used to discover medical terminology in both groups of texts (MGL and WS). Both sets of terminology are then compared based on extracted data, as outlined in Fig. 1 .
The WS content quality is first assessed based on general content match (i.e. on concepts or topics discovered) and then based on similarity of the particular terminology used in MGLs. A partial goal is to propose and evaluate suitable methods of aggregation of terminology in MGLs so that a single standard for WS quality assessment might be applied in the end. A long-term goal is to evaluate the overall applicability of such an approach in the process of semi-automatic quality assessment. Focus is placed on description of strong and weak aspects of the approach and on the evaluation of its possible practical impact. 
Topic selection and corpus formation
The procedure is deemed suitable for medical topics satisfying the following criteria. First, it needs to be clearly identifiable and delimited, second, there must have been MGLs available for the topic, and last, the subject has to be reasonably accessible to the general public. We focus on English-language documents (MGLs and WS) only. Suitable MGLs are to be found by the search in existing databases and catalogues of MGLs.
The other side of the comparison are the WS to be assessed. Based on a manual estimate of the target group of readers (discussed in the introduction), the WS documents are to be classified into several categories. The required degree of match would be different for each category.
Term and concept extraction
Texts of MGLs are to be annotated by medical concepts using the tools built over the UMLS 4 Metathesaurus (Lindberg, D.A. & al., 1993). For creating such a mapping we use the MetaMap annotator 5 developed by NLM, 6 the organization that also develops UMLS itself. In the first phase the full texts are processed, yielding a list of terms as output. For each of these terms the corresponding concepts are traced by SQL querying against a locally stored UMLS database (or directly against particular data sources such as MeSH or ICD-10 incorporated within UMLS). The result of mapping is a list (in fact a two-level hierarchical structure) of terms and concepts, which serves as the set of terminology describing the content of MGLs. Similar mapping to UMLS is performed for all of the WS. The mapping products for the two groups are then compared.
The used algorithm of terminology discovery can be generically described as follows (omitting the frequency calculations running in parallel):
Let Tinit be the set of all terms ti  (MGL  WS) Let C be the set of concepts inferred from terms from Tinit using a mapping tool MT Let TTS be the set of entry terms corresponding to concepts from C in a terminological system TS Let Tman be the set of terms manually identified in MGL  WSseed as corresponding to concepts from C Let Tann = TTS  Tman be the annotation term set, and Cann = C be the annotation concept set Output: Tann, Cann, and the correspondence links between them, denoted as ti  cj.
Constructing 'gold standard' as aggregation of MGLs
In order to maximize available experimental evidence, we compare the WS with each individual MGL as well as with their aggregations created in multiple different ways. For the purpose of comparison analysis, each of the MGL as well as WS should be represented by a vector of annotation terms (for comparison in the term space) or by a vector of annotation concepts (for comparison in the concept space). Furthermore, the value of a term/concept can be either Boolean or numerical (frequencybased; we only assume simple term frequency in our setting). Finally, the aggregation of multiple MGL documents can be done in various ways, so as to achieve a 'gold standard' accumulating the medical knowledge from multiple sources.
Let mgl1, …, mglm be the MGL documents, Tann = t1, …, tmaxt the terms from the annotation term set, and Cann = c1, …, cmaxc the concepts from the annotation concept set.
Let fi(tj) be the frequency of term tj in document mgli and fi(cj) the frequency of concept cj in document mgli, calculated as  fi(tk); tk  cj. Let the Boolean value for term in document, bi(tj), be equal to 1 if fi(tj)>0, and 0 otherwise. Analogously, let the Boolean value for concept in document, bi(cj), be equal to 1 if fi(cj)>0, and 0 otherwise.
Straightforward aggregation methods at distinct term level as well as concept level are intersection, union and sum. The weight of term tj in the aggregated vector can be computed as follows:
For frequencies we consider, at both the term and concept level, a simple sum:
Finally, we experimented, at the term frequency level, with a 'normalized' sum:
e. the relative length of mglj in the sense of annotation terms frequency.
Similarity analysis
Cosine similarity calculation, as the common first choice, is used as the main method for analyzing the data. It was used, first, to identify the relationship of the aggregation products to the original documents, and second, to analyze the similarity between the MGL-based 'gold standard' and the WS corpus.
The evaluation of the aggregations is thus first performed using the cosine similarity mutually between all of the MGLs and all of the aggregation products. The comparison was additionally performed at three different levels of detail -i.e. first using the full set of all terms found, second based on distinct occurrences of terms present in documents, and last, using the inferred concepts.
Comparison of the cosine similarity for all of the WS is done against the aggregations as well as the individual MGLs. The comparison is again performed at three levels of detail. Note that the analysis at the levels of distinct terms and also at the level of total counts of medical terms produces a measure indicating a kind of terminological similarity while the similarity calculated on the basis of distinct (or absolute numbers) of concepts on the other hand indicates a kind of conceptual similarity. The average cosine similarities of WS against 'gold standard' are also enumerated for each target audience category of documents separately.
Empirical study
The method was applied on a selected medical topic, "screening for lung cancer". The test WS were obtained by providing the search string "lung cancer screening" to the Google search engine. Google search returned approximately 2 million records. For comparison, similar searches were carried out in the Yahoo! search engine (29 million records) and in the Czech search engine Seznam.cz (only 120 records). As a corpus of test WS we used the first 100 most relevant results returned by Google; some of the previously selected MGLs were however also ranked in the top 100 results and had to be skipped. The four MGLs pages which needed to be discarded were positioned in the second half of the top 100 results returned by Google. The WS were subsequently downloaded by the Scrapbook tool 7 and stored locally. The set of documents was manually rounded to one hundred WS after the removal of broken links or sites that were non-downloadable.
The MGLs corresponding to the selected topic were sought using available information sources, i.e. existing databases or catalogues of MGLs, and also freely on the internet. Three MGLs were chosen and used in the experiment. Guidelines labeled 'a1' and 'a2' correspond to the two original guidelines produced by renowned medical societies. Both documents are in the highly formalized NGC 8 format.
Besides the key topic-related section 'recommendations' it mainly contains references and other metainformation. Guideline labeled 'a0' is a special guideline synthesis developed by NGC and it directly compares conclusions of guidelines 'a1' and 'a2' and interprets agreements and disagreements between the two guidelines. In comparison to 'a1' and 'a2' guidelines, relatively more space is dedicated to the subject topic itself. Unused MGLs were either nationally or language-specific, they incompletely covered the topic (e.g. describing a single detection method) or were much more general on the contrary (i.e. treating cancer in general). In one case it was an obsolete version of one of the three used MGLs.
The tested 100 WS were manually classified depending on their nature and the target group of users of the text. The target audience categorization was borrowed from the EU MedIEQ project (Mayer,  M.A. & al., 2006) . For the chosen topic the WS fell into five categories, see Tab. 1. (As the total number of corpus WS was 100 (N=100) the numbers in the table also indicate the percentage distribution of WS across categories.). The first group consisted of pages designed for professionals in medicine, and contained 23% of the total number of WS. The second important group was constituted by scientific papers. We divided this category further into papers available in full text or at least as an abstract (23%) and those consisting of title and possibly a very brief summary only (5%). Another group of WS was formed by those targeted for general public: in this case for patients (21%) and children (0%). Although the articles for children readers (mostly of educational and preventive nature) are common for other medical topics, there were no such documents present in the corpus for the selected topic, which was probably due to the technical essence of the topic. The last category was created artificially for texts intended for no particular group of users (28%). This group included, namely, general reports, statements, newspaper articles and the like.
MGLs were annotated using the MetaMap tool. The results of the process were the texts with mapped scientific terms from UMLS. From the mapped terms it was possible to infer medical concepts that represented the content of the texts. By this procedure 13 distinct concepts relevant to the selected topic area were discovered ("Mass Screening", "Tomography, Spiral Computed", "Radiography, Thoracic", "Cytology", "Bronchoscopy", "Breath Tests", "Lung Neoplasms", "Solitary Pulmonary Nodule", "Positron-Emission Tomography", "Biopsy", "Mortality", "lung cancer-associated protein, LCAP", and "Over-diagnosis"). The test WS were similarly annotated based on this filtered set of medical terminology. The resulting annotated texts of the two groups (MGLs and WS) were then analyzed manually in order to locate gaps in the UMLS mappings. It was found that in MGLs the mapping was very successful, reaching 80% of identified medical terms that covered almost 100% of contained concepts. In contrast, the level of successful candidate mappings in the WS group was estimated to be less than 40%. Both these findings were fully consistent with our expectations and were clearly due to the fact that UMLS is primarily designed to work with texts written in scientific terminology. mo/x scientific papers (restricted access, usually title only) 5
Tab
All 13 revealed concepts and their synonyms contained in UMLS were saved to a new two-level hierarchical structure and stored in a database. The original list of UMLS synonyms was manually expanded in order to include missing entry terms (synonyms) from MGLs, which allowed for subsequent almost 100% success in the mapping of MGLs. In order to improve the mapping efficiency for WS, a similar manual review of annotated WS was applied there. The documents from the top of the WS list were examined for missing synonyms. It was observed that the majority of missing terms were identified in the first few documents (in the order originally returned by Google). In the remaining texts the same missing words were just confirmed with only few new entry terms discovered. Because of this fact only the first 10 WS (10%) were used for entry term list expansion, which allowed for the mapping efficiency to rise to estimated 75%. Subsequently, all the documents were re-annotated by the extended list of terminology with much higher success rate.
Unfortunately, the terminology used in the WS often does not match the terminology used in the MGLs and not even the terminology contained in the UMLS. Even though each concept in the UMLS has assigned a list of synonyms, these terms are again, usually, scientific terms or names used in other databases of the Metathesaurus. Missing synonyms often comprise colloquial, common, less accurate or abbreviated names of diseases, procedures or medical equipment, i.e. terms that are necessarily commonly present in texts intended to general public. For instance, the UMLS concept denominated as "Tomography, Spiral Computed" is in reality represented by a range of synonyms, abbreviated or incomplete names and abbreviations such as "CAT Scan, Spiral", "Computed Tomography, Spiral", "Computer-Assisted Tomography, Spiral", "Computerized Tomography, Spiral", "CT Scan, Spiral" and the like. This method was very often referred to only as "scan" in the tested WS, which led to the missing the UMLS terminology, or on the contrary, to ambiguous or incorrect mapping, depending on the sensitivity used. From the perspective of document content both sets often seemed to differ, even if it was purely due to syntactic (terminological) rather than semantic imperfection of the matching. Because of this, the workflow of the method for the final comparison had to be extended in order to be able to take into account even the terms occurring only in MGLs or only in WS (i.e. missing in UMLS) and to use these synonyms for mapping.
The set of concepts for the selected topic (identified in the first round of mapping) and their corresponding synonymic terms were stored outside of UMLS in a newly-designed database structure. The top 15 WS, previously annotated by the discovered terminology, were manually checked for the overall coverage of the UMLS terms. 17 missing terms found in the first 10 WS (further denoted as 'seed' set of WS) were added one by one to the stored list of terminology. This adjustment was carried out only for the terms clearly classifiable under the pre-selected concepts (typically, those were mere variants of existing synonyms). This manual step allowed for subsequent more complete mapping of concepts using the adjusted dictionary for all the WS, thus improving their mutual comparison.
Since the enriched list of terminology was already stored outside the UMLS database, the final annotations of WS and MGLs were made using the Super Text Search tool, 9 which allows full text searching over the list of documents. Distinct terms and their counts for each of the analyzed texts were recorded. On the basis of synonymy and term-concept relations the concepts were derived from the terms and their occurrences, both direct and indirect (i.e. aggregated over corresponding entry terms) for each of the texts were calculated again. The produced sets of terms or concepts, respectively, were subsequently used in the similarity analysis between the vectors representing MGLs and the WS.
In our case, there were three different MGLs available for the comparison. In order to be able to compare the similarity of WS in the future simply against one single standard, one of the goals was to test the usability of several aggregation techniques. Multiple variants of the aggregated sets of terms and concepts were compared using mutual cosine similarity.
The analysis of similarities among MGLs and their aggregates and similarly between WS and (aggregated and individual) MGLS was carried out at three levels of the detail. The first method compared all the terms and reflected the number of occurrences in the text as the weight of the term (in the tables referred to as "term level"). The second method also worked with the terms, but the comparison was limited only to distinct occurrence of terms in each of the texts ("distinct term level)"). The last method compared the similarity of concepts mapped through the terms found in the text ("concept level)"). The calculations correspond to the weight aggregations described in Section Method; the results for 'sum-distinct' at concept level is not included in the tables below due to space limitations (its results did not significantly differ).
The comparison between the results of cross-similarities analyzed at these three levels of detail shows that the highest average similarity values are achieved at the concept level and also at the term level. The lowest average similarity was recorded using distinct terms. The summary of results for crosscomparison of MGLs and their aggregations is shown in Tab. 2. Maximum 100% similarity (i.e. identity) is represented by the value 1. The value of 0 indicates absolute dissimilarity of the two sets.
Similarly to the way the sets representing MGLs were compared mutually, the sets representing WS were compared to MGLs, too. This comparison once again took place at three different levels of detail, i.e. at the level of term frequency, at the level of distinct terms and at the level of concepts, see Tab. 3. The average similarity across all WS, across all the MGLs (and aggregations) and across all three types of detail reached 0.72. Generally, the lowest similarity was achieved in the analysis at the level of distinct terms (average of 0.57 compared with 0.78 for the concepts and 0.84 for terms). Similarly to mutual comparison of MGLs, the highest average similarity of corpus WS to MGLs or to their aggregations were found again for the 'sum' and 'nsum' aggregations, respectively. Slightly lower values were found for the non-aggregated MGLs, and the very lowest values for the 'intersection' aggregation.
Tab. 2:
Mutual similarity between sets of terms, concepts or distinct terms representing each document. Labels a0, a1, a2 corresponds to the three MGLs. Average similarities quantified by each category of documents deviated from the overall average in the average range of 4.1% for terms, 6.7% for concepts and in the range of 9% for distinct terms. Generally, the highest correspondence of WS and MGLs was found for the category 'mo', i.e. scientific publications (average 0.75), and, on the contrary, the lowest similarity was found for the category 'g' (general texts) and 'mo/x' (incomplete scientific publications).
Note that the difference between comparisons using either terms or concepts is not only technical but also rather semantic. When comparing the sets of terms, the resulting number describes the "similarity of terminology". The analysis based on the similarity of concepts is actually a comparison of the 'content' of both texts. Interestingly, for the corpus of WS with respect to individual MGLs the similarity of terminology was higher (between 0.87-0.85) than the content similarity (between 0.74-0.76); the sum-based aggregation however yielded the opposite (more expected) result. This phenomenon warrants further investigation.
Discussion
This work presented the first attempt to compare the content of MGLs and WS. Due to this fact we needed to perform careful selection of medical topic in order to be able to demonstrate and verify the process of comparison. The topic had to be chosen so that there existed adequate MGLs (i.e. the topic should be completely covered by a MGL and on the other hand it should not only form a subset of this MGL). For the chosen topic there were several MGLs available in the end. It allowed us to develop and evaluate some potentially useful ways of representing the MGL content as aggregations of sets of terms. This way a single 'gold standard' for evaluating the content of WS may be created. During the selection of the topic it was also checked that the first 100 WS reasonably represent different groups of intended audience. Of the expectable groups the corpus of documents only lacked the group of WS for children.
The correlation between the similarity of WS to (aggregated) MGLs and the category of these WS is one of the crucial aspects of the experimental approach. The results obtained from this kind of experiment should help tune the parameters to be used in an implemented application for WS quality assessment. For example, the current study corroborates the intuition that WS intended for patients might best be compared to the intersection of MGLs (as this represents the core notions of the domain, which even patient sites should refer to). On the other hand, the expectation that the concept level (reducing the impact of more scholarly terminology often used in the MGLs) should be more relevant for patient WS assessment was not confirmed by the study.
The possibility to generalize this approach to any medical issue, however, is associated with many complications. The first problem is that the procedure anticipates systematic coverage of the whole domain of medicine by MGLs in the future as it relies on it. Today's practice however is far away at least in terms of the coverage and organization of creation of MGLs. MGLs creation is a highly distributed process. MGLs are created irregularly and thematically they basically cover just the most important areas. MGLs are also linguistically limited to one particular language, which constitutes another obstacle to their wider distribution, and in their specific application.
Coverage of medical terminology by the UMLS Metathesaurus also has large influence on the applicability of the method. Although UMLS is regularly updated, expanded to more and more new resources and as a result is has very good coverage of concepts including a range of their synonyms, a number of partial terms in the UMLS is still missing. The primary objective of UMLS is to be a dictionary of correct terminology. For this reason there are many missing terms (particularly colloquial, shortened, incorrect or outdated terms), which results in the fact that the mapping often fails for texts written in everyday language. These texts use quite a different terminology from those written in professional language. This has been also shown in this work: while the mapping of the MGLs (written in professional terminology) was almost entirely successful, the mapping of WS written in everyday language only achieved success in 60% of cases.
In order to be able to proceed with the process further and to test level of the conceptual compliance, we had to extend the list of synonyms manually. Synonyms were added for all the concepts related to the selected topic based on discrepancies found in annotated WS. During the manual assessment of WS it proved that the check of the first 10 to 15 documents discloses a vast majority of missing terms. The rest of WS were only checked for the sake of completeness. Based on the expanded list of terminology both MGLs and WS have been successfully annotated. However, such manual intervention is not generally applicable in bulk for all medical topics and is an obvious weakness of general application and use of the whole process.
In addition to problems associated with the completeness of UMLS, such as hosting one concept under different names (synonymy), there are also other properties of natural languages ( . In order to precisely determine which of the meanings of the word is the relevant in given situation it is usually necessary to consider the surrounding context and truly understand the meaning of the text.
Conclusions
The research presented here is the first step towards automated evaluation of the content of medical web resources using MGLs as a standard of quality. The main goal was to outline the overall process, to estimate its practical applicability through empirical exploration, and to provide guidelines for further research. At this stage experiments were made on one specific, carefully chosen topic, for which there existed available appropriate MGLs as well as general WS. The topic was elaborated for Englishlanguage texts. As the feasibility and quality of the evaluation activity necessarily depends on the category of WS and on the aggregation method for multiple MGLs, these two aspects were taken as parameters of the experiment, and multiple settings thereof were tested (though, obviously, by far not exhausting all the possibilities).
In order to obtain a better idea of how to generalize the procedure for any other medical issues, it would be appropriate to make further experiments with randomly selected topics and try to automate the manual steps that the described process contains. In particular, the categorization of WS with respect to their intended audience was so far made entirely manually, with a risk of introducing a bias. A promising way to automate this categorization could be using the existing functionality of the multilingual tool AQUA (Stamatakis, K. & al., 2007), which was developed for semi-automatic analysis of medical WS. Likewise, the MGLs search and the selection of the best of them was again purely manual. In this regard the situation may improve in the future as MGL catalogues are being constantly developed and extended on the Internet. The third manual step in the procedure was the extension of the list of synonyms for UMLS concepts. It was a necessary step for subsequent successful annotation of documents written in everyday language. On the other hand it was shown that to find the missing terms it is sufficient to only check the first few annotated WS, ranked according to their search engine relevance. Manual processing thus does not present a critical bottleneck at least at the level of prototyping effort. Furthermore, we could leverage on the fact that a steadily growing amount of computerized versions of MGLs will probably contain their own associated machine-readable dictionaries in the future, complementing general nomenclatures, in specific domains.
While the current research focused on principles of experiments potentially yielding the know-how for WS quality assessment, further research will also investigate the usage aspects of a deployed system such as an extended version of AQUA. Such a system would presumably, during WS analysis, produce a warning with a list of MGL-produced concepts (or, terms) not detected in the WS, with additional explanatory information. Manageable size of such a list would have to be assured.
In longer term we plan to pay attention to the fact that a set of concepts only represents the content of the (MGL or WS) document to a certain extent. A further step forward would be representing the terminology and content of the documents in a structured form, so as to detect conflicting claims between the WS and MGL. 
