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EXTENSION OF MIKHLIN MULTIPLIER THEOREM
TO FRACTIONAL DERIVATIVES AND
STABLE PROCESSES
Deniz Karlı
Abstract
In this paper, we prove a new generalized Mikhlin multiplier theorem
whose conditions are given with respect to fractional derivatives in integral
forms with two different integration intervals. We also discuss the connec-
tion between fractional derivatives and stable processes and prove a version
of Mikhlin theorem under a condition given in terms of the infinitesimal
generator of symmetric stable process. The classical Mikhlin theorem is
shown to be a corollary of this new generalized version in this paper.
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1. Introduction and preliminaries
Fractional calculus is a rapidly growing area of Mathematics which lies
between probability, differential equations and mathematical physics. It
provides tools to analyze anomalous particle diffusion models which differ
from the classical diffusions. Classical diffusions can be modeled as limits
of random walks which correspond to Brownian motion.
In recent years, there has been a growing interest in general Levy pro-
cesses which contain the most well-known process Brownian motion as a
special case. Among Levy processes, stable processes have a special place
due to their pleasing properties. Although stable processes do not share
many nice properties of Brownian motion, they are the next best type of
c©Please cite this paper as :
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processes to consider. Hence it is a good starting point if we want to learn
more about Levy processes and their applications. We will discuss a spe-
cific type of stable process in Section 1.2. And we refer to [1], [2], [13] and
[18] for an intensive study of the general theory.
Brownian motion, which is the main focus of classical analysis, has a
close relation to classical (non-fractional) calculus. The well-known gener-
ator of Brownian motion is given 12∆ where ∆ is the Laplacian operator.
Moreover, it is known that the transition density, p(t, x), solves the
diffusion equation
∂p
∂t
= D
∂2p
∂x2
where the Fourier transform of the density is
F(p(t, ·))(x) = e− 12 tσ2x2
with D = σ2/2.
Following this diffusion equation, another equation
∂p
∂t
= D
∂αp
∂xα
attracts attention where ∂
α
∂xα is the derivative of fractional order. Espe-
cially, if α ∈ (0, 2) this differential equation has some connection to (one-
and two-sided) stable processes. In particular, it is related to symmetric
(rotationally invariant) stable process whose infinitesimal generator is
L[f ](x) = α(α− 1)
Γ(2− α)
∫
Rd−{0}
(f(y + x)− f(x)− 1I{|y|<1}y · ∇f)
dy
|y|d+α
for f ∈ Dom(L). (See [1, P.162].) If α > 1 then the third term of the
integrand is needed for the convergence of the integral. However if α < 1,
as in this paper, then this term cancels out due to the fact that its integral
equals zero. Hence the infinitesimal generator becomes
L[f ](x) = α
Γ(1− α)
∫
Rd−{0}
(f(y + x)− f(x)) dy|y|d+α (1.1)
which will be very much alike to the definition the fractional derivative be-
low. For more details on this relation we refer to [15, Chapter 3]. Through-
out this paper, the parameter α is restricted to the case α ∈ (0, 1) unless
stated otherwise and Γ(·) above represents the usual gamma function.
One of the corner stones of the classical operator theory is the famous
Mikhlin multiplier theorem. A multiplier m is a function which is the
Fourier transform of the kernel of a convolution operator. That is, if Tm is
an operator with kernel κ so that Tmf = f ∗ κ, then F(κ) = m. Multiplier
theorems allow one to study convolution operators of type Tm through their
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multipliers m which provide useful simplifications. Mikhlin’s theorem pro-
vides a control on the convolution operator if the corresponding multiplier
obeys some growth condition. The most general version of this theorem is
stated in dimensions d ≥ 1. Since our focus in this paper is dimension one,
we state the argument in d = 1 only. (See [5, Theorem 5.2.7] for d ≥ 1.)
For a study from a purely analytic point, one may see [5], [23], [22] and
[21], and for a study from a probabilistic point, we refer [8] and [9].
Theorem 1.1 (Mikhlin). Suppose d = 1, c > 0 and m is a bounded
differentiable function on R − {0} so that |m′(x)| ≤ c/|x|, x 6= 0. Then
the convolution operator Tmf = f ∗ κ, where m is the Fourier transform
of κ, can be extended from a bounded operator on Lp ∩ L2 to a bounded
operator on Lp(R) for p ∈ (1,∞).
After the developments in [8, 9, 10], we have many fundamental tools to
work in the case of symmetric stable processes. These tools open a door to
a wide range of new applications. One should be able to relax and extend
restrictions of the classical theorems using these acquired tools.
In this paper, we focus on the extension of classical Mikhlin multiplier
theorem, Theorem 1.1. Our aim is to use fractional derivative and our
process, which is a product of a symmetric stable process with a one di-
mensional Brownian motion, to obtain a general Mikhlin multiplier theorem
which presents the statement 1.1 as a corollary.
For the rest of this paper, we assume that we are working in dimension
one only. The notation F(f) is reserved for the Fourier transform of an
appropriate function f , that is,
F(f) = 1√
2pi
∫
R
f(y)e−ixydy.
1.1. Basics on fractional derivatives. One approach to define fractional
derivative operator is by means of its Fourier transform. It is well-known
that for the classical derivative operator
F
(
dn
dxn
f
)
(x) = (ix)nF(f)(x).
Using this relation, we define the operator dα/dxα as the operator for which
F
(
dα
dxα
f
)
(x) = (ix)αF(f)(x). (1.2)
(See [15, Chapter 2] for details.) Two widely used definitions of this opera-
tor are known as Caputo and Riemann-Liouville forms. Both of these two
forms can be obtained from another form of fractional derivative, which is
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called the generator form (see [15, page 30]). In this paper we consider this
form whenever we refer fractional derivative. In order to fix the notation
we will use Dα to denote the (positive) fractional derivative in generator
form. This operator is given by
Dα[f ](x) =
α
Γ(1− α)
∫ ∞
0
(f(x)− f(x− y)) dy
y1+α
. (1.3)
with the domain Dom(Dα). Note that this domain includes the set of
all bounded functions with continuous bounded first order derivatives, and
hence , in particular, compactly supported continuous functions with con-
tinuous first order derivatives
In the literature of fractional derivatives, there is a second form, called
the negative fractional derivative. It is almost the same integral definition
as above except the fact that the domain of the integral is taken to be
(−∞, 0). After a basic change of variables, one can define negative frac-
tional derivative in generator form by
D−α [f ](x) =
α
Γ(1− α)
∫ ∞
0
(f(x)− f(x+ y)) dy
y1+α
(1.4)
with the domain Dom(D−α ). These forms are related to one-sided stable
processes. The correspondence is between stable processes with positive
jumps and positive fractional derivative and between stable processes with
negative jumps and negative fractional derivative. Reader may find the
details of this relation in [15, Chapter 2 and 3]. Later we will discuss the
generator of two-sided symmetric stable processes as well.
Since both Caputo and Riemann-Liouville forms can be obtained by
integration by parts applied to (1.3), the difference between them seems
to be due to the boundary values. Hence by using the generator form, we
eliminate this vague point in the definition.
Let us focus on Dα now. We need to check if Fourier transform of
this operator is (ix)α as desired in (1.2). By carrying out the necessary
calculations,
F (Dα[f ]) (x) =
∫
R
Dα[f ](y)e
−ixydy =
α
Γ(1− α)F(f)
∫ ∞
0
(
1− e−ixy) dy
y1+α
where the last integral converges and equals (ix)αΓ(1− α)/α. So we have
F (Dα[f ]) (x) = (ix)αF(f). (1.5)
Similarly, one can compute the Fourier transform of D−α , which is
F (D−α [f ]) (x) = (−ix)αF(f). (1.6)
Fractional derivative does not share some properties which are satisfied
by the classical derivative operator, such as the product (Leibniz) rule.
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However, we will need this type property for the sake of the proof of the
main theorem. Hence we define an alternative relation which is close to the
product rule and call it extended product rule for fractional derivatives.
For this purpose, we define two new operators Λα and Λ
−
α as follows: Let
f and g be two real valued functions such that g ∈ Dom(Dα) and f is
bounded. Then define
Λα[f, g](x) =
α
Γ(1− α)
∫ ∞
0
(f(x)− f(x− y))(g(x) − g(x− y)) dy
y1+α
(1.7)
for x ∈ R. Similarly, if g ∈ Dom(D−α ) and f is bounded then we define
Λ−α [f, g](x) =
α
Γ(1− α)
∫ ∞
0
(f(x)− f(x+ y))(g(x) − g(x+ y)) dy
y1+α
(1.8)
for x ∈ R. Note that these operators are well-defined for the given condi-
tions on f and g. These operators are in close relation with the Carre´ de
Champ operator in probability theory (See [8, page 5].) This close relation
encourages the following lemma.
Lemma 1.2 (Extended Product Rule). Suppose f is a bounded func-
tion.
i. If f, g ∈ Dom(Dα) then
Dα[f · g] = f Dα[g] + g Dα[f ]− Λα[f, g]. (1.9)
ii. If f, g ∈ Dom(D−α ) then
D−α [f · g] = f D−α [g] + gD−α [f ]− Λ−α [f, g]. (1.10)
P r o o f. We prove only the first part of the lemma. The second part
is almost identical to the first part.
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Let f and g be as given in the hypothesis. Then we have
α−1Γ(1− α) [Dα[f · g](x)− f(x)Dα[g](x) − g(x)Dα[f ](x)]
=
∫
R
(f(x)g(x)− f(x− y)g(x− y)) dy
y1+α
−
∫
R
(f(x)g(x) − f(x)g(x− y)) dy
y1+α
−
∫
R
(f(x)g(x) − f(x− y)g(x)) dy
y1+α
=
∫
R
−f(x)(g(x)− g(x− y)) + f(x− y)(g(x) − g(x− y)) dy
y1+α
= −α−1Γ(1− α)Λα[f, g](x).
Since Λα[f, g](x) is well-defined for f being bounded and g ∈ Dom(Dα), so
is Dα[f · g] with the additional condition f ∈ Dom(Dα). Hence we obtain
the desired result. ✷
1.2. Stochastic background and previous results. As we mentioned
in the beginning of the section, there is close relation between fractional
derivative and stable processes. In papers [8, 9, 10], we studied the sto-
chastic point of view of this theory in terms of a specific Levy process.
Here we recall some fundamental properties and crucial results obtained in
[8, 9, 10] to make this paper as self-sufficient as possible. For the details of
the discussions we refer to the mentioned papers.
Our main focus in these papers was a product process Xt with compo-
nents Yt and Zt, where Yt is a d-dimensional symmetric α-stable process
(0 < α < 2) and Zt is a 1-dimensional Brownian motion. For this process,
we built the fundamental tools of the theory in [8] and defined harmonic
extension of a given Lp(Rd) function to the upper-half space Rd × R+. By
harmonic function, we mean a function which is harmonic with respect to
the process Xt. Later, based on these harmonic extensions, we defined
Littlewood-Paley functions which play a crucial role in the Potential The-
ory. The key ideas of the structure are as follows. Let f ∈ Lp(Rd), (Yt,Px)
be a d-dimensional symmetric stable process started at the point x ∈ Rd
with the probability measure Px, (Zt, P
a) be a 1-dimensional Brownian
motion started at the point a ∈ R+ with the probability measure Pa. We
define the product probability measure P(x,a) = Px × Pa for the product
process Xt = (Yt, Zt) and the stopping time T0 = inf{s ≥ 0 : Zs = 0} which
is the first hitting time of Xs to the boundary R
d × {0}. We denote ex-
pectations with respect to probability measures Pa,Px and P(x,a) by Ea,Ex
and E(x,a), respectively. Then we define the harmonic extension of f to the
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upper half-space by
f(x, t) = Qtf(x) = E
(x,a)(f(XT0)) =
∫ ∞
0
E
x(f(Ys))P
t(T0 ∈ ds) (1.11)
for (x, t) ∈ Rd × R+. Here we denote both the function and its harmonic
extension by the same letter f . This Qt is a convolution semi-group with
the kernel qt. So Qt satisfies the semi-group properties
QtQs = Qt+s and Q0 = identity. (1.12)
To see the convolution kernel explicitly, we write
Qtf(x) = f ∗ qt(x) =
∫ ∞
0
∫
Rd
f(y)p(s, x, y)dy µt(ds),
with
qt(x) =
∫ ∞
0
p(s, x, 0)µt(ds).
Here p(s, x, y) is the transition density of a d-dimensional symmetric α-
stable process with the Fourier transform
F(p(t, ·, 0))(x) = e−t|x|α , (1.13)
and µt is the exit distribution of a 1-dimensional Brownian motion from
the domain [0,∞) with the explicit form
µt(ds) =
t
2
√
pi
e−t
2/(4s)s−3/2ds.
The kernel qt is a probability kernel with the Fourier transform
F(qt(·))(x) = e−t|x|α/2 , (1.14)
which is due to (1.13) and Fubini’s theorem since
∫
R
qt(x)dx = 1.
By means of harmonic extensions, we define the Littlewood-Paley func-
tions for the process Xt. The vertical, horizontal and general Littlewood-
Paley functions are
G↑f (x) =
[∫ ∞
0
t [∂tQtf(x)]
2 dt
]1/2
,
−→
G f,α(x) =
[∫ ∞
0
t
∫
{|h|<t2/α}
(Qtf(x+ h)−Qtf(x))2 dh|h|d+α dt
]1/2
,
Gf,α(x) =
[(
G↑f (x)
)2
+
(−→
G f,α(x)
)]1/2
,
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respectively, for x ∈ Rd. Then [8, Theorem 7] together with P.A.Meyer’s
earlier result (see [8, section 5]) shows that
‖f‖Lp(Rd) ≤ c ‖G↑f‖Lp(Rd) ≤ c ‖Gf,α‖Lp(Rd) ≤ c ‖f‖Lp(Rd) (1.15)
for p > 1. This result is one of the main accomplishments of [8].
In [9], we continue studying the key functionals of Littlewood-Paley
Theory in this new setup. We define these functionals in the case of the
process Xt and study their boundedness properties. One of these operators,
needed for this paper, is G∗ operator. Define the horizontal, the vertical
and the general G∗ operators for λ > 1 as
−→
G∗λ,f (x) =
[∫ ∞
0
t ·Kλt ∗ Γα(Qtf,Qtf)(x) dt
]1/2
,
G∗,↑λ,f (x) =
[∫ ∞
0
t ·Kλt ∗ (
∂
∂t
Qtf(·))2(x) dt
]1/2
G∗λ,f (x) =
[[−→
G∗λ,f (x)
]2
+
[
G∗,↑λ,f (x)
]2]1/2
.
respectively, where the kernel Kλt is
Kλt (x) = t
−2d/α
[
t2/α
t2/α + |x|
]λd
, t > 0.
Here Γα(·, ·) is the Carre´ de Champ operator which is defined similar to
(1.7). Explicitly,
Γα(Qtf,Qtf)(x) =
∫
Rd
(Qtf(x+ y)−Qtf(x))2 dy|y|d+α .
(See [8, Proposition 1].)
Moreover, [9, Theorem 2.4] states that for p ≥ 2 and λ > 1
‖G∗,↑λ,f‖Lp(Rd) ≤ c‖G∗λ,f‖Lp(Rd) ≤ c‖f‖Lp(Rd). (1.16)
Combining (1.15) and (1.16), we have the following tool to study bounded-
ness of an operator. If one can prove for a convolution operator Tf = f ∗κ
that
G↑Tf (x) ≤ cG∗,↑λ,f (x)
holds for almost every x ∈ Rd, then (1.15) and (1.16) imply
‖Tf‖Lp(Rd) ≤ c ‖G↑Tf‖Lp(Rd) ≤ c ‖G∗,↑λ,f‖Lp(Rd) ≤ c ‖f‖Lp(Rd)
for p ≥ 2 and λ > 1. This will be the main idea of the proof of the main
theorem (Theorem 2.3).
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Finally, we developed tools to study Fourier multipliers in [10] and used
them to prove a particular multiplier theorem ([10, Theorem 3.1]). These
methods and some intermediate steps allowed us to approach in a different
way than the classical version. We develop more on these tools in this paper
and prove the extension of classical Mikhlin multiplier theorem in the next
section.
2. Mikhlin multiplier theorem: Generalizations to fractional
derivatives
In this section we discuss the main result of this paper. Throughout
this section, the letter c is reserved for positive constants whose value may
differ from line to line and whose value depend only on the parameter α.
Before we state the main theorem, we will prove a technical lemma
below which is needed later. For this purpose, let us define the radial
function K(·) as
K(x) = |x|α/2e− 12 |x|α/2 , x ∈ R. (2.1)
Lemma 2.1. The L2(R)-norm of the function
J(x) =
∫
R
|K(x− y)−K(x)| dy|y|1+α (2.2)
is bounded whenever α ∈ (1/2, 1).
P r o o f. To prove boundedness of L2(R)-norm, we split the integral
‖J‖2L2(R) =
∫
R
[∫
R
|K(x− y)−K(x))| dy|y|1+α
]2
dx (2.3)
10 D. Karlı
into 4 sub-integrals and call them
I1 =
∫
R
[∫
|y|>1
|K(x− y)−K(x)| dy|y|1+α
]2
dx,
I2 =
∫
|x|>2
[∫
|y|<1
|K(x− y)−K(x)| dy|y|1+α
]2
dx,
I3 =
∫
|x|<2
[∫
|y|<|x|/2
|K(x− y)−K(x)| dy|y|1+α
]2
dx,
I4 =
∫
|x|<2
[∫
|x|/2<|y|<1
|K(x− y)−K(x)| dy|y|1+α
]2
dx.
Then we have
‖J‖2L2(R) ≤ c (I1 + I2 + I3 + I4).
First, consider the integral I1. Note that (α/2) |y|−1−α is a probability
kernel on (−∞,−1)∪(1,∞). Hence, we can obtain from Jensen’s Inequality
I1 ≤ 2
α
∫
R
∫
|y|>1
(K(x− y)−K(x))2 dy|y|1+α dx
≤ 4
α
∫
R
∫
|y|>1
K2(x− y) dy|y|1+α dx+
4
α
∫
R
∫ ∞
|y|>1
K2(x)
dy
|y|1+α dx,
≤ 8
α
∫
R
K2(x)dx
∫
|y|>1
dy
|y|1+α dx,
since φ(x) = x2 is a convex function. In the last line, we used Tonelli’s
Theorem to interchange the order of integrals and then applied a change of
variables. Since both of the last two integrals are finite, we have I1 ≤ c.
Second, consider the integral I2. We will work with the derivative of
K(x) which is
K ′(x) =
α
2
sign(x)e−
1
2
|x|α/2
(
|x|α/2−1 − 1
2
|x|α−1
)
(2.4)
for x 6= 0. Here, sign(x) = x/|x| for x 6= 0. Hence we have the bound
|K ′(x)| ≤ α
2
e−
1
2
|x|α/2
(
|x|α/2−1 + |x|α−1
)
.
In the domain of this integral, |x| > 2 and |y| < 1 and so we have |x− y| ≥
|x|/2 ≥ 1. Then for any ξ ∈ (x− y, x), we have |ξ| ≥ |x|/2 ≥ 1 and so
|K ′(ξ)| ≤ e− 14 |x|α/2 .
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If we apply Mean Value Theorem to K(x− y)−K(x), then we obtain
I2 ≤
∫
|x|>2
[∫
|y|<1
e−
1
4
|x|α/2 |y| dy|y|1+α
]2
dx
≤
∫
|x|>2
e−
1
2
|x|α/2dx
[∫
|y|<1
|y|−α dy
]2
= c,
since α ∈ (1/2, 1).
Next, consider the integral I3. In its domain, |x|/2 ≤ |x− y| ≤ 3|x|/2,
hence for any ξ ∈ (x− y, x), we have |x|/2 ≤ |ξ| ≤ 3 and so
|K ′(ξ))| ≤ 3α |x|α/2−1.
Then by Mean Value Theorem,
|K(x− y)−K(x)| ≤ 3α|x|α/2−1|y|.
Using this bound, we obtain
I3 ≤ 9α2
∫
|x|<2
[∫
|y|<|x|/2
|x|α/2−1|y|−αdy
]2
dx,
= 9α2
∫
|x|<2
[∫
|y|<|x|/2
|x|α/2−1|y|(1−α)/2 |y|(−1−α)/2dy
]2
dx,
≤ 9α2
∫
|x|<2
|x|−1
[∫
|y|<|x|/2
|y|(−1−α)/2dy
]2
dx,
= c
∫
|x|<2
|x|−αdx.
The last integral converges, since α < 1.
Finally, in the domain of the integral I4, we have |x| < 2|y| and so
|K(x− y)−K(x)| ≤ |x− y|α/2 + |x|α/2 ≤ 5 |y|α/2.
Then we have
I4 ≤ c
∫
|x|<2
[∫
|x|/2<|y|<1
dy
y1+α/2
]2
dx ≤ c
∫
|x|<2
|x|−αdx = c.
Therefore, we have ‖J‖L2(R) ≤ c where c depends only on α. ✷
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Next, we need an upper bound for the L2(R)-norm of the function
(s2/α + |x|)1/α ∂sQs/2κ(x),
for the convolution kernel κ. Recall that Qsκ(x) is the harmonic extension
of κ(x) to R× R+ by (1.11) with respect to the process Xt = (Yt, Zt). For
this purpose, let us recall the (positive) fractional derivative
Dα[f ](x) =
α
Γ(1− α)
∫ ∞
0
(f(x)− f(x− y)) dy
y1+α
,
for α ∈ (0, 1) and prove the following result.
Theorem 2.2. Suppose α ∈ (1/2, 1), m : R→ R is a bounded function
with m ∈ Dom(Dα),
‖m‖∞ ≤ C1 and |Dα[m](x)| ≤ C1|x|α , x ∈ R− {0},
for some C1 ∈ R+, and Tm is the convolution operator Tmf = f ∗ κ with
F(κ) = m. Then we have
‖
(
s2/α + | · |
)α
∂sQs/2κ(·)‖L2(R) ≤ cC1 s1−1/α , s > 0,
for some c > 0 depending only on α.
P r o o f. Let s > 0 and consider the following partition of the square
of the desired L2-norm. Set
I1 =
∫
|x|≤s2/α
(
s2/α + |x|
)2α (
∂sQs/2κ(x)
)2
dx, (2.5)
I2 =
∫
|x|>s2/α
(
s2/α + |x|
)2α (
∂sQs/2κ(x)
)2
dx,
so that
‖
(
s2/α + | · |
)α
∂sQs/2κ(·)‖2L2(R) = I1 + I2.
We note that
I1 ≤ 22α
∫
|x|≤s2/α
s4
(
∂sQs/2κ(x)
)2
dx.
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Moreover, we can bound ∂sQs/2κ(x) by L
1-norm of its Fourier transform.
That is, ∣∣∂sQs/2κ(x)∣∣ ≤
∫
R
∣∣F(∂sQs/2κ)(x)∣∣ dx,
=
1
2
∫
R
|x|α/2e− s2 |x|α/2|m(x)|dx
≤ 1
2
‖m‖∞
∫
R
|x|α/2e− s2 |x|α/2dx,
=
1
2
‖m‖∞ s−1−2/α
∫
R
|x|α/2e− 12 |x|α/2dx,
by (1.14). Since the last integral converges, we have
I1 ≤ cC21
∫
|x|≤s2/α
s2−4/αdx ≤ cC21 s2−2/α.
For the next part, let us define Ks(x) = |x|α/2e− s2 |x|α/2 for s > 0 and
x ∈ R. Here we note that K1(x) = K(x) where K(x) is as defined in (2.1).
Then we have
I2 ≤ 22α
∫
R
|x|2α (∂sQs/2κ(x))2 dx = 22α
∫
R
(
(ix)α∂sQs/2κ(x)
)2
dx.
By Plancherel’s identity, (1.5) and (1.14), the last integral equals∫
R
(
Dα[F(∂sQs/2κ)](x)
)2
dx =
∫
R
(
Dα[| · |α/2e−
s
2
|·|α/2 m(·)](x)
)2
dx
=
∫
R
(Dα[Ksm](x))
2 dx,
which is bounded by 4 times the sum∫
R
(Λα[Ks,m](x))
2 dx+
∫
R
K2s (x) (Dα[m](x))
2 dx
+
∫
R
m2(x) (Dα[Ks](x))
2 dx
due to the extended product rule (Lemma 1.2). By our assumptions on m,
this sum is bounded by a constant multiple of∫
R
K2s (x)|x|−2αdx+
∫
R
(∫ ∞
0
|Ks(x− y)−Ks(x)| dy
y1+α
)2
dx
= s2−2/α
∫
R
K21 (x)|x|−2αdx+
∫
R
(∫ ∞
0
|Ks(x− y)−Ks(x)| dy
y1+α
)2
dx,
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by using the scaling property
Ks(x) = s
−1K1(s
2/αx) = s−1K(s2/αx). (2.6)
Moreover, we have that K1(·)| · |−α ∈ L2(R), since α < 1. Hence it is
enough to show that
I3 :=
∫
R
(∫ ∞
0
|Ks(x− y)−Ks(x)| dy
y1+α
)2
dx ≤ c s2−2/α
to complete the proof.
Using the scaling property (2.6) of Ks, we have
I3 = c s
−2
∫
R
(∫ ∞
0
|K(s2/αx− s2/αy)−K(s2/αx)| dy
y1+α
)2
dx.
Now we apply two steps of change of variables with z = s2/αx and w = s2/αy
to obtain
I3 = c s
2−2/α
∫
R
(∫ ∞
0
|K(z − w)−K(z)| dw
w1+α
)2
dz.
The last integral converges by Lemma 2.1. Then the result follows. ✷
We are ready to state and prove the main theorem of this paper. The
following theorem is a generalization of the classical Mikhlin multiplier the-
orem. First we prove the general statement below. Then we give reasoning
why it is a more general result than the original one.
Theorem 2.3. Suppose α ∈ (1/2, 1) and that m : R→ R is a bounded
function with m ∈ Dom(Dα),
‖m‖∞ ≤ C1 and |Dα[m](x)| ≤ C1|x|α , x ∈ R− {0},
for some C1 > 0. Then m is a Fourier multiplier and the corresponding
convolution operator Tm can be extended from L
p∩L2 to Lp for p ∈ (1,∞).
P r o o f. Let p ≥ 2 and f ∈ Lp(R) be a compactly supported continu-
ous function, that is, f ∈ Cc(R). Let Tm be the convolution operator with
kernel κ corresponding to m, that is, F(Tmf) = F(f ∗ κ) = F(f) ·m.
We consider the vertical Littlewood-Paley function G↑Tmf (x). By its
definition (
G↑Tmf (x)
)2
=
∫ ∞
0
s (∂sQsTmf(x))
2 ds.
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We note that by the semi-group property (1.12), we have Qs = Qs/2Qs/2
and qs = qs/2 ∗ qs/2, which leads to ∂sqs = 2qs/2 ∗ ∂sqs/2. Next, we ob-
serve that ∂sQsTmf(x) = 2Qs/2Tm(∂sQs/2f)(x) by means of their Fourier
transforms, that is,
F(2Qs/2Tm(∂sQs/2f)) = 2F(qs/2)mF(∂sqs/2)F(f)
= F(2qs/2 ∗ ∂sqs/2)mF(f) = F(∂sqs)mF(f) = F(∂sQsTmf).
Then
(
G↑Tmf (x)
)2
= 4
∫ ∞
0
s
∣∣Qs/2Tm(∂sQs/2f)(x)∣∣2 ds. (2.7)
Fix any x ∈ R. Then
∣∣Qs/2Tm(∂sQs/2f)(x)∣∣ ≤
∫
R
∣∣F(Qs/2Tm(∂sQs/2f))(y)∣∣ dy
=
∫
R
e−
s
2
|y|α/2 |m(y)| |y|α/2e− s2 |y|α/2 |F(f)(y)|dy
≤ cC1‖f‖L1(R)
∫
R
K2s(y)dy
≤ cC1s−1−2/α‖K1‖L1(R)‖f‖L1(R)
by scaling (2.6). Here, ‖f‖L1(R) is finite since f ∈ Cc(R). Then we can see
that Qs/2Tm(∂sQs/2f)→ 0 as s→∞. Hence the integral in (2.7) becomes
4
∫ ∞
0
s
∣∣∣∣
∫ ∞
s
t
t
∂tQt/2Tm(∂tQt/2f)(x)dt
∣∣∣∣
2
ds.
If we apply the Cauchy-Schwartz inequality here, we obtain
(
G↑Tmf (x)
)2
≤ 4
∫ ∞
0
s
[∫ ∞
s
t−2dt
] [∫ ∞
s
t2 (∂tQt/2Tm(∂tQt/2f)(x))
2dt
]
ds
= 4
∫ ∞
0
∫ ∞
s
t2 (∂tQt/2Tm(∂tQt/2f)(x))
2dtds
= 4
∫ ∞
0
t3 (∂tQt/2Tm(∂tQt/2f)(x))
2dt.
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Since Tm is a convolution operator, the last integral equals∫ ∞
0
s3
(∫
R
∂sQs/2f(x− y) · ∂sQs/2κ(y)dy
)2
ds =
∫ ∞
0
s3
(∫
R
(s2/α + |y|)−α∂sQs/2f(x− y)(s2/α + |y|)α∂sQs/2κ(y)dy
)2
ds.
If we apply Cauchy-Schwartz Inequality, then this integral is bounded by∫ ∞
0
s3
[∫
R
(s2/α + |y|)−2α (∂sQs/2f(x− y))2 dy
·
∫
R
(s2/α + |y|)2α (∂sQs/2κ(y))2 dy
]
ds.
By Theorem 2.2∫
R
(s2/α + |y|)2α (∂sQs/2κ(y))2 dy ≤ cC21s2−2/α.
Hence
(
G↑Tmf (x)
)2
is dominated by
cC21
∫ ∞
0
s
∫
R
s−2/α
(
s2/α
s2/α + |y|
)2α (
∂sQs/2f(x− y)
)2
dy ds.
Note that the last integral is the definition of the operator
(
G∗,↑λ,f
)2
if we
take λ = 2α. Here 2α > 1, and so G∗,↑λ,f is well-defined. This implies that
G↑Tmf (x) ≤ cC1G
∗,↑
λ,f (2.8)
for any x ∈ R.
By (1.16) (or [9, Theorem 2.4]) ,
‖G∗,↑λ,f‖Lp(R) ≤ c‖f‖Lp(R) (2.9)
for f ∈ Lp(R), p ≥ 2 and λ > 1. Moreover, by (1.15) (or [9, Lemma 1.5]) ,
we also have
‖G↑f‖Lp(R) ≥ c‖f‖Lp(R) (2.10)
for f ∈ Lp(R), p > 1. Hence by putting (2.8), (2.9) and (2.10) together, we
have
‖Tmf‖Lp(R) ≤ c ‖G↑Tmf‖Lp(R) ≤ cC1 ‖G
∗,↑
λ,f‖Lp(R) ≤ cC1 ‖f‖Lp(R), (2.11)
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for p ≥ 2. Since compactly supported continuous functions are dense in
Lp(R), the inequality
‖Tmf‖Lp(R) ≤ cC1‖f‖Lp(R)
extends to all f ∈ Lp(R) with p ≥ 2.
Finally, for the dual case p ∈ (1, 2), let f ∈ Lp(R), q ∈ (2,∞) such
that 1/p+ 1/q = 1, and g ∈ Lq(R) be a continuous function with compact
support. Denote the operator corresponding to the kernel κ˜(x) = κ(−x)
by T˜m. Then by Fubini’s Theorem,∣∣∣∣
∫
R
Tmf(x)g(x)dx
∣∣∣∣ =
∣∣∣∣
∫
R
f(x)T˜mg(x)dx
∣∣∣∣ .
By Ho¨lder’s Inequality and (2.11), the inner product above is less than
‖f‖Lp(R)‖T˜mg‖Lq(R) ≤ cC1 ‖f‖Lp(R)‖g‖Lq(R).
Since compactly supported continuous functions are dense in Lq(R), this
holds for all g ∈ Lq(R) with q ∈ (2,∞). Hence we have
‖Tmf‖Lp(R) ≤ cC1 ‖f‖Lp(R)
for any f ∈ Lp(R) and p > 1. This completes the proof. ✷
To underline the importance of this result, we need to point the relation
between this result and the classical version of the theorem. Clearly, the
classical version of Mikhlin multiplier theorem (Theorem 1.1) is a corollary
of Theorem 2.3. To see this, let m be a function satisfying conditions of
Theorem 1.1. Then we have
|Dα[m](x)| ≤ c
∫ |x|/2
0
|m′(ξx,y)|dy
yα
+ c
∫ |x|/2
0
dy
y1+α
for some ξx,y between x and x−y by Mean Value Theorem. Since y < |x|/2
for the first integral, we have |x− y| ≥ |x|/2 and so |ξx,y| ≥ |x|/2. Then
|Dα[m](x)| ≤ c
∫ |x|/2
0
|ξx,y|−1 dy
yα
+ c|x|−α
≤ c|x|−1
∫ |x|/2
0
dy
yα
+ c|x|−α ≤ c|x|−α.
Hence m ∈ Dom(Dα) and it satisfies conditions of the extended Mikhlin
multiplier Theorem (Theorem 2.3). This shows that classical Mikhlin mul-
tipliers form a subclass of those which are characterized by Theorem 2.3.
So far we established the desired result under conditions with respect to
the positive fractional derivative Dα. In the introductory section, we also
defined the negative fractional derivative, which is studied in the literature
as much as Dα. So one may ask if the same result holds for the negative
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fractional derivative D−α . We note that our technique does not rely on
difference between Dα and D
−
α . Hence it is very tempting to study the
same problem for D−α . Below we prove the statement of the Main Theorem
under the conditions given with respect to D−α . Since the proof shares
some details from the lines of the proof for Dα, we refer those points to
keep ourself from repeating the same arguments. We mainly go over the
proof of Theorem 2.2 and outline the details which are needed. So we
obtain the following result for D−α .
Theorem 2.4. Suppose α ∈ (1/2, 1), m : R→ R is a bounded function
with m ∈ Dom(D−α ),
‖m‖∞ ≤ C1 and
∣∣D−α [m](x)∣∣ ≤ C1|x|α , x ∈ R− {0},
for some C1 ∈ R+, and Tm is the convolution operator Tmf = f ∗ κ with
F(κ) = m. Then we have
‖
(
s2/α + | · |
)α
∂sQs/2κ(·)‖L2(R) ≤ cC1 s1−1/α , s > 0, (2.12)
for some c > 0 depending only on α.
P r o o f. Consider the same partition I1 and I2 of the square of the
norm (2.12) as in (2.5) and consider two integrals on the domains |x| ≤ s2/α
and |x| > s2/α, respectively. The same argument as in the first part of the
proof of Theorem 2.2 shows that
I1 ≤ cC21 s2−2/α.
For I2, note that we have
I2 ≤ 22α
∫
R
|x|2α (∂sQs/2κ(x))2 dx = 22α
∫
R
(
(−ix)α∂sQs/2κ(x)
)2
dx
=
∫
R
(
D−α [F(∂sQs/2κ)](x)
)2
dx =
∫
R
(
D−α [Ksm](x)
)2
dx
by (1.6) and the Plancherel’s identity. The last integral is bounded by 4
times the sum∫
R
(
Λ−α [Ks,m](x)
)2
dx+
∫
R
K2s (x)
(
D−α [m](x)
)2
dx
+
∫
R
m2(x)
(
D−α [Ks](x)
)2
dx
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due to the extended product rule (Lemma 1.2). By the assumptions on m
and D−α [m], the last line is bounded by a constant multiple of
C21s
2−2/α
∫
R
K21 (x)dx+ C
2
1
∫
R
(∫ ∞
0
|Ks(x+ y)−Ks(x)| dy
y1+α
)2
dx
≤ C21s2−2/α
(
‖K1‖2L2(R) + ‖J‖2L2(R)
)
≤ cC21s2−2/α,
where J is defined in (2.2). ✷
Since we have the same estimate (2.12) as in Theorem 2.2, and (2.12) is
all we need to prove the main theorem above, we obtain the same argument
when we replace Dα by D
−
α . Hence the proof of the following theorem
follows from the lines of the proof of the main theorem.
Theorem 2.5. Suppose α ∈ (1/2, 1) and that m : R→ R is a bounded
function with m ∈ Dom(D−α ),
‖m‖∞ ≤ C1 and
∣∣D−α [m](x)∣∣ ≤ C1|x|α , x ∈ R− {0},
for some C1 > 0. Then m is a Fourier multiplier and the corresponding
convolution operator Tm can be extended from L
p∩L2 to Lp for p ∈ (1,∞).
3. Notes on the connection with symmetric stable processes
In this last section, we discuss similar results in terms of the infinites-
imal generator L given in (1.1). The infinitesimal generator is given by
means of semi-groups corresponding to the process Ys as defined in the
preliminary section. If Ys is a one dimensional symmetric stable process
then {Ps}s≥0, given by
Ps(f)(x) = E
x(f(Ys)),
is a well defined a semi-group on the space of continuous functions vanishing
at infinity. It satisfies two properties of semi-groups: PsPt = Ps+t and
P0f = f for any continuous function f vanishing at infinity. The operator
L is then defined as the limit
L[f ](x) = lim
t→0
Ptf(x)− f(x)
t
for any x ∈ R with the domain Dom(L). Since its domain includes the
continuous functions vanishing at infinity, this operator can be extended
to the space LP (R). Since a symmetric stable process is a Levy process,
one can use the Levy representation to write this operator L in the form of
(1.1)
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L[f ](x) = α
Γ(1− α)
∫
Rd−{0}
(f(y + x)− f(x)) dy|y|d+α
whenever α ∈ (0, 1) with the Fourier transform |x|α.
Observe that both of the operators D−α and Dα are actually the oper-
ator L restricted to negative and positive real line, respectively. Hence we
have the relation
L = −Dα −D−α
with Dom(L) ⊆ Dom(Dα) ∩Dom(D−α ).
At this point, we ask the question if we can replace the condition on
fractional derivative in Theorem 2.3 with a similar condition on L, that
is, do we have the same conclusion if |L[m](x)| ≤ C1|x|α for α ∈ (0, 1). We
note that this cannot be concluded form either of Theorem 2.3 or Theorem
2.5. However, the proof of both of these theorems rely on Theorem 2.2 and
Theorem 2.4, which can be achieved for L as well.
Theorem 3.1. Suppose α ∈ (1/2, 1), m : R→ R is a bounded function
with m ∈ Dom(L),
‖m‖∞ ≤ C1 and |L[m](x)| ≤ C1|x|α , x ∈ R− {0},
for some C1 ∈ R+, and Tm is the convolution operator Tmf = f ∗ κ with
F(κ) = m. Then we have
‖
(
s2/α + | · |
)α
∂sQs/2κ(·)‖L2(R) ≤ cC1 s1−1/α , s > 0, (3.1)
for some c > 0 depending only on α.
P r o o f. We use the same partition I1 and I2 of the square of the norm
as in (2.5). The first part of the proof of Theorem 2.2 shows that
I1 ≤ cC1 s2−2/α.
For the next part, we have
I2 ≤ 22α
∫
R
|x|2α (∂sQs/2κ(x))2 dx = 22α
∫
R
(|x|α∂sQs/2κ(x))2 dx
=
∫
R
(L[F(∂sQs/2κ)](x))2 dx =
∫
R
(L[Ksm](x))2 dx,
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by Plancherel’s identity. Next, by the extended product rule, we have
L[fg] = −Dα[fg]−D−α [fg]
= −fDα[g]− gDα[f ] + Λα[f, g]− fD−α [g]− gD−α [f ] + Λ−α [f, g]
= fL[g] + gL[f ] + Λα[f, g] + Λ−α [f, g]
for f, g ∈ Dom(L) ⊂ Dom(Dα) ∩Dom(D−α ). Hence
I2 ≤ 4
∫
R
K2s (x) (L[m](x))2 dx+ 4
∫
R
m2(x) (L[Ks](x))2 dx
+ 4
∫
R
(Λα[Ks,m](x))
2 dx+ 4
∫
R
(
Λ−α [Ks,m](x)
)2
dx.
The last line above is bounded by a constant multiple of
C21s
2−2/α
∫
R
K21 (x)dx+ C
2
1
∫
R
(∫ ∞
0
|Ks(x− y)−Ks(x)| dy
y1+α
)2
dx
+ C21
∫
R
(∫ ∞
0
|Ks(x+ y)−Ks(x)| dy
y1+α
)2
dx
≤ C21s2−2/α
(
‖K1‖2L2(R) + 2‖J‖2L2(R)
)
≤ cC21s2−2/α.
✷
Then Theorem 3.2 below follows from the lines of the proof of the
Theorem 2.3.
Theorem 3.2. Suppose α ∈ (1/2, 1) and that m : R→ R is a bounded
function with m ∈ Dom(L),
‖m‖∞ ≤ C1 and |L[m](x)| ≤ C1|x|α , x ∈ R− {0},
for some C1 > 0. Then m is a Fourier multiplier and the corresponding
convolution operator Tm can be extended from L
p∩L2 to Lp for p ∈ (1,∞).
In the classical theory, Mikhlin multipliers have various applications.
We believe that the new generalized class of multipliers defined in this
paper will lead a broader range of applications and even restudy of old
results.
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