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We construct a linear response theory of applying shear deformations from boundary walls in
the film geometry in Kubo’s theoretical scheme. Our method is applicable to any solids and fluids.
For glasses, we assume quasi-equilibrium around a fixed inherent state. Then, we obtain linear-
response expressions for any variables including the stress and the particle displacements, even
though the glass interior is elastically inhomogeneous. In particular, the shear modulus can be
expressed in terms of the correlations between the interior stress and the forces from the walls. It
can also be expressed in terms of the inter-particle correlations, as has been shown in the previous
literature. Our stress relaxation function includes the effect of the boundary walls and can be
used for inhomogeneous flow response. We show the presence of long-ranged, long-lived correlations
among the fluctuations of the forces from the walls and the displacements of all the particles in
the cell. We confirm these theoretical results numerically in a two-dimensional model glass. As
an application, we describe propagation of transverse sounds after boundary wall motions using
these time-correlation functions We also find resonant sound amplification when the frequency of
an oscillatory shear approaches that of the first transverse sound mode.
I. INTRODUCTION
In glasses, the structural relaxation becomes exceed-
ingly slow at low temperature T . The shear modulus µ
is then well-defined for small deformations, though plas-
tic events easily take place with increasing the applied
strain1–7. It is of great interest how µ in glasses depends
on the disordered particle configuration. On the other
hand, in crystals, the microscopic expressions for the elas-
tic moduli can be derived under a homogeneously applied
strain (or stress) in equilibrium8–12. Such expressions are
composed of a positive affine part and a negative non-
affine part, where the latter arises from the correlation of
the stress fluctuations. If the moduli are homogeneous,
they can be related to the variances of the thermal strain
(or stress) fluctuations divided by kBT
13–15.
In glasses, µ is expressed in the same form as those in
crystals in terms of the particle positions on timescales
without plastic events16–28. To derive this expres-
sion, Maloney and Lemaˆıtre16,17 examined the local
minima of the potential energy under constraint of a
fixed mean strain in the periodic boundary condition.
Remarkably, the local values of µ exhibit mesoscopic
inhomogeneity29,30. In fact, in glasses, the displacements
(and suitably defined strains) in glasses are highly het-
erogeneous on mesoscopic scales under shear1,2,4–7,21,22.
The linear response theory in statistical mechanics has
a long history35–37. On the basis of Onsager’s theory38,
Green39 derived time-evolution equations for gross vari-
ables, which was rigorously justified by Zwanzig35. Green
then expressed the transport coefficients in fluids such as
the viscosities and the thermal conductivity in terms of
the time-correlation functions of the stress and the heat
flux, respectively. These expressions also followed from
the relaxation behaviors of the time-correlation functions
of hydrodynamic variables35,36,40. Kubo41 studied lin-
ear response to mechanical forces, for which the Hamil-
tonian consists of the unperturbed one H and a small
time-dependent perturbation as
H′ = H− γex(t)A. (1)
Here, γex(t) is an applied force and A is its conjugate
variable. Thus, there was a conceptual difference between
the approaches to thermal and mechanical disturbances.
In this paper, we set up a Hamiltonian in the form of
Eq.(1) for slight motions of the boundary walls in the
film geometry, where the film thickness H is much longer
than the particle sizes. Here, γex is the mean shear strain,
and A is given by H(F xbot−F xtop)/2, where F xbot and F xtop
are the tangential forces from the bottom and top walls
to the particle system. For glasses, we can examine lin-
ear response for any variables assuming quasi-equilibrium
around a fixed inherent state16–20,27. This is justified
while jump motions do not occur among different inher-
ent states3,31,32,34. For liquids, our theory yields Green’s
expression for the shear viscosity with Kubo’s method in
the low-frequency limit. It can further be used to analyze
linear response in fluids near a moving wall42.
In our theory, A in Eq.(1) can be expressed in terms of
the particle positions near the walls. However, for non-
vanishing µ, the fluctuations of A are significantly corre-
lated with those of all the particle displacements ui in the
film due to the large factor H in its definition. We shall
even find a correlation between the fluctuations of F xtop
and F xbot proportional to µ/H . On the other hand, in in-
finite glasses (H →∞), the stress pair correlation decays
algebraically in space (under the periodic boundary con-
dition in simulations)34,43–46. We mention a similar effect
2in polar fluids, where the polarization pair correlation is
dipolar in infinite systems47 but extends throughout the
cell between metallic or polarizable walls48.
We can also study propagation of sounds in glasses as
a linear response to a small-amplitude wall motion. In
our theory, its time-evolution can be described in terms
of the time-correlation functions of the particle displace-
ments ui(t) and A(0), where the quasi-equilibrium aver-
age is taken around a fixed inherent state. As in granular
materials49,50, we shall find rough wave fronts and ran-
dom scattered waves. It is of general interest how ther-
mal sound waves come into play in the time-correlation
functions in films at low T .
The organization of this paper is as follows. In Sec. II,
we will present the theoretical background of the linear
response in glasses with respect to tangential motions
of the boundary walls. In Sec.III, the linear response
in supercooled and ordinary liquids will be briefly dis-
cussed. In Sec.IV, numerical results will be presented
to confirm our theory in glasses. Additionally, a ran-
dom elastic system will be treated in one dimension in
Appendix A. Correlations among the displacements and
the wall forces will be examined for homogeneous elastic
moduli in Appendix B.
II. LINEAR RESPONSE AT A FIXED
INHERENT STATE
We consider a low-temperature glass composed of two
species with particle numbers N1 and N2. The total
particle number is N = N1 + N2. We write the par-
ticle positions as ri = (xi, yi, zi) and the momenta as
pi = (p
x
i , p
y
i , p
z
i ). We assume nearly rigid boundary walls
at z = ±H/2. These particles are confined in the cell
region −H/2 < z < H/2 along the z axis, but the pe-
riodic boundary condition is imposed along the x and y
axes with period L. The cell volume is V = HLd−1. The
lengths H and L are much longer than the particle di-
ameters. Our results can be used both in two and three
dimensions (d = 2 and 3), where the y components are
absent for d = 2. In Appendix A, our theory will be
presented in analytic forms in one dimension.
A. Applying shear from boundary walls
As illustrated in Fig,1, we induce shear deformations
by motions of boundary walls1,51, which are in the regions
−ℓw < z+H/2 < 0 at the bottom and 0 < z−H/2 < ℓw
at the top with ℓw ≪ H . To each layer, M particles are
bound by spring potentials ψ(|rk − Rk|), where rk are
the positions of these particles and Rk are the pinning
centers fixed to the layers. We set N < k ≤ N +M at
the top and N +M < k ≤ N + 2M at the bottom. We
assume the simple harmonic potential,
ψ(r) =
1
2
s0r
2. (2)
FIG. 1: (Color online) Illustration of geometry. Large and
small particles (in blue) are in a glassy state in the region
−H/2 < z < H/2. In top and bottom boundary layers with
thickness ℓw, particles (in yellow) in a glassy configuration are
bound by rigid springs to pinning centers Rk in the layers.
The periodic boundary condition is imposed along the hori-
zontal axes (axis for d = 2) with period L. These unbound
and bound particles interact via pairwise potentials. Their
interfaces are irregular and rigid, so no slip occurs when the
walls are slightly shifted along the x axis.
Pinning becomes stronger with increasing the coefficient
s0. The bound particles also belong to either of the first
or second species in the bulk and their density is equal
to the bulk density, so M = Nℓw/H .
Particle pairs i ∈ a and j ∈ b (including the bound
ones) interact via short-ranged potentials φab(rij), where
rij = |ri − rj | and a and b denote the particle species (1
or 2). As a result, the unbound particles do not penetrate
into the boundary layers. For simplicity, we write φij =
φab(rij) and ψk = ψ(|rk −Rk|). At fixed Rk, the total
potential energy is given by
U =
1
2
∑
i,j
φij +
∑
k>N
ψk, (3)
where we sum over all the particles in the first term and
the bound ones in the second term (k > N). We write
the momentum density as J =
∑
i piδ(r − ri) using the
δ function. Since the force f i = −∂U/∂ri on particle i
consists of the contributions from the particles and the
walls, the time derivative J˙ = ∂J/∂t is written as
J˙ = −∇ ·↔Π −
∑
k>N
δ(r − rk)∇kψk. (4)
Here,
↔
Π= {Παβ} is the microscopic stress tensor52 at po-
sition r and the second term is the force density from the
walls. Hereafter, the over-dot denotes taking the time-
derivative, α and β represent the Cartesian coordinates,
and we set ∇αi = ∂/∂xαi and ∇i = (∇xi ,∇yi ,∇zi ).
3We divide the stress tensor into kinetic and potential
parts as Παβ = Π
K
αβ +Π
p
αβ with
37,52
ΠKαβ(r) =
∑
i
1
mi
piαpiβδ(r − ri), (5)
Πpαβ(r) = −
∑
i,j
1
2rij
φ′ijx
α
ijx
β
ij δˆ(r, ri, rj), (6)
where we sum over all the particles and set φ′ij =
dφij/drij and x
α
ij = x
α
i − xαj (the α component of
rij = ri − rj). In Eq.(6), we introduce the Irving-
Kirkwood δ function by
δˆ(r, ri, rj) =
∫ 1
0
dλδ(r − λri − (1− λ)rj), (7)
which satisfies
∫
drδˆ(r, ri, rj) = 1 and is nonvanishing
only when r is on the line segment connecting ri and rj .
It follows the relation rij · ∇δˆ(r, ri, rj) = δ(r − rj) −
δ(r− ri), leading to
∑
β∇β ·Πpαβ =
∑
i,j δ(r− ri)∇αi φij
in Eq.(4). If we integrate zJ˙α in a region containing all
the particles, Eq.(4) gives a useful relation,
∫
drΠzα(r)−
∫
drzJ˙α(r) =
∑
k>N
zk∇αkψk, (8)
where the right hand side arises from the wall potentials.
We next move the top wall by γexH/2 and the bottom
wall by −γexH/2 along the x axis. Here γex is a small
mean shear strain, which can depend on time. Then, in U
in Eq.(3), the positions Rk are shifted by ±γexH/2 along
the x axis and ψk are changed by ∓(γexH/2)(∂ψk/∂xk)
to linear order in γex. Thus, U is changed by −γexA with
A = H
2
(F xbot − F xtop) =
H
2
( ∑
k∈top
−
∑
k∈bot
)
∇xkψk. (9)
where Fαtop = −
∑
k∈top∇αkψk is the force on the parti-
cles from the top wall and Fαbot = −
∑
k∈bot∇αkψk is that
from the bottom wall. In Eq.(9), A consists of the contri-
butions from the bound particles (k > N) and is ampli-
fied by the prefactorH/2. Hereafter, for any ak, we write
(
∑
k∈top−
∑
k∈bot)ak =
∑
k∈top ak −
∑
k∈bot ak. Previ-
ously, Shiba and one of the present authors51 applied a
shear flow in the geometry in Fig.1 to binary particle
systems in various states.
For α = x, the right hand side of Eq.(8) is rewritten
as A +∑k>N δzk∇xkψk, where δzk = zk ∓ H/2 at the
top and the bottom layers, so it is nearly equal to A for
|δzk| < ℓw ≪ H . Thus, A can also be expressed as a
difference of two bulk integrals,
A =
∫
drΠzx(r)−
∫
drzJ˙x(r)
=
∫
drΠpzx(r)−
∑
i
zif
x
i . (10)
Here, the kinetic parts cancel from the relation
∫
drzJ˙z =
d(
∑
i zip
x
i )/dt =
∑
i[p
z
i p
x
i /mi+ zif
x
i ]. In the second line,
fxi is the x component of the force f i = −∂U/∂ri on
particle i, so the sum
∑
i zif
x
i is the off-diagonal virial.
Since U includes the wall potentials, the total force on
the particles is given by
∑
i
f i = F top + F bot. (11)
Note that we can also move the top wall by γex(H/2−
a) and the bottom wall by −γex(H/2 + a), where a is
an arbitrary length. For example, the top wall is at rest
for a = H/2. Then, A in Eq.(9) is changed to A′ =
(H/2+a)F xbot−(H/2−a)F xtop and zi in Eq.(10) is changed
to zi−a. Our expressions for µ will not depend on a (see
the sentences below Eqs.(44) and (50) and Eq.(51)).
B. Inherent state and quasi-equilibrium in glass
Glasses are nonergodic at low T , where the configu-
ration changes are negligible during the observation in
the limit of small applied strain. In the corresponding
inherent state in the limit T → 0, we write the par-
ticle positions as ri = r
ih
i = (x
ih
i , y
ih
i , z
ih
i ), for which
the mechanical equilibrium (fαi = −∇αi U = 0) holds
for all the particles. Thus, each inherent state is one of
the local minima in the many-particle phase space. In
addition, the inherent (residual) shear stress Πihαβ(r) =
limT→0 Παβ(r) is highly heterogeneous with long-range
correlations33,43–46. In our case, from Eqs.(9) and (10),
the total shear stress is related to the force difference as
W ih =
∫
drΠihzx(r) =
1
2
H(F xbot−F xtop) (T → 0), (12)
while the total applied force F bot+F top vanishes as T →
0 from Eq.(11). Fuereder and Ilg27 found a counterpart
of Eq.(12) in the periodic boundary condition. See more
discussions on Πihzx(r) in Sec.IIH.
We next consider the particle displacements,
ui = (u
x
i , u
y
i , u
z
i ) = ri − rihi , (13)
from the inherent positions. To leading order, the effec-
tive Hamiltoninan for ui is of the bilinear form,
Hih =
∑
i
1
2mi
|pi|2 + δU, (14)
where pi = miu˙i and the potential part δU is given by
δU =
1
4
∑
i,j,α,β
sαβij u
α
iju
β
ij +
1
2
∑
k>N,α
s0|uαk |2. (15)
The first term depends on uαij = u
α
i − uαj . We define
sαβij = ∇αi ∇βi φij = (
φ′′ij
r2ij
− φ
′
ij
r3ij
)xαijx
β
ij +
φ′ij
rij
δαβ , (16)
4where φ′′ij = d
2φij/dr
2
ij and the particle positions are at
ri = r
ih
i . For simplicity, x
ih
i , y
ih
i , and z
ih
i will be written
as xi, yi, and zi, when confusion will not occur.
TheHih describes the local vibrational motions in local
potential minima and the collective acoustic modes on
larger scales. We assume that the the observation time
is much longer than the microscopic times but is much
shorter than the structural relaxation time (see Sec.IIIA).
Then, quasi-equilibrium should be attained at fixed rihi ,
where (ui,pi) obey the canonical distribution,
Pih ∝ exp(−Hih/kBT ). (17)
Hereafter, the thermal average over this distribution will
be written as 〈· · ·〉ih =
∫
ΠN+2Mi=1 dpidui(· · · )Pih for a
fixed inherent state (isoinherent ensemble). For sim-
plicity, we assume the Gaussian form of Pih to obtain
〈uαi uβj 〉ih ∝ kBT . However, there is no difficulty to in-
clude the anharmonic potential terms, which can be im-
portant with increasng T (see a remark below Eq.(42))31.
To linear order, the force on particle i is written as
fαi = −
∂
∂uαi
δU = −
∑
j,β
hαβij u
β
j . (18)
From Eq.(15) the Hessian matrix {hαβij } is symmetric as
hαβij =
∑
k
sαβik δij − sαβij + s0δαβδijθi−N , (19)
where θi−N is 1 for i > N and 0 for i ≤ N . The last term
is the contribution from the bound particles at the walls
and is nonexistent in the periodic boundary condition.
The potential energy deviation in Eq.(15) assumes
the symmetric bilinear form δU =
∑
i,j,α,β h
αβ
ij u
α
i u
β
j /2.
Thus, the inverse matrix of {hαβij } is related to the dis-
placement variances as
(h−1)αβij = 〈uαi uβj 〉ih/kBT, (20)
From fαi = kBT∂(lnPih)/∂u
α
i , any variable B satisfies
− 〈Bfαi 〉ih =
∑
k,β
hαβik 〈uβkB〉ih = kBT 〈∂B/∂uαi 〉ih. (21)
For B = uαi we find 〈uαi fβj 〉ih = −kBTδijδαβ . See a simi-
lar relation in Eq.(69) in equilibrium.
Many authors6,16,21,22,53–56 have calculated the vibra-
tional modes in glasses in the periodic boundary con-
dition. We can examine them with boundary walls by
including the last term in Eq.(19) (see Fig.2).
C. Πpαβ and A around an inherent state
Around an inherent state, the potential part of the
stress tensor Παβ in Eq.(6) is expanded as
Πpαβ(r) = Π
ih
αβ(r) + δΠ
p
αβ(r) + · · · . (22)
The first term is the inherent stress and the second term
is the first-order deviation linear in ui given by
δΠpαβ(r) = −
1
2
∑
i,j,ν
wαβνij u
ν
ij δˆ(r, ri, rj)
+
∑
i,j
φ′ijx
α
ij
rij
(ui · ∇)[(xβ − xβj )δˆ(r, ri, rj)]. (23)
In the first term the coefficients wαβνij (= w
βαν
ij = −wαβνji )
are defined in the inherent state by
wαβνij = ∇νi [φ′ijxαijxβij/rij ] = sανij xβij +∇αi φijδβν . (24)
We derive the second term in Eq.(23) from the deviation
of δˆ in Eq.(7) using xβijui · ∇iδˆ = −ui · ∇[(xβ − xβj )δˆ],
which vanishes upon space integration. In this paper, we
consider the space integral of δΠpzx(r) written as
δWp =
∫
drδΠpzx(r) = −
1
2
∑
i,j,α
wzxαij u
α
ij
= −
∑
i,α
wαi u
α
i , (25)
where we can replace uνij = u
ν
i −uνj in the first line by 2uνi
to obtain the second line and we define the coefficients,
wαi =
∑
j
wzxαij =
∑
j
[szαij xij +
φ′ij
rij
zijδxα]. (26)
From Eqs.(9), (10), and (25) the deviation of A is writ-
ten to linear order in the following two forms,
δA = 1
2
H(δF xbot − δF xtop)
= δWp −
∑
i
zif
x
i . (27)
Here, δFαtop is the deviation of the force from the top wall
and δFαbot is that from the bottom wall, so
δFαtop = −s0
∑
k∈top
uαk , δF
α
bot = −s0
∑
k∈bot
uαk . (28)
We can also write δA = s0
∑
k>N zku
x
k for H ≫ ℓw.
D. Linear response in quasi-equilibrium
For a fixed inherent state, we use Kubo’s method41 in
the linear response theory for the perturbed Hamiltonian,
H′ih =
∑
i
1
2mi
|pi|2 + δU − γex(t)δA (29)
around the quasi-equilibrium distribution Pih in Eq.(17),
where δU and δA are given by Eqs.(15) and (27). The
equations of motion are p˙i = f i+γex∂(δA)/∂ui including
5the perturbation. As a result, the phase-space distribu-
tion slightly deviates from Pih. For any variable B, we
consider its time-dependent average over this perturbed
distribution. Its deviation due to γex is given by
δB¯(t) = χBA(0)γex(t)−
∫ t
0
dsχBA(t− s)γ˙ex(s), (30)
where γ˙ex(t) = dγex(t)/dt and we assume γex(t) = 0 for
t < 0. We define the response function,
χBA(t) = 〈B(t)δA(0)〉ih/kBT, (31)
where the time-evolution is governed by the unperturbed
Hamiltonian Hih in Eq.(14) (see Sec.IIG). The static
susceptibility is given by the equal-time correlation in
Eq.(30). Use of the second line of Eq.(27) gives
χBA(0) =
〈BδA〉ih
kBT
= 〈
∑
i
zi
∂B
∂uxi
〉ih + 〈BδWp〉ih
kBT
, (32)
where the first term arises from the affine change in B
and the second term is due to the correlation between B
and the deviation δWp in the total shear stress.
In particular, for a stepwise shear strain γex(t) = γ0θ(t)
(being 0 for t < 0 and γ0 for t > +0), we find
δB¯(t)/γ0 = χBA(0)− χBA(t) (t > 0). (33)
For B = δWp, we obtain the stress relaxation function
Gih(t) = −δW¯p(t)/γ0 for t > 0. From Eq.(33) we find
Gih(t) = µ+ 〈δWp(t)δA(0)〉ih/kBTV, (34)
where µ is the average shear modulus in Eq.(38) below,
so Gih(0) = 0. Our χBA(t) and Gih(t) exhibit oscillatory
behavior and can be used only for t before appreciable
structural relaxation (see Fig.7). However, in the litera-
ture of rheology26,28,57, the stress relaxation function is
the sum of µ and the stress time-correlation function in
Eq.(61) (divided by kBT ).
E. Displacement and stress in steady shear strain
Let us make further calculations for a steady shear
strain γex. For B = uαi , the first line of Eq.(27) gives the
average dispacements. With the aid of Eq.(28) we find
u¯αi
γex
=
〈uαi δA〉ih
kBT
=
Hs0
2
( ∑
k∈top
−
∑
k∈bot
)
(h−1)αxik . (35)
Here, all uαi are coupled with the force difference δF
x
bot−
δF xtop. See Sec.IIF for more discussions on δF
x
bot and
δF xtop. Furthermore, Eq.(32) gives another expression,
u¯αi
γex
= ziδαx −
∑
k,β
(h−1)αβik w
β
k , (36)
which consists of the affine and nonaffine parts16.
For B = δΠpzx(r), we define the local shear modulus by
µˆ(r) = −〈δΠ¯pzx(r)〉/γex = −〈δΠpzx(r)δA〉ih/kBT. (37)
This µˆ(r) has the particle discreteness in an inherent
state, so we need to integrate it in small squares or cubes
in the cell to detect elastic heterogeneity29,30. The space
average of µˆ(r) in the whole cell is simpler as
µ =
∫
dr
µˆ(r)
V
= −〈δWpδA〉ih
V kBT
=
∑
i,α
wαi u¯
α
i
V γex
, (38)
Then, as T → 0, Eqs.(35) and (38) yield
µ =
s0
2V
H
∑
i,α
( ∑
k∈top
−
∑
k∈bot
)
wαi (h
−1)αxik . (39)
which arises from the correlations between the bound and
unbound particles.
From Eq.(36) we also find the well-known expression,
µ = 〈µ∞〉ih − 〈δW 2p 〉ih/V kBT . (40)
where µ∞ =
∑
iw
x
i zi/V is the affine contribution,
µ∞ =
1
2V
∑
i,j
[
(
φ′′ij
r2ij
− φ
′
ij
r3ij
)x2ijz
2
ij +
φ′ij
rij
z2ij
]
(41)
This µ∞ was first introduced for fluids (see Eq.(57))
58.
As T → 0, 〈µ∞〉ih is equal to µ∞ at the inherent positions
ri = r
ih
i , while the nonaffine part is proportional to the
stress variance and is negative. As T → 0, we find
〈(δWp)2〉ih/V kBT =
∑
i,j,α,β
(h−1)αβi,j w
α
i w
β
j /V. (42)
We can use Eq.(40) even if we include the anharmonic po-
tential terms in the average 〈· · ·〉ih (see a comment below
Eq.(17)). For large V , the bulk contributions dominate
over the surface ones in Eqs.(40)-(42). See Appendix A
for counterparts of Eqs.(40)-(42) in one dimension.
From Eqs.(27) and (30) the average of δA is given by
δA¯/γex = 〈(δA)2〉ih/kBT = s0H2M/2− µV, (43)
where we use 〈δA∑i zifxi 〉ih/kBT = −s0∑i>N z2i . Since
〈δA2〉ih > 0, we require s0 > 2µV/H2M , which is well
satisfied in our simulation in Sec.IV. From Eqs.(27), (28),
and (43) we can also express µ as
µ =
1
V
∑
i>N,j>N
zizj [s0δij − s20〈uxi uxj 〉ih/kBT ]. (44)
in terms of the variances of the bound particles. This
relation is invariant with respect to the coordinate shift
along the z axis (zi → zi − a and zj → zj − a) (which
can be proved from Eqs.(47) and (48) below).
In Eq.(15) we replace uxk by u
x
k ∓Hγex/2 for k > N to
obtain the change in the potential energy deviation,
δU ′ = δU − γexδA+ γ2exs0H2M/2, (45)
6up to of order γ2ex, Minimization of δU
′ with respect to uαi
gives fαi +γex∂(δA)/∂uαi = 0. This leads to Eqs.(35) and
(36) with the aid of the first and second lines of Eq.(27).
Note that this derivation of Eq.(36) is equivalent to that
of Maloney and Lemaˆıtre16,17. Let us then calculate the
minimum value of δU ′ by seting uαi equal to u¯
α
i in Eq.(35)
and δA equal to δA¯ in Eq.(43). In terms of µ in Eq.(38),
it is simply written as
δU¯ ′ = µγ2exV/2, (46)
which is not obvious for inhomogeneous glassy systems.
We note the following. (i) For crystals, the shear
moduli are expressed in the same form as in Eq.(40),
where the thermal average is taken over the displace-
ment fluctuations in a given crystal state8–11. For glasses,
the average is taken over one inherent states16–18,20,27,28.
(ii) To examine elastic inhomogeneity in glasses, some
authors29,30 divided the cell into small regions and inte-
grated the average of the first term in Eq.(23) in each
region (where δˆ can be integrated in a simple form).
F. Fluctuations of forces from walls
We have introduced the forces from the walls to the
particles in Eq.(9). We here examine the equal-time cor-
relations among their thermal fluctuations and uαi . From
Eqs.(11) and (21) and
∑
j h
αβ
ij = −s0θi−N δαβ , the total
force deviation δFαtot ≡ δFαtop + δFαbot satisfies
〈uαi δF βtot〉ih = −kBTδαβ, (47)
〈δFαtotδF βtot〉ih = 2kBTs0Mδαβ. (48)
From Eq.(11) the left hand side of Eq.(47) is written as
〈uαi
∑
j p˙
β
j 〉ih = −〈u˙αi
∑
j p
β
j 〉ih; then, Eq.(47) is obvious.
From Eqs.(25) and (26) δWp and δF
α
tot are orthogonal as
〈δWpδFαtot〉ih = 0. (49)
On the other hand, the x-component of the force differ-
ence δF xtop−δF xbot is proportional to δA as in Eq.(27), so
its relations follow from Eqs.(35) and (43). Using Eq.(48)
also, we find the cross correlation,
〈δF xtopδF xbot〉ih/kBT = µV/H2 = µLd−1/H. (50)
See Appendices A and B for counterparts of Eq.(50) in
simpler situations. Here, we argue that Eq.(50) is gen-
eral for elastic films. Let us move the bottom layer by
−Hγex with the top layer kept at rest (see the last para-
graph of Sec.IIA). Then, δA is changed to δA′ = HδF xbot
in Eq.(29) and the average force from the top wall to
the particles is given by 〈δF xtopδA′〉ih/kBT = µV/H in
equilibrium, which coincides with Eq.(50). See Eq.(82)
and Fig.8 for the time-correlation of the wall forces. In
accord with this argument, Eqs.(38) and (49) give
µ = −〈δWpδF xbot)〉ihH/V kBT , (51)
where δF xbot can be replaced by −δF xtop.
G. Linear dynamics around a fixed inherent state
Around a fixed inherent state, the dynamic equations
follow from Hih in Eq.(14). They are rewritten as
d2
dt2
uˆαi (t) = −
∑
j,β
hˆαβij uˆ
β
j (t). (52)
For m1 6= m2, we use the following scale changes54,55,
uˆαi (t) =
√
miu
α
i (t), hˆ
αβ
ij = h
αβ
ij /
√
mimj , (53)
where hˆαβij is the modified Hessian matrix. Its inverse is
given by (hˆ−1)
αβ
ij =
√
mimj(h
−1)
αβ
ij . We introduce the
d(N + 2M) dimensional eigenvectors eλiα satisfying∑
j,β
hˆαβij e
λ
jβ = ω
2
λe
λ
iα, (54)
where 0 < ω1 ≤ ω2 ≤ · · · . The eλiα are normalized as∑
λ e
λ
iαe
λ
jβ = δαβδij and
∑
i,α e
λ
iαe
σ
iα = δλσ. Projection
of uˆαi on the eigenmodes yields the variables sλ as
sλ =
∑
i,α
eλiαuˆ
α
i , uˆ
α
i =
∑
λ
eλiαsλ. (55)
The potential energy deviation in Eq.(15) is written as
δU =
1
2
∑
i,α,j,β
hˆαβij uˆ
α
i uˆ
β
j =
1
2
∑
λ
ω2λs
2
λ, (56)
from which we find 〈sλsσ〉ih = kBTδλσ/ω2λ.
Now, from Eqs.(52)-(55), we obtain the dynamic equa-
tions d2sλ(t)/dt
2 = −ω2λsλ(t). These are solved to give
sλ(t) = sλ(0) cos(ωλt) + s˙λ(0) sin(ωλt)/ωλ. with s˙λ(0) =∑
i,α e
λ
iα
√
miu˙
α
i (0) being linear in the velocities at t = 0.
Thus, averaging over Pih yields
〈sλ(t)sσ(0)〉ih/kBT = δλσ cos(ωλt)/ω2λ. (57)
For any variable δB(t) =∑i,α bαi uαi (t) linear in uαi (t), we
can express it as δB(t) =∑λ ZλBsλ(t), where
ZλB =
∑
i,α
bαi e
λ
iα/
√
mi. (58)
Furthermore, if δA(t) =∑λ ZλAsλ(t), Eq.(57) gives
χBA(t) =
〈δB(t)δA(0)〉ih
kBT
=
∑
λ
ZλBZ
λ
A
cos(ωλt)
ω2λ
. (59)
At t = 0, Eq.(59) is the equal-time correlation from∑
λ e
λ
iαω
−2
λ e
λ
jβ = (hˆ
−1)
αβ
ij . The expressions (57) and
(59) exhibit oscillation even at long times without
dissipation55,56. In particular, if δB = uαi and δA is given
by Eq.(27), Eqs.(35), (55), and (59) lead to another ex-
pression for the average induced displacements,
u¯αi /γex =
∑
λ
eλiαZ
λ
A/(
√
miω
2
λ). (60)
7H. Stress time-correlation in simulation
The stress time-correlation function has been calcu-
lated via molecular dynamics simulation33,35–37,39. Using
the integral of the shear stress W (t) =
∫
drΠzx(r, t) at
time t for large systems, we express it as
C(t) = 〈W (t+ t0)W (t0)〉sim/V. (61)
As in usual simulations, 〈· · ·〉sim includes the average over
a long time interval of the initial time t0 ∈ [0, tsim]. It can
also be over many simulation runs or over many inherent
states in glasses. For a suitable ensemble, the integral
of the inherent stress W ih =
∫
drΠih can obey a dis-
tribution with 〈W ih〉sim = 0 without applied strain27,33.
Here, if t and tsim are sufficiently long at not very small
T , C(t) slowly decays to zero due to the configuration
changes (see Sec,IIIA).
It is well-known that C(t) decays from its initial value
C(0) to a well-defined plateau value Cpl after a micro-
scopic time at low T . In our simulation in Sec.IV, this
will be the case after averaging over t0 even in a single
run. Here, C(0) and Cpl do not depend on the system
size for large V . The Cpl is nearly independent of T and
is related to the inherent stress as18–20,27,33
Cpl = 〈(W ih)2〉sim/V (T → 0), (62)
From Eq.(12) we also find
〈(F xbot − F xtop)2〉sim = 4CplV/H2 (T → 0). (63)
On the other hand, the kinetic stress and the potential
stress deviation δWp(t) decay rapidly in Eq.(61). Thus,
C(0)− Cpl = n(kBT )2 + 〈〈δWp2〉ih〉sim/V (64)
where n(kBT )
2 is the kinetic contribution with n = N/V
and 〈δWp2〉ih is given in Eq.(42) for each inherent state.
From Eqs.(40) and (64) the average of µ is written as
〈µ〉sim = (〈µ∞〉sim + nkBT )− (C(0)− Cpl)/kBT, (65)
which holds at finite T . Since Eq.(11) indicates F xbot =
−F xtop at T = 0, Eqs.(62)-(65) yield the wall-force corre-
lation including the inherent contribution,
〈F xbotF xtop〉simH2/V = kBT 〈µ〉sim − Cpl
= kBT (〈µ∞〉sim + nkBT )− C(0). (66)
III. VANISHING OF SHEAR MODULUS
A. Supercooled liquids
In supercooled liquids, the configuration changes occur
appreciably on timescales longer than the bond break-
age time τb
2,7,51. In each plastic event, some bonds are
broken and some particles jump over distances longer
than their diameters. As a result, the diffusion con-
stants of the two components7 become proportional to
τ−1b with the coefficients independent of T . Therefore,
the quasi-equilibrium distribution Pih in Eq.(17) can be
used on timescales shorter than τb, where the mean-
square displacements are smaller than the square of the
particle diameters. At higher T , the second term in
Eq.(65) increases such that 〈µ〉sim → 0 at a transition
temperature18–20,24,27,28.
For shear rate γ˙ex, we have a Newtonian regime for
γ˙exτb < 1 and a shear-thinning regime for γ˙exτb > 1
2,7,51,
where the Newtonian viscosity is of order µτb and the
nonlinear one is of order µ/γ˙ex. Note that the Green-
Kubo formula for the former depends on the ensemble
for deep supercooling33,59, where the average 〈· · ·〉sim in
Eq.(61) has to be still in some limited phase-space region.
B. Liquids
In liquids at higher T , thermal equilibration is rapidly
achieved within experimental times. We can use the lin-
ear response theory around the equilibrium distribution
Peq ∝ exp(−H/kBT ) with H =
∑
i |pi|2/2mi+U . Here,
the equilibrium average over Peq is written as 〈· · ·〉eq.
If the boundaries are slightly moved, the perturbed
Hamiltonian is H′ = H − γex(t)A, where A is given in
Eq.(9) with 〈A〉eq = 0. For any variable B, its average
response is thus expressed in the form of Eq.(30) with
χBA(t) = 〈B(t)A(0)〉eq/kBT. (67)
If B(t) = Jx(r, t) =
∑
i p
x
i (t)δ(r − ri(t)) in Eq.(67), the
response depends on z and t. The resultant boundary
flow profile will be investigated in future.
In liquids, the static shear modulus µ vanishes from
〈WA〉eq = 0, where W =
∫
drΠxy is the total shear
stress. Using µ∞ in Eq.(41) we rewrite it as
〈µ∞〉eq + nkBT = 〈W 2〉eq/V kBT, (68)
where the left hand side is called the high-frequency shear
modulus58. We can prove Eq.(68) using the relation58,
〈Bfαi 〉eq = −kBT 〈∂B/∂xαi 〉eq. (69)
For a small oscillatory shear rate γ˙ex = γ˙0 cos(ωt),
the average shear stress is the real part of −γ˙0η∗(ω)eiωt.
From Eq.(10) we find the complex shear viscosity,
η∗(ω) =
1
V kBT
∫ ∞
0
dte−iωt
[
〈W (t)W (0)〉eq
+iω〈W (t)Gx(0)〉eq
]
, (70)
where Gx(t) =
∫
drzJx(r, t) =
∑
j zj(t)p
x
j (t). At ω = 0,
the Green-Kubo formula surely holds for the viscosity
η = η∗(0) in the bulk. We can also use the argument
below Eq.(50) to fluids. For liquids, Eq.(30) gives
η =
1
V kBT
H2
∫ ∞
0
dt〈F xtop(t)F xbot(0)〉eq, (71)
8FIG. 2: First eight normal modes eλiα (1 ≤ λ ≤ 8) in two dimensions with nearly rigid boundary walls at z = ±H/2 and
the periodic boundary condition along the x axis, which are obtained from Eq.(54) with the normalization
∑
i,α
(eλiα)
2 = 1.
Number on each panel gives ωλ. Colors of the particles represent the displacement magnitude |ui|. The first and second modes
correspond to the transverse sounds. The fifth mode is the first longitudinal sound. In the third, forth, and eighth modes,
transverse and longitudinal displacements are mixed due to the walls. In the third, sixth and seventh modes, quasi-localized
regions of large displacements can be seen in the upper left region.
which should be compared with Eq.(50) for elastic films.
IV. NUMERICAL RESULTS IN TWO
DIMENSIONS
A. Simulation method
We now present numerical results in two dimensions
(d = 2) in the x-z plane. We have briefly described our
model at the beginning of Sec.II. Our system is composed
of two particle species with numbers N1 = N2 = N/2 =
2000 in the cell. The pairwise potentials are given by
φab(r) = ǫ[(σa + σb)/2]
12
[r−12 − r−12c ] (r < rc), (72)
where a and b represent the particle species and we in-
troduce ǫ, σ1, and σ2 = 1.4σ1. The potentials φab(r)
vanish for r ≥ rc = 2.25(σa + σb). The mass ratio is
m2/m1 = 1.96. The cell lengths are H = L = 70.2σ1.
The average particle density is n = N/LH = 0.81σ−21
and the average mass density is ρ = 1.2m1σ
−2
1 . Here-
after, we will measure space, time, and temperature in
units of σ1, t0 = σ1(m1/ǫ)
1/2, and ǫ/kB, respectively.
As in Fig.1, we attach two boundary layers with thick-
ness ℓw = H/16. Each layer contains M = 250 particles
bound to pinning points Rj by the potential (2). The to-
tal particle number is N+2M = 4500. The Rj were par-
ticle positions in a liquid state51. The spring constant is
chosen to be large at s0 = 200. Then, the displacements
of the bound particles from their inherent positions uαk
(k > N) undergo thermal motions with amplitudes of or-
der (T/s0)
1/2 = 0.07T 1/2 ≪ 1. Under applied strain, the
motions of the bound particles are very small (∝ s−10 ),
which become even smaller with increasing the distance
from the cell region. Our walls are nearly rigid and their
surfaces are rough as in Fig.1, so slip motions do not
occur for small wall motions.
We followed the following steps. (i) We started with
a liquid at high T , lowered T to 0.01 without crystal-
lization, and waited for a time of 103 to realize a glassy
state, where we attached Nose´-Hoover thermostats in the
cell and in the boundary layers51. (ii) We carried out
some simulation runs at T = 0.01 removing the ther-
mostats. Results from these runs will be presented in
Fig.3(c) and Fig.7(a). (iii) To seek an inherent state, we
further cooled our system down to T = 10−5 keeping the
9FIG. 3: (Color online) Nonaffine displacements (u¯xi /γex − zi, u¯
z
i /γex) divided by mean strain γex in the x-z plane (d = 2) at
low T , where those of 4000 unbound particles can be seen but those of 500 bound particles are invisible. Colors represent
magnitudes of these vectors. They are calculated from Eq.(35) in (a), from Eq.(36) in (b), and from simulation of applying
a strain of γex = 10
−3 at T = 0.01 in (c). In (a) and (b), use is made of the inverse Hessian matrix (h−1)αβij . In (c), the
particle displacements are completely reversible and the depicted positions are those averaged over a time interval of 5000,
where thermal vibrational motions are removed. Results in (a), (b), and (c) are very close to support our theory.
(b) t = 200p/w1
x 0.1
(a) t = 0
350
FIG. 4: (Color online) Response functions (χxi (t), χ
z
i (t)) in
Eq.(76) obtained from Eq.(35), where (a) t = 0 and (b)
t = 200π/ω1. Colors represent magnitudes of these vec-
tors. Those in (a) are equal to normalized displacements
(u¯xi /γex, u¯
z
i /γex), where the affine parts are dominant near
the walls. In (b), small-amplitude vibrational modes can be
seen, but the intial affine parts have disappeared.
thermostats without applied strain. Then, the particle
positions became frozen. We use the resultant inherent
state in Figs.2-9 without taking the ensemble average.
B. Inherent state and eigenmodes
First, we examine the validity of Eqs.(62) and (63)
in the limit T → 0. Indeed, we obtain (W ih)2/V =
31.1 and (H2/4V )(F xbot − F xtop)2 = 32.2, while we find
the plateau value Cpl = 27.7 from a simulation run at
T = 0.01. These three values are fairly close even for a
single inherent state. For the inherent particle positions,
we calculated the coefficients wαi in Eq.(26), the Hessian
matrix hαβij in Eq.(19), and its inverse (h
−1)αβij satisfying
Eq.(20). The product of these two matrices is very close
to the unit matrix δαβδij with differences of order 10
−16
for all the elements. The shear modulus µ is then given by
18.1 from Eq.(39), 15.4 from Eq.(40), 17.4 from Eqs.(44)
and (50), while it is 16.0 from the stress-strain relation
obtained from a simulation in Fig.3(c).
In Fig.2, we display the first eight eigenvectors eλiα,
where the displacements of the bound particles are very
small and are invisible here. The lowest eigenfrequency
is ω1 = 0.174. This corresponds to the first trans-
verse sound mode e1iα, which is roughly proportional to
δαx
√
mi cos(πzi/H) (i ≤ N). If we set ω1 = πc⊥/H ,
we obtain the transverse sound speed c⊥ = 3.9. The
same speed follows from c⊥ = (µ/ρ)
1/2 for µ = 16 and
ρ = 1.2. The first longitudinal mode appears at λ = 5
with ω5 = 0.481. We also obtain strongly localized modes
for λ = 6 and 7, where clusters of large-amplitude oscil-
lation are weakly connected to the bulk53.
We project the variables δWp in Eq.(25) and δA in
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FIG. 5: (Color online) Time-dependent response functions χi(t) = (χ
x
i (t), χ
z
i (t)) in Eq.(76) (top) and differences χi(0)−χi(t) in
Eq.(77) (bottom) in the x-z plane (d = 2), where ω1t is π/8, π/4, π/2, and π (in the first half period) with ω1 = 0.174(∼= πc⊥/H).
Top: Affine correlation at t = 0 disappears as transverse sounds propagate inward with speed c⊥ = 3.9 from the walls. Bottom:
These are normalized disturbances after stepwise wall motions at t = 0, which propagate from the walls and meet at t = π/2ω1.
Colors represent the magnitudes of these vectors. These are calculated from the linear-response relations in Sec.IIG.
Eq.(27) on the eigenmodes as δWp =
∑
λ Z
λ
W sλ and
δA =∑λ ZλAsλ (see Sec.IIG). Here, Eq.(58) gives
ZλW = −
∑
i,α
wαi e
λ
iα√
mi
, ZλA = (
∑
k∈bot
−
∑
k∈top
)
Hs0e
λ
kx
2
√
mk
. (73)
From Eq.(38), µ is expressed as
µ = −〈δWpδA〉ih
kBTV
= −
∑
λ
ZλWZ
λ
A
ω2λV
, (74)
which is calculated to be 17.7. In Table 1, we give
ωλ, Z
λ
W , and Z
λ
A (λ ≤ 8) for the inherent state un-
der consideration, where ZλA have large amplitudes as
compared to ZλW . In fact, we find 〈(δA)2〉ih/kBT =∑
λ(Z
λ
A)
2/ω2λ = 2.5 × 104V from Eq.(43), while we cal-
culate 〈(δWp)2〉ih/kBT =
∑
λ(Z
λ
W )
2/ω2λ = 21.2V . No-
tice that Eq.(26) also gives ZλW = −
∑
i,j,α w
zxα
ij E
λ
ijα/2,
where EΛijα ≡ eλiα/
√
mi−eλjα/√mj are small for most ad-
jacent i and j. See Eq.(B8) for the eigenmode projection
of δA in the continuum elasticity.
TABLE I: Vibrational eigenmodes and projection coefficients.
λ 1 2 3 4 5 6 7 8
ωλ 0.174 0.352 0.417 0.431 0.481 0.517 0.546 0.551
ZλW 1.375 11.76 -0.226 -1.730 -7.920 -9.957 11.71 -13.64
ZλA 37.83 -66.11 24.41 -13.08 231.3 -153.7 118.7 26.22
C. Nonaffine displacements at static strain
In Fig.3, we display the normalized nonaffine dis-
placements (u¯xi /γex − zi, u¯zi /γex) for all the particles.
They are highly heterogeneous on large scales for
the unbound particles, as has been reported in the
literature4,6,16,21,22,25,26,29,30. Those of the bound par-
ticles are small and invisible. To confirm the validity of
our theory, we calculated these results (a) from the wall-
particle correlations in Eq.(35), (b) from the particle-
particle correlations in Eq.(36), and (c) from a single run
of molecular dynamics simulation of applying a strain of
γex = 10
−3 at T = 0.01. In (a) and (b), we use the
inverse Hessian matrix and the results are the averages
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FIG. 6: (Color online) Laterally averaged response function (x component) χ¯x(z, t) (top) and χ¯x(z, 0) − χ¯x(z, t) (bottom) as
functions of z. These are defined in Eq.(78) in the range |z| < H/2+ ℓw. Normalized time ω1t/π is 0, 1/16, 1/8, 1/4, and 1/2 in
(a) and (b) and is 1 and 200 in (c) and (d). In (a), the initial affine correlations disappear with propagation of transverse sounds
from the walls. Relaxation at the walls takes place on a timescale of τw ∼ 2. In (b), the boundary displacements propagate
inward with c⊥ as a shock wave with front thickness c⊥τw. In (c) and (d), the correlations decay very slowly at long times.
over Pih in Eq.(17). In (c), use is made of the common
inherent state, the time average is over a time interval
of tsim = 5000, and there is no irreversible motion. We
can see good agreement of the results in (a), (b), and (c)
from the three methods, which supports our theory. In
particular, those in (a) and (c) are very close.
In Fig.4(a), we present the full normalized displace-
ments (u¯xi /γex, u¯
z
i /γex) using Eq.(35), whose affine parts
are conspicuous near the walls. Here, Eq.(60) gives
ZλA = ω
2
λ
∑
i,α
(eλiα/
√
mi)(u¯
α
i /γex), (75)
which is equivalent to the second relation in Eq.(73). If
we set u¯αi /γex = ziδαx in Eq.(75), we obtain the affine
part of ZλA. For λ = 1, it is −0.54, so Z1A mostly consisits
of the nonaffine part since Z1A
∼= 38 (see Eq.(B8)).
D. Space-dependent dynamics
Next, we examine space-time-dependent effects. For
δB = uαi in Eq.(59), we define the response functions,
χαi (t) =
〈uαi (t)δA(0)〉ih
kBT
=
∑
λ
eλiα√
mi
ZλA
cos(ωλt)
ω2λ
, (76)
for all the particles. At t = 0, we have χαi (0) = u¯
α
i /γex
for a static strain in Fig.4(a). We also show χαi (t) at
t = 200π/ω1 in Fig.4(b), which retains no affine part but
still keeps some space correlations. For a stepwise strain
γex(t) = γ0θ(t), which is zero for t < 0 and is a constant
γ0 for t > 0, Eq.(33) yields the subsequent evolution,
u¯αi (t)/γ0 = χ
α
i (0)− χαi (t) (t > 0). (77)
In Fig.5, we show χαi (t) in the upper panels and
χαi (0) − χαi (t) in the lower panels for ω1t/π =
1/8, 1/4, 1/2, and 1, In the initial stage, disturbances ad-
vance from the walls with the speed c⊥ without notice-
able changes in the center region. In (a)-(c), the initial
affine correlations in Fig.4(a) disappear from the walls.
In (a’)-(c’), shock-like transverse sounds propagate from
the walls. Their fronts are irregular due to random scat-
tering. In (d) and (d’), the sounds from the walls en-
counter at the center.
In Fig.6, we display the laterally averaged profiles,
χ¯x(z, t) =
H
N∆z
∑
i
θ(∆z/2− |zi − z|)χxi (t), (78)
where θ(p) is the step function being 1 for p > 0 and
0 for p ≤ 1. We here remove the glassy irregulari-
ties to examine the acoustic behavior and the bound-
ary relaxation along the z axis. Setting ∆z = 2.5,
we plot (a) χ¯x(z, t) and (b) χ¯x(z, 0) − χ¯x(z, t), where
ω1t/π = t/18 = 0, 1/16, 1/8, 1/4, and 1/2. In (a), the
initial affine correlation soon disappears near the walls,
whose timescale tw is about 2. In (b), the boundary val-
ues of χ¯x(z, 0)− χ¯x(z, t) at z ∼= ±H/2 change from 0 to
the static values (∼ ±40) on the time tw. In the initial
stage t ≪ ta = H/c⊥ ∼= 18, the expanding sound from
each wall is of the form g(t−ℓ/c⊥), where ℓ is the distance
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FIG. 7: (Color online) (a) Cih(t) in Eq.(79) and C
′(t) ≡
[C(t)−Cpl]/kBT in Eq.(80) vs t on a semi-logarithmic scale,
where the former is from time-evolution of the eigenmodes and
the latter is from molecular dynamics simulation at T = 0.01.
These decay on a timescale of 0.2. (b) Gih(t) in Eqs.(34) and
(81) vs t, which is zero at t = 0, has a maximum (∼ 47) at
t = 0.23, and exhibits complex oscillations around µ ∼= 18.
from the wall and g(t) is the boundary value being zero
for t ≤ 0. Since tw ≪ ta, a shock wave is produced from
each wall, whose front has a thickness of order c⊥tw ∼ 10.
In (c) and (d), we show the profiles at ω1t/π = 1 and 200,
where complex oscillations still remain nonvanishing.
In agreement with our results, Jia et al.49 observed a
coherent ballistic pulse and speckle-like signals in sound
propagation in a granular matter. Their observation was
later reproduced in a simulation of granular matter50.
E. Time-correlation functions
In Fig.7(a), we examine the stress time-correlation
function at a fixed inherent state. We write it as
Cih(t) =
〈δWp(t)δWp(0)〉ih
kBTV
=
∑
λ
(ZλW )
2
V ω2λ
cos(ωλt). (79)
In (a), this function decays to nearly zero on a rapid
timescale of 0.2. Its oscillatory behavior is suppressed
because of relatively small ZλW for not large λ in Table 1,
where the first term in Eq.(79) is 0.013 cos(ω1t). Notice
that the large-scale sound modes do not contribute sig-
nificantly to δWp(t), because the difference u
α
ij = u
α
i −uαj
appears for adjacent i and j in the first line of Eq.(25).
We also calculated the stress time-correlation function
C(t) in Eq.(61) at T = 0.01 in a single run of molec-
ular dynamic simulation with the same inherent state.
FIG. 8: (Color online) Time-correlation function Fw(t) in
Eq.(82) for the forces from the walls to the particles as a
function of t. At short times, it equal to 17. For t & ta =
H/c⊥ ∼= 18, it fluctuates irregularly due to scattering.
Here, the time average was taken over the simulation
time tsim = 5 × 104. We used the stress integral W (t)
in Eq.(61) including the contributions from the bound
particles, so there should be some boundary effect. Since
Eq.(64) is predicted, Fig.7(a) gives
C′(t) = [C(t) − Cpl]/kBT, (80)
where Cpl = 27.7 is the plateau value. In (a), its initial
value C′(0) = 33.1 is larger than Cih(0) = 21.2, but the
two curves fairly agree for t & 0.1.
In Fig.7(b), we plot the stress relaxation function
Gih(t) in Eq.(34), which can be expressed as
Gih(t) = −
∑
λ
ZλWZ
λ
A
V ω2λ
[
1− cos(ωλt)
]
. (81)
In (b), this function exhibits complex oscillatory behavior
with timescales shorter than ta = c⊥/H ∼ 18.
In Fig.8, we examine the time-correlation function of
the forces from the walls. From Eq.(50), it is scaled as
Fw(t) = 〈δFtop(t)δFbot(0)〉ihH2/V kBT. (82)
This function can be expressed in the form of Eq.(59)
from Eqs.(28) and (58). Starting with Fw(0) = µ ∼= 17.
Fw(t) is nearly constant for t < ta ∼ 18. Around t ∼ ta,
the sound from the bottom is reflected in the reverse
direction at the top, resulting in a large drop in δFtop(t).
For t & ta, it largely fluctuates due to scattered waves.
See Appendix B for Fw(t) for homogeneous µ.
From the argument below Eq.(50) we recognize that
Fw(t) in Eq.(82) is measurable experimentally. That is,
at t = 0, we move the bottom layer by−Hγ0 in a stepwise
manner keeping the top layer at rest. Then, from Eq.(33),
the average force from the top wall to the particles is
given by γ0[Fw(0)−Fw(t)] per unit area at time t(> 0).
As in Fig.8, it should vanish before arrival of the sounds.
Somfai et al.50 calculated a force signal on a wall af-
ter emission of a pulse strain from the opposite wall in
a granular model. Their signals without damping resem-
ble ours in Fig.8, but they decay to zero with increasing
viscous dissipation. Wittmer et al.26 introduced friction
in the stress relaxation in a random elastic network.
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FIG. 9: (Color online) Average time-evolution of the first-
mode amplitude s¯1(t) in Eq.(83) (divided by γ0Z
1
A) after ap-
plication of sinusoidal strain γex(t) = γ0 cos(ωt) for t > 0,
where ω/ω1 = 0.1, 0.12, and 0.15.
F. Resonance in periodic straining
We also suppose application of a sinusoidal strain
γex(t) = γ0θ(t) sin(ωt), which is zero for t < 0. For t > 0,
substitution of this strain into Eq.(30) yields the average
displacements u¯αi (t) =
∑
λ e
λ
iαs¯λ(t)/
√
mi. Here, s¯λ(t) is
the time-dependent average of the mode amplitude sλ(t)
in Eq.(55). Then, s¯λ(t) is a mixture of two oscillations,
s¯λ(t) =
γ0Z
λ
A
ω2λ − ω2
[
sin(ωt)− ω
ωλ
sin(ωλt)
]
(t > 0). (83)
The term with the intrinsic frequency ωλ remains nonva-
nishing, but it decays to zero in the presence of dissipa-
tion. Here, s¯1(t) for the first mode grows as (ω
2
1 −ω2)−1
with increasing ω towards ω1. Thus, in Fig.9, s¯1(t) is
shown to increase with increasing ω. However, as ω ap-
proaches ω1, the local strain increases near the walls and
the linear theory becomes invalid,
The above displacement growth is a resonance effect60.
Recently, we have performed a molecular dynamics sim-
ulation of a glass under periodic shear61, where plastic
events are proliferated at resonance frequencies. Wittmer
et al26 studied resonance in a model network, where the
growth is suppressed by the viscous friction.
V. SUMMARY AND REMARKS
In Sec.II, we have presented a linear response theory
of applying a mean shear strain from boundary walls as
in real experiments. Our theory is based on the relations
(9) and (10) and is applicable to any solids and fluids in
confined geometries. It can describe the linear dynamics
in the bulk and near the boundary walls in terms of the
appropriate time-correlation functions. It can be used
even when the cell interior is inhomogeneous. As a first
nontrivial application, this paper has mostly treated the
linear response in glasses around a fixed inherent state.
In Sec.III, we have discussed the linear response in su-
percooled liquids with slow dynamics and in ordinary liq-
uids with fast relaxations. In these states, the viscosity
comes into play in the bulk. Our theory can further be
used to study the boundary flow effects microscopically.
In Sec.IV, we have presented numerical results in a
two-dimensional model glass on the basis of our theory.
In Figs.3 and 4, the forces from the walls are correlated
with the displacements of all the particles in the cell,
resulting in heterogeneous responses. In Figs.5-9, time-
dependent responses and time-correlation functions are
strongly influenced by sound wave propagation and are
very singular in glasses in the film geometry.
We make some remarks as follows.
(i) In real film systems, their temperature is regulated
by heat transport between the walls and the interior par-
ticles. To realize this situation in molecular dynamics
simulation, we can attach heat bathes to the boundary
layers (not to the interior particles)51. Sounds are then
damped upon reflection at the walls, which leads to de-
cays of the time-correlation functions.
(ii) Plastic events emit sounds leading to fast transport
of the released potential energies throughout the system.
Shiba and one of the present authors51 found that plas-
tic events cause large oscillatory deviations in the force
difference F xtop(t)−F xbot(t), where the heat bathes in the
boundary layers damp such oscillations.
(iii) We can construct a microscopic theory of applying
dilational strains by moving the walls along the z axis,
where propagation of the longitudinal sounds is crucial.
In particular, the correlation between the normal compo-
nents δF ztop and δF
z
bot can be obtained if µ is replaced by
B+(2− 2/d)µ in Eq.(50), where B is the bulk modulus.
(iv) In future, we should use a more realistic model of
solid walls, where the forces from the particles in the
walls to those in the cell are of great importance42. As
discussed in Sec.IIIB, we can apply our theory to fluids
to investigate the boundary flow profiles.
(v) There are a number of elastic systems with inho-
mogeneous elastic moduli on mesoscopic scales26,37,62–65,
where nonaffine strains appear in applied stress. In
gels37,63, the crosslink structure is intrinsically random
depending on the preparation condition. In multi-
component metallic alloys37, the elasticity in the pres-
ence of precipitates is of great technological importance.
which are harder or softer than the matrix.
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Appendix A: One-dimensional elastic systems
Here, we examine random elastic systems in one di-
mension in our theoretical scheme. We apply a dilational
strain ǫex from the walls at low T to obtain an analytic
expression for the dilational elastic modulus. We can
mention a number of random network models26,64,65.
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Along the x axis, the particles are at xi (1 ≤ i ≤
N) and the walls are at R1 and RN , where R1 < x1 <
· · · < xN < RN and N ≫ 1. We set RN = H/2 and
R1 = −H/2 with H being the system length. The end
particles 1 and N are bound to the walls by potentials
ψ(d0) and ψ(dN ), where d0 = x1−R1 and dN = RN−xN .
Particles i and i+1 interact with potentials φi(di), where
di = xi+1 − xi. The total potential energy is given by
U =
∑
i
′
φi(di) + ψ(d0) + ψ(dN ). (A1)
The potentials φi(di) can be random depending on i.
Hereafter, we set
∑
i
′
=
∑
1≤i<N . The potential part
of the microscopic pressure is of the form,
Πp(x) = −
∑
i
′
φ′i(di)θi(x), (A2)
where φ′i(x) = dφi(x)/dx and
θi(x) = θ(x− xi)− θ(x− xi+1). (A3)
Here, θ(x) is the step function equal to 1 for x > 0 and
to 0 for x ≤ 0. Thus, θi(x) is 1 in the interval xi <
x < xi+1 and is zero outside it. From Eq.(7) we find
δˆ(x, xi, xi+1) = θi(x)/di, leading to Eq.(A2).
At fixed H = RN−R1, we assume that the mechanical
equilibrium holds at xi = x
ih
i as
φ′i(d
ih
i ) = ψ
′(dih0 ) = ψ
′(dihN ) ≡ −pih. (A4)
where ψ′(x) = dψ(x)/dx and dihi , d
ih
0 , and d
ih
N (= d
ih
0 )
are the equilibrium values of di, d0, and dN , respec-
tively. This state corresponds to the inherent state in
glasses. From Eq.(A4) the potential part of the pressure
is Πp = pih for x
ih
1 < x < x
ih
N . We next consider small
displacements ui = xi − xihi . At fixed H , the deviation
of U is bilinear in ui to leading order as
δU =
1
2
∑
i
′
siξ
2
i +
1
2
s0(u
2
1 + u
2
N), (A5)
where ξi = di − dihi = ui+1 − ui,
∑
i
′ξi = uN − u1, and
si = φ
′′
i (d
ih
i ) (1 ≤ i < N), s0 = ψ′′(dih0 ), (A6)
with φ′′i (x) = d
2φi(x)/dx
2 and ψ′′(x) = d2ψ(x)/dx2.
We assume si > 0 and s0 > 0. At low T , ui fluctu-
ate thermally obeying the Gaussian distribution Pih ∝
exp(−δU/kBT ). Hereafter, 〈· · ·〉ih denotes this average.
To linear order, the deviation of Πp(x) is written as
δΠp(x) = −
∑
i
′
siξiθ
ih
i (x)
−pih[uNδ(x− xihN )− u1δ(x− xih1 )], (A7)
where θihi (x) = θ(x − xihi ) − θ(x, xihi+1). The last term
in Eq.(A7) vanishes in the range xih1 < x < x
ih
N . We
then consider the correlation function for the thermal
fluctuations of δΠp defined by
C(x, x′) = 〈δΠp(x)δΠp(x′)〉ih/kBT (A8)
where x and x′ are in the range [xih1 , x
ih
N ]. Since Pih is
Gaussian, some calculations readily give
C(x, x′) =
∑
i
′
siθ
ih
i (x)θ
ih
i (x
′)− K
H
. (A9)
The first term is nonvanishing only when x and x′ are in
the same interval, so it is short-ranged. The second term
is a constant (∝ H−1), which arises from the global elas-
tic coupling. As will be shown in Eqs.(A14) and (A16),
K has the meaning of the elastic constant given by
K = H/[
∑
i
′
s−1i + 2s
−1
0 ] = [H/(N + 1)]/〈s−1〉ih, (A10)
where 〈s−1〉ih is the average of s−1i over all the bonds.
To derive Eq.(A9) we can use the variance relations,
〈ξiξj〉ih = ciδij − ciej, 〈u21〉ih = 〈u2N〉ih = c0 − c0e0,
〈ξiuN〉ih = −〈ξiu1〉ih = cie0, (A11)
where ci = kBT/si and ei = K/Hsi. We obtain the
displacements from ui = u0 +
∑
1≤k<i ξk. Thus
64,
〈(ui − uj)2〉ih/kBT = ℓij −Kℓ2ij/H, (A12)
where ℓij =
∑
i≤k<j 1/sk for i < j. The two terms in
Eq.(A12) grow with increasing j − i but largely cancel
for ℓij > H/2K. For i = 1 and j = N , they nearly
cancel as 〈(uN − u1)2〉ih/kBT = 2(1 − 2e0)/s0. We also
find the counterpart of Eq.(50) in the form,
s20〈u1uN 〉ih/kBT = K/H. (A13)
Next, we shift the top as RN → RN + δRN keeping
the bottom at rest with mean strain ǫex = δRN/H . The
potential energy U changes by −pihδRN + δU ′ with
δU ′ =
1
2
∑
i
′
siξ
2
i +
1
2
s0u
2
1 +
1
2
s0(uN − δRN )2
= Kǫ2exH/2, (A14)
which corresponds to Eq.(46). Minimization of the first
line of Eq.(A14) yields shifts of the particle positions
given by ξi = Kǫex/si, u1 = δRN − uN = Kǫex/s0,
for which we obtain the second line.
We also use the linear response theory41 for a
small strain. The perturbed Hamiltonian is H′ih =∑
i |pi|2/2mi + δU − ǫexδA, where the first term is the
kinetic energy, δU is given by Eq.(A5), and
δA = s0
2
H(uN − u1) =
∫
dxδΠp −
∑
i
xihi fi, (A15)
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where fi = −∂(δU)/∂ui. As in Eq.(38) we obtain
K = −
∫
dx〈δΠp(x)δA〉ih/HkBT = Ka −Kc. (A16)
From Eq.(A15), Ka is the affine part and Kc is the non-
affine part. From Eqs.(A7) and (A8) we find
Ka = −
∑
i
′xihi
H
∂
∂ui
∫
dxδΠp =
1
H
∑
i
′
si(d
ih
i )
2, (A17)
Kc =
1
H
∫
dx
∫
dx′C(x, x′) = Ka −K. (A18)
In Kc, the first and second terms in Eq.(A9) yield Ka
and −K, respectively, after double integration.
We notice that, if some bonds are very weak (with
very small si), they can dominantly contribute to 〈s−1〉ih
giving rise to a large reduction in K. In such cases, K
can be much smaller than Ka.
Appendix B: Thermal fluctuations in solid films
in continuum elasticity
In the linear elasticity, we consider a solid film with ho-
mogeneous elastic moduli, where the displacement field
u(r) is well-defined. We assume that the thermal fluc-
tuations of u obey the distribution ∝ exp(−Fel/kBT ),
where Fel is the elastic free energy
13–15. Here, the aver-
age over this distribution is written as 〈· · ·〉. We impose
the rigid boundary condition at z = ±H/2 and the pe-
riodic boundary condition along the x and y axes with
period L. The film volume is V = HS with S = Ld−1. .
First, we examine the equal-time correlations. For sim-
plicity, we consider the lateral average of ux (the zero
wavenumber component in the x-y plane) given by
Ux(z) = S
−1
∫
dr⊥ux(r), (B1)
where
∫
dr⊥ is the integral in the x-y plane. The normal-
ized eigenfunctions are en(z) =
√
2/V sin[kn(z + H/2)]
(n ≥ 1) with kn = πn/H for Ux(±H/2) = 0. As in
Eq.(55), we introduce the fluctuating variables sn by
Ux(z) =
∑
n≥1
en(z)sn. (B2)
As in Eq.(57), the elastic free energy is expressed as
Fel =
1
2
µS
∫
dz(U ′x)
2 =
1
2
µ
∑
n≥1
k2ns
2
n, (B3)
where µ is the shear modulus and U ′x(z) = dUx(z)/dz.
Then, we find 〈snsℓ〉 = kBTδnℓ/µk2n and
〈Ux(z)Ux(z′)〉/kBT =
∑
n≥1
en(z)en(z
′)/µk2n
= [H2 − 2H |z − z′| − 4zz′]/4µV , (B4)
where we use the formula
∑
n≥1 sin(np) sin(nq)/n
2 =
q(π − p)/2 for 0 < q < p < π. Differentiation of Eq.(B4)
with respect to z and z′ gives the strain correlation,
〈U ′x(z)U ′x(z′)〉/kBT = [Hδ(z − z′)− 1]/µV. (B5)
Here, the δ-function appears, but it should be regarded as
a function with a microscopic width in particle systems.
In Eq.(28) we have introduced the forces from the
walls. In the continuum theory, we express them as
δF xtop = SµU
′
x(H
′/2), δF xbot = −SµU ′x(−H ′/2). (B6)
To account for the particle discreteness, we assume
the stress balance at z = ±H ′/2, where H ′ = H −
ℓm with ℓm being a microscopic length. For |z| <
H ′/2, we find 〈Ux(z)δF xtop〉/kBT = −z/H − 1/2 and
〈Ux(z)δF xbot〉/kBT = z/H − 1/2 from Eq.(B4). These
lead to the counterparts of Eqs.(35) and (47). If we de-
fine δA = H(δF xbot − δF xtop)/2 as in Eq.(27), we find
〈Ux(z)δA〉/kBT = z, (B7)
which consists of the affine displacement only. To be
precise, 〈Ux(z)δA〉 nearly vanishes in the narrow layers
H ′/2 < |z| < H/2. If we assume the linear combination
δA = ∑n Z(n)A sn in terms of sn in Eq.(B2), the coeffi-
cients Z
(n)
A are nonvanishing only for even positive n as
Z
(n)
A = −2π(
√
2V /H)µn (n = 2, 4, . . .). (B8)
Next, we examine the time-correlations assuming the
wave equation ∂2Ux/∂t
2 = c2⊥∂
2Ux/∂z
2 without dissipa-
tion, where c⊥ is the transverse sound speed. Fixing z
′
in the cell |z′| < H/2, we have
〈Ux(z, t)Ux(z′, 0)〉 = g(z+ c⊥t, z′)+ g(z− c⊥t, z′), (B9)
where 2g(z, z′) is equal to Eq.(B4) for |z| < H/2. We ex-
tend it outside the cell setting g(z, z′) = −g(H − z, z′) =
g(z + 2H, z′). We can obtain Eq.(B9) if we replace
en(z)en(z
′) by en(z)en(z
′) cos(c⊥knt) in the first line of
Eq.(B4). Then, Eq.(B9) gives a periodic function of t
and the period is twice larger than the acoustic traversal
time ta = H/c⊥. From Eqs.(B6) and (B9), the function
Fw(t) defined in Eq.(82) is calculated as
Fw(t) = µ− µ
∑
ℓ=0,±1,±2,···
δ(t/ta − 1− 2ℓ), (B10)
where the second term arises from impulses due to re-
peated reflections of transverse sounds without scatter-
ing. Thus, Eq.(B10) is consistent with Fig.8 for t < ta.
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