Due to superstition, license plates with desirable combinations of characters are highly sought after in China, fetching prices that can reach into the millions in government-held auctions. Despite the high stakes involved, there has been essentially no attempt to provide price estimates for license plates. We present an end-to-end neural network model that simultaneously predict the auction price, gives the distribution of prices and produces latent feature vectors. While both types of neural network architectures we consider outperform simpler machine learning methods, convolutional networks outperform recurrent networks for comparable training time or model complexity. The resulting model powers our online price estimator and search engine.
Introduction
Chinese society place great importance on numerological superstition. Numbers such as 2 and 8 are often used solely because of the desirable qualities they represent (easiness and prosperity, respectively). For example, the Beijing Olympic opening ceremony occurred on 2008/8/8 at 8 p.m., while the Bank of China (Hong Kong) opened for business on 1988/8/8. Because license plates represent one of the most public displays of numbers for many people, people are willing an enormous amount of money for license plates with desirable combinations of characters. Local governments often auction off such license plates to generate public revenue. The five most expensive plates ever auctioned in Hong Kong have each sold for over US$1 million.
Unlike the auctioning of other valuable items, license plates generally do not come with a price estimate, even though price estimates have been shown to be a significant factor affecting the sale price [1, 8] . It is also very difficult to discover which plates are available at what price because auction outcomes are not always available online. In Hong Kong, the government only provides the results of the three most recent auctions online, despite having hosted monthly auctions for several decades.
We build an online service, markprice.ai, that seeks to fill this gap by providing three specific features:
1. Price estimation. The primary service we provide is price estimation for license plate auctions in Hong Kong. In Hong Kong, license plates consist of either a two-letter prefix or no prefix, followed by up to four digits (e.g., HK 1, BC 6554, or 138) . Plates can be desirable because the characters rhythm with auspicious Chinese phrases ( e.g. "168" rhythms with "all the way to prosperity", while "186" does not rhythm with anything) or have visual appeal (e.g. "2112" is symmetric, while "2113" is not.) The model learns which features are valuable from the training data, allowing it to then generate a predicted price for the specific combination of characters a user enters. 2. Distribution of predicted prices. Even with a perfect model, there will be variation in the realized price due to factors we cannot capture. We do not wish to give the site's users a false impression of certainty, so it is important that we provide a distribution of possible outcomes. The main challenge here is providing a distribution for extremely expensive plates, for which there are very few examples to use to generate a distribution from. 3. Search engine. Beyond the price estimation service, we also want to help users research and discover plates that they might be interested in. We provide a way for users to not only search for past records of a specific plate, but also to discover other plates that are reasonably similar.
We detail our solution to the above three targets in this study. Our model is powered by a neural network that generates a distribution of predicted prices for a given license plate. In the process, the network also learns to generate latent feature vectors, which we extract to construct our search engine. With both linguistic and visual factors affecting a plate's value, our primary focus is on the relative performance of recurrent networks versus convolutional networks for our task. Our results suggest that while both neural network architecture outperform simpler machine learning methods, convolutional networks outperform recurrent networks for comparable training time or model complexity.
Related studies
Early studies into the prices of license plates use hedonic regressions with a larger number of handpicked features [11, 10, 9] . Due to their reliance on ad-hoc features, these models adapt poorly to new data, such as when plates with new combinations of characters are auctioned off for the first time. In contrast, our model is able to learn the value of license plates from their prices. As we demonstrate below, no handpicked feature is needed to achieve high prediction accuracy, although the presence of such features does improve the consistency of the learned features. [3] attempts to model prices with a standard character-level recurrent neural network, achieving higher accuracy than that previous studies. In this paper we utilizes more advanced neural network designs, resulting in significant improvement in accuracy and consistency.
Model
3.1 Overall structure Figure 1 illustrates the structure of our model. Each plate is represented by a vector of numerically-encoded characters, padded to the same length. The characters are fed into a feature extraction unit, either one at a time for RNN or as a vector for CNN. The feature extraction unit outputs a feature vector, which is used in three ways. First, it is concatenated with auxiliary inputs and fed into a set of fully-connected layers to generate the predicted price. Second, it is fed into another set of fully-connected layers to generate a number of auxiliary targets. Third, it is fed into a k-nearest-neighbor clustering model to produce a list of similar plates. Finally, the predicted price is fed into another fully-connected layer responsible for producing distributional parameters for the final price distribution. 
Feature extraction unit
The feature extraction unit begins with an embedding layer g(s), which converts each character s to a vector representation h s :
The dimension of the character embedding, n, is a hyperparameter. The values h 1 s , ..., h n s are initialized with random values and learned through training. We experiment with n ranging from 8 to 24 as well as replacing learned embedding with one-hot encoding.
The embedding layer is followed by one or more layers of neurons. We explore three architectures:
1. RNN. As a baseline, we adopt the model used in [3] , which has been shown to perform significantly better than simpler models such as hedonic regressions and n-grams. Specifically, the unit consists of one or more bi-directional, batch-normalized recurrent layers with rectified linear units as activations. The feature vector is the sum of the last layer's recurrent output. We conduct a hyperparameter search with the number of layers varying from 1 to 7 and the number of neurons varying from 128 to 1024. 2. LSTM. It is widely recognized that Long Short-Term Memory (LSTM) networks performs better than simple recurrent networks in deep learning [6] . Following standard practice, we implement the unit as one or more bidirectional, batch-normalized LSTM layers with logistic and tanh activations. The feature vector is the output from the last time step of the last LSTM layer. As with RNN, we conduct a hyperparameter search with the number of layers varying from 1 to 5 and the number of neurons varying from 128 to 1600. 3. Residual CNN. Our implementation is a 1-demensional version of ResNet [5] , illustrated in the rightmost panel of figure 1 . The main features are residuals being added to the output after every two layers, and the number of filters being doubled whenever there is a 50 percent down sampling. All layers are batch normalized and activated by exponential linear units, the latter having been shown to improve training speed and accuracy [4] . We conduct a hyperparameter search with the number of layers varying from 1 to 7 and the number of filters in the first layer varying from 64 to 1024.
Auxiliary inputs
The auxiliary inputs are the date and time of the auction, the most-recent general price level index on the day of the auction, the local stock market index and the return of the index in the past year and the past month. Historical values are used for training, but our actual product utilizes up-to-date data.
Auxiliary targets
Previous versions of our model did not have auxiliary targets, but we discovered that while prediction accuracy was similar across different runs of the same model, the feature vectors generated were not. In hindsight, this should be expected: neural network training is non-convex problem, and there is no reason why the model should settle on a particular set of latent factors after every training run. This imposed a significant problem for our search engine, as search results would at times change noticeably after retraining the model with new data. Our solution to these problem is to train the model with auxiliary targets, based on the handpicked features of [9] . The idea is to provide guidance on what features users might be looking for, while still allowing the model enough flexibility to learn additional features. Table 1 lists the 32 objective measures of plate characteristics, which include the number of characters, the number of repeated characters and whether the combination of characters is symmetric or sequential. 
Mixture density network
A common way of estimating a distribution is to divide the target samples into mutually-exclusive categories and train a classifier. That does not work in our case because during inference the target is not bounded from above-there is always the possibility of a record-breaking price. Instead, we uses a mixture density network (MDN) to generate the distributional parameters [2] . The estimated probability density function of the realized price p for a given predicted pricep is modelled as a Gaussian mixture:
where φ represents the standard normal probability density distribution and [z 1 (p), ..., z i (p), µ 1 (p), ..., µ i (p), σ 1 (p), ..., σ i (p)] the output vector from a single fully-connected layer with a single inputp. σ's have exponential activations to ensure that they take on positive values, while µ's and z's have linear activations. We conduct a hyperparameter search with n varying from 3 to 24 and the number of hidden neurons varying from 64 to 256.
Experiment setup

Data
The data used in this study come from the Hong Kong government and are an extension of the dataset used in [11, 10, 9] . They cover Hong Kong traditional license plate auctions from January 1997 to February 2017. To include as many ultra-expensive plates as possible, we also include the 10 most expensive plates since auctions commenced in 1973, information that is publicly available online. The data consist of 104,994 auction entries, almost twice that of previous studies. Each entry includes i. the characters on the plate, ii. the sale price (or a specific symbol if the plate was unsold), and iii. the auction date. The distribution of prices is highly skewed-while the median sale price is $641, the mean sale price is $2,064. The most expensive plate in the data is "28," which sold for $2.3 million in February 2016. Following previous studies, we compensate for this skewness by using log prices within the model. The use of log price also means that the loss function depends on relative error rather absolute error.
Plates start at a reserve price of at least HK$1,000 ($128.2). The existence of reserve prices means that not every plate is sold, and 12.6 percent of the plates in our data were unsold. Because these plates do not possess a price, we follow previous studies and drop them from the dataset, leaving us 91,784 entries. The finalized data are randomly divided into three parts: 64 percent for training, 16 percent for validation and 20 percent for the final hold-out test.
Training
Continuous outputs of the model are trained using mean-squared error as the loss function, while binary outputs are trained using cross entropy as the loss function. The primary target and the whole of the auxiliary targets carry equal weight in the overall loss function. To allow ourselves the flexibility to use a different training duration for the mixture density network, the latter is trained separately after other parts of the model have been trained, using the negative log-likelihood of the Gaussian mixture as the loss function.
To compensate for the scarcity of expensive plates, we weight samples according to their log price. We further overweight the most expensive plates, specifically those with a log price above 12.5 (approximately $34402), by a factor of 40. These weights are used in all training runs without further experimentation.
Drop out is applied to each layer in the feature extraction unit except the embedding layer. When we started our experiment with RNN we experimented with drop out rate ranging from 0 to 30 percent, but by the time we reached CNN we have decided to settle on 15 percent since there is little variation between different positive drop out rates-excluding a rate of zero, the correlation between validation RMSE and drop out rate is only 0.003.
In total, we have 432 sets of hyperparameters for both RNN and CNN. Due to time constraint, we had to do a relatively sparse search for LSTM with only 95 sets of hyperparameters. We train the model under each design and each set of hyperparameters three times, with early stopping and reloading of the best state. Recurrent versions of the model are trained for 120 epochs while convolutional versions are trained for 800. We pick these numbers because trials we conducted before this study suggest these values are large enough for the model to almost certainly stop early. The mixture density network is trained for 5000 epochs with reloading of the best state.
The Adam optimizer with a learning rate of 0.001 is used throughout [7] . Training is conducted with NVIDIA GTX 1080s with mini-batch size of 2,048. Table 2 lists the performance figures of the best model in each category and that of a number of simpler models for comparison. The best performing model is a For Residual CNN, LSTM and RNN, the average numbers from the bestperforming set of hyperparameters are reported.
Experiment results
Predicted price
6-layer ResNet, with 512 filters per layer in the first five layers and a 50 percent down-sampling in the last, paired with a single 256-neuron fully-connected layer and an 8-channel embedding. This is followed by the bi-directional LSTM with 3200 neurons and two fully-connected layers of 512 neurons each. The basic bidirectional RNN comes in last among the three, performing at its best when there is a single recurrent layer of 1024 neurons and three fully-connected layers of 1024 neurons each. Both recurrent models perform best with one-hot encoding. The best convolutional model is able to explain a significantly higher fraction of variation in prices than the best recurrent models, both in sample (5.2 percent as measured by R-squared) and out of sample (1.7 percent). Figure 2 plots validation RMSE against training duration and complexity of a given model. Each marker is the average from all runs of a particular set of hyperparameters. Except for the smallest convolutional networks, it is clear from the plots that convolutional networks outperform recurrent networks for either comparable training time or comparable model complexity. One interesting observation from 2 is that the relationship between a model's performance and its training time/complexity is much more pronounced for convolutional networks than recurrent networks.
To better understand why convolutional networks perform better than recurrent networks, Table 3 lists the error figures for three linguistic patterns and three visual patterns. Although the best LSTM model is behind the best CNN model in all cases, the differences in error are much smaller for linguistic patterns than for visual patterns. Figure 3 plots predicted prices against actual prices from the best model, grouped in bins of HK$1000 ($128.2). The model performs well for a wide range of prices, with bins tightly clustered along the 45-degree line. In particular, due to a better model architecture and weights of samples, the systemic underestimation of prices for the most expensive plates observed in [3] is not present here.
Feature vector and auxiliary targets
To demonstrate the effectiveness of the auxiliary targets, we rerun the best model with auxiliary targets replaced by the auction price. This allows us to maintain model complexity while removing the auxiliary targets. Table 4 lists the top-three search results for three representative plates from each of three runs of the best CNN model, with and without the auxiliary targets. We measure the consistency of the search results by computing the fraction of search results that appeared in all three runs. The examples listed in the table illustrate how training the model with auxiliary targets significantly increase consistency across different runs of the same model.
To evaluate consistency systemically, we generate 1000 random new plates and feed them through all six runs of the model. Figure 4 plots the consistency measure's distribution with and without the auxiliary targets. The search results are much more inconsistent when there is no auxiliary target (Mann-Whitney z = −11.2, p = 0.0000), with significantly more cases of zero consistency. approximately evenly spaced on a log scale. The red lines represent the estimated density for a given predicted price, while the bars represent the actual distribution of prices for the predicted price. The estimated density closely resembles the actual distribution for common, relatively low-value plates. For very expensive plates, the model is able to produce a density even if there is only a single sample at a given price. As can be seen from the examples, the spread of the estimated density generally covers any actual price that deviates from the predicted price.
Estimated Price Distribution
Conclusion
We demonstrate that a model based on residual convolutional neural net can generate accurate predicted prices and produce stable feature vectors for use in a search engine. We demonstrate that for comparable training time or model complexity, a model base on convolutional neural nets outperforms one that is base on recurrent neural network.
