The control system regarding flatness and thickness of the strip in tandem cold rolling mill is generally multivariate, non-linear, and strong-coupling. In this paper, a decoupling predictive control method based on convolutional neural network is invented for the decoupling of these two elements. We at first introduce the mathematical model, namely AFC-AGC model, of the automatic control on flatness and thickness, and analyze the coupling problem between them. Then CNN with strong feature extraction ability is used to design the decoupler of the flatness and thickness system by iteratively learning of the input and output data of the control system in consideration. Next, according to the non-linearity and the pure delay of the rolling mill system, we design the flatness and thickness controller using model predictive control algorithm (MPC). Finally, the simulations and comparisons are performed on the actual parameters of a tandem cold rolling mill. Our results demonstrate the effectiveness of the proposed decoupling control method and confirm the accuracy and robustness of the modified flatness and thickness control system.
I. INTRODUCTION
Along with the development of national economy, the demand for the plate and strip products in various industries increases, and the quality requirements of these products become rather strict. Regarding strip quality, one of the essential requirements is the high precision of strip flatness and thickness control, which is measured by the comprehensive adjustment of hydraulic roll bending and hydraulic screw down. In order to achieve the comprehensive control of strip flatness and thickness, hydraulic bending roll and hydraulic screw down need to work synchronously. However, the control system of strip flatness and thickness has the characteristics of nonlinearity, strong coupling [1] and large time delay. Since for such a complex system, conventional control methods are difficult to function properly how to develop the modern control methods with intelligent technology is a trending research The associate editor coordinating the review of this manuscript and approving it for publication was Okyay Kaynak . subject in the field of AFC-AGC integrated control [2] . According to the establishment of the mathematical model on the strip flatness and thickness integrated control system, the main purpose of this paper is to design an advanced decoupling controller of the strip flatness and thickness of the plate to decouple the system such that the two properties can be managed independently and accurately.
The earlier decoupling control of flatness and thickness of the strip was the traditional decoupling method with regular PID control strategy based on invariant principle [3] and feedback decoupling [4] . Indeed, the decoupling network was founded on precise mathematical model of the object to control, and the PID controller was designed for the decoupling control of the flatness and the thickness. However, when the system has indeterminate parameters, it has poor decoupling performance and low control accuracy. The work of [5] was intended for solving the coupling problem of aluminum strip flatness and thickness by a model reference self-adaptive method, which could tune the parameters of decoupling network and controller intelligently. The self-adaption mitigated parameter uncertainty and improved the robustness of decoupling control. Researchers introduced a particle swarm optimization (PSO) algorithm based on the model reference self-adaptive method that tunes the parameters of decoupling controller in an online fashion, which further improved the generalization performance of the decoupling control [6] . In addition, the outstanding learning ability of the traditional intelligent method has brought in better model identification ability. In [7] , authors adopted RBF method to design the decoupling network, which alleviated the impact of the system model accuracy on decoupling effect, and the application of PSO to the optimization of the parameters for RBF and PID controller improved the model generalization ability.
From the above summaries, we note that currently the decoupling the strip flatness and thickness basically leverage traditional intelligent models and their optimizations, and the control methods rely on traditional PID and its optimization. These techniques with limited control accuracy and weak anti-interference ability require updates. The developments in intelligent methods allow researchers to open novel investigations into the decoupling control of the strip flatness and thickness. Due to their hard-to-determine layer settings and optimization methods, traditional neural networks are prone to overfitting and slow training, and they also have complicated feature extraction process. As an extension of classical intelligent control methods, numerous deep learning structures have been proposed in these years. By virtue of their powerful learning performance, they have made huge progresses in subfields of artificial intelligence such as speech recognition and image recognition [8] , [9] . There is a noteworthy type of networks named Convolutional Neural Network (CNN) [10] . It overcomes gradient instability during training, and enables the self-adaptive learning of hierarchical features (from low level to high level). In particular, CNN was used to process hydraulic cylinder flow and pressure data online for the purpose of identifying the internal leakage of a hydraulic cylinder [11] . Compared with RBF and BP networks, it generated higher recognition accuracy. In [12] , the authors proposed a two-step training process (pretraining + implicit regularization) for CNNs, especially deep CNNs, which optimized the boundary features, thus reducing overfitting and promoting the generalization ability of the network structure.
Model Predictive control (MPC) [13] , [14] uses predictive models to predict future deviation value from recorded deviation values of the current state and the past, and determine the real-time optimal input strategy by rolling optimization. It seems the idea of predictive control is better than that of PID control according to its dynamic characteristics. At present, MPC has wide applications. MPC with input/output constraints can be used to optimize the control system of aircraft engines [15] , and the actual effectiveness of MPC algorithms that are implemented by the joint of software and hardware has been verified. As another example, for the nonlinear electro-hydraulic servo system, of which the parameters are determined by the gray-box system recognition method, MPC controller was designed to improve its robustness [16] . There have been some deeper studies on MPC control. In the paper [17] , authors proposed a real-time non-linear MPC for non-linear multivariate dynamic systems, and provided fast solution which accelerated the system operating speed while ensuring the system stability. Furthermore, it has been found through study that MPC control has higher adaptability to the given model, and meanwhile it improves the system robustness and eases the influence of pure delay factor on the system.
In light of the above review, we present a CNN based decoupling predictive control method regarding the multivariate, non-linear, strong-coupling strip flatness and thickness control system for tandem cold rolling mills. This paper states an AFC-AGC integrated control math model, and analyzes the coupling issue in the system of interest. The strip flatness and thickness decoupler is then designed, where we employ CNN, which is endowed with powerful feature extraction ability, to learn the input/output parameters iteratively. Next, with the application of MPC algorithm in the design of the controller for the decoupled control network, not only the control accuracy and the system robustness are improved, but also the pure delay's impact on the system is alleviated. To examine our method, we perform the simulation research of three components: 1). Test the effectiveness of the convolutional neural decoupler. Meanwhile, RMSE of CNN training process output value was given; 2). Fix the control parameters, we compare our CNN decoupling controller with the RBF neural network in terms of their control effect to see if there is an improvement; 3). Compare the predictive controller for decoupled flatness and thickness of the strip with PID controller to see the former's effectiveness of boosting the dynamic response characteristics.
The major contributions of this article are summarized here: 1) Based on the strong feature learning ability of CNN, through iterative learning of the input / output parameters of the model, the proposed strip flatness and thickness decoupler for tandem cold rolling mill enhances the decoupling performance of the system; 2) Aiming at the non-linearity and pure delay of the rolling mill system, a model predictive control (MPC) algorithm is used to design the strip flatness and thickness controller for tandem cold rolling mills. Simulation results show the proposed control method functions effectively and improves the control accuracy and system robustness.
The rest of the content is arranged as follows: The 2nd section mathematically models the AFC-AGC integrated control and discusses the coupling issue in the control system; the 3rd section introduces the working principle of CNN and designs the decoupling network of the system; in section 4, we design the MPC controller for the system and draw the diagram of the control network; section 5 empirically verifies the decoupling effect of the coupling network and the control accuracy of the MPC; and the research is concluded in section 6. VOLUME 8, 2020
II. THE MATHEMATICAL MODEL OF THE STRIP FLATNESS AND THICKNESS SYSTEM
In the control system, the keys to the automatic flatness control (AFC) are the roll bending control and roll tilting control. However, since there is no coupling relationship between the roll tilting control and AGC, the roll tilting control and automatic gauge control (AGC) use the same actuator, such that the adjustment of roll tilt will not affect the central thickness of strip, the coupling between AGC and roll bending is essential to the coupling between AGC and AFC. The thickness and flatness are mostly controlled by adjusting the gap deviation S and the roll bending force F.
For thickness control, it can be expressed by the generalized bounce formula in the form of increments:
where C P is the longitudinal stiffness of rolling mill, C F is the longitudinal stiffness of roll bending. The incremental formula of the rolling pressure is as follows:
where Q is the plasticity coefficient of strip steel. Substitute Formula (2) into Formula (1), and we can obtain:
For the flatness control, ignoring the transverse broadening of metals, and according to the principle of volume invariance:
H e L e = h e l e (5) where H c and H e are the incoming strip thickness of the center and that of the edge, respectively; L c and L e are the incoming strip length of the center and of the edge, respectively; h c and h e are the exit strip thickness of the center and of the edge, respectively; l c and le are the exit strip length of center and of the edge, respectively. Let H and L denote the average thickness and average length of the incoming strip, respectively, h and l be the average thickness and the average length of the exit strip in that order, H w be the transverse thickness difference (i.e., the crown) of the incoming strip, h w be the crown of the exit strip. Differentiate formula (4) and formula (5) , and the following results are obtained:
where l is the length difference of the rolled strip. In fact, the transverse non-uniform deformation of the metal will occur more or less during rolling. Considering the width of the metal and the elastic flattening of the roll, the condition of good flatness of the rolled strip can be expressed as follows:
where φ b is the non-uniform transverse deformation coefficient of the rolled strip.
In order to guarantee the establishment of formula (8) in the rolling process, the influence of rolling force, roll bending force and roll profile should satisfy the following formula:
where K P is the lateral rigidity of the rolling mill, K F is the lateral rigidity of roll bending, and K w is the influence coefficient of incoming strip crown. P is the rolling force, F is the roll bending force, and µ is the roll profile. Then, the thickness difference and the transverse tension stress difference of the exit strip are taken as the control objectives. Assume the transverse tension stress difference of the incoming strip and the exit strip are the following σ 0 and σ 1 :
where E is the modulus of elasticity, and v is the Poisson's ratio. According to Formulas (8)- (11) , the incremental formula of the tension difference of the exit strip is written as follows:
Substitute the Formula (2) into Formula (12):
The actuators of strip flatness and thickness are the hydraulic roll bending system and the hydraulic screw-down system, which can be simplified to second-order oscillation links in general. Here are their mathematical descriptions:
where ξ W and ξ s are the damping coefficients of hydraulic roll bending system and of hydraulic screw-down system, respectively. w W and w s are the undamped natural oscillation frequencies of hydraulic roll bending system and hydraulic screw-down system, respectively.
Usually, a delay link e −τ s is used to measure the equivalent thickness and flatness of the strip, then the flatness and thickness synthesis system is modeled as the following matrix formulas:
where η 1 and η 2 , given in formula (17) , are the disturbance signals, they represent the variation of the thickness and the convexity respectively of the incoming strip and the transverse tension difference. Now a coupled system of flatness and thickness with double input and double output can be established, shown in FIGURE 1.
As shown in FIGURE 1, the change of strip flatness and that of thickness have mutual influences. Since simple control of the two will not meet the control requirements, the decou-pling control of strip flatness and thickness is a necessity for strip flatness control. The input layer of CNN proposed in this paper is a twodimensional data composed of the values of several process variables at different times. Input layer data is represented by X ∈ R H in ×W in , where H in and W in represent the height and width of the input layer respectively.
III. DECOUPLER DESIGN BASED ON CONVOLUTIONAL NEURAL NETWORK
Convolution layer extracts features from input layer data by convolution. ω ω ω conv ∈ R h in ×w in ×D in is the parameters of convolution kernels, where h in × w in represents the size of convolution kernel and D in represents the number of convolution kernels. The convolution process for a convolution kernel is shown in formula (18):
where * represents convolution operation between input layer and convolution kernel ω ω ω conv|k . When the stride is 1, the dimension space of result can be expressed as
With the nonlinear activation layer and pooling layer, the convolution network can extract rich multi-layer features. Common nonlinear activation functions include sigmoid function, ReLu function, tanh function, and so on. Considering the small amount of process data in this paper, the positive and negative value fields have the same significance for feature extraction, so tanh function is selected as the activation function of convolution layer in the present paper. It has the form:
The pooling layer is usually arranged behind the convolution layer, which down samples the output from the convolution layer, for compressing the number of parameters and reducing overfitting.
The fully-connected layer is located after feature extraction, and receives the feature graph values that are processed alternately by multiple convolutional layers and pooling layers. The full connection layer map high-level features in a targeted way. Using ω full to represent the weight of the full connection layer, then the output of this layer is:
The output layer is also a kind of full connection layer, and its shape is oriented by specific tasks.
The training goal of convolutional neural network is to minimize the cost function such as root mean square error (RMSE) and cross entropy [18] . The difference between the expected output value and the output data is calculated according to the cost function after the forward propagation of each layer. The mean square error cost function is calculated as follows:
whereŷ represents the expected output value, y is the output value of the last layer, and N is the total number of training samples.
The convolutional neural network can be trained by stochastic gradient descent algorithm [19] . This method updates the network parameters through back propagation using a random batch of samples in each iteration. Accordingly, for example, the weight and bias at the l-th layer are updated in the direction of gradient descent, and the updated formula are:
where γ represents the learning rate that controls the step size of gradient descent. N batch is the total number of small batched samples data. Empirically, the number of convolutional layers is often related to the hierarchical structure of input data, and the number of convolutional kernels in each layer is related to the number of features.
B. DECOUPLER DESIGN
In the flatness and thickness control system, the strip thickness is controlled by adjusting the hydraulic screw down system, and the flatness is controlled by adjusting the work roll bending force. The design of decoupling network is subject to the paired control relationships: S controls h, and F controls σ 1 . The decoupling control structure diagram of the flatness and thickness integrated control system is shown in FIGURE 3.
As indicated in FIGURE 3, NET1 and NET2 are the decouplers of strip flatness and strip thickness respectively, which are both constructed on the convolutional neural network in this section.
1) STRUCTURE DESIGN OF CONVOLUTIONAL NEURAL NETWORK
The main idea in this paper is using convolution operation to capture the dynamic data features, then establish a dynamic neural network to eliminate the coupling effect between the input variables, i.e. the strip flatness and the thickness. The network structure designed is shown in FIGURE 2, including one input layer, one convolution layer, one pooling layer, one full connection layer, and one output layer.
The input layer is a two-dimensional matrix composed of three process variables (the system input, the first-order derivative of the input, and the system output at previous moment) at several consecutive times. When every 5 consecutive times are taken as one sample, the input layer is expressed as X ∈ R 5×3 . And the dimension of the convolution layer is C ∈ R 4×1×5 , where the size of each convolution kernel h in × w in = 2 × 3, the stride is 1, and the number of convolutional kernels D in = 5. As shown in FIGURE 4, each convolution kernel is 2 × 3 data matrix, the convolution trajectory is shown in the dashed line and the convolutional layer C ∈ R 4×1×5 is obtained by convolution operation.
The pooling layer adopts the mean pooling kernel ω ω ω pool ∈ R 2×1 , with the pooling stride is 2, so the pooling layer is expressed as P pool ∈ R 2×1×5 , As shown in FIGURE 5 .
The next layer is the fully-connected layer, and the output calculation of the full connection layer is shown in formulas (20), where ω full ∈ R 5×10 . So, the weights of the out layer for regression is expressed as ω out ∈ R 10×1 .
Then, in order to realize dynamic decoupling, the decoupling network NET1 and NET2 are connected in series with the system, as shown in FIGURE 3. When only NET1 has an input signal, the system output y 2 (Namely h) should be equal to 0. Therefore, formula (21) is changed to
Similarly, when only NET2 has an input signal, the system output y 1 (Namely σ 1 ) should be equal to 0. Therefore, change formula (21) to
(2) Algorithmic process of the decouplers VOLUME 8, 2020 The algorithmic process of the decouplers are as follows.
Step 1: Initialize parameters of each layer, H in , W in , ω ω ω conv , ω pool , ω ω ω full , ω out .
Step 2: Matrixing input variables, and get X ∈ R H in ×W in .
Step 3: Forward calculation. calculate the NET1 or NET2 output y NET 1 or y NET 2 through convolution layer, pooling layer and full connection sequentially.
Step 4: Connect system simulation and calculate system output y 2 or y 1 .
Step 5: Calculate the root mean square error Err 1 or Err 2 every 100 steps, by formula (24) or (25). If Err(i) < Err(i − 1), then jump to step 6; or the training stops.
Step 6: Update weights ω ω ω conv , ω ω ω full , ω out . The gradient descent method is adopted to update the weights, and the updated formulas are displayed in formulas (22) and (23). then, jump to step2.
IV. MODEL PREDICTIVE CONTROL ALGORITHM
The complex system becomes two independent controllable subsystems after the decoupling design. PID control is difficult to obtain fine control effect for the system of non-linearity and large time delay. In order to improve the control effect, the model predictive control (MPC) algorithm is introduced. As depicted in the control network diagram (FIGURE 7) , we design the predictive controllers for the upper decoupling channel and the lower decoupling channel separately.
Since two channels have similar control network structures, we describe the principle for the process of MPC controller design. The schematic of MPC is shown in FIGURE 8. The model predictive control algorithm mainly consists of modules including predictive model, feedback correction and rolling optimization. MPC is initialized with a model that describes the dynamic behavior of the system, namely the prediction model, which can predict the future output of the process according to the control input of the present moment and the historical information of the process. The predictive output vector is calculated as follows:
. . .
. . . Marked as,
where Y p (k) is the predictive vector, U (k) is the control action, Y 0 (k) is the initial vector, L is the predictive horizon, m is the control horizon, A is the system step response coefficient matrix.
In the actual tandem cold rolling process, due to the existence of nonlinearity, time variation, model mismatch and interference, and other uncertain factors, it is impossible to accurately match the model-based prediction with the reality. By comparing the measured value of the output with the estimated value of the model, the prediction error of the model is obtained, and then the prediction error in turn is used to correct the predicted value of the model. The predictive error at (k+1)-th time juncture will be:
Then, the predictive error is weighted to modify the predictive output:
where, c = [c 1 , c 2 , · · · , c L ] T is the error correction vector, generally as 1.
MPC is a closed-loop optimal control algorithm. The optimization in predictive control is different from the conventional discrete optimal control algorithm. Instead of targeting a constant global optimal goal, it adopts a rolling optimization strategy in finite time domain. This grants the predictive control strong ability to resist interference and overcome system uncertainty.
Marked as:
where y r (k + j) is the reference trajectory value, and j = 1, 2, 3 . . . L.
In order to improve the robustness of the system, it is required to reach a new stable value along a specified and smooth curve. Generally take
where α is the flexibility coefficient.
Substitute Formula (26) into Formula (30), to solve
Then,
Therefore, the output of the controller can be defined as:
In the process of optimization, drastic incremental change of control action is not expected. Therefore, soft constraints are added to the optimization performance index in Formula (29), and the optimization criterion is selected by considering the output tracking expectation and the change of control quantity.
At last, Y c is regarded as the initial prediction value Y 0 of the next time. y 0 (k + i) = y c (k + i + 1) , i = 1, 2, · · · , p − 1 (33) TABLE 1 summarizes the symbols for parameters in the previous schematic of MPC design, and their correspondence to those for parameters in MPC1 and MPC2. 
V. THE SIMULATION RESEARCH
In this section, the convolutional neural network used in this paper and RBF neural network are simulated and compared. In this paper, the object studied is a five-stand tandem cold rolling mill. Since the first four stands primarily serve to thickness control and their flatness control is usually not close-loop, only the fifth stand performs close-loop flatness control, thus we only carry out the simulation on the fifth stand of a 1500mm Tandem Cold rolling Mills, the relevant parameters of rolling process are presented in TABLE 2. The simulation experiment is divided into three stages. First, the decoupling network is designed for the experimental object, and its decoupled effect is discussed and compared with the single channel effect under RBF decoupling. In the second stage, we compare the decoupling control effect of CNN with that of RBF under the use of the same traditional controller. Eventually, we also demonstrate the improvement of the control effect by applying predictive control algorithm combined with CNN decoupling.
2) DECOUPLING OF TWO COUPLED CHANNELS a: THE TRAINING OF CNN
In the training process, the input (rolling force adjustment signal) of NET1 for training is F (t) = 10 sin (t)+sin (5t)+ 0.1 sin (50t), and that (rolling gap adjustment signal ) of NET2 is S (t) = sin (t) + sin (5t) + 0.1 sin (50t). FIGURE 9 presents the training errors in terms of root mean square error (RMSE) for NET1 and NET2. The training outputs a root mean square value every 100 steps, and stops when its RMSE falls below the threshold. FIGURE 9 (a) and FIGURE 9 (b) are the curves of training error against batch size for flatness decoupling channel and thickness decoupling channel respectively. It can be seen from FIGURE 9 (a) that when the number of batch equals 9, the Net1 error reaches the desired range. FIGURE 9 (b) shows when the number of batch equals 32, the NET2 error reaches the desired range.
b: DECOUPLING EFFECT OF ROLL BENDING FORCE ON STRIP THICKNESS
The decoupling simulation of strip flatness and thickness system has been studied. First, the screw down kept unchanged, and the step signal F = 1 ton was applied to the roll bending force at time t = 0. The simulation response curve of the system is shown in FIGURE 10(a)-(b). FIGURE 10(a) is the curve given the dynamic response characteristics of strip flatness tension difference σ to roll bending force, FIGURE 10(b) shows how the variation on flatness influences thickness. Compared with RBF control method, decoupling speed and decoupling accuracy are higher.
c: THE DECOUPLING EFFECT OF SCREW DOWN ON THE STRIP FLATNESS
Then, the roll bending force was fixed, step signal was applied to the screw down at time t = 0, and the simulation response curve of the system is shown in FIGURE 11. FIGURE 11(a) is the case given the dynamic response characteristics of outlet thickness h to pressure, FIGURE 11(b) shows the impact of thickness change on flatness. Compared with RBF control method, decoupling speed and decoupling accuracy are higher.
3) COMPARISON OF DECOUPLING CONTROL EFFECT WITH RBF DECOUPLING CONTROLLER
The PID was used as the controller, and the control parameters were set to constant (for the channel of thickness control, K P = 2, K I = 250, and for the channel of flatness control, K P = 6, K I = 5). The decoupling effects of proposed CNN controller and RBF neural network controller are shown in FIGURE 12 and FIGURE 13.
As shown in FIGURE 12, at t = 0.1s, the set value of the front tension difference alters. With the same controller and control parameters, decoupling flatness control model based on CNN reaches the target value faster, has small impact on the thickness, and can eliminate the coupling effect in a shorter time. As shown in FIGURE 13, at t = 0.1s, the set value of thickness changes. The decoupling thickness control model based on CNN reaches the target value faster. From the experience in practice, thickness has large impact on flatness, but the CNN-decoupling control is able to quickly eliminate the coupling effect. The results of the comparative experiments shown in FIGURE 12 and FIGURE 13 demonstrate that the control system based on CNN decoupling has better control effect than the traditional RBF decoupling control system given the same controller and control parameters, and partially reflects the higher decoupling accuracy of CNN decoupling method than that of traditional RBF decoupling method.
4) COMPARISON BETWEEN THE PREDICTIVE CONTROL AND THE TRADITIONAL PID CONTROL
Without disturbance, MPC controller (FIGURE 14) can make flatness and thickness reach the set value quickly when they happen to change, verifying the better control effect using MPC control method compared to PID controller. If considering disturbance (within 3% of the set value), and are taken as H = 0.003 sin(10t) and σ = 0.03 sin(10t) respectively.
Similar to the last situation, MPC controller (FIGURE 15) can make flatness and thickness reach the set value more quickly than PID, and limit the disturbance in a smaller range, proving the stronger anti-interference ability of MPC than that of the PID control method.
VI. CONCLUSION
The decoupling of strip flatness and thickness control in tandem cold rolling mills has been studied based CNN and predictive control in this paper. Supported by the strong feature learning ability of CNN, the identification model of strip flatness and thickness system was established. Furthermore, the influence of system lag factor was improved by using the MPC, and the effect of convolution kernel of convolutional neural network on decoupling effect was investigated in the simulation experiment. The optimal decoupling effect was achieved by optimizing the convolution kernel, and the precision of proposed method was higher than the traditional RBF decoupling, the response speed was improved effectively by the predictive control.
