This paper deals with a single machine scheduling problems with availability constraints. The unavailability of machine results from periodic maintenance activities. In our research, a periodic maintenance consists of several maintenance periods. We consider a machine should stop to maintain after a periodic time interval or to change tools after a fixed amount of jobs processed simultaneously. Each maintenance period is scheduled after a periodic time interval. We study the problems under deterministic environment and flexible maintenance considerations. Preemptive operation is not allowed. In addition, we propose a more reasonable flexible model for the real production settings. The objective is to minimize the makespan. The proposed problem is NP-hard in the strong sense and some heuristic algorithms are provided. The purpose is to present an efficient and effective heuristic algorithm so that it will be straightforward and easy to implement. Computational results show that the proposed algorithm first fit decreasing (DFF) performs well.
Introduction
Most literature in scheduling assumes that machines are available at all times. However, machines subject to maintenance are found prevalently in process industries and manufacturing systems. In the real world, machines are usually not continuously available [1] . For instance, in the aerospace industry, the machine may not be available in the scheduling period due to a preventive maintenance or tools change for assuring the products keeping high quality. In the PCB manufacture process, drilling machine is one of the most important devices. The machine should stop not only to maintain after a period of processing time but also to change the micro-drill after fixed times of using. The flexible maintenance in the scheduling field means that the maintenance activity has to be started and finished in a predetermined maintenance period (s, t). The time s(t) presents the earliest (latest) time for starting (completion) of the maintenance activity. This scheduling problem is often occurred in the practical manufacturing environments such as computer center, and NC-machine and IC-testing [2] . These stop intervals will affect both the makespan (maximum completion time) of the machine and the total productivity. Therefore, how to schedule to obtain the minimum makespan and enhance the overall performance is an important issue for the industries.
Production scheduling and preventive maintenance planning are the most common and significant problems faced by the manufacturing industry. Some researchers have discussed the machine unavailability problem in the scheduling literature. For the single machine problem, Adiri et al. [3] breakdown to minimize stochastically the number of tardy jobs. Lee and Liman [4] investigated the single machine scheduling problem of minimizing the sum of job flow-time subject to scheduled maintenance. They provided an NP-completeness proof for the problem. The shortest processing time (SPT) sequence is then shown to have a worst case error bound of 2/7. Sanlaville and Schmidt [5] and Schmidt [6] provided a survey of scheduling problems with limited machine availability. Yang et al. [2] studied problems of a single machine scheduling with a single flexible maintenance activity. The objective was to minimize the makespan. They proved that the problem is NP-hard and provided an efficient heuristic algorithm with complexity O(n log n) for the proposed problem. Liao and Chen [7] solved a single machine scheduling with periodic maintenance. They proposed a heuristic algorithm for finding the near-optimal solution for large-sized problems. The objective was to minimize the maximum tardiness subject to periodic maintenance and non-resumable constraint. Ji et al. [8] studied a single-machine scheduling with periodic maintenance to minimize makespan. They proved that the worst-case ratio of the classical LPT algorithm is 2, and showed that there is no polynomial time approximation algorithm with a worst-case ratio less than 2 unless P = NP, which implies that the LPT algorithm is possibly the best as well. Wu and Lee [9] investigated the scheduling linear deteriorating jobs to minimize makespan with an availability constraint on a single machine. For the sake of simplicity, resumable availability constraint is considered in their paper. They solved that problem by using the 0-1 integer programming technique. Ji et al. [10] researched a topic which is similar to that of Wu and Lee. They considered non-resumable case and proved that both problems are NP-hard under the objective functions minimizing the makespan and the total completion time. Sadfi et al. [11] studied the single machine total completion scheduling problem subject to a period of maintenance. They proposed an approximation algorithm to solve the problem with a worst case error bound of 3/17. Yong et al. [12] considered the problem of scheduling a set of jobs on a single machine on which a rate-modifying activity may be performed. They assumed that the rate-modifying activity can take place only at certain predetermined time points. The objectives were to minimize makespan and total completion time. The analysis shows that the problems are NP-hard even for some special cases. They provided a pseudo-polynomial time optimal algorithm for the problems. Wang et al. [13] studied the problem of scheduling n jobs on a single machine with availability constraints. They considered two intractable special cases, namely, proportional weight case, and single availability constraint case. The objective was to minimize total weighted job completion time. They showed that problem is NP-hard in the strong sense, and proposed two heuristics for these cases and analyzed their worst-case error bounds. Chen [14] studied a single-machine scheduling problem with limited machine availability. The objective was to find a schedule that minimizes the total flow time subject to periodic maintenance and nonresumable jobs. Chen [15, 16] studied a single-machine and parallel machine scheduling with flexible and periodic maintenance. He developed several mixed binary integer programming models to solve these problems optimally. And he proposed an efficient heuristic for solving large-sized problems. Chen [17] studied a single machine scheduling problem with periodic maintenance, where the machine is assumed to be stopped periodically for maintenance for a constant time w during the scheduling period. Two mixed binary integer programming (BIP) models are provided for deriving the optimal solution. Additionally, an efficient heuristic is proposed for finding the near-optimal solution for large-sized problems. Xu et al. [18] investigated almost periodic maintenance activities in a parallel machine scheduling problem with minimization of makespan. They showed that the problem is NP-hard, and then an approximation algorithm named BFD-LPT is proposed to solve the problem. Xu et al. [19] showed that there is no polynomial time approximation algorithm with a worst-case performance bound less than 2 unless P = NP for the problem (refers to Chen [17] ). The result implies that Chen's heuristic algorithm is the best possible polynomial time approximation algorithm for the considered scheduling problem.
In this article, a more reasonable flexible maintenance model for the real production settings (see Fig. 1 ) is proposed. Two stratagems that machine should stop to maintain after a periodic time interval or to change tools after a fixed amount of jobs processed are considered simultaneously. We assume that the first time window is arranged in advance. The ith time window depends on the completion time of the (i À 1)th maintenance task. A maintenance task must be completed within a time window. Each job is processed in the availability time interval t only. Since all of products are produced under well machine conditions, it avoids a risk of product quality problem.
The rest of this article is organized as follows. In the next section, we describe the problem and its complexity. In Section 3, we propose some heuristic algorithms to solve the addressed problem. Section 4 presents the computational experiments and analysis. Section 5 concludes the study with a discussion and future extensions. 
Problem description and complexity
The following notation was used throughout the study: n number of jobs for processing at time zero J i job number i p i the processing time for J i t the length of machine's available interval k the maximum number of jobs processed in the machine's available interval w the maintenance time of the machine d an allowance time, it is a small positive number S i the starting time of the ith maintenance M i the completion time of the ith maintenance C i the completion time of the ith job W i a time window of the ith maintenance task, that is,
This study considers the single machine scheduling problems with availability constraints. The unavailability of machine results from periodic maintenance activities. In this article, a periodic maintenance consists of several maintenance periods. Two stratagems that a machine should stop to maintain after a periodic time interval or to change tools after a fixed amount of jobs processed are considered simultaneously. A time window is assigned to each maintenance period; that is, the maintenance task must be completed within the designed time window. The flexible maintenance can be discussed in three cases (see Fig. 1 ). In For conciseness, the notation of Pinedo [1] is extended here to include resource constraints. This notation includes three fields a jbjc, where a denotes the machine condition, b represents the problem characteristics, and c is the performance measure requiring optimization. Assume that the ''nprem-pfm" in the second field denotes the constraints of non-preemptive and the machine with periodic and flexible maintenance. Therefore, the proposed problem is denoted by 1 jnprmp À pfmjC max . It has to be mentioned that the addressed problem is NP-hard in the strong sense (please refer to Chen [17] ).
Heuristic approaches
The addressed scheduling problem may be regarded as a bin packing process. The bins representing the number of jobs can be assigned for job processing. The objective of the addressed scheduling problem thus becomes a minimizing issue which is to determine the minimum number of bins required to process all jobs.
Our sequence-first, assign-second heuristic approach decomposes the overall problem to exploit each. For the sequencing phase, three rules are considered to form a sequencing priority list: (1) a random method, (2) an arrangement of jobs in decreasing order of corresponding processing time, and (3) an arrangement of jobs in increasing order of corresponding time. Next, for the assignment phase, two fundamental rules, first fit (FF) and best fit (BF) which are widely used for solving a bin packing problem are modified and applied to find an optimal or near-optimal maintenance schedule. That is, there are six combinations of heuristic algorithms. These algorithms are described as follows.
Heuristics
A. Random order with first fit (RFF)
Step 1: Arrange the jobs in random order of processing times to form a sequencing priority list.
Step 2: Start with the first bin (machine's available interval), and assign the first job to the bin according to the sequencing priority list.
Step 3: Construct a candidate bin set. A job can be taken into a certain bin only if it does not exceed the machine's available interval t or if maximum jobs can be assigned in an interval, k. These conditions can be checked either by the cumulative time for all jobs or number of jobs so far assigned to the certain bin, including the job under consideration. If one of these two conditions is violated, the job cannot be taken into the bin.
Step 4: (a) If the set is empty, a new bin is created, and the job is assigned into the bin; otherwise, (b) Select the first bin from candidate bin set, and assign the job to the bin.
Step 5: Repeat Steps 3 and 4 until all jobs are assigned.
B. Random order with best fit (RBF)
Step 3: Construct a candidate bin set. A job can be taken into a certain bin only if it does not exceed the machine's available interval t or maximum jobs can be assigned in an interval, k. These conditions can be checked either by the cumulative time for all jobs or number of jobs so far assigned to the certain bin, including the job under consideration. If one of these two conditions is violated, the job cannot be taken into the bin.
Step 4: (a) If the set is empty, a new bin is created, and the job is assigned into the bin; otherwise, (b) Select a bin which has the minimum difference between the machine's available time and the cumulative time for all jobs so far assigned to the certain bin, including the job under consideration from the candidate set, and assign the job to the bin.
C. Decreasing order with first fit (DFF)
Arrange the jobs in decreasing order of processing times to form a sequencing priority list. Next, apply the Steps 2-5 of RFF to complete the job assignments phase.
D. Decreasing order with best fit (DBF) Arrange the jobs in decreasing order of processing times to form a sequencing priority list. Next, apply the Steps 2-5 of RBF to complete the job assignments phase.
E. Increasing order with first fit (IFF) Arrange the jobs in increasing order of processing times to form a sequencing priority list. Next, apply the Steps 2-5 of RFF to complete the job assignments phase.
F. Increasing order with best first (IBF) Arrange the jobs in increasing order of processing times to form a sequencing priority list. Next, apply the Steps 2-5 of RBF to complete the job assignments phase.
It should be noted that the complexity for the first two heuristic algorithms are O(n), and the next heuristics belong to O(n log n). Those heuristics are coded in Visual BASIC language, and implemented on a Pentium IV personal computer with 2Ghz CPU.
In order to illustrate the proposed heuristic algorithms, an example is provided. Consider a 10-job scheduling problem with flexible periodic maintenance. The job information is listed in Table 1 . The length of machine's availability, t, is 20. The maximum number of jobs can be processed before periodic maintenance, k, is 3. The time of a periodic maintenance is 5. The allowance time of a periodic maintenance is 2.
For the addressed example, DFF algorithm is applied to solve the problem. First, arrange the jobs in decreasing order of processing times to form the sequencing priority list which is {J 2 , J 9 , J 10 , J 6 , J 5 , J 8 , J 7 , J 4 , J 3 , J 1 }. For the job assignment process, J 2 is first picked from the sequencing priority list and assigned to the first available interval of the machine (bin 1). J 1 is the only job that can be selected and assigned to the bin 1 next. The cumulative processing time of bin 1 is thus updated to 19 (p 2 + p 1 = 19). Since no job can be assigned to the first available interval, e.g. any job in the list assigned to bin 1 makes the cumulative processing time longer than the predetermined restriction, 20, the second bin is then created. The difference between the cumulative processing time of bin 1 thus far and predetermined processing restriction, 20, is less than 2 (the allowance time of maintenance); the first maintenance task of the machine is started from 19, and completed at 24. This means the starting time of the second available interval for job processing is 24. J 9 is selected from the sequence priority list, and assigned to the certain available interval (bin 2). Since the cumulative processing time of the second available interval is 17, no job in the sequencing priority list can be assigned for processing. In addition, since the difference between the cumulative processing time of bin 2 thus far and predetermined processing restriction is greater than 2, the maintenance is started at time 42 and completed at 47. The arrangement procedure is repeated until all jobs are assigned. The makespan is calculated as 128.
The computational experiments
In order to compare with the performances of the six heuristic algorithms, some computational experiments are conducted, and the information used in those experiments is introduced as following:
(1) n is equal to 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200, 250, or 300. (2) p i is uniformly distributed over [1, 20] . (3) w is uniformly distributed over [2, 10] . To evaluate the performance of the designed heuristics, we have defined that C low is the lower bound on the corresponding makespan and is estimated as follows:
where dke denotes the smallest integer larger than or equal to k. For each problem, a percentage of error e = (C h À C low )/C low is computed. C h is the makespan of a heuristic algorithm. We compute the means of all the average percentages of errors for different numbers of jobs. Following the above-mentioned hypothetic numerals, we devise 100 test problems and distribute them to each individual group. Therefore, there are 1300 (13 Â 100) test problems for each problem type and a total of 20,800 (100 Â 13 Â 4 Â 4) test problems is generated for the proposed problem 1jnprmp À pfmjC max . We also investigate a special case, k P n, which means that consider a machine should stop to maintain after a periodic time interval only. Computational results are shown in Tables 2-5 . According to the results in Tables 2 and 3 , we can find that the heuristic DFF is the best heuristic among the six heuristics. The mean percentage error of DFF is 0.012078. This value suggests that the heuristic DFF averagely finds 98.7% of optimality in our schedules.
The special case k P n means that we consider a machine should stop to maintain after a periodic time interval only. From the results of Tables 4 and 5 , we can find the mean percentage error of DFF is 0.007115. It shows that the performance is very good.
We must mention an extremely case, that is, when k is a very small number. We regard it as a tool quality problem. It must be improved from other dimensions, such as materials, production processes, specifications, etc. However, we don't take it into account in this research.
Bound analysis
Finally, the asymptotic worst-case performance ratio is designed for evaluating the performance quality of an approximation algorithm. For the addressed problem with minimization of the makespan, let C H denote the makespan of an approximation algorithm H, and C OPT denote the makespan of an optimal off-line algorithm. Then for any instance I, the worst-case ratio of algorithm H is defined as the smallest number c such that C H (I) 6 cC OPT (I), and the asymptotic worst-case ratio of algorithm H is defined as If we assume d = 0, then the proposed problem can be formulated as a k-item bin-packing problem (kBP). It is directly derived from bin-packing problem by adding the constraint that at most k items can be packed into every bin. The first heuristics for (kBP) were analyzed by Krause et al. [20] . They considered a system there are k processors that share a common memory of a fixed capacity. A set of tasks are to be scheduled on these processors, and each task has a corresponding processing and certain memory requirement. Obviously, the aim of the system is to execute all tasks in the shortest possible time. In the off-line issue of the problem, they introduced several approximation algorithms and shown that all algorithms have an asymptotic worst-case performance ratio of 2. For the DFF algorithm, they proved that B DFF (I) is bounded by B DFF (I) < (2 À 2/k)B OPT (I) + 1 under the condition of k P 2, where B DFF (I) denote the number of bins used by heuristic DFF and B OPT (I) denote the minimum (optimum) number of bins required to pack list I. 
Proof. We first claim that k P 2. Otherwise, we have C DFF (I) = C OPT (I). From the definition of the problem and the rule of DFF algorithm, we can easily obtain C DFF (I) 6 B DFF (I)(t + w). On the other hand, from Properties 1 and 2, we have C OPT (I) P (B OPT (I) À 1)(t + w À d). Therefore, from Lemma 2, we can easily get the conclusions. h
Let the total processing times of the jobs in the last batch for the optimal schedule and the DFF schedule be x and y, respectively. Let the amount of the reduced idle time of each batch i for the optimal schedule and of each batch j for the DFF schedule under flexible maintenance consideration be e i and f j , i.e.,
Theorem 2. The asymptotic worst-case performance ratio of DFF algorithm for problem 1jnprmp À pfmjC max is 1 for k = 1 and 2 À 2 k for k P 2.
Proof. We first claim that k P 2. Otherwise, we have C DFF (I) = C OPT (I).
The definition of the model implies that From Property 1, the optimal schedule must have the minimum amount of the total idle times of the batches. This implies that the amount of the total idle times of the optimal schedule must be bounded by a finite number. Therefore, the total amount of the reduced idle times of the optimal schedule under flexible maintenance consideration ð P B OPT ðIÞÀ1 i¼1 e i Þ must be bounded by a finite number as well, say z.
From Property 2 and the results proposed by Krause et al. [18] , the inequality B DFF (I) < (2 À 2/k)B OPT (I) + 1 also holds. Since 
Conclusions
To improve the overall performances, the single machine scheduling problem becomes an important issue. In this article, we investigate a single machine problem with two maintenance stratagems simultaneously and show that this problem is NP-hard in the strong sense. Under the concepts of the NP-hard in the strong sense, we propose six kinds of heuristic algorithms. The computational experiments show that the performance of the proposed algorithms DFF is quite satisfactory. A special case,k P n, means we consider that the machine should stop to maintenance after a period available interval t only. The performance of the proposed algorithms DFF is also satisfactory.
In order to further obtain the satisfying result and develop the practical heuristic algorithms, it is suggested that we should simultaneously take other performance measurement factors, such as the total completion time or maximum lateness into account. Moreover, another problem derived from this study, such as the m parallel machines issue, may need to be addressed.
