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ASYMPTOTICS FOR THE EULER-DISCRETIZED HULL-WHITE
STOCHASTIC VOLATILITY MODEL
DAN PIRJOL AND LINGJIONG ZHU
Abstract. We consider the stochastic volatility model dSt = σtStdWt, dσt = ωσtdZt, with
(Wt, Zt) uncorrelated standard Brownian motions. This is a special case of the Hull-White
and the β = 1 (log-normal) SABR model, which are widely used in financial practice. We
study the properties of this model, discretized in time under several applications of the
Euler-Maruyama scheme, and point out that the resulting model has certain properties
which are different from those of the continuous time model. We study the asymptotics
of the time-discretized model in the n → ∞ limit of a very large number of time steps of
size τ , at fixed β = 1
2
ω2τn2 and ρ = σ20τ , and derive three results: i) almost sure limits, ii)
fluctuation results, and iii) explicit expressions for growth rates (Lyapunov exponents) of the
positive integer moments of St. Under the Euler-Maruyama discretization for (St, log σt),
the Lyapunov exponents have a phase transition, which appears in numerical simulations of
the model as a numerical explosion of the asset price moments. We derive criteria for the
appearance of these explosions.
1. Introduction
Stochastic volatility models are widely used in financial practice for modeling the dynamics
of the volatility surface. Some of the most popular models are affine models with stochastic
volatility such as the Heston model, and models where the volatility is the exponential of a
Gaussian process such as a Brownian motion or Ornstein-Uhlenbeck process.
In this paper we will study the stochastic volatility model defined by the process
dSt = σtStdWt(1)
dσt = ωσtdZt(2)
with initial condition σ0, S0, where Wt and Zt denote independent standard Brownian mo-
tions. The model parameter ω > 0 is a positive real constant.
This model is a particular case of the Hull-White model [17]
dSt = rStdt+
√
YtSt(%dWt +
√
1− %2dBt)(3)
dYt = µYtdt+ ζYtdWt(4)
where Wt, Bt are uncorrelated standard Brownian motions. This reduces to the model (1),(2)
by identifying σt =
√
Yt and taking µ =
1
4ζ
2, ζ = 2ω, r = 0 and % = 0.
The case of zero correlation % = 0 has received special attention in the literature because
of its analytical tractability [14, 32]. This is also a particular realization of the SABR model
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[16], corresponding to the so-called log-normal SABR model (β = 1)
dSt = σtS
β
t dWt(5)
dσt = ωσtdZt , E[dWt, dZt] = %dt .(6)
The model is also a limiting case (zero mean reversion) of the Scott model [28, 6], which
corresponds to assuming that σt is the exponential of an Ornstein-Uhlenbeck process.
In practice the original SABR model as formulated in [16] is used mostly in parametric
form for interpolating swaption or caplet volatilities, due to the unrealistic assumption of zero
mean reversion for the volatility process. Nevertheless, due to its simplicity the model was
studied extensively and many analytical results are available. The properties of this model
were studied in continuous time in [19, 1, 23]. We briefly summarize a few results.
The asset price St is a strict martingale only if the correlation is non-positive % ≤ 0 [19, 23],
see also [29, 4]. This is a necessary condition if the diffusion (1) is to be used to model the
price of a tradeable asset. The model (1), (2) has also moment explosions. Moment explosions
in stochastic volatility models have been studied in a wide class of models, see [1, 12, 10].
Define the explosion time T∗(q) of the q-th moment of the asset price (St)q with q ∈ R as
(7) T∗(q) = sup{t ≥ 0 : E[Sqt ] <∞}
For the model (1), (2) the explosion time is given by [19, 23]
(8) T∗(q) =
{
+∞ , % < %∗(q)
0 , % > %∗(q)
where the critical correlation %∗(q) is
(9) %∗(q) = −
√
1− 1
q
.
For all positive moments q > 1 the critical correlation is negative %∗(q) < 0, such that at zero
correlation % = 0 all these moments explode in zero time.
In practical implementation using Monte Carlo approaches, stochastic volatility models
are simulated in discrete time. For this purpose, the stochastic differential equation (1), (2)
is discretized in time, using one of several available time discretization schemes [21, 20]. The
simplest scheme is the forward Euler time discretization, or Euler-Maruyama discretization
[21]. This can be applied either directly to the stochastic differential equation for St, or to
that for Xt = logSt. We will call these schemes the Euler and log-Euler schemes, respectively.
The same treatment can be applied to the stochastic differential equation for σt. Although the
latter can be solved exactly for this case, we consider also its discretization as an illustration
for more complicated volatility processes, where an exact treatment is not available.
The Euler-Maruyama time discretizations of the stochastic volatility model (1), (2) have
distinctive properties which can be different from those of the continuous-time model. For ex-
ample, the asset price Sn is a true martingale for any correlation % ∈ [−1, 1] (Proposition 28),
in contrast to the continuous time model where this property holds only for % ≤ 0. Also,
under Euler-Maruyama discretization of (St, log σt), the moments of the asset price E[(Sn)q]
are finite for any parameter values (σ0, ω, τ). On the other hand, in continuous time, as noted
above, all moments E[(St)q] with q > 1 explode in zero time [19, 23].
One surprising feature of the Euler-discretized model is that the positive integer moments
E[(Sn)q] with q ≥ 2 have a sudden rapid increase for sufficiently large ω or simulation time step
n. This phenomenon is well known to practitioners, and is known to appear in simulations of
stochastic volatility models with log-normally distributed volatility. See [18] for an informal
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discussion. For a discussion in the context of Monte Carlo simulations of the Hull-White
model with arbitrary correlation, see Sec. 5.2 in [11], where the explosion of the variance
of the asset price is controlled by imposing an upper bound on the values of the stochastic
volatility process σt.
This phenomenon introduces difficulties in the estimation of the the error of Monte Carlo
pricing of payoffs f(St), since a very large variance of the asset price St may lead to a very
large variance of the payoff f(St) [13]. Large values of the higher moments can have also
direct relevance for pricing certain instruments. For example, in fixed income markets, the
second moment of forward Libor rates is relevant for pricing certain instruments such as
Libor payments in arrears [1].
The explosion of moments observed for the time discretization of the model (1), (2) appears
in a wider class of models. It was observed in a discrete time stochastic compounding process
xi+1 = xi(1+ρe
σWi− 12σ2ti) with multipliers proportional to a geometric Brownian motion [24].
The positive integer moments of the compounding process E[(xn)q] were observed to explode
for sufficiently large values of the volatility σ or time step n. We emphasize that the explosion
is to very large (but finite) values, and the moments remain strictly finite, as expected in
a discrete time setting. This phenomenon was studied in [25] using large deviations theory,
where it was shown that the moment explosion is due to a discontinuous behavior of the
Lyapunov exponents λq = limn→∞ 1n logE[(xn)
q]. The existence of this limit requires that
the model parameters are rescaled with n such that a certain combination β = 12σ
2τn2 is
kept finite in the n → ∞ limit. We will use in this paper a similar approach to study the
phenomenon of moment explosion in the Euler discretized version of the stochastic volatility
model (1), (2).
We study in this paper the large n asymptotics of Sn as n → ∞ in the model (1), (2)
discretized in time under various applications of the Euler-Maruyama scheme. In usual
applications of the Euler discretization one is interested in the n → ∞ limit of a very large
number of time steps at fixed maturity nτ = T . The limit considered here is different, as we
take n→∞ at fixed β = 12ω2τn2 and ρ = σ20τ . As explained in the next section, this covers
the fixed-maturity limit nτ = fixed, with small ω ∼ O(n−1/2) and large σ0 ∼ O(n1/2) (denoted
as Regime 3 below). In addition, this scaling includes other regimes, corresponding to large
maturity nτ ∼ O(n), small ω ∼ O(n−1) (Regime 1), and small maturity nτ ∼ O(n−1), large
σ0 ∼ O(n) (Regime 2).
As mentioned, the Euler-Maruyama time discretized versions of the stochastic volatility
model (1) can have different properties from those of the continuous time model. The different
n→∞ limit considered here introduces also differences in the asymptotics of the discrete time
model compared to those of the usual Euler-Maruyama discretized model. For example the
limits limn→∞ Sn may be different from the corresponding large time limit of the continuous
time model.
The motivation for adopting the specific large n scaling of this paper is that the growth
rates (Lyapunov exponents) of the positive integer moments λq = limn→∞ 1n logE[(Sn)
q] exist
and are finite under this scaling. We obtain explicit results for the Lyapunov exponents under
this special scaling of the model parameters using large deviations theory, and study their
functional dependence on the model parameters. We find that, under the application of the
Euler-Maruyama scheme to (St, log σt), the Lyapunov exponents have non-analyticity in the
model parameters which is similar to the phase transition studied in [25]. This phenomenon
is responsible for the numerical explosions of the moments of the asset price observed in
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numerical simulations of the model, which have implications for the Monte Carlo simulation
of the model as discussed above.
Section 2 introduces the different Euler-Maruyama schemes, and the scaling of the model
parameters under the large n limit considered in this paper. The asymptotic properties of
the different schemes are discussed separately: the Euler-Log Euler scheme (Sec. 3), the Log
Euler-Log Euler scheme (Sec. 4), Log Euler-Euler scheme (Sec. 5) and Euler-Euler scheme
(Sec. 6). Section 7 presents a detailed comparison of the asymptotics of these schemes with
the known results of the continuous time model, and we demonstrate good agreement be-
tween the properties of the phase transition for Euler-Log Euler scheme obtained from the
asymptotic analysis of Section 4 with exact numerical simulations of the model. This agree-
ment demonstrates the practical usefulness of our asymptotic results, as they give thresholds
for the numerical explosion of the moments observed in numerical simulations of the model.
2. Euler-Maruyama Time Discretizations
Stochastic volatility models are usually simulated in practice in discrete time. Finite grid
simulations discretize the time, asset, and volatility, while Monte Carlo simulation discretize
only in time.
Consider the simulation of the one-dimensional Itoˆ stochastic differential equation for the
k-dimensional stochastic vector Xt for t ∈ [0, T ]
(10) dXt = σ(Xt, t)dWt + b(Xt, t)dt
with initial condition X0 = x0 and coefficients σ(z, t), b(z, t) : R × [0, T ] → R which are
globally Lipschitz functions. This ensures the existence of strong solutions [21, 22]. Wt is a
standard Brownian motion.
We divide the interval [0, T ] into n time steps with uniform length τ = T/n. We would
like to simulate the SDE (10) on the sequence of discrete time steps
(11) 0 = t0 < t1 < t2 < · · · < tn = T .
The simplest time discretization is the explicit Euler scheme, or Euler-Maruyama discretiza-
tion, which is defined by the recursion
(12) Xi+1 = Xi + σ(Xi, ti)(Wi+1 −Wi) + b(Xi, ti)(ti+1 − ti)
with initial condition X0 = x0. The convergence properties of the Euler-Maruyama scheme
were studied in [30, 3, 15].
We can apply the Euler-Maruyama discretization either to St or to the log-price logSt,
and same for σt. Upon taking all possible combinations, we have altogether four possible
discretizations: Euler-log-Euler scheme, Log-Euler-log-Euler scheme, Euler-Euler scheme and
Log-Euler-Euler scheme. For instance in Euler-log-Euler scheme, the first “Euler” refers to
discretization of the asset price St and the second “log-Euler” refers to the discretization of
the volatility σt and so on and so forth.
Definition 1 (Euler-log-Euler scheme). The Euler-Maruyama scheme (or simply Euler-log-
Euler scheme) for the discretization of the SDE (1) is defined by
Si+1 = Si
(
1 + σi
√
τεi
)
(13)
σi+1 = σi exp
(
ω(Zi+1 − Zi)− 1
2
ω2τ
)
.
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We denote for simplicity σi = σ(ti), and ∆Wi = Wi+1−Wi =
√
τεi and Zi+1−Zi =
√
τVi,
with εk ∼ N(0, 1) i.i.d. Gaussian variables with mean 0 and variance 1 independent of i.i.d.
Gaussian variables Vi ∼ N(0, 1) with mean 0 and variance 1.
The log-Euler discretization for σt coincides with the exact solution for the volatility at
the start of the (ti, ti+1) time interval since ω is a constant
(14) σi = σ0e
ωZi− 12ω2ti .
This scheme has the disadvantage that the asset price Sn can become negative. An al-
ternative scheme which preserves the positivity of the asset price is defined by applying the
Euler scheme to logSn. This is given by the following recursion:
Definition 2 (Log-Euler-log-Euler scheme). The Euler-Maruyama scheme for logSn (or the
log-Euler-log-Euler scheme) for the discretization of the SDE (1) is defined by
Si+1 = Si exp
(
σi(Wi+1 −Wi)− 1
2
σ2i τ
)
(15)
σi+1 = σi exp
(
ω(Zi+1 − Zi)− 1
2
ω2τ
)
.
Definition 3 (Euler-Euler scheme).
Si+1 = Si
(
1 + σi
√
τεi
)
(16)
σi+1 = σi
(
1 + ω
√
τVi
)
.
Definition 4 (Log-Euler-Euler scheme).
Si+1 = Si exp
(
σi(Wi+1 −Wi)− 1
2
σ2i τ
)
(17)
σi+1 = σi
(
1 + ω
√
τVi
)
.
Throughout the paper, we assume the following:
Assumption 5. We assume that
β :=
1
2
ω2n2τ,(18)
ρ := σ0
√
τ ,(19)
are fixed positive constants1.
The model parameters σ0, ω, τ may depend on n. Our results should hold also under
the less restrictive conditions β = limn→∞ 12ω
2n2τ , ρ = limn→∞ σ0
√
τ , but for the sake of
simplicity we will use the definitions in Assumption 5.
In usual applications of the Euler-Maruyama discretization the model parameters σ0, ω are
kept fixed as τ → 0. However, as shown above, in the continuous time case, the moments
E[(ST )q] will be infinite for any q > 1. On the other hand, under the scalings (18), (19) the
Lyapunov exponents λq of these moments will be seen to be finite. (The moments them-
selves will approach infinity as n → ∞ since E[(Sn)q] = eλqn+o(n).) Thus the scalings (18),
(19) ensure that a well-defined limit exists for the growth rates of the moments (Lyapunov
exponents).
Our assumptions (18), (19) include the following asymptotic regimes:
1Note the change of notation for β from the equation (5). In the remainder of the paper β will be defined
as in (18).
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• Regime 1. When τ and σ0 are fixed constants, the volatility of volatility ω is of order
O( 1n) and the maturity tn = nτ is of order O(n). So this is the small volatility of
volatility and large maturity regime.
• Regime 2. When τ is of the order O( 1
n2
), then tn ∼ O(n−1) such that σ0 is of the
order O(n) and ω ∼ O(1). This corresponds to the large initial volatility and small
maturity regime.
• Regime 3. When τ is of the order O( 1n), then σ0 is of the order O(n
1
2 ), and ω is of
the order O(n−
1
2 ). This corresponds to the fixed maturity regime.
The accuracy of the asymptotic results for the Lyapunov exponent increases with the
number of steps n. We illustrate the application of the asymptotic results with numerical
examples in Section 7, where we show that the asymptotic limit gives a reasonably good
approximation for the finite n result of the Lyapunov exponents λq,n =
1
n logE[(Sn)
q] for
values of n as low as 40.
3. Euler-Log-Euler Scheme
3.1. Lyapunov Exponents of the Moments. We would like to compute the moments of
the asset price Sn in the time discretizations introduced in the previous section. We consider
in this section the scheme (13). Let us recall that this scheme is defined by the recursion
Si+1 = Si
(
1 + σi
√
τεi
)
(20)
σi+1 = σi exp
(
ω(Zi+1 − Zi)− 1
2
ω2τ
)
.
with initial condition S0, σ0.
The qth moments of Sn, q ∈ N are given by
E[(Sn)q] = Sq0E
[
n−1∏
k=0
(
1 + σ0
√
τeωZk−
1
2
ω2tkεk
)q]
(21)
= Sq0E
n−1∏
k=0
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!(σ0
√
τ)2je2j(ωZk−
1
2
ω2tk)
 ,
where we took the expectations over (εk)0≤k≤n−1 and used the identity for the qth moments
of Gaussian random variables
(22) E [(1 + σε1)q] =
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!σ
2j .
Since ρ = σ0
√
τ and β = 12ω
2n2τ , we can express the qth moments by
E[(Sn)q] = Sq0m(q)
nE
[
n−1∏
k=0
elog ρYk+ωZkYk−
1
2
ω2tkYk
]
,
where (Yk)
n−1
k=0 are i.i.d. random variables such that
(23) P(Yk = 2j) =
1
m(q)
q!
(2j)!(q − 2j)! (2j − 1)!!, j = 0, 1, 2, . . . , [q/2].
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m(q) is the normalizer defined as
(24) m(q) =
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!.
Now, observe that 0 ≤ Yk ≤ q and 0 ≤ ω2tk ≤ ω2tn = ω2τn = 2βn . Therefore,
E
[
n−1∏
k=0
elog ρYk+ωZkYk
]
e−β ≤ E
[
n−1∏
k=0
elog ρYk+ωZkYk−
1
2
ω2tkYk
]
(25)
≤ E
[
n−1∏
k=0
elog ρYk+ωZkYk
]
.
Hence
(26) lim
n→∞
1
n
logE[(Sn)q] = logm(q) + lim
n→∞
1
n
logE
[
n−1∏
k=0
elog ρYk+ωZkYk
]
,
if the limit exists. Indeed, using Large Deviations theory we will show that this limit exists,
and is given by the following result.
Theorem 6. For any q ∈ N, λ(ρ, β; q) := limn→∞ 1n logE[(Sn)q] exists and it can be expressed
in terms of a variational formula
(27) λ(ρ, β; q) = sup
g∈Gq
{
g(1) log ρ+ β
∫ 1
0
(g(1)− g(x))2dx−
∫ 1
0
Iq(g
′(x))dx
}
,
where Iq(x) := supθ∈R{θx− fq(θ)}, where
(28) fq(θ) := logE
[(
1 + ε1e
θ
)q]
= log
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!e
2jθ,
where ε1 is a normal random variable with mean 0 and variance 1 and
Gq :=
{
g : [0, 1]→ [0, 2[q/2]], g(0) = 0, g is absolutely continuous(29)
and 0 ≤ g′ ≤ 2[q/2]
}
.
Proof. The proof will be given in Section 8. 
Remark 7. We have studied the limit limn→∞ 1n logE[(Sn)
q] for any non-negative integer q.
Observe that Sn can take negative values, therefore (Sn)
q is not well-defined for non-integer q.
If q is a negative integer, E[Xq] is not well defined for any Gaussian random variable X since
1
|x||q| e
− (x−µ)2
2σ2 is not Lebesgue integrable for any open interval including x = 0. Therefore, we
restrict ourselves to the study of non-negative integer moments.
Remark 8. Recall that
(30) E
[(
1 + ε1e
θ
)q]
=
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!e
2jθ,
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which equals to the qth moment of a normal random variable with mean 1 and variance e2θ.
It is known that
(31) E[N(µ, σ2)q] = (−2σ2) q2U
(−q
2
,
1
2
,
−µ2
2σ2
)
,
where U is a confluent hypergeometric function and the function’s second branch cut can be
chosen by multiplying with (−1)q. For general q ≥ 2, it seems to be difficult to get a more
explicit expression. But it is possible at least for q = 2, 3, 4, 5.
(i) For q = 2,
(32) I2(x) = sup
θ∈R
{
θx− log(1 + e2θ)
}
=
1
2
x log x+
1
2
(2− x) log(2− x)− log 2 .
(ii) For q = 3,
(33) I3(x) = sup
θ∈R
{
θx− log(1 + 3e2θ)
}
=
x
2
log
(
x
6− 3x
)
− log
(
6
6− 3x
)
.
(iii) For q = 4,
I4(x) = sup
θ∈R
{
θx− log
(
1 +
(
4
2
)
· 1 · e2θ +
(
4
4
)
· 3 · 1 · e4θ
)}
(34)
= sup
θ∈R
{
θx− log
(
1 + 6e2θ + 3e4θ
)}
=
x
2
log η4(x)− log
(
1 + 6η4(x) + 3(η4(x))
2
)
,
where η4(x) =
6(x−2)+
√
62(2−x)2+3·4x(4−x)
2·3(4−x) .
(iv) For q = 5,
I5(x) = sup
θ∈R
{
θx− log
(
1 +
(
5
2
)
· 1 · e2θ +
(
5
4
)
· 3 · 1 · e4θ
)}
(35)
= sup
θ∈R
{
θx− log
(
1 + 10e2θ + 15e4θ
)}
=
x
2
log η5(x)− log
(
1 + 10η5(x) + 15(η5(x))
2
)
,
where η5(x) =
10(x−2)+
√
102(2−x)2+15·4x(4−x)
2·15(4−x) .
The formula for λ(ρ, β; q) is complicated but the limits for large β, small β, and large ρ
are more tractable. We have the following result.
Proposition 9. (i) The β → 0 limit for the Lyapunov exponent is
(36) λ(ρ, 0; q) = sup
0≤x≤2[q/2]
{x log ρ− Iq(x)} = fq(log ρ).
(ii) The Lyapunov exponent is bounded from above and below as
β
4
3
[q/2]2 + 2[q/2] log ρ− Iq(2[q/2])(37)
≤ λ(ρ, β; q) ≤ 4
3
β[q/2]2 + fq(log ρ).
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(iii) These bounds give the asymptotic behavior in the large β limit
(38) lim
β→∞
λ(ρ, β; q)
β
=
4
3
[q/2]2,
and in the large ρ limit
(39) lim
ρ→∞
∣∣∣∣λ(ρ, β; q)− β 43[q/2]2 − 2[q/2] log ρ+ Iq(2[q/2])
∣∣∣∣ = 0.
Proof. The proof will be given in Section 8. 
3.2. Variational Problem. Consider the variational problem appearing in Theorem 6. This
can be expressed equivalently in terms of the functional
(40) Λ[f ] ≡ log ρ
∫ 1
0
f(x)dx+ β
∫ 1
0
(∫ 1
x
f(y)dy
)2
dx−
∫ 1
0
Iq(f(x))dx
defined in terms of a function f : [0, 1]→ [0, 2[q/2]] subject to the constraints
(41) 0 ≤ f(x) ≤ 2[q/2] .
The function f(x) is related to the function g(x) appearing in Theorem 6 as f(x) = g′(x).
The rate function Iq(x) is given by
(42) Iq(x) ≡ supθ∈R{θx− fq(θ)},
where fq(θ) is given by Equation (28).
The variational problem for Λ[f ] gives an integral equation
(43)
δΛ[f ]
δf
= log ρ+ 2β
∫ 1
0
K(y, z)f(z)dz − I ′q(f(y)) = 0 ,
where the kernel K(y, z) is K(y, z) = min{y, z}. This can be transformed into an ordinary
differential equation by taking successive derivatives with respect to y. The equation (43) is
written as
(44) log ρ+ 2β
∫ y
0
zf(z)dz + 2βy
∫ 1
y
f(z)dz − I ′q(f(y)) = 0 .
Take one derivative with respect to y
(45) 2β
∫ 1
y
f(z)dz − d
dy
I ′q(f(y)) = 0 .
Taking another derivative gives
(46) 2βf(y) +
d2
dy2
I ′q(f(y)) = 0 .
The function f(y) is given by the solution of this ordinary differential equation with boundary
conditions
(47) log ρ = I ′q(f(0)) , f
′(1) = 0 .
The first condition follows by taking y = 0 in (44), and the second condition is obtained by
taking y = 1 in (45).
We will prove next that the equation (46) can be formulated in such a way that it only
requires the cumulant function fq(x) but not its Legendre-Fenchel transform Iq(x). Introduce
a new unknown function h(y) defined by
(48) h(y) = I ′q(f(y)) .
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This is inverted as
(49) f(y) = fq(h(y)) .
The proof of this relation follows from the observation that I ′q(x) = θ∗(x) where θ∗(x) is the
value of θ which achieves the supremum in the definition of the rate function Iq(x).
In conclusion, the equation satisfied by the function h(y) is given by the following result.
Proposition 10. The function h(y) satisfies the second order differential equation
(50) h′′(y) = −2βfq(h(y)) = −V ′(h(y))
where we defined the potential function V (h) as
(51) V (h) = 2βfq(h) .
The boundary conditions for the equation (50) are
(52) h(0) = log ρ , h′(1) = 0 .
Proof. This follows directly from combining Equations (46) and (49). 
This reduces the variational problem to that of finding the solution of an ordinary differen-
tial equation. The equation (50) with boundary conditions (52) is solved straightforwardly.
We start by noting that the quantity
(53) E =
1
2
[h′(y)]2 + V (h(y)) = V (h(1))
is a constant of motion. This can be used to express the derivative h′(y) in terms of h(y) as
(54)
dy
dh
=
1√
2(V (h(1))− V (h(y)) =
1
2
√
β
1√
fq(h(1))− fq(h)
so integrating from h(0) to h(y) we obtain
(55) y =
1
2
√
β
∫ h(y)
h(0)=log ρ
dx√
fq(h(1))− fq(x)
.
Taking y = 1 in this relation gives an equation for h(1)
(56) Fq(h(1); ρ) = 2
√
β
where
(57) Fq(a; ρ) =
∫ a
log ρ
dx√
fq(a)− fq(x)
.
Once h(1) is known, the function h(y) can be found by substituting its value into (55) and
solving for h(y).
Another important simplification is that Λ[h] can be expressed only in terms of h(1). This
reduces the variational problem to that of finding the extremum of a real function of one
variable. This is given by the following result
Proposition 11. The functional Λ[h] can be expressed as
(58) Λ[f ] = fq(h(1))− 1√
β
∫ h(1)
log ρ
√
fq(h(1))− fq(x)dx .
Proof. The proof is given in Section 8. 
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Remark 12. The variational problem for the functional Λ[f ] defined in (40) generalizes the
variational problem considered in [25] to a wider class of rate functions Iq(x). The problem
considered in [25] corresponds to fq(x) = log(1 + e
x). The simpler result (58) agrees with the
result for the functional in Proposition 7 of [25], upon substituting fq(x) = log(1 + e
x) into
(58).
3.3. Numerical Study and Analytical Approximations. The Lyapunov exponent λ(ρ, β; q)
given by the solution of the variational problem in Theorem 6 displays the phenomenon of
phase transition. This is manifested as a discontinuity of the partial derivatives ∂λ/∂ρ and
∂λ/∂β at points βc(ρ) along a curve in the (ρ, β) plane.
This phenomenon was studied in [25] for the case of the moment generating function
fq(x) = log(1 + e
x). It can appear when the equation (56) has multiple solutions for h(1),
and the optimal value of h(1) switches between two of these solutions. For sufficiently small
values of ρ < ρc below a critical value ρc the equation (56) has multiple solutions, while for
ρ > ρc the solution is unique.
The properties of the phase transition have been studied in [25] using both numerical and
analytical methods. The existence of a phase transition for sufficiently small ρ and its absence
for sufficiently large ρ have been proved rigorously in Section 7 of [25]. These proofs can be
extended immediately to the case of the q = 2, 3 moments, for which the corresponding
moment generating functions f2(x) = log(1 + e
2x) and f3(x) = log(1 + 3e
2x) have a similar
functional dependence to the function f(x) = log(1 + ex) considered in [25]. For the higher
moments q > 3 the properties of the phase transition can be studied numerically.
We present in this section a numerical study of the Lyapunov exponent and its phase
transition for the first few positive integer moments q = 2, . . . , 7.
3.3.1. The second moment (q = 2). The numerical solution of the variational problem can be
simplified by taking as independent variable d =
∫ 1
0 dxf(x) ∈ (0, 2) instead of h(1). This is
related to h(1) as shown in (139). Expressed in terms of this variable, the Lyapunov exponent
of the q = 2 moment is obtained by taking the supremum of the following functional over
d ∈ [0, 2]
Λ2(d) = βd
2 + log(1 + ρ2)(59)
− βd3(1 + ρ2)
∫ 1
0
y2dy
1 + ρ2 − eβd2(y2−1) .
We computed the Lyapunov exponent of the second moment λ(ρ, β; 2) using this relation.
We show in Figure 1 plots of λ(ρ, β; 2) vs β for several values of ρ. These results show that
for sufficiently small ρ < ρ
(2)
c , below a critical value ρ
(2)
c = 0.348, the Lyapunov exponent has
discontinuous partial derivatives ∂λ(ρ,β;2)∂β and
∂λ(ρ,β;2)
∂ρ at a point β
(2)
cr (ρ). This corresponds
to a phase transition of the Lyapunov exponent.
The phase transition appears when the supremum over d ∈ [0, 2] of Λ2(d) switches between
two different values of d. We show in Figure 3 the phase transition curve β
(2)
cr (ρ). This curve
ends at a critical point with coordinates (ρ
(2)
c , β
(2)
c ) = (0.348, 0.787).
An analytical approximation for the function Λ2(d) can be obtained in the β  1 limit.
For βd2  1 the integral is approximated by Lemma 28 in [25] as
(60)
∫ 1
0
y2dy
1 + ρ2 − eβd2(y2−1) =
1
1 + ρ2
{
1
3
− 1
2βd2
log
(
ρ2
1 + ρ2
)
+O(β−2)
}
.
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This gives the approximation valid in the region βd2  1.
(61) Λ2(d) = −1
3
βd3 + βd2 +
1
2
d log
ρ2
1 + ρ2
+ log(1 + ρ2).
Lemma 13. The cubic polynomial in d in (61) reaches its supremum at d∗1 = 0 or d∗2 =
1 +
√
1 + 12β log
ρ2
1+ρ2
, according to the following conditions
(62) sup
d
Λ2(d) =
{
Λ2(d∗2) for β > −23 log ρ
2
1+ρ2
,
Λ2(d∗1) for β < −23 log ρ
2
1+ρ2
.
Proof. The derivative Λ′2(d) is a quadratic polynomial in d
(63) Λ′2(d) = −βd2 + 2βd+
1
2
log
ρ2
1 + ρ2
.
We are interested in the region ρ < ρ
(2)
c < 1, so we have Λ′2(0) = 0. For β < −12 log ρ
2
1+ρ2
we
have in fact the stronger result that Λ′2(d) < 0 for all d ∈ [0, 2]. This implies that Λ2(d) is
decreasing on d = [0, 2] and thus its supremum is reached at d∗1 = 0.
For β ≥ −12 log ρ
2
1+ρ2
, the derivative Λ′2(d) becomes positive in a region (d1, d2) centered on
d = 1, where d1,2 are the roots of quadratic equation Λ
′
2(d) = 0. Λ2(d) has a local maximum
at the largest root d2. This defines d∗2 = d2. (The smallest root d1 corresponds to a minimum
of Λ2(d).)
Under what conditions is d∗2 a global supremum for Λ2(d)? This condition can be written
as
Λ2(d∗2) =
2
3
β
(
1 +
1
2β
log
ρ2
1 + ρ2
)
d∗2 +
1
6
log
ρ2
1 + ρ2
+ log(1 + ρ2)(64)
≥ Λ2(d∗1) = log(1 + ρ2) .
We used the fact that d∗2 is a solution of Λ′2(d) = 0 to eliminate cubic and quadratic terms
in d∗2 on the left side. This inequality can be further written as
(65) 2R3 + 3R2 − 1 = (R+ 1)2(2R− 1) ≥ 0
where R =
√
1 + 12β log
ρ2
1+ρ2
. This is satisfied for R ≥ 12 . Thus we conclude that d∗2 is a
global supremum of Λ2(d) provided that β ≥ −23 log ρ
2
1+ρ2
, and otherwise the global supremum
is realized at d∗1 = 0. 
The β  1 region corresponds to ρ 1, which means that as ρ→ 0, the phase transition
curve of the Lyapunov exponent of the q = 2 moment is given approximatively by
(66) lim
ρ→0
β(2)cr (ρ) = −
2
3
log
ρ2
1 + ρ2
.
Along the phase transition curve, the optimizer takes the values d∗1 = 0, d∗2 = 32 .
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Figure 1. Plots of the Lyapunov exponent λ(ρ, β; 2) of the q = 2 mo-
ment of the asset price in the Euler-Log-Euler scheme vs β at fixed ρ =
0.05, 0.1, 0.2, 0.3, 0.348, 0.4, 0.5 (solid curves, from bottom to top). The solid
red curve corresponds to ρ
(2)
c = 0.348. The upper and lower bounds in (37)
for ρ = 0.05 are shown as the dashed blue and red curves, respectively.
3.3.2. The third moment (q = 3). Proceeding in analogy with the q = 2 moment, we take as
independent variable d =
∫ 1
0 dxf(x) ∈ (0, 2) instead of h(1). The Lyapunov exponent of the
q = 3 moment is given by the supremum over d of the functional
Λ3(d) = βd
2 + log(1 + 3ρ2)(67)
− βd3(1 + 3ρ2)
∫ 1
0
y2dy
1 + 3ρ2 − eβd2(y2−1) .
We present in Fig. 2 plots of the Lyapunov exponent of the third moment λ(ρ, β; 3) vs β
for several values of ρ. The phase transition curve β
(3)
cr (ρ) giving the points of discontinuity
of the partial derivatives of λ(ρ, β; 3) is shown in Figure 3.
The asymptotic expression of the phase transition curve for ρ→ 0 can be found in closed
form, using a similar approach as for the q = 2 case. In the β  1 limit the integral in (67)
is approximated as [25]
(68)
∫ 1
0
y2dy
1 + 3ρ2 − eβd2(y2−1) =
1
1 + 3ρ2
{
1
3
− 1
2βd2
log
( 3ρ2
1 + 3ρ2
)
+ o(β−2)
}
.
This gives the following approximation for the functional Λ3(d), which is valid in the region
βd2  1.
(69) Λ3(d) = −1
3
βd3 + βd2 +
1
2
d log
3ρ2
1 + 3ρ2
+ log(1 + 3ρ2) .
A study of this cubic polynomial in d similar to that presented above for q = 2 in Lemma 13
shows that it reaches its supremum at d∗1 = 0 or d∗2 = 1 +
√
1 + 12β log
(
3ρ2
1+3ρ2
)
according
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Figure 2. Plots of the Lyapunov exponent λ(ρ, β; 3) of the q = 3 mo-
ment of the asset price Sn in the Euler-Log-Euler scheme vs β at fixed
ρ = 0.05, 0.1, 0.201, 0.3 (solid curves, from bottom to top). The red curve
corresponds to ρ
(3)
c = 0.201. The upper and lower bounds in (37) for ρ = 0.05
are shown as the dashed red and blue curves, respectively.
to the following conditions
(70) sup
d
Λ3(d) =
Λ3(d∗2) for β > −
2
3 log
(
3ρ2
1+3ρ2
)
,
Λ3(d∗1) for β < −23 log
(
3ρ2
1+3ρ2
)
.
This means that in the β  1 limit, or equivalently ρ→ 0, the phase transition curve of the
Lyapunov exponent of the q = 3 moment is given approximatively by
(71) lim
ρ→0
β(3)cr (ρ) = −
2
3
log
3ρ2
1 + 3ρ2
.
Table 1. Critical parameters for the first few moments (ρ
(q)
c , β
(q)
c ).
q ρ
(q)
c β
(q)
c
2 0.348 0.787
3 0.201 0.787
4 0.187 1.163
5 0.154 1.368
6 0.140 1.656
7 0.127 1.913
3.3.3. Higher Moments (q ≥ 4). The phase transition of the Lyapunov exponents of the
higher positive integer moments q ≥ 4 can be studied numerically using the solution of the
variational problem in Proposition 11. We show in Figure 3 the phase transition curves for
the moments q = 4, 5, 6, 7, and the corresponding critical parameters (ρ
(q)
c , β
(q)
c ) are listed in
Table 1.
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3.4. Mean-field Approximation. A simple lower bound for the Lyapunov exponent is
obtained by using a constant Ansatz for the function f(x) = a. This gives a lower bound
for the supremum of the functional Λ[f ]. This assumption is equivalent to a mean-field
approximation, and it has also a phase transition. We discuss here the properties of the
phase transition in the mean-field approximation.
The functional Λq[a] is given in this approximation by
(72) ΛMFq [a] = log ρa+
1
3
βa2 − Iq(a) .
For q = 2 and q = 3 the variational problem for the mean-field approximation leads to the
Curie-Weiss theory [8]. This follows from the observation that we have I2(a) = I0(a/2) and
I3(a) = I0(a/2)− 12a log 3, where I0(x) = x log x+ (1− x) log(1− x) is the rate function for
a Bernoulli random variable X taking values X : (0, 1) with probabilities (12 ,
1
2).
Upon redefinition a/2→ a and appropriate redefinition of ρ, the solution of the variational
problem reduces to the well-known Curie-Weiss mean-field theory, which leads to the van der
Waals equation of state for a lattice gas with uniform interaction energy, and describes also
the exact solution of an edge and 2−star model in the exponential random graph models
[2, 5, 27].
A brief summary of the main predictions of the Curie-Weiss model can be found for example
in [25], Proposition 9. In particular, the phase transition curve can be found in closed form.
For q = 2 this is given by
(73) β(2)MFcr (ρ) = −
3
2
log ρ
and the critical point has coordinates
(74) ρ(2)MFc = e
−1 = 0.368 , β(2)MFc =
3
2
.
A similar analysis for q = 3 gives the phase transition curve
(75) β(3)MFcr (ρ) = −
3
4
log(3ρ2)
and the critical point
(76) ρ(3)MFc =
1√
3e
= 0.212 , β(3)MFc =
3
2
.
The numerical values of these parameters are very close to the exact critical parameters
(ρ
(q)
c , β
(q)
c ) in Table 1. We also show the phase transition curves β
(q)
cr with q = 2, 3 in the
mean-field approximation in Figure 3 as the dashed blue curves. We note that they are close
to the exact phase transition curve. We conclude that the mean-field approximation gives
a simple qualitative description and represents a sufficiently accurate approximation for the
phase transition curve for the q = 2, 3 moments.
3.5. Almost Sure Limit and Fluctuations. We have already studied the Lyapunov ex-
ponent limn→∞ 1n logE[(Sn)
q] for any positive integer q. In this section, we investigate the
almost sure asymptotic behavior of Sn. Recall that
(77) Sn = S0
n−1∏
i=0
(1 + σ0
√
τeωZi−
1
2
ω2tiεi).
Thus, Sn may become negative. Hence we study the asymptotic behavior of |Sn| instead. We
have the following result.
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Figure 3. The phase transition curves for the Lyapunov exponents of the
q = 2, 3, 4, 5, 6, 7 moments E[(Sn)q)] in the Euler-Log-Euler discretization
(black curves) in coordinates (ρ, 1/β). The dashed blue curves show the phase
transition curves for q = 2, 3 in the mean-field approximation.
Proposition 14. The asset price Sn in the Euler-Log-Euler time discretization has the limit
(78) lim
n→∞
1
n
log |Sn| = E [log |1 + ρε1|] a.s.
Proof. The proof will be given in Section 8. 
The dependent on ρ of the expectation appearing in this result is shown in Figure 4.
The almost sure limit is governed by the typical events, i.e., law of large numbers and
the Lyapunov exponent is governed by the rare events, i.e., large deviations. Since the law
of large numbers for 1n log |Sn| has been established in Proposition 14, it is reasonable to
study the fluctuations around the almost sure limit, i.e., central limit theorem. We have the
following result.
Proposition 15. For the Euler-Log-Euler time discretization we have the following limit
log |Sn| − E[log |1 + ρε1|]n√
n
(79)
→ N
(
0,
2
3
(H ′(0))2ρ2β + Var[log |1 + ρε1|]
)
,
in distribution as n→∞, where H(x) := E[log |1 + ε1x1+ρε1 |].
Proof. The proof will be given in Section 8. 
4. Log-Euler-Log-Euler Scheme
4.1. Lyapunov Exponents of the Moments. We would like to compute the moments of
the asset price in the Log-Euler Log-Euler time discretization. Let us recall that this scheme
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is defined by the stochastic recursion
Si+1 = Si exp
(
σi(Wi+1 −Wi)− 1
2
σ2i τ
)
(80)
σi+1 = σi exp
(
ω(Zi+1 − Zi)− 1
2
ω2τ
)
.
Therefore,
(81) E[(Sn)q] = Sq0E
[
e
1
2
q(q−1)∑n−1k=0 σ2kτ] ,
where σk = σ0e
ωZk− 12ω2tk and ρ = σ0
√
τ and β = 12ω
2n2τ are positive constants.
Unlike the Euler-log-Euler scheme where we studied non-negative integer moments, here
we can study any qth moments, where q ∈ R.
Theorem 16. For any q < 0 or q > 1, E[(Sn)q] =∞.
i) For any 0 ≤ q ≤ 1,
λ(ρ, β; q) = lim
n→∞
1
n
logE[(Sn)q](82)
= sup
g∈AC0[0,1]
{
ρ2q(q − 1)
2
∫ 1
0
e2
√
2βg(x)dx− 1
2
∫ 1
0
(g′(x))2dx
}
,
where AC0[0, 1] is the space of absolutely continuous functions f : [0, 1] → R such that
f(0) = 0.
ii) The solution of the variational problem in the previous point is given explicitly by
(83) λ(ρ, β; q) = λ
(
1
2
ρ2q(1− q), 2
√
2β
)
,
where the function λ(a, b) is given in explicit form in Section 4.2, see Proposition 17.
Proof. The proof will be given in Section 8. 
4.2. Variational Problem. We would like to solve the variational problem
(84) λ(a, b) ≡ supg
(
−a
∫ 1
0
ebg(x)dx− 1
2
∫ 1
0
(g′(x))2dx
)
with a, b > 0 positive real constants. The function g(x) satisfies the boundary condition
g(0) = 0.
Proposition 17. The solution of the variational problem (84) exists for any positive real
numbers a, b, and is given by
(85) λ(a, b) = a
(
cos2 ξ − 1
ξ
sin(2ξ)
)
,
where ξ ∈ (0, pi2 ) is the solution of the equation
(86) 2ξ2 = ab2 cos2 ξ .
Proof. The proof will be given in Section 8. 
The solution (85) has a simple behavior in the limits of very small and very large values
of b:
(1) limb→0+ λ(a, b) = −a;
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Figure 4. Plot of the expectation E[log |1 + ρε|] vs. ρ appearing in the
Proposition 14, giving the law of large numbers for the Euler-Log-Euler dis-
cretization. This expectation is negative for ρ < 1.556 and positive for ρ >
1.556.
(2) λ(a, b) = −2
√
2a
b +
pi2
2b2
+ o(b−3), as b→∞;
(3) λ(a, b) = −2
√
2a
b + o(1), as a→∞;
(4) λ(a, b) = −a+ o(1), as a→ 0+.
In our context, a = 12ρ
2q(1−q) and b = 2√2β. Therefore, we have the following asymptotic
results for the Lyapunov exponent λ(ρ, β; q) in Theorem 16 for the large ρ and large β limits
and small ρ and small β limits.
Proposition 18. The asymptotics for the Lyapunov exponent λ(ρ, β; q) in the Log-Euler-
Log-Euler discretization for large and small ρ, β are summarized as follows.
(1) limβ→0+ λ(ρ, β; q) = −12ρ2q(1− q);
(2) λ(ρ, β; q) = −ρ
√
q(1−q)√
2β
+ pi
2
16β + o(β
−3/2), as β →∞;
(3) λ(ρ, β; q) = −ρ
√
q(1−q)√
2β
+ o(1), as ρ→∞;
(4) λ(ρ, β; q) = −12ρ2q(1− q) + o(1), as ρ→ 0+.
Plots of λ(a, b) vs a and b are shown in Figure 5. The qualitative features of the plots
agree with the properties of the solution discussed above.
4.3. Almost Sure Limit and Fluctuations.
Proposition 19. In the Log-Euler-Log-Euler discretization, we have the limit
(87) lim
n→∞
1
n
logSn = −1
2
ρ2, a.s.
Proof. The proof will be given in Section 8. 
Since the law of large numbers for 1n logSn has been established in Proposition 19, it is
reasonable to study the fluctuations around the almost sure limit, i.e., central limit theorem.
We have the following result.
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Figure 5. Plots of the function λ(a, b) given in equation (85) vs a (above)
and vs b (below), for several values of (a, b).
Proposition 20. In the Log-Euler-Log-Euler discretization, we have
(88)
logSn +
1
2ρ
2n√
n
→ N
(
0, ρ2 +
2
3
ρ4β
)
,
in distribution as n→∞.
Proof. The proof will be given in Section 8. 
Note that the variance in the central limit theorem in Proposition 20 has two terms, ρ2
and 23ρ
4β. When the volatility is a constant, i.e., σk = σ0 for any k, by using the identity
ρ = σ0
√
τ , the asset price is given by a standard geometric Brownian motion,
(89) Sn = S0e
ρBn− 12ρ2n,
where Bn is a standard Brownian motion and it is clear that
(90)
logSn +
1
2ρ
2n√
n
→ N(0, ρ2).
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Hence, the first term ρ2 in the variance in Proposition 20 can be interpreted as the fluctuations
from the asset price and the second term 23ρ
4β explains the fluctuations of the stochastic
volatility.
5. Log-Euler-Euler Scheme
5.1. Lyapunov Exponents of the Moments. We would like to compute the moments of
the asset price in the Log-Euler-Euler time discretization defined by (17). They are given by
E[(Sn)q] = Sq0E
[
e
1
2
q(q−1)∑n−1k=0 σ2kτ] ,
where ρ = σ0
√
τ , β = 12ω
2n2τ and
(91) σk = σ0
k∏
j=1
(1 + ω
√
τVj),
where Vj are i.i.d. N(0, 1) random variables.
Theorem 21. For any q < 0 or q > 1, limn→∞ 1n logE[(Sn)
q] =∞.
For any 0 ≤ q ≤ 1,
lim
n→∞
1
n
logE[(Sn)q](92)
= sup
g∈AC0[0,1]
{
ρ2q(q − 1)
2
∫ 1
0
e2
√
2βg(x)dx− 1
2
∫ 1
0
(g′(x))2dx
}
= λ
(
1
2
ρ2q(1− q), 2
√
2β
)
,
where the function λ(a, b) is given explicitly in Section 4.2, see Proposition 17.
Proof. The proof will be given in Section 8. 
Lemma 22. For any  > 0,
(93) lim sup
n→∞
1
n
logP
 sup
0≤x≤1
∣∣∣∣∣∣ 1n
bxnc∑
j=1
V
(n)
j −
1
n
bxnc∑
j=1
Vj
∣∣∣∣∣∣ ≥ 
 = −∞.
Proof. The proof will be given in Section 8. 
5.2. Almost Sure Limit and Fluctuations. In the Log-Euler-Euler scheme we have
(94) Sn = S0e
∑n−1
i=0 σi∆Wi− 12σ2i τ ,
where σi = σ0
∏i
j=1(1+ω
√
τVj). One can show that σn → σ0 and thus we have the following
almost sure limit.
Proposition 23.
(95) lim
n→∞
1
n
logSn = −1
2
ρ2, a.s.
Proof. We omit the details of the proof. 
The corresponding result for fluctuations is given by the following proposition.
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Proposition 24.
(96)
logSn +
1
2ρ
2n√
n
→ N
(
0, ρ2 +
2
3
ρ4β
)
,
in distribution as n→∞.
Proof. We omit the details of the proof. 
6. Euler-Euler Scheme
6.1. Lyapunov Exponents of the Moments. We would like to compute the moments of
the asset price in the Euler-Euler discretization defined by (16). They are given by
E[(Sn)q] = Sq0E
n−1∏
k=0
1 + σ0√τ k∏
j=1
(1 + ω
√
τVj)εk
q(97)
= Sq0m(q)
nE
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 V
(n)
j )Yk
]
,
where ρ = σ0
√
τ , β = 12ω
2n2τ , and
(98) V
(n)
j := n
1√
2β
log
∣∣∣∣1 + √2βn Vj
∣∣∣∣ .
(Yk)
n−1
k=0 are i.i.d. random variables such that
(99) P(Yk = 2j) =
1
m(q)
q!
(2j)!(q − 2j)! (2j − 1)!!, j = 0, 1, 2, . . . , [q/2].
m(q) is the normalizer defined as
(100) m(q) =
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!.
Theorem 25.
lim
n→∞
1
n
logE[(Sn)q](101)
= sup
g∈Gq
{
g(1) log ρ+ β
∫ 1
0
(g(1)− g(x))2dx−
∫ 1
0
Iq(g
′(x))dx
}
.
Proof. The proof will be given in Section 8. 
6.2. Almost Sure Limit and Fluctuations. In the Euler-Euler scheme we have
(102) Sn = S0
n−1∏
k=0
1 + σ0√τ k∏
j=1
(1 + ω
√
τVj)εk
 .
One can show that
(103) σn = σ0
n∏
j=1
(1 + ω
√
τVj)→ σ0
a.s. as n→∞ and then follow the similar arguments as before, one can show that
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Proposition 26.
(104) lim
n→∞
1
n
log |Sn| = E [log |1 + ρε1|] a.s.
Proof. We omit the details of the proof. 
Proposition 27.
log |Sn| − E[log |1 + ρε1|]n√
n
(105)
→ N
(
0,
2
3
(H ′(0))2ρ2β + Var[|1 + ρε1|]
)
,
in distribution as n→∞, where H(x) := E[log |1 + ε1x1+ρε1 |].
Proof. We omit the details of the proof. 
7. Comparison with the Continuous-time Model and Applications
In this section we compare the predictions of the four time discretizations discussed above
against the known properties of the continuous-time stochastic volatility model (1). As
mentioned in the Introduction, the discrete time model is not expected to reproduce the
properties of the continuous time model. We also discuss the implications of our results for
the numerical simulation of the model in a discrete time setting.
7.1. Martingale property. The time discretized model in the Euler-Maruyama discretiza-
tion has the following property, which is in marked contrast with the corresponding property
of the continuous time model.
Proposition 28. Under all four applications of the Euler-Maruyama discretization, the asset
price is a martingale, for any value of the correlation % ∈ [−1, 1]
E[Sn] = S0 .(106)
Proof. i) Euler-Log Euler discretization. We have
Si+1 = Si(1 + %σi∆Zi +
√
1− %2σi∆W⊥i )(107)
with σi = σ0e
ωZi− 12ω2ti , ∆Zi = Zi+1−Zi and W⊥i is a standard Brownian motion uncorrelated
with Zi. It is easy to see that one has E[Si+1|Fi] = Si. Repeated application of the tower
relation for the conditional expectations gives (106).
ii) Log Euler-Log Euler. We have
Si+1 = Sie
%σi∆Zi+
√
1−%2σi∆W⊥i − 12σ2i τ .(108)
We have again the relation E[Si+1|Fi] = Si which leads to (106) by repeated application of
the tower relation for conditional expectations.
The same result is obtained also for the Log Euler-Euler, and Euler-Euler schemes, and
we omit the proofs. 
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7.2. Large-Maturity Limit. The properties of the continuous-time model (1) in the large-
maturity limit t → ∞ have been studied in [9]. The asset price St converges in distribution
as t→∞ [9]
(109) lim
t→∞St =
{
S∞ ω > 0
0 ω = 0
.
S∞ is a random variable which has P(S∞ > 0) > 0 and is known in closed form.
The corresponding limit result for the growth rate of logSt is
(110) lim
t→∞
1
t
logSt =
{
0 ω > 0
−12σ20 ω = 0
.
The discontinuous behavior for ω = 0 and ω > 0 is due to the different limits for the volatility
σt in the t → ∞ limit. If ω = 0 the volatility is constant σt = σ0, while for any positive
non-zero value of the parameter ω > 0, the limit is limt→∞ σt = 0.
We would like to compare these results with the large-time limit in the time discretization
considered in this paper, keeping in mind that the n → ∞ limit considered here is taken at
fixed β. This means that ω is small and approaches zero as
(111) ω =
√
2β
n
√
τ
→ 0 .
This is different from the t→∞ limit in [9], which is taken at fixed ω > 0.
The time discretizations considered above give different results in the n→∞ limit at fixed
time step τ :
i) Euler-Log-Euler (Proposition 14):
(112) lim
n→∞
1
n
log |Sn| = E[log |1 + ρε1|]
This expectation is negative for ρ < 1.556, and positive for ρ > 1.556, as seen from Fig. 4.
We get thus
(113) lim
n→∞Sn =
{
0 ρ < 1.556
+∞ ρ > 1.556 .
For both cases the result is different from the long maturity asymptotics in (109). We note
that the behavior in the first case ρ < 1.556 is closer to that in the Black-Scholes model. The
condition ρ = σ0
√
τ < 1.556 is satisfied in all practical time discretizations.
ii) Log-Euler-Log-Euler (Proposition 19):
(114) lim
n→∞
1
n
logSn = −1
2
σ20τ,
which gives
(115) lim
n→∞Sn = 0 ,
similar to the asymptotics in the Euler-Log-Euler scheme for ρ < 1.556.
iii) Log-Euler-Euler (Proposition 23):
(116) lim
n→∞
1
n
logSn = −1
2
σ20τ.
This case is similar to (ii).
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Figure 6. Plots of the log-normal equivalent volatility of the second moment
of the asset price in the Euler-Log-Euler scheme σ
(2)
LN vs ω. Solid curves:
finite n results, dashed curves: asymptotic results using (119) in terms of the
Lyapunov exponent λ(ρ, β; 2). Above: Fixed σ0 = 20% and tn = 1 for three
time discretizations with n = 10, 20, 40 time steps (from right to left). Below:
Fixed tn = 20 and σ0 = 5%, 10%, 20%, 50% (from bottom to top). The time
step is τ = 0.25.
iv) Euler-Euler (Proposition 26):
(117) lim
n→∞
1
n
log |Sn| = E[log |1 + ρε1|].
This case is similar to (i).
7.3. Moment Finiteness. In the uncorrelated stochastic volatility model (1) in continuous
time all moments of order q > 1 are infinite for any time t > 0 [19, 23], see (8).
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Figure 7. Plots of the log-normal equivalent volatility of the second moment
σ
(2)
LN (black curves) and of the third moment σ
(3)
LN (blue curves) of the asset price
in the Euler-Log-Euler scheme σ
(2)
LN vs ω. Solid curves: finite n results, dashed
curves: asymptotic results using (119) in terms of the Lyapunov exponent
λ(ρ, β; 2). Fixed σ0 = 20% and τ = 0.25, n = 40.
In the time discretized version, this property holds only in the Log-Euler-Log-Euler dis-
cretization, which is thus closest to the continuous-time model in this respect. In particular,
the variance of the asset price St in the Log-Euler-Log-Euler scheme is infinite for any t > 0.
This may be inconvenient in Monte Carlo simulations of the model, where a finite payoff
variance is required for a reliable error estimate of expectation values. If a finite variance
for Sn is needed, then the Euler-Log-Euler discretization may be more appropriate, as all
positive integer moments E[(Sn)q] are finite in this scheme. This feature must be balanced
against the potential inconvenience arising from the fact that the asset price Sn is not positive
definite.
In the Euler-Log-Euler discretization, the moments q > 1 of the asset price Sn are finite,
but their numerical values can explode to very large values, exceeding double precision. We
illustrate the explosion of the q = 2 moment of the asset price Sn in the Euler-Log-Euler
scheme in Figure 6, which shows plots of the equivalent log-normal volatility σ
(2)
LN(tn). We
define the equivalent log-normal volatility of the q−th moment at maturity tn as
(118) σ
(q)2
LN (tn) =
2
q(q − 1)
1
tn
log
E[(Sn)q]
Sq0
.
These quantities are defined such that σ
(q)
LN(tn) is the standard deviation of logSn assuming
that this random variable is log-normally distributed. This assumption is an exact result for
ω = 0, which gives limω→0 σ
(q)
LN(tn) = σ0 for all q ∈ Z+. In the n → ∞ limit, (σ(q)LN(tn))2 is
related to the Lyapunov exponent of the q moment as
(119) lim
n→∞σ
(q)2
LN (tn) =
2
q(q − 1)
1
τ
λ(ρ, β; q) .
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The positive integer moments of the asset price Sn in the Euler-Log-Euler scheme can be
computed exactly for finite n using Proposition 29. We used this method for the numerical
evaluation of the solid curves in Figures 6 and 7. From these plots one observes that the q = 2
moment has a rapid increase at a certain value of the model parameter ω. This phenomenon
is associated with the rapid increase of the Lyapunov exponents λ(ρ, β; q) when crossing the
phase transition curve β
(q)
cr (ρ) from smaller to larger values of β. For n 1 the moments are
given approximatively by
(120) E[(Sn)q] = eλ(ρ,β;q)n+o(n) .
When crossing the phase transition curve in the direction of increasing β, the Lyapunov
exponent is continuous but it starts growing very rapidly with β. See for example the plots
in Fig. 1 for q = 2. This appears in numerical simulations as a numerical explosion of the
respective moment.
To illustrate this point, we show in Figure 6 (dashed curves) also the n → ∞ asymptotic
results for σ
(2)
LN(tn) which are given by the Lyapunov exponent λ(ρ, β; 2) in terms of the
relation (119). They are seen to agree very well with the finite n results (solid curves). The
agreement becomes better as n is larger.
The asymptotic result (119) allows one to compute the explosion value of ω in terms of
the critical curve of the Lyapunov exponent λ(ρ, β; 2). For example, the red curve in the
lower plot of Figure 6 corresponds to σ0 = 0.2, τ = 0.25 and thus ρ = σ0
√
τ = 0.1. The
phase transition takes place at β
(2)
cr (ρ) which is given by the q = 2 phase transition curve in
Figure 3. As discussed in Sec. 3.3.1, this is given to a good approximation by the mean-field
result (66) and is β
(2)
cr (0.1) = 3.07. The value of ω at which the phase transition curve is
crossed is ω2cr =
2β
(2)
cr
tnn
= (0.062)2, which agrees very well with the explosion value of this
parameter observed in Figure 6.
The same explosive phenomenon appears for all positive integer moments in the Euler-Log-
Euler scheme. This is illustrated in Figure 7 where we compare the log-normal equivalent
volatilities of the q = 2 and q = 3 moments. At given ρ, higher moments explode at smaller
values of β, as seen from the relative position of the phase transition curves in Figure 3.
In conclusion, in order to avoid the numerical explosion of the q-th moment in the Euler-
Log-Euler scheme, the simulation of the model must be restricted to the region of sufficiently
small values of β such that the corresponding phase transition curve β
(q)
cr (ρ) is not crossed
from above. For fixed simulation time step τ this is equivalent to restricting ω sufficiently
small values, below a critical value. In general this gives a constraint on the simulation
parameters (τ, σ0, ω, n) which has to be satisfied for all time steps of the simulation.
8. Appendix: Technical Proofs
8.1. Proofs of the Results in Section 3.
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Proof of Theorem 6. Recall that Zi+1 − Zi =
√
τVi, where Vi are i.i.d. N(0, 1) random
variables. Therefore,
E
[
n−1∏
k=0
elog ρYk+ωZkYk
]
= E
[
elog ρ
∑n−1
k=0 Yk+
∑n−1
k=0 (
∑k−1
j=0 σ
√
τVj)Yk
]
(121)
= E
[
elog ρ
∑n−1
i=0 Yk+
∑n−2
j=0 (
∑n−1
k=j+1 Yk)ω
√
τVj
]
= E
[
elog ρ
∑n−1
i=0 Yk+
β
n2
∑n−2
j=0 (
∑n−1
k=j+1 Yk)
2
]
By large deviations theory in probability, the Mogulskii theorem (see e.g. [7]) says that
P( 1n
∑bn·c
i=1 Yi ∈ ·) satisfies a sample path large deviation principle on the space L∞[0, 1] (i.e.
the space of functions on [0, 1] equipped with supremum norm) with the rate function
(122)
∫ 1
0
Iq(g′(x))dx,
where g(0) = 0, g is absolutely continuous, 0 ≤ g′ ≤ 1, and the rate function is +∞ otherwise
and Iq is a relative entropy function given by
Iq(x) = sup
θ∈R
{
θx− logE[eθY1 ]
}
(123)
= sup
θ∈R
θx− log
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!e
2jθ
+ logm(q),
Informally speaking, it says that
(124) P
 1
n
bnxc∑
i=1
Yi ' g(x), 0 ≤ x ≤ 1
 ' e−n ∫ 10 Iq(g′(x))dx+o(n),
as n→∞.
In large deviations theory, the celebrated Varadhan’s lemma says that if Pn satisfies a large
deviation principle with rate function I(x) on X and F : X→ R is a bounded and continuous
function, then [31]
(125) lim
n→∞
1
n
log
∫
X
enF (x)dPn(x) = sup
x∈X
{F (x)− I(x)}.
It is easy to check that for any g ∈ L∞[0, 1] ∩ G,
(126) g 7→ log ρ · g(1) + β
∫ 1
0
(g(1)− g(x))2dx
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is a bounded and continuous map. Moreover,
n
log ρ( 1
n
n∑
i=1
Yi
)
+ β
∫ 1
0
 1
n
n∑
i=1
Yi − 1
n
bnxc∑
i=1
Yi
2 dx
(127)
= log ρ
n∑
i=1
Yi +
β
n
∫ 1
0
 n∑
i=bnxc+1
Yi
2 dx
= log ρ
n∑
i=1
Yi +
β
n2
n−1∑
j=0
 n∑
i=j+1
Yi
2 ,
whose difference from log ρ
∑n−1
i=0 Yi+
β
n2
∑n−2
j=0 (
∑n−1
i=j+1 Yi)
2 can be bounded by a deterministic
constant.
Hence, by Varadhan’s lemma, we conclude that
λ(ρ, β; q) = lim
n→∞
1
n
logE[(Sn)q](128)
= sup
g∈Gq
{
log ρg(1) + β
∫ 1
0
(g(1)− g(x))2dx−
∫ 1
0
Iq(g
′(x))dx
}
,
where Iq(x) was defined in (28) and Gq was defined in (29). 
Proof of Proposition 9. (i) Since x → Iq(x) is a convex function, Jensen’s inequality implies
the upper bound
λ(ρ, 0; q) ≤ sup
g∈Gq
{
log ρg(1)− Iq
(∫ 1
0
g′(x)dx
)}
(129)
= sup
g∈Gq
{log ρg(1)− Iq(g(1))}
= sup
0≤x≤2[q/2]
{log ρx− Iq(x)} .
On the other hand, choosing g(x) = g(1)x, it is clear that we have the lower bound
(130) λ(ρ, 0; q) ≥ sup
0≤x≤2[q/2]
{x log ρ− Iq(x)} .
Therefore,
(131) λ(ρ, 0; q) = sup
0≤x≤2[q/2]
{log ρx− Iq(x)} = fq(log ρ)
(ii) We get a lower bound by taking g(x) = 2[q/2]x,
λ(ρ, β; q) ≥ 2[q/2] log ρ+ β(2[q/2])2
∫ 1
0
(1− x)2dx− Iq(2[q/2])(132)
= 2[q/2] log ρ+ β
4
3
[q/2]2 − Iq(2[q/2]),
which gives the lower bound in (37).
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On the other hand, by Mean Value Theorem, |g(1)− g(x)| ≤ 2[q/2]|1−x| for any 0 ≤ g′ ≤
2[q/2]. Also, using the Jensen inequality for the last term as in (i), we get the upper bound
λ(ρ, β; q)(133)
= sup
g(0)=0,0≤g′≤2[q/2]
{
log ρg(1) + β
∫ 1
0
(g(1)− g(x))2dx−
∫ 1
0
Iq(g
′(x))dx
}
≤ sup
g(0)=0,0≤g′≤2[q/2]
{
log ρg(1) + 4β[q/2]2
∫ 1
0
(1− x)2dx−
∫ 1
0
Iq(g
′(x))dx
}
=
4
3
β[q/2]2 + sup
0≤x≤2[q/2]
{x log ρ− Iq(x)} .
This proves the upper bound in (37).
(iii) Dividing by β in (37) and taking the β →∞ limit implies the relation (38). Moreover,
sup
0≤x≤2[q/2]
{x log ρ− Iq(x)} − {2[q/2] log ρ− Iq(2[q/2])}(134)
= fq(log ρ)− {2[q/2] log ρ− Iq(2[q/2])}
= log
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!ρ
2j
− {2[q/2] log ρ− Iq(2[q/2])}
= log
(
q!
(2[q/2])!(q − 2[q/2])! (2[q/2]− 1)!!
)
+ Iq(2[q/2]) + o(1),
as ρ→∞. Recall that Iq(2[q/2]) = supθ∈R{θ2[q/2]− fq(θ)} and the optimal θ satisfies
(135) f ′q(θ) =
∑[q/2]
j=0
q!
(2j)!(q−2j)!(2j − 1)!!e2jθ(2j)∑[q/2]
j=0
q!
(2j)!(q−2j)!(2j − 1)!!e2jθ
= 2[q/2],
which implies that θ =∞. But as θ →∞,
θ2[q/2]− log
[q/2]∑
j=0
q!
(2j)!(q − 2j)! (2j − 1)!!e
2jθ
(136)
→ − log
(
q!
(2[q/2])!(q − 2[q/2])! (2[q/2]− 1)!!
)
.
Hence, from (134), we get
(137) sup
0≤x≤2[q/2]
{x log ρ− Iq(x)} − {2[q/2] log ρ− Iq(2[q/2])} → 0,
as ρ→∞. Therefore, (39) follows from (ii). 
Proof of Proposition 11. The functional Λ[h] can be put in the following form by expressing
the double integral using the integral equation (43)
(138) Λ[f ] =
1
2
log ρ
∫ 1
0
f(z)dz +
1
2
∫ 1
0
f(x)I ′q(f(x))dx−
∫ 1
0
Iq(f(x))dx
We will show next that the integrals appearing in this formula can be expressed only in terms
of h(1).
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The first integral is
(139) I0 ≡
∫ 1
0
f(x)dx =
1
2β
h′(0) =
1√
β
√
fq(h(1))− fq(log ρ)
The second integral can be expressed using the relation (49)
(140) I1 ≡
∫ 1
0
f(x)I ′q(f(x))dx =
∫ 1
0
f(x)h(x)dx =
1
2β
h′(0)h(0) +
1
2β
∫ 1
0
[h′(y)]2dy
Finally, the last integral can be computed using the explicit form of the Legendre transform
Iq(f(x)) = f(x)h(x)− fq(h(x)) as
I2 ≡
∫ 1
0
Iq(f(x))dx =
∫ 1
0
{f(x)h(x)− fq(h(x))}dx(141)
= I1 − 1
2β
∫ 1
0
V (h(x))dx
= I1 − 1
2β
V (h(1)) +
1
4β
∫ 1
0
[h′(y)]2dy .
Both I1 and I2 contain the integral of [h
′(y)]2 which would appear to require knowledge of
the entire function h(y). However, this integral can be simplified if we change the integration
variable to h(y). This gives∫ 1
0
[h′(y)]2dy =
∫ h(1)
h(0)=log ρ
h′(y)dh(y)(142)
=
∫ h(1)
h(0)=log ρ
√
2[V (h(1))− V (x)]dx
= 2
√
β
∫ h(1)
log ρ
√
fq(h(1))− fq(x)dx.
We can insert now all the pieces into (138) and get
Λ[f ] =
1
2
log ρI0 +
1
2
I1 − I2(143)
=
1
2
log ρI0 − 1
2
I1 +
1
2β
V (h(1))− 1
4β
∫ 1
0
[h′(y)]2dy
=
1
2
log ρI0 − 1
4β
h′(0)h(0) +
1
2β
V (h(1))− 1
2β
∫ 1
0
[h′(y)]2dy
The first two terms cancel each other. Using the result (142) for the integral in the last term
we get the final result (58) for the functional Λ[f ]. This concludes the proof of this result. 
Proof of Proposition 14. In the Euler-Log-Euler discretization, we have
(144) |Sn| = S0e
∑n−1
i=0 log |1+σi
√
τεi|.
First, we claim that
(145) lim
n→∞
∣∣∣∣∣ 1n
n−1∑
i=0
log |1 + σi
√
τεi| − 1
n
n−1∑
i=0
log |1 + σ0
√
τεi|
∣∣∣∣∣ = 0 a.s.
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We start by proving that σn → σ0 a.s. as n → ∞. Notice that 12ω2tn = 12ω2nτ = βn → 0 as
n → ∞ and ωZn = ω
√
τBn =
√
2β
n Bn, where Bn is a standard Brownian motion. It is well
known that for standard Brownian motion Bt, we have |Bt|/t→ 0 a.s. as t→∞. Thus, we
conclude that σn → σ0 a.s. as n→∞.
From this it follows that for any  > 0, for a.e. ω, there exists N(ω) so that for any n ≥ N ,
|σn − σ0| ≤ . It is clear that
(146) lim
n→∞
1
n
N−1∑
i=0
log |1 + σi
√
τεi| = lim
n→∞
1
n
N−1∑
i=0
log |1 + σ0
√
τεi| = 0.
On the other hand, ∣∣∣∣∣ 1n
n−1∑
i=N
log |1 + σi
√
τεi| − 1
n
n−1∑
i=N
log |1 + σ0
√
τεi|
∣∣∣∣∣(147)
≤ 1
n
n−1∑
i=N
∣∣∣∣log ∣∣∣∣ 1 + σi√τεi1 + σ0√τεi
∣∣∣∣∣∣∣∣
=
1
n
n−1∑
i=N
∣∣∣∣log ∣∣∣∣1 + (σi − σ0)√τεi1 + σ0√τεi
∣∣∣∣∣∣∣∣
≤ 1
n
n−1∑
i=N
log
(
1 +
∣∣∣∣(σi − σ0)√τεi1 + σ0√τεi
∣∣∣∣)
≤ 1
n
n−1∑
i=N
log
(
1 + 
∣∣∣∣ |√τεi|1 + σ0√τεi
∣∣∣∣) .
One can check that E[log(1 + |
√
τε1
1+σ0
√
τε1
|)] is finite. By strong law of large numbers,
lim sup
n→∞
∣∣∣∣∣ 1n
n−1∑
i=N
log |1 + σi
√
τεi| − 1
n
n−1∑
i=N
log |1 + σ0
√
τεi|
∣∣∣∣∣(148)
≤ E
[
log
(
1 + 
∣∣∣∣ √τε11 + σ0√τε1
∣∣∣∣)] a.s.
Let → 0 and by monotone convergence theorem,
(149) lim
n→∞
∣∣∣∣∣ 1n
n−1∑
i=N
log |1 + σi
√
τεi| − 1
n
n−1∑
i=N
log |1 + σ0
√
τεi|
∣∣∣∣∣ = 0. a.s.
This concludes the proof of (145).
Finally, since E[log |1 + ρε1|] is finite, by the strong law of large numbers,
(150) lim
n→∞
1
n
n−1∑
i=0
log |1 + σ0
√
τεi| = E [log |1 + ρε1|] a.s.
By (145) and (150), we conclude that
(151) lim
n→∞
1
n
log |Sn| = E [log |1 + ρε1|] a.s.

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Proof of Proposition 15. The proof is similar to the proof of Proposition 20. We will give an
outline here and detailed estimates are omitted. Let EV and VarV be the expectation and
variance conditional on (Vj)
∞
j=1. For any θ ∈ R,
E
[
e
iθ√
n
(log |Sn|−E[log |1+ρε1|]n)
]
(152)
= S
iθ√
n
0 E
e∑n−1i=0 logEV [e iθ√n log |1+σiε1|]−√niθE[log |1+ρε1|]

= S
iθ√
n
0 E
[
e
∑n−1
i=0 log(1+
iθ√
n
EV log |1+σiε1|− θ
2
2n
EV [(log |1+σiε1|)2]+O(n−3/2))−
√
niθE[log |1+ρε1|]
]
= S
iθ√
n
0 E
[
e
iθ√
n
∑n−1
i=0 (EV log |1+σiε1|−E[log |1+ρε1|])− θ
2
2n
∑n−1
i=0 VarV [log |1+σiε1|]+O(n−3/2)
]
= S
iθ√
n
0 E
e iθ√n∑n−1i=0 EV log
∣∣∣∣∣1+ ρ(exp{
∑i
j=1 ω
√
τVj}−1)ε1
1+ρε1
∣∣∣∣∣− θ22n∑n−1i=0 VarV [log |1+σiε1|]+O(n−3/2)

= S
iθ√
n
0 E
e iθ√n∑n−1i=0 EV log
∣∣∣∣∣1+ ρ(exp{
∑i
j=1
√
2β
n Vj}−1)ε1
1+ρε1
∣∣∣∣∣− θ22n∑n−1i=0 VarV [log |1+σiε1|]+O(n−3/2)

= S
iθ√
n
0 E
[
e
iθ√
n
H′(0) ρ
√
2β
n
∑n−1
i=0
∑i
j=1 Vj− θ
2
2n
∑n−1
i=0 VarV [log |1+σiε1|]+O(n−3/2)
]
→ e− θ
2
3
(H′(0))2ρ2β− θ2
2
Var[log |1+ρε1|],
as n→∞, where H(x) := E[log |1 + ε1x1+ρε1 |]. 
8.2. Proofs of the Results in Section 4.
Proof of Theorem 16. Since E[eθX ] = ∞ for any θ > 0 for any log-normal random variable
X, it is clear that E[(Sn)q] =∞ for q > 1 or q < 0. For 0 ≤ q ≤ 1,
E[(Sn)q] = Sq0E
[
e
ρ2q(q−1)
2
∑n−1
k=0 e
2ωZk−ω2tk
]
(153)
= Sq0E
[
e
ρ2q(q−1)
2
∑n−1
k=0 e
2ω
√
τXk−ω2kτ
]
= Sq0E
[
e
ρ2q(q−1)
2
∑n−1
k=0 e
2ω
√
τ
∑k
j=1 Vj−ω2kτ
]
= Sq0E
[
e
ρ2q(q−1)
2
∑n−1
k=0 e
2
√
2β
n
∑k
j=1 Vj−
2β
n2
k
]
,
where Xk :=
Zk√
τ
and Vj := Xj − Xj−1, 1 ≤ j ≤ k, are i.i.d. N(0, 1) random variables.
Note that
∑0
j=1 Vj is defined as 0 to be consistent with X0 = 0. By Mogulskii theorem,
P( 1n
∑b·nc
j=1 Vj ∈ ·) satisfies a large deviation principle on L∞[0, 1] with rate function
(154) I(g) =
1
2
∫ 1
0
(g′(x))2dx,
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if g ∈ AC0[0, 1], i.e., absolutely continuous and g(0) = 0 and I(g) = +∞ otherwise. Let
g(x) := 1n
∑bxnc
j=1 Vj . Then,
(155)
∫ 1
0
e2
√
2βg(x)dx =
n−1∑
k=0
∫ k+1
n
k
n
e2
√
2βg(x)dx =
1
n
n−1∑
k=0
e2
√
2β
∑k
j=1 Vj .
Moreover, we claim that
(156) g 7→
∫ 1
0
e2
√
2βg(x)dx
is a bounded and continuous map. Since g ∈ L∞[0, 1], clearly it is a bounded map. Now
assume that gn → g in L∞[0, 1]. Observe that for any |x| ≤ 12 .
|ex − 1| =
∣∣∣∣x+ x22! + x33! + · · ·
∣∣∣∣(157)
≤ |x|(1 + |x|+ |x|2 + · · · )
≤ 2|x|.
Let n be sufficiently large so that 2
√
2β‖gn − g‖L∞[0,1] ≤ 12 . Therefore, we have∣∣∣∣∫ 1
0
e2
√
2βgn(x)dx−
∫ 1
0
e2
√
2βg(x)dx
∣∣∣∣(158)
=
∣∣∣∣∫ 1
0
e2
√
2βg(x)
(
e2
√
2β(gn(x)−g(x)) − 1
)
dx
∣∣∣∣
≤ e2
√
2β‖g‖L∞[0,1]
∫ 1
0
∣∣∣e2√2β(gn(x)−g(x)) − 1∣∣∣ dx
≤ 4
√
2βe2
√
2β‖g‖L∞[0,1]‖gn − g‖L∞[0,1]
which converges to 0 as n→∞. Hence the map is continuous. By Varadhan’s lemma,
lim
n→∞
1
n
logE
[
e
ρ2q(q−1)
2
∑n−1
k=0 e
2
√
2β
n
∑k
j=1 Vj
]
(159)
= sup
g∈AC0[0,1]
{
ρ2q(q − 1)
2
∫ 1
0
e2
√
2βg(x)dx− 1
2
∫ 1
0
(g′(x))2dx
}
.
Finally, notice that
Sq0E
[
e
ρ2q(q−1)
2
∑n−1
k=0 e
2
√
2β
n
∑k
j=1 Vj
]
≤ E[Sqn](160)
≤ Sq0E
[
e
ρ2q(q−1)
2
e−
2β
n
∑n−1
k=0 e
2
√
2β
n
∑k
j=1 Vj
]
.
Hence, for any 0 ≤ q ≤ 1,
lim
n→∞
1
n
logE[(Sn)q](161)
= sup
g∈AC0[0,1]
{
ρ2q(q − 1)
2
∫ 1
0
e2
√
2βg(x)dx− 1
2
∫ 1
0
(g′(x))2dx
}
.
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Indeed, for q /∈ [0, 1], if we let g(x) = Kx and let K →∞, we have limn→∞ 1n logE[(Sn)q] =∞, which is consistent with the discussions before. 
Proof of Proposition 17. The solution of the variational problem appearing in Proposition 17
can be extracted from the Corollary 5 in [26]. We sketch here the main steps for completeness
of the presentation.
At optimality the function g(x) satisfies the Euler-Lagrange equation
(162) g′′(x) = abebg(x)
with boundary conditions
(163) g(0) = 0 , g′(1) = 0 .
The condition at x = 1 is a transversality condition.
The solution of the equation (162) with a > 0, b > 0 is
(164) g(x) =
1
b
log
(
cos2 ξ
cos2(ξ(x− 1))
)
where ξ ∈ (0, pi2 ) is the solution of the equation
(165) 2ξ2 = ab2 cos2 ξ .
Substituting the solution (164) into the functional of Proposition 17 and performing the
integrations gives the result (85) for λ(a, b).

Proof of Proposition 19.
(166) Sn = S0e
∑n−1
i=0 σi∆Wi− 12σ2i τ ,
where σi = σ0e
ωZi− 12ω2ti . We showed in the proof of Proposition 14 that limn→∞ σn = σ0.
Next, notice that
(167) Sn = S0e
∑n−1
i=0 σi
√
τ∆Bi− 12σ2i τ ,
where Bt is a standard Brownian motion and
(168) lim
n→∞
1
n
n−1∑
i=0
σi
√
τ∆Bi = σ0
√
τ lim
n→∞
Bn
n
= 0, a.s.
On the other hand, limn→∞ 1n
∑n−1
i=0
1
2σ
2
i τ =
1
2σ
2
0τ =
1
2ρ
2 a.s. Therefore, we conclude that
Sn → 0 a.s. as n→∞. More precisely,
(169) lim
n→∞
1
n
logSn = −1
2
ρ2, a.s.

Proof of Proposition 20. We can compute that, for any θ ∈ R,
E
[
e
iθ
log Sn+
1
2 ρ
2n√
n
]
= E
[
S
iθ√
n
n
]
eiθ
√
n 1
2
ρ2(170)
= S
iθ√
n
0 E
[
e
1
2
( iθ√
n
)2
∑n−1
i=0 σ
2
i τe
− 1
2
iθ√
n
∑n−1
i=0 (σ
2
i τ−ρ2)
]
.
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Note that σn = σ0e
ωZn− 12ω2tn . We have 12ω
2tn =
1
2ω
2nτ = βn → 0 as n → ∞ and ωZn =
ω
√
τBn =
√
2β
n Bn, where Bn is a standard Brownian motion. Thus, σn → σ0 a.s. as n→∞
and since ρ = σ0
√
τ , we have
(171)
1
2
(
iθ√
n
)2 n−1∑
i=0
σ2i τ → −
1
2
θ2ρ2,
a.s. as n→∞. Moreover,
1
2
1√
n
n−1∑
i=0
(σ2i τ − ρ2) =
1
2
1√
n
ρ2
n−1∑
i=0
(e2ωZi−ω
2ti − 1)(172)
=
1
2
1√
n
ρ2
n−1∑
i=0
(e
2
√
2β
n
Bi−2 βin2 − 1)
=
1
2
1√
n
ρ2
n−1∑
i=0
2
√
2β
n
Bi +
1
2
ξn,
where
(173) ξn :=
1√
n
ρ2
n−1∑
i=0
[
e
2
√
2β
n
Bi−2 βin2 − 1− 2
√
2β
n
Bi
]
.
First, we claim that ξn → 0 in probability as n→∞. On the one hand,
ξn ≤ 1√
n
ρ2
n−1∑
i=0
[
e
2
√
2β
n
Bi − 1− 2
√
2β
n
Bi
]
(174)
=
1√
n
ρ2
n−1∑
i=0
∞∑
k=2
1
k!
(2
√
2β)k
nk
Bki
≤ 1√
n
ρ2
n−1∑
i=0
∞∑
k=2
1
k!
(2
√
2β)k
nk
|Bi|k =: ξn,
and it is easy to check that E[ξn] = O( 1√n). On the other hand, since e
−x ≥ 1− x for all real
x,
ξn ≥ 1√
n
ρ2
n−1∑
i=0
[
e
2
√
2β
n
Bi−2 βn − 1− 2
√
2β
n
Bi
]
(175)
≥ 1√
n
ρ2
n−1∑
i=0
[
e
2
√
2β
n
Bi − 1− 2
√
2β
n
Bi
]
− 2β
n
1√
n
ρ2
n−1∑
i=0
e
2
√
2β
n
Bi
≥ −2β
n
1√
n
ρ2
n−1∑
i=0
e
2
√
2β
n
|Bi| − ξn =: −ξn,
and it is easy to check that E[ξ
n
] = O( 1√
n
). Hence, we proved that ξn → 0 in probability as
n→∞. Next, we turn to the first term in the last line of (172). We claim that
(176)
1
2
1√
n
ρ2
n−1∑
i=0
2
√
2β
n
Bi → N
(
0,
2
3
ρ4β
)
,
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in distribution as n→∞. To show this, note that we can write Bi =
∑i
j=1 Vj (
∑0
j=1 Vj := 0)
for i.i.d. N(0, 1) random variables (Vj)j∈N∪{0}. Thus, for any θ ∈ R,
E
[
e
iθ
2
√
n
ρ2
∑n−1
i=0
2
√
2β
n
Bi
]
= E
[
e
iθ
2
√
n
ρ2
∑n−1
i=0
2
√
2β
n
∑i
j=1 Vj
]
(177)
= E
[
e
iθ
2
√
n
ρ2 2
√
2β
n
[(n−1)V1+(n−2)V2+···+1·Vn−1]
]
= e−
θ2ρ4β
n3
[(n−1)2+(n−2)2+···+12]
= e−
θ2ρ4β
n3
1
6
(n−1)n(2n−1)
→ e− 13 θ2ρ4β,
as n→∞. Putting everything together, we have
(178) E
[
e
iθ
log Sn+
1
2 ρ
2n√
n
]
→ e− 12 θ2ρ2− 13 θ2ρ4β,
as n→∞ and therefore we proved the desired result. 
8.3. Proofs of the Results in Section 5.
Proof of Theorem 21. When q < 0 or q > 1,
E[(Sn)q] = Sq0E
[
e
ρ2
2
q(q−1)∑n−1k=0 ∏kj=1(1+√2βn Vj)2](179)
≥ Sq0E
[
e
ρ2
2
q(q−1)∑n−1k=0 ∏kj=1(1+√2βn Vj)21Vj≥√n,1≤j≤n−1
]
≥ Sq0e
ρ2
2
q(q−1)(1+
√
2β√
n
)(n−1)nP(V1 ≥
√
n)n−1.
P(V1 ≥
√
n)n−1 behaves like e−n(n−1)/2 and (1 +
√
2β√
n
)(n−1)n behaves like e
√
2β(n−1) and thus
(180) lim
n→∞
1
n
logE[(Sn)q] =∞.
Now assume that 0 ≤ q ≤ 1.
E[(Sn)q] = Sq0E
[
e
1
2
q(q−1)∑n−1k=0 σ2kτ](181)
= Sq0E
[
e
ρ2
2
q(q−1)∑n−1k=0 ∏kj=1(1+ω√τVj)2]
= Sq0E
[
e
ρ2
2
q(q−1)∑n−1k=0 e2∑kj=1 log |1+
√
2β
n Vj |
]
= Sq0E
[
e
ρ2
2
q(q−1)∑n−1k=0 e 2
√
2β
n
∑k
j=1 V
(n)
j
]
,
where
(182) V
(n)
j := n
1√
2β
log
∣∣∣∣1 + √2βn Vj
∣∣∣∣ .
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By Lemma 22, 1n
∑b·nc
j=1 V
(n)
j and
1
n
∑b·nc
j=1 Vj are exponentially equivalent, see e.g. Dembo
and Zeitouni [7]. By Mogulskii theorem, P( 1n
∑b·nc
j=1 Vj ∈ ·) satisfies a large deviation principle
on L∞[0, 1] with rate function
(183) I(g) =
1
2
∫ 1
0
(g′(x))2dx,
if g ∈ AC0[0, 1], i.e., absolutely continuous and g(0) = 0 and I(g) = +∞ otherwise. Since
1
n
∑b·nc
j=1 V
(n)
j and
1
n
∑b·nc
j=1 Vj are exponentially equivalent, P(
1
n
∑b·nc
j=1 V
(n)
j ∈ ·) also satisfies a
large deviation principle with the same rate function I(g).
Following the same arguments as in the log-Euler-log-Euler scheme, we conclude that for
0 ≤ q ≤ 1,
lim
n→∞
1
n
logE[(Sn)q](184)
= sup
g∈AC0[0,1]
{
ρ2q(q − 1)
2
∫ 1
0
e2
√
2βg(x)dx− 1
2
∫ 1
0
(g′(x))2dx
}
.

Proof of Lemma 22. First, we observe that
P
 sup
0≤x≤1
∣∣∣∣∣∣ 1n
bxnc∑
j=1
V
(n)
j −
1
n
bxnc∑
j=1
Vj
∣∣∣∣∣∣ ≥ 

(185)
≤ P
 1
n
sup
0≤x≤1
bxnc∑
j=1
|V (n)j − Vj | ≥ 

≤ P
 1
n
n∑
j=1
|V (n)j − Vj | ≥ 

= P
 n∑
j=1
∣∣∣∣n 1√2β log
∣∣∣∣1 + √2βn Vj
∣∣∣∣− Vj∣∣∣∣ ≥ n

= P

n∑
j=1
∣∣∣∣n 1√2β log
∣∣∣∣1 + √2βn Vj
∣∣∣∣− Vj∣∣∣∣ ≥ n
⋂
{∣∣∣∣√2βn Vj
∣∣∣∣ < 12 , 1 ≤ j ≤ n
}
+ P

n∑
j=1
∣∣∣∣n 1√2β log
∣∣∣∣1 + √2βn Vj
∣∣∣∣− Vj∣∣∣∣ ≥ n
⋂
{∣∣∣∣√2βn Vj
∣∣∣∣ < 12 , 1 ≤ j ≤ n
}c
≤ P

n∑
j=1
∣∣∣∣n 1√2β log
∣∣∣∣1 + √2βn Vj
∣∣∣∣− Vj∣∣∣∣ ≥ n
⋂
{∣∣∣∣√2βn Vj
∣∣∣∣ < 12 , 1 ≤ j ≤ n
}
+ P
 ⋃
1≤j≤n
{∣∣∣∣√2βn Vj
∣∣∣∣ ≥ 12
} .
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On the one hand, since Vj are i.i.d. N(0, 1),
lim sup
n→∞
1
n
logP
 ⋃
1≤j≤n
{∣∣∣∣√2βn Vj
∣∣∣∣ ≥ 12
}(186)
≤ lim sup
n→∞
1
n
log nP
(
|V1| ≥ n
2
√
2β
)
= −∞.
On the other hand, for any |x| < 12 ,
(187) log |1 + x| = log(1 + x) =
∞∑
k=1
(−1)k+1x
k
k
,
and
(188) |log |1 + x| − x| ≤
∞∑
k=2
|x|k
k
≤ x2
∞∑
k=2
1
2k−2
= 2x2.
Therefore,
P

n∑
j=1
∣∣∣∣n 1√2β log
∣∣∣∣1 + √2βn Vj
∣∣∣∣− Vj∣∣∣∣ ≥ n
⋂
{∣∣∣∣√2βn Vj
∣∣∣∣ < 12 , 1 ≤ j ≤ n
}(189)
≤ P
 n∑
j=1
n√
2β
2
(√
2β
n
Vj
)2
≥ n

= P
 n∑
j=1
V 2j ≥
n2
2
√
2β

≤ E
[
e
1
2
V 21
]n
e
− n2
4
√
2β ,
where we used the Chebyshev inequality and the fact that Vj are i.i.d. N(0, 1) and E
[
e
1
2
V 21
]
<
∞. Hence, we have
lim sup
n→∞
1
n
logP
(
n∑
j=1
∣∣∣∣n 1√2β log
∣∣∣∣1 + √2βn Vj
∣∣∣∣− Vj∣∣∣∣ ≥ n
(190) ⋂{∣∣∣∣√2βn Vj
∣∣∣∣ < 12 , 1 ≤ j ≤ n
})
= −∞.
By (186) and (190), we get the desired result. 
8.4. Proofs of the Results in Section 6.
Proof of Theorem 25. Notice that 0 ≤ Yk ≤ q and by the definition of V (n)j , it is easy to check
that
(191) |V (n)j | = n
1√
2β
∣∣∣∣log ∣∣∣∣1 + √2βn Vj
∣∣∣∣∣∣∣∣ ≤ n 1√2β log
(
1 +
2β
n
|Vj |
)
≤ |Vj |.
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Therefore,
E
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 V
(n)
j )Yk
]
(192)
= E
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 V
(n)
j )Yk1
sup0≤x≤1
∣∣∣ 1n∑bxncj=1 V (n)j − 1n∑bxncj=1 Vj∣∣∣<
]
+ E
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 V
(n)
j )Yk1
sup0≤x≤1
∣∣∣ 1n∑bxncj=1 V (n)j − 1n∑bxncj=1 Vj∣∣∣≥
]
≤ E
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 Vj)Yk
]
en
√
2βq
+ E
[
en(log ρ)q+
√
2βq
∑n
j=1 |Vj |1
sup0≤x≤1
∣∣∣ 1n∑bxncj=1 V (n)j − 1n∑bxncj=1 Vj∣∣∣≥
]
.
By Cauchy-Schwarz inequality,
E
[
en(log ρ)q+
√
2βq
∑n
j=1 |Vj |1
sup0≤x≤1
∣∣∣ 1n∑bxncj=1 V (n)j − 1n∑bxncj=1 Vj∣∣∣≥
]
(193)
≤ E
[
e2[n(log ρ)q+
√
2βq
∑n
j=1 |Vj |]
]1/2
P
 sup
0≤x≤1
∣∣∣∣∣∣ 1n
bxnc∑
j=1
V
(n)
j −
1
n
bxnc∑
j=1
Vj
∣∣∣∣∣∣ ≥ 
1/2
= en(log ρ)qE
[
e
√
2βq|V1|
]n/2
P
 sup
0≤x≤1
∣∣∣∣∣∣ 1n
bxnc∑
j=1
V
(n)
j −
1
n
bxnc∑
j=1
Vj
∣∣∣∣∣∣ ≥ 
1/2 .
By Lemma 22, we get
(194) lim sup
n→∞
1
n
logE
[
en(log ρ)q+
√
2βq
∑n
j=1 |Vj |1
sup0≤x≤1
∣∣∣ 1n∑bxncj=1 V (n)j − 1n∑bxncj=1 Vj∣∣∣≥
]
= −∞.
Since it holds for any  > 0, we conclude that
lim sup
n→∞
1
n
logE
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 V
(n)
j )Yk
]
(195)
≤ lim sup
n→∞
1
n
logE
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 Vj)Yk
]
.
Similarly, we can prove that
lim inf
n→∞
1
n
logE
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 V
(n)
j )Yk
]
(196)
≥ lim inf
n→∞
1
n
logE
[
n−1∏
k=0
elog ρYk+(
√
2β
n
∑k
j=1 Vj)Yk
]
.
Hence, from the proof for the Euler-log-Euler scheme, we proved the desired result. 
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8.5. Moments of Sn in the Euler-Log-Euler Scheme. We present here a method for
exact computation of the positive integer moments of the asset price in the Euler-Log-Euler
discretization, which were used for the numerical comparisons in Section 7. This is a simple
modification of the recursion relation presented in Appendix 1 of [24].
Denote the moment as
(197) M (q)n = E[(Sn)q] .
This can be written as follows by evaluating the expectations over εk as
M (q)n = S
q
0E
[
n−1∏
k=0
(
1 + σ0e
ωZk− 12ω2tkεk
√
τ
)q]
(198)
= Sq0E
n−1∏
k=0
[q/2]∑
m=0
σ2m0 τ
m q!
(2m)!(q − 2m)!e
2mωZk−mω2tk
 .
The moment M
(q)
n is given by the following result.
Proposition 29.
(199) M (q)n = S
q
0cq
[q/2](n−1)∑
j=0
b0,qj σ
2j
0 τ
j ,
where cq is defined in (203) and the coefficients b
i,q
j are found by solving the backwards recur-
sion
(200) bi,qj = b
i+1,q
j +
[q/2]∑
m=1
bi+1,qj−2m
(2m)!
q!(2m− q)!e
2m(j−m− 1
2
)ω2ti+1
with initial condition
(201) bn−1,q0 = 1 , b
n−1,q
j = 0 , j ≥ 1 .
Proof. Define the conditional expectation, conditioning on Zi
(202) β
(q)
i (Zi) = E
 n−1∏
k=i+1
[q/2]∑
m=0
σ2m0 τ
m q!
(2m)!(q − 2m)!e
2mωZk−mω2tk
 |Zi
 .
The moment M
(q)
n is expressed in terms of this quantity as M
(q)
n = S
q
0cqβ
q
0(0), with
(203) cq =
[q/2]∑
m=0
q!
(2m)!(q − 2m)!σ
2m
0 τ
m .
By the tower property of conditional expectations we note that the β
(q)
i satisfy the recursion
relation
(204) β
(q)
i (Zi) = E
[q/2]∑
m=0
σ2m0 τ
m q!
(2m)!(q − 2m)!e
2mωZi+1−mω2ti+1
β(q)i+1(Zi+1)|Zi

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with initial condition β
(q)
n−1(Zn−1) = 1 at i = n − 1. The solution of this recursion relation
has the form
(205) β
(q)
i (Zi) =
2[q/2](n−i−1)∑
k=0
bi,qk e
κωZi− 12k2ω2ti .
The result (205) can be proved by induction in i. First, we note that it holds for i = n−2,
as we have by explicit calculation
β
(q)
n−2(Zn−2) = E
[q/2]∑
m=0
σ2m0 τ
m q!
(2m)!(q − 2m)!e
2mωZn−1−mω2tn−1 |Zn−2
(206)
=
[q/2]∑
m=0
σ2m0 τ
m q!
(2m)!(q − 2m)!e
m(2m−1)e2mωZn−2−mω
2tn−2 .
Second, substituting the expression (205), assumed to hold for β
(q)
i+1(Zi+1), into the recur-
sion (204), one finds that the same form (205) holds also for β
(q)
i+1(Zi+1) with coefficients given
by (200). This proves the validity of the result (205), and the recursion relation (204) for the
coefficients bi,qk . Taking i = 0 in the expectation β
(q)
i (Zi) reproduces the moment of the asset
price Sn as given by (199). This concludes the proof of these results.
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