This paper studies the design of complex-valued variable digital filters (CVDFs) and their applications to the efficient arbitrary sample rate conversion for complex signals in software radio receivers. The design of CVDFs using either the minimax or least squares criteria is formulated as a convex optimization problem and solved using the second order cone programming (SOCP) or semidefinite programming (SDP). In addition, linear and convex quadratic inequality constraints can be readily incorporated. Design examples are given to demonstrate the effectiveness of the proposed approach.
I. INTRODUCTION
Variable digital filters (VDFs) [I] are digital filters with controllable spectral characteristics such as variable cutoff frequency, adjustable passband width [2, 3] , controllable fractional delay [4-71, etc . They are useful in arbitrary sample rate changers [8] , digital synchronizers [9] , and other applications involving on-line tuning of frequency characteristics. The least squares design criterion is commonly used to design 10, 11] because it only involves the solution of a system of linear equation. Linear programming technique [3, 7] has also been proposed to design variable digital filters having linear-phase characteristics and minimax design errors. Another method based on semidefinite programming (SDP), which is able to design both linear-phase and low-delay VDFs in either minimax or least square (LS) senses, was briefly discussed in [8] . Most VDFs considered so far have real-valued coefficients. In processing bandpass signals, the baseband signals after frequency down-conversion are usually complex-valued. Therefore, the processing of complex-valued signals using VDFs is of considerable interests, say, in the implementation of software radios or other communication systems.
In this paper, we mainly focus on the complex-valued variable digital filters (CVDFs) design problem, possibly with prescribed number of zeros and peak error constraints in the stopband. Constraints like multiple zeros are desirable in designing sample rate converter in order to suppress the alias components, and the design of wavelet basis. On the other hand, peak error constraints are useful to limit the sidelobe and undesirable peaks in filters with wide unconstrained transition band. Both least squares and minimax design criterion will be considered. As an illustration, we shall formulate these problems as a convex programming problem and solved using second order cone programming (SOCP) [I 2-1 41. Alternatively, another efficient convex optimization tool called semidefinite programming (SDP) [I51 can also be used. The constraints for the prescribed number of zeros are derived through a simple relation between the derivatives of the filter response and its ideal counterpart. This yields a set of linear equality constraints, which are imposed to each subfilter coefficients separately so that these constraints can be satisfied over the entire range of the tuning parameter in the Farrow's structure [4] . Within the SOCP (or SDP) framework, these linear equality and convex quadratic inequality constraints such as peak design error can be integrated together in the optimal design of CVDFs with minimax and LS errors satisfying these constraints. Design results show that the proposed method offers an attractive alternative to traditional design methods because of its optimality, generality and flexibility.
As mentioned earlier, one application of VDFs is to realize SRC, which is an essential component in software radio receivers [ 161. The basic idea of a VDF-based SRC is to provide variable fractional delay in the passband and additional attenuation in the stopband. Therefore, arbitrary sampling rate conversion can be achieved by tuning the control parameter in the Farrow's structure. In this work, the approach in [8] is extended to complex-valued input signals possibly with an asymmetric magnitude and phase characteristics. The proposed CVDF, which has asymmetry frequency response, thus offers greater freedom and flexibility for processing these signals.
The paper is organized as follows: Section I1 is devoted to the problem formulation of CVDFs using either minimax or LS design criteria. Methods for deriving the prescribed number of zeros and peak design error constraints will also be introduced. Design examples, including the design of SRC for complexvalued signals, are given in Section I11 to demonstrate the effectiveness of the proposed approach. Finally, conclusion is drawn in Section IV.
PROBLEM FORMULATION

A. -Complex-valued variable digital filter (VDF) design
In a VDF [2], the desired response Hd(o,+) is a function of a spectral parameter Q (also known as tuning or control parameters). The spectral characteristics of a VDF can therefore be continuously varied by changing $. The impulse response of the VDF under consideration is assumed to be a linear combination of a polynomial basis function of the spectral parameter i$ and subfilter coefficients h,(n), and it is given by:
where 4 is assumed to vary linearly over a finite interval. The z-transform of the polynomial-based VDF is then given by:
where H,(z) = C:=:h,(n)z-" is the I-th FIR subfilter. (2-2) suggests a very useful structure for implementing VDF called the Farrow's structure, which is shown in figure 1. Suppose that the impulse response of the I-th complex subfilter is given by Moreover, by defining the augmented variable x = [ 6 n 7 ] ' , (2-6) can be cast to the standard SOCP problem as follows:
min cTx subject to c'x 2 q , k~ g k , ,
Alternatively, (2-5) can be formulated as a SDP problem [S, 151, which might provide more flexibility but requires a longer design time. For simplicity, only the SOCP formulation is considered below. Instead of using the minimax criterion, the least squares stopband attenuation:
E,, = hW(w,4).IH(e'",4)-H,(e'",~)12dwd4,
can be minimized. The advantage of minimizing E,, is that it can be written as a quadratic function of a: and k = hW(w,q5)IHd(w,4)l'dwdq5. The optimal LS solution is
given by aLs = Q -' p . To formulate (2-12) as a SOCP problem,
one can reformulate it as follows:
where 0, is a D row zero vector. The advantage of formulating the objective function as a convex problem such as SOCP or SDP is that the resulting problem is convex and the optimal solution, if it exists, can be found. In addition, other linear equalities or convex quadratic constraints can easily be incorporated, as we shall illustrate in later sections.
B.
-Imposing multiple zeros in the stopband
As mentioned earlier, it is often required to impose certain constraints on the frequency characteristics when designing digital filters. One commonly encountered constraint is prescribed number of zeros in the stopband, which are desirable in designing sample rate converter in order to suppress the alias components. The following relation between the derivatives of the design response and its ideal counterparts is employed:
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Equating the real and imaginary parts of (2-16), one gets: where The minimization in (2-9) and (2-13) can be solved subject to these linear equality constraints using SOCP. To avoid excessive sidelobe of the LS solution, additional peak constraints can be imposed to the stopband. Let 6, be the peak ripple to be imposed in a frequency band ~E [ W~, W , ] (a collection of frequency bands is also feasible), then the peak error constraint can be written as: 
C. -Peak error and convex quadratic constraints
A = diaglH(e1'u,4)l I 6,, , w E [ w , , q~ , (w.4) E 0 . SI, 2 IIfiIl? ' (2-21)
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After digitizing w and 4 over the range of interest, the resulting constraints on the peak ripples can be augmented to the existing constraints in (2-9) and (2-13) for the minimax and LS criterion respectively.
DESIGN OF COMPLEX SRC
A. -Complex-valued variable digital filter (CVDF) design
The design of programmable SRCs with arbitrary conversion factors was studied in detail by Ramstad [17] . In general, there are two approaches to implement a SRC with different tradeoff between the sampling rate and the hardware complexity. One is to up-sample the input signal by a factor of L, i.e. inserting L -l zeros between successive time samples. This creates L -1 images in the frequency domain, which are then removed by an interpolated filter. If L is sufficiently large, further interpolation with an irrational downsampling ratio can be achieved simply by a low-order interpolator, which is controlled by a tuning parameter and is able to provide rather accurate fractional delays up to a certain frequency, say 0.1 r .
After which, both the amplitude and phase responses deviate considerably from an ideal fractional-delay digital filter (FDDF) [4, 5] . Alternatively, these functions can also be implemented using a VDF [2,1 I] with a control parameter 4 . For modest downsampling ratios, the VDF-based SRC is more efficient than the former approach because its coefficients can be jointly optimized to fulfill the given spectral and fractional-delay specifications [8] . For larger sampling conversion factors, a combination of these approaches can be used.
For complex-valued signals, similar arguments still hold, except that its frequency spectrum is not symmetric about w = 0 . To accommodate this asymmetric spectrum, we assume that the filter coefficients are complex quantities, which can be optimized using the proposed design method. The complex VDF-based SRC has the following ideal frequency response:
where r ( 4 ) = ( N -l ) / 2 -D + 4 is the group delay ofthe VDFbased SRC; D is the delay reduction parameter; ap and ClS are the frequency of interest at the passband and stopband respectively; wpI and U,, ( wTI and os, ) are the passband (stopband) cutoff frequencies. Without loss of generality, we assume that -n < w P l , w S I < 0 , and O<w,,,w,, < K . In the passband of the CVDF, it behaves like a tunable fractional delay digital filter and the tuning parameter 4 is used to provide the required arbitrary fractional delays. In the stopband, it helps to attenuate the undesirable frequency components.
Design Example 1
We now consider the design of complex-valued VDF-based SRCs using the proposed method. All the design problems were solved by the SeDuMi Matlab Toolbox [ 181 on a Pentium 4 PC. Figures 2c and 2d show its frequency and group delay responses so obtained. In exchange for slightly lower performance at the unconstrained frequency bands, the maximum stopband attenuation is now increased to 60 dB, compared to 54.6477 dB for the LS design. The time required is longer than the LS approach, but much lower than that using the minimax approach. Table 1 summarizes the design results in this example. It should be noted that when solving minimax criterion, the design time is rather long since the number of constraints and variables increases exponentially with the dimension of the problem. Same difficulties would be encountered by 2D digital filter design or even 2D VDF design. As a comparison, SDP method is also implemented, and it is noticed from table 1 that much longer computational time is required in the SDP approach with a similar performance. Due to page limitation, details of the SDP formulation and the corresponding design results are omitted for simplicity.
B. -Complex-valued Anti-aliasing lowpass filters In [8] , the multistage decimator is inserted prior to the VDF-based SRC, which is designed to support a downsampling ratio of M , E (1,2), so as to provide larger decimation ratio to the input signals. In order to remove the residue interference, the output of the SRC is fed to an additional anti-aliasing lowpass filter, denoted by LPFf. The overall structure is depicted in figure 3a . It can be seen that the overall downsampling ratio M' is then given by:
where k is the number of the remaining 2-to-I decimators to be selected.
Design Example 2
As an illustration, a two-stage decimator, as shown in figure  3b , is employed so that M' lies between 2 and 16. The target passband deviation and stopband attenuation of the overall SRC are respectively 0.2dB and 60 dB. Also, we assume that the largest possible spectrum of the complex-valued input signal occupy the frequency band, lying in the interval [-0.3n,0.5~] .
Because the magnitude spectrum is asymmetric around the origin (such as in VSB modulation), it might be better to employ a complex SRC to limit unnecessary noise or interference, instead of using a real-valued SRC with bandwidth from [ -0 . 5~, 0 . 5~] . The resulting complex-valued anti-aliasing lowpass filters are designed using the proposed SOCP formulation, simply by setting L = 1 , 4 = 0 and K, = 1 . All these anti-aliasing lowpass filters are designed in minimax sense. The specifications and performances of the anti-aliasing lowpass filters are summarized in Table 2 . Their frequency responses are shown in figure 4 . Together with the CVDF as designed in previous example, the overall SRC gives a passband deviation of 0.194 dB and stopband attenuation of 60.13 dB, as shown in table 3. The frequency responses of the resulting complex-valued SRC with different operating ranges are shown in figure 5 .
V. CONCLUSION
A method for designing complex-valued VDFs (CVDFs) with prescribed flatness and peak error constraints using convex problem has been presented. Optimal minimax and LS design are considered. Design examples using sample rate converters for complex signals in software radio receivers are given to illustrate the effectiveness of the proposed approach. It shows that the proposed method offers more flexibility and good performance in incorporating a wide variety of constraints than conventional methods. 
