Abstract. This note characterizes both boundedness and compactness of a composition operator between any two analytic Campanato spaces on the unit complex disk.
Introduction
On the basis of the works: [15] , [5] , [6, 7] , [8] , [18] , [19] , [17] , [1] , [9, 10] , [12] , [3] , [20, 21, 22] , [13, 14] and [2] , we consider an unsolved fundamental problem in the function-theoretic operator theory, i.e., the socalled composition operator question for the analytic Campanato spaces: Question 1. Let φ be an analytic self-map of D and −∞ < p, q < ∞. What finite (resp. vanishing) property must φ have in order that C φ is bounded (resp. compact) between CA p and CA q ?
In the above and below, D and T respectively represent the unit disk and the unit circle in the finite complex plane C, C φ f = f • φ is the composition of an analytic function f on D with φ, and for p ∈ (−∞, ∞), and CA p denotes the so-called Campanato space of all analytic functions f : D → C with radial boundary values f on T satisfying
where the supremum is taken over all sub-arcs I ⊆ T with |I| being their arc-lengths, and |dζ| = |de iθ | = dθ; f I = |I|
Neededless to say, · CA p cannot distinguish between any two CA p functions differing by a constant, but | f (0)| + · CA p defines a norm so that CA p is a Banach space. Here, it is perhaps appropriate to mention the following p ∈ (3, ∞) Complex constant space C An answer to the boundedness part of Question 1 is the following result.
Theorem 1. Let φ be an analytic self-map of D and (p, q) ∈ [0, 2) × [0, 2).
Then C φ : CA p → CA q is bounded if and only if (1) sup
where
It should be pointed out that (1) is not always true -in fact, we have the following consequence whose (i) with p = q ∈ {0, 1} and (ii) are wellknown; see e.g. [9, 12, 13, 14, 15, 20] .
(ii) If p ∈ (1, 2) then C φ : CA p → CA p is bounded when and only when
Below is a partial answer to the compactness part of Question 1. (1) holds and 
Theorem 2. Let φ be an analytic self-map of
Proof. Using [11, Lemma 2.5], we get the following estimate:
Choosing a = σ b (c), we utilize 1 − |z| − ln |z| to obtain that if p ∈ [0, 2) then
as desired. 
, and ψ is an analytic self-map of D, then
As a consequence of Lemma 1 and (9), we find that if (1) is valid then
and consequently, C φ exists as a bounded operator from CA p into CA q .
For the "only-if" part, recall the so-called Navanlinna counting function of φ:
and the associated change of variable formula:
A combination of (10) and (6) gives that if b = φ(a) then
Now, if C φ : CA p → CA q is bounded, then the test function f b in Lemma 2 is used to imply
and consequently,
as |φ(a)| > s ∈ (0, 1). Note also that the identity map f (z) = z is an element of CA p . Thus, boundedness of C φ : CA p → CA q ensures φ CA q , * < ∞, and consequently, if |φ(a)| ≤ s < 1 then
The above estimates imply (1).
Proof of Corollary 1. (i) Under
, we use the Schwarz lemma for σ φ(0) •φ to deduce that (1) holds for p = q ∈ [0, 1], and so that C φ is bounded on CA p due to Theorem 1. To reach (2), let us begin with the case φ(0) = 0. According to the setting in the argument for Theorem 1, the well-known Littlewood subordination principle and Schwarz's lemma for φ, we have
Next, for the general case let
Then ψ(0) = 0 and thus
Using the previous estimates, we get
(ii) Suppose p ∈ (1, 2). Then (7) yields
so, if C φ is bounded on CA p then (1) holds with p = q due to Theorem 1, and hence (3) holds. Conversely, if (3) is true, then C φ is bounded on A p−1 2 (cf. [9, Theorem A]) and hence bounded on CA p .
Compactness
The arguments for Theorem 2 and Corollary 2 depend on the two basic facts below.
is p-dimensional Hausdorff capacity of E ⊆ T -the infimum is taken over all arc coverings
is the Carleson box based on the arc I ⊆ T taking θ I as its center. In fact, if a = (1 − |I|/(2π))e i(θ I +|I|/4) then a simple computation, along with (6) and − ln |z| ≈ 1 − |z| 2 as |z| ≥ 2 −1 as well as Lemma 1, gives
. This last estimate, along with the following Hardy-Stein identity based estimate (cf. [22, p. 36 
implies the desired estimate.
Proof. Note that
So, it suffices to show that (4) implies
Following [8] , for re iθ ∈ D let
Clearly, J(re iθ ) is the sub-arc of T centered at e iθ . Importantly, [8, Lemma 3] 
Suppose now (4) is valid but (12) is not true. On the one hand, we have that for any ǫ > 0 there is an s ∈ (0, 1) such that (14) 2π
Here we have used the pseudo-hyperbolic distance ρ(z, w) = |σ w (z)| between z, w ∈ D and the following basic estimate
On the other hand, we can select two constants s 0 ∈ (0, 1) and ǫ 0 > 0, points b j ∈ D, and numbers t j ∈ (0, 1) with lim j→∞ t j = 1 such that for any j = 1, 2, ... one has |φ(b j )| ≤ s 0 and
This (15), plus the above-stated lemma on (13), ensures that one can choose sets F j ⊆ E j such that |F j | > 0 and
, then one can take such s that s 0 < s < 1 and (14) is true for |φ • σ b (a)| > s. Assuming t j ≥ s and recalling that the definition of
Of course, this last property is valid for arbitrarily chosen point
and hence (16) and q = 1 are applied to deduce
Since lim j→∞ ρ(t j , s) = 1, it follows from (14) that
a contradiction. In other words, (12) must be true under (4) being valid.
Proof of Theorem 2. Suppose that C φ : CA p → CA q is compact. Of course, this operator is bounded, and thus (1) holds. Choosing b = φ(a), we see that f b defined in Lemma 1 tends to 0 uniformly on compact subsets of D whenever |b| → 1. Thus, lim |b|→1 C φ f b CA p , * = 0. As an immediate by-product of the C-part in the proof of Theorem 1, we have
whence deriving (4). Next, we deal with the converse part of Theorem 2 according to (p, q) ∈ [0, 2) × [1, 1] and (p, q) ∈ (1, 2) × [0, 2). In order to verify that C φ : CA p → CA q is a compact operator, it suffices to check that lim n→∞ C φ f n CA q , * = 0 holds for any sequence ( f n ) ∞ n=1 in CA p with f n CA p , * ≤ 1 and f n → 0 on compact subsets of D as n → ∞. T(n, a, q) ,
, we have to control sup |φ(a)|>s T(n, a, q) and sup |φ(a)|≤s T(n, a, q) from above. To do so, set
Using (9) 
Applying Schwarz's lemma to g n,a or using [6, (3. 
in which |φ(a)| ≤ s and |w| ≤ t have been used. Also, a combination of (9), (1) and q = 1 gives that if
< ∞, and hence from the Cauchy-Schwarz inequality, Lemmas 3-4 and q = 1 it follows that sup |φ(a)|≤s
Consequently, Putting (17) and (18) together, we reach lim n→∞ C φ f n CA q , * = 0. Situation 2 -assume that (1) holds and (4) is valid for (p, q) ∈ (1, 2) × [0, 2). Rewriting
where 2 −1 ≤ r < 1 and
we have to control sup a∈D U(n, a, q, r) and sup a∈D V(n, a, q, r) for an appropriate r ∈ [2 −1 , 1). In the sequel, let b = φ(a). Sub-situation 1 -estimate for sup a∈D U(n, a, q, r). For this, we consider two cases for any given s ∈ (0, 1). 1−q
Putting the above two cases together, we see that for any ǫ ∈ (0, 1) there are two real numbers: r 0 ∈ [2 −1 , 1); s 0 ∈ (0, 1), and a natural number n 0 such that n ≥ n 0 (19) sup
Sub-situation 2 -estimate for sup a∈D V(n, a, q, r). Like Sub-situation 1, two treatments are required. Note that (1) and (4) imply respectively 
Thus, a combination of (20)- (21)- (22) and Hölder's inequality gives Obviously, (19) and (23) give lim n→∞ C φ f n CA q , * = 0.
Proof of Corollary 2. This follows from (7), Theorem 2 and [20, Theorem 1.4 (c)].
