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Abstract Motivated by convex problems with linear constraints and, in par-
ticular, by entropy-regularized optimal transport, we consider the problem
of finding ε-approximate stationary points, i.e. points with the norm of the
objective gradient less than ε, of convex functions with Lipschitz p-th or-
der derivatives. Lower complexity bounds for this problem were recently pro-
posed in [Grapiglia and Nesterov, arXiv:1907.07053]. However, the methods
presented in the same paper do not have optimal complexity bounds. We pro-
pose two optimal up to logarithmic factors methods with complexity bounds
O˜(ε−2(p+1)/(3p+1)) and O˜(ε−2/(3p+1)) with respect to the initial objective resid-
ual and the distance between the starting point and solution respectively.
Keywords Tensor methods · gradient norm · nearly optimal methods
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Although, the idea of using higher order derivatives in optimization meth-
ods is known at least since 1970’s, see [16], recently these methods started
to gain an increased research interest [1–4, 7, 19] in optimization. Before [17]
the main bottleneck was the auxiliary problem of minimizing the regularized
Taylor expansion of the objective, which potentially can be a non-convex prob-
lem. Nesterov showed that an appropriate regularization makes this a convex
problem and proposes an efficient method for solving this subproblem for the
third-order method. This motivated recent research in order to propose opti-
mal high-order methods for convex optimization [5, 6, 11, 12, 15, 20].
In this paper, we consider the following unconstrained convex optimization
problem:
f(x)→ min
x∈Rn
, (1)
where f has p-th Lipschitz-continuous derivative with constant Mp. Contrary
to existing approaches, where the objective is to find an ε-approximate solution
x¯ such that f(x¯)−f∗ ≤ ε, we will focus on the problem of finding approximate
stationary point ‖∇f(x¯)‖∗ ≤ ε.
In [11, 12], the authors proposed a class of near-optimal methods up to a
logarithmic factor for the solution of problems of the class (1) in the general
convex setting and under additional assumption of uniform convexity. In the
latter case, however, computational complexity was expressed in terms of the
initial objective residual or optimality gap f(x0)−f
∗, where x0 is the starting
point. At the same time it is interesting to understand, how the complexity
depends on the initial distance to the solution ‖x0 − x
∗‖. Recently in [14],
the authors proposed a set of methods for problems of the form (1) to find
approximate stationary points. In [14, Theorem 4.2], the authors showed that
in order to find a point x¯ such that ‖∇f(x¯)‖∗ ≤ ε, their proposed method
require O(ε−(p+1)/(p(p+2))) iterations. Such complexity bound does not match
the corresponding lower bounds proposed in [14, Theorem 6.6] and [14, Theo-
rem 6.8], where the number of iterations required to find an ε-approximation
is of the order Ω(ε−2(p+1)/(3p+1)) with respect to the initial functional residual
and Ω(ε−2/(3p+1)) with respect to the initial argument residual. As a related
work, we also mention [4, 7], who study complexity bounds for tensor meth-
ods for finding approximate stationary points in the non-convex setting, thus
being not directly related to our convex setting.
In this paper, we use the framework developed in [11, 12] to propose a
near-optimal method to find an approximate stationary point of a convex
function with high-order smoothness. The bound for our method matches up
to a logarithmic multiplier the lower bound from [14]. Our contributions in
terms of the complexity can be summarized in the Table 1. Besides that we
present a variant of near optimal tensor method for minimization of uniformly
high-order smooth functions with complexity bound depending on the initial
distance to the solution ‖x0 − x
∗‖ as opposed to objective residual in [11].
We also explain, how our methods can be extended to obtain near-optimal
methods for functions with Ho¨lder-continuous high-order derivatives.
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Table 1: Complexity of minimizing the gradient norm.
Property Lower Bound Upper Bound
Initial function residual Ω(ε−2(p+1)/(3p+1)) [14] O(ε−1) [14]
Initial function residual Ω(ε−2(p+1)/(3p+1)) [14] O˜(ε−2(p+1)/(3p+1)) [This paper]
Initial argument residual Ω(ε−2/(3p+1)) [14] O(ε−(p+1)/(p(p+2))) [14]
Initial argument residual Ω(ε−2/(3p+1)) [14] O˜(ε−2/(3p+1)) [This paper]
This paper is organized as follows. We first start in Section 2 with a mo-
tivating example for the problem of finding approximate stationary points
of convex functions. We describe the entropy regularized optimal transport
problem and show that its structure provides a natural justification of ten-
sor methods that exploit the smoothness properties of the corresponding dual
problems. Section3 presents some results from other works, which we use in our
paper. Section 4.1 presents the near-optimal algorithm for finding approximate
stationary points, with respect to the initial objective residual; near-optimal
complexity bounds are shown explicitly. Section 4.2 shows the corresponding
near-optimal algorithm with respect to the initial argument residual; near-
optimal complexity bounds are shown as well. In Section 5 we discuss possible
extensions of the proposed methods, in particular for problems with Ho¨lder-
continuous higher-order derivatives. Section 6 shows some numerical results on
the proposed algorithms for the logistic regression problem and minimization
of ”bad” functions which give the lower bounds for the considered problem
class. Finally, conclusions and future work is presented in Section 7.
1.1 Notation
For p ≥ 1, we denote by ∇pf(x)[h1, ..., hp] the directional derivative of
function f at x along directions hi ∈ R
n, i = 1, ..., p. ∇pf(x)[h1, ..., hp] is
symmetric p-linear form and its norm is defined as
‖∇pf(x)‖2 = max
h1,...,hp∈Rn
{∇pf(x)[h1, ..., hp] : ‖hi‖2 ≤ 1, i = 1, ..., p}
or equivalently
‖∇pf(x)‖2 = max
h∈Rn
{|∇pf(x)[h, ..., h]| : ‖h‖2 ≤ 1, i = 1, ..., p}.
Here, for simplicity, ‖ · ‖2 is standard Euclidean norm, but our algorithm
and derivations can be generalized for the Euclidean norm given by general a
positive semi-definite matrix B. We consider convex, p times differentiable on
R functions satisfying Lipschitz condition for p-th derivative
‖∇pf(x)−∇pf(y)‖2 ≤Mp‖x− y‖2, x, y ∈ R
n. (2)
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Given a function f , numbers p ≥ 1 and M ≥ 0, define
T fp,M (x) ∈ Arg min
y∈Rn


p∑
r=0
1
r!
∇rf (x) [y − x, ..., y − x]︸ ︷︷ ︸
r
+
M
(p+ 1)!
‖y − x‖
p+1
2

 ,
(3)
and given a number L ≥ 0 and point z ∈ Rn, we define
FL,z (x) , f (x) +
L
2
‖x− z‖22 . (4)
2 A motivating example: problems with linear constraints
Let us consider a convex optimization problem with linear constraints
min
x∈Q⊆E
{f(x) : Ax = b} , (5)
where E is a finite-dimensional real vector space, Q is a simple closed convex
set, A is a given linear operator from E to some finite-dimensional real vector
space H , b ∈ H is given, f(x) is a convex function on Q with respect to some
chosen norm ‖ · ‖E on E.
The Lagrange dual problem for (5), written as a minimization problem, is
min
λ∈H∗
{
ϕ(λ) := 〈λ, b〉+max
x∈Q
(
−f(x)− 〈ATλ, x〉
)}
. (6)
We assume that the dual objective is smooth. In this case, by the Demyanov-
Danskin theorem, ∇ϕ(λ) = b−Ax(λ), where
x(λ) := argmin
x∈Q
(
−f(x)− 〈ATλ, x〉
)
.
Proposition 1 (Lemma 1 in [13]) Assume that for some λ
−〈λ,∇ϕ(λ)〉 ≤ εf , ‖ϕ(λ)‖H ≤ εeq.
Then
f(x(λ)) − f∗ ≤ εf , ‖Ax(λ) − b‖H ≤ εeq.
This means that if there is a method for the dual problem, which generates
a bounded sequence of iterates λk and a point λk s.t. the gradient of the dual
objective is small, then, using the relation x(λk) we can reconstruct a nearly
feasible, nearly optimal solution to the primal problem. This is a general moti-
vation for convex optimization methods for minimizing the objective gradient
norm. Moreover, the complexity bound for the dual method directly translates
to the complexity for solving the primal problem without any overhead.
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To further motivate the high-order methods for minimization of the ob-
jective gradient norm, we present a particular example of smooth dual objec-
tive with with high-order Lipschitz derivatives. This example is the Entropy-
regularized optimal transport problem [8, 9]. Next we provide a brief descrip-
tion of the problem and the properties of the dual objective.
Consider two histograms p, q ∈ Σn on a support of size n, where Σn is the
standard simplex. Also, consider a matrix M ∈ Rn×n+ which is symmetric and
accounts to the “cost” of transportation such that Mij is the cost of moving a
unit of mass from bin i to bin j. For example, given support points (xi)1≤i≤n
on the Euclidean space, one can considerMij = ‖xi−xj‖
2
2, which corresponds
to 2-Wasserstein distance. The entropy-regularized optimal transport problem
is defined as:
Wγ(p, q) , min
X∈U(p,q)
〈M,X〉 − γE(X), (7)
where γ ≥ 0 is a regularization parameter, E(X) , −
∑
i,j Xij ln(Xij), and U
is the transport polytope such that,
U(p, q) , {X ∈ Rn×n+ | X1n = p,X
T1n = q}.
It is known that the problem (7) is strongly convex and admits a unique
optimal solution X∗ [9]. If γ = 0 and Mij = ‖xi − xj‖
r, (7) is know as the
r-th power of r-Wasserstein distance between p and q.
A standard way to deal with the optimization problem (7) is to write its
dual.
min
X∈U(p,q)
〈M,X〉+ γ〈X, lnX〉
= min
X∈Σn2
〈M,X〉+max
ξ,η
{
〈ξ, p−X1n〉+ 〈η, q −X
T1n〉
}
= max
ξ,η
{
〈ξ, p〉+ 〈η, q〉 + min
X∈Σn2
{
〈M + ξ1n
T + 1nµ
T + γ lnX,X〉
}}
= max
ξ,η
−γln
n∑
i,j=1
exp
(
−
1
γ
(Mij − ξi − ηj)
)
+ 〈ξ, p〉+ 〈η, q〉 (8)
In this case the explicit dependence of the primal solution from the dual vari-
ables is given by
X(ξ, η) =
diag(e
ξ
γ )e−
M
γ diag(e
η
γ )
e
ξ
γ e−
M
γ e
η
γ
, (9)
where the exponent is applied componentwise to vectors and matrices. We
underline that as opposed to the standard dual problem [8], we consider X
to lie not in Rn×n+ , but rather in the standard simplex of the size n
2, the
latter bein the corollary of the marginal constraints X1n = p, X
T1n = q
since p, q ∈ Σn. This allows us to obtain a high-order smooth dual objective
which has a softmax form. On the contrary, the dual problem in [8] has sum of
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exponents in the dual objective, meaning that the derivatives are not Lipschitz-
continuous.
To show the correspondence to a general primal dual pair of problems (5)–
(6), let us define E = Rn
2
, ‖ · ‖E = ‖ · ‖1, and variable x = vec(X) ∈ R
n2
to be the vector obtained from a matrix X by writing each column of X
below the previous column. Also we set f(x) = 〈M,X〉 + γ〈X, lnX〉, Q =
Σn2 , b
T = (pT , qT ), A : Rn
2
→ R2n defined by the identity (A vec(X))T =
((X1n)
T , (XT1n)
T ), and λT = (ξT , ηT ). We also introduce the Euclidean
norm in the dual space of variables λ. Note that the matrix A has the form
A =


InIn In...
1Tn0
T
n 0
T
n ...
0Tn1
T
n 0
T
n ...
...... ......

 ,
where In is the identity matrix, 0
T
n is the vector of all zeros. Using these
notations, we can write the dual problem (8) as
max
λ
−γln
n∑
i,j=1
exp
(
−
[M −ATλ]ij
γ
)
+ 〈λ, b〉
= max
λ
−smaxγ(A
Tλ−M) + 〈λ, b〉, (10)
where
smaxγ(y) , γ log
(
m∑
i=1
exp(yi/γ)
)
.
More importantly, the following property holds.
Proposition 2 ( [6, Theorem 3.4] ) Let z ∈ Rn, c ∈ Rm and A : Rn →
R
m. Then the function smaxγ(Az − c) is (order 3)
15
γ3 -smooth with respect to
‖ · ‖ATA.
As a corollary, the dual objective in (10) is order 3 15γ3 -Lipschitz-continuous
w.r.t. ‖ · ‖AAT .
We can conclude that minimizing the norm of the gradient of the dual func-
tion provides an estimate for the optimality gap of the corresponding primal
problem, the estimate of the optimal transport cost in this case. Thus, having
a fast method that exploits the high-order smoothness of the dual problem
can provide efficient algorithms for the computation of entropy regularized
optimal transport plans.
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3 Preliminaries
To make the paper more self-contained, in this section we recall the near-
optimal tensor methods for minimization of convex objective functions with
Lipschitz-continupus p-th derivative [11].
Algorithm 1 Near-Optimal Tensor Method [11, Algorithm 1]
Input: u0, y0 — starting points; N — iteration number; A0 = 0
Output: yN
1: for k = 0, 1, 2, . . . , N − 1 do
2: Choose Lk such that
1
2
≤
2(p + 1)Mp
p!Lk
‖yk+1 − xk‖p−12 ≤ 1, (11)
where
ak+1 =
1/Lk +
√
1
/
L2k + 4Ak/Lk
2
, Ak+1 = Ak+ak+1, {note that Lka
2
k = Ak+1}
xk =
Ak
Ak+1
yk +
ak+1
Ak+1
uk, yk+1 = T
F
Lk,x
k
p,pMp
(xk).
3: uk+1 = uk − ak+1∇f(y
k+1)
4: end for
5: return yN
Theorem 1 (Theorem 1 in [11]) Let sequence (xk, yk, uk), k ≥ 0 be gen-
erated by Algorithm 1. Then
f(yk)− f∗ ≤
cMp‖y
0 − x∗‖
p+1
2
k
3p+1
2
, where c =
2
3(p+1)2+4
4 (p+ 1)
p!
.
Moreover, each iteration k requires O
(
ln 1ε
)
oracle calls.
The following lemma is a particular case of Lemma 5.2 in [14] with ν = 1,
θ = 0, and ϕ = 0.
Lemma 1 (Lemma 5.2 in [14]) Let Mp < ∞, M ≥ pMp and let for some
x ∈ Rn
z˜ = T fp,M (x).
Then
f(x)− f(z˜) ≥
1
8(p+ 1)!M
1
p+ν−1
‖∇f(z˜)‖
p+1
p
∗ .
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4 Near-optimal tensor methods for gradient norm minimization
4.1 Near-optimal tensor methods with respect to the initial objective residual
In this section we build up from Algorithm 1 to develop a near optimal
algorithm for which we can provide explicit complexity bounds for the approx-
imation of a stationary point. The obtained oracle complexity bound matches
that of the lower bound presented in [14] up to a logarithmic factor. The basic
assumption is that the starting point x0 satisfies f(x0)− f
∗ ≤ ∆0.
Algorithm 2 Near-optimal algorithm with respect to initial objective residual
1: Input p,Mp,∆0 : f(x0)− f∗ ≤ ∆0, ε.
2: Define:
Mµ = pMp, µ =
ε2
32∆0
, ε˜ =
(ε/2)
p
p+1
8M
1
p
µ (p + 1)!
, fµ(x) = f(x) +
µ
2
‖x− x0‖
2
2.
3: while ∆k ≥ ε˜, where ∆k = ∆0 · 2
−k do
4:
Set ∆k = ∆0 · 2
−k and Nk = max




(
2cMp2
p+1
2
µ
p+1
2
∆
p−1
2
k
) 2
3p+1

 , 1

 . (12)
where c = 2(3(p+1)
2+4)/4(p + 1)/p!.
5: Set zk+1 = y
Nk as the output of Algorithm 1 applied to fµ(x) starting from zk and
run for Nk steps.
6: k = k + 1.
7: end while
8: Find z˜ = T
fµ
p, Mµ
(zk)
9: Output z˜.
Theorem 2 Assume the function f is convex, p times differentiable on R with
Mp-Lipschitz p-th derivative. Let z˜ be generated by Algorithm 2. Then
‖∇f(z˜)‖2 ≤ ε,
and the total number of iterations of Algorithm 1 required by Algorithm 2 is
O
(
M
2
3p+1
p
ε
2(p+1)
3p+1
∆
2p
3p+1
0 + log2
2
4p−3
p+1 ∆0(pMp)
1
p (p+ 1)!
ε
p
p+1
)
.
Moreover, the total oracle complexity is within a O
(
ln 1ε
)
factor of the above
iteration complexity.
Proof By definition of fµ(x):
fµ(x0)− fµ(x
∗
µ) = f(x0)− f(x
∗
µ)−
µ
2
‖x∗µ − x0‖
2
2 ≤ f(x0)− f(x∗) ≤ ∆0,
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Where x∗µ is the minimum of fµ(x). So, for k = 0 we have fµ(zk)−fµ(x
∗
µ) ≤ ∆k.
Let us assume that fµ(zk) − fµ(x
∗
µ) ≤ ∆k and show that fµ(zk+1) −
fµ(x
∗
µ) ≤ ∆k+1. From Theorem 1 applied to fµ(x), since it is µ-strongly convex
and has Mp-Lipschitz p-th derivative, it holds that
fµ(zk+1)− fµ(x
∗
µ) ≤
cMp‖zk − x
∗
µ‖
p+1
2
N
3p+1
2
k
≤
cMp
N
3p+1
2
k
(
2(f(zk)− f
∗)
µ
) p+1
2
≤
cMp
N
3p+1
2
k
(
2∆k
µ
) p+1
2
≤
∆k
2
= ∆k+1. (13)
Thus, fµ(zk)− fµ(x
∗
µ) ≤ ∆k for all k ≥ 0.
According to Lemma 1, we have
fµ(zk)− fµ(z˜) ≥
1
8(p+ 1)!M
1
p
µ
‖∇fµ(z˜)‖
p+1
p
2 . (14)
At the same time, by the stopping criterion in Algorithm 2,
fµ(zk)− fµ(z˜) ≤ fµ(zk)− fµ(x
∗
µ) ≤ ∆k ≤ ε˜. (15)
By the definition of ε˜ and (14), (15), we have that
‖∇fµ(z˜)‖2 ≤
ε
2
. (16)
By definition, fµ is µ-strongly convex and, using (14), we have
µ
2
‖x∗µ − x0‖
2
2 ≤ fµ(x0)− fµ(x
∗
µ) ≤ ∆0, (17)
µ
2
‖z˜ − x∗µ‖
2
2 ≤ fµ(z˜)− fµ(x
∗
µ) ≤ fµ(zk)− fµ(x
∗
µ) ≤ ∆0. (18)
Applying triangle inequality to the sum of (17) and (18), we get
µ
2
‖z˜ − x0‖
2
2 ≤ µ
(
‖x∗µ − x0‖
2
2 + ‖z˜ − x
∗
µ‖
2
2
)
≤ 4∆0,
and
‖z˜ − x0‖2 ≤ 2
√
2∆0
µ
.
By definition of µ in Algorithm 2, we have
µ‖z˜ − x0‖2 ≤ µ · 2
√
2∆0
µ
= 2
√
2µ∆0 =
ε
2
. (19)
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Finally, according to the definition of fµ, (16), (19) and triangle inequality,
we get
‖∇f(z˜)‖2 ≤ ‖∇fµ(z˜)‖2 + µ‖z˜ − x0‖2 ≤
ε
2
+
ε
2
= ε.
It remains to bound the total number of steps of Algorithm 1. Denote
c˜ =
(
2c2
p+1
2
) 2
3p+1
.
k∑
i=0
Ni ≤ c˜
M
2
3p+1
p
µ
p+1
3p+1
k∑
i=0
(∆0 · 2
−i)
p−1
3p+1 + k ≤ c˜
M
2
3p+1
p
µ
p+1
3p+1
∆
p−1
3p+1
0 ·
k∑
i=0
2−i
p−1
3p+1 + k
≤ 2c˜
M
2
3p+1
p
µ
p+1
3p+1
∆
p−1
3p+1
0 + log2
∆0
ε˜
= O
(
M
2
3p+1
p
ε
2(p+1)
3p+1
∆
2p
3p+1
0 + log2
2
4p−3
p+1 ∆0(pMp)
1
p (p+ 1)!
ε
p
p+1
)
(20)
According to Theorem 1, the total number of oracle calls is within the O
(
ln 1ε
)
factor from the number of iterations of Algorithm 1. This completes the proof.
⊓⊔
4.2 Near-optimal tensor methods with respect to the initial variable residual
In this section we build up from Algorithm 1 to develop a near optimal
algorithm for which we provide explicit complexity bounds for the approxi-
mation of a stationary point. The obtained oracle complexity bound matches
that of the lower bound presented in [14] up to a logarithmic factor. The basic
assumption is that the starting point x0 satisfies ‖x0 − x∗‖2 ≤ R.
Theorem 3 Assume the function f is convex, p times differentiable on Rn
with Mp-Lipschitz p-th derivative. Let z˜ be generated by Algorithm 3. Then
‖∇f(z˜)‖2 ≤ ε (22)
and the total number of iterations of Algorithm 1 required by Algorithm 3 is
O
(
M
2
3p+1
p R
2(p−1)
3p+1
ε
2
3p+1
+ log
2
p
p+1 (p+ 1)!(pMp)
1
p
ε
1
p+1
)
.
Moreover, the total oracle complexity is within a O
(
ln 1ε
)
factor of the above
iteration complexity.
Proof By definition of fµ(x), we have
f(x∗µ)+
µ
2
‖x∗µ−x0‖
2
2 = fµ(x
∗
µ) ≤ fµ(x
∗) = f(x∗)+
µ
2
‖x∗−x0‖
2
2≤ f(x
∗
µ) +
µ
2
‖x∗ − x0‖
2
2.
Hence, ‖x∗µ−x0‖
2
2 ≤ ‖x
∗−x0‖
2
2 ≤ R
2. So, for k = 0 we have ‖x∗µ− zk‖2 ≤ Rk.
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Algorithm 3 Near-optimal algorithm with respect to initial argument resid-
ual
1: Input Mp, x0, R : ‖x∗ − x0‖22 ≤ R, ε.
2: Define:
Mµ = pMp, µ =
ε
4R
, ε˜ =
(ε/2)
p
p+1
8(p + 1)!M
1
p
µ
, fµ(x) = f(x) +
µ
2
‖x− x0‖
2
2, z0 = x0, k = 0.
3: while µR2k/2 ≥ ε˜ where Rk = R · 2
−k do
4:
Set Rk = R · 2
−k and Nk = max
{⌈(
8cMpR
p−1
k
µ
) 2
3p+1
⌉
, 1
}
, (21)
where c = 2(3(p+1)
2+4)/4(p + 1)/p!.
5: Set zk+1 = y
Nk as the output of Algorithm 1 applied to fµ(x) starting from zk and
run for Nk steps.
6: k = k + 1.
7: end while
8: Find z˜ = T
fµ
p, Mµ
(zk)
9: Output z˜.
Let us assume that ‖x∗µ − zk‖2 ≤ Rk and show that ‖x
∗
µ − zk+1‖2 ≤ Rk+1.
From Theorem 1 applied to fµ(x), since it is µ-strongly convex and has Mp-
Lipschitz p-th derivative, it holds that
µ
2
‖zk+1−x
∗
µ‖
2
2 ≤ fµ(zk+1)−fµ(x
∗
µ) ≤
cMp‖zk − x
∗
µ‖
p+1
2
N
3p+1
2
k
≤
µ(Rk/2)
2
2
=
µR2k+1
2
.
Thus, ‖zk+1 − x
∗
µ‖2 ≤ Rk+1, fµ(zk)− fµ(x
∗
µ) ≤
µR2k
2 for all k ≥ 0.
From Lemma 1, we have
fµ(zk)− fµ(z˜) ≥
1
8(p+ 1)!M
1
p
µ
‖∇fµ(z˜)‖
p
p+1
2 . (23)
At the same time,
fµ(zk)− fµ(z˜) ≤ fµ(zk)− fµ(x
∗
µ) ≤
µR2k
2
≤ ε˜
by the stopping criterion of the algorithm. Combining these two inequalities
and from the choice of ε˜ we get that
‖∇fµ(z˜)‖2 ≤
ε
2
.
From (23) we also have that
µ
2
‖z˜−x∗µ‖
2
2 ≤ fµ(z˜)−fµ(x
∗
µ) ≤ fµ(zk)−fµ(x
∗
µ) ≤
µR2k
2
=
µ
2
(R ·2−k)2 ≤
µR2
2
.
Thus, ‖z˜ − x∗µ‖2 ≤ R. Hence, ‖z˜ − x0‖2 ≤ ‖z˜ − x
∗
µ‖2 + ‖x
∗
µ − x0‖2 ≤ 2R.
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Finally, from our choice of µ
‖∇f(z˜)‖2 ≤ ‖∇fµ(z˜)‖2 + µ‖z˜ − x0‖2 ≤
ε
2
+ µ · 2R ≤ ε. (24)
It remains to estimate the number of iterations of the Algorithm 1. Sum-
ming up the number of operations Ni, i = 0, ..., k, we obtain
k∑
i=0
Ni ≤
k∑
i=0
[(
8cMpR
p−1
i
µ
) 2
3p+1
+ 1
]
=
(
8cMpR
p−1
µ
) 2
3p+1
k∑
i=0
2
−2i(p−1)
3p+1 + k
≤ 2
(
8cMpR
p−1
µ
) 2
3p+1
k∑
i=0
2
−2i(p−1)
3p+1 +
1
2
log2
µR2
2ε˜
= O
(
M
2
3p+1
p R
2(p−1)
3p+1
ε
2
3p+1
+
1
2
log
2
p
p−1 (p+ 1)!M
1
p
p
ε
1
p+1
)
.
According to Theorem 1, the total number of oracle calls is within the O
(
ln 1ε
)
factor from the number of iterations of Algorithm 1. This completes the proof
⊓⊔
5 Extensions
Let us discuss possible extension of the proposed methods. One straight-
forward generalization is a near-optimal method for minimizing the norm of
objective with Ho¨lder-continuous gradient, i.e., for some ν ∈ [0, 1] satisfying
‖∇pf(x)−∇pf(y)‖2 ≤Mp,ν‖x− y‖
ν
2 , x, y ∈ R
n.
The idea is to combine near-optimal tensor method for minimization of func-
tions with Ho¨lder-continuous p-th derivatives [18] with Lemma 5.2 in [14] for
general ν. This approach allows to obtain complexity bounds which, up to a
logarithmic and constant factors coincide with the lower bounds in [14]. We
defer the exact derivations to the next version of the paper.
Another possible extension is inexact solution of the auxiliary subproblems
and implementing adaptation to the constant Mp,ν [14]. Importantly, the ba-
sic Algorithm 1 is adaptive to Mp. Nevertheless, to apply the regularization
technique with parameter µ we need to know the parameter Mp. Thus, it is
desirable to overcome this drawback.
6 Numerical analysis
In this section, we present a number of simulations for the proposed near-
optimal tensor method. Particularly, we implement Algorithm 2 for the logistic
regression problem on both synthetic and real data sets. Also, we show the
performance of the Algorithm 2 on a family of functions recently described
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as are difficult for all tensor methods [17]. We focus on the case where p = 3
for which we have efficient methods for the solution of the auxiliary subprob-
lem [17, Section 5]. Finally, we present the performance results for the entropy
regularized optimal transport problem.
6.1 Logistic Regression
For the logistic regression problem, we are given a set of d data pairs
{yi, wi} for 1 ≤ i ≤ d, where yi ∈ {1,−1} is the class label of object i, and
wi ∈ R
n is the set of features of object i. We are interested in finding a vector
x that solves the following optimization problem
1
d
d∑
i=1
ln
(
1 + exp
(
−yi〈wi, x〉
))
→ min
x∈Rn
. (25)
Figure 1 shows the gradient norm of the logistic regression function at the
points generated by Algorithm 2. Initially, we show the results for synthetic
data where d = 100 and n = 10. We focus on showing the results for different
values of ε. We count as iterations each of the iterations of Algorithm 1 [11,
Algorithm 1] in Line 3. For implementation simplicity in addition to the Nk
upper bound of each of the iteration sin Line 3, if the gradient is not longer
decreasing we apply the restarting after 500 iterations.
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Fig. 1: Gradient norm at the interations generated by Algorithm 2 on synthetic
data for various values of ε .
Figure 2 shows the gradient norm of the logistic regression function at
the points generated by Algorithm 2. In this case, we use the Mushroom, A9A,
Covertype and IJCNN1 datasets from [10] with a fixed value of ε = 1 · 10−5.
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Fig. 2: Gradient norm at the interations generated by Algorithm 2 on real
data sets from [10] with ε = 1 · 10−5.
6.2 A family of difficult functions
Next, we analyse the performance of the proposed algorithm on an univer-
sal parametric family of objective functions, which are difficult for all tensor
methods [14, 17] defined as
fm(x) = ηp+1 (Amx) − x1, (26)
where, for integer parameter p ≥ 1, ηp+1(x) =
1
p+1
n∑
i=1
|xi|
p+1, 2 ≤ m ≤ n,
x ∈ Rn, Am is the n× n block diagonal matrix:
Am =
(
Um 0
0 In−m
)
, with Um =


1 −1 0 . . . 0
0 1 −1 . . . 0
...
...
. . .
...
0 0 . . . 1 −1
0 0 . . . 0 1

 , (27)
and In is the identity n×n-matrix. For a detailed description of the high-order
derivatives of this class of functions, and its optimality properties see [17].
Finally, Figure 3 shows the performance results of Algorithm 2 on the
family of functions in (26) with p = 3 and various values of parameters m = n
with ε = 1 · 10−5.
7 Conclusions
In this paper we consider the problem of minimization of the gradient norm
of a convex objective with Lipschitz-continuous p-th derivative. We motivate
Near-optimal tensor methods for minimizing gradient norm 15
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Fig. 3: Gradient norm at the interations generated by Algorithm 1 on the
family of functions in (26) with p = 3 and various values of parameters m = n
with ε = 1 · 10−5.
this problem by minimization problems with linear constraints and, in par-
ticular, by Entropy-regularized optimal transport. We propose two algorithms
together with their complexity bounds which up to a logarithmic factor co-
incide with existing lower bounds. Finally, we present preliminary numerical
experiments to illustrate the practical performance of the algorithms.
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