A new class of explicit Euler-type schemes, which approximate stochastic differential equations (SDEs) with superlinearly growing drift and diffusion coefficients, is proposed in this article. It is shown, under very mild conditions, that these explicit schemes converge in probability and in L p to the solution of the corresponding SDEs. Moreover, rate of convergence estimates are provided for strong and almost sure convergence. In particular, the strong order 1/2 is recovered in the case of uniform L p -convergence.
Introduction
Motivated by the work of [10] and [5] on explicit Euler-type schemes which approximate (in an L p sense) SDEs with superlinearly growing drift coefficients, the author extends the techniques developed in [10] and [3] to obtain, under very mild assumptions, convergence results also for the case of superlinearly growing diffusion coefficients. For an extensive and up to date literature review on Euler approximations, one can consult [5] and [4] , where it is demonstrated that the implementation of implicit schemes requires significantly more computational effort than this new generation of explicit Euler-type approximations. Thus, the focus of this work is solely on explicit methods. For implicit methods, one can consult [9] and the references therein. In order to highlight the progress made in this article with comparison to the latest developments in the field, namely [4] and [11] , the following example is presented; consider a nonlinear (ddimensional) SDE which is given by dX t = λX t (µ − |X t |)dt + ξ|X t | 3/2 dW t with initial condition X 0 ∈ R d , where λ, µ and all elements of the vector X 0 are positive constants. Moreover, ξ ∈ R d×d 1 is a positive definite matrix and {W (t)} t≥0 is a d 1 -dimensional Wiener martingale. This SDE is chosen since its one-dimensional version is the popular 3/2-model in Finance, see for example [1] and the references therein, which is used for modelling (non-affine) stochastic volatility processes and for pricing VIX options.One then further observes that the coercivity and monotonicity conditions, which are given in A-4 and A-6 below, are satisfied with p 0 = λ+|ξ| 2 |ξ| 2 (for more details see Appendix). Due to Theorem 2 below, one obtains convergence results in L 2 (or more generally in L p ) with order 1/2 even when p 0 is relatively small. Consider for example the case p 0 = 8; then, the explicit Euler-type scheme in Theorem 2 below converges to the true solution of the above SDE in L 2 with order 1/2, whereas the authors in [4] are able to show L p -convergence (without rate) of their explicit schemes only for p < 0.83 (see section 4.10.3 in [4] ). Also, the findings in [11] , see Lemma 3.1 in [11] , do not produce the required moment bounds for the above case and thus, no statement can be made about the convergence of their explicit numerical scheme in L 2 . To further highlight the advantages of the proposed approximation methods hereunder, it is noted that, to the best of the author's knowledge, Theorem 1 presents optimal L p -convergence results of explicit Euler-type schemes under the most general assumptions on the coefficients (which do not require the use of Lyaponov-type functions). Furthermore, Theorem 3 presents uniform L pconvergence results with order 1/2. The author is not aware of any other such results for the case of explicit Euler-type approximations to SDEs with superlinearly growing diffusion coefficients. This section concludes by introducing some basic notation. The norm of a vector x ∈ R d and the Hilbert-Schmidt norm of a matrix A ∈ R d×m are respectively denoted by |x| and |A|. The transpose of a matrix A ∈ R d×m is denoted by A T and the scalar product of two vectors x, y ∈ R d is denoted by xy. The integer part of a real number x is denoted by [x] . Moreover, L p = L p (Ω, F, P) denotes the space of random variables X with a norm X p := E |X| p 1/p < ∞ for p > 0. Finally, B(V ) denotes the σ-algebra of Borel sets of a topological space V .
Main Result
Let (Ω, {F t } t≥0 , F, P) be a filtered probability space satisfying the usual conditions, i.e. the filtration is increasing, right continuous and complete. Let {W (t)} t≥0 be a d 1 -dimensional Wiener martingale. Furthermore, it is assumed that b(t, x) and σ(t, x) are B(R + ) ⊗ B(R d )-measurable functions which take values in R d and R d×d 1 respectively. For a fixed T > 0, let us consider an SDE given by
with initial value X(0) which is an almost surely finite F 0 -measurable random variable. Let p 0 ∈ [2, ∞) be a positive constant. We consider the following conditions.
A-2. For every R ≥ 0, there exists a constant N R such that
A-3. For every R > 0, there exists a positive constant L R such that, for any t ∈ [0, T ],
for all |x|, |y| ≤ R.
A-4.
There exists a positive constant K such that,
Remark 1. Due to A-2 and A-4, for every R ≥ 0, there exists a constant
Furthermore, for every n ≥ 1, the following numerical scheme is defined
with the same initial value X(0) as equation (1), where b n (t, x) and σ n (t, x) are B(R + ) ⊗ B(R d )-measurable functions which take values in R d and R d×d 1 respectively and κ n (t) := [nt]/n. The following conditions are considered.
B-2. There exists an α ∈ (0, 1/2] and a constant C such that, for every n ≥ 1 ,
for any t ∈ [0, T ] and x ∈ R d .
B-3.
There exists a positive constant K such that, for every n ≥ 1,
Remark 2.
Note that the set of sequences of functions which satisfy B-1-B-3 is non-empty. In order to see this, one considers -Model 1:
and
for any t ∈ [0, T ], x ∈ R d and n ≥ 1. One observes immediately that B-2 is satisfied, and furthermore that, due to A-4, B-3 is also satisfied. One also observes that, for every R ≥ 0,
which tends to 0 as n → ∞, due to A-2. Similarly, one obtains the same result for the diffusion coefficients so as to show that B-1 holds.
Finally, for every n ≥ 1, one deduces immediately that b n (t, x) and σ n (t, x) are B(R + ) ⊗ B(R d )-measurable functions which take values in R d and R d×d 1 respectively.
Remark 3. Note that due B-2, for each n ≥ 1, the norm of b n and of σ n are bounded functions of t and x and that guarantees the existence of a unique solution to (2) . Moreover, it guarantees along with A-5 that for each n ≥ 1, all moments exist, i.e.
for any p > 0. Clearly, one cannot claim at this point that any of these bounds is independent of n.
The main results of this paper follow. 
If one then moves from local to global monotonicity conditions and considers coefficients which have at most polynomial growth, one considers the following condition:
A-6. There exist positive constants l and L such that, for any t ∈ [0, T ],
Remark 4. The constant, denoted by p 0 , which appears in A-3/A-6 and A-4 is not in general the same in both equations. However, for economy of argument, we denote the minimum of these two values as p 0 (e.g., see Appendix).
Remark 5. One observes that if A-2, A-4 and A-6 hold, then
for any t ∈ [0, T ] and x ∈ R d , where N is a positive constant. Similarly, one calculates
Remark 6. Note that A-6 and Remark 5 allow us to specify another model which satisfies B-1-B-3 and for which it is easy to verify that all its moments (up to p 0 ) are bounded. However, it offers a somewhat more restrictive condition for L p convergence. Consider -Model 2:
for any t ∈ [0, T ], x ∈ R d and n ≥ 1. One then observes that B-2 is satisfied due to (9) and (10), and furthermore that, due to A-4, B-3 is also satisfied. One also observes that, for every R ≥ 0,
as n → ∞, due to (9) . Similarly, one obtains the same result for the diffusion coefficients so as to show that B-1 holds.
Let p * 0 be the largest even number which is smaller than or equal to p 0 . In order to ease the notation, the following condition is introduced:
p -condition. One of the following two cases holds true:
(Model 2) The coefficients b n and σ n are given by equations (11) and (12) 
and l ≤ p 0 − 2.
(Model 1) The coefficients b n and σ n are given by equations (6) and (7) with α = 1/2 and either
One then can recover the optimal rate of (strong) convergence for Euler approximations.
Theorem 2. Suppose A-2, A-4-A-6 and the p -condition hold, then the numerical scheme (2) converges to the true solution of SDE (1) in L p -sense with order 1/2, i.e.
where C is a constant independent of n.
For somewhat smaller values of p, one can obtain similar results in the case of uniform L p convergence.
Theorem 3. Suppose A-2, A-4-A-6 and the p -condition hold, then the numerical scheme (2) converges to the true solution of SDE (1) in uniform L q -sense with order 1/2, i.e.
where C is a constant independent of n, for all q < p.
Note that l = 0 is excluded from the above statements since it refers to the case where coefficients can grow at most linearly and for which there exist optimal results.
Convergence in probability and moment bounds
One first notes the following result which along with the relevant moment bounds of the numerical scheme (2) suffice for the proof of Theorem 1.
Theorem 4.
Suppose conditions A-1-A-4 and B-1 hold. Then, the numerical scheme (2) converges to the true solution of SDE (1) in probability, i.e.
Proof. This is a direct consequence of Theorem 4.1 in [3] .
Lemma 1. Consider the numerical scheme (2) and let B-2 hold. Then, for any p > 0 and
and sup
where C is a positive constant independent of n. Moreover, if A-2, A-4-A-6 and B-2 hold and
for some q ≥ 2, then for any p ≤
where C is a positive constant independent of n.
Proof. In order to prove (15), one immediately writes for p ≥ 2
, and thus, due to Hölder's inequality,
One then observes that, due to B-2,
where here and below C is a generic positive constant independent of n. Substituting (21) and (22) in (20) yields (15). Thus, (16) follows trivially due to B-2. Thus, one could improve estimate (22) by using assumption (17) and estimate (10) to obtain that
which implies immediately (18) and (19).
Lemma 2. Consider the numerical scheme (2) and let A-5, B-2 and B-3 hold, then for some
Proof. The application of Itô's formula yields
Moreover, one calculates
where C is a positive general constant independent of n. Thus, due to (24), B-3, (8) and (25), for any t ∈ [0, T ],
where the positive general constant C is independent of n. One then observes that the application of Gronwall's lemma yields the desired result.
One can then observe, see lemma below, that if we only allow α in B-2 to belong to (0, 1/4], instead of (0, 1/2], then uniform (in time) bounds can be obtained for all moments of the numerical scheme (2) up to the p 0 -th.
Lemma 3.
Suppose that A-1-A-5, B-2 with α ∈ (0, 1/4] and B-3 hold, then for every
where the constant
Proof. It is well known from the classical literature that the result
holds for every p ≤ p 0 when A-1-A-5 hold. One could consult, for example, [7] for more details or just observe that the application of Itô's formula to |X(t)| p 0 , along with A-4, A-5 and the application of Gronwall's and Fatou's lemmas yields the desired result. Furthermore, due to B-2, B-3 and Remark 3, one obtains on the application of Itô's formula
and thus, due to Young's inequality,
due to (16) since α ∈ (0, 1/4] and (8) . The application of Gronwall's lemma yields the desired result.
Model 2
We begin with the study of Model 2, i.e. the numerical scheme (2) with coefficients (11) and (12), as it is considerably easier to obtain a uniform (in time) bound for its p 0 -th moment in comparison with Model 1 and with no restriction on l and d.
Lemma 4. Consider the numerical scheme (2) with coefficients given by (11) and (12) with α = 1/2. Let also A-2, A-4 and A-6 hold. Then, for any p > 0,
Proof. For every t ∈ [0, T ], one calculates
Then, one observes that for any t, r ∈ [0, T ] and
Using (30) into (29), one obtains the desired result (28).
Lemma 5. Consider the numerical scheme (2) with coefficients given by (11) and (12) with α = 1/2. Let also A-2 and A-4-A-6 hold true. Then, for every p ≤ p 0
Proof. On the application of Itô's formula to |X n (t)| p 0 , one obtains the same estimate as (27) due to Lemma 4. The application of Gronwall's lemma completes the proof.
Model 1
The following lemma is used for the derivation of moment bounds in the case where the coefficients of the numerical scheme (2) are given by (6) and (7) and B-2 holds true with α = 1/2.
Lemma 6. Consider the numerical scheme (2) with coefficients given by (6) and (7) with α = 1/2. Let p and m be two positive numbers such that m + p ≤ p 0 . Suppose A-2, A-4 and A-6 with l ∈ [m/p, 2m/p] hold and sup
Proof. First, one observes that
and notes that the first term of the sum is bounded due to B-2. Thus in order to prove this Lemma, it suffices to prove that the second term is also bounded. Thus,
and one calculates, for any γ ∈ [0, p/2],
• case 0 < p < 2:
where C is a generic positive constant (always independent of n and t).
Thus, due to (34), one obtains for any β ∈ [0, p],
Then, one observes that the following equations should be satisfied
The solution is given by
Lemma 7. Consider the numerical scheme (2) with coefficients given by (6) and (7) with α = 1/2. Suppose that A-2, A-4, A-5 and A-6 with l ∈ (0, 2) hold, then for some
for every p ≤ p 0 .
Proof. First one observes that estimate (23), i.e. E|X n (u)| qr < C knowing, of course, that the above assumption holds when r = 0 (which is the initial condition of the inductive argument followed here) due to (37). Then, Itô's formula yields
and thus, due to Young's inequality, B-3, (37), (33) with p := q r+1 2 = 1 + r + 1 2 ǫ and m := q r − q r+1 2 = 1 + r − 1 2 ǫ and (8), for any t ∈ [0, T ],
and thus, the application of Gronwall's lemma, for the case l ∈ [f (r), 2f (r)], yields
where
for r ≥ 0, due to Lemma 6. Moreover, one simply observes that by repeating the inductive step, one proves that the moment bound (39) is true for q r 0 = p 0 . One also observes that f (r) < f (r + 1) for all r ≥ 0 and thus
yields the desired result, i.e. l ∈ [1, 2), as ǫ becomes infinitesimally small.
-Case l ∈ [2 −(k+1) , 2 −k ]: Let r and k be nonnegative integer numbers and r 0 > 1 be the integer number such that, for given p 0 > 2 and k,
Let us define q r := 2 r−r 0 p 0 (2 −(k+1) + 1) r 0 −r and observe that 0 < q 0 ≤ 2. Then, one applies the same inductive argument as above to obtain (39), for a fixed k, but with the redefined q r and
Thus, one deduces that
One dimensional case
Lemma 8. Consider the numerical scheme (2) with coefficients given by (6) and (7) with α = 1/2 when d = d 1 = 1. Suppose A-2, A-4 and A-6 hold. If for some even number p ∈ {2, . . . , p * 0 }, sup
Proof. One calculates for
Due to (40),
where C is a positive general constant independent of n. If p = 2, one observes immediately that J n (T ) = 0 and thus (41) is true due to (43) and (42). Furthermore, if for some even number p ∈ {4, . . . , p * 0 } condition (40) holds, then one observes the following recursive relationship for m ∈ {1, . . . ,
In order to see this, one uses Itô's formula for
One observes that
which, due to the fact that for every
yields that the second term of the sum of expectations in (45) is a multiple of J m+1
Furthermore, one calculates
and thus the third term of the sum of expectations in (45) is a multiple of A m+1 n (T ) + I m+1 n (T ) + J m+1 n (T ). Thus, from (45), one obtains due to (46) and (47) the desired estimate (44). Summing up the relevant terms yields
since J p/2 n (T ) = 0 and, for any m ∈ {1, . . . , (p − 2)/2},
due to B-3, Young's inequality and (40),
due to (4), (22) and Hölder's inequality, and (4) and (40). Thus (41) is true due to (43), (48) and (42).
Remark 7.
Observe that in the multidimensional case, the term A m+1 n (T ) is replaced by
and thus B-3 can not be used in order to obtain (49).
Lemma 9. Consider the numerical scheme (2) with coefficients given by (6) and (7) with α = 1/2 when d = d 1 = 1. Suppose A-2 and A-4-A-6 hold. Then, for some
for every p ≤ p * 0 .
Proof. In order to prove (51), an inductive argument is used below. Recall first that p * 0 is the largest even number which is smaller than or equal to p 0 . Then one notes (23) from Lemma 2. This leads to the observation that (41) from Lemma 8 holds true for p = 4 provided that p * 0 ≥ 4, otherwise we need not to proceed any further than (23) in order to obtain (51). Thus, for p = 4 one applies Itô's formula to obtain, for any t ∈ [0, T ],
and thus, due to Young's inequality, B-3, (23), (41) and (8), for any t ∈ [0, T ],
which implies,
where the positive general constant C is independent of n. The application of Gronwall's lemma yields
. Thus, (41) from Lemma 8 holds true for p = 6 provided that p * 0 ≥ 6, otherwise we need not to proceed any further than (52) in order to obtain (51). One could then apply Itô's formula as above for p = 6. By repeating the same procedure, one obtains (by induction) the desired result (51).
Proof of Main Results

L p -convergence
Proof of Theorem 1. This is now a direct consequence of Theorem 4 and Lemma 3.
Lemma 10. Consider the numerical scheme (2). Suppose A-2, A-4-A-6 and the p -condition hold. Then,
Proof. One immediately observes that, due to (9), (10), (11) and (12)
which implies (53) due to Lemma 5 and the assumption that p ≤ p 0 5l/2+3 (see p -condition). Similarly, one observes that, due to (9), (10), (6) and (7)
which implies (53) due to either Lemma 9 and the assumption that p ≤ p * 0 2(l+1) or Lemma 7 and the assumption that p ≤ p 0 2(l+1) (see p -condition). Note once again that the generic positive constant C is independent of n. One applies the same technique in order to obtain (54).
Proof of Theorem 2. One considers first, for every n ≥ 1 and t ∈ [0, T ],
and α n (t) := σ(t, X(t)) − σ n (t, X n (κ n (t)))
to obtain
One then observes
One further observes that 
Furthermore, by taking into consideration (57), (59), Remark 3 and (54), one obtains that
due to the application of Young's inequality. Note that
due to B-2, Hölder's inequality, (10) and that 2p < p 0 and (l+2)p < p 0 (or 2p < p * 0 and (l+2)p < p * 0 when we consider the Model 1 with d = d 1 = 1) due to the p -condition. Moreover, which implies that
The above estimate is also true if p = 2, since it is an immediate consequence of (62). Moreover, one calculates
|σ(s, X(κ n (s))) − σ n (s, X n (κ n (s)))| p dt ≤ Cn Thus, the monotonicity condition in A-6
2(x − y)(b(t, x) − b(t, y)) + (p 0 − 1)|σ(t, x) − σ(t, y)| 2 ≤ L|x − y| 2 is satisfied with p 0 ≤ λ+|ξ| 2 |ξ| 2 and L = 2λµ, due to (A-1) and (A-2), for all x, y ∈ R d . Thus, the maximum value which p 0 can take in order to satisfy both conditions (coercivity and monotonicity) is for all x, y ∈ R d , to obtain that l = 1 in A-6.
