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Abstract
We develop an approach to Khovanov homology of knots via gauge theory (previous
physics-based approaches involved other descriptions of the relevant spaces of BPS
states). The starting point is a system of D3-branes ending on an NS5-brane with a
nonzero theta-angle. On the one hand, this system can be related to a Chern-Simons
gauge theory on the boundary of the D3-brane worldvolume; on the other hand, it
can be studied by standard techniques of S-duality and T -duality. Combining the two
approaches leads to a new and manifestly invariant description of the Jones polynomial
of knots, and its generalizations, and to a manifestly invariant description of Khovanov
homology, in terms of certain elliptic partial differential equations in four and five
dimensions.
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1 Introduction
1.1 Knot Polynomials
The Jones polynomial [1, 2] associates to a knot K in Euclidean three-space R3 (or in a
three-sphere S3) a Laurent polynomial J (q;K) in a single variable q. The coefficients in
this Laurent polynomial are integers. Some further details are explained below.
The Jones polynomial – and its many generalizations which are also Laurent polynomi-
als with integer coefficients – can be constructed in a variety of ways from two-dimensional
mathematical physics. The key ingredients include lattice statistical mechanics, Yang-Baxter
equations, conformal field theory, and braid group representations [3–8]. These constructions
are very efficient for computing the knot polynomials, demonstrating their topological in-
variance, and showing that they indeed are Laurent polynomials with integer coefficients.
However, such constructions do not make manifest the three-dimensional symmetry of
the Jones polynomial. For this purpose, three-dimensional quantum gauge theory with a
Chern-Simons action [9–11] turns out to be useful. The Chern-Simons action for a gauge
theory with gauge group1 G and gauge field A on an oriented three-manifold W can be
1In this paper, G is always a compact Lie group, and all representations considered are finite-dimensional.
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written
I =
k
4π
∫
W
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧ A
)
. (1.1)
Here k is an integer for topological reasons; up to a choice of orientation, one may take k to
be positive. In this theory, to an oriented embedded loop K ⊂W and a representation R of
G, one can associate an observable, the trace of the holonomy or Wilson loop operator:
W(K,R) = TrR P exp
∮
K
A. (1.2)
Reversing the orientation of K has the same effect as replacing R by its complex conju-
gate. It turns out [12] that the Jones polynomial and its generalizations can be computed
as expectation values of Wilson loop operators, if we express the argument q of the knot
polynomials in terms of the Chern-Simons level k by
q = exp (2πi/(k + h)) , (1.3)
where h is the dual Coxeter number of G. For example, if we take G = SU(2), R to be
the two-dimensional irreducible representation of SU(2), and W = S3, then the expectation
value of W(K,R) is equal to the Jones polynomial:
J (q;K) = 〈W(K,R)〉. (1.4)
1.1.1 Some Details
We will spell out a few details about the function J (q;K). First of all, the definition extends
immediately to an oriented link, that is a union L of ν disjoint oriented embedded circles
Ki. We label the Ki by representations Ri of G and set
J(q;Ki, Ri) =
〈∏
i
W(Ki, Ri)
〉
. (1.5)
For G = SU(2) and all Ri equal to the two-dimensional representation, this function is
known as the Jones polynomial of the link L. We denote this special case as J (q;L).
In (1.4) and (1.5), the symbol 〈 〉 refers to an expectation value, that is, a ratio of two
path integrals
J(q;Ki, Ri) =
∫
DA exp(iI)
∏
iW(Ki, Ri)∫
DA exp(iI)
. (1.6)
ForW = S3, the denominator is non-trivial (for example, it equals
√
2/(k + 2) sin(π/(k+2))
for G = SU(2)) and it is necessary to divide by this factor to obtain a function J(q;Ki, Ri)
that has the simple properties we will explore in this paper. However, in our framework,
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it will be more natural to study a path integral rather than a ratio of two path integrals.
J(q;Ki, Ri) can be expressed in this form by simply replacing W = S
3 with W = R3. The
ratio in (1.6) is unaffected, but now the denominator (regularized by the procedure in the
present paper to deal with the behavior at infinity) equals 1 and can be omitted. Taking
W = R3 will also simplify the arguments in this paper by suppressing infrared fluctuations,
in a sense that will be clear later, and in certain other technical details. Accordingly, though
we will define an analog of Khovanov homology on any three-manifold, its relation to Chern-
Simons theory is most simple for the case of links in R3.
We should warn the reader of a few differences between our conventions and the ones
that are most common in the mathematical literature. First, a very basic case of a link is
the empty link ∅ for which the number of embedded circles is ν = 0. With our definition,
J(q;∅) = 1. In the mathematical literature, it is customary to normalize the Jones poly-
nomial so that its value is 1 for the unknot K0 rather than the empty link ∅, so the usual
mathematical definition corresponds to what we would call J˜ (q;L) = J (q;L)/J (q;K0). An
analogous statement holds for the more general invariants J(q;Ki, Ri).
The precise sense in which J(q;Ki, Ri) is a Laurent polynomial is as follows. In general,
depending on the representations Ri, J(q;Ki, Ri)) is either a Laurent polynomial in q, or
q1/2 times a Laurent polynomial in q. For example, the Jones polynomial is qν/2 times a
Laurent polynomial,
J (q;L) =
∑
n∈Z+ν/2
anq
n, an ∈ Z. (1.7)
The coefficients an are integers and all but finitely many of them vanish. The half-integral
powers are often suppressed by taking the basic variable to be not our q but q˜ = q1/2. In
many ways, however, the variable q is more natural. For example, it will turn out to be
the natural instanton counting factor in a dual gauge theory description. The fractional
powers of q turn out to have a natural topological interpretation, and it seems unnecessary
to suppress them. (In a sense, it is also ultimately fruitless to try to suppress them, since as
will become clear, on a general three-manifold, we meet general fractional powers of q, not
just half-integral powers.)
One further detail is that, as explained via gauge theory in [12], the invariants J(q;Ki, Ri)
are most naturally defined for framed links. (A framing of an embedded circle K ⊂ W is
a trivialization of the normal bundle to K in W .) Under a change in framing, J(q;Ki, Ri)
is multiplied by a certain (generically fractional) power of q. For links in S3 or R3, one
can suppress this phenomenon, since an embedded circle in S3 has a distinguished framing
(relative to which its self-linking number is zero). Standard formulas such as (1.7) implicitly
refer to this standard framing. Similarly, the Chern-Simons path integral on a general three-
manifold W depends naturally on a framing of W (a trivialization of its tangent bundle T )
or more generally [13] on a two-framing (a trivialization of T ⊕ T ). A change of framing
of W has the same sort of effect as a change in framing of a link: it multiplies the path
7
integral by a power of q. This power cancels out of the ratio (1.6), but when we assert that
the denominator is 1 for W = R3, this statement refers to the path integral defined with the
obvious framing associated to a Euclidean metric on R3.
1.1.2 What Chern-Simons Theory Doesn’t Explain
The Chern-Simons path integral gives a definition of the invariants J(q;Ki, Ri) with manifest
three-dimensional symmetry, provided that q is a root of unity of the particular form (1.3).
Granted that J(q;Ki, Ri) is a Laurent polynomial, it is determined by its behavior at these
values of q. However, the gauge theory path integral does not shed much light on why
these functions are Laurent polynomials. This is clearer in any of the definitions of the link
invariants based on two-dimensional mathematical physics. The only known way to deduce
that J(q;Ki, Ri) is a Laurent polynomial starting from three-dimensional gauge theory is to
first reduce to a two-dimensional description, for example via representations of braid groups,
in which this fact is clear. The Chern-Simons path integral has been used directly [14]
to explain the existence of an analytic continuation of Wilson loop expectation values to
complex values of k, but not the fact that the result is a Laurent polynomial.
1.2 Khovanov Homology
Moreover, none of the constructions so far mentioned give a really good explanation of why
the coefficients an of these Laurent polynomials are integers. This has been accomplished in
Khovanov homology [15], in which the an are interpreted as the dimensions (in a Z2-graded
sense) of finite-dimensional vector spaces. For motivation behind Khovanov homology, see
[16–18], and for an introduction see [19]. In this theory, one associates to a link L in three-
space a finite-dimensional vector space K (L), known as its Khovanov homology. The original
construction was adapted to the Jones polynomial – or, if you like, to a link labeled by the
two-dimensional representation of SU(2). K (L) is defined as the cohomology of a differential
Q (a differential is simply a linear operator Q obeying Q2 = 0) that acts on a larger vector
space H (L). K (L) is natural and depends only on L, but there is much arbitrariness in the
construction of H (L). H (L) is bigraded, with symmetry generators that we will call F and
P. Q obeys [F, Q] = Q, [P, Q] = 0; these relations ensure that K (L) is bigraded,
K (L) = ⊕m,nK m,n(L), (1.8)
where m,n are the eigenvalues of F, P. With the usual normalization, m and n take integer
values. In our formulation in this paper, m is Z-valued and n takes values in Z+ ν/2 (where
ν is the number of components of the link L) or more generally in a certain coset of Z in
R. Despite the nonintegrality of the eigenvalues of P, we will loosely refer to the group
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generated by F and P as U(1) × U(1) and the associated grading as a Z × Z grading. The
relation between Khovanov homology and the Jones polynomial is
J (q;L) = TrK (L) (−1)FqP. (1.9)
This formula makes manifest the fact that J (q;L) is a Laurent polynomial with integer
coefficients. (The half-integral powers in J for a link with an odd number of components
arise from the fact that, with our normalization, for a link in R3 with ν components labeled
by the two-dimensional representation of SU(2), the eigenvalues of P lie in Z + ν/2. See
section 5.4.2.) We can describe eqn. (1.9) by saying that the Jones polynomial can be
recovered from Khovanov homology by taking an equivariant index or Euler characteristic.
Since F is Z-valued but the right hand side of (1.9) only depends on the value of F mod 2,
this formula also shows that Khovanov homology potentially contains more information than
the Jones polynomial. It has turned out that the additional information is really essential.
The success in recovering the Jones polynomial from a homology theory raises the ques-
tion of whether a similar construction is possible if components of L are labeled by arbitrary
representations Ri of a compact Lie group G. In the literature, this has been accomplished
for many classes of groups and representations. Here, we will make a general proposal.
From a physical point of view, a three-dimensional quantum field theory with loop op-
erators will naturally assign a number – the value of the path integral – to a knot. To
associate to a knot a vector space (its Khovanov homology) rather than a number, we want a
four-dimensional quantum field theory with surface operators rather than loop or line oper-
ators. Thus,2 introduce a fourth “time” dimension, parametrized by R, and consider a four-
dimensional topological field theory on M = R×W , with a surface operator on Σ = R×K;
as before, K is a knot in a three-manifold W . The space of physical states in such a theory
will be a vector space associated to the pair (W,K); this vector space will be bigraded –
like the Khovanov homology of a knot in W = S3 – if the four-dimensional theory has an
appropriate U(1) × U(1) symmetry. What has just been described was part of the original
motivation that led to Khovanov homology [16] and these matters have also been discussed
from a physical point of view [20]. From the point of view of four-dimensional quantum
field theory, the index formula (1.9) has a natural interpretation. Given a four-dimensional
quantum field theory, one can reduce to a three-dimensional quantum field theory by com-
pactifying on S1. The partition function of a four-dimensional theory on a four-manifold of
the form M = S1 ×W , where W is a three-manifold, will give a Z2-graded trace or index.
(Here we assume that if surface operators are present, they are supported on S1 × K, for
some K ⊂ W , to be compatible with the product form of M .) In the reduction, if there is a
conserved charge P that commutes with Q, one can make a twist by qP (for some q) in going
around the circle. The partition function of the reduced theory will then be an equivariant
index as in (1.9).
2The actual framework we develop later is more complicated than the idealized sketch offered here, mainly
in the need to introduce a fifth dimension.
9
In the mathematical literature, there actually is direct evidence that Khovanov homology
is part of a four-dimensional theory with surface operators. The main evidence comes from
consideration of cobordism between knots. Here, we take M = I × S3, where I = [0, 1] is
the unit interval. In M , one considers an embedded two-manifold Σ whose restriction to one
boundary {0} × S3 is a knot K, and whose restriction to the other boundary {1} × S3 is a
knot K ′. Physically, one would expect the path integral on M (with Σ understood as the
support of a surface operator) to define a linear transformation from the space of physical
states associated to the pair (S3, K) to the corresponding space for (S3, K ′). Mathematically,
it has been found that one can associate to such a cobordism a natural linear transformation
ΦΣ from the Khovanov homology of K to that of K
′:
ΦΣ : K (K)→ K (K ′). (1.10)
If one glues together two knot cobordisms, the corresponding transition amplitudes multiply,
just as one would expect physically.
The literature on Khovanov homology provides at least one more clue. In close parallel
with the early mathematical constructions of the Jones polynomial and its cousins, math-
ematical constructions of Khovanov homology and its extensions are frequently based on
familiar ingredients in mathematical physics. But these constructions do not make mani-
fest the topological invariance of Khovanov homology, potentially creating an opportunity
for physicists. Actually, a number of mathematical constructions of Khovanov homology
are based on ways of associating a two-dimensional topological quantum field theory (or at
least the category of branes in such a theory) to a two-sphere S2 with marked points pi,
i = 1, . . . , n. A natural interpretation is that these constructions arise by specializing a
four-dimensional quantum field theory to four-manifolds of the form M = Σ× S2, where Σ
is a Riemann surface and surface operators are supported on the two-manifolds Σ × pi. In
one construction [21,22], the effective theory on Σ seems to be a Landau-Ginzburg B-model
(so that the branes are matrix factorizations); in a second construction [23], the effective
theory is a B-model with target space a certain Kahler manifold; other approaches [24, 25]
are based on A-models. There have also been attempts [26, 27] to make the three- or four-
dimensional symmetry of Khovanov homology manifest by extracting it from a special case
or analog of Donaldson-Floer theory in four dimensions. This of course is related to N = 2
super-Yang-Mills theory in four dimensions.
1.3 Previous Physics-Based Proposals
Actually, a proposal for a physical construction of Khovanov homology has been made some
years ago. An initial clue was that [28] the knot invariants associated to Chern-Simons theory
can be regarded as open-string analogs of the usual A-model invariants for closed strings. On
the other hand, the topological A-model for either closed or open strings can be embedded
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in Type IIA superstring theory. For open strings, this embedding plus a hypothesis of a
geometric transition in string theory has led to powerful results [29] about Chern-Simons
theory. In addition, by considering the strong coupling limit of the Type IIA model, in
which the M-theory circle opens up, closed string A-model amplitudes (or Gromov-Witten
invariants) can be fruitfully expressed in terms of Gopakumar-Vafa invariants [30]. The
Gopakumar-Vafa invariants are simply the dimensions of certain spaces of BPS states of
M-theory membranes, so they are automatically integers, unlike the A-model amplitudes
themselves (which in general are rational numbers). Expressing the closed topological string
amplitudes in terms of Gopakumar-Vafa invariants is powerful because purely numerical
invariants (the Gromov-Witten invariants) are expressed in terms of vector spaces (the spaces
of BPS states).
The Gopakumar-Vafa construction has an analog [31] for open strings, expressing A-
model observables of open strings in terms of spaces of BPS states in the presence of certain
branes. For further developments, see [32–34] and for a review of many of these topics,
see [35]. This approach has been extended into a proposal [36] to identify the Khovanov
homology for a knot K with the space of BPS states – for an M-theory configuration that
depends on the choice of K. A substantial amount of evidence for this proposal was given
in [36], in part by using geometric transitions as a tool to compute the spaces of BPS states.
Moreover, the proposal implied some new predictions concerning Khovanov homology and
has led to a better understanding of some aspects of this subject [37]. The relevant brane
constructions have been further studied in [38–40]. For an extension of these ideas involving
the topological vertex and the Nekrasov partition function for instantons, see [41, 42].
A related road to a physical interpretation of Khovanov homology has appeared much
more recently in a study of supersymmetric line operators in four-dimensional gauge theories
with N = 2 supersymmetry [43]. It was shown that such line operators form an “algebra,”
but with the structure constants being vector spaces rather than numbers. For the case that
the four-dimensional theory is obtained by compactifying the six-dimensional (0, 2) model
on a Riemann surface C, as analyzed in most detail in [44], the algebra in question is closely
related to the usual algebra of multiplication of Wilson loop operators in quantum Chern-
Simons theory on C – except that the structure constants in the algebra are replaced by
vector spaces. (One can recover the usual loop algebra of Chern-Simons theory by taking
a supertrace, as in (1.9), to replace the vector spaces by numbers. This has been pointed
out by the authors of [43].) These results should be related to a generalization of Khovanov
homology for loops in the three-manifold R × C – more precisely for product loops of the
form p× ℓ, with p a point in R and ℓ a loop in C.
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1.4 The Present Paper
In this paper, we will re-examine the relation of Khovanov homology to the spaces of BPS
states inM-theory, with three primary goals. One goal is to give a gauge theory definition of
Khovanov homology (as opposed to a definition that requires a full knowledge of string/M-
theory). String theory and branes will be used as clues, but the results can be expressed as
a gauge theory construction. A second goal is to give a more transparent – or at least new
– explanation in this context of the key property of Khovanov homology: the fact that a
supertrace in the space of BPS states gives the path integral of Chern-Simons theory. The
last goal is to develop an effective framework to understand generalizations of Khovanov
homology in which one varies the three-manifold W or the boundary conditions or other
details. (This program is not actually achieved in the present paper.) Along the way, we
will clarify some formal properties of Khovanov homology.
1.4.1 The Basic Idea
The basic idea behind this paper is simply explained. We would like to apply nonperturbative
string theory or field theory dualities to three-dimensional Chern-Simons gauge theory, but
there is no obvious way to do this directly. However, it is possible to express the path integral
of Chern-Simons theory on a three-manifoldW as a path integral of N = 4 super Yang-Mills
theory on a half-space V = W × R+, where R+ is the ray or half-line y ≥ 0. (Knots in W
are represented by Wilson operators in the boundary of V .) Once this is done, one can
apply standard gauge theory and string theory dualities to the N = 4 path integral on the
four-manifold V , leading to a description by a higher-dimensional theory with the desired
properties.
The relation of the Chern-Simons path integral onW to the N = 4 path integral onW ×
R+ is one of the main results of [45] (and the basic idea is suggested in the conclusions of [14]).
We will give an alternative explanation in this paper, partly to keep the paper self-contained,
and partly to emphasize the aspects that we need. In general, in this correspondence, the
N = 4 path integral on V =W × R+ depends on a boundary condition at y →∞, and the
equivalent Chern-Simons path integral is not the usual one but is a path integral defined
with an exotic integration cycle, in a sense described in [14]. However, for the case of links in
R3 or S3, there is essentially (up to a constant multiple) only one possible integration cycle
and the path integral obtained this way is equivalent to the standard one. From the vantage
point of the present paper, this is one of the reasons that Khovanov homology is simplest in
the case of links in R3.
In order to relate the N = 4 path integral on V = W × R+ to a Chern-Simons path
integral on W , we need to use the right boundary condition on the boundary of W . The
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requisite boundary condition is not exotic. It is simply the boundary condition of the D3-
NS5 system of Type IIB superstring theory in the presence of a theta-angle. This boundary
condition has been described in [46, 47].
At this point, all we have done is to restate the problem of Chern-Simons theory in terms
of an N = 4 path integral on V . To get something like Khovanov homology, we want to
re-express the N = 4 path integral on V as a path integral of some other theory on V × S1.
A path integral on V × S1 can be written as a trace (or, in the presence of fermions, as a
Z2-graded trace) in a Hilbert space H associated to quantization on V . Suppose that the
path integral on V ×S1 is invariant under a supersymmetry generator Q that obeys Q2 = 0.
Then, by a standard argument, the Z2-graded trace in H reduces to a Z2-graded trace in
K, the cohomology of Q. (We will write K for cohomology spaces arising in quantum field
theory and K for Khovanov homology; we make this distinction because we do not have
a proof that these coincide even in situations where K has been defined.) Our strategy to
get a formula like (1.9) for the Jones polynomial is to first express the Jones polynomial as
an N = 4 path integral on R3 × R+ – with knots represented by Wilson operators at the
boundary – and then find a duality to re-express this as a path integral on R3 × R+ × S1.
The most naive way to try to do this fails in an instructive way. We first embed the D3-
NS5 system in Type IIB superstring theory on R9×S1, where the S1 direction is transverse
to the branes. Compactifying one of the transverse directions on a circle does not affect
anything that has been said so far. Then we perform a T -duality on the S1. This replaces
S1 by a dual circle S˜1. At first sight, it seems that the T -dual of the D3-NS5 path integral
will be a path integral on R3×R+× S˜1, leading in the desired fashion to a trace. However, in
the presence of an NS5-brane wrapped on R6×p ⊂ R9×S1 (here R6 is linearly embedded in
R9 and p is a point in S1), T -duality maps us not to R9× S˜1 but [48,49] to R6×TN, where
TN is a Taub-NUT space. TN is asymptotic at infinity to a twisted S˜1 bundle over R3, but
crucially, S˜1 shrinks to a point in the interior of S3. Because of this, the path integral in
this T -dual description cannot be interpreted as a trace.
There is a simple way to avoid this difficulty. Before T -duality, we first perform S-duality.
S-duality converts the D3-NS5 system to a D3-D5 system. (A system of D3-branes ending
on a D5-brane has special properties that were investigated in [50–53] and interpreted in
field theory language as a boundary condition in N = 4 super Yang-Mills theory in [46].)
We embed the D3-D5 system in R9 × S1 and now T -duality simply maps this to a D4-
D6 system on R9 × S˜1. Now the path integral can be straightforwardly interpreted as a
trace and this leads to a formula like (1.9). What plays the role of K is the cohomology
of a certain supercharge Q that is preserved by the construction. (The proper choice of Q
depends on details that we have omitted here.) F corresponds to an R-symmetry of the
brane configuration, and P is, from the point of view of the D4-brane gauge theory, the
Yang-Mills instanton number integrated over R3 × R+.
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Most of these steps have analogs with R3 replaced by a more general three-manifold W ,
but in trying to formulate the resulting statements about Chern-Simons theory, one runs
into infrared divergences and a need to understand how S-duality acts on the boundary
conditions at y = ∞. The simplest case other than R3 is likely to be the case that W
is obtained by omitting a point from a rational homology sphere. In this case, projecting
the missing point to infinity and taking a metric on W that looks near infinity like the flat
metric on R3, there are no infrared divergences and a close analog of Khovanov homology
should exist. One will still have the problem of understanding the action of S-duality on the
boundary conditions at y =∞.
1.4.2 Organization Of The Paper
In section 2, we describe in more detail, in the context of the D3-NS5 system, the relation
of the Chern-Simons path integral in three dimensions to an N = 4 path integral in four
dimensions. Then we apply standard dualities to this situation, first S-duality in section 3
followed by T -duality (or in gauge theory simply the introduction of a fifth dimension) in
section 4. The first step leads to an essentially new description of knot invariants related
to Chern-Simons theory, and the second leads to Khovanov homology. The two operations
have different status. S-duality is natural purely as a field theory operation, but T -duality
is not and leads to a description by a five-dimensional super Yang-Mills theory that is not
ultraviolet complete.
A better and conceptually more satisfying formulation is to base our construction not
on five-dimensional super Yang-Mills theory but on its familiar ultraviolet completion in
the six-dimensional (0, 2) model (for example, see [54] for a brief introduction). In section
5, we proceed in this way: we begin with the (0, 2) theory in six dimensions, and work
our way down to five, four, and three dimensions. This gives the most economical and
logically complete treatment of the topic, and it gives the clearest explanation of a number
of questions. The top-down approach of section 5 certainly could have been the starting
point of the present paper. We have chosen instead a bottom-up presentation in which the
relation to Chern-Simons theory is made as clear as possible at the outset.
In section 6, we explore a second brane construction, which in some ways is closer to
the setting of [36]. The starting point of the second construction is that Wilson operators
of Chern-Simons theory can be expressed as codimension two monodromy defects. The two
formulations – via Wilson operators or monodromy defects – are related to two different
semiclassical limits of Chern-Simons theory. In one case, one takes the level k to be large
while keeping fixed the representations Ri labeling the knots. This is the most direct frame-
work for describing the Jones polynomial, Khovanov homology, and their generalizations. In
the other type of semiclassical limit, the monodromies produced by the knots are kept fixed
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as k becomes large. This second limit is related to the volume conjecture of Chern-Simons
theory, which has been reviewed with extensive references in [55] and explored physically
in [56] and [14]. The formulation of Chern-Simons theory in terms of monodromy defects
can be carried through all the dualities of the present paper, leading to descriptions based
on codimension two defects in various dimensions, as we explain briefly in section 6. This
matter certainly merits much closer attention.
We probably should mention here two important puzzles that we will not unravel. First,
Khovanov homology is explicitly calculable for any given link in R3, though the requisite
calculations may not be easy. Indeed, Khovanov homology was originally defined (see [19] for
an accessible account) by an explicit algebraic recipe for computing it, though not one that
makes topological invariance manifest. The description in the present paper has the opposite
properties: topological invariance is manifest, but computability is not. It would be highly
desireable to bridge the gap between the two types of knowledge by deducing a known defini-
tion of Khovanov homology from the quantum field theory construction studied here (or its
close cousin studied earlier in [36]). To do this requires understanding concretely the solu-
tions of the localization equations presented later; one must understand the four-dimensional
version of the equations, presented in (2.56), to understand the Jones polynomial, and the
five-dimensional generalization, presented in (5.36), to understand Khovanov homology. Not
much of this is done in the present paper; the only examples of actual solutions of the equa-
tions presented here are in section 3.6. However, since the present paper was written, a
reasonable understanding of the four-dimensional equations has been obtained in [57] and
this indeed has given a concrete understanding of how the Jones polynomial emerges in the
present framework. Some interesting special solutions of the four-dimensional equations have
also been analyzed in [58].
Second, our approach here makes some things clearer than has been the case hitherto,
but we fail to make contact with one important insight from [36]. We consider each gauge
group as a problem in its own right, while in [36], the A theories were treated in a unified
way, and this has been generalized to B, C, and D [59–61].
1.4.3 Comparison To Other Work
Some relations of the present paper to other work, beyond what has already been cited, are
as follows.
Geometric Langlands duality (for a review, see [62]) has a generalization, sometimes called
quantum geometric Langlands in the mathematics literature, involving a parameter that was
called Ψ in [63]. This generalization has been related to the theory of quantum groups [64],
suggesting that geometric Langlands should be related to Chern-Simons theory. Indeed,
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we show in this paper that if formulated on a four-manifold V of boundary W , the four-
dimensional topological field theory associated to geometric Langlands is related to Chern-
Simons theory on W , with Ψ as essentially the Chern-Simons level. Khovanov homology has
previously been defined [23] using moduli spaces of geometric Hecke transformations, which
are vital in geometric Langlands and were interpreted via gauge theory in sections 9 and 10
of [63].
On an abstract three-manifold W , Chern-Simons gauge theory only makes sense if the
level k is an integer. But we show in the present paper that if W is the boundary of a
given four-manifold V , and we are willing to accept an answer that depends on V , then a
theory with many of the properties of Chern-Simons theory can be formulated as a function
of a complex variable k. Moreover, the theory appears to be unitary in Lorentz signature
if k is real. All this has a counterpart in contemporary developments in condensed matter
physics. Topological insulators and superconductors – see for example [65] for a review
– are materials of d dimensions (and therefore d + 1 spacetime dimensions) that on their
(d − 1)-dimensional surface realize physical phenomena that could never occur in a purely
(d − 1)-dimensional material. The values of d that have been realized experimentally are 3
(a bulk material with a two-dimensional surface) and 2 (a thin film with a one-dimensional
edge). The d = 3 topological insulators are materials that ultimately prove to have a
“forbidden” Chern-Simons coupling (for the ordinary electromagnetic field), somewhat like
the system we study in the present paper for non-integer k.
Apart from papers already cited, a relation between four-dimensional N = 4 super
Yang-Mills and three-dimensional Chern-Simons – or at least q-deformed two-dimensional
Yang-Mills – has been described in certain geometries in [66]. And a recent paper dealing
with topics relatively close to that of the present paper is [67].
While the present paper was in gestation, it developed that the five-dimensional gauge
theory equations that we present in eqn. (5.36) have been formulated independently by A.
Haydys [68]. Haydys’s point of view was roughly to study the A-model with target the
moduli space of complex-valued flat connections on a three-manifold. He also presented the
two reductions of the equations that are described in section 5.3.1. Even more recently, the
author has become aware of work by M. Kontsevich and Y. Soibelman that may have a
bearing on the present topic.
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2 Chern-Simons From Four Dimensions
2.1 The D3-NS5 System With A Theta-Angle
As indicated in section 1.4.1, our starting point is the D3-NS5 system of Type IIB superstring
theory. The local picture is that in Minkowski spacetime R1,9, with coordinates x0, . . . , x9
(and metric signature −++ · · ·+), we consider N D3-branes supported at x4 = x5 = · · · =
x9 = 0. The D3-branes end on a single NS5-brane that is supported at x3 = x7 = x8 = x9 =
0. In the four-dimensional spacetime parametrized by x0, . . . , x3, the D3-brane world-volume
spans the half-space x3 > 0. The gauge theory of the D3-branes is a U(N) gauge theory with
N = 4 supersymmetry. In this gauge theory, the NS5-brane provides a half-BPS boundary
condition, that is, a boundary condition that preserves half of the supersymmetry.
When the gauge theory θ-angle vanishes, this boundary condition is simply Neumann
boundary conditions for gauge fields, extended to the rest of the vector multiplet in a super-
symmetric fashion. However, the brane construction implies the existence of a more general
half-BPS boundary condition even for θ 6= 0. Indeed, Type IIB superstring theory has a
complex coupling parameter τ = θ/2π + i/gs (θ is the expectation value of a Ramond-
Ramond scalar and gs is the string coupling constant), which in the gauge theory becomes
τ = θ/2π + 4πi/g2
YM
, with gYM the gauge coupling constant and θ the gauge theory theta-
angle. The D3-NS5 system is half-BPS for any value of τ , so from a gauge theory point of
view, Neumann boundary conditions must have a half-BPS generalization for θ 6= 0.
This generalization was described in section 2 of [46] (a more roundabout construction
was also presented in [47]). We will summarize the essential points here, referring for more
detail to [46]. Though the initial motivation is the D3-NS5 system, once the half-BPS
boundary condition is expressed in field theory language, it makes sense for any gauge group
G, and we will present it that way.
The R-symmetry group of N = 4 boundary condition is SO(6) (or actually its spin
double cover), acting by rotation of the normal bundle to the D3-brane. The presence of
the NS5-brane breaks SO(6) to SO(3)× SO(3), where one factor rotates x4, x5, x6 and the
second rotates x7, x8, x9. In [46], the two SO(3)’s are called respectively SO(3)X and SO(3)Y
and the corresponding two sets of scalar fields on the D3-brane were called ~X and ~Y . The
D3-NS5 boundary condition on ~Y is
~Y | = 0 (2.1)
(for any field Φ, its restriction to x3 = 0 will be denoted as Φ|), irrespective of θ, but the
other boundary conditions are more subtle.
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It is useful to adopt a ten-dimensional notation3 in which N = 4 super Yang-Mills theory
comes by dimensional reduction from ten dimensions and the supersymmetries of the D3-
brane transform under SO(1, 9) as a spinor 16 of definite chirality; thus a generator ε of
supersymmetry obeys
Γ012...9ε = ε, (2.2)
where ΓI , I = 0, . . . 9, are the SO(1, 9) gamma matrices. (As usual, a symbol such as
ΓI1...Ik denotes the antisymmetrized product of the corresponding gamma matrices.) The
D3-NS5 boundary condition is invariant under U = SO(1, 2) × SO(3)X × SO(3)Y , where
SO(1, 2) acts on the dimensions x0, x1, x2 common to the two types of brane. Each factor in
U has a two-dimensional representation that we denote as 2, and the 16 transforms as two
copies of the tensor product (2, 2, 2). This tensor product, which we denote as V8, is a real
representation of U of dimension 8. The supersymmetries transform as 16 = V8⊗V2, where
V2 is a two-dimensional real vector space. The natural operators that act on V2 are the even
elements of the SO(1, 9) Clifford algebra that commute with U. They are generated by
B0 = Γ456789
B1 = Γ3456 (2.3)
B2 = Γ3789,
and in view of the algebraic relations they obey (such as B20 = −1, B0B1 +B1B0 = 0, etc.),
we can choose a basis for V2 in which
B0 =
(
0 1
−1 0
)
, B1 =
(
0 1
1 0
)
, B2 =
(
1 0
0 −1
)
. (2.4)
The expression (ε, ε˜) = εΓ3ε˜ defines an SO(1, 2)× SO(6)-invariant bilinear form on the
16 of SO(1, 9); it factors as the tensor product of an antisymmetric U-invariant form on
V8 and an antisymmetric form on V2. If we write ε0 ∈ V2 as a column vector
(
s
t
)
and
ε0 as the row vector (t,−s), then we can write the antisymmetric inner product on V2 as
〈ε0, ε˜0〉 = ε0ǫ˜0.
In any half-BPS boundary condition that is U-invariant, the unbroken supersymmetries
must be precisely those of the form V8 ⊗ ε0, for some nonzero vector ε0 ∈ V2. Since scaling
of ε0 is immaterial, the choice of ε0 depends essentially on a single real parameter. We can
take
ε0 =
(−a
1
)
, ε0 =
(
1 a
)
(2.5)
3 We will attempt to follow conventions of [63]. In particular, adjoint-valued fields such as gauge fields
are real and anti-hermitian. (This accounts for some minus signs in formulas such as (2.10).) We define the
Levi-Citiva tensor ǫµναβ of R1,3 and the corresponding tensor ǫµνλ of the hyperplane x3 = 0 as antisymmetric
tensors obeying ǫ0123 = 1 = −ǫ0123 and ǫ012 = 1 = −ǫ012, respectively.
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(we include the possibility a =∞, which means that the bottom component of ε0 vanishes).
It is shown in [46] that for every a ∈ R∪∞ there is a unique U-invariant half-BPS boundary
condition that preserves all of the gauge symmetry. The parameter a corresponds to the
gauge theory θ-angle.4
Without repeating the full derivation, we will cite the results that we need. The fermion
fields λ of N = 4 super Yang-Mills are adjoint-valued fields that transform as the 16 of
SO(1, 9), like the supersymmetry generators. The boundary conditions they obey turn out
to be
λ| ∈ V8 ⊗ ϑ, (2.6)
where ϑ ∈ V2 is
ϑ =
(
a
1
)
. (2.7)
The boundary conditions on ~X at x3 = 0 are
D3Xc − a
1 + a2
ǫcde[Xd, Xe] = 0, (2.8)
and the boundary conditions on the gauge fields at x3 = 0 are
F3µ +
a
1− a2 ǫµνλF
νλ = 0. (2.9)
At a = 0 and a = ∞, eqns. (2.8) and (2.9) reduce to the more obvious Neumann
boundary conditions D3Xa = F3µ = 0 (the two choices actually correspond to the D3-NS5
and D3-NS5 systems). The additional terms in the boundary conditions for generic a reflect
boundary corrections to the familiar N = 4 super Yang-Mills action in bulk. Let us first
consider ~X . The usual bulk action for ~X is in Lorentz signature
I ~X =
1
g2
YM
∫
x3≥0
d4x
3∑
µ=0
3∑
c=1
TrDµXcD
µXc. (2.10)
Let us consider when happens when we vary ~X . If we place no restriction on the value of
δXc at x
3 = 0, we will learn that to make the boundary term in the variation of I ~X vanish,
the boundary condition must be D3Xc = 0. Suppose, however, that there is an additional
boundary coupling
I˜ ~X =
2a
3g2
YM
(1 + a2)
∫
x3=0
d3x ǫcdeTrXc[Xd, Xe]. (2.11)
4In the context of the D3-NS5 system, θ is not really an angle as a shift θ → θ + 2π would convert the
NS5-brane to a (1, 1) fivebrane. Accordingly, the following formulas have no periodicity.
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If we now vary Î ~X = I ~X + I˜ ~X with respect to
~X , placing again no restriction on δXc|, we
find that setting the boundary variation of Î ~X to zero gives the boundary condition (2.8).
So the boundary coupling (2.11) underlies the boundary condition (2.8).
The boundary coupling I˜ ~X is unfamiliar, but it has a more familiar analog for gauge
fields. The analog of (2.10) for the gauge field A, whose field strength we denote as Fµν , is
IA =
1
2g2
YM
∫
x3>0
d4x
3∑
µ,ν=0
TrFµνF
µν . (2.12)
If we work just with this action, then setting its boundary variation to zero (with no restric-
tion on δA|), we learn that the boundary condition on the gauge field must be F3µ| = 0.
To arrive at (2.9), we need an additional term in the action. This extra term is the usual
topological term of four-dimensional gauge theory
I˜A = − θ
32π2
∫
x3≥0
d4x ǫµναβ TrFµνFαβ , (2.13)
with
θ
2π
=
2a
1− a2
4π
g2
YM
. (2.14)
Viewed as an equation for a with θ, gYM fixed, (2.14) has two roots. The two roots correspond
to half-BPS boundary conditions of the D3-NS5 and D3-NS5 systems, respectively.
Although written as a bulk integral, I˜A has only a boundary variation, simply because on
a manifold V without boundary,
∫
V
TrF∧F is a topological invariant. In fact, we can almost
write I˜A as a boundary integral, the integral over the surface x
3 = 0 of the Chern-Simons
form:
I˜A = − θ
8π2
∫
x3=0
d3x ǫµνλ Tr
(
Aµ∂νAλ +
2
3
AµAνAλ
)
. (2.15)
But there is a problem with this last formula: the Chern-Simons integral on a three-
manifold is not quite gauge-invariant. The right hand side of (2.15) is gauge-invariant modulo
an integer multiple of θ. Since the action of a quantum theory must be well-defined modulo
2πZ, I˜A would not make sense as the action of a purely three-dimensional theory unless θ is
an integer multiple of 2π. This case is not trivial, since in the presence of an NS5-brane, there
is no symmetry of shifting θ by 2π; a shift θ → θ + 2πk would convert the NS5-brane to a
(1, k) fivebrane. However, we do not wish to be limited to the case θ ∈ 2πZ. The reason that
we are not so restricted is that we are not doing gauge theory on an abstract three-manifold;
rather, the three-manifold at x3 = 0 on which we do the integral (2.15) is the boundary of
a four-manifold x3 ≥ 0 on which the gauge theory is defined; the precise, gauge-invariant
definition of I˜A is the original four-dimensional integral (2.13). Still, it can be convenient to
informally write I˜A as a Chern-Simons integral (2.15), and we will sometimes do so.
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2.1.1 Wick Rotation
So far, our formulas have been in Lorentz signature, to make contact with [46] and to
emphasize the fact that, as long as the parameter a is real, our boundary condition is
unitary and physically sensible. However, to make contact with topological field theory in
the rest of this paper, it is helpful to write the formulas analogous to the above in Euclidean
signature. A Wick rotation x0 → −ix0 reverses the sign5 of I˜X , and multiplies I˜A by −i. So
in Euclidean signature, combining the terms involving X and A, the boundary interactions
of the D3-NS5 system are
I∗ =
1
g2
YM
∫
x3=0
d3x
(
− 2a
3(1 + a2)
ǫabcTrXa[Xb, Xc] + i
2a
1− a2 ǫ
µνλTr
(
Aµ∂νAλ +
2
3
AµAνAλ
))
.
(2.16)
In a convenient notation in which N = 4 super Yang-Mills is obtained by dimensional
reduction from ten dimensions, with the ten dimensions labeled by x0, . . . , x9, the Euclidean
signature version of the chirality condition for supersymmetry generators and fermions is
Γ0Γ1 · · ·Γ9ε = −iε, Γ0Γ1 · · ·Γ9λ = −iλ. (2.17)
2.2 Comparison To Topological Field Theory
So far we have emphasized the half-BPS nature of the boundary condition of interest. We
will also need to understand this boundary condition from the vantage point of topological
field theory. The background necessary for this analysis can be found in section 3 of [63],
to which we refer for detail (some aspects were treated originally in [69]). Here we will just
summarize some necessary facts.
5I˜X is free of derivatives and is a contribution to the potential energy V of the theory. As usual, V
appears in the Lorentz signature action with a minus sign and in the Euclidean signature action with a
plus sign. Concretely, a contribution ∆IL = −
∫
dtV to the Lorentz signature action IL leads in the path
integral to a factor exp(i∆IL) = exp(−i
∫
dtV). After Wick rotation t → −it, this becomes exp(− ∫ dtV),
which is interpreted as a factor in exp(−IE), where IE is the Euclidean action. So the contribution to IE is
+
∫
dtV . In the case of the Chern-Simons function, as it is a topological invariant, it is not affected directly
by the Wick rotation. The coefficient with which it appears in the action acquires a factor of −i under
Wick rotation purely because of the convention that the integrand of the path integral is exp(iIL) in Lorentz
signature and exp(−IE) in Euclidean signature.
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2.2.1 Twisting
The basic idea is to construct a four-dimensional topological field theory by twisting of
N = 4 super Yang-Mills theory. Postponing the consideration of possible boundary condi-
tions, we consider N = 4 super Yang-Mills realized on a system of D3-branes parametrized
by x0, . . . , x3. The usual rotation group (in Euclidean signature) is SO(4), rotating these
coordinates, while the normal directions x4, . . . , x9 are rotated by the SO(6) group of R-
symmetries. To define a topological field theory, one defines a group SO′(4) that acts by
rotating x0, . . . , x3 in the usual way, while simultaneously rotating four normal coordinates
x4, . . . , x7. We pick a supersymmetry generator ε that is SO′(4)-invariant, meaning that it
obeys
(Γµν + Γ4+µ,4+ν) ε = 0, µ, ν = 0, . . . , 3. (2.18)
Denoting asQ the supersymmetry generated by such an ε, arguments of a standard type show
that upon restricting to Q-invariant operators and states, one obtains a four-dimensional
topological field theory.
From the point of view of SO′(4) symmetry, four of the adjoint-valued scalar fields ofN =
4 super Yang-Mills theory are reinterpreted as an adjoint-valued one-form φ =
∑3
µ=0 φµ dx
µ,
while the other two combine two an adjoint-valued complex scalar field σ. SO′(4) commutes
with a group SO(2) ∼= U(1) of R-symmetries that rotates x8 and x9. We normalize its
generator F so that σ has charge 2.
This decomposition of the R-symmetry group and of the scalar fields of N = 4 super
Yang-Mills theory differs from that made in section 2.1. In that discussion, the xµ, µ =
0, . . . , 3 were split in tangential coordinates with µ ≤ 2 and a normal coordinate x3. In
matching the two descriptions, we identify the tangential part of φ, that is ~φ =
∑2
µ=0 φµ dx
µ,
with ~X , and we identify the normal part φ3 with a component of ~Y , say Y1. (We also set
σ = Y2 − iY3.) The boundary couplings (2.16) become in this notation
I∗ =
1
g2
YM
∫
x3=0
d3x ǫµνλTr
(
− 4a
3(1 + a2)
φµφνφλ + i
2a
1− a2
(
Aµ∂νAλ +
2
3
AµAνAλ
))
.
(2.19)
2.2.2 Comparing The Two Descriptions
However, rewriting (2.16) in topological field theory notation is only a reasonable thing to
do if the boundary condition that leads to (2.16) actually preserves the symmetry of the
topological field theory. So let us explain why this is true.
First of all, the condition (2.18) for SO′(4)-invariance of the supersymmetry generator
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actually has a two-dimensional space of solutions. It is possible to pick a basis of solutions
εℓ, εr that are chiral in the four-dimensional sense,
Γ0123εℓ = −εℓ, Γ0123εr = εr. (2.20)
It is possible to normalize εℓ and εr so that,
6 for µ = 0, 1, 2, or 3,
Γµ,4+µεℓ = −εr, Γµ,4+µεr = εℓ. (2.21)
In constructing a topological field theory, we may take the supersymmetry generator ε to be
an arbitrary linear combination of εℓ and εr. Up to an inessential scaling, we take
ε = εℓ + tεr. (2.22)
(We allow t =∞, which corresponds up to scaling to ε = εr.)
So we get a family of topological field theories parametrized by a complex variable t.
Now we can make contact with the D3-NS5 system. From (2.17), (2.20), and (2.3), we have
B0εℓ = iεℓ, B0εr = −iεr. (2.23)
Using also (2.21) and (2.18), one can show, with some gamma matrix algebra, that
B1εℓ = −εr, B1εr = −εℓ. (2.24)
It follows that (
1 + i
1− t2
1 + t2
B0 +
2t
1 + t2
B1
)
(εℓ + tεr) = 0. (2.25)
On the other hand, with the help of (2.4), we see that the object ε0 defined in (2.5) obeys
the same equation (
1 + i
1− t2
1 + t2
B0 +
2t
1 + t2
B1
)
ε0 = 0 (2.26)
if and only if the parameter a used in describing the D3-NS5 system is related to the param-
eter t of the topological field theory by
a = i
1− it
1 + it
. (2.27)
The half-BPS boundary condition of the D3-NS5 system preserves every supersymmetry with
a generator ε = η ⊗ ε0, with η ∈ V8. So in particular, once we impose the relation (2.27)
between the parameters, this boundary condition preserves the supersymmetry generator of
6In the following formulas, there is no sum over µ; a covariant version reads (ΓµΓ4+ν + ΓνΓ4+µ)εℓ =
−2gµνεr, (ΓµΓ4+ν + ΓµΓ4+µ)εr = 2gµνεl.
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the twisted topological field theory. Substituting (2.27) in (2.14) and solving for t2, we get
the surprisingly simple result
t2 =
τ
τ
. (2.28)
The operation t→ −t corresponds to a→ −1/a and to exchange of the D3-NS5 and D3-NS5
systems.7
With the aid of (2.27), the boundary couplings (2.19) can be rewritten
I∗ =
1
g2
YM
∫
x3=0
d3x ǫµνλTr
(
−t + t
−1
3
φµφνφλ +
t + t−1
t− t−1
(
Aµ∂νAλ +
2
3
AµAνAλ
))
. (2.29)
2.2.3 Global Formulation And Brane Construction
The topological field theory under discussion can be defined on any (oriented) four-manifold,
possibly with boundary. One can motivate how to do this by generalizing the D3-NS5 system
beyond the special geometry that we have considered so far.
Introducing a slightly new nomenclature for a reason that will soon be clear, let V0 be an
arbitrary oriented four-manifold, and consider Type IIB superstring theory on T ∗V0 × R2.
For the moment, suppose that T ∗V0 admits a complete Calabi-Yau metric. Consider N D3-
branes wrapped on V0×{0} ⊂ T ∗V0×R2, where 0 is a point in R2 (the “origin”). This system
is topologically twisted in precisely the way described in section 2.2.1. Type IIB superstring
theory on T ∗V0 × R2 has four unbroken supersymmetries, of which two are preserved by
the D3-branes wrapped on V0. The two unbroken supersymmetries precisely correspond to
the SO′(4)-invariant supersymmetries with generators εℓ and εr, as described above. This
approach to realizing topologically twisted gauge theories via branes was described in [70].
The basic idea is that the twisting of the normal bundle to V0 ⊂ T ∗V0 leads to the R-
symmetry twist that is used in defining a topological field theory.
The above remarks are unaffected by possible presence of a Type IIB theta-angle – which
becomes the theta-angle of the gauge theory along the D3-branes. Now suppose we are
given an oriented three-manifold W ⊂ V0, such that T ∗W ⊂ T ∗V0 is a supersymmetric cycle
(a complex submanifold). Then we can wrap an NS5-brane on T ∗W × {0} ⊂ T ∗V0 × R2.
The NS5-brane preserves half the supersymmetry of Type IIB on T ∗V0 ×R2 (that is, in the
absence of D3-branes, two supercharges are conserved, while if one includes D3-branes, there
is one conserved supersymmetry). Moreover, such a W , being oriented and of codimension
7As long as the gauge theory parameters gYM and θ are real, τ is the complex conjugate of τ , so (2.28)
implies that t has modulus 1, and (2.27) then implies that a is real. When we get to topological field theory,
we may choose to analytically continue τ and τ to independent complex variables, whereupon t no longer
has modulus 1 and a becomes complex.
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1 in V0, may potentially divide V0 into two pieces. Assuming this is the case, either one of
the pieces, say V , is a four-manifold of boundary W . Now instead of D3-branes wrapped on
V0, we can consider D3-branes wrapped on V and ending on the NS5-brane. The support of
the D3-branes is thus V ×{0} ⊂ T ∗V0×R2. With both types of brane present, there is now
only one conserved supercharge; its generator is a linear combination of εℓ and εr, depending
on the theta-angle and other parameters.
The geometry assumed above is rather special. For example, a complete Calabi-Yau
metric on T ∗V0 exists if V0 is S
4 or S2 × S2, but not for most V0. Actually, the above
construction can be generalized by replacing T ∗V0 by any Calabi-Yau four-foldX that admits
V0 as a special Lagrangian four-cycle; similarly, T
∗W can be replaced by any divisor in X .
Moreover, we really only care about V , not V0. So many cases can be realized, but we
probably do not have enough freedom to accomodate an arbitrary W and V . Similarly,
the brane construction naturally has a D3-brane gauge group U(N), and though one could
accomodate orthogonal or symplectic gauge groups by adding an orientifold plane to the
construction, this construction does not naturally lead to exceptional gauge groups.
From our point of view, the most obvious merit of the brane construction is motiva-
tional. It presumably does not literally work, globally, for all oriented four-manifolds V with
arbitrary boundary W ; nor does it work for all gauge groups. But the brane construction
suggests a purely field theoretic construction that does work in general. The R-symmetry
twist that was sketched in section 2.2.1 (and was described in far more detail in section
3 of [63]) preserves two supercharges when the theory is formulated on an arbitrary four-
manifold V ; one linear combination of these two supercharges is preserved when V has a
boundary W , with a boundary condition that is modeled locally on the D3-NS5 system. All
these statements can be verified by infinitesimal calculations on V and W , and the fact that
they work in the brane construction is enough to ensure that, as field theoretic statements,
they work in general.
Apart from encouragement, what else do we gain from the brane construction? One
answer is that ultimately, we will have to understand the behavior under certain nonper-
turbative dualities. For this, the brane construction provides invaluable insight. A second
answer is that to understand Khovanov homology, we will have to ultimately go to five
dimensions, where Yang-Mills quantum field theory is not ultraviolet-complete. The most
rigorous and general formulation of our construction will ultimately be given in purely field
theoretic terms, but the field theory required is the six-dimensional (0, 2) theory (from which
five-dimensional super Yang-Mills theory can be derived), whose existence and properties are
known only from its multiple relations to string theory,M-theory, and branes. So the insights
that come from brane constructions are again essential.
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2.2.4 Wilson Loops
N = 4 super Yang-Mills theory in four dimensions admits 1/16-BPS Wilson loop operators
[71]. They are constructed as follows. The supersymmetry transformation law for the bosonic
fields of this theory is
δAI = iεΓIλ = −iλΓIε, I = 0, . . . , 9. (2.30)
Here we use a ten-dimensional notation; for I ≤ 3, AI is a component of a gauge field, and
for I ≥ 4, it is a scalar field. By twisting, we have converted four of the scalar fields to a
one-form φ. Usually, we use Greek letters µ, ν . . . for four-dimensional indices, so we write
A =
∑3
µ=0Aµdx
µ, φ =
∑3
µ=0 φµ dx
µ =
∑3
µ=0A4+µdx
µ.
Suppose that ε is such that
(Γµ + iΓ4+µ) ε = 0, µ = 0, . . . , 3. (2.31)
Clearly, in this case, Wilson operators of the form
TrR P exp
∮
K
(A + iφ) (2.32)
are invariant, for an arbitrary embedded loop K in spacetime and any representation R of
the gauge group. Similarly, if
(Γµ − iΓ4+µ) ε = 0, µ = 0, . . . , 3, (2.33)
then there are supersymmetric Wilson operators of the form
TrR P exp
∮
K
(A− iφ). (2.34)
As explained in [63], the supersymmetry generator ε = εℓ + tεr of interest here obeys
(2.31) or (2.33) precisely for t = i or t = −i. Therefore, in general, supersymmetric Wilson
operators appear in this family of topological field theories precisely at those values of t. The
occurrence of supersymmetric Wilson operators at t = ±i is actually important in geometric
Langlands, and played a major role in [63]. But in the present paper, we are interested in
other values of t.
Therefore, we do not have supersymmetric Wilson operators – except at the boundary of
V . For a Wilson operator supported entirely at the boundary of V , we can use the boundary
conditions obeyed by λ, as well as the conditions obeyed by ε, to establish supersymmetry.
We will explore the conditions that on the boundary of V
0 = δ(Aµ + wφµ) = −iλ(Γµ + wΓ4+µ)ε, µ = 0, 1, 2. (2.35)
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The reason that we impose this condition only for µ < 3 is that the goal is to construct
Wilson operators that are supersymmetric only on the boundary of V , at x3 = 0. In (2.35),
w is a complex number, to be determined. If (2.35) holds, then upon setting
Aw = A + wφ, (2.36)
we can construct supersymmetric Wilson operators
TrR P exp
∮
K
Aw, (2.37)
for any knot K in the boundary of V .
A preliminary reduction is that λ(Γµ+wΓ4+µ)ε = λΓµ(1+wΓµ,4+µ)ε = λΓµ(1+iwB0B1)ε.
In the second step, we used the fact that Γµ,µ+4ε = iB0B1ε. This follows from (2.21), (2.24),
(2.23), and the fact that ε is a linear combination of εℓ and εr. So we need to explore the
vanishing of
λΓµ(1 + iwB0B1)ε. (2.38)
The expression (λ, ε) = λΓµε, for any µ, gives a symmetric bilinear form on the 16 of
SO(1, 9). As before, we decompose 16 = V8⊗V2. For µ ≤ 2, λΓµε is the tensor product of a
symmetric bilinear form on V8 (transforming as (3, 1, 1) under SO(1, 2)×SO(3)X×SO(3)Y )
with a symmetric bilinear form on V2. If we represent ϑ, ε0 ∈ V2 as two-component column
vectors, then the form on V2 can be written as ϑ
T ε0. The fermion boundary condition of the
D3-NS5 system says that λ, on the boundary, is the tensor product of some vector in V8 with
ϑ ∈ V2 (where ϑ was defined in eqn. (2.7)), and similarly the generator ε of any unbroken
supersymmetry of the D3-NS5 boundary condition, including the one of topological interest,
is the tensor product of some vector in V8 with ε0 (defined in eqn. (2.5)). So to justify the
definition (2.37) of supersymmetric Wilson loops, we require
ϑT (1 + iwB0B1)ε0 = 0. (2.39)
With the definitions of ϑ and ε0 and the formulas (2.4) for B0 and B1, it is straightforward
to compute that (2.39) is obeyed precisely if
w = i
a2 − 1
a2 + 1
=
t− t−1
2
, (2.40)
where in the last step, we used the relation (2.27). For real θ and gYM, a is always real (by
virtue of (2.14)), so the first formula in (2.40) shows that w is always imaginary. With the
help of (2.28), we find
w = ∓iIm τ|τ | , (2.41)
with the signs corresponding to t = ±|τ |/τ .
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The action I of N = 4 super Yang-Mills theory on a four-manifold V is the sum of
a term proportional to 1/g2
YM
, which contains the kinetic energy for all fields, and a term
proportional to θ:
I =
1
g2
YM
∫
V
d4x
√
gLkin + i θ
32π2
∫
V
d4x ǫµναβ TrFµνFαβ. (2.42)
Here, for later reference, the part of Lkin that involves A, φ only is (in Euclidean signature)
LA,φkin = −Tr
(
1
2
FµνF
µν +DµφνD
µφν +Rµνφ
µφν +
1
2
[φµ, φν ]
2
)
. (2.43)
(Rµν is the Ricci tensor of V ; when V is not Ricci-flat, the indicated term proportional to
Rµν is needed for Q-invariance.)
Let us first consider the case that V has no boundary. Both terms on the right hand
side of (2.42) are Q-invariant. The θ term is Q-invariant because, more generally, it is a
topological invariant, unchanged in any continuous deformations. It represents a nonzero
class in the cohomology of Q (unless t = ±i, as discussed momentarily). One might suspect
that the integral of Lkin would vanish in the cohomology of Q, as happens in many twisted
topological field theories, but this is actually not the case. Instead, as shown in [63], the
first term on the right of (2.42) is equivalent mod {Q, · · · } to a multiple of the second term.
The precise relation is
I = {Q, · · · }+ 2πiΨ
32π2
∫
V
d4x ǫµναβ TrFµνFαβ , (2.44)
where
Ψ =
θ
2π
+
4πi
g2
YM
t− t−1
t+ t−1
(2.45)
was called in [63] the canonical parameter.
Before twisting, N = 4 super Yang-Mills theory in four dimensions depends on a complex
parameter τ = θ/2π + 4πi/g2
YM
, which is valued in the upper half-plane. Upon twisting, an
additional complex parameter t appears in the choice of the topological supercharge. It was
shown in [63] that the topological field theory obtained in this way depends on the two
parameters τ and t only via their combination Ψ. A sketch of this argument is as follows.
For the special cases t = ±i, which correspond to Ψ =∞, one shows directly that both terms
on the right of (2.42) are of the form {Q, · · · }, so the parameter τ is irrelevant if Ψ = ∞.
(The case Ψ =∞ is important for geometric Langlands, but not for the present paper.) For
t 6= ±i, it is shown in [63] that by including auxiliary fields and making a local redefinition
of the fermion fields, one can make the Q-transformation laws of all fields independent of t.
After one thus eliminates the dependence of the theory on t that is hidden in the definition
of Q, eqn. (2.44) shows that for fixed Ψ, t appears only in a term {Q, · · · } and thus is
irrelevant for the topological field theory.
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In [63], the transformation of t under electric-magnetic duality was determined. It was
shown that under a general S-duality transformation
τ → aτ + b
cτ + d
, (2.46)
t transforms by
t→ cτ + d|cτ + d|t (2.47)
and that Ψ transforms just as τ does:
Ψ→ aΨ+ b
cΨ+ d
. (2.48)
(Unlike τ , Ψ is not restricted to take values in the upper half plane.) The formula (2.45)
for Ψ holds for all τ, t. Imposing the relations (2.14), (2.27) that are natural in studying
the D3-NS5 system, we can derive several interesting alternative formulas. Eliminating t in
favor of gYM and θ, we find
Ψ =
|τ |2
Re τ
, (2.49)
showing that Ψ is always real for the D3-NS5 system with physical values of the parameters
(real gYM and θ). Alternatively, eliminating θ in favor of gYM and t, we get
Ψ =
4πi
g2
YM
(
t− t−1
t+ t−1
− t + t
−1
t− t−1
)
. (2.50)
Now let us discuss what happens when V has a boundary. The integral
∫
V
d4x ǫµναβTrFµνFαβ
is no longer Q-invariant, but varies by a boundary term. It is convenient to replace this in-
tegral by a multiple of the Chern-Simons function. We define the Chern-Simons function
CS(A), for any connection A, possibly complex-valued, by
CS(A) = 1
4π
∫
∂V
d3x ǫµνλTr
(
Aµ∂νAλ + 2
3
AµAνAλ
)
. (2.51)
In terms of this function, we can make the following substitution on the right hand side of
eqn. (2.44):
2πiΨ
32π2
∫
V
d4x ǫµναβ TrFµνFαβ → iΨCS(A), (2.52)
As was explained in the context of (2.15), the relation (2.52) must be treated with care,
since CS(A) is not quite gauge-invariant (but only invariant under topologically trivial gauge
transformations), and the equality suggested in (2.52) really holds only modulo an integer
multiple of 2πiΨ. The substitution (2.52) is a convenient shorthand, which can be used in
computing the variation of the integral on the left under a small change in the connection,
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such as that generated by Q. For future reference, writing h for the dual Coxeter number
of G, we can write a formula equivalent to (2.51) in terms of a trace Trad in the adjoint
representation of G:
CS(A) = 1
8πh
∫
∂V
d3x ǫµνλTrad
(
Aµ∂νAλ + 2
3
AµAνAλ
)
. (2.53)
Concretely, when we write Ψ as in (2.45), the part of iΨCS(A) that is proportional to θ is
already present in (2.29). The part proportional to 1/g2
YM
appears upon writing the kinetic
energy as {Q, · · · } plus a multiple of the theta term, to arrive at (2.44). In the derivation of
(2.44), one can assume that V has no boundary, since the integral
∫
V
TrF ∧ F is in general
non-zero even in that case. In section 2.3, we will repeat the derivation of eqn. (2.44), for
the case that V has a non-empty boundary. When we do this, additional boundary terms
will appear; this should come as no surprise, since one such term is already visible in (2.29)
and Q-invariance implies that there must be more. In fact, the boundary couplings must be
a function of Aw only (modulo Q-exact terms), since this is the only non-trivial Q-invariant
combination of boundary fields.
One can determine the form of the full boundary couplings without any computation,
using gauge invariance and dimensional analysis plus the fact that the boundary coupling is
a function only of Aw. These conditions imply that it must be simply a multiple of CS(Aw);
there is no other local, gauge-invariant functional of dimension three. For a reason that we
will explain momentarily, the coefficient of CS(Aw) is precisely iΨ. So the generalization of
(2.44) in the presence of a boundary is
I = {Q, · · · }+ iΨCS(Aw). (2.54)
When CS(Aw) is written explicitly as a function of A and φ, the φ-dependent terms are
given by local, gauge-invariant integrals, since
CS(Aw) = CS(A) + 1
4π
∫
∂V
d3x ǫµνλ Tr
(
wφµFνλ + w
2φµDνφλ +
2w3
3
φµφνφλ
)
. (2.55)
Because those terms are local, gauge-invariant integrals over the boundary of V , they cannot
be detected directly by a computation that assumes that this boundary is empty.
However, because CS(A) is not completely gauge-invariant, and must really be written
as an integral over V , its coefficient is determined by the analysis of the case ∂V = ∅ in [63]
and can be read off from (2.44), via the substitution (2.52). From this we learn that the
coefficient of CS(A) in the boundary interaction is iΨ, and in view of (2.55), the coefficient
of CS(Aw) must be the same. Still, one would naturally like to generalize (2.44) to the case
∂V 6= ∅, so as to see explicitly the origin of the φ-dependent boundary couplings. This is
one of our next goals.
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2.3 Localization And The Boundary Formula
Under favorable conditions, computations in topological field theory can be localized on
configurations that obey {Q, ζ} = 0, for all fermion fields ζ . Among the fermions of8 F = −1
in the present model are a selfdual two-form χ+, an anti-selfdual two-form χ−, and a scalar
η (like all fields of N = 4 super Yang-Mills theory, they are adjoint-valued). They have the
property that V+ = {Q, χ+}, V− = {Q, χ−}, and V0 = {Q, η} depend on A, φ only:
V+ = (F − φ ∧ φ+ tdAφ)+
V− = (F − φ ∧ φ− t−1dAφ)− (2.56)
V0 = Dµφµ.
Here for any two-form α, we write α+ and α− for its selfdual and anti-selfdual projections.
Localization on real fields A, φ can be achieved for real9 t by adding a suitable term to the
action I:
I → I−1
ǫ
{
Q,
∫
V
Tr
(
χ+V+ + χ−V− + χ0V0)} = I−1
ǫ
∫
V
Tr
(
(V+)2 + (V−)2 + (V0)2 + . . . ) ,
(2.57)
where ǫ is a small parameter and the omitted terms are fermion bilinears. For t real, V+, V−,
and V0 are real, and the modified action diverges as 1/ǫ unless the localization equations
(F − φ ∧ φ+ tdAφ)+ =
(
F − φ ∧ φ− t−1dAφ
)−
= Dµφ
µ = 0 (2.58)
are satisfied. So the path integral is supported, for ǫ → 0, on the space of solutions of
those equations. On the other hand, the integral is independent of ǫ, since the term we have
added to the action is of the form {Q, · · · }. The fact that this sort of argument is most
straightforward for real t is not a major inconvenience, since for any Ψ (other than Ψ =∞)
there is always a convenient choice of real t.
There are also localization equations that depend on σ. For t 6= ±i, they are
Dµσ = [φµ, σ] = [σ, σ] = 0. (2.59)
They say that the gauge transformation generated by σ is a symmetry of the whole configu-
ration. Under favorable conditions (for instance, if the gauge field is irreducible and has no
continuous gauge symmetries, or if a boundary conditions sets σ to zero somewhere), they
imply that σ is identically zero.
To understand explicitly the origin of the φ-dependent boundary terms in (2.55), we have
to make more explicit the relation of the localization procedure of eqn. (2.57) to the physical
8The fermion number F was defined in section 2.2.1.
9According to eqn. (2.28), t is not real for physical values of the parameters; in fact, for weak coupling,
it is close to ±i. We are here using our freedom to change t as we wish while keeping Ψ fixed.
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action of N = 4 Yang-Mills theory. The identity we need is actually the generalization of
eqn. (3.33) of [63] to the case that ∂V 6= ∅:
−
∫
V
d4xTr
(
t−1
t + t−1
V+µνV+µν +
t
t+ t−1
V−µνV−µν + (V0)2
)
=
∫
V
d4x
√
gLA,φkin +
t− t−1
4(t+ t−1)
∫
V
d4x ǫµναβ TrFµνFαβ (2.60)
+
∫
∂V
d3x ǫµνλ Tr
(
− 2
t+ t−1
φµFνλ − t− t
−1
t+ t−1
φµDνφλ +
4
3
1
t + t−1
φνφνφλ
)
.
The left hand side of (2.60) is of the form {Q, . . . } modulo fermion bilinears, by the same
reasoning as in (2.57). One can write a more complete version of the formula that includes
the fermions and also σ; this makes the formulas longer without contributing additional
boundary terms. On the right hand side of (2.60),
∫ LA,φkin is (after including fermions and σ)
the part of the bulk action of N = 4 super Yang-Mills theory that is proportional to 1/g2
YM
.
The boundary terms that we want are the remaining terms on the right hand side of (2.60).
Thus, after multiplying by 1/g2
YM
and making the substitution (2.52) in one term, we can
rewrite (2.60) as follows:
1
g2
YM
∫
V
d4x
√
gLkin = {Q, · · · }
+
1
g2
YM
∫
∂V
d3x ǫµνλ Tr
(
−t− t
−1
t + t−1
(
Aµ∂νAλ +
2
3
AµAνAλ
)
+
2
t + t−1
φµFνλ (2.61)
+
t− t−1
t+ t−1
φµDνφλ − 4
3
1
t+ t−1
φµφνφλ
)
.
When we add the boundary terms that have appeared in (2.61) to the boundary terms (2.29)
that are already present in the physical theory, before twisting, we find that the action has
the expected form
{Q, · · · }+ iΨCS(Aw), (2.62)
with the expected value w = (t− t−1)/2.
2.4 Relation To Chern-Simons Theory
So far we have analyzed this problem starting with the D3-NS5 system. The coupling
parameters gYM and θ and the parameter a in the boundary condition were all real. This
physical starting point has many advantages, such as the insight that it will give about the
behavior under various nonperturbative dualities.
But let us see what we can say purely from the standpoint of topological field theory. Here
we allow ourselves to continue all parameters to complex values. Keeping Ψ fixed, we may
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choose, roughly speaking, any value of t that we wish. The only restriction is that we may
only vary t in such a way that the path integral continues to converge. What is convenient
is to pick t to be real, for then, as we recalled in section 2.3, there is a straightforward
procedure to localize the path integral on solutions of the equations V+ = V− = V0 = 0.
These are elliptic differential equations, as described in [14]. On rather general grounds,
given a system of elliptic differential equations on a manifold V with boundary ∂V = W ,
the space of solutions of the equations gives a cycle Γ in the space of boundary data and
this cycle is within a finite amount of being middle-dimensional. In the present problem,
the boundary data are the fields Aw = A + wφ on W , and we want to interpret Γ as an
integration cycle in the integral over Aw.
We are actually now in a situation that has been analyzed in detail in section 5 of [45].
Localization of the path integral on the space of solutions of the equations means that a
path integral over bosons and fermions on the four-manifold V reduces to an integral over
the purely bosonic fields Aw on the three-manifold W = ∂V . Localization further means
that the integral over the boundary fields Aw reduces to an integral over the cycle Γ. In this
reduction, the part of the action that is of the form {Q, . . . } gets dropped, leaving only – in
the present context – the boundary action iΨCS(Aw).
Actually, at this stage we have a problem of index theory. The classical theory under
discussion has the conserved fermion number F. This conservation law has an anomaly
that is related in the usual way to the index theorem for the Dirac operator of the theory.
This operator and its elliptic boundary condition are described in Appendix A of [45]. A
nonzero index means that the four-dimensional path integral vanishes unless we insert a
suitable operator violating F in the appropriate way. We say that Γ is a middle-dimensional
cycle when the index vanishes, and in general that Γ departs from being middle-dimensional
by an amount equal to the index. In the present problem, the index was analyzed10 in
section 4.1.1 of [14]. It is independent of the choice of underlying G-bundle E → V , simply
because the fermions of given F transform in a real representation of G (namely the adjoint
representation), and is proportional to the Euler characteristic of V .
We will be interested primarily in the case that the index vanishes. (A typical example
of a similar problem in which the index is nonzero, so that an operator insertion is needed to
get a nonzero path integral, is described in section 2 of [45].) Then Γ is a middle-dimensional
cycle. The four-dimensional path integral is generically nonzero and localization means that
10The operator whose index we want is the operator dA + d
∗
A mapping differential forms of odd degree
to those of even degree. The requisite boundary conditions, which were described in Appendix A of [45]),
are slightly unusual, but they are homotopic to standard boundary conditions in which the restriction of a
differential form on V to ∂V vanishes. With these boundary conditions, the index is −χ(V )dimG.
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it reduces to an integral of the boundary fields over Γ:∫
Γ
DAw exp(−iΨCS(Aw)). (2.63)
This has been described in section 5.2.2 of [45].
At this point, the precise value of w is not important. All that matters is that it has a
nonzero imaginary part, so that Aw = A+wφ is a complex-valued connection. The integral
(2.63) has no dependence on w except in the definition of Aw, so we can eliminate w by
simply writing A for Aw. (In [45], w was set to i, but the analysis could have been made in
the same way for any w with nonzero imaginary part.) Accordingly, we rewrite (2.63) with
w = i: ∫
Γ
DA exp(−iΨCS(A)). (2.64)
Now we should address the question of what are the possible values of Ψ. In our deriva-
tion starting with the D3-NS5 system, with physically sensible values of the parameters,
Ψ has turned out to be an arbitrary nonzero real number, given according to (2.49) by
Ψ = |τ |2/Re τ . From a topological field theory point of view, as in [45], one can make a
more general choice of the twisting parameter t and then Ψ is an arbitrary nonzero complex
number.11 Both points of view are useful. The physical one based on the D3-NS5 system
will enable us to understand the role of nonperturbative dualities. The topological field
theory point of view leads among other things to holomorphy in Ψ, which we will make use
of momentarily.
The relation of a “contour” integral such as (2.64) to ordinary Chern-Simons gauge
theory with compact gauge group G has been discussed in [14]. Let g and gC be the Lie
algebras of G and of its complexification GC, and let U be the space of all real gauge fields,
that is all g-valued connections A on some principal G-bundle E → W . And let UC be
the complexification of U , or in other words the space of all gC-valued connections on the
complexification of E. We denote such a connection as A. The path integral of ordinary
Chern-Simons theory with the compact gauge group G is∫
U
DA exp(−ikCS(A)), (2.65)
and here the “level” k has to be an integer, in order to make the integrand of the path
integral gauge-invariant. (There is no such restriction on Ψ in (2.64), as explained in [45],
because of the choice of integration cycle Γ.) Usually one says that the path integral does
not make sense if k = 0 (since one needs a nontrivial oscillatory factor exp(−ik CS(A)) to
11Alternatively, one can reach generic Ψ by analytically continuing to complex values of the gauge theory
theta-angle θ, and otherwise using the formulas of the present paper. Giving θ an imaginary part violates
unitarity, and indeed it appears that reality of Ψ is related to unitarity.
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define a sensible integral over the space of connections), and one chooses the orientation of
W to restrict to the case k > 0. We will instead consider both signs of k.
It looks like the ordinary Chern-Simons path integral with gauge group G is the special
case of (2.64) with Γ = U , that is, with the integration cycle chosen to be the obvious
cycle that parametrizes real gauge fields. To emphasize this, in (2.65) we have denoted the
argument of the Chern-Simons function as a complex connection A, although the integral
is evaluated on the real cycle U , where A reduces to a real connection A. However, before
drawing conclusions about the relation of (2.64) to ordinary Chern-Simons theory, we have
to be careful in comparing the holomorphic volume forms that appear in the two integrals.
The integration form that has been called DA in (2.65) arises by analytic continuation
to UC of the usual integration form (which we also call DA) of the Feynman integral of the
g-valued theory. The corresponding form DA is induced from the four-dimensional path
integral on V . Both DA and DA are Calabi-Yau volume forms on the same space, namely
UC. So a priori, their ratio is an invertible holomorphic function on UC. We propose that
the relation is
DA = DA exp(−ih sign(k) CS(A))N0. (2.66)
Here h is the dual Coxeter number of G, and sign(k) is the sign of the integer k. (Formulas
somewhat analogous to (2.66) are described in section 2.7.1 of [14].) In (2.66), we have
included a possible multiplicative constantN0, which is allowed by holomorphy. The constant
N0 might depend on the three-manifold W and the choice of a homomorphism ρ : π1(W )→
GC at y = ∞ to define the N = 4 path integral, but holomorphy in Ψ, together with the
fact that we have already incorporated the effects of the gauge theory theta-angle, does not
allow contributions to N0 beyond one-loop order.
The relation (2.66) should be demonstrated explicitly – and the constant N0 calculated
– by comparing the one-loop determinant for N = 4 super Yang-Mills theory on V to the
one-loop path integral of ordinary Chern-Simons theory on W . We will not make such an
analysis in the present paper. Instead, we content ourselves with the following observation.
Suppose that one expands the Chern-Simons path integral (2.65) around a critical point,
that is, around a flat connection A0. The integrand of the path integral has a phase factor
exp(−ikCS(A0)). As computed in [12], the phase of the one-loop determinant corrects this
to exp(−ik′ CS(A0)) where
k′ = k + h sign(k). (2.67)
Usually, k is taken to be positive so this formula is written k′ = k + h, but we want to
allow both signs of k, which requires replacing h with h sign(k). (Chern-Simons theory on a
three-manifold W is invariant under a reversal of orientation of W together with a change of
sign of k; this means that k′ must be an odd function of k. Concretely, the term in k′ that
is linear in h comes from an η-invariant that changes sign if the sign of k is changed.)
Now let us consider the analogous issue for N = 4 super Yang-Mills on V , with a bound-
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ary condition that leads to a “contour” integral (2.64) in the space of gC-valued connections.
The integral is holomorphic in Ψ, so a one-loop shift in the phase factor exp(−iΨCS(A0))
would have to be holomorphic in Ψ. Since there is no holomorphic function that restricts to
sign(Ψ) when Ψ is real, such a term cannot arise.
Our proposal is that no such shift arises from the one-loop determinant of N = 4 super
Yang-Mills theory. Instead, the shift is contained in the comparison (2.66) between the path
integral measures of the two theories. There is no problem in holomorphy here, since the
left hand side is only defined when k is a nonzero integer. According to our proposal, in
comparing N = 4 super Yang-Mills theory on V to Chern-Simons theory on W , we should
use not the naive Ψ = k but
Ψ = k + h sign(k). (2.68)
To be more exact, from N = 4 super Yang-Mills theory on V , we can generate a theory that
works for general (nonzero) complex Ψ. It can be compared to Chern-Simons theory when
Ψ is an integer; in making this comparison we should use (2.68).
As is clear both from section 2.2.4 of the present paper and from the analysis in [45],
we can add knots and Wilson loop operators to this analysis. N = 4 super Yang-Mills
theory with supersymmetric Wilson lines inserted on W = ∂V gives an unusual integration
cycle in Chern-Simons theory on W with the same Wilson line insertions. A more complete
microscopic explanation of the origin of the knots will be presented in section 5.1.3.
2.5 Choice Of V
Now we will explain the choice of V that will be most useful in the rest of this paper.
Given an oriented three-manifold W , we want to pick in a natural and general way an
oriented four-manifold V with ∂V = W . There is no way to do this if V is supposed to
be compact. Instead we will pick V = W × R+, where R+ is a half-line y ≥ 0. Thus y
corresponds to the normal coordinate to the boundary, which earlier has been called x3.
Since V is not compact, we need a boundary condition at y =∞. The boundary condition
will be given by a y-independent solution of the localization equations (2.58). As explained
in [14], such solutions correspond to conjugacy classes of homomorphism12 from π1(W ), the
fundamental group of W , to GC, the complexification of G. We let ρ : π1(W )→ GC be such
a homomorphism.
Since V = W × R+ has two ends – the boundary at y = 0 and the end at y = ∞ – we
12To be more precise [72], the solutions correspond to homomorphisms that obey a mild condition of
semi-stability: their monodromies should not be strictly triangular.
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have to be more careful with the formula (2.62) for the action. The complete version of the
formula has contributions from both ends:
I = {Q, . . . }+ iΨCS(A)− iΨCS(A∞). (2.69)
Here we write simply A for the complex connection at y = 0, and A∞ for its counterpart at
y =∞. A∞ is completely determined by the boundary condition at y =∞ and in particular
by the choice of ρ, so the term we have added is simply a constant. It is more precise to
include the resulting constant in (2.64), so the N = 4 path integral on W × R+ is really
N
∫
Γ
DA exp(−iΨCS(A)). (2.70)
where N is a normalization factor
N = exp(iΨCS(A∞)). (2.71)
2.6 Some Key Details
We now run into an important point, which has also been discussed in section 5.2.2 of [45]. If
W is compact, then W ×R+ is macroscopically one-dimensional, and we must worry about
infrared divergences.
If ρ is irreducible (which we take to mean that the homomorphism ρ : π1(W ) → GC
commutes with at most a finite subgroup of GC), then our boundary condition at y = ∞
makes the theory “massive” – in the effective one-dimensional physics obtained by compact-
ification on W , all bosons and fermions are massive. Under these conditions, the choice of ρ
satisfactorily specifies the boundary conditions.
If instead ρ is reducible – it leaves unbroken a subgroup of G of positive rank – then
our boundary condition at y = ∞ leads to a reduced one-dimensional theory in which the
potential energy as a function of scalar fields has flat directions: there are some scalar fields
(such as some components of σ) that can acquire expectation values, at no cost in energy. In
one dimension, quantum fluctuations of massless scalars are inevitable and important. The
boundary condition at y =∞ is in this case not adequately specified by the choice of ρ; one
also needs a quantum wavefunction describing the initial conditions for the massless scalar
fields at y =∞. Here we view y as a Euclidean time coordinate.
The dependence on ρ presents a number of problems for the constructions that we will
make in the rest of this paper. Our next step, in section 3.1, will be electric-magnetic duality.
At a minimum, to proceed in a situation in which ρ is important, we would need to know
how ρ transforms under electric-magnetic duality. Not much is known about this, though
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a little can be gleaned (for some special choices of W ) from [73, 74]. The reducible ρ’s are
certainly important for understanding the standard Chern-Simons path integral, since when
expressed in terms of cycles associated to flat bundles, it certainly receives contributions
from reducible flat bundles.
What happens to the choice of ρ under electric-magnetic duality is a question that pre-
sumably can be answered, in principle. The infrared divergences that arise in the reducible
case pose another problem that may be more serious. After making electric-magnetic du-
ality, we will in section 4 make a T -duality to introduce a new time coordinate, and then
we will want to consider quantum states that propagate in the time direction. Describing
quantum states that propagate in the time direction is, at least at first sight, incompatible
with specifying a boundary condition by fixing a quantum state that propagates in the y
direction. One would at least need a better language to describe what happens here.
Presumably, none of these problems are insuperable, but there clearly is some work to
be done to overcome them.
There is actually a straightforward way to circumvent these problems. This is the ap-
proach we will take in most of this paper; it also is the approach that leads to Khovanov
homology. Instead of taking W to be compact, we will take W = R3. (It then is essential to
include knots or Wilson loop operators, since Chern-Simons theory on R3 is trivial without
them.) For W = R3, fluctuations of massless scalar fields on V = W × R+ do not present a
problem, because V has four non-compact directions. Also, as R3 is simply-connected, when
we take W = R3, there is a unique choice of ρ (corresponding to the trivial flat connection),
and this choice must map to itself under electric-magnetic duality. So as long as we restrict
ourselves to knots in R3, we avoid all technical problems related to infrared divergences and
the behavior of ρ under electric-magnetic duality.
There are additional technical advantages in taking W = R3. Our approach in this paper
naturally leads to an integral (2.64) over a cycle Γ defined by solving flow equations on
V = W × R+. Γ depends on the choice of ρ, so we might denote it in more detail as Γρ.
Khovanov homology is related instead to ordinary real Chern-Simons theory, the integration
cycle being the real cycle U . In general, as described in [14], one can expand U as an integer
linear combination of the Γρ’s, but it may be hard to determine the coefficients explicitly.
ForW = R3, as ρ is unique, all integration cycles are integer multiples of a fundamental one,
and the relation is simply13 Γ = U . So the integration cycle that emerges naturally from
N = 4 super Yang-Mills theory in four dimensions is equivalent to the usual one of ordinary
Chern-Simons theory on the boundary.
13U is precisely Γ, rather than a more general integer multiple of Γ, because in general when the real
integration cycle is expressed in terms of cycles associated to critical points, the cycles associated to real
critical points always enter with coefficient 1, as explained in [14], eqn. (3.39).
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Furthermore, the normalization factorsN andN0 of (2.71) and (2.66) equal 1 forW = R
3.
We have N = 1 because A∞ is trivial. And N0 = 1 on R3 because we are studying a
topological field theory. A “constant” arising from a one-loop determinant on R3 would be
a shift in the ground state energy per unit volume, but such a shift is not possible in a
topological field theory.
So there are many advantages to taking W = R3. Some but not all of these advantages
persist in the following more general case. Let W0 be a rational homology sphere and let
W = W0\p be W0 with a point p omitted. W is not compact and we pick on W a metric
that near its noncompact end looks like the flat metric on R3. In this type of example, there
are no infrared divergences, but there are in general non-trivial choices of ρ, and to proceed
one would need to understand how ρ transforms under electric-magnetic duality, and how
to expand U as a linear combination of the Γρ’s.
Khovanov homology has been defined in the literature for knots in R3 (or S3). It has
proved difficult so far to generalize Khovanov homology to other three-manifolds. The dif-
ficulties may be related to some of the points made above. We note, however, that results
in [43] appear to be part of an analog of Khovanov homology for the case W = R×C, with
C a Riemann surface.
3 S-Duality
To learn something new about Chern-Simons gauge theory, we will apply dualities to the
framework analyzed in section 2. The relevant dualities are standard. Here we consider
S-duality and in section 4, we follow with T -duality.
3.1 Electric-Magnetic Duality
We begin by applying electric-magnetic duality to N = 4 super Yang-Mills theory on V =
W × R+.
The gauge group G is transformed to the Goddard-Nuyts-Olive or Langlands dual group,
which we will denote as G∨. The G∨ gauge theory has a theta-angle and gauge coupling,
which we call θ∨ and g∨
YM
. As usual, we define
τ∨ =
θ∨
2π
+
4πi
(g∨
YM
)2
. (3.1)
39
The standard relation between τ∨ and τ , generalized [75] to the case that G is not simply-
laced, is
τ∨ = − 1
ngτ
, (3.2)
where ng is the ratio of length squared of long and short roots of G, or equivalently of G
∨.
(Thus, ng = 1 if G is simply-laced.) The formula (3.2) can be written as τ
∨ = (aτ+b)/(cτ+d)
where (
a b
c d
)
= ±
(
0 −√ng√
ng 0
)
. (3.3)
The two choices of sign differ by the possibility of combining electric-magnetic duality with
a discrete chiral symmetry. (This symmetry is an element of the center of the R-symmetry
group SU(4)R; it reverses the sign of the twisting parameter t and maps (A, φ)→ (A,−φ).)
The two choices correspond to duality of the D3-NS5 system with a D3-D5 or D3-D5 system,
respectively. There is no natural choice of which is which. Either way, the boundary condition
of the D3-NS5 system maps to a dual boundary condition, which we will discuss in section
3.3. Wilson operators supported at y = 0 map to ’t Hooft operators supported at y = 0;
these are described in section 3.6 and modify the boundary conditions.
The family of twisted topological field theories that is relevant in the present paper is
mapped to itself by electric-magnetic duality. The twisting parameter t∨ of the dual descrip-
tion with gauge group G∨ is related to the twisting parameter t in the original description
by
t∨ = ± τ|τ |t. (3.4)
This formula is a special case of (2.47); the sign is the same as the one in (3.3). For the
D3-NS5 system, we have t = ±√τ/τ according to (2.28), and this leads to the amazingly
simple
t∨ = ±1. (3.5)
The sign does not matter, as the two choices are exchanged by the discrete chiral symmetry
mentioned in the last paragraph. In this paper, we will take t∨ = 1. The localization
equations in the G∨ gauge theory then take a particularly simple form:
F − φ ∧ φ+ ⋆dAφ = 0 = dA ⋆ φ. (3.6)
The transformation law (2.48) for the canonical parameter Ψ tells us that the parameter
Ψ∨ of the dual theory is related to Ψ by
Ψ∨ = − 1
ngΨ
. (3.7)
On the other hand, since t∨ = 1, the formula (2.45) for Ψ∨ reduces to
Ψ∨ =
θ∨
2π
. (3.8)
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Combining these formulas,
θ∨ = 2πΨ∨ = − 2π
ngΨ
. (3.9)
For G∨ = SU(N), we define the instanton number of the G∨ gauge theory by
P =
1
32π2
∫
V
ǫµναβ TrFµνFαβ , (3.10)
where Tr is the trace in the N -dimensional representation. For any G∨, we can take
P =
1
2h∨
1
32π2
∫
V
ǫµναβ Tradj FµνFαβ , (3.11)
where14 h∨ is the dual Coxeter number of G∨, and Tradj is the trace in the adjoint represen-
tation of G∨. The symbol Tr will be used as an abbreviation for Tradj/2h
∨ even if G∨ is not
SU(N). We will eventually modify the definition (3.11) by subtracting a c-number term,
that is a term that does not depend on the gauge field A (see eqn. (3.30) below).
The role of θ∨ in the path integral is simply to weight a field of instanton number P by
a factor exp(−iθ∨P). We set
q = exp(−iθ∨) = exp(2πi/ngΨ), (3.12)
so that the θ∨-dependent factor by which we weight a field of instanton number P is qP.
Recalling (2.68), we see that when we compare the G∨ gauge theory to Chern-Simons theory
on W = ∂V with gauge group G, we must take
q = exp
(
2πi
ng(k + h sign(k))
)
. (3.13)
At least for simply-laced G, this is essentially the standard definition of q in Chern-Simons
gauge theory (the formula is usually written for positive k, and what we call q is sometimes
called q2 or q−1). Hence, for example, the Jones polynomial of a knot in R3 (and its gener-
alizations for other groups and representations) is essentially a Laurent polynomial in this
variable; for a precise statement, see eqn. (1.7).
3.2 Computing The Partition Function
Now let us discuss how to compute the partition function of the G∨ gauge theory on V .
Because t∨ is real, the model is analogous to a two-dimensional A-model (or four-dimensional
14Thus, in our notation, h is the dual Coxeter number of G and h∨ is the dual Coxeter number of G∨.
(Note that some authors use h∨ for the dual Coxeter number of G.)
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Donaldson theory) and computations can be carried out by an appropriate procedure of
counting of classical solutions of the localization equations (3.6). The value t∨ = 1 makes
the procedure particularly simple. As Ψ∨ is independent of g∨
YM
, to calculate the partition
function for given Ψ∨, we can take g∨
YM
to be arbitrarily small. The partition function
then reduces to a sum over classical solutions of the localization equations. The expected
dimension of the moduli space of solutions of those equations is given by the index of a
certain Dirac-like operator. As is typical of A-type topological field theories, the operator in
question is the fermion kinetic operator of the theory, whose index equals the anomaly in the
fermion number F. So the expected dimension of the moduli space must vanish in order for
the twisted N = 4 path integral on V without any operator insertions to be non-vanishing.15
Let us suppose that this is the case and consider the contribution to the path integral
from a given solution of the localization equations. For simplicity, assume that in expanding
around such a solution, there are no bosonic or fermionic zero modes and no unbroken
gauge symmetries. This is the generic state of affairs when the index vanishes. In expanding
around such a solution, since we can take g∨
YM
to be arbitrarily small, we can make a one-loop
approximation to the path integral, which – apart from a factor coming from the classical
action – reduces to the ratio of fermion and boson determinants. The determinants are equal
up to sign, because of supersymmetry, and the boson determinant is always positive. So the
ratio of determinants is ±1, depending on the sign of the fermion determinant. The factor in
the path integral from the classical action is qP, coming from the part of the classical action
proportional to θ∨.
The sum of the contributions of all solutions with P = n is then anq
n for some integer
an; an is simply the sum of contributions +1 and −1 from classical solutions with P = n and
positive or negative fermion determinant. The partition function is the sum of anq
n over all
values of n:
Z(q) =
∑
n
anq
n. (3.14)
As explained in section 2.5, the N = 4 partition function Z(q) will be most simply related
to Chern-Simons theory if V = R3 × R+, in which case Z(q) and the Chern-Simons path
integral on R3 should simply coincide. To make this case interesting, we include knots in R3
on the Chern-Simons side and the corresponding loop operators in the boundary of V in the
N = 4 description. The formula Z(q) has been obtained in a dual description by G∨ gauge
theory, so the loop operators are ’t Hooft operators (rather than the Wilson operators that
were introduced in section 2.2.4). The presence of ’t Hooft operators affects the coefficients
15When the index is non-zero, we make a suitable operator insertion to replace the twisted N = 4 partition
function with a non-vanishing path integral. (This can actually only be done when the index is positive,
because the cohomology of Q in the space of local operators vanishes for F < 0.) As in other theories of A-
model type, the operator insertions have the effect of constraining the solutions of the localization equations
and reducing to a situation much like what prevails when the index vanishes. We omit the details, as we do
not need them and they are standard in topological field theories of this type.
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an in the partition function because it affects the boundary conditions along ∂V , as we will
describe in section 3.6.
The claim that the sum (3.14) reproduces the knot invariants of Chern-Simons theory
is one of the main claims of the present paper. For a direct verification of this for the
special case corresponding to the Jones polynomial (that is, G = SU(2) with loop operators
associated to the two-dimensional representation of G) see [57].
For future reference, we can rewrite (3.14) as follows. Let S be the set of classical solutions
of the localization equations. For s ∈ S, let ns be the value of P for the corresponding
solution, and denote the sign of the fermion determinant obtained when one expands around
that solution as (−1)gs. Then
Z(q) =
∑
s∈S
qns(−1)gs. (3.15)
What values of the instanton number n occur in (3.14)? Suppose first that G∨ is simply-
connected. Then n is an integer if V is compact and without boundary, but if V has a
boundary or an end at infinity, then n ∈ Z+δ, where the constant δ depends on the boundary
conditions and the behavior at infinity. (We will analyze this dependence in section 3.5.) If
G∨ is not simply-connected but V is compact and without boundary, then n ∈ Z/w, where
the integer w depends only on G∨ (for example, w = 4 if G∨ = SO(3), since the instanton
number of an SO(3) bundle W → V is congruent to ∫
V
w2(E)
2/4 mod Z). If G∨ is not
simply-connected and V has a boundary or a non-compact end, then n ∈ Z/w + δ for some
constant δ. Despite these details, we will loosely refer to a sum of the form (3.14) as a
Laurent polynomial if an vanishes except for finitely many values of n.
Given that the Chern-Simons path integral for a knot in R3 can be expressed as in
(3.14), can we get a new understanding of the fact that these functions are actually Laurent
polynomials? This is true if the localization equations have solutions only for finitely many
values of P, since an certainly vanishes if there are no solutions at all with P = n. It is
shown in [63], section 3.3, that if V is a compact four-manifold without boundary, then the
localization equations (for any value of t other than 0 or ∞) have no solutions except for
P = 0. Hopefully, for ∂V 6= ∅, with the boundary conditions of sections 3.3 and 3.6, and
possibly with a noncompact end, there is a more general result giving a bound on |P| for
any solution. This will ensure that the path integral is a Laurent polynomial.
3.2.1 Some Further Details
In our simplified explanation of (3.14), we have omitted a few details that will be important
in some generalizations.
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First of all, under electric-magnetic duality, the action may obtain a c-number term of
the form αχ(V )+βσ(V ) where χ(V ) and σ(V ) are the Euler characteristic and signature of
V and α, β are universal constants. Such an effect has been described in [73] in the context
of a different twist of N = 4 super Yang-Mills theory. If it occurs in the present context,
this would multiply the right hand side of (3.14) by exp(αχ(V ) + βσ(V )). This may be
important for some applications, though not for the case V = W × R+ that we focus on in
the present paper.
Second, we should discuss the role of unbroken gauge symmetries. Given a solution of the
localization equations, we writeH for the subgroup of G∨ consisting of gauge transformations
that leave fixed the given solution. We call a solution reducible if H is a Lie group of positive
dimension and irreducible if H is a finite group, in which case we denote the number of
its elements as #H . Reducible solutions (such as the trivial solution with A = φ = 0)
are inevitably present if ∂V = ∅. In expanding around a reducible solution, there are flat
directions in the classical potential (for example, the potential vanishes for some components
of σ), and one has to learn how to integrate over this space of flat directions in order to
determine the contribution of a reducible solution to the path integral. This is a rather
delicate question, and we will not investigate it here.
There is also some subtlety concerning irreducible solutions when H is non-trivial. For
compact V , the contribution of an irreducible solution with non-trivial H is actually not ±qn
but ±qn/#H , where the factor 1/#H results from the process of dividing by the volume
of the gauge group. Suppose that V has a nonempty boundary and we use the boundary
condition described in section 3.3. This boundary condition explicitly breaks G∨ down to
its center, which we call Z(G∨). The center is always a symmetry of any classical solution,
so in this situation we always have H = Z(G∨). If in addition V is compact, (3.14) should
be multiplied by 1/#Z(G∨), reflecting the fact that Z(G∨) acts trivially on the space of
fields. However, if V also has a noncompact end (as in our basic example V = W × R+),
one divides only by gauge transformations that are trivial at infinity, and hence the factor
of 1/#Z does not arise.
For V = W × R+, we have to define a boundary condition at infinity. We do this
just as we did for the original D3-NS5 system: we pick a y-independent solution of the
localization equations at infinity. In the present case, this corresponds to a homomorphism
ρ∨ : π1(W )→ G∨C. The partition function (3.14) can be defined for each ρ∨, so we really get
a family of partition functions Zρ∨(q), labeled by ρ
∨. Similarly, the integral (2.64) is really a
family of path integrals Iρ, labeled by homomorphisms ρ : π1(W ) → GC. One expects that
electric-magnetic duality will lead to formulas of the general nature
Zρ∨(q) =
∑
ρ
mρ∨,ρIρ(q), (3.16)
with some matrixmρ∨,ρ. But little is clear about the nature of this matrix. This problem was
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pointed out in section 2.5. Luckily, for the important case W = R3, we avoid this question.
3.3 The Dual Boundary Condition
We are mainly interested in the case that the four-manifold V has a boundary, so we need to
describe the appropriate boundary condition in the G∨ gauge theory. (We describe here the
boundary condition away from possible ’t Hooft operators. The more elaborate boundary
condition that must be used near an ’t Hooft operator is described in section 3.6.)
For G∨ = G = U(N), the boundary conditions that we want are those of the D3-D5
system, or equivalently, the Dp-D(p+ 2) system for any p. This boundary condition, which
is of a rather surprising nature, was first formulated in [50] by comparing to known results
about the Nahm transform of BPS monopoles. More intuitive explanations have been given
in [51–53] in terms of the D(p+ 2)-brane theory and a “fuzzy funnel.” A formulation of the
boundary condition purely in field theory terms, along with a generalization to any G∨, has
been given in [46].
The boundary condition of the D3-D5 system is defined not by imposing a condition on
the fields or their normal derivatives, as in the case of familiar boundary conditions such
as Dirichlet and Neumann, but by specifying the singular behavior that the fields should
have near the boundary. (This is somewhat like the procedure used to define an ’t Hooft
operator, or a disorder operator in statistical mechanics; these are also defined by specifying
a desired singularity.) The desired behavior is described by giving a model solution of the
equations (3.6) that has the desired singularity. In the context of topological field theory,
the model solution has to obey the equations in order to preserve the desired topological
supersymmetry at t∨ = 1.
In fact, the boundary condition of the D3-D5 system has much more symmetry than that;
it is half-BPS, and is invariant under translations and rotations and in fact even conformal
transformations that leave fixed the boundary. It is convenient to define the model solution
on the half-space x3 ≥ 0, and to write y for x3. In the model solution, the gauge field A
vanishes, as does the normal part of the one-form φ. We write ~φ =
∑2
i=0 φi dx
i for the
tangential part of φ. Rotation and translation invariance tell us to look for a model singular
solution such that φ is a function of y only. Given all this, the equations (3.6) reduce to
Nahm’s equations
d~φ
dy
+ ~φ× ~φ = 0. (3.17)
Here ~φ×~φ is the triple of elements of g defined by (~φ×~φ)0 = [φ1, φ2] plus cyclic permutations
of indices, or equivalently by (~φ × ~φ)i = [φi+1, φi−1], where we consider the integer-valued
label i to be defined modulo 3.
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Conformal invariance of the D3-D5 boundary condition means the boundary condition
is defined by a solution in which
~φ = ~t/y (3.18)
for some constant elements ~t of the Lie algebra g∨. Nahm’s equations then reduce to
[ti, tj ] = ǫijktk, i, j, k = 0, 1, 2, (3.19)
where ǫijk is the antisymmetric tensor with ǫ012 = 1. Eqn. (3.19) is equivalent to saying that
the elements ~t are the images of a standard set of SU(2) generators under some Lie algebra
homomorphism ξ : su(2)→ g∨.
Having picked ξ, the boundary condition on ~φ is
~φ =
~t
y
+ . . . , (3.20)
where the ellipses refer to terms less singular than 1/y. The other three scalar fields (the
normal part of φ and the real and imaginary parts of σ) vanish at y = 0, regardless of ξ. This
is deduced in [46] as a consequence of supersymmetry; in a D3-D5 brane construction, it
asserts that scalar fields that describe motion of the D3-branes normal to the D5-brane must
vanish on the boundary. The gauge field A obeys a shifted version of Dirichlet boundary
conditions, as described in section 3.4 below.
The procedure just sketched, with any choice of ξ, leads to a half-BPS boundary condition
that preserves the desired supersymmetry. However, as explained in [46], the boundary
condition we want (S-dual to the generalized Neumann boundary conditions that were our
starting point in section 2) corresponds to the case ξ is a “principal embedding” [76] of su(2)
in g∨. A principal embedding is unique up to conjugacy, for any G∨.
For G∨ = SU(N) or U(N), a principal embedding is defined by picking an SU(2) sub-
group of G∨ such that the fundamental N -dimensional representation of G∨ restricts to an
irreducible representation of SU(2). For G∨ = U(N), the principal embedding arises for N
D3-branes ending on a single D5-brane; other choices of ξ can be realized with N D3-branes
ending on multiple D5-branes.
For all other groups, a principal embedding is, roughly speaking, as close to irreducible as
possible. For example, for G∨ = SO(2k+1), the fundamental 2k+1-dimensional representa-
tion is irreducible under a principal SU(2) subgroup. This is possible because an irreducible
2k + 1-dimensional representation of SU(2) is real, and hence the SU(2) matrices acting in
this representation can be embedded in SO(2k + 1). For G∨ = SO(2k), the best we can do
is to pick an SU(2) subgroup under which the fundamental representation decomposes as
2k = (2k − 1) + 1, and this is a principal SU(2) subgroup. For G∨ = Sp(2k), a principal
SU(2) subgroup is one under which the fundamental 2k-dimensional representation of G
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transforms irreducibly; this is possible because an irreducible 2k-dimensional representation
of SU(2) is pseudoreal, so the representation matrices can be embedded in Sp(2k). For all
these classical groups, the principal embedding arises for N D3-branes ending on a single
D5-brane in the presence of an orientifold plane. To give one example involving an excep-
tional Lie group, for G∨ = G2, the principal SU(2) embedding is characterized by the fact
that the 7-dimensional representation of G2 transforms irreducibly under a principal SU(2)
subgroup of G2.
We will later need to know a few more basic facts about a principal su(2) subalgebra of g.
If G is a simple Lie group of rank r, then its Lie algebra g decomposes under a principal su(2)
subalgebra as a direct sum of precisely r irreducible representations of dimensions 2ji + 1,
i = 1, . . . , r. (The ji are always integers.) For G = SU(N), the ji are 1, 2, 3, . . . , N − 1 and
of course in general
r∑
i=1
(2ji + 1) = dimG. (3.21)
The ring of invariant polynomials on the Lie algebra g is freely generated by r fundamental
Casimir invariants, which are homogeneous of degrees di = ji + 1, i = 1, . . . , r. For SU(N),
these invariants are the functions Tr ad, d = 2, . . . , N .
As a point of terminology, we will refer to the singularity that ~φ has at the boundary for
the case of a principal su(2) embedding as a regular Nahm pole. Referring to this singularity
as a Nahm pole requires no explanation. The term “regular” refers to the fact that the raising
operator of a principal su(2) subalgebra is a regular element of the complex Lie algebra gC.
(An element of this Lie algebra is called regular if the subalgebra that commutes with it
has the minimum possible dimension – the rank of G.) For a fuller explanation, see the
discussion of eqn. (3.53).
3.4 Embedding the Tangent Bundle
So far we have described the behavior near the boundary for the case that V = R3 × R+,
∂V = R3. Now we want to generalize to the case that the boundary of V is an arbitrary
three-manifold W with Riemannian metric gij . We assume that near its boundary, V looks
like a product W × R+.
Let us first consider the case that G∨ is SU(2) or SO(3). The gauge field A, restricted
to W , is a connection on a G∨ bundle E →W .
In section 3.3, for W = R3, we described the singular part of ~φ as ~t/y. In the context of
the twisted topological field theory, since ~φ is interpreted as a one-form, an identification of
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the Lie algebra su(2) with the tangent space to R3 is implicit here. To make it explicit, we
introduce the Kronecker delta δai and write, in more detail,
~φ · d~x =
∑
i,a δ
a
i ta dx
i
y
+ . . . , (3.22)
where ta are a standard set of su(2) generators, obeying [ta, tb] = ǫabctc and (therefore)
Tr tatb = −δab/2. It is convenient to define a quadratic form on the su(2) Lie algebra by
(x, y) = −2Tr xy, so (ta, tb) = δab.
In the case of a general W , the generalization of (3.22) can only be
~φ =
∑
i,a e
a
i ta dx
i
y
+ . . . , (3.23)
where now eai is some tensor that, at any point p ∈ W , reduces to δai , up to a gauge
transformation, in any locally Euclidean coordinate system at p. Such a coordinate system
is one in which the metric at p is gij = δij. A covariant way to state the condition on e
a
i
without any restriction on the coordinate system or any choice of gauge is to say that
(eai ta, e
b
jtb) = gij, (3.24)
which implies that in a locally Euclidean coordinate system, eai = δ
a
i up to a gauge transfor-
mation. An equivalent statement is
eai e
b
jδab = gij. (3.25)
But this is a familiar condition in Riemannian geometry. The object e is usually called the
vierbein; it establishes an isomorphism between the bundle ad(E) with its natural su(2)-
invariant quadratic form and the tangent bundle TW of W with the quadratic form deter-
mined by the metric tensor of W .
Now we have to look more closely at the equations (3.6). As ~φ ∼ 1/y, the equations have
terms of order 1/y2. By taking the ti to obey the su(2) commutation relations, we ensure
vanishing of the 1/y2 terms in the equations. We still must consider the terms of order 1/y
in the equations. Here we find that we need
Diej −Djei = 0, (3.26)
whereDi = ∂i+[Ai, · ] is the usual gauge theory connection. This is another basic equation in
Riemannian geometry. It uniquely determines the restriction of A toW to be the Riemannian
connection on TW . In fact, this equation is usually taken as the definition of the Riemannian
connection on the tangent bundle. We will denote the Riemannian connection on TW as ω.
This is all there is to say if G∨ = SO(3): the G∨ bundle E → V , restricted to the
boundary W = ∂V , is the tangent bundle to W , and the connection restricted to W is
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the Riemannian connection. For G∨ = SU(2), the G∨-bundle E → W is not completely
determined by the above description of ad(E); the additional data required is a choice of
spin structure.
The extension of this discussion to any G∨ is straightforward. The polar part of ~φ
establishes an isomorphism between TW and a subbundle of ad(E), and this subbundle
corresponds to an su(2) subalgebra of g. The case we want is that the subalgebra is principal.
The equation (3.26) says that the gauge field A, restricted to the boundary, is valued in this
su(2) subalgebra and that its restriction to su(2) is the Riemannian connection. Differently
put, the bundle ad(E) is associated to TW by a principal embedding su(2) ⊂ g. If the
center Z(G∨) of G∨ is trivial, then the G∨ bundle E → W is completely characterized by
this description of ad(E). Otherwise, if W is not simply-connected, the global description
of E may involve some additional discrete data analogous to a choice of spin structure:
the holonomies of E around noncontractible loops in W are not uniquely determined by
the Riemannian structure of W , but can be modified by tensoring with a homomorphism
π1(W )→ Z(G∨).
3.5 The Framing Anomaly
3.5.1 A Gravitational Coupling
This last result presents us with a quandary. According to section 3.2, the contribution of a
given classical solution to the partition function is ±qn, where n is the instanton number of
that solution. But the boundary conditions of section 3.4 do not lead to a natural definition
of the instanton number.
The instanton number of a G∨-bundle E → V is a topological invariant if V is a four-
manifold without boundary. It remains a topological invariant if V has a non-empty bound-
ary and we are given a trivialization of E on W = ∂V .
We have just discovered that instead of being trivialized on W , E is identified on W
with the tangent bundle TW to W ; the gauge field A restricted to W is similarly identified
with the Riemannian connection ω on TW , or more precisely with its G∨-valued image ξ(ω),
where ξ : su(2)→ g∨ is a principal embedding. This means that the instanton number P is
not invariant under a change of metric of V . In general, under any change in the gauge field
A, the change in P is given by the change in the Chern-Simons invariant of the restriction
of A to the boundary W :
δP =
1
2π
δCS(A). (3.27)
(This is the content of eqn. (2.52), for example.) Since when restricted to W we have
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A = ξ(ω), we can equivalently write
δP =
1
2π
δCS(ξ(ω)). (3.28)
In turn, CS(ξ(ω)) is (modulo the standard 2π ambiguity) the same as bCS(ω) where CS(ω)
is the Chern-Simons invariant of ω as an SU(2) connection (before embedding it in G∨),
and b is an integer, analyzed in section 3.5.3, that results from the embedding. So we can
slightly simplify (3.28) to
δP =
b
2π
δCS(ω). (3.29)
If V is a compact manifold with boundary, there is a simple cure for this. We simply
modify the definition (3.11) of P by subtracting the integral over V of a suitable curvature
integral. The curvature integral is a multiple of
∫
V
TrR ∧ R, with R the Riemmann tensor
of V . This integral is a topological invariant if ∂V = ∅, and in general its variation is a
multiple of δCS(ω). We pick the coefficient to cancel the boundary term in the variation of
P. Thus, we replace the definition (3.11) with
P̂ =
1
2h∨
1
32π2
∫
V
ǫµναβ Tradj FµνFαβ − b
4
1
32π2
∫
V
ǫµναβ TrTV RµνRαβ, (3.30)
where we view the Riemann tensor as a two-form with values in endomorphisms of the
tangent bundle TV of V and take the trace accordingly.16 With the boundary condition
of sections 3.3 and 3.4, P̂ is an integer-valued topological invariant. The modification of P
amounts to adding to the underlying Lagrangian a coupling of the gauge-theory theta-angle
to TrTV R ∧ R, in addition to its usual coupling to the gauge theory instanton density. If V
has no boundary, this modification does not affect the topological invariance of the theory,
while if V has a boundary, it eliminates the dependence on the Riemannian metric of the
boundary.
3.5.2 The Product Case And The Framing Anomaly
What has just been described does not quite work if V is the noncompact four-manifold
W × R+ that will be essential in our applications. Let us discuss this case closely. We
always assume a product metric on W ×R+; considering more general metrics does not add
anything.
16If V is spin and we pick one of the spin bundles of V , say the bundle S+ of spinors of positive chirality,
then we can use in (3.30) a trace in S+, rather than 1/4 of a trace in TV . Even if V has a boundary, but
assuming the metric is a product near the boundary, the two formulas differ by a topological invariant, a
multiple of the Euler characteristic of V .
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On V = W × R+, we should first worry about a possible problem in defining P at
infinity, as well as the problem at the boundary of V . At infinity on R+, we take a boundary
condition that is given by a homomorphism ρ∨ : π1(W ) → G∨C (as in the last paragraph of
section 3.2.1). Such a homomorphism is given by a complex-valued connection A = A + iφ
that is independent of y. The complex-valued Chern-Simons invariant CS(A) is, of course,
independent of the metric of W , and, given that A is flat, the real part of CS(A) coincides
with CS(A). So CS(A) is independent of the metric of W . Hence varying the metric of W
does not produce a contribution at infinity to the change in P; the only such contribution
comes at y = 0, that is, at the boundary of V . Still, if ρ∨ is non-trivial, the constant value
of CS(A) does represent a contribution to P. Because of this contribution as well as the
contribution at y = 0, the values of P are not integers. However, differences in values of P
continue to be integers.
We pause to explain this last important statement. The statement is clear if G∨ is simply-
connected, for then any two bundles that obey the boundary conditions differ by a twist by
an element of π3(G
∨); as usual this twist shifts the instanton number by an integer. But
even if G∨ is not simply-connected, differences in the values of P are still integers in the
special case of V =W ×R+. Let us explain the reason for this for the case G∨ = SO(3). In
this case, a G∨ bundle E → V has an invariant w2(E) ∈ H2(V,Z2), and if V is a compact
four-manifold without boundary, the instanton number of the bundle E is congruent to17∫
V
w2(E)
2/4 mod Z. This is why, potentially, values of P might not differ by integers.
However, for V = W × R+, our boundary condition at y = 0 says that E|W = TW , and
hence (as any oriented three-manifold is spin), the restriction of w2(E) to W vanishes. Since
V = W ×R+ is contractible onto W , this ensures that w2(E) vanishes altogether, so the G∨
bundle E is liftable to a Ĝ∨ bundle, where Ĝ∨ = SU(2) is the universal cover of G∨. This
being so, we can replace G∨ by Ĝ∨ in analyzing the possible values of P, and these differ by
integers just as if G∨ is simply connected. For any G∨, the argument proceeds in the same
way, using the boundary condition at y = 0 to show that E can be lifted to a bundle with
structure group Ĝ∨.
We still have to face the metric dependence of P that comes from the behavior at y = 0.
On V = W×R+, we cannot eliminate the metric-dependence of P by subtracting a curvature
17This is a standard topological result. First, let us explain why
∫
V
w2(E)
2 can be evaluated mod 4 even
though w2(E) is defined only mod 2. For simplicity, we make a very mild assumption that W3(M) = 0,
which implies that w2(E) can be lifted to a class x ∈ H2(M,Z). Though x is only uniquely determined mod
2,
∫
M
x2 is well-defined mod 4. This is so simply because (x + 2y)2 = x2 + 4(xy + y2) so
∫
M
x2 is invariant
mod 4 under x → x + 2y. So 1
4
∫
M
w2(E)
2 is well-defined mod Z. Now we wish to show that this number
coincides with the instanton number of E mod Z. By obstruction theory, this is true for all SO(3) bundles
E with a given value of w2(E) if it is true for one such bundle. (The basic idea here is that any two such
bundles differ by a twist by π3(SO(3)) = Z, and such a twist shifts the instanton number by an integer.)
So it suffices to consider a convenient choice of E. For such a choice, let L be a complex line bundle with
c1(L) = w2(E) mod 2, and let E = R ⊕ L where R is a trivial real line bundle and L is viewed as a real
bundle of rank 2. Then w2(E) = c1(L) mod 2 and the instanton number of E is 14
∫
M
c1(L)
2.
51
integral, as above. For a product metric on V , the integral
∫
V
TrR ∧ R vanishes. If we use
a more general metric, adding such a term would merely move the problem from y = 0 to
y = ∞. Instead, we will have to proceed as in [12], where a precisely analogous problem
arose in analyzing Chern-Simons theory on a three-manifold W .
If CS(ω), the Chern-Simons function of the spin connection, were a well-defined real-
valued function, we could eliminate the problem by subtracting from P a multiple of this
function to define
P̂ = P− b
2π
CS(ω). (3.31)
P̂ would then be an integer-valued topological invariant that we would use instead of P in
the formula for the partition function.
Actually, CS(ω) has the usual 2π ambiguity, and is not well-defined as a real-valued
function unless we are given more information. The additional information we need is known
as a “framing,” a trivialization (up to homotopy) of the bundle in question. We have defined
CS(ω) as the Chern-Simons invariant of the Riemannian connection regarded as an SU(2)
connection on the spin bundle, so the information we need to define CS(ω) as a real-valued
function is a framing of the spin bundle. Actually, we will proceed in a slightly different way.
CS(ω) has a dependence on the choice of spin structure of W , and this is unnatural in our
problem (unless G∨ is such that the boundary condition of section 3.3 entails a choice of spin
structure). Although CS(ω) depends on the spin structure, its variation in a change in metric
does not (the dependence of CS(ω) on the spin structure is a topological invariant); this is
why eqn. (3.29) for the metric dependence of P does not depend on a spin structure. In
redefining P to eliminate its metric-dependence, we want to avoid introducing an unnatural
dependence on spin structure; we can accomplish this by simply rewriting (3.31) in terms of
the Chern-Simons invariant of the Riemannian connection ω regarded as an SO(3) connection
on TW , the tangent bundle of W . In [12], the Chern-Simons invariant of ω as an SO(3)
connection was called CSgrav. The relation between the CS(ω) and CSgrav is simply
CSgrav = 4CS(ω). (3.32)
The factor of 4 reflects the fact that the trace of a product of Lie algebra elements (such as
F ∧ F ) in the three-dimensional representation of SO(3) is four times the trace of the same
product in the two-dimensional representation of SU(2). To define CSgrav as a real-valued
function, the topological data that we need is a framing of the tangent bundle TW . This is
usually called simply a framing of W .
Given a framing, CSgrav becomes a well-defined real-valued function, and we eliminate
the metric-dependence of P by defining, as in (3.31):
P̂ = P− b
2π
CS(ω) = P− b
8π
CSgrav. (3.33)
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The quantity P̂ is an invariant, valued in a coset of Z in R that depends on the choice of ρ∨
at infinity and on the framing but not on the metric of W .
Replacing P by P̂ introduces in the partition function Z an extra factor
q−bCS(ω)/2π = q−bCSgrav/8π. (3.34)
Under a unit change of framing, with CSgrav → CSgrav + 2π, P̂ as defined in (3.33) maps to
P̂− v/4. So under a unit change of framing, the partition function transforms by
Z → Zq−b/4. (3.35)
Precisely such a dependence on a choice of framing appears in Chern-Simons theory. In
section 3.5.3, we will compare the framing anomaly as we have computed it in eqn. (3.35) in
N = 4 super Yang-Mills theory to the standard framing anomaly as found in Chern-Simons
theory.
The relation of what has just been said to the treatment in section 3.5.1 is that if one is
given a compact V with boundary W , then the curvature integral on V gives a natural lift
of CSgrav (or CS(ω)) to a real-valued function. On V = W ×R+, there is no natural lift and
we simply have to pick one.
Actually, something slightly less than a framing of TW is enough. In comparing two
framings of TW , one runs into an integer winding number, associated with π3(SO(3)) = Z,
and, depending on the topology of W , one also encounters some two-torsion information
derived from π1(SO(3)) = Z2. The two-torsion information is not relevant for the framing
anomaly of Chern-Simons theory. There is a convenient way to eliminate it [13]. Two
framings of TW that induce the same framing of TW ⊕ TW lead to the same definition
of CSgrav. One can therefore consider the basic concept needed to define CSgrav to be a
framing of TW ⊕TW . A framing of TW ⊕TW is called a two-framing. Globally, by making
use of the signature theorem on a four-manifold with boundary, one can define a canonical
two-framing for any three-manifold W . This canonical two-framing is often used, explicitly
or otherwise, in writing formulas for the Chern-Simons partition function. Because there is
no local recipe for constructing it, it is natural to allow any framing (or two-framing) and
determine how the partition function changes in a change of framing.
3.5.3 Comparison With Chern-Simons Theory
According to [12], the framing dependence of Chern-Simons theory on a three-manifold W
arises from the fact that to cancel an anomalous dependence of the partition function Z on
53
the metric of W , we must pick a framing of W and include in the definition of Z a factor
exp
(
ic(k)sign(k) CSgrav
24
)
. (3.36)
Here c(k) is the central charge of G current algebra at level |k|:
c(k) =
k dim(G)
k + h sign(k)
, (3.37)
where dim(G) is the dimension of the gauge group G and h is its dual Coxeter number. Both
equations (3.36) and (3.37) are usually written for k > 0; we have included factors of sign(k)
so that they are valid for any nonzero integer k. (The required factors are determined by
the fact that the partition function is invariant under k → −k together with a reversal of
the orientation of W , which changes the sign of CSgrav.)
It is convenient to expand
c(k) = dim(G)− h dim(G) sign(k)
k + h sign(k)
. (3.38)
Here the first term, dim(G), arises in the one-loop approximation to Chern-Simons theory.
In fact, it comes from the metric-dependence of an Atiyah-Patodi-Singer η-invariant, as
explained in [12]. When inserted in (3.36), this term gives a factor
exp(i dim(G) sign(k) CSgrav/24). (3.39)
This factor is not analytic in k or q and hence will not match any computation in N = 4
super Yang-Mills theory.
Instead, we interpret this factor as part of the constant N0 in the relation (2.66) between
two different holomorphic volume forms on the space of complex-valued connections. One
of these, which we call DA, arises by analytic continuation of the path integral measure of
Chern-Simons theory (with a compact gauge group G), while the second, which we call DA,
is induced from N = 4 super Yang-Mills theory (together with a boundary condition defined
by a flat connection A∞ at y =∞, associated with some homomorphism ρ : π1(W )→ GC).
If what we have just found were a complete formula for N0, we would have
DA ∼= DA exp (−ih sign(k) CS(A) + i dim(G) sign(k) CSgrav/24) . (3.40)
Unfortunately, this cannot quite be a complete formula. Because of the factor of 1/24
multiplying CSgrav, the formula actually leaves unspecified a 24
th root of unity in the relation
between DA and DA. There is actually yet another root of unity that should be included;
this is a fourth root of unity that arises on the Chern-Simons side from a spectral flow
invariant that is described in [78]. It seems that N0 depends on ρ, at least by these roots
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of unity, as well as on the metric of W . The factor involving CSgrav and the roots of unity
all come from the η invariant which arises in the one-loop approximation to Chern-Simons
theory evaluated at the flat connection A∞. Perhaps N0 should simply be written in terms
of this η-invariant. Luckily, in this paper we mostly take W = R3 and A∞ = 0, enabling us
to avoid these issues.
The higher order terms turn out to have a more clear-cut interpretation. We write
c(k) = dim(G) +∆c, where ∆c = −h sign(k) dim(G)/(k+ h sign(k)) is the part of c(k) that
in Chern-Simons theory comes from diagrams of two or more loops. The natural perturbative
expansion in Chern-Simons theory is in powers of 1/k; ∆c has contributions of all orders in
this expansion. On the other hand, in N = 4 super Yang-Mills theory, the natural expansion
parameter is 1/Ψ where Ψ = k + h sign(k), so in this expansion, ∆c is purely a two-loop
effect. This fact remains to be explained.
In any case, the framing anomaly associated to ∆c has a straightforward interpreta-
tion in the S-dual description by G∨ gauge theory. The part of (3.36) involving ∆c is
exp(−ih dim(G) CSgrav/24(k+h sign(k))). Under an elementary change of framing CSgrav →
CSgrav + 2π, this factor changes by
exp
(
− 2πih dim(G)
24(k + h sign(k))
)
= q−hdim(G)ng/24, (3.41)
where q was defined in (3.12). For the S-dual description, the equivalent formula (3.35) says
that in an elementary change of framing, the partition function changes by a factor of q−b/4.
So obviously to reconcile the two formulas, we need b = ng h dim(G)/6.
So let us evaluate b. We start with an SU(2) gauge field A of instanton number 1. Such
a gauge field has the property that if Trsu(2) is the trace in the adjoint representation of
SU(2), then
1 =
1
2 · 2 ·
1
32π2
∫
V
ǫµναβ Trsu(2) FµνFαβ. (3.42)
In the denominator, we have replaced 2h∨ in the definition of the instanton number by 2 · 2,
since h∨ = 2 for SU(2). Now b is defined as the instanton number of the G∨ gauge field
ξ(A), where ξ is a principal embedding su(2)→ g. Hence
b =
1
2 · h∨
1
32π2
∫
V
ǫµναβ Trg ξ(Fµν)ξ(Fαβ). (3.43)
The trace is now taken in the adjoint representation of G∨, and to be pedantic, we have
written ξ(F ) for the g-valued image of F . The ratio of traces in (3.43) and (3.42) is the same
as the ratio of the traces of the quadratic Casimir operator of su(2) in the two representations
(namely g and su(2)). The value of the Casimir operator in an irreducible representation of
su(2) of dimension 2j + 1 is j(j + 1), and its trace is j(j + 1)(2j + 1). So the ratio of the
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two traces is
∑r
i=1 ji(ji + 1)(2ji + 1)/6, where (as discussed at the end of section 3.3) g is a
direct sum of su(2) modules of dimensions 2ji + 1. So finally
b =
r∑
i=1
ji(ji + 1)(2ji + 1)
3h∨
. (3.44)
The desired relation b = ng dim(G) h/6 hence becomes
r∑
i=1
ji(ji + 1)(2ji + 1) =
1
2
ng dim(G) hh
∨. (3.45)
As a check, this relation holds for G if and only if it holds for G∨. Indeed, the ji, ng, and
dimG are invariant under the exchange G↔ G∨, while h and h∨ are exchanged.
For a proof of this relation, see [77], Proposition 3.1. It is actually not difficult to verify
the relation by hand for all simple Lie groups, whether of type A, B, C, D, E, F, or G. As an
example, if G and therefore also G∨ are of type G2, then the ji are 1 and 5, while ng = 3,
dim(G) = 14, and h = h∨ = 4. The left and right of (3.45) both equal 336.
3.6 ’t Hooft Operators In The Boundary
3.6.1 Preliminaries
In section 2.2.4, we showed that, when the gauge theory theta-angle is nonzero, the D3-
NS5 system admits supersymmetric Wilson line operators at, and only at, the boundary
of a four-manifold V . Dually, the same must be true for the D3-D5 system, but now with
supersymmetric ’t Hooft operators rather than Wilson operators. Our goal in the present
section will be to concretely explain how to define these ’t Hooft operators.
In general, ’t Hooft operators are analogous to disorder operators in statistical mechanics
– and also analogous to the D3-D5 boundary condition that we have described in section
3.3. Just as our boundary condition was described by specifying the singularity that fields
must have along the boundary of V , so an ’t Hooft operator is defined, as explained in [79],
by describing the singular behavior that four-dimensional fields should have along a chosen
one-manifold S, which usually is taken to lie in the interior of V . To explain what singular
behavior one wants, one selects a local model solution of the supersymmetric Yang-Mills
equations on R4\R (i.e., R4 with R removed) with a singularity of some desired type along R.
Normally, one picks a solution that is invariant under rotations and translations (and possibly
conformal motions) of R4 that map R to itself, and possibly under some supersymmetries.
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Concretely, for the usual half-BPS ’t Hooft operators, the requisite singular solutions are
very simple: they are obtained by embedding an abelian Dirac monopole in the nonabelian
Yang-Mills gauge group. Once a singularity type is chosen, one calculates in the presence
of an ’t Hooft operator supported on a one-manifold S ⊂ V by doing gauge theory on V \S
with fields that have a singularity along S of the chosen type.
In our problem, we want to follow the same general ideas, with one important difference:
V is a four-manifold with boundary W , and S is contained in W . (We expect from duality
that S must be contained in W , but we can also see this directly by following the analysis of
Wilson-’t Hooft operators in section 6.2 of [63].18) But the basic idea of defining an ’t Hooft
operator by specifying a model solution still applies.
For the model solution, we now take V to be a half-space, say the space x3 ≥ 0 in a
Euclidean space with coordinates x0, . . . , x3. And we take S to be a straight line in the
boundary of V , say the line x1 = x2 = x3 = 0. We look for a solution of the Yang-Mills
equations on V that is invariant under symmetries that map S to itself, that is, under
translations of x0 and rotations of the x1 − x2 plane. In addition, as we want an ’t Hooft
operator that preserves the supersymmetry Q of our topological field theory, the singular
solution should obey the supersymmetric equations (3.6). (Actually our ’t Hooft operator
will preserve more supersymmetry than just the one supercharge Q, which it will accomplish
by obeying a stronger system of equations, as described later.) The solution should become
trivial for x3 → ∞, far from the position of the ’t Hooft operator. At a generic boundary
point, it must have the boundary behavior of the regular Nahm pole as described in section
3.3. This in particular means that the desired singular solution cannot be a simple abelian
one, like the singular solution used to describe an ’t Hooft operator away from the boundary.
At a boundary point that is located on the line S, the singular behavior is more complicated.
That more complicated behavior is exactly what we wish to determine.
We will carry out this program in full for G = SU(2). For G of higher rank, we carry
out some of the steps but the precise singular solution of relevance is not yet known.
3.6.2 First Reduction Of The Equations
As just explained, we want to find on the half-space V given by x3 ≥ 0 a special type of
solution of the supersymmetric equations
F − φ ∧ φ+ ⋆dAφ = 0 = dA ⋆ φ. (3.46)
18It is shown there that ’t Hooft operators away from the boundary preserve the topological symmetry
only if Ψ = 0. It is also shown, however, that for any rational value of Ψ, there are combined Wilson-’t Hooft
operators in bulk (as one would expect from S-duality). These are undoubtedly important for understanding
special properties of the theory at rational values of Ψ.
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The solution should be invariant under translations in x0, should become trivial for x3 →∞,
and away from the line S given by x1 = x2 = x3 = 0, its boundary behavior should coincide
with the regular Nahm pole described in section 3.3.
A drastic simplification comes from the fact that in solving the equations, we can set
A0 = φ3 = 0. The reader may choose to view this as a lucky ansatz that can be used
to simplify the equations. However, there are also several ways to predict a priori that
the solution we want has A0 = φ3 = 0. For one thing, one can use a vanishing argument
similar to that discussed in eqn. (4.13) of [14] to prove that a solution on V with the desired
asymptotic behavior has A0 = φ3 = 0. (The proof is standard: one squares the equations
(3.46), integrates over V , and then integrates by parts, showing that in any solution, A0 and
φ3 are annihilated by strictly positive linear differential operators.) Alternatively, one can use
supersymmetry. Obeying (3.46) ensures invariance under one supersymmetry, but duality
with the boundary Wilson lines studied in section 2.2.4 indicates that the ’t Hooft operators
of interest should preserve four global supercharges (half of the supercharges preserved by
the half-BPS boundary condition). The extra supersymmetry puts additional constraints on
the solution, leading to the structure that we describe momentarily.
The equations obtained from (3.46) after setting A0 = φ3 = 0 can be described as follows.
Define the three operators
D1 = D
Dx1
+ i
D
Dx2
=
∂
∂x1
+ i
∂
∂x2
+ [A1 + iA2, · ]
D2 = D3 − i[φ0, ·] = ∂
∂x3
+ [A3 − iφ0, · ]
D3 = [φ1 − iφ2, · ].
(3.47)
Thus, D1 and D2 are first order differential operators, while D3 is of order zero. In (3.47),
for an adjoint-valued field Λ, the symbol [Λ, ·] represents the commutator with Λ.
With this understood, the equations (3.46) take the form
[Di,Dj] = 0, i, j = 1, . . . , 3 (3.48)
together with
3∑
i=1
[Di,D†i ] = 0. (3.49)
Here D†i is the adjoint of the differential operator Di. Concretely, (3.49) takes the form
F12 − [φ1, φ2]−D3φ0 = 0. (3.50)
To similarly make (3.48) explicit is immediate from the definitions of the Di.
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Before trying to understand these equations, let us describe some special cases. If we set
A1 = A2 = 0 and take the fields to be independent of x
1 and x2, we get Nahm’s equations.
If we set A3 = φ0 = 0 and take the fields to be independent of y = x
3, we get Hitchin’s
equations. Finally, if we set φ1 = φ2 = 0, we get the Bogomolny equations. So our system is
a hybrid of all those equations. This hybrid was encountered in [63] and called the extended
Bogomolny equations (see eqn. (10.36) of that paper, where the equations are written in the
gauge Ay = 0). The main interest there was the role in these equations of ’t Hooft operators
in the bulk (and their interpretation in terms of Hecke modifications of Higgs bundles). Our
concern here will instead be the more subtle case of ’t Hooft operators in the boundary.
It is also helpful to consider some analogous equations. For an interesting analogy,
consider gauge theory of a connection A on R6 ∼= C3. We endow C3 with complex coordinates
zi, i = 1, . . . , 3, and define
Di = ∂
∂zi
+ Ai. (3.51)
In other words, the (0, 1) part of the connection is
∑
i dz
iDi. The equations [Di,Dj] =
0 assert that the (0, 2) part of the curvature vanishes, so that the connection defines a
holomorphic bundle, while the remaining equation
∑
i[Di,D†i ] = 0 can be solved only if
the holomorphic bundle is semi-stable, and, according to a theorem of Donaldson and of
Uhlenbeck and Yau, it has a unique solution in that case. The combined equations are
known as the hermitian Yang-Mills equations, and can be formulated on a general complex
manifold, not necessarily C3. Physically, the hermitian Yang-Mills equations are familiar in
the context of the heterotic string on a Calabi-Yau threefold. In that context, solutions of
those equations preserve four supercharges, and the same is true for the equations (3.48) and
(3.49), though we will not demonstrate this here.
As in the other cases that we have just mentioned, the key to understanding the equations
(3.48) and (3.49), is to first observe that equations (3.48) have a larger gauge symmetry
than the full system. The full system of equations is invariant under an ordinary gauge
transformation
Di → gDig−1, i = 1, . . . , 3, (3.52)
where g is G∨-valued. But eqns. (3.48), since they involve only the operators Di and
not their adjoints, are invariant under complex-valued gauge transformations, that is gauge
transformations in which we allow g to be valued in G∨
C
, the complexification of G∨. The
space of solutions of eqns. (3.48), modulo complex-valued gauge transformations, is natu-
rally a complex manifold. In all the problems that we have mentioned – including Nahm’s
equations, Hitchin’s equations, the Bogomolny equations, the hermitian Yang-Mills equa-
tions, and also our present problem – the remaining equation (3.49) can be interpreted as
an equation for vanishing of the moment map. In other words, in each case, one can define
a symplectic structure on the space of fields such that the moment map for the action of the
compact gauge group (G∨ in our problem) is the left hand side of eqn. (3.49). One then
aims to compare (i) the space of solutions of the full system of equations, modulo G∨-valued
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gauge transformations, to (ii) the solutions of the holomorphic equations modulo G∨
C
-valued
gauge transformations. Typically, one aims to show (as in the result of Donaldson and
Uhlenbeck-Yau concerning the hermitian Yang-Mills equations) that (i) and (ii) coincide
after correcting (ii) to incorporate a certain condition of stability. In our present problem,
the desired boundary condition at y = 0 ensures that the gauge group acts freely on the
space of solutions, and one may hope that in a proper formulation – which will have to take
into account the boundary behavior in an essential way – (i) and (ii) – will simply coincide.
3.6.3 The Holomorphic Data
The holomorphic data in this problem are easily described. Since a holomorphic G∨
C
-bundle
over the complex z-plane is trivial, we can make a complex gauge transformation to go
to a gauge in which A1 + iA2 = 0, so that D1 reduces to ∂1 + i∂2 = 2∂z. But actually,
since [D1,D2] = 0, we can do better: we can make a complex gauge transformation setting
A1 + iA2 = A3 − iφ0 = 0. In this gauge, D1 = 2 ∂/∂z and D2 = ∂/∂x3. The equations
[D1,D3] = [D2,D3] = 0 then say that ϕ = φ1 − iφ2 is holomorphic in z and independent of
y = x3. We are still free to make a gauge transformation by a holomorphic map g(z) : C→
G∨
C
.
In short, the holomorphic data consist of a g∨
C
-valued holomorphic function ϕ(z), modulo
conjugation by a G∨
C
-valued holomorphic function g(z). What sort of function ϕ(z) we should
consider depends on what behavior we want at infinity. Let us remember that vacuum
states of N = 4 super Yang-Mills theory are specified by the asymptotic values of the
scalar fields (which moreover must commute with each other to ensure the vanishing of the
classical potential energy). In particular, a choice of vacuum state at infinity determines
the conjugacy class of ϕ = φ1 − iφ2 at y = ∞. For the present paper, the most convenient
vacuum to consider is the one in which the scalar fields simply vanish at infinity. So we will
look for solutions of the extended Bogomolny equations in which ϕ → 0 at infinity. In any
event, the real interest in the present section is in the singular behavior of the solution near
special boundary points where ’t Hooft operators are inserted, and we do not care too much
about what happens far away. For our immediate purposes, asking for ϕ to vanish at infinity
is just a convenient auxiliary condition that will make it easier to find a solution with the
singularity we want.
The equation [D2,D3] = 0 is equivalent to ∂3ϕ = −[A3 − iφ0, ϕ]. It says that the x3
derivative of ϕ is a commutator of ϕ with some matrix, so that the conjugacy class of ϕ is
independent of y = x3. It is not correct to conclude from this and the fact that ϕ vanishes at
y =∞ that ϕ is identically zero. The correct conclusion is only that ϕ is nilpotent. To prove
nilpotency, let P be a homogeneous invariant polynomial of positive degree on the complex
Lie algebra gC. Since the conjugacy class of ϕ is independent of y, we have ∂yP(ϕ) = 0. So
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if ϕ vanishes at infinity, then P(ϕ) vanishes for all y. An element ϕ ∈ gC such that P(ϕ) = 0
for all P of the assumed kind is nilpotent. So ϕ is nilpotent for all y (and z).
A simple example of a solution in which ϕ is everywhere nilpotent but not zero and
approaches zero at infinity is the basic Nahm pole solution (3.18) with ~φ = ~t/y, where ~t are
images of a standard set of su(2) generators under an embedding ξ : su(2) → g. In this
solution, ϕ = (t1 − it2)/y is indeed nilpotent (it is a lowering operator with respect to t0).
Its conjugacy class is independent of y (this is proved by conjugating by t0) and it vanishes
for y →∞.
We are actually interested in the case that ξ is a principal embedding, which is equivalent
to the condition that ϕ is a regular nilpotent element of gC. We pause to explain this concept.
Every complex simple Lie algebra has a finite set of nilpotent conjugacy classes. For example,
a nilpotent element ϕ ∈ sl(n,C) can be conjugated to a Jordan canonical form in which all
matrix elements vanish except just above the main diagonal:
ϕ =

0 ∗ 0 . . . 0
0 0 ∗ . . . 0
. . .
0 0 0 . . . ∗
0 0 0 . . . 0
 , (3.53)
and moreover the matrix elements just above the main diagonal are all 1 or 0. The conjugacy
classes of nilpotent elements of sl(n,C) are classified by the pattern of 1’s and 0’s, up to
obvious permutations of blocks. An element of a complex Lie algebra gC is called regular if the
subalgebra of gC that commutes with it is as small as possible, that is if its dimension equals
r, the rank of the algebra. There is always a unique nilpotent conjugacy class of maximal
dimension, known as the regular nilpotent conjugacy class. This is the class containing the
raising and lowering operators for a principal su(2) subalgebra. For sl(n,C), the regular
nilpotent conjugacy class is the one with a single Jordan block (all elements labeled ∗ in
(3.53) actually equal 1). A generic nilpotent element is contained in this regular nilpotent
conjugacy class. In particular, in the solution associated to the principal su(2) embedding,
ϕ is a regular nilpotent element.
Finally, we can describe the solutions that are relevant for boundary ’t Hooft operators.
We look for a solution in which ϕ(z) is holomorphic in z and everywhere nilpotent. Moreover,
for a generic value of z, the behavior for y → 0 must coincide with the model solution (3.18),
so ϕ is a regular nilpotent. At isolated points z = zj , j = 1, . . . , s, ϕ is in a more special
nilpotent conjugacy class. These are the points at which ’t Hooft operators are inserted.
For example, for the case that G∨ = SU(2), any everywhere nilpotent ϕ(z) is conjugate
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to
ϕ(z) =
(
0 f(z)
0 0
)
, (3.54)
for some holomorphic function f(z). Only the zeroes of f and the degrees of their zeroes
have an invariant meaning, since where f(z) is not zero, we can set ϕ = gϕ1g
−1, with
ϕ1 =
(
0 1
0 0
)
(3.55)
and
g(z) =
(
f(z)1/2 0
0 f(z)−1/2
)
. (3.56)
The case of a single ’t Hooft operator is the case that the function f(z) has only one zero,
say of order r:
ϕ =
(
0 zr
0 0
)
(3.57)
In section 3.6.4, we will find for each positive integer r a unique solution of the extended
Bogomolny equations with this ϕ and the appropriate asymptotic behavior at the boundary
y = 0 and at infinity.
For a more systematic explanation of the above formula, let us recall that GNO or
Langlands duality associates to a representation of G a dual magnetic weight of G∨. This
magnetic weight is a conjugacy class of homomorphisms from C∗ to G∨
C
. For G = SO(3),
the homomorphism to G∨
C
= SL(2,C) associated to the spin j representation of G is
z → g(z) =
(
zj 0
0 z−j
)
. (3.58)
For G = SU(2), j may be half-integral and then the formula should be written in the spin
1 representation; g(z) is well-defined as a homomorphism from C∗ to G∨
C
= SO(3)C. In all
cases, the relation between ϕ and g is ϕ = gϕ1g
−1, so that in the notation of eqn. (3.57),
r = 2j.
The analog of this for G = SU(n) is hopefully clear. Instead of (3.57), we look for a
solution with
ϕ =

0 zr1 0 . . . 0
0 0 zr2 . . . 0
. . .
0 0 0 . . . zrn−1
0 0 0 . . . 0
 , (3.59)
where the ri are non-negative integers, not all zero, representing the highest weight of a
representation of G. More generally, for any G∨, the corresponding formula is obtained as
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follows. Pick a principal su(2) embedding and within it a Cartan subalgebra. Relative to
this choice, let ϕ1 be a raising operator of the chosen su(2) subalgebra, and let T
∨
C
be the
maximal torus of G∨
C
that commutes with the chosen Cartan subalgebra of su(2). Pick a
homomorphism g(z) : C∗ → T∨
C
such that ϕ = gϕ1g
−1 has no pole at z = 0. The choices
for g(z) are in natural correspondence with the highest weights of G representations, and
therefore with Wilson operators of G gauge theory. By solving the extended Bogomolny
equations with the corresponding ϕ and identifying the singular behavior at y = z = 0, we
get our candidate for the definition of the boundary ’t Hooft operator in G∨ gauge theory
that is dual to a given Wilson operator of G.
In section 3.6.4, we will explicitly find the relevant solutions of the extended Bogomolny
equations for G = SU(2). For G of higher rank, this remains open.
3.6.4 Solving The Equations For SU(2)
Starting with the holomorphic data (3.57), with all other fields vanishing, we want to make
a complex gauge transformation Di → gDig−1 so as to obey the extended Bogomolny equa-
tions. Since the Di will obey [Di,Dj] = 0 for any choice of g, we really need only chose g to
obey the remaining condition
∑
i[Di,D†i ] = 0.
The extended Bogomolny equations are invariant under ϕ→ eiαϕ with α a real constant.
The holomorphic data (3.57) are invariant under this symmetry, up to a diagonal gauge
transformation. So it is natural to choose g so as to preserve the symmetry. This means
that g must be diagonal:
g =
(
ev/2 0
0 e−v/2
)
. (3.60)
Moreover, using the invariance of the extended Bogomolny equations under unitary gauge
transformations (those valued in G∨ rather than its complexification), we can take v to be
real. After transforming Di → gDig−1, we find
A1 + iA2 = −(∂1 + i∂2)v
2
(
1 0
0 −1
)
F12 =
i(∂21 + ∂
2
2)v
2
(
1 0
0 −1
)
φ0 = −i ∂3v
2
(
1 0
0 −1
)
ϕ = zrev
(
0 1
0 0
)
. (3.61)
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And finally, the “moment map” equation
∑
i[Di,D†i ] = 0 becomes
−
(
∂2
∂x21
+
∂2
∂x22
+
∂2
∂y2
)
v + |z|2r exp(2v) = 0, (3.62)
where we write y for x3 and z for x1 + ix2.
This equation has the simple exact solution
v = −r log |z| − log y, (3.63)
corresponding to
ϕ =
(z/z)r/2
y
(
0 1
0 0
)
. (3.64)
This solution is singular at z = 0, but the singularity can actually be removed by a unitary
gauge transformation ϕ→ hϕh−1 with
h =
(
(z/z)−r/4 0
0 (z/z)r/4
)
. (3.65)
After this gauge transformation, we arrive at the basic solution (3.18) in which the gauge
field A vanishes while ϕ is 1/y times a raising operator. This is the solution that defines the
boundary condition we want at boundary points with z 6= 0, that is, anywhere away from
the insertion of the ’t Hooft operator.
To describe an ’t Hooft operator at the boundary, we want a solution with the same
behavior as (3.63) for y → 0 with z 6= 0, but regular along the open ray z = 0, y 6= 0.
Exactly what will happen near z = y = 0 will be determined by the equations. That will
be the answer to our question: the ’t Hooft operator of charge r will be defined by the
singularity that the equation forces upon us at z = y = 0.
It is useful to make a small change of variables:
v = −(r+ 1) log |z|+ u. (3.66)
The desired behavior of u is hence{
u ∼ log |z| − log y for y → 0 with z 6= 0
u ∼ (r+ 1) log |z| for z → 0 with y 6= 0. (3.67)
(The second condition ensures that v is regular at z = 0, y > 0.) In terms of u, the equation
becomes
−
(
∂2
∂x21
+
∂2
∂x22
+
∂2
∂y2
)
u+ |z|−2 exp(2u) = 0. (3.68)
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Writing the equation this way makes visible a scaling symmetry z → λz, y → λy. There is
also an obvious symmetry of rotation of the z-plane.
It is natural to expect the fields produced by an ’t Hooft operator at y = z = 0 to be
scale-invariant and rotation-symmetric. For a rotation-symmetric solution, writing r = |z|,
the equation becomes
− ((r∂r)2 + (r∂y)2))u+ exp(2u) = 0. (3.69)
Scale-invariance means that u is a function only of s = r/y. Acting on a function with this
property, we can substitute r∂r → s ∂s, r∂y → −s2 ∂s, so the equation becomes
−
((
s
d
ds
)2
+
(
s2
d
ds
)2)
u+ e2u = 0. (3.70)
This equation can be neatly solved by transforming from s to another coordinate τ(s) with
the property that (
s
d
ds
)2
+
(
s2
d
ds
)2
=
d2
dτ 2
. (3.71)
This equation is conveniently equivalent to(√
s2 + s4
d
ds
)2
=
d2
dτ 2
, (3.72)
leading to
ds√
s2 + s4
= dτ. (3.73)
This equation can be integrated, but for the moment let us refrain from doing so. In terms
of τ , our equation (3.70) becomes
d2u
dτ 2
= exp(2u). (3.74)
This implies that
du√
e2u + b2
= ± dτ, (3.75)
with an integration constant b2. Setting
eu(τ) = b p(τ), (3.76)
we get
1
b
dp√
p4 + p2
= ±dτ, (3.77)
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and comparing to (3.73), we see that we can eliminate τ :
1
b
dp√
p4 + p2
= ± ds√
s4 + s2
. (3.78)
Using now the indefinite integral∫
dt√
t4 + t2
= − log
(
t√
1 + t2 − 1
)
+ C, (3.79)
we find that
p√
1 + p2 − 1 = N
(
s√
1 + s2 − 1
)±b
, (3.80)
for a constant N . For y → 0 with fixed z 6= 0, we have s→∞, and according to (3.67), we
want u→∞ in this limit, and hence also p→∞. It then follows from (3.80) that we must
set N = 1. Compatibility with (3.67) for s → 0 (that is, for z → 0 with fixed y 6= 0) gives
b = r + 1 (and also tells us to use the plus sign in the exponent in (3.80)). Taking these
values and solving for p, we get
p(s) =
2sr+1(√
1 + s2 + 1
)r+1 − (√1 + s2 − 1)r+1 . (3.81)
The original variable v(s) is
ev(s) =
(r+ 1)p(s)
|z|r+1 . (3.82)
This is the solution in the presence of a single ’t Hooft operator that is dual to a Wilson
operator with j = r/2. More generally, the singularity of this solution at y = z = 0 defines
what we mean by a boundary ’t Hooft operator of this magnetic charge.
To understand the solution a little better, let us evaluate the gauge field on the boundary
plane y = 0. From (3.82), we have v = − log y − r log z + constant + O(y), so from (3.61)
we get
Ai =
ǫijxj
x21 + x
2
2
r
2
(
i 0
0 −i
)
+O(y). (3.83)
This is a familiar type of two-dimensional U(1) gauge field, except that here it is embedded
in SU(2). It describes a point vortex with r/2 magnetic flux quanta, located at z = 0. The
gauge field is flat in the boundary, away from z = 0. The monodromy around the point
z = 0 is (
eiπr 0
0 e−iπr
)
. (3.84)
As long as r is an integer, the monodromy is ±1, and in fact it is always 1 when regarded as
an element of G∨. (We recall that odd r corresponds to half-integral j = r/2, and hence to
G = SU(2), G∨ = SO(3).)
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3.6.5 Solutions With A Line Singularity
In section 6, we will actually want some additional solutions of the same equations that have
a singularity not just at z = y = 0, but along the whole ray z = 0, y ≥ 0. We call this ray ℓ.
Some new solutions correspond to the case r = −1 of the ansatz (3.61). Thus, the
holomorphic data are given by ϕ = gϕ1g
−1, with g as in (3.60) and
ϕ1 =
(
0 z−1
0 0
)
. (3.85)
For r = −1, v and u coincide. As for the asymptotic behavior of the solution, for y → 0 or
s→∞, we want the usual behavior
v ∼ log |z| − log y = log s, s→∞, (3.86)
so as to agree at a generic point on the boundary with the usual solution with a regular
Nahm pole. Along the line ℓ, we look first for a solution that is singular but less singular
than 1/|z|. For ϕ to be less singular than 1/|z| means that we need v → −∞ for |z| → 0,
but for A to be less singular than 1/|z| means that |v| should diverge more slowly than
log |z|. These conditions force us to take b = 0, which is not a surprise since in general we
had b = r + 1. For b = 0, the substitution (3.76) is not useful, but we can directly combine
(3.75) and (3.73) to get (with v = u)
dv
ev
=
ds√
s2 + s4
. (3.87)
Using (3.79) and adjusting the integration constant to match what we want for s→∞, we
find the unique solution
ev =
1
log
(
s/
(√
1 + s2 − 1)) . (3.88)
A slightly more general solution in which we do not take b = 0 is also of interest. To find
this solution, we simply combine (3.76) and (3.80). We set v = u as we still assume r = −1,
and we keep N = 1 to leave the behavior unchanged for y → 0 or s→∞. The solution is
ev =
2bsb(√
1 + s2 + 1
)b − (√1 + s2 − 1)b . (3.89)
The asymptotic behavior is {
v ∼ log s for s→∞
v ∼ b log s for s→ 0. (3.90)
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The Nahm pole for y → 0 or s → ∞ is unchanged, and in particular, if we restrict to the
boundary plane at y = 0, then the monodromy around the point z = 0 remains trivial (as
an element of19 G∨ = SO(3)), just as in (3.84). However, the singularity along ℓ at a point
with y > 0 is controlled by the behavior for z → 0 with fixed y, or in other words for s→ 0.
This monodromy can be determined by the same computation that led to (3.84), simply
replacing the behavior v ∼ −r log |z| assumed there by v ∼ b log |z|. So the monodromy is(
e−iπb 0
0 eiπb
)
. (3.91)
For a further generalization, we continue to require that the singularity in the holomorphic
data corresponds to a simple pole at z = 0, but we drop the assumption that ϕ is nilpotent.
So we take ϕ = gϕ1g
−1, with
ϕ1 =
λ
z
(
0 1
1 0
)
, (3.92)
where λ is an arbitrary nonzero complex number. (Equivalently, we could take ϕ1 = M/z,
where M is any 2 × 2 matrix of determinant −λ2, but then we would have to slightly alter
the rest of the ansatz.) So
ϕ = gϕ1g
−1 =
λ
z
(
0 ev
e−v 0
)
. (3.93)
Keeping the rest of the ansatz (3.61) unchanged, the equation (3.62) is replaced by
−
(
∂2
∂x21
+
∂2
∂x22
+
∂2
∂y2
)
v +
|λ|2
|z|2
(
e2v − e−2v) = 0. (3.94)
We assume that v is a function only of s = |z|/y with{
v ∼ log s for s→∞
v bounded for s→ 0. (3.95)
Eqn. (3.70) is replaced by
−
((
s
d
ds
)2
+
(
s2
d
ds
)2)
v + |λ|2 (e2v + e−2v) = 0. (3.96)
Introducing τ as in (3.73), we get now
dv√
e2v + e−2v + 2E
= |λ| dτ = |λ| ds√
s2 + s4
, (3.97)
19For G∨ = SU(2), to make the monodromy in the boundary plane trivial, we modify the solution by
twisting by a flat line bundle on the complement of ℓ whose monodromy around ℓ is −1. Differently put, we
modify the solution by the gauge transformation (3.65), with r = −1.
68
where E is an integration constant. For v to be regular for all s ≥ 0, we have to take E = −1,
whereupon we get
dv
ev − e−v = |λ|
ds√
s2 + s4
, (3.98)
leading to
ev − 1
ev + 1
=
(√
s2 + 1− 1
s
)2|λ|
, (3.99)
so that {
v ∼ log s− log |λ|+ . . . for s→∞
v ∼ 2 (s/2)2|λ| for s→ 0. (3.100)
Eqn. (3.99) is equivalent to
ev =
1 +
(
(
√
s2 + 1− 1)/s)2|λ|
1− ((√s2 + 1− 1)/s)2|λ| . (3.101)
Taking λ→ 0, we get
ev ∼ 1|λ| log(s/(√s2 + 1− 1)) . (3.102)
Thus, even though the form of the differential equation (3.94) suggests that the solution
might become regular in the limit λ → 0, this is not the case. However, if we shift v by
− log |λ|, then (3.102) coincides with the solution (3.88) in which ϕ is nilpotent. Modulo
the shift in v (and an ordinary gauge transformation that depends on the argument of λ),
the ansatz (3.93) converges for λ → 0 to the ansatz (3.85) with a nilpotent pole. Thus,
starting with the solution (3.99) in which ϕ has a pole at z = 0 with distinct eigenvalues
±λ, and taking the limit λ → 0, we get the solution (3.88) in which ϕ has a pole with
nilpotent residue. An analogous phenomenon is known for solutions of Hitchin’s equations
with a regular singularity [80].
In the language of section 6.3, the solution (3.89) has α∨ 6= 0 with β∨ = γ∨ = 0,
while the solution (3.101) has β∨, γ∨ 6= 0 with α∨ = 0. The solution (3.88) is the limit for
α∨, β∨, γ∨ → 0. It would be desireable to find a solution with generic values of α∨, β∨, γ∨
(that is, a solution in which ϕ has a pole at z = 0 whose residue has distinct eigenvalues and
the monodromy around the ray ℓ is generic). This appears to require a more complicated
ansatz than the one we have used.
3.6.6 Two-Sided Solutions
The solutions that we have studied so far have been motivated by the problem of D3-branes
on R3 × R+, with D3-D5 boundary conditions and ’t Hooft operators in the boundary. It
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is also of interest to consider a two-sided problem20 of D3-branes on R3 × I, where I is a
compact interval, for instance the unit interval 0 ≤ y ≤ 1, and we assume that the D3-branes
end on D5-branes both at y = 0 and at y = 1. A time-independent configuration of ’t Hooft
operators is still described by the three-dimensional equations (3.48), (3.49). Now we want
a solution that describes ’t Hooft operators on both components of the boundary.
A simple modification of the above ansatz gives examples of solutions of that type. (It
does not give the most general such solutions.) We set
ϕ1 =
(
0 f(z)
h(z) 0
)
(3.103)
where f(z) and h(z) are two polynomials. Zeroes of f and of h will be, respectively, the
positions of ’t Hooft operators at y = 0 and at y = 1. We take ϕ = gϕ1g
−1 with g as in
(3.60), and we leave the rest of the ansatz (3.61) unchanged. Eqn. (3.62) for v becomes
−
(
∂2
∂x21
+
∂2
∂x22
+
∂2
∂y2
)
v + |f |2e2v − |h|2e−2v = 0. (3.104)
To understand what sort of solution to look for, first consider the case that f and h are
constants, so that no ’t Hooft operators are present. Then one can look for a solution21 that
depends only on y. An elementary integration gives an implicit form of the solution
y = C −
∫ v
0
dw√|f |2e2w + |h|2e−2w + E , (3.105)
with constants C,E. These constants can be adjusted in a unique way to ensure that
v → +∞ for y → 0 and v → −∞ for y → 1. Then one has v ∼ − log y − log |f | for y → 0,
and v ∼ log(1− y) + log |h| for y → 1. At both y = 0 and y = 1, the solution has a regular
Nahm pole. Looking at the way v was introduced in eqn. (3.60), we see that a sign change
of v can be compensated by a Weyl transformation that exchanges the two eigenvalues of a
diagonal matrix; the structures at y = 1 and y = 0 are related in this way.
In general, for any polynomials f, h, we look for a solution such that v → +∞ for y → 0
and v → −∞ for y → 1. Then near y = 0, the term −|h|2e−2v is unimportant in (3.104).
The analysis of the boundary behavior is the same as in the one-sided case; near a boundary
point at which f is not zero, we have v ∼ − log y − log |f |, while near a point at which f
is zero, the boundary behavior is given by the appropriate model solution with an ’t Hooft
operator. Similarly, near y = 1, the term |f |2e2v is unimportant. The behavior near y = 1 is
the same as the behavior near y = 0 with the substitutions v → −v, f → h, y → 1− y.
20This problem is related to Chern-Simons theory on the boundary with a complex gauge group, as will
be described elsewhere.
21This solution is related to one of the original solutions of Nahm’s equation.
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3.7 The Framing Anomaly For Knots
We have described the singularity associated to an ’t Hooft operator supported on a knot K
for the idealized case that K is a copy of R linearly embedded in W = R3. For the general
case, we simply require that there should be a singularity along K that in the directions
normal to K looks like this ideal solution. Away from K, the structure must be what we
have already described in sections 3.3 and 3.4.
An important consequence of this is the framing anomaly for knots. We will describe this
for G∨ = SO(3), which in any event is the case that we understand the ’t Hooft operator
in most detail. We consider an ’t Hooft operator of spin j supported on K. In the absence
of the ’t Hooft operator, the restriction E|W of E to W coincides with TW , the tangent
bundle to W , as we have seen in section 3.4. In what follows, we are only concerned with
the behavior along W , so we write simply E for E|W . In the presence of the ’t Hooft
operator, E is modified along K and we denote this modification as E(j). The Riemannian
connection ω on E is modified to a connection on E(j) that we will call ω(j). In the absence
of the ’t Hooft operator, a step in defining the partition function was to define a real-valued
Chern-Simons function CS(ω) (or CSgrav, but this refinement is not relevant in discussing
the framing anomaly for knots). Similarly, to define the partition function in the absence
of the ’t Hooft operator, we need to be able to define a real-valued Chern-Simons function
CS(ω(j)). A framing ofW makes it possible to define a lift of CS(ω) to a real-valued function,
but does not suffice for defining a natural real-valued CS(ω(j)).
The additional information we need turns out to be a framing of K. For K ⊂W a knot,
let NK be the normal bundle to K inW . The fibration NK → K has structure group SO(2)
(we have taken W orientable from the beginning, since this is required in the definition of
Chern-Simons theory, and K is certainly orientable, so NK is orientable). Since K is a
one-manifold and SO(2) is connected, it follows that the fibration NK → K is trivial. But
it has different homotopy classes of trivializations; given any one trivialization, any other
can be found by twisting the first by a map from K ∼= S1 to SO(2). In other words, two
trivializations differ by an element of π1(SO(2)) ∼= Z. A framing of K is a trivialization of
NK up to homotopy. As we will see below, a real-valued function CS(ωj) can be defined
if we are given framings of both W and K. Thus, the knot invariants that we obtain in
the G∨ description can be naturally understood as invariants of framed knots in a framed
three-manifold.22
Similarly, the knot invariants of Chern-Simons theory are most naturally defined for
22 Here we can make a remark that parallels what was said about framings of three-manifolds at the end
of section 3.5.2. A knot K ⊂ R3 has a canonical framing (relative to which its self-linking number vanishes).
Formulas for the Jones polynomial and related invariants are usually written relative to this canonical
framing. Because the canonical framing cannot be found locally, it is natural to define the invariants for an
arbitrary framing. In any event, in a general three-manifold W , a knot does not have a canonical framing.
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framed knots. Let us recall some details of this that will help in understanding what to look
for on the G∨ side. The tangent bundle TW , when restricted to a knot K, is a direct sum
TK⊕NK, where TK is the tangent bundle to K. Unless K is a geodesic, this decomposition
is not invariant under parallel transport along K. However, the Riemannian connection ω
on TW induces a natural SO(2) connection ̟ on NK. Parallel transport of a vector in NK
with respect to ̟ is defined as transport with respect to ω with a projection back to NK.
Concretely, with respect to the decomposition TW |K = TK⊕NK, ̟ is the lower right block
of ω:
ω =
(
0 ∗
∗ ̟
)
. (3.106)
The holonomy of the connection ̟ is an element of SO(2) that we can write exp(τI)
with
I =
(
0 1
−1 0
)
. (3.107)
For a “bare” knot, τ takes values in R/2πZ, but for a framed knot, τ is R-valued. Indeed,
once a framing is picked, the connection ̟ becomes ̟ = λI, where now λ is an ordinary
one-form, and τ is simply
∮
K
λ. If the framing of K is shifted by one unit (by making
an SO(2)-valued gauge transformation of NK → K with winding number 1 around K), τ
transforms by τ → τ + 2π.
As essentially found for abelian Chern-Simons theory in [81] and more generally in [12], in
computing the expectation value of a Wilson loop operatorWR(K) in Chern-Simons theory
onW with gauge group G, one runs into an analog of what was described for three-manifolds
in section 3.5.3. The expectation value of WR(K) is not independent of the metric of W
unless one modifies its classical definition by including a factor that depends on τ :
WR(K)→WR(K) exp(idRτ). (3.108)
Here dR is a constant that can be usefully characterized using the relation of three-dimensional
Chern-Simons theory to conformal field theory in two dimensions. For k > 0, dR is the di-
mension of the primary field associated to the representation R in two-dimensional current
algebra with symmetry group G at level k. Thus
dR =
c2(R)
k + h sign(k)
, (3.109)
where c2(R) is the value in the representation R of the quadratic Casimir operator of G
(normalized to equal h in the adjoint representation). This formula is usually written only
for k > 0; we have extended it to all nonzero integers k so that dR is an odd function of k
(this reflects the fact that for k < 0, Chern-Simons theory is related to an antiholomorphic
rather than holomorphic current algebra in two dimensions). It follows from (3.108), (3.109),
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and the definition of q in (3.13) that under a unit change in framing of K, the Wilson loop
operator transforms by
WR(K)→WR(K)qngc2(R). (3.110)
For example, if G = SU(2) and R is the spin j representation, then
WR(K)→WR(K)qj(j+1). (3.111)
The difference between E and E(j) is local along K, so to understand what happens in the
dual G∨ description, it suffices to consider a local model of the neighborhood of K ⊂W . We
take such a neighborhood to be W0 = S
1×D where D is a disc of radius R. We assume that
W is the union of two pieces W0 and W1, glued along their common boundary Ξ = S
1× S˜1,
where S˜1 is the boundary of D. W1 may be arbitrarily complicated, but W0 will be very
simple. To describe W0, we introduce an angular coordinate α on S
1 and polar coordinates
r, β (0 ≤ r ≤ R) on D, and we take the obvious flat metric:
ds2 = dα2 + dr2 + r2dβ2, (3.112)
but with a twist of the following sort. We take β to be an ordinary angular variable,
β ∼= β + 2π, (3.113)
while under a 2π shift of α, we rotate R2 by an angle τ :
α→ α+ 2π, β → β − τ. (3.114)
The definition of W0 only depends on τ mod 2π, since β → β+2π is an equivalence anyway.
We take the knot K to be located at r = 0. Relative to the obvious orthonormal frame field
e1 = dα, e2 = d(r cos β), e3 = d(r sin β), (3.115)
the Riemannian connection ω simply vanishes. However, it has a nontrivial monodromy
around S1 because the orthonormal frame used in (3.115) has a monodromy under (3.114):(
e2
e3
)
→ exp (τI)
(
e2
e3
)
. (3.116)
It is convenient to work with a single-valued orthonormal frame consisting of e1 and(
e˜2
e˜3
)
= exp
(
−τα
2π
I
)(e2
e3
)
. (3.117)
Unlike all the previous formulas, this one depends on τ as a real number, not just an angle.
In fact, when restricted to K, e˜2 and e˜3 define a framing of K. This framing is shifted by n
units if we modify (3.117) by τ → τ + 2πn. The orthonormal frame e1, e˜2, e˜3 also defines a
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framing of W0, but this framing contains no relevant topological information.
23 We assume
that the framing of W0 given by e1, e˜2, e˜3 (or at least the corresponding two-framing) is
somehow matched to a framing of W1, giving a framing of W . We want to see what happens
to CS(ω(j)) when we vary the framing of K while keeping fixed the framing or two-framing
of W .
Relative to the orthornormal frame e1, e˜2, e˜3, the Riemannian connection is
ω =
τ dα
2π
0 0 00 0 1
0 −1 0
 . (3.118)
It is clumsy to write such a formula with a first row and column of zeroes. Everything of
interest will happen in the lower right 2× 2 block, and the 2× 2 matrices will all be easily
constructed from the SO(2) generator I of eqn. (3.107). So we will abbreviate a formula
such as this one as
ω =
τ dα
2π
I. (3.119)
Now we want to include the ’t Hooft operator. As in eqn. (3.83) (which however was
written in the two-dimensional representation while now we are in the adjoint representation),
this means that the Riemannian connection ω is replaced by a connection ω∗ that is obtained
from the Riemannian connection by adding a singular vortex of flux 2j acting on the normal
bundle. In the same abbreviated notation as in (3.119), we take
ω∗ = 2j
(
dβ +
τ
2π
dα
)
I +
τ dα
2π
I. (3.120)
This formula was chosen so that for fixed α it agrees with the singular vortex connection
(3.83), and also so that ω∗ is gauge-equivalent to ω for r 6= 0. The gauge transformation
between them is
d + ω = exp(−s)(d + ω∗) exp(s), (3.121)
with
s = −2j
(
β +
τα
2π
)
I. (3.122)
s has been defined so that exp(s) is single-valued on the complement of the knot K.
We want to modify ω∗ slightly near r = 0 to remove its singularity. We introduce a cutoff
function g(r) such that g(r) = 1 for r > ǫ (with some very small ǫ << R) but g(r) ∼ r2 for
r → 0. We modify ω∗ to
ω̂ = 2j
(
g(r)dβ +
τ dα
2π
)
I +
τ dα
2π
I. (3.123)
23Because π1(SO(3)) = Z2, the topological class of the framing of W0 depends on n precisely mod 2. But
the two-torsion information contained in a framing is not relevant in Chern-Simons theory. A convenient
way to eliminate it [13] is to pass from a framing of TW to the corresponding framing of TW ⊕ TW .
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(One can think of this modification as meaning that instead of restricting the bundle E
literally to the boundary W of V = W × R+, we restrict it to a three-cycle that coincides
with the boundary away from knots, but near a knot K bends slightly into the interior of V
to avoid the singularity along K.)
Now we can describe the desired bundle E(j) →W and the connection ω(j) on this bundle
whose Chern-Simons function we want. OnW1, E(j) coincides with TW1, and the connection
is the Riemannian connection ω. On W0, E(j) is a trivial bundle with connection ω̂ defined
in eqn. (3.123). On the common boundary Ξ of W0 and W1, the bundles and connections
are glued together with the gauge transformation (3.121). The framing (or more exactly
the two-framing) of TW0 that is given by e1, e˜2, e˜3 has an extension over W that will be
kept fixed while varying the framing of K. Everything is in place to compute a real-valued
Chern-Simons function CS(ω(j)) and determine its dependence on the framing of K. We use
eqn. (2.53), in which CS(A) is defined for any connection A using a trace in the adjoint
representation (and we set h = 2). In the present context, it is convenient to evaluate the
right hand side of (2.53) as the sum of an integral over W1 with the connection ω, an integral
over W0 with the connection ω̂, and a correction term on the common boundary Ξ of W0
and W1 that involves the gauge transformation between ω and ω̂:
CS(ω(j)) =
1
16π
∫
W1
Trad
(
ω ∧ dω + 2
3
ω ∧ ω ∧ ω
)
+
1
16π
∫
W0
Trad ω̂ ∧ dω̂ − 1
16π
∫
Ξ
Trad ds ∧ ω̂. (3.124)
(Trad is the trace in the adjoint representation of SO(3); some minor simplifications in
(3.124) reflect the fact that ω̂ and the gauge transformation relating it to ω are actually
abelian, taking values in an SO(2) subgroup. Evaluation of (3.124) uses Trad I
2 = −2 and
the orientation ofW0 given by e1∧e2∧e3.) The terms in (3.124) that depend on the framing
of K are the integrals over W0 and Ξ. A straightforward evaluation gives
CS(ω(j)) = −τj(j + 1) + . . . (3.125)
where the ellipses come from the integral over W1 and do not depend on the framing of K.
Using (3.34) (with v = 1 for G∨ = SO(3)), the dependence of the partition function on
CS(ω(j)) is a factor of q
−CS(ω(j))/2π. So finally, under a unit change in framing, τ → τ + 2π,
the partition function is multiplied by qj(j+1), just as in Chern-Simons theory.
There is another issue that could be treated here using these ideas. This is to show that,
for W = R3, with a knot K labeled by the spin j representation of SU(2), and using our
boundary conditions, the instanton number P takes values in Z + j. Setting j = 1/2, this
accounts for the fact that the Jones polynomial is actually q1/2 times a Laurent polynomial
in q. More generally, for W = R3 with a link L with ν components labeled by j1, . . . , jν ,
P takes values in Z +
∑ν
s=1 js. We will postpone these issues and consider them in section
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5.4 from a higher-dimensional perspective. Similarly, in section 5.4, we will give a new and
possibly more transparent computation of the framing anomaly for knots.
4 T -Duality And Khovanov Homology
4.1 Lift To Five Dimensions
4.1.1 Five-Dimensional Super Yang-Mills And T -Duality
So far we have found a new way to calculate the partition function of three-dimensional
Chern-Simons gauge theory with gauge group G, using G∨ gauge theory in four dimensions.
To get to Khovanov homology takes an additional step: we need a fifth dimension.
From a field theory point of view, we can try to proceed by claiming that four-dimensional
maximally supersymmetric Yang-Mills theory is the theory obtained at low energies by com-
pactifying five-dimensional maximally supersymmetric Yang-Mills theory on a circle. Thus,
instead of considering four-dimensional N = 4 super Yang-Mills theory on a four-manifold
V , we consider the corresponding five-dimensional theory on V × S1 (with supersymetry-
preserving boundary conditions in going around S1). The twisting along V and the boundary
conditions at the boundary of V preserve the same supersymmetry that they did in the purely
four-dimensional formulation of the theory. (The boundary condition of section 3.3 can be
lifted to five dimensions in an obvious way; three of the scalar fields have the singular be-
havior at the boundary described there.) In particular, the topological supercharge Q that
is familiar in four dimensions is still a symmetry when the model is lifted to five dimensions.
Once the model is lifted to V × S1, we can pick a point p ∈ S1 and construct a physical
Hilbert space H(V ) associated to quantization on the codimension one submanifold V × p.
The path integral on V ×S1 can then be written as a trace in H(V ). In the present approach,
H(V ) plays the role of the space that was called by that name in our introductory sketch
of Khovanov homology in section 1.2. Q automatically acts on H(V ), as it generates a
symmetry of the theory. We write K(V ) for the cohomology of Q, acting on H(V ). Then
K(V ) is our candidate for the generalization to this situation of Khovanov homology. (Since
we do not have a proof that the cohomology of Q is equivalent to Khovanov homology
as defined in the literature, even if one specializes to the situation of knots in R3 where
Khovanov homology has been defined, we denote the cohomology of Q as K and write K for
Khovanov homology.)
From a D-brane point of view, the lift from four to five dimensions amounts to T -duality.
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Thus, for the case that the gauge group is G∨ = U(N), consider a system of N D3-branes
wrapped on V , with some twisting of the normal bundle to V to preserve supersymmetry.
This picture was described in section 2.2.3. Without changing anything essential in that
discussion, we can take one of the spacetime directions transverse to V to be compactified
on a circle S˜1. Explicitly, we replace what in section 2.2.3 was T ∗V0×R2 by T ∗V0×R× S˜1.
Then we perform T -duality on S˜1, converting the spacetime to T ∗V0×R×S1. The D3-branes
wrapped on V ⊂ V0 are converted to D4-branes wrapped on V × S1. If as in section 2.2.3,
the D3-branes end on a D5-brane (wrapped on T ∗W withW = ∂V ), then T -duality converts
the D3-branes to D4-branes that end on a D6-brane (wrapped on T ∗W × S1). So, when the
appropriate geometry exists, the lift to five dimensions simply amounts to T -duality from
the D3-D5 system that we have studied so far to a D4-D6 system.
None of the approaches just mentioned is entirely satisfactory. The disadvantage of the
description by five-dimensional super Yang-Mills theory is that this theory is not ultraviolet
complete. The brane construction also has a few drawbacks, which were described in section
2.2.3. The appropriate Calabi-Yau geometry may not exist for generic V , and even if it
exists, it may entail unnatural choices. The brane construction does not help very much
with exceptional gauge groups. Also, the brane construction and the full string theory
have many degrees of freedom that are not relevant to the problem of defining an analog of
Khovanov homology and relating it to Chern-Simons theory.
There is a completely satisfactory alternative to the approaches that we have summarized
so far. Five-dimensional maximally super Yang-Mills theory has a canonical ultraviolet
completion in the six-dimensional (0,2) superconformal field theory. This gives a general and
economical framework for the topic considered in the present paper, and for many purposes it
is probably the most powerful framework. In section 5, we will develop a top-down approach
to the subject with this starting point. As an illustration of the power of this viewpoint,
we will show that in the six-dimensional picture, the existence of supersymmetric Wilson
and ’t Hooft operators precisely at the boundary of V follows from standard facts, while in
the four and five-dimensional pictures, this seems to require the detailed computations in
sections 2.2.4 and 3.6.
But some important points, especially the representation (4.10) of the Chern-Simons
partition function as a trace in Khovanov homology, do not require the six-dimensional
machinery. So it seems reasonable to begin with an explanation in five dimensions.
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4.1.2 The Bigrading
To agree with Khovanov homology, K(V ) should admit a U(1)×U(1) action, so that it will
be Z×Z graded.24 One generator of U(1)×U(1) is the instanton number, evaluated on the
four-cycle V . The definition is the same as it was in section 3.1:
P =
1
32π2
∫
V
ǫµναβ TrFµνFαβ . (4.1)
However, the physical interpretation is different: in the five-dimensional interpretation, P is
an operator acting on quantum states that are obtained by quantizing fields on V , while in
the four-dimensional interpretation, P was a term in the classical action.
The other generator of U(1)× U(1) is an R-symmetry generator F that is left unbroken
by the twisting procedure that is used to define a topological field theory. In the four-
dimensional analysis of section 2.2, we began with the R-symmetry group SO(6) of N = 4
super Yang-Mills theory in four dimensions, and twisted by identifying an SO(4) subgroup of
SO(6) with the Riemannian holonomy of V . This left an unbroken subgroup SO(2) ⊂ SO(6),
and we defined the generator of this SO(2) ∼= U(1) to be F. When we lift to five dimensions,
the R-symmetry group is reduced to SO(5), so embedding an SO(4) holonomy group in the
R-symmetry group would not leave an unbroken SO(2). To compensate for this, we specialize
to V = W × R+ (or V = W × S for any one-manifold S), with W a three-manifold. This
ensures that the holonomy group of V reduces to SO(3), so that its embedding in the R-
symmetry group, which is now SO(5), again leaves an unbroken SO(2). We again call the
generator of this symmetry F. For general V , we do not get a Z-grading by F, but there is
always a Z2-grading that distinguishes bosonic states from fermionic ones. When F can be
defined, the Z2-grading by statistics is the mod 2 reduction of the Z-grading by F. It turns
out, however, that the lift to five dimensions is useful primarily when the conserved charge
F can be defined, so we will be mainly interested in that case.
Of course, when V has a boundary, to define F, the boundary condition must be F-
invariant. But there is no problem with this. We use the boundary condition of section
3.3, lifted to five dimensions. Three of the five scalar fields of five-dimensional maximally
supersymmetric Yang-Mills theory have expectation values that diverge at the boundary,
leaving an unbroken SO(2) symmetry that rotates the other two. The two scalars that are
rotated by F play the role of the complex field σ of section 2.2.1. In any supersymmetric
classical solution, σ vanishes and the value of F also vanishes. Quantum mechanically, for a
24This is a slight simplification as in general the eigenvalues of the symmetry generators F and P may
lie in a coset of Z × Z ⊂ R × R. The most important consequence of this was described in section 3.5.
More generally, if G∨ is not simply-connected, the eigenvalues of P may lie in a coset of Z/w ⊂ R for some
integer w, rather than in a coset of Z. This last effect, which was discussed in relation to eqn. (3.14), is
not directly relevant to Khovanov homology, because it does not arise for V = W × R+ with the sort of
boundary conditions that we impose on ∂V .
quantum state associated to a given classical solution, the eigenvalue of F is computed by
summing over the F quantum numbers of all fermions in the filled Dirac sea. In that sense,
it makes sense to refer to F as a fermion number.
A more detailed and complete explanation of many of these matters is given in section
5 in the context of an ultraviolet completion of five-dimensional super Yang-Mills theory in
six dimensions. For now, it is enough to know that, not for all V , but for V of the form
W × R+, K(V ) is bigraded, like Khovanov homology.
Since Khovanov homology has been defined in the literature only for links in R3, to make
a precise conjecture about the relation of K(V ) to Khovanov homology, we must restrict to
V = R3 × R+. For Khovanov homology, we consider a link L ⊂ R3 consisting of a disjoint
union of embedded circles Ki ⊂ R3. We label each Ki by an irreducible representation Ri
of a compact Lie group G. In the four-dimensional description of section 2 via G gauge
theory, we include supersymmetric Wilson operators of the representations Ri, supported on
Ki×{0}, where {0} is the endpoint of R+. In the S-dual description in section 3, the gauge
group is G∨, the Goddard-Nuyts-Olive or Langlands dual of G, and the Wilson operators
in the boundary of V are converted to the dual ’t Hooft operators of G∨ gauge theory. The
description of ’t Hooft operators in the boundary of V is somewhat subtle and was described
in section 3.6. In this situation, K(V ) is a candidate for Khovanov homology.
4.1.3 Notation
As we move to five dimensions, the cast of characters will get longer. To make the arguments
easier to follow, in the rest of the paper we write V4 and W3 for the four-manifold and three-
manifold that earlier we have called simply V and W . Thus W3 is always the boundary of
V4.
4.2 Procedure For Computing K
Now we would like to sketch the concrete procedure for computing K(V4), for a four-manifold
V4, via five-dimensional supersymmetric Yang-Mills theory. This procedure is in no way
novel; it is a standard procedure in topological applications of supersymmetric theories;
typical examples involve Morse theory [82] or Floer cohomology [83]. We sketch the procedure
here for completeness.
We want to describe a procedure to determine the space of quantum ground states of
twisted super Yang-Mills theory on the five-manifold M5 = R × V4. For comparison to
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Chern-Simons theory (or Khovanov homology), we take V4 =W3×R+ for some W3, but the
general procedure to describe the space of ground states holds for any V4.
First of all, the condition for a five-dimensional field configuration to preserve the Q
symmetry gives a system of elliptic differential equations in five dimensions. It is straight-
forward to derive these equations, and we will do so in section 5.2 (see eqn. (5.36) for the
final result). But for now, we do not need the details. All we need to know is that these are
elliptic differential equations that, in the time-independent case, specialize to the familiar
four-dimensional equations
F − φ ∧ φ+ ⋆dAφ = 0 = dA ⋆ φ. (4.2)
The first approximation to finding the space of quantum ground states is to find the
space of classical ground states. A classical ground state is a time-independent classical
solution of the five-dimensional equations for unbroken supersymmetry. So in other words,
a classical ground state is a solution of the equations (4.2) on the four-manifold V4. For
simplicity we are going to assume that this equation has a finite set of solutions, up to gauge
transformation, and further that these solutions are all nondegenerate (there are no bosonic
zero modes in expanding around a given solution). Let S be the set of these solutions. If V4
has a non-empty boundary, then on ∂V4 we impose the boundary conditions of section 3.3;
with these boundary conditions, the solutions are automatically all irreducible (they leave
unbroken only a finite group of gauge symmetries, in fact the center of G∨). If V4 has no
boundary, we assume for simplicity that the solutions are all irreducible.
Nondegeneracy means that the expansion around a given classical solution gives, at least
perturbatively, a single quantum state of zero energy. We will let K0 be the space of quantum
ground states in the classical approximation; it has a basis consisting of a single state ψs for
each s ∈ S. We let ns be the instanton number P for the sth classical solution, as defined in
eqn. (4.1). Assuming that V4 = W3×R+ for some W3, we let fs be the fermion number F of
the sth classical solution. (It equals the value of F for the filled Dirac sea that one obtains in
expanding around the sth solution.) For any V4, K0 is Z × Z2-graded, where the Z-grading
is by the eigenvalue of P, and the Z2 distinguishes fermionic states from bosonic ones. For
V4 = W3 × R+, K0 is Z× Z graded by the eigenvalues of P and F.
Now we want to consider quantum corrections to this spectrum. Once one has an asymp-
totic approximation to the space of supersymmetric states – in this case K0 – states can only
disappear from the supersymmetric spectrum in bose-fermi pairs. The reason for this is fa-
miliar: eigenstates of the supersymmetric Hamiltonian with a nonzero energy occur in pairs,
corresponding to a bosonic state and a fermionic state of the same energy. In the Z × Z2-
graded case, a pair of states that are going to disappear must have the same P eigenvalue
(since P commutes with Q) and opposite statistics. In the Z×Z-graded case, a pair of states
that are going to disappear from the supersymmetric spectrum must have the same eigen-
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value of P and eigenvalues of F that differ by 1. (The last statement is a consequence of the
commutation relation [F, Q] = Q, which implies that a supermultiplet of energy eigenstates
with nonzero energy consists of a pair of states with values of F differing by ±1.)
In perturbation theory, nothing happens to the supersymmetric spectrum. Indeed, per-
turbation theory around a given classical solution only “knows” about a single approximate
supersymmetric state, namely the one obtained by quantizing that classical solution. In
perturbation theory, there is no way for that approximate supersymmetric ground state to
pair up with another one and disappear. However, just as in supersymmetric quantum me-
chanics or Floer cohomology, instanton effects involving tunneling from one classical solution
to another can lift a pair of supersymmetric states away from zero energy. In the present
context, instantons are solutions of the five-dimensional supersymmetric equations, the ones
that are presented in eqn. (5.36) and whose reduction to the time-independent case agrees
with eqn. (4.2). An instanton that interpolates between one solution of (4.2) in the past
and another in the future can lift away from zero energy the supersymmetric quantum states
that correspond to the two solutions.
Let K be the exact supersymmetric spectrum that we get after allowing for the effects
of instantons. A precise and general recipe for computing K is that it is the cohomology
of a certain operator acting on K0. This operator is simply Q evaluated in the space K0
generated by the approximate supersymmetric states ψs. A precise formula for Q, up to
conjugation, is
Qψs =
∑
{t∈S|ft−fs=1}
nstψt, (4.3)
where nst is computed by summing over instantons that begin at the s
th solution in the past
and end on the tth solution in the future. Such solutions come in one-parameter families gen-
erated by time translation invariance; each such family contributes 1 or −1 to nst, depending
on the sign of the fermion determinant that arises in linearizing around the given solution,
after removing the zero mode that comes from time-translation invariance. The details are
standard in Floer cohomology and related theories, and will not be described here.
4.2.1 Relation To Chern-Simons Theory
Now we want to explain howK(V4), as just described, is related to the S-dual four-dimensional
construction of section 3. For brevity, we focus on the Z × Z-graded case V4 = W3 × R+,
so that we also will get a link to Chern-Simons theory on W3. The general case is similar,
except that the function L(q, y) that is introduced shortly is only defined for y = −1 since
the grading is only by Z× Z2.
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First of all, if we know K(V4), then we can compute the function
L(q, y) = TrK(V4) q
PyF. (4.4)
For V4 = W3 × R+, this function is an invariant of W3, or of W3 together with the knot or
link it may contain, if any. However, there is no convenient way to represent this function
by a path integral.
To get a trace associated to V4, we should consider a path integral on the five-manifold
M5 = V4×S1. If H is the Hilbert space of all physical states of five-dimensional super Yang-
Mills theory (not necessarily annihilated by Q), H is the Hamiltonian acting on H, and β is
the circumference of S1, then a path integral on M5 with an insertion of the operator q
PyF
can compute
G(q, y) = TrH q
PyF exp(−βH). (4.5)
However, this trace receives contributions from states of nonzero energy. A pair of states
with H = E, P = n, and F = f, f + 1 contribute
qn exp(−βE) (yf + yf+1) (4.6)
to G(q, y). To make this contribution vanish, we must choose y so that yf + yf+1 = 0; in
other words, we need to take y = −1. Otherwise, G(q, y) is not a topological invariant. If
we set y = −1, G(q, y) reduces to L(q, y).
The study of Khovanov homology has shown that the function L(q, y) contains quite a
lot of information that we lose if we set y = −1. However, the case y = −1 is the case
that can be represented by a path integral on M5. For this value of y, the trace in (4.4)
or (4.5) computes what is usually called the index of the operator Q, or more precisely the
equivariant generalization of this index to take account of the symmetry generated by P.
(We get the ordinary index of Q if we set q = 1.) As is usual, the index of an operator is
more readily computed by a path integral than are other topological invariants.
Not only can L(q,−1) be represented by a five-dimensional path integral on M5; it can
more simply be represented by a path integral on V4. The reason for this is as follows.
Approximate supersymmetric states that are lifted from the spectrum by instanton effects
do not contribute to L(q,−1) (since they have the same value of P and have F differing by
1). So we can calculate L(q,−1) in the space K0(V4) of approximate supersymmetric ground
states, instead of the space K(V4) of states of exactly zero energy:
L(q,−1) = TrK0(V4) qP(−1)F. (4.7)
Before looking at this formula more closely, let us note as an aside that we could also, of
course, define a more general trace in K0(V4):
L˜(q, y) = TrK0(V4) q
PyF. (4.8)
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But in general, one should not expect L˜(q, y) to be a topological invariant. The reason is
that, unlike K(V4), K0(V4) is not, in general, a topological invariant. In general, one should
expect supersymmetric classical solutions to appear and disappear in pairs as the metric on
V4 is varied; when this occurs, L˜(q, y) will jump with no change in L(q, y). Concretely, when
one varies the metric of V4 so that a pair of time-independent classical solutions appears,
there also appears a time-dependent instanton solution that interpolates between them and
ensures that the extra two states that have appeared in K0(V4) do not contribute to K(V4).
Since we want to study topological invariants, we set y = −1. Now let us go back to
the formula (4.7) for L(q,−1). This trace is a sum over classical solutions of the time-
independent equations (4.2); as before, we assume that the solutions are nondegenerate and
parametrized by a finite set S. For each s ∈ S, we write ns and fs for the P and F eigenvalues
of the approximate ground state ψs. The explicit formula for L(q,−1) is then
L(q,−1) =
∑
s∈S
qns(−1)fs. (4.9)
But this coincides with the formula (3.15) for the purely four-dimensional path integral
on V4 provided the sign (−1)gs of the four-dimensional fermion determinant coincides with
(−1)fs. The justification for that last statement is that as one varies the metric of V4 or
the background fields A, φ in the Dirac operator, the sign of the four-dimensional fermion
determinant is reversed whenever it has a zero mode; but these are precisely the points at
which, from a five-dimensional point of view, the value of fs jumps by ±1. (This argument
does not fix an additive constant in gs; this constant depends on a choice of trivialization of
the determinant line bundle in four dimensions. We fix the constant to reconcile the four-
and five-dimensional formulas.)
In turn, we know that for V4 = W3 × R+, the four-dimensional path integral (3.15)
equals the Chern-Simons path integral ZCSW3(q) on W3. Putting everything together, we have
obtained the relation
ZCSW3(q) = TrK(W3×R+) q
P(−1)F (4.10)
between Chern-Simons theory on W3 and our candidate K(W3 × R+) for the generalized
Khovanov homology. But in general, something is hidden in the way we have written this
formula.
On the left hand side of this formula, the possible integration cycles of the Chern-Simons
theory onW3 that must be used for computing Z
CS
W3
are associated to critical points of theGC-
valued Chern-Simons function onW3 – in other words, to homomorphisms ρ : π1(W3)→ GC.
On the right hand side, K(W3 × R+) is defined using a homomorphism ρ∨ : π1(W3) → G∨C
to set the boundary condition at infinity. To use the formula in general, we would have to
understand the relation between ρ and ρ∨ determined by S-duality. A more precise version
of the formula would involve a sum as in (3.16) with an unknown matrix mρ∨,ρ. We can
avoid this problem if we specialize to W3 = R
3 with a link whose components are labeled
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by Wilson operators on the left hand side of (4.10) or by the dual ’t Hooft operators on the
right hand side. Then ρ and ρ∨ are both trivial, so we do not need to analyze an S-duality
transformation between them. The relation (4.10) becomes – conjecturally – the classical
relation between Khovanov homology (and its generalization to arbitrary representations of
compact Lie groups) and the Jones polynomial (and more general knot invariants derived
from Chern-Simons theory), as described in eqn. (1.9) of the introduction.
4.3 Lie Groups That Are Not Simply-Laced
We are now going to explain a possibly surprising fact: when the gauge group G of Chern-
Simons theory is not simply-laced, there is a perfectly good alternative to what has just been
explained.
Although this is a general fact, we will, to be concrete, explain it first for the case that
G = Sp(2n) for some n. The GNO or Langlands dual group is then G∨ = SO(2n + 1).
And this is a subgroup of the simply-laced Lie group G∗ = SO(2n + 2). G∗ admits an
outer automorphism that we will call ζ that leaves fixed G∨. In the 2n + 2-dimensional
representation of G∗, ζ acts by the matrix diag(1, 1, . . . , 1,−1).
As is clear from the explicit description in section 3.3, a principal su(2) subalgebra of
SO(2n+2) can actually be conjugated into the Lie algebra of SO(2n+1). With this choice,
it commutes with ζ . This means that the boundary condition of the D3-D5 system, as
described in section 3.3, or its T -dual, the boundary condition of the D4-D6 system, as
studied in this section, is ζ-invariant.
Hence, taking the gauge group to be G∗, ζ acts on the set S∗ of solutions of the four-
dimensional equations (4.2). We denote this space as S∗, rather than S (as before), to
emphasize that we are taking the gauge group to be G∗ rather than G∨. The set S of
solutions of the equations (4.2) with gauge group G∨ is simply the set of fixed points of
ζ acting on S. We will likewise write K∗0(V4) and K∗(V4) for the spaces of approximate
and exact quantum ground states in the G∗ theory, while K0(V4) and K(V4) will be the
corresponding spaces for gauge group G∨.
Since ζ acts on the set S∗, it also acts on the vector space K∗0(V4), which is simply
constructed to have one basis vector ψs for every s ∈ S∗. ζ is also a symmetry of the five-
dimensional “instanton” equations that lift some states in K∗0(V4) (this is hopefully natural
even though we will not actually construct those equations until section 5), so it acts on
K∗(V4) as well.
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Using the ζ action on K∗(V4), we can now define a new trace that generalizes (4.4):
L∗ζ(q, y) = TrK∗(V4) q
PyFζ. (4.11)
Here for brevity, but also because it is the most interesting case, we assume that V4 = W3×R+
so that we can define the F symmetry. Note that ζ commutes with P and with F, as well as
with Q.
Just as in the discussion of (4.4), to represent L∗ζ(q, y) by a path integral in a simple
way is only possible if y = −1. So let us consider the relation of L∗ζ(q,−1) to Chern-Simons
theory. Just as in (4.7), in computing L∗ζ(q,−1), we can replace the trace in K∗(V4) by a
trace in K∗0(V4):
L∗ζ(q,−1) = TrK∗0(V4) qP(−1)Fζ. (4.12)
We can evaluate the trace in (4.12) by summing over the basis of K∗0 given by the vectors ψs,
s ∈ S∗. In this basis, we evaluate the trace by summing over the diagonal matrix elements
of qP(−1)Fζ . Since P and F are diagonal in the chosen basis, the trace receives contributions
only from diagonal matrix elements of ζ . The action of ζ in this basis is easily described. ζ
is a permutation matrix determined by the action of ζ on the set S∗. ζ either leaves fixed
a given s ∈ S∗ or exchanges a pair of elements. Nonzero diagonal matrix elements of ζ are
all 1 and correspond to ζ-invariant elements of S∗. But the ζ-invariant elements of S∗ make
up precisely the set S of G∨-valued solutions of the four-dimensional localization equations.
Hence
L∗ζ(q,−1) =
∑
s∈S
qP(−1)F = TrK(V4) qP(−1)F. (4.13)
Since we got the same result for L(q,−1) in (4.9), we learn that L∗ζ(q,−1) = L(q,−1). Since
we have already identified L(q,−1) with the Chern-Simons partition function of G = Sp(2n),
we actually now have two alternative formulas for this function:
ZCSW3(q) = L
∗
ζ(q,−1) = L(q,−1). (4.14)
Both of these formulas amount to ways of writing the Chern-Simons partition function as a
trace:
ZCSW3(q) = TrK(W3×R+) q
P(−1)F = TrK∗(W3×R+) qP(−1)Fζ. (4.15)
Actually, the attentive reader may notice a small gap in this derivation: we have assumed
that for a given G∨-valued classical solution, the values of P and (−1)F are the same whether
calculated in G∨ or after embedding of the solution in G∗. For P, this is a classical fact about
the instanton number, but a proof of what we want for (−1)F is not clear at the moment25
25This actually is clear for the case G∨ = G2, G
∗ = Spin(8). The complement of the G∨ Lie algebra in that
of G∗ is two copies of the irreducible seven-dimensional representation of G∨. When we embed G∨ in G∗, the
fermion determinant is multiplied by the square of a real determinant associated to the seven-dimensional
representation of G∨, so its sign does not change.
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and this is a gap in our explanation. A proof may follow from a vanishing theorem for the
five-dimensional Dirac operator.
We have treated the case of G = Sp(2n), but a similar derivation works for any gauge
group that is not simply-laced. For G = SO(2n + 1), we have G∨ = Sp(2n). We can take
G∗ to be the simply-laced Lie group SU(2n), which admits an outer automorphism ζ that
leaves fixed G∨. Once again, a principal su(2) subalgebra of G∨ embeds as a principal su(2)
subalgebra of G∗. This is clear from the description of the principal subgroups in section
3.3. So we can repeat all steps in the above derivation, arriving again at (4.14) and (4.15).
The other cases of non-simply-laced Lie groups are similar, though less obvious. If G = G2
or F4, then again G
∨ = G2 or F4. For G
∨ = G2, we take G
∗ = Spin(8) with ζ a triality
automorphism, which is of order 3. We can pick ζ to leave fixed G2 ⊂ G∗, and a principal
su(2) subalgebra of G2 embeds as one of G
∗. For G∨ = F4, we take G
∗ = E6. E6 admits an
outer automorphism ζ of order 2, which we can choose to leave F4 fixed. Again a principal
su(2) subalgebra of F4 embeds as one of E6. (Proofs of the statements in this paragraph
about principal su(2) subalgebras have been sketched by B. Kostant.) So we can repeat the
above derivation, leading to the same conclusions (4.14) and (4.15).
4.4 Ultraviolet Completion
Mathematically, the approach to this subject via five-dimensional gauge theory has the
great advantage of relying on five-dimensional elliptic differential equations, without needing
the full machinery of quantum field theory and string theory. (We have not yet described
explicitly the relevant five-dimensional equations and their essential properties; this will be
done starting in section 5.2.) Indeed, this fact is the main reason that the present paper
may have some mathematical impact in the short term.
Physicists will generally prefer a starting point based on an ultraviolet-complete quantum
field theory. This we will present in section 5. Some of the drawbacks of relying on five-
dimensional supersymmetric Yang-Mills theory were described at the end of section 4.1.1.
The alternative formulas of eqn. (4.15) for the Chern-Simons partition function when G
is not simply-laced give an interesting challenge for the six-dimensional approach. In section
5.5, we will suggest two slightly different six-dimensional starting points that lead to the two
formulas.
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5 Top-Down Approach
So far in this paper, we have worked our way up from three to four and then five dimen-
sions. The logical end of this process is the six-dimensional superconformal field theory that
provides an ultraviolet completion of five-dimensional super Yang-Mills theory.
In the present section, we begin in six dimensions and deduce the five-dimensional picture
that was used in section 4. We also fill in many key gaps in section 4, mainly by deriving the
explicit form of the relevant elliptic differential equations and describing their key properties.
The six-dimensional starting point in the present section will also bring us closer to the
brane constructions that have been used previously in related work [31, 36, 38–40].
We began our analysis in section 2 on a fairly general four-manifold V4 with boundary
W3. In section 4, we lifted the analysis to the five-manifold S
1 × V4. In that context, as
was explained in section 4.1.2, to maintain the bigrading that gives Khovanov homology
much of its power, one must specialize26 to V4 = W3 × R+, for some W3, so that the
five-dimensional description is based on M5 = S
1 ×W3 × R+. However, it turns out that
this can be generalized. The five-dimensional version of the construction makes sense on
M5 = M4 × R+, with any oriented four-manifold M4 without boundary, not necessarily of
the form W3 × S1. (Note that in the important case that M5 = S1 ×W3 × R+, M4 is not
the same as V4; V4 is W3 × R+ while M4 is S1 ×W3.) We will define a four-dimensional
topological field theory that will work for an arbitrary M4. Moreover, M4 can be endowed
with “surface operators,” supported on a two-manifold Σ ⊂M4. Though any M4 is allowed,
this theory is most interesting (for a reason explained in section 5.2.2 and again involving
the bigrading), if the third Betti number of M4 is positive – a fairly typical example being
M4 = S
1 ×W3. We will also write M6 for a fairly general six-manifold, although we will
soon concentrate on the case M6 =M4 ×D for a two-manifold D.
We make one change in notation from the earlier part of this paper. In section 2, to
emphasize that the starting point was a physically sensible, unitary boundary condition
for the D3-NS5 system, we started in Lorentz signature and labeled the coordinates of the
D3 world-volume as x0, . . . , x3. After establishing some basics, we then Wick rotated to
Euclidean signature (section 2.1.1), still labeling the coordinates the same way. But in
section 4, we introduced a new coordinate by T -duality, and it is natural to think of this as
the time coordinate. To make “room” for labeling the new time coordinate as x0, we relabel
the four “old” coordinates by xµ → xµ+1. The main consequence is that when we do gauge
theory on a five-dimensional half-space, starting in section 5.2, the coordinate normal to the
boundary of the half-space will be y = x4, and not x3 as earlier in this paper.
26More generally, one could replace R+ by another one-manifold, notably a circle, real line, or compact
unit interval.
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5.1 Four-Dimensional Topological Field Theory From Six Dimen-
sions
5.1.1 Basics
The basic idea is to construct a four-dimensional topological field theory by twisting of the
six-dimensional (0, 2) superconformal field theory associated to a simple and simply-laced
Lie group27 G. (The idea of twisting was briefly described in section 2.2.1.) The R-symmetry
group of this theory is SO(5)R or more precisely its double cover Spin(5)R. As there is no
non-trivial homomorphism from Spin(6) (the structure group of the spin bundle of a generic
six-manifold) to Spin(5)R, there is no way to construct a six-dimensional topological field
theory by twisting of the six-dimensional (0, 2) model. However, it is possible to construct
topological field theories in dimension five or less.
The specific construction that we want gives a four-dimensional topological field theory.
We use the fact that Spin(5)R contains a subgroup
U = (Spin(3)× Spin(2))/Z2 ⊂ Spin(5)R. (5.1)
We specialize to six-manifolds of the form M6 = M4 × D, where M4 is an oriented four-
manifold and D is an oriented28 two-manifold. The structure group of the Riemannian
(spin) connection of M6 reduces to the subgroup
V = (Spin(4)× Spin(2))/Z2 ⊂ Spin(6). (5.2)
Furthermore, we have the exceptional isomorphism
Spin(4) ∼= Spin(3)ℓ × Spin(3)r. (5.3)
So it is possible to define a homomorphism
υ : V→ Spin(5) (5.4)
27 To be more precise, the six-dimensional theory is associated to the Dynkin diagram of G rather than to
the choice of a specific global form of the group G (such as the adjoint group or its simply-connected cover).
In particular, the six-dimensional theory does not distinguish G from G∨; in the simply-laced case, they are
two global forms of the same group. On a six-manifold X , this theory has a family of partition functions
labeled by the quantization of a finite Heisenberg group associated to H3(X,Z); here Z = Γ∨/Γ, with Γ
the root lattice of G and Γ∨ its dual. Within this family, one can make a choice that on reduction to five
dimensions leads to a desired global form of G; on further reduction to four dimensions, the choices that
lead to G or G∨ are exchanged by S-duality. The details, which are described in [84], will not be important
in the present paper.
28The orientation of M4 is necessary to enable us to make a consistent choice of Spin(3)r in eqn. (5.3).
Given this, D must be oriented because the (0, 2) model is only defined on an oriented six-manifold.
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that annihilates Spin(3)ℓ and maps (Spin(3)r×Spin(2))/Z2 isomorphically onto U. We define
a subgroup V′ of Spin(6)× Spin(5)R, isomorphic to V:
V′ = (1× υ)(V). (5.5)
(In the action of V′, a spacetime rotation by a group element v ∈ V is combined with an
R-symmetry transformation υ(v).)
In a standard fashion, we can define a twisted version of the (0, 2) model on M4 ×D in
which the spin connection couples to the currents that generate V′, rather than V. For generic
M4, the unbroken supersymmetries of the twisted model correspond to the V
′-invariant su-
persymmetries that the model has if formulated on R6. A standard group-theoretic exercise,
starting with the fact that the global supersymmetries of the (0, 2) model transform under
Spin(6) × Spin(5)R as 4+ ⊗ 4R (where 4+ is a positive chirality spinor of Spin(6), and 4R
is a spinor of Spin(5)R), shows that there is just one V
′-invariant supersymmetry generator,
which we will call Q. Q transforms as a non-trivial character of Spin(2)R, and we normalize
the generator F of Spin(2)R so that
[F, Q] = Q. (5.6)
Q also obeys
Q2 = 0; (5.7)
indeed, if not zero, Q2 would be a universally defined Killing vector field on M4 ×D.
Once we restrict to the cohomology of Q, the theory obtained this way is a topological
field theory on M4, but varies holomorphically with the complex moduli of D. One can
understand this without detailed computation as follows. First, compactify from six to four
dimensions on D, making a Spin(2)R twist to preserve supersymmetry. This leads to a four-
dimensional theory with N = 2 supersymmetry. The remaining R-symmetry group is the
subgroup of Spin(5)R that commutes with its Spin(2)R subgroup; this is precisely U, which
is isomorphic to (SU(2) × U(1))/Z2 = U(2), the usual R-symmetry group of an N = 2
superconformal field theory in four dimensions. Indeed, if D is a compact Riemann surface
without boundary (possibly with punctures), compactification from six dimensions on D
with a supersymmetric twist gives a four-dimensional superconformal gauge theory [44]; the
gauge group is semi-simple and the coupling parameters τi of its simple factors are the moduli
of D.
Now that we are in four dimensions with N = 2 supersymmetry, there is an essentially
unique R-symmetry twist, resulting from the identification of Spin(3)r with the correspond-
ing subgroup of U. This leads to a four-dimensional topological field theory by the same rea-
soning as in [85]. The observables of this theory are computed by counting instanton solutions
and hence they depend holomorphically on the instanton counting factors qi = exp(2πiτi),
that is, on the moduli of D. Thus, reduction of the six-dimensional theory on M4 ×D with
an R-symmetry twist that preserves supersymmetry gives a theory that is topological onM4
but varies holomorphically with the moduli of D.
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5.1.2 Brane Construction
For the case that G is of A or D type, and with favorable choices of M4 and D, this con-
struction has a realization via M5-branes. Just as in section 2.2.3, this brane realization is
highly informative though not completely general.
We use the fact that the (0, 2)-model of type Ar−1 arises at low energies on a system of
r parallel M5-branes supported on R6 ⊂ R11. In this description, the R-symmetry group
Spin(5)R acts by rotations of the normal bundle to R
6. To construct a topological field theory,
we simply replace R6 by M4 × D, twisting the normal bundle to maintain supersymmetry.
To get the model of type Dr, we make an orbifold version of the same construction, starting
with 2r M5-branes and dividing by a Z2 symmetry that acts as −1 on the normal bundle to
the M5-branes.
We let X be the total space of the bundle Ω2,+(M4) of self-dual two-forms on M4, and
let Y = T ∗D be the cotangent bundle of D. Ideally, we would like to endow X and Y with
complete metrics of holonomy, respectively, G2 and SU(2) – conditions that will maintain
supersymmetry. Having done so, we consider M-theory on the product X = X × Y . Then
the low energy limit29 of r M5-branes wrapped onM4×D will give a realization of the (0, 2)
model of type30 Ar on that manifold with the R-symmetry twist described above. In this
description, the R-symmetry twist of section 5.1.1 arises geometrically from the twisting of
the normal bundle to M4 ×D in X .
Alternatively, we consider M-theory on X /Z2 = (X × Y )/Z2, where the non-trivial
element of Z2 leaves fixed M4 × D and acts as −1 on the normal bundle to this space.
Wrapping 2r M5-branes onM4×D and taking the low energy limit, we get now a realization
of the (0, 2) model of type Dr.
What has just been described is less than a general construction because the desired
complete metrics of special holonomy only exist for special choices ofM4 andD. For example,
the requisite metrics of G2 holonomy exist [86,87] if M4 is S
4 or CP2, while for D = S2, the
Eguchi-Hansen hyper-Kahler metric is suitable. (In the main example of this paper, D is
an open disc with a cigar-like metric and the Taub-NUT metric has the right properties.)
Actually, existence of such complete metrics is convenient, but is not necessary for any
construction we will make. For one thing, in the M-theory context, all we really care about
is the local structure of X = X × Y near M6 = M4 × D and any M-theory solution with
the appropriate local structure will do. For many choices of M4 and D, M4 × D can be
29One reaches this low energy limit by scaling up the metric of X so that the radius of curvature becomes
much greater than the natural M -theory length scale.
30Taking account of the center of mass motion of the M5-branes, one actually gets a U(r) rather than
Ar−1 = SU(r) theory; that is, one gets a theory that upon compactification on a circle reduces at low energy
to U(r) gauge theory.
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embedded as a supersymmetric cycle in some X × Y where X and Y are as described above
locally near M4 and D but not globally.
More fundamentally, what we will really study is the six-dimensional (0, 2) model on M6
with the R-symmetry twist described in section 5.1.1; this has its own life independently of
how it can be embedded in M-theory.
The utility of the M-theory embedding for the present paper is largely that it helps to
motivate some constructions and to make obvious the outcome of some field theory com-
putations. We will not consider results that depend on actual existence of an M-theory
embedding of M4 × D. (We do make some arguments that are local on M4 and use the
fact that D can be embedded in a Taub-NUT or Eguchi-Hansen space.) When an M-theory
embedding exists, it can lead to further results, as shown strikingly in [31,34,36] by analysis
of geometric transitions that do follow from a string/M-theory embedding.
5.1.3 Surface Operators
In the twisted (0, 2) model described in section 5.1.1, we want to include surface operators
while preserving the topological symmetry.
The six-dimensional (0, 2) theory has half-BPS surface operators. The simplest example
[88,89] arises from the fact that an M2-brane can end on a system of parallel M5-branes [90].
(For generalizations, see section 5.1.4.) As above, we write M6 for the world-volume of the
M5-branes. M6 is contained in an M-theory spacetime M11. We consider an M2-brane
whose worldvolume is a three-manifold P3 ⊂ M11; we assume that the boundary of P3 is a
two-manifold Σ2 ⊂ M6. P3 is oriented, so Σ2 is also. Taking the low energy limit of such a
configuration gives us the (0, 2) model of type A or D in the presence of a surface operator.
This surface operator depends on the “direction” with which P3 ends on Σ2.
Let us specialize to the case M6 = M4 × D, embedded in the M-theory spacetime
X = X × Y as described in section 5.1.2. For a generic choice of Σ2 ⊂ M6 = M4 × D,
the topological supersymmetry of the model is broken. However, it is preserved if we pick
Σ2 = Σ
′
2 × p, with Σ′2 an oriented two-manifold in M4 and p a point in D, and also pick P3
correctly.
To pick P3, we proceed as follows (in analogy with the construction in [31] of a Lagrangian
brane associated to a knot). Consider a point q ∈ Σ′2. The oriented tangent plane to Σ′2
at q determines a non-zero two-form on M4 at q, which we can take to be normalized in a
natural metric. Projecting this two-form to its self-dual part, we get a non-zero unit vector
v ∈ Ω2,+(M4)|q (that is, in the fiber at q of the bundle Ω2,+(M4) of self-dual two-forms on
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M4). But Ω
2,+(M4) is the normal bundle to M4 in X , so v determines a ray in the fiber at
q of that normal bundle. (What we have just done is to identify the trivial summand ε of
eqn. (5.59).) The union of all these rays for q ∈ Σ′2 gives a three-manifold P ′3 ⊂ X , with
boundary Σ′2. We take the support of our M2-brane to be P3 = P
′
3 × p.
The key point is that an M2-brane supported on P3 does preserve the same supersym-
metry as an M5-brane supported on M4 × D. This can be understood as an exercise in
G2 structures. The tangent space to X at the point q is a copy of R
7, with a G2 structure
defined by a three-form Υ. Choosing on R7 suitable coordinates xa, a = 1, . . . , 7 and setting
xa+7 = xa, we have
Υ =
7∑
a=1
dxa ∧ dxa+1 ∧ dxa+3 = dx1 ∧ dx2 ∧ dx4 + · · ·+ dx3 ∧ dx4 ∧ dx6 + . . . . (5.8)
A supersymmetric three-cycle U3 ⊂ R7 is a three-cycle whose volume form coincides with
the restriction of Υ; similarly, a supersymmetric four-cycle R4 ⊂ R7 is one whose volume
form coincides with the restriction of ⋆Υ. For example, the three-manifold U3 defined by
vanishing of x3, x5, x6, x7, and so parametrized by x1, x2, x4, is a supersymmetric three-cycle.
Similarly, the four-manifold R4 defined by vanishing of x
3, x4, x6, and so parametrized by
x1, x2, x5, x7, is a supersymmetric four-cycle. So branes wrapped on U3 and R4 both preserve
the supersymmetry that is associated to the G2 structure. The geometrical relation between
U3 and R4 is essentially that between P
′
3 andM4 as defined earlier. Indeed, settingM4 = R4,
we can identify X = R7 as Ω2,+(M4), and then the G2 structure coming from Υ coincides
with the natural one on Ω2,+(M4). In this picture, Σ
′
2 corresponds to the intersection U3∩R4,
and is the subspace of M4 parametrized by x
1 and x2. Finally, P ′3 is the half-space in U3
defined by x4 ≥ 0.
This ensures that, for any choice of p ∈ D, an M2-brane supported on P3 = P ′3 × p
preserves the same supersymmetry as a system of M5-branes on M4 ×D.
We have presented this construction as if M4 ×D has an M-theory embedding in X =
X × T ∗D. The construction of the half-BPS surface operator does not really depend on
this, but only on the section v of Ω2,+(M4)|Σ′2 that is described above. It is helpful to recall
the simplest construction of supersymmetric Wilson operators in N = 4 super Yang-Mills
theory. The most simple such operator for a loop K and representation R is
TrR P exp
∮
K
(
A + i~n · ~φ ds
)
, (5.9)
where ~φ are the adjoint-valued scalar fields of the N = 4 theory, ~n is a unit vector in the
space of these scalar fields, and ds is the geodesic length element along K. The section v is
the analog of ~n in the six-dimensional (0, 2) theory, though in this theory one does not have
a description by classical fields that would make it possible to write a formula analogous to
(5.9).
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5.1.4 General Construction Of Surface Operators
What we considered in section 5.1.3 is the most obvious example of a surface operator in the
(0, 2) model, associated with the boundary of an M2-brane that ends on M5-branes. This
gives a surface operator in the (0, 2) model of type A. Upon compactification on a circle, if
the support of the surface operator wraps the circle, such a surface operator will turn into
a Wilson line operator in the fundamental representation of the appropriate A group; in
the opposite case, it turns into an ’t Hooft operator with minimal nonzero magnetic charge,
supported on a two-dimensional surface.31
For our applications, we would like to know which Wilson and ’t Hooft operators in
five-dimensional super Yang-Mills theory (associated with what representations or magnetic
charges) arise in this way by compactifying a half-BPS surface operator in six dimensions.
In this paper, we will assume that all Wilson and ’t Hooft operators arise like that, though
this statement goes somewhat beyond what has been established in the literature. In what
follows, we indicate some of the known facts.
Large classes of surface operators have been constructed32 [91–94], in some cases some-
what implicitly, for the models of type AN−1, using the realization of these models via
M-theory on AdS7 × S4, with N units of flux on S4:∫
S4
G
2π
= N. (5.10)
Here G = dC is the curvature of the M-theory three-form field C. These constructions all
have better understood and more extensively studied analogs [95–97] for line operators in
N = 4 super Yang-Mills theory that are derived from branes in AdS5 × S5.
One basic construction [91] uses an M5-brane supported on Θ = AdS3×S3 ⊂ AdS7×S4.
(The M5-brane can be regarded as a bound state of several parallel M2-branes, which polarize
to an M5-brane via a Myers effect [51]. The support of the surface operator is, as usual,
given by the asymptotic behavior of Θ at the boundary of AdS7.) Here AdS3 is linearly
embedded in AdS7 in an obvious sense. And S
3 is embedded in S4 as follows. We view S4
as the unit sphere in R5. Then for some unit vector v ∈ R5 (v corresponds to the object
that was denoted by the same name in section 5.1.3), we parametrize S3 by a point x ∈ S4
that obeys (v, x) = κ, where ( , ) is the natural inner product in R5 and κ is a constant.
31In any dimension, a Wilson operator is defined by the holonomy of a gauge field, integrated along a
curve. So Wilson operators are always supported on curves. By contrast, ’t Hooft operators in gauge theory
are always supported in codimension three, since an ’t Hooft operator is defined, as sketched in section 3.6.1,
by a codimension three singularity. The codimension three singularity is that of a singular Dirac magnetic
monopole in the three dimensions normal to the support of the ’t Hooft operator. So an ’t Hooft operator
is supported on a point in three dimensions, a curve in four dimensions, or a two-dimensional surface in five
dimensions.
32I thank J. Gomis for a guide to this literature and for sharing some of his insights.
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The constant κ is not arbitrary for the following reason. The M5-brane supports a two-
form field whose curvature T equals the restriction to the fivebrane world-volume of C;
differently put, C is trivialized when restricted to the fivebrane worldvolume. This means
that
∫
S3
C/2π must equal an integer, a condition that allows only finitely many choices of
κ. Instead of discussing the gauge-dependent field C, it is convenient to let B be a closed
four-ball in S4 of boundary S3; concretely, we define B by the inequality (v, x) ≤ κ. The
condition on C and κ is equivalent to integrality of
t =
∫
B
G
2π
. (5.11)
In AdS7 × S4 compactification, G/2π is the volume form of S4, normalized so its integral
over S4 is N . Its integral over B is positive but less than N . Hence the possible values of t
are 1, 2, 3, . . . , N − 1.
The interpretation [91,92] is that upon compactification on a circle, the surface operator
just described reduces to a Wilson operator associated to the tth antisymmetric tensor power
of the defining N -dimensional representation. We denote this representation as Rt. The
Rt are known as the fundamental representations of SU(N). In general, every simple Lie
group G of rank r has r fundamental representations, associated to the nodes of the Dynkin
diagram of G; the highest weights of these representations are called fundamental weights.
The highest weight of any irreducible representation is a positive integer linear combination
of the fundamental weights. Related to this, every irreducible representation of G appears in
the algebra of tensor products of fundamental representations provided that we are willing
to allow integer linear combinations with coefficients that are not necessarily positive.33
For applications to Khovanov homology, one would like to know if the (0, 2) model has
additional surface operators such that negative coefficients can be avoided. This will deter-
mine whether Khovanov homology groups can be defined for a knot labeled by an arbitrary
representation of G, or only for those representations that appear in the tensor algebra of
the fundamental representations without negative coefficients. In fact, for the (0, 2) model of
type A, there is [92,93] a second construction of half-BPS surface operators with precisely the
same half-BPS properties that again is based on M5-branes. The M5-brane world-volume is
again AdS3 × S3, but this time AdS3 × S3 is embedded in AdS7 (as the locus of all points a
fixed distance d from an AdS3 subspace of AdS7) and is supported at a single point v ∈ S4
(the same point v that entered the first construction). Surface operators of this type are
believed to correspond after compactification on a circle to symmetric tensors of SU(N),
with a rank determined by34 the distance d.
33For example, let R be an irreducible representation of SU(N) described as a third rank tensor that is
neither completely symmetric nor completely antisymmetric. Then R can be expressed as R1 ⊗ R2 − R3,
since it can be constructed as R1 ⊗R2 with the completely antisymmetric part subtracted out.
34The AdS3 × S3 solution for the M5-brane has a nonzero value of
∫
S3
T/2π, where T is the selfdual
three-form curvature that propagates on the M5-brane worldvolume. One expects that Dirac quantization
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More generally, a supergravity analysis [94] of half-BPS solutions of M-theory with
AdS7 × S4 asymptotics indicates that surface operators exist that are associated to an ar-
bitrary Young tableau (fig. 2 of the paper appears to show the data of a Young tableau),
or in other words (after reduction on a circle) to an arbitrary irreducible representation of
SU(N).
For the (0, 2) model of type Dr, all of these constructions have analogs, starting with
the realization of the model via M-theory on AdS7 × RP4. This may give surface operators
that correspond after reduction on a circle to an arbitrary irreducible representation of Dr.
Unfortunately, this sort of construction has no close analog for groups of type E.
5.1.5 U(1)D Symmetry
Now we return to our six-dimensional theory on M6 = M4×D. For what follows, we require
an action of U(1) on the two-manifold D. Moreover, the theory is ultimately more interesting
if the U(1) action on D has a fixed point. If D is to be a complete Riemannian manifold,
there are two possible choices. We can take D = R2, with U(1) acting by rotation around a
single fixed point, which we can think of as the origin in R2. Or we can take D = S2, which
admits a U(1) action with two fixed points. We write U(1)D for the U(1) action on D. We
denote its generator as P. (When we reduce back to five dimensions in section 5.2.1, P will
turn into instanton number.)
We can define P in the quantum theory so that it commutes with the unbroken super-
symmetry Q. (This condition is needed to define the quantum operator P uniquely; without
it, one could add to P a multiple of F.) Thus, recalling (5.6) and (5.7), we have
Q2 = 0, [F, Q] = Q, [P, Q] = 0. (5.12)
Vanishing of Q2 implies that one can define a cohomology of Q (on either operators or states).
The commutation relations imply that F and P act on this cohomology, so the cohomology
of Q is Z× Z-graded by the eigenvalues of F and P.
In view of [36] or of arguments given earlier in this paper, we anticipate that Khovanov
homology arises from the case D = R2. (The other choice D = S2 apparently leads to a
close relative of Khovanov homology, related to Chern-Simons theory with a complex gauge
group; we will not explore this in the present paper.) For D = R2, it is convenient to endow
D with a “cigar-like” metric
ds2 = dy2 + f(y)2 dψ2, (5.13)
of the flux of T leads to a quantization condition on the possible values of d. This is somewhat analogous to
quantization of the parameter t in (5.11).
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where ψ is an angular variable of period 2π and f(y) is a smooth, increasing function with
f(r) ∼ r for r small and f(r) → constant for r → ∞. With a suitable choice of f , the
cotangent bundle of D can be endowed with a complete hyper-Kahler metric, namely the
Taub-NUT metric. This is convenient for the M-theory construction of section 5.1.2. More
importantly, the cigar-like nature of the metric will enable us to reduce to a gauge theory
description in section 5.2. For D = S2, one can similarly regard D as a supersymmetric
cycle in a hyper-Kahler manifold (the Eguchi-Hansen manifold).
The remarks of the last paragraph mean that although we cannot use the brane con-
struction of section 5.1.2 globally along M4 for arbitrary M4 (as a general M4 is not a
supersymmetric cycle in a manifold of G2 holonomy), we can do so globally along D and
locally along M4. Indeed, locally, we approximate M4 by R
4, which we embed in the flat
manifold R7, whose holonomy (being trivial) is certainly contained in G2. Thus, to get the
model of type A, we consider M-theory on
X = R7 × Y, (5.14)
where Y is a hyper-Kahler manifold (Taub-NUT or Eguchi-Hansen if D is R2 or S2), with
M5-branes wrapped on
M6 = R
4 ×D, (5.15)
D being a supersymmetric cycle in Y . For the model of type D, we similarly wrap M5-branes
on X /Z2, where Z2 acts as −1 on the normal bundle to M6.
If surface operators are present, then as described in section 5.1.3, we wish to choose
them so as to preserve the U(1)D symmetry as well as supersymmetry. We do this by taking
the support Σ2 of the surface operator to be Σ
′
2 × p, where Σ′2 is a two-manifold in M4
and p ∈ D is a fixed point of the U(1) action. For example, for the case D = R2, surface
operators are required to live at the unique fixed point of U(1)D, the origin in R
2.
5.1.6 Hamiltonian Description
To get Khovanov homology, we go to a Hamiltonian description. For this, we take M4 =
R × W3, for some three-manifold W3. Here R parametrizes the “time.” The overall six-
manifold is therefore now M6 = R×W3 ×D.
We writeH for the (infinite-dimensional) physical Hilbert space of the twisted (0, 2) model
in this geometry. Actually, we want to consider a generalization with a surface operator
included. In order to be able to construct a space of physical states in the presence of a
surface operator, we wish the surface operator to have time-independent support. So in the
case of a surface operator supported on Σ2 = Σ
′
2×p, as in section 5.1.5, we want Σ′2 = R×K,
where K ⊂ W3 is a knot (as usual, one can generalize to a link, that is, a disjoint union
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of knots) and R parametrizes the time. The space of physical states in this situation we
designate as HK . We take p to be the fixed point of the U(1)D action on D. In this case,
HK is Z× Z-graded, because of the U(1)R × U(1)D symmetry.
The operator Q acts on HK . We write K(K) or simply K for the cohomology of Q, acting
on HK . K(K) inherits the Z × Z grading of HK . This is the candidate for the Khovanov
homology of K. In section 5.2, we relate the present six-dimensional description to the gauge
theory description that was the basis for section 4.
Of course, we are not limited to the case that the two-dimensional surface Σ′2 ⊂ R×W3
is of the form R × K with K a knot or link. A more general case, known mathematically
as a link cobordism, was already mentioned in section 1.2. We pick two links L and L′ in
R×W3, and pick Σ′2 to coincide with R×L in the past and with R×L′ in the future. Then
we consider the (0, 2) model on M6 = R×W3 ×D with a surface operator on Σ2 = Σ′2 × p.
This determines a U(1)× U(1)-invariant quantum transition operator from K(L) to K(L′).
In other words, we get a Z× Z-graded linear transformation
ΦΣ2 : K(L)→ K(L′). (5.16)
Link cobordisms can be glued together in an obvious way, and the corresponding linear
transformations multiply.
Actually, the sense in which ΦΣ2 is Z×Z graded is a little subtle. It shifts the q-grading
in a way that depends on the topology and normal bundle of Σ2. This is a known result in
Khovanov homology, and will be explained from the present point of view in section 5.4.
5.2 Gauge Theory Description
5.2.1 Reducing To Five Dimensions
Our next task is to reduce this six-dimensional description, which rests upon the mysteries
of the (0, 2) model, to the five-dimensional gauge theory description of section 4.
The basic idea is simply to use the U(1)D symmetry of the Riemann surface D. By
standard arguments, if the metric onM4×D is scaled in a way that we describe momentarily,
the (0, 2) model onM4×D has a low energy description via maximally supersymmetric gauge
theory on M4 ×D/U(1)D.
We consider the case that D is R2, endowed with the cigar-like metric of eqn. (5.13):
ds2 = dy2 + f(y)dψ2, 0 ≤ y <∞, 0 ≤ ψ ≤ 2π. (5.17)
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The U(1)D symmetry of D acts by constant shifts of the angular variable ψ.
While keeping fixed the metric on M4, we multiply the metric of D by a small constant
so that the asymptotic value of f(y) for y →∞ becomes small. In the limit, the (0, 2) model
on M4 ×D has a low energy description in terms of maximally supersymmetric Yang-Mills
theory on M4 × R+. Here R+ is the half-line D/U(1)D, parametrized by y.
This five-dimensional gauge theory description is actually the same one that we used in
section 4. To see this, consider the description in terms of M5-branes wrapped on M4×D ⊂
X × TN, where TN is a Taub-NUT manifold in which D is embedded. U(1)D acts on TN,
with a unique fixed point p (which coincides with the fixed point at y = 0 in the action of
U(1)D on D ⊂ TN). In the limit that the U(1)D orbits are small, M-theory on X × TN
reduces to Type IIA superstring theory on X × TN/U(1)D. The quotient TN/U(1)D is
simply a copy of R3, but with a key subtlety [48, 49]: in the Type IIA description based on
this quotient, there is a D6-brane supported on X × p.
Additionally, when we reduce from M-theory to Type IIA, the M5-branes wrapped on
M4 ×D become D4-branes wrapped on M4 ×R+, where R+ = D/U(1)D is a half-line in R3
that ends at p. What we have arrived at is a D4-D6 system, with D4-branes supported on
M4×R+ and ending on a D6-brane. But this is precisely the system that was investigated in
section 4. The advantage of deducing this description from a reduction of the (0, 2) model in
six dimensions is that the latter provides an ultraviolet completion of five-dimensional super
Yang-Mills theory.
To be consistent with the notation used in section 4.1.1 and earlier in this paper, we will
denote as G∨ the gauge group of the five-dimensional description that arises by reducing on
the U(1)D orbits. As explained in footnote 27, it is a little subtle how the global form of G
∨
(as opposed to its Lie algebra) is encoded in the six-dimensional theory. The details of this
will not be important in the present paper.
5.2.2 The Symmetry Group
Now we have to ask how the U(1)×U(1) symmetry generated by P and F is realized in the
gauge theory description.
Let us first consider the generator P of rotations of D. In general, when the (0, 2) model
is reduced on a circle, the momentum around the circle becomes instanton number in the
description by five-dimensional gauge theory. (This is clear in the M-theory description.
Momentum around the circle turns into D0-brane charge in Type IIA superstring theory.
But, in the gauge theory of a system of Type IIA D4-branes, D0-brane charge is carried by
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instantons.) So P corresponds in the gauge theory description to instanton number. In the
earlier part of this paper, this result was found in another way (in this other approach, the
coupling of the theta-angle to instanton number in the D3-NS5 system was converted after
some dualities to instanton number as a conserved charge in the D4-D6 system).
Perhaps we should clarify the precise meaning of the statement that P corresponds to
instanton number. Instanton number is associated to the closed four-form TrF ∧F , which in
five dimensions is dual to a conserved current. The claim is that this is the conserved current
that generates U(1)D symmetry. Its integral over an initial value surface, such as a surface of
fixed time in M5 = R×W3 ×R+, is a conserved quantity P. Actually in making this claim,
we have to be careful, just as in section 3.5, with the behavior at both y = 0 and y = ∞.
That behavior will be analyzed in section 5.4, and has some significant consequences. But
the conserved instanton number current does lead to a Z-grading that hopefully corresponds
to the q-grading of Khovanov homology.
The topological field theory derived from twisting the (0, 2) model on M4 × D can be
defined on any (oriented)M4, but it is probably more interesting ifM4 has a suitable
35 three-
cycle, leading to a four-cycle in M4 ×R+. In the absence of such a four-cycle, we effectively
lose the grading associated with instanton number. But Khovanov homology loses much of
its power if we forget the q-grading; this would be analogous roughly to taking the classical
limit q = 1 in Chern-Simons theory.
The other conserved quantity F of the (0, 2) model is the generator of an R symmetry
that is left unbroken by the twisting procedure. It has the same type of interpretation in
the description by five-dimensional gauge theory.
5.2.3 Details of Notation
Our next goal is to fill a major gap from section 4 and identify the elliptic partial differential
equations that are associated with supersymmetry in this problem.
Some notational preliminaries will be helpful. It is convenient to formulate maximally
supersymmetric Yang-Mills theory in five dimensions via dimensional reduction from ten
dimensions. This means that we combine the five components of the five-dimensional gauge
field, together with five scalars in the adjoint representation, and regard them as components
of a ten component “gauge field” AI . (AI has ten components, but they depend only on
the five coordinates of M5 = M4 × R+.) We label the five coordinates of M5 = M4 × R+
as x0, x1, . . . , x4, where x0, . . . , x3 parametrize M4 and x
4 = y. When we specialize to
35This three-cycle may be non-compact, as in our main example M4 = R×R3, in which the three-cycle is
{0} × R3, with {0} a point in R.
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M4 = R ×W3, with a three-manifold W3, we will take x0 to parametrize R and call it the
“time” coordinate. As for the scalars, we call them φI where I = 1˙, 2˙, 3˙, 4˙, 5˙. (We do not
label any of the scalars as 0˙, since none will have “timelike” properties.) The curvature is
defined as FIJ = [DI , DJ ], where DI is a covariant derivative if I = 0, 1, 2, 3, 4 and otherwise
DI is one of the scalar fields φI .
The fermions fields λ of maximally supersymmetric Yang-Mills theory can be regarded as
a positive chirality spinor field of SO(1, 9) with values in the adjoint representation. We write
ΓI for the gamma matrices of SO(1, 9); again I takes values 0, 1, 2, 3, 4 and 1˙, 2˙, 3˙, 4˙, 5˙. Both
λ and the supersymmetry generator ε obey a chirality condition. In Euclidean signature, we
can take this condition to be
Γλ = −iλ, Γε = −iε, (5.18)
with Γ = Γ0Γ1 · · ·Γ4Γ1˙Γ2˙ · · ·Γ5˙.
5.2.4 The Boundary Condition
Now we want to consider this theory on a half-space R4×R+, where R+ is the half-line y ≥ 0,
and we want the boundary condition at y = 0 that corresponds to reduction on U(1)D orbits
of a system of M5-branes on R4 ×D. In particular, this boundary condition will break the
R-symmetry group Spin(5)R to (Spin(3)× Spin(2))/Z2. The Spin(3) symmetry will later be
used in maintaining some supersymmetry when R4 is replaced by an arbitrary four-manifold
M4.
The scalar fields φI represent normal fluctuations in the D4-brane position. In the context
of the D4-D6 system, they play quite different roles. Three scalars, which we will call
φ1˙, φ2˙, φ3˙, describe fluctuations in the D4-brane position along the D6-brane. And the
remaining two scalars, which we will call φ4˙ and φ5˙, describe fluctuations normal to the
D6-brane.
The normal fluctuations must vanish at y = 0 where the D4-brane ends on the D6-brane,
so the boundary conditions for the last two scalars at y = 0 are φ4˙ = φ5˙ = 0. We combine
these two fields to a complex scalar field
σ =
φ4˙ − iφ5˙√
2
. (5.19)
We define a Spin(2)R subgroup of the Spin(5) R-symmetry group of the theory that rotates φ4˙
and φ5˙ and acts trivially on the other scalars. We define the generator F of Spin(2)R = U(1)R
so that σ has F = 2; the fermions then have U(1) charges ±1. When we eventually define a
topological field theory by picking a supercharge Q that obeys Q2 = 0, Q will have F = 1.
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The field σ will then inevitably be Q-invariant:
[Q, σ] = 0. (5.20)
Indeed, the quantum numbers of [Q, σ] (it has spin 1/2, F = 3, and dimension 3/2, and
transforms in the adjoint representation of the gauge group) do not coincide with those of
any elementary or composite fermion field of five-dimensional super Yang-Mills theory.
The three scalar fields that describe the motion of the D4-branes along the D6-brane
have a polar behavior at y = 0. This polar behavior is a general property of the Dp-D(p+2)
system for any p and was described in the context of the D3-D5 system in section 3.3. The
polar behavior is that
φk˙ =
ξ(tk)
y
+ · · · , k = 1, 2, 3, (5.21)
where the tk are a standard set of su(2) generators and ξ : su(2)→ g is a principal embedding.
We will combine the φk˙, k = 1, 2, 3 to a three-vector
~φ. (For the moment, this three-vector
lives in an abstract space; it will be reinterpreted in eqn. (5.28).) One can define a subgroup
Spin(3) of the R-symmetry group that rotates ~φ. It preserves the boundary condition when
combined with a gauge transformation. As expected, the boundary condition has reduced
the R-symmetry group from Spin(5) to (Spin(3)× Spin(2))/Z2.
The polar behavior of ~φ preserves half of the supersymmetry of the model. To describe
which half, we recall that the supersymmetry transformation law for fermions is
δλ =
1
2
ΓIJFIJε, (5.22)
where ε is the supersymmetry generator. (As usual a symbol such as ΓI1...Ik vanishes if
two indices are equal and otherwise equals the product of the indicated gamma matrices.)
Nahm’s equations (3.17) for the scalar fields φ1˙, φ2˙, φ3˙ can be regarded as a selfduality
condition in the four-dimensional subspace corresponding to directions 41˙2˙3˙. Writing Γy for
Γ4, Nahm’s equations preserve those supersymmetries whose generator obeys
Γy1˙2˙3˙ε = ε. (5.23)
The solution (5.21) of Nahm’s equations preserves the supersymmetry of eqn. (5.23) for
any choice of homomorphism ξ : su(2) → g. However, in the case of D4-branes ending on
a single D6-brane, the appropriate choice is that ξ is a principal embedding. More general
choices of ξ correspond to D4-D6 systems with multiple D6-branes; this has been described
in detail in [46]. In terms of the six-dimensional (0, 2) theory, these more general choices
correspond to formulating that theory on M4 × D with a suitable defect operator (of a
type considered in [44]) supported on M4 × p. These more general choices can be analyzed
by methods similar to those of the present paper; they do not lead precisely to Khovanov
homology, but to an interesting analog of it.
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5.2.5 Twisting Along M4
So far we have described the boundary condition at y = 0 that breaks half of the supersym-
metry and reduces the R-symmetry group to (Spin(3)×Spin(2))/Z2. As explained in section
5.1.1, the next step is to twist along M4, making a Spin(3) twist so that one supersymmetry
remains unbroken for an arbitrary M4.
It is straightforward to describe this one unbroken supersymmetry. The Spin(4) symme-
try of R4 is generated by operators Γµν =
1
2
[Γµ,Γν ] acting on spinors. When we decompose
Spin(4) = Spin(3)ℓ×Spin(3)r, the two factors are generated by the anti-selfdual and selfdual
parts of Γµν , respectively. According to section 5.1.1, the desired supersymmetry generator
ε is invariant under Spin(3)ℓ and under a diagonal combination of Spin(3)r and a group of
R-symmetries; we will denote this combination as Spin(3)′r. The condition that ε is invariant
under Spin(3)ℓ is that
(Γ01 − Γ23) ε = 0, (5.24)
along with similar statements that follow by cyclic permutation of indices 123. The condition
that ε is also invariant under Spin(3)′r is
(Γ12 + Γ1˙2˙) ε = 0, (5.25)
again with similar statements obtained by simultaneous cyclic permutations of indices 123
and 1˙2˙3˙.
The conditions (5.23), (5.24), and (5.25) have a one-dimensional space of solutions, which
corresponds to the unbroken supersymmetry of the twisted model on a general M4. For
practice, let us use these conditions to determine how ε transforms under the U(1)R =
Spin(2)R group that commutes with the Nahm pole. Taking the generator of this symmetry
to be F = iΓ4˙5˙, we use (5.24), (5.18), and (5.23) to deduce that
Fε = −ε, (5.26)
implying that the corresponding supercharge Q has F = +1.
By standard arguments, any quantum computation in the twisted model can be localized
on fields that are invariant under the topological supersymmetry. As in other models of
this type, such as the twisted version of N = 2 super Yang-Mills theory that is related to
Donaldson theory, there will be equations – generalizing the instanton equations of Yang-
Mills theory – that characterize what fields are invariant under this supersymmetry. The
necessary condition is that the supersymmetry variations of the fermions – given in eqn.
(5.22) – should vanish. In other words, we want
0 = ΓIJFIJε. (5.27)
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Having characterized ε, we can work out the consequences of this condition.
The analysis will lead to differential equations onM5 = M4×R+ that will have only four-
dimensional symmetry. Because of this, we introduce some notation that uses the product
structure ofM5. It will be convenient to write Ω
2,+(M4) for the bundle of self-dual two-forms
on M4, pulled back to M5. An important preliminary point is that in the twisted theory,
the scalar fields φ1˙, φ2˙, φ3˙ are best understood as a section of Ω
2,+(M4), with values in the
adjoint bundle ad(E) (derived from the underlying G∨ bundle E →M5). Thus, we define a
self-dual antisymmetric tensor field B by
B0i = φi˙, Bij = ǫijkφk˙, i, j, k = 1, . . . , 3. (5.28)
We regard B as a section of Ω2,+(M4) ⊗ ad(E). A useful fact is that Ω2,+(M4) is of rank
3, which ensures that there is a “cross product” operation on sections of Ω2,+(M4)⊗ ad(E);
this operation is inherited from the usual cross product for vectors in R3, along with the
Lie algebra structure of ad(E). Explicitly, given B, we define a new section B × B of
Ω2,+(M4)⊗ ad(E) by
(B × B)µν =
∑
τ
[Bµτ , Bντ ], (5.29)
where on the right hand side [ , ] is the commutator in the Lie algebra. The right hand
side of (5.29) is selfdual if B is, so in particular B × B is valued in Ω2,+(M4) ⊗ ad(E), as
promised. One final preliminary is that given a two-form F on M4 – such as the gauge
curvature F – we define its selfdual projection F+ = (1 + ⋆)F/2, with ⋆ the Hodge star
(defined so ⋆(dx0 ∧ dx1) = dx2 ∧ dx3).
We consider first the part of eqn. (5.27) with F = −1. It is convenient to observe that
the spinors with F = −1 transform under Spin(3)ℓ × Spin(3)′r as (1/2, 1/2)⊕ (0, 1)⊕ (0, 0).
The (0, 0) part of the equation is satisfied identically. The (0, 1) part of the equation is 3∑
µ,ν=0
ΓµνFµν + 2
3∑
i˙=1
ΓyΓi˙Dyφi˙ +
3∑
i˙,j˙=1
Γi˙j˙[φi˙, φj˙]
 ε = 0. (5.30)
Using the conditions obeyed by ε, the condition for this to vanish is
F+ − 1
4
B ×B − 1
2
DyB = 0. (5.31)
To derive this formula, it is convenient to look at a particular component, say the 01 com-
ponent. A part of equation (5.30) is(
Γ01F01 + Γ
23F23 + Γ
y1˙Dyφ1˙ + Γ
2˙,3˙[φ2˙, φ3˙]
)
ε = 0. (5.32)
Using (5.24), we can replace Γ01 by Γ23; using (5.23), we can replace Γy1˙ by −Γ2˙3˙; and using
(5.25), we can replace Γ2˙3˙ by −Γ23. At this stage the gamma matrices drop out and we find
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the equation F01 + F23 −Dyφ1˙ − [φ2˙, φ3˙] = 0. Using the definitions of B and B ×B, this is
equivalent to F+01− 12DyB01− 14(B×B)01 = 0, which is a component of (5.31). The equation
of type (1/2, 1/2) can be written(
ΓyΓµFyµ + Γ
µ
∑
k=1,2,3
Γk˙Dµφk˙
)
ε = 0. (5.33)
Reducing this equation in a similar way to what has just been described, we arrive at
Fyµ +
3∑
ν=0
DνBνµ = 0, µ = 0, . . . , 3. (5.34)
We also need to analyze the part of eqn. (5.27) with F = 1. This, however, is more
straightforward. We simply learn that
Dµσ = Dyσ = [B, σ] = 0, (5.35)
where σ was defined in (5.19). Eqn. (5.35) says that a gauge transformation generated by the
adjoint-valued field σ is a symmetry of the solution. Since our boundary condition at y = 0
forces the solution to be irreducible (and even if we relax the assumption that ξ : su(2)→ g
is a regular embedding, supersymmetry requires that σ = 0 at y = 0), these conditions force
σ to vanish.
Now that we have reinterpreted ~φ in the twisted theory as a section B of Ω2,+(M)⊗ad(E),
we should reconsider the boundary conditions at y = 0 that were described in section 5.2.4.
This will be done in section 5.3.4.
5.2.6 What Are These Equations Good For?
According to (5.31) and (5.34), the equations for a supersymmetric field configuration in this
theory read
F+ − 1
4
B ×B − 1
2
DyB = 0
Fyµ + D
νBνµ = 0, (5.36)
along with σ = 0. We will call these simply the supersymmetric equations.
What is one supposed to do with these equations? This question was answered in section
4.2. Time-independent solutions of these equations supply a basis for a space K0 of approx-
imate supersymmetric ground states. The actual space K of supersymmetric ground states
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is found by constructing the supercharge Q as a linear transformation of K0 and computing
its cohomology. Concretely, Q is constructed as in eqn. (4.3) by counting time-dependent
solutions of the equations (5.36) that interpolate between specified limits in the far past and
future. Both K0 and K are Z × Z-graded by the action of P and F. The eigenvalue of P
is given by the classical instanton number; that of F is found by computing the charge of
the filled Dirac sea of negative energy states. That is why we refer to F as fermion number,
though in the full supersymmetric gauge theory it is carried by some bosons (notably σ) as
well as fermions.
In section 5.3, we will describe some useful properties of the supersymmetric equations
(5.36). But it may be well to mention here their most basic property, without which the
counting of solutions outlined in section 4.2 would not make sense: they are elliptic modulo
the action of the gauge group. This actually follows from the relation of these equations to
the underlying super Yang-Mills theory, as we will explain in section 5.3.3.
5.3 Some Properties Of The Equations
5.3.1 Reductions To Four Dimensions
Another basic property of the equations is that they can be specialized to more familiar
equations in lower dimensions.
We begin with the most obvious specialization. We can look for solutions on M4 × R+
that are independent of y. We do not assume that the solution is a pullback fromM4; rather,
we replace the covariant derivative D/Dy with the commutator with an adjoint-valued scalar
field C. So the equations become
F+ − 1
4
B × B − 1
2
[C,B] = 0 (5.37)
−DµC + DνBνµ = 0.
These equations have been obtained previously [73] by topological twisting of four-dimensional
N = 4 super Yang-Mills theory. For our purposes, we do not want to study solutions that are
independent of y everywhere, because our boundary condition at y = 0 does not allow this.
However, it is natural on M4 × R+ to consider solutions that are y-independent for y →∞,
and thus we define our boundary condition at y =∞ by specifying a solution of the equations
(5.37). In the important case that M4 = R ×W3, we are primarily interested in boundary
conditions at y = ∞ that are invariant under time translations. In the time-independent
case, the equations (5.37) describe complex-valued flat connections A = ∑i(Ai + iB0i)dxi.
(This will be clear from another reduction that we describe momentarily.) So, as in most of
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this paper, we define the boundary condition by specifying a complex-valued flat connection
at infinity.
It is not hard to see why our supersymmetric equations (5.36), for fields that are inde-
pendent of y, give an equation that can be derived from N = 4 super Yang-Mills theory.
Suppose that for our starting point, we had taken the (0, 2) model on M6 = M4 ×D, with
now D equal to a two-torus S˜1 × S1 rather than R2. Then, upon reducing on S1, the same
derivation would lead to the same supersymmetric equations (5.36) on M4× S˜1, with y now
an angular variable parametrizing S˜1. It now makes sense to take the solutions to be inde-
pendent of y, and this leads to (5.37). The two-step process of reducing on first one circle
and then the other amounts to the usual two-torus compactification from the (0, 2) model
in six dimensions to N = 4 super Yang-Mills in four dimensions. So naturally it leads to
equations that can be obtained by a topological twist of the N = 4 theory.
There is another reduction of the eqns. (5.36) that is more surprising if one simply starts
with those equations, though it is obvious from the derivation we have given. This comes if
we specialize to the case M4 = R×W3, for some W3, and ask for a solution of eqns. (5.36)
onM4×R+ that is time-independent, that is invariant under translations of R. This process
amounts to undoing the lift from four to five dimensions which was the first step in section 4.
Starting with the supersymmetric equations of the D4-D6 system, if we drop the dependence
on time we will get the corresponding supersymmetric equations of the D3-D5 system. We
already know what these equations are, from eqn. (3.6). They are the familiar equations
F − φ ∧ φ+ ⋆dAφ = 0 = dA ⋆ φ (5.38)
for a pair (A, φ) where A is a connection on a G-bundle E → W3 × R+ and φ is an ad(E)-
valued one-form on W3 × R+.
To actually get these equations by a time-independent reduction of our five-dimensional
ones, we proceed as follows. First of all, parametrize R by a time coordinate x0 and W3 by
local coordinates xi, i = 1, . . . , 3. As in the case already considered, we look for a solution
on R ×W3 × R+ that is invariant under translations of x0, but we do not assume that the
solution is a pullback fromW3×R+. In particular, we do not assume that A0, the component
of the connnection in the x0 direction, vanishes. Now we define an adjoint-valued one-form
on W3 × R+ by
φ =
3∑
k=1
B0k dx
k −A0 dy. (5.39)
Notice that A0, which was the component of the connection A in the x
0 direction, has been
reinterpreted (apart from a minus sign) as what we might call φy, the component of the
one-form φ in the y direction. Of course, this only makes sense because both the x0 direction
and the y direction have been factored out in M5 = M4 × R+ = R×W3 × R+.
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It is a short calculation, starting with the five-dimensional supersymmetric equations
(5.36) and the definition (5.39), to arrive at the four-dimensional supersymmetric equations
(5.38). The reason that this result is important is that, as explained in section (4.2), the
time-independent solutions of the supersymmetric equations (5.36) are the basis for the
classical approximation K0 to the space K of supersymmetric ground states. Understanding
these time-independent solutions is the starting point in studying Khovanov homology via
five-dimensional gauge theory in the way described here.
Even though we had a good reason to expect the above results and they are not difficult
to prove, they should give us a renewed appreciation for the fact that the five-dimensional
equations (5.36) actually are elliptic. These equations can be obtained in either of two ways
from an elliptic equation in four dimensions by replacing a field with a covariant derivative.
We start with (5.37) and substitute C → D/Dy, or we start with (5.38) and substitute
φy → −D/Dx0. It is quite exceptional that starting with an elliptic differential equation
and replacing one of the fields by the derivative with respect to a new variable, one arrives at
an elliptic differential equation in one dimension more. However, equations (5.37) and (5.38)
both have this property. From the point of view developed in the present paper, the fact
that the four-dimensional equations (5.38) can be “lifted” in this sense to five dimensions
is part of the reason that Chern-Simons gauge theory can be “categorified,” which is just a
fancy way to say that it can be derived from a theory in one dimension higher. Similarly,
the fact that the four-dimensional equations (5.37) can be lifted to five dimensions means
that the four-dimensional invariant given by counting solutions of those equations can be
categorified. Modulo a certain vanishing theorem, this four-dimensional invariant is the
Euler characteristic of instanton moduli space [73], and its categorification is, modulo the
vanishing theorem and various technicalities involving the noncompactness of the moduli
space, the cohomology of instanton moduli space.
5.3.2 Relation To Morse Theory
The twisted version of super Yang-Mills theory that we are studying here has in general
one supercharge Q when formulated on M5 = M4 × R+. However, when we specialize to
M4 = R×W3, for some W3, the theory becomes unitary and a second supercharge appears,
namely the adjoint of Q. Supersymmetric quantum mechanics with two supercharges is
commonly related to Morse theory [82], and as we will now show, this is the case here.
In general, on a manifold Z, with local coordinates ui, a metric tensor γij, and a Morse
function S, the flow equations of Morse theory read
dui
dt
= −γij ∂S
∂uj
. (5.40)
We wish to show that in the gauge A0 = 0, our supersymmetric equations (5.36) can be
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written as such flow equations, if we pick a suitable metric on the space of fields and a
suitable Morse function.
This is actually a straightforward exercise. We endowW3×R+ with a metric gijdxi dxj+
dy2. On the space of fields on W3 × R+, we define the metric
ds2 = −
∫
W3×R+
d3x dy
√
gTr
(
gijδAiδAj + δAyδAy + g
ijδB0iδB0j
)
. (5.41)
And then we define the Morse function
S = −
∫
W3×R+
d3x dyTr
(√
ggijFyiB0j +
1
2
ǫijk
(
Ai∂jAk +
2
3
AiAjAk − B0iDjB0k
)
+
√
gw
)
,
(5.42)
with w a constant chosen so that the integral converges for y →∞. (The required constant
of course depends on which G∨
C
-valued flat connection A = (Ai + iB0i)dxi is used to define
the boundary conditions at y = ∞.) A straightforward computation shows that the super-
symmetric equations (5.36), in the gauge A0 = 0, are indeed the flow equations with S as a
Morse function.
What we have just described is really the proper input for section 4.2, in which we
sketched the use of Morse theory (as extended to field theory problems in [83]) to describe
the space K of supersymmetric ground states. The starting point is a knowledge of the time-
independent solutions of the supersymmetric equations. These correspond to critical points
of the Morse function S, and they furnish a basis of a space K0 of approximate quantum
ground states. One then realizes Q as a linear transformation of K0 via the formula (4.3); the
main step in constructing this formula is to count, with appropriate signs, the solutions of the
Morse theory flow equations (5.40) that connect two given critical points. The cohomology
of Q gives then the space K of exact supersymmetric ground states.
Because of the connection with Morse theory, the value of F associated to a given critical
point has an interesting interpretation: it is the regularized Morse index of that critical
point. In the case of two critical points on bundles of the same topological type (that is, two
critical points with the same value of P), the difference of F at the two critical points can
be computed by spectral flow. To evaluate this spectral flow, one counts the fermion states
of F = 1 or F = −1 that pass through zero energy when one interpolates between the two
critical points.
The attentive reader might notice an apparent clash between what we have said in sec-
tion 5.3.1 about time-independent solutions of the supersymmetric equations and what we
have just described. In interpreting the time-independent solutions as Morse theory flow
equations, the first step was to go to the gauge A0 = 0. On the other hand, in section 5.3.1,
we carefully did not set A0 to zero, and instead gave it a new name −φy. The resolution
of this puzzle is that eqn. (5.38) is actually subject to a vanishing theorem: in a solution
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on W3 × R+ with the boundary conditions of interest to us, φy vanishes (see36 the analysis
of eqn. (4.13) in [14]). The claim that time-independent solutions of our supersymmetric
equations (5.36) correspond to critical points depends on this vanishing theorem. The equa-
tions (5.38) are covariant and elliptic with φy included. If one uses the vanishing theorem
to set φy to zero, the equations are of course no longer covariant in four dimensions; they
also are not elliptic modulo the gauge group (but, assuming that one is expanding around
a classical solution, they can be embedded in a larger elliptic complex). However, setting
φy to zero makes the Morse theory interpretation of these equations clearer. This is so both
for the five-dimensional equations (5.36) and for the four-dimensional equations (5.38) that
were related to Morse theory in a similar way in [14].
The vanishing theorem that we just encountered has a perhaps more familiar analog for
Floer theory of the space of connections on a three-manifold. If on a four-manifold of the
form R ×W3, one looks for time-independent solutions of the instanton equation F+ = 0,
one gets in three dimensions the Bogomolny equations F + ⋆DA0 = 0. These equations
are the analog of (5.38); they are elliptic modulo the action of the gauge group, and they
do not correspond directly to the critical points of any Morse function. However, assuming
that W3 is compact and we want nonsingular and irreducible solutions, one can deduce from
the Bogomolny equations a vanishing theorem A0 = 0. (The proof is made by the same
sort of argument as in footnote 36.) From this vanishing theorem, one learns that the time-
independent solutions of the instanton equation actually correspond to flat connections on
W3. These are the critical points of a Morse function, namely the Chern-Simons function
CS(A). The equation F = 0 that we get after using the vanishing theorem is not elliptic
modulo the gauge group, but it is part of a larger elliptic complex.
The Chern-Simons function CS(A) of standard Floer theory is not quite well-defined as
a real-valued function on the space of gauge fields modulo gauge transformations (but only
as a circle-valued function); because of this, Floer theory is ultimately not Z-graded by the
Morse index of a critical point, but Z/4hZ-graded, where h is the dual Coxeter number of
the gauge group. By contrast, in our present problem, the Morse function S is actually
a well-defined real-valued function, and hence the grading by the fermion number F is an
actual Z-grading, as we have asserted throughout this paper. To verify that S is well-defined,
a slightly subtle point is the following. One contribution in the definition (5.42) of S is the
integral over W3×R+ of a Chern-Simons three-form (times dy). This contribution may look
dangerous since the Chern-Simons integral is not quite well-defined as a real number, but
we pick the constant w to cancel the limiting value of the Chern-Simons integral at y =∞,
and then that integral causes no further difficulties.
36 In brief, after squaring the equations, integrating, and integrating by parts, one finds that φy is anni-
hilated by a strictly positive operator. This implies vanishing of φy , a result that was also used in section
3.6.2 above. Note that our φy is called φt in [14].
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5.3.3 The Action
By analogy with familiar facts about the equations for Yang-Mills instantons, we anticipate
that the first-order supersymmetric equations (5.36) imply the second order Euler-Lagrange
equations of supersymmetric Yang-Mills theory. In many examples, an efficient way to
establish such a result is to square the first-order equations, integrate over spacetime, and
compare the result to the action of the underlying physical theory.
In the case at hand, setting
Yµν = (F
+ − 1
4
B × B − 1
2
DyB)µν , Zµ = Fyµ +D
σBσµ, (5.43)
so that the supersymmetric equations are Y = Z = 0, we find the following identity
−
∫
M4×R+
d4x dy
√
gTr (YµνY
µν + ZµZ
µ)
= −
∫
M4×R+
d4x dy
√
gTr
(
1
2
FµνF
µν + FyµF
yµ +
1
4
(DyBµν)
2 +
1
4
(DαBµν)
2
+
1
16
(B ×B)µν(B × B)µν + R
8
BµνB
µν − 1
4
RλνµτB
λνBµτ
)
+ . . . .
(5.44)
Here Rλνµτ and R are the Riemann tensor and Ricci scalar of M4; these curvature couplings
are dictated by supersymmetry whenM4 becomes curved. In (5.44), the ellipses represent the
omission of certain terms whose local variations vanish – both surface terms and a multiple
of the instanton number evaluated on M4. In fact, with our boundary conditions, both
the volume integral on the right hand side of (5.44) and the omitted terms are divergent.
Because their local variations vanish, the omitted terms do not affect the argument below.
The right hand side of (5.44) is essentially the bosonic part of the action of maximally
supersymmetric Yang-Mills theory in five dimensions.37 What do we learn from this rela-
tionship? If Y = Z = 0, then the left hand side of (5.44) is certainly stationary. So the
right hand side is also. It follows, then, that the Euler-Lagrange equations derived from
the right hand side of (5.44) are consequences of the first order supersymmetric equations.
Those Euler-Lagrange equations are essentially the usual field equations of super Yang-Mills
theory (with some scalar fields twisted to the two-form B, with fermions and σ omitted, and
with some curvature couplings added).
We can use this relation between the first order and second order equations to show
37To be more precise, (5.44) can be obtained from the super Yang-Mills action by setting two of the five
scalar fields to zero, twisting the other three to a selfdual two-form B, and adding some curvature couplings
that are needed to preserve some supersymmetry when M4 is curved.
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that the first order equations in question are elliptic. Linearization and gauge-fixing38 of the
equations Y = Z = 0 gives a linear differential operator that we may call D. The “leading
symbol” of D is given by the highest order part of D, written in momentum space. Let us
call this leading symbol σ. In the present example, D is a first order operator and σ is a
matrix-valued linear function of the momentum. Ellipticity of a system of equations means
that the leading symbol of the linearization is invertible for any nonzero (real) momentum.
Letting σt denote the transpose of σ, certainly σ is invertible if σtσ is. But the relation
(5.44), or more exactly the relation between first order and second order equations that it
implies, means that σtσ is the leading symbol of the equations obtained by linearizing the
second order equations of super Yang-Mills theory. Those equations are certainly elliptic;
indeed (in the gauge mentioned in footnote 38), their leading symbol is the identity matrix
multiplied by the leading symbol of the Laplace operator on scalars. That symbol is simply
the function of a momentum vector p given by f(p) = p2; it is nonzero for real nonzero p.
5.3.4 The Boundary Condition After Twisting
Finally, we should reconsider the boundary conditions at y = 0 for the supersymmetric
equations (5.36) on M4×R+. For the special case M4 = R4 without surface operators, these
boundary conditions have already been described in section 5.2.4: ~φ has a regular Nahm
pole at y = 0. What happens now that we have reinterpreted ~φ in the twisted theory as a
section B of Ω2,+(M4)⊗ ad(E)?
In fact, what happens is quite similar to what we have already described in one dimension
less in section 3.4. The field ~φ, which was a section of TW3 for a three-manifold W3, has
been promoted to a self-dual two-form B on a four-manifold M4. With this change, all of
the previous statements have close analogs.
Since we are interested in what happens at y = 0, let us write simply E for the restriction
of the gauge bundle E to M4 × {y = 0}. Suppose first that G∨ = SO(3). Let us write
B = b/y + . . . near y = 0. Then, by virtue of the vanishing of the terms of order 1/y2
in the supersymmetric equations (5.36), b establishes an isomorphism between Ω2,+(M4)
and ad(E), and this isomorphism identifies the metric on Ω2,+(M4) with that of ad(E). In
section 3.4, we used analogous statements, which were deduced in the same way, to identify
the polar residue of ~φ with the vierbein e. Here the analogous statement is that b can be
identified with the selfdual part of e ∧ e. Moreover, the vanishing of the term of order 1/y
in the supersymmetric equations implies that dAb = 0. And this in turn implies
39 that
38 It is convenient to use a “background field” version of Landau gauge, in which the fluctation δA of the
gauge field A is constrained to obey dA ⋆ δA = 0.
39Once one knows that b is the selfdual part of e∧ e, the analysis of the condition dAb = 0 to show that A
is the Riemannian connection on Ω2,+(M4) is a problem that has been considered in the context of canonical
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the identification between Ω2,+(M4) and ad(E) given by b is covariantly constant, meaning
that the restriction to M4 of the G
∨ connection A is simply the Riemannian connection on
Ω2,+(M4). So just as in section 3.4, the restriction to the boundary of the bundle E and the
connection A are directly determined by the Riemannian geometry.
For any G∨, there is a similar story making use of a principal su(2) embedding ξ : su(2)→
g∨. The restrictions of ad(E) and A to the boundary are obtained from Ω2,+(M4) and the
Riemannian connection on it via the homomorphism ξ. (In general, depending on the global
form of G∨, the construction of E itself as opposed to its adjoint form may require a lift
of the structure group of Ω2,+(M4) from SO(3) to Spin(3).) Similarly the polar part of B
establishes an isomorphism between Ω2,+(M4) and a subbundle of ad(E) corresponding to
ξ(su(2)) ⊂ g∨.
It is illuminating to consider the case that M4 = S
1 ×W3 (or R ×W3) with a product
metric, and to look for solutions on M4 × R+ that are pulled back from W3 × R+. The
equations (5.36) then reduce, according to section 5.3.1, to the four-dimensional equations
whose boundary conditions were considered in section 3.4. And, as Ω2,+(M4) is the pullback
to M4 of TW3, the boundary conditions that we have just described in the five-dimensional
case do reduce to the four-dimensional boundary conditions of section 3.4.
So far we have described the appropriate boundary condition away from surface operators.
In the presence of surface operators, we proceed just as we did in section 3.6. We first look
at a local problem with a surface operator supported on Σ2 = R
2 linearly embedded in
M4 = R
4. For this local problem, we find a model solution on M4 × R+ that is invariant
under translations along Σ2 and has a singularity in the normal plane to Σ2 that is associated
to a given irreducible representation R of G. Since the solution is invariant under translations
of Σ2, it is the pullback to M4×R+ of a solution of reduced three-dimensional equations on
R2⊥×R+, where R2⊥ is the normal plane. But in fact, the relevant reduced equations coincide
with the ones already analyzed in section 3.6. This again follows from the statements in
section 5.3.1 about dimensional reduction. So in particular, for G∨ = SO(3) or SU(2), the
relevant model solutions have been fully described in section 3.6.4.
Once the model solutions are known, a surface operator supported on a general embedded
oriented two-manifold Σ2 ⊂ M4 and labeled by a representation R is defined rather as in
section 3.6: we define a boundary condition for the supersymmetric equations such that near
a generic boundary point, the singular behavior is that of the regular Nahm pole, while along
Σ2 the singular behavior is that of the relevant model solution.
There is one important phenomenon that does not quite have an analog in one dimension
less: the topology of Σ2 and of its normal bundle influence the q-grading of Khovanov
homology. This we consider next.
quantum gravity [98].
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5.4 Surface Operators And q-Grading
In general, suppose that in five dimensions one is given a conserved current J . Then the
four-form ⋆J is a conserved charge density, and given an initial value surface Ω, we define
the conserved charge
q =
∫
Ω
⋆J. (5.45)
We are interested in the case that ⋆J is the instanton current:
⋆J =
1
32π2
ǫµναβ TrFµνFαβ . (5.46)
We have normalized the instanton current so that, for any simply-connected G∨, the con-
served charge q takes integer values if Ω is compact and without boundary.
Let us now specialize to M4 = R×W3 and thus M5 = R×W3 ×R+. Given a conserved
current J , we define a charge at time t ∈ R by integration of this four-form over the initial
value surface {t} ×W3 × R+:
q(t) =
∫
{t}×W3×R+
⋆J. (5.47)
Is q(t) independent of time? Conservation of J is not quite enough to ensure this, since
current might disappear at the ends y = 0 and y = ∞. In general the change in q between
initial and final times ti and tf is
q(tf)− q(ti) =
∫
∆0(tf ,ti)
⋆J −
∫
∆∞(tf ,ti)
⋆J. (5.48)
Here ∆0(tf , ti) is defined by y = 0, tf ≥ t ≥ ti, and ∆∞(tf , ti) by y =∞, tf ≥ t ≥ ti. Taking
tf → +∞, ti → −∞ and writing just ∆0 and ∆∞ for the boundaries at y = 0 and y = ∞,
the total change in the charge is
∆q =
∫
∆0
⋆J −
∫
∆∞
⋆J. (5.49)
In the case of the instanton current, naively the conserved charge is the instanton number
P(t) =
1
32π2
∫
{t}×W3×R+
ǫµναβ TrFµνFαβ . (5.50)
Actually, as in eqn. (3.33), to eliminate a dependence on the metric of W3 (replacing it with
a dependence on a framing of W3), we should subtract from P a multiple of the gravitational
Chern-Simons function CSgrav, replacing P with
P̂ = P− vCSgrav
8π
. (5.51)
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Since we will take the metric on W3 to be time-independent, this correction term is time-
independent. So the total change in P̂ between the far past and the far future is the same
as the change in P. From (5.49), it is the sum of two contributions given by the fluxes of
the conserved current at y = 0 and y =∞. In the present context, those two terms are the
instantons numbers of the G∨ bundle E, restricted to y = 0 or y = ∞. We write P(y = 0)
and P(y =∞) for the instanton number evaluated at y = 0 or at y =∞, so
∆P̂ = ∆P = P(y = 0)− P(y =∞). (5.52)
We want to apply this to Khovanov homology, meaning that the boundary condition at
y =∞ is that the connection A approaches a fixed, time-independent flat connection. This
ensures that P(y = ∞) = 0. Likewise, P(y = 0) will vanish if the boundary condition at
y = 0 is time-independent. This will happen if there are no knots at y = 0, since then the
boundary condition says that the restriction of the connection to y = 0 is the pullback of
the Riemannian connection on W3. More generally, this will happen if all knots are static
and time-independent, for then the boundary condition still identifies the restriction of the
connection to y = 0 with a pullback from W3.
We want to allow time-dependence by including a surface operator supported on a pos-
sibly time-dependent two-manifold Σ2 ⊂ R ×W3. Such surface operators are associated to
the knot cobordisms of Khovanov homology. To describe a transition from the Khovanov
homology of a link L in the far past to the Khovanov homology of another link L′ in the far
future, we require that in the past Σ2 looks like R×L and in the future it looks like R×L′.
We assume in addition that Σ2 is an oriented, embedded surface without boundary and with
no other ends apart from the ones just described. Otherwise, Σ2 may have an arbitrary
time-dependence. The quantum transition amplitude in this situation from an initial state
in K(L) to a final state in K(L′) will give a linear map ΦΣ2 : K(L) → K(L′). This linear
map is, in mathematical language, the morphism of Khovanov homology associated to the
link cobordism Σ2.
Including Σ2 makes the boundary condition at y = 0 time-dependent, so there is no
reason for ∆P̂ to vanish. Instead, ∆P̂ will simply equal P(y = 0), the instanton number
of the bundle E restricted to y = 0. ∆P̂ is equal to the amount by which the quantum
transition amplitude ΦΣ2 shifts the q-grading of Khovanov homology.
The fundamental case to understand is the case that Σ2 is compact and L and L
′ are
empty. After treating this case in section 5.4.1, we will reintroduce the knots in section 5.4.2.
The problem we consider in section 5.4.1 is somewhat like the one studied for framing of
knots in section 3.7, but it is simpler because we will be computing a characteristic class (the
instanton number) rather than a secondary characteristic class (the Chern-Simons function).
We will see in section 5.4.2 that the simpler computation we do here actually implies the
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result of section 3.7.
5.4.1 Compactly Supported Surface Operator
In the following, we consider a surface operator of compact support in an arbitrary four-
manifold M4, which we regard as the boundary at y = 0 of M5 = M4×R+. We write simply
Σ, rather than Σ2, for the support of the surface operator, and we write simply E for the
restriction of the gauge bundle E to M4, that is, to y = 0. As in our study of knot framings,
we will do this analysis for G∨ = SO(3). The instanton number of E is 1/4 times the first
Pontryagin class of ad(E):
P(y = 0) =
1
4
∫
M4
p1(ad(E)). (5.53)
(The factor of 1/4, which corresponds to 1/2h∨ in eqn. (3.11), comes from the ratio of the
trace of the four-form F ∧ F in the two-dimensional and three-dimensional representations
of SU(2).)
In the absence of a surface operator, ad(E) is simply Ω2,+(M4), so P(y = 0) can be
expressed in terms of the Euler characteristic and signature of M4. We want to determine
the shift in P(y = 0) due to the presence of the surface operator:
∆P(y = 0) =
1
4
∫
M4
(
p1(E)− p1(Ω2,+(M))
)
. (5.54)
Let us first describe the restriction to Σ of Ω2,+(M4). At a point p ∈ Σ, we pick an
orthonormal basis of one-forms e1, e2 and f1, f2, such that the ei are tangent to Σ and the fj
are normal to Σ. Also we orient them so that e1 ∧ e2 and f1 ∧ f2 determine the orientations
of the tangent bundle TΣ to Σ and its normal bundle NΣ, respectively, and hence the
orientation of M4 corresponds to e1 ∧ e2 ∧ f1 ∧ f2.
Now let us simply write down an orthonormal basis of self-dual two-forms at p. We can
take one such form to be w1 = e1 ∧ e2 + f1 ∧ f2. For the other two such forms, we write
w2 + iw3 = (e1 + ie2) ∧ (f1 + if2) (5.55)
or
w2 = e1 ∧ f1 − e2 ∧ f2, w3 = e1 ∧ f2 + e2 ∧ f1. (5.56)
Clearly, w1, w2, and w3 are indeed selfdual and (in a natural inner product) orthonormal.
The definition of w1 was completely natural, so Ω
2,+(M4)|Σ contains a one-dimensional
trivial real summand that we will call ε. As for w2 + iw3, it is best understood as lying in
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the fiber at p ∈ Σ of a complex line bundle M→ Σ. To construct this line bundle, we view
T ∗Σ and N∗Σ (the duals of TΣ and NΣ) as rank one complex line bundles, placing on them
the complex structures that act by
I(e1 + ie2) = i(e1 + ie2), J(f1 + if2) = i(f1 + if2). (5.57)
Evidently, M ∼= T ∗Σ ⊗C N∗Σ, since e1 + ie2 takes values in T ∗Σ and f1 + if2 in N∗Σ. So
the restriction of Ω2,+(M4) to Σ is
Ω2,+(M4)|Σ = ε⊕M, (5.58)
where M is regarded as a real vector bundle of rank 2.
As a real bundle of rank 2,M is equivalent to its dual. (In fact, the Riemannian metric on
M4 gives a natural identification between them.) This means that in (5.58), we can replace
M by L =M−1. Here L = TΣ⊗C NΣ = T ⊗ N , where we write simply T and N for TΣ
and NΣ regarded as complex line bundles. Thus (5.58) is equivalent to Ω2,+(M4)|Σ = ε⊕L.
A small neighborhood U of Σ is contractible onto Σ, and this isomorphism automatically
extends over U :
Ω2,+(M4)|U ∼= ε⊕L. (5.59)
Now we want to modify Ω2,+(M4) along Σ by gluing in along Σ an ’t Hooft operator
supported on Σ and dual to the spin j representation of G = SU(2). In the full five-
dimensional description, the support of the ’t Hooft operator is on Σ×{y = 0} ⊂ M4×R+,
so it is of codimension three as expected for ’t Hooft operators. We denote the modified
bundle as E(j). We can understand the structure of E(j) from the model solution described
in section 3.6.4 – lifted now to five dimensions rather than to four as assumed in section 3.6.
The gauge field of the model solution is u(1)-valued (though the full model solution including
the other fields is irreducible). In the context of a knot K in a three-manifold W3, the U(1)
in question acts on the normal bundle to K. When we lift to a surface Σ in a four-manifold
M4, the U(1) in question acts on the subbundle of Ω
2,+(M4)|Σ that is orthogonal to ε. In
other words, it acts on L.
To construct E(j), we are supposed to glue in 2j units of flux in this U(1) subgroup. This
means that E(j) restricted to Σ will have the form ε ⊕ S where S is a complex line bundle
with the following properties: (1) Away from Σ, S is isomorphic to L, ensuring that E(j) is
equivalent to Ω2,+(M4). (2) The isomorphism between L and S has a zero along Σ of degree
2j. This second condition captures the idea that Ej is obtained from Ω
2,+(M4) by adding
2j units of flux in the normal direction.
The two conditions have a simple and unique solution. In general, if Σ is a Riemann
surface, there is no natural way to pick a section of a complex line bundle S → Σ. But let
X be the total space of the line bundle S → Σ and let π : X → Σ be the natural projection,
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and pull back S to a line bundle π∗S → X . Then π∗S does have a natural section, which
moreover has a simple zero along Σ ⊂ X . This section is defined as follows: for q ∈ X ,
define p ∈ Σ by p = π(q). Then q lies in Sp, the fiber of S over p. But by the definition of
pullback, Sp is naturally isomorphic to the fiber of π∗S over q. This isomorphism maps q to
an element s(q) of this fiber, and the map q → s(q) is the desired section of π∗S → X .
The most familiar example of this construction is the case that S is the canonical bundle
KΣ of Σ; KΣ has no natural section, but its pullback to the total space of the fibration
KΣ → Σ does have a natural section, usually written as p dx, where x is a local coordinate
on Σ and p is a fiber coordinate. We note that p dx has indeed a simple zero at p = 0, that
is, along Σ, and is nonzero for p 6= 0.
If s is a section of π∗S → X with a simple zero along Σ, then s2j is a section of (π∗S)2j →
X with a zero along Σ of degree 2j and no other zeroes. Moreover, up to isomorphism,
(π∗S)2j and s2j are the unique line bundle and section with these properties.
To apply this to our problem, we observe that a small neighborhood U of Σ ⊂ M4 can be
identified, in a way that is unique up to homotopy, with a neighborhood of the zero section
in the total space of the fibration π∗N → Σ. So a line bundle over U that has a section
vanishing in degree 2j along Σ and nowhere else is the pullback to U of (π∗N )2j. More
informally, we call this line bundle simply N 2j.
So a line bundle that is isomorphic to L away from Σ by an isomorphism that has a
zero of degree 2j along Σ is simply L ⊗ N 2j. We thus arrive at a description of E(j). In a
neighborhood of Σ it is
E(j)|U = ε⊕L⊗N 2j = ε⊕ T ⊗N 2j+1. (5.60)
In general, if E is a rank three real vector bundle that is given globally as ε⊕R, where ε is a
trivial real line bundle and R is a complex line bundle that we view as a real vector bundle
of rank two, then p1(E) = c1(R)2. So from (5.54), if the formulas (5.59) and (5.60) are valid
globally on M4, not just in a neighborhood of Σ, then the change in the instanton number
due to the surface operator is
∆P(y = 0) =
1
4
∫
M4
(
c1(T ⊗N 2j+1)2 − c1(T ⊗ N )2
)
. (5.61)
It is possible for (5.59) and (5.60) to be valid globally, if T and N are suitably extended
over M4. This happens if M4 is a complex manifold and Σ is a complex submanifold. In
this case, Ω2,+(M4) = ε ⊕ KM4, where KM4 is the canonical line bundle of M4. As a real
bundle of rank two, KM4 is equivalent to the anticanonical bundle K
−1
M4
. When restricted
to Σ, K−1M4
∼= T ⊗ N , showing that (5.59) holds globally. Similarly (5.60) holds, with N
interpreted as the line bundle O(Σ) whose holomorphic sections are meromorphic functions
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that may have a simple pole along Σ. Not only is it possible for (5.59) and (5.60) to hold
globally, but this can be the case with no restriction on the topology of Σ or its normal
bundle. So cases of this type must suffice to determine the general result.
Actually, one can justify (5.61) more directly without reference to the question of whether
(5.59) and (5.60) may hold globally. The formal difference E ⊖ Ω2,+(M4) represents a class
in the K-theory of U with compact support (since E and Ω2,+(M4) are isomorphic on the
complement of Σ). The difference between the formulas (5.59) and (5.60) is a valid formula
in this K-theory with compact support, and this is enough to justify (5.61), which involves
only the first Pontryagin class of E ⊖ Ω2,+(M4).
As for the actual evaluation of the right hand side of (5.61), all that one needs to know is
that the integral of c1(N )2 is Σ∩Σ, the self-intersection number of Σ, and that the integral
of c1(N ) · c1(T ) is χ(Σ), the Euler characteristic of Σ. Both statements follow from the fact
that N has a section with a simple zero along Σ. So finally the shift in the q-grading due to
the surface operator is
∆P(y = 0) = j χ(Σ) + j(j + 1)Σ ∩ Σ. (5.62)
5.4.2 Transitions Between Knots
Now let us consider link cobordisms. For brevity in the exposition, let us assume that there
are no knots in the past and there is a single knot K in the future. The generalization to
arbitrary links in the past and future does not change much; the remarks that follow apply
to each boundary component separately. So we take Σ to be compact toward the past and
to have an end toward the future that looks like K × R+. (This R+ is future-pointing and
does not coincide with the usual R+ that is parametrized by y.)
Nothing changes in the above derivation provided the line bundles T andN are trivialized
near the noncompact end of Σ. T has a natural trivialization near t = ∞ associated with
a vector field that generates time translations along K × R+. One can think of this as the
reason that there is no problem to define the Euler characteristic of a noncompact Riemann
surface like Σ. However, a time-independent trivialization of N near t = ∞ corresponds to
a framing of Σ. If the framing of K is shifted by 1 unit, then Σ ∩ Σ, defined relative to
this trivialization, shifts by 1 unit. This shifts ∆P(y = 0) by j(j + 1), so the q-grading of
the final state in K(K) is also shifted by j(j + 1). This is consistent with the fact that the
expectation value of a Wilson operator supported on K in Chern-Simons theory is multiplied
by qj(j+1) under a unit shift in framing of K, a fact that we have also explained in another
way in section 3.7.
Another interesting effect results from the term in (5.62) proportional to χ(Σ). For a
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closed Riemann surface Σ, χ is even, but for a Riemann surface ending on a single knot, χ is
odd. It follows then that if j is half-integral, ∆P(y = 0) is also half-integral and the shift in
q-grading in a transition from the vacuum (no knots) to a state in the Khovanov homology
of a single knot is half-integral. This gives a new explanation of why the Jones polynomial of
a knot (the invariant associated to j = 1/2) is q1/2 times a series in (positive and negative)
integer powers of q. More generally, by the same reasoning, the Jones polynomial of a link
with ν components is qν/2 times a series in integer powers of q.
5.5 Gauge Groups That Are Not Simply-Laced
5.5.1 Preliminaries
Starting with section 5.1.1, the groups G and G∨ have been simply-laced, for the simple
reason that our main tools, the (0, 2) models in six dimensions, are associated to simply-
laced groups. Nonetheless, it is possible to deduce S-duality in four dimensions for a gauge
group G that is not simply-laced by starting [99] with the six-dimensional model of a simply-
laced group G∗. The relation between G and G∗ is the same as it was in section 4.3: G∗ has
an outer automorphism ζ , such that the subgroup of G∗ that commutes with ζ is G∨, the
dual of G. As we have seen in section 4.3, when G is not simply-laced, there are two different
Khovanov-like formulas, both presented in eqn. (4.15), that express the knot invariants of
G Chern-Simons theory as traces in some space akin to Khovanov homology. Our goal here
is to identify two six-dimensional constructions, starting with the (0, 2) theory of type G∗,
that lead to these two formulas.
The first basic fact that one needs to know is that for every pair (G∗, ζ) that appeared in
section 4.3, the (0, 2) model of type G∗ has ζ as a global symmetry. One way to see this is to
use the unified description [100] of (0, 2) models for all A− D− E groups in terms of Type
IIB superstring theory at the corresponding A− D− E singularity. In all cases, ζ acts as a
hyper-Kahler automorphism of the singularity of type G∗ (this fact was first used in string
theory in [101]) and hence as a symmetry of the corresponding (0, 2) model.40
40As has been pointed out by the author of [102], it is not true that all outer automorphisms of simply-laced
groups act as hyper-Kahler automorphisms of the corresponding singularity. Rather, this is so precisely for
the pairs (G∗, ζ) that are associated to groups G∨ that are not simply-laced. These pairs are G∗ = A2n−1
with the automorphism of complex conjugation combined with a suitable inner automorphism (related to
G∨ = Cn = Sp(2n)), G
∗ = D2n with the automorphism a reflection of one variable (related to G
∨ = Bn−1 =
SO(2n − 1)), G∗ = E6 with its outer automorphism (related to G∨ = F4), and G∗ = D4 with an outer
automorphism of order 3 (related to G∨ = G2). A concise way to state the relation between these pairs is
that (by the usual duality that exchanges long and short roots of the Dynkin diagram) the loop group of G∨ is
GNO or Langlands dual to the ζ-twisted loop group of G∗. The example of an outer automorphism that does
not arise as a hyper-Kahler symmetry of the appropriate singularity and is not related to a non-simply-laced
Lie group is A2n with the automorphism of complex conjugation.
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Before generalizing to include the automorphism ζ , let us recall the standard claim about
compactification of the (0, 2) model of type G∗ on a two-torus S˜1×S1. If one formulates the
(0, 2) model on M4× S˜1×S1 for some M4, and scales down the metric of S˜1, then it reduces
to supersymmetric gauge theory onM4×S1. The gauge group in this description is a global
form of the group G∗. Which global form arises depends on a subtle choice one makes in
defining the theory in six dimensions; see footnote 27. If instead one reduces on S1, one
gets a five-dimensional gauge theory based on a possibly different global form of G∗ – the
Langlands or GNO dual form. (This duality exchanges the center of G∗ with its fundamental
group, so for instance the adjoint form of the group is dual to the simply-connected form.)
Now let us repeat this discussion with ζ included. We consider the (0, 2) model of type
G∗ onM4× S˜1×S1, but now with a twist by ζ in going around one of the two circles. Again,
we consider what happens when S˜1 is scaled down. There are two cases:
(i) If the twist is made around S1, then the reduction on S˜1 gives five-dimensional G∗
gauge theory onM4×S1, just as if there were no twist. But in this gauge theory description,
one sees a twist by ζ in going around S1. The twist breaks G∗ down to G∨, so in four
dimensions one gets G∨ gauge symmetry.
(ii) If instead the twist is made around S˜1, one gets in five dimensions gauge theory
on M4 × S1 with gauge group G, the dual of G∨. Since there is no twist around S1, the
compactification on S1 does not affect the gauge group observed in four-dimensions at scales
large compared to the radius of S1.
Statements (i) and (ii) are related by electric-magnetic duality in four dimensions, since
obviously exchanging the two circles (which is the basic operation of electric-magnetic du-
ality) is equivalent to changing the circle around which the twist is made. Statement (ii) is
used in the literature as a way to generate non-simply-laced gauge symmetry starting from
M-theory or Type II superstring theory.
We need to know one more fact about the (0, 2) model of type G∗, beyond the fact that
it admits ζ as a global symmetry. This model admits a half-BPS defect consisting of a
codimension two submanifold around which all fields undergo the automorphism ζ . This
fact has been briefly mentioned in [103] and exploited in [102].
5.5.2 Two Constructions
Using these facts, we can now describe two six-dimensional constructions that are related to
the two formulas presented in eqn. (4.15) for the knot invariants derived from Chern-Simons
theory of a simple but not simply-laced Lie group G. In explaining these formulas, as in
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section 4.3, G∗ will be a simply-laced Lie group that possesses an outer automorphism ζ that
leaves fixed G∨, the dual of G. Now, however, we will also need a simply-laced Lie group G⋄
that is related to G the way G∗ is related to G∨. Thus, G⋄ admits an outer automorphism
ζ ′ that leaves fixed G. If G is of type G2 or F4, then G = G
∨ and G⋄ = G∗. The case that
G⋄ and G∗ are different is that G = Sp(2n) and G∨ = SO(2n + 1) (or vice-versa); then
G∗ = SO(2n+ 2) and G⋄ = SU(2n).
Now we consider two constructions that will lead to the two formulas in eqn. (4.15):
(1) The first construction is familiar. We consider the (0, 2) model of type G∗ on M6 =
R ×W3 × D. We write K∗ for its space of physical ground states. After reducing on the
U(1)D orbits, K∗ can be computed by solving the supersymmetric equations (5.36) in G∗
gauge theory.
(2) In the second construction, we start with the (0, 2) model of type G⋄, again on
M6 = R ×W3 × D. Now, however, we include a defect operator associated to the outer
automorphism ζ ′ and supported on R × W3 × p, where p ∈ D is the U(1)D fixed point.
Reducing on the U(1)D orbits, we get a description by supersymmetric gauge theory on
R ×W3 × R+ with gauge group G∨. This assertion reflects statement (ii) in section 5.5.1,
except that, since we started with G⋄ instead of G∗, the roles of G and G∨ are exchanged.
In determining the gauge symmetry in this description, it suffices to consider the situation
at large y, and we do not need to know what is happening at y = 0. However, because of the
supersymmetry of the problem, we expect the boundary condition at y = 0 to be the usual
one with the regular Nahm pole (for the five-dimensional bulk gauge group G∨, of course).
We write K for the space of physical ground states in construction (2). It can be obtained
by studying the supersymmetric equations (5.36) in G∨ gauge theory. So in particular the
spaces K∗ and K that arise in our two constructions coincide with the ones that were denoted
the same way in section 4.3.
Now we compactify the time direction, possibly with a global symmetry twist:
(1′) In case (1), we replace M6 by S
1 ×W3 ×D, but making a twist by ζ around the S1
direction. The resulting path integral on S1 ×W3 ×D can be interpreted as a trace in K∗.
In the absence of the twist, the path integral would compute TrK∗ q
P(−1)F, but as we have
included the twist, we get instead TrK∗ q
P(−1)Fζ . This is the right hand side of one of the
two formulas in (4.15).
(2 ′) In case (2), we again replace M6 by S
1 ×W3 × D, but now without any twist in
the S1 direction. The path integral around S1 now computes TrK q
P(−1)F. This is the right
hand side of the other formula in (4.15).
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As for why these two six-dimensional constructions agree with the left hand-side of eqn.
(4.15) – that is, with the path integral of Chern-Simons theory with gauge group G – we
simply observe the following. In either of the two constructions, at distances large compared
to the size of S1, we get a description by G∨ gauge theory on W3×R+ with D3-D5 boundary
conditions. Given this, we can retrace our way through the steps of sections 3 and 2, first
making an S-duality to a description by G gauge theory with D3-NS5 boundary conditions,
and finally relating this to Chern-Simons theory on W3 with gauge group G.
6 Another Path To Six Dimensions
6.1 Overview
6.1.1 Some Background
In this section, we will repeat the analysis of the present paper along a different route.
For a first orientation, let us recall some of the defect operators in gauge theories. A
basic defect operator in dimension 1 is the Wilson line operator. In codimension 3, there are
’t Hooft operators. These are the two types of defect operator that we have considered so
far.
More obvious than the ’t Hooft operator is another type of defect operator that appears
in codimension 2. This is an operator associated with a prescribed monodromy. In gauge
theory with gauge group G on any manifold X , let U be a submanifold of codimension
2. Let C be a conjugacy class in G. Then one considers gauge theory on X\U with the
condition that the gauge fields have a monodromy around U that is in the conjugacy class
C. A surface operator supported on U is defined by asking in addition that the fields should
have the mildest type of singularity consistent with this monodromy or (depending on the
context) by imposing additional conditions on the singular behavior along U . We will call
codimension two operators of this sort monodromy defects. We introduce this terminology
because, in comparing related theories in different dimension, we want a way to emphasize
the codimension rather than the dimension on which the defect is supported.
Chern-Simons theory is a theory in dimension 3, and since 3−2 = 1, in this case the defect
operators defined by monodromy are also line operators, just like the Wilson operators.41
41Similarly, since 3− 3 = 0, an ’t Hooft operator in a three-dimensional theory is simply a local operator.
However, the Chern-Simons function CS(A) is not gauge-invariant in the presence of the singularity corre-
sponding to an ’t Hooft operator, and hence there are no ’t Hooft operators in pure Chern-Simons theory.
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Moreover, in Chern-Simons theory, the two types of line operator are equivalent. This
statement is a slight reformulation of matters explained in [12] and [106] and in much more
detail in [107]. The basic reason for a relation between the two types of line operator can be
seen for G = U(1). Consider U(1) Chern-Simons theory on a three-manifold W3 at level k,
coupled to a knot K that is labeled by the charge n representation of U(1). The action is
I = − k
4π
∫
W3
A ∧ dA− n
∮
K
A. (6.1)
The equation of motion is
F = −2πn
k
δK , (6.2)
where δK is a delta function that is Poincare´ dual to K. This means that the gauge field
A has a singularity along K, the monodromy around K being M = exp(−2πin/k). It is
equivalent to consider Chern-Simons theory for ordinary U(1) gauge fields on W3 with a
Wilson operator of charge n on the knot K or Chern-Simons theory on W3 for U(1) gauge
fields that are required to have a singularity along K of the form (6.2).
This construction is particularly simple for G = U(1) because a representation is one-
dimensional and a Wilson operator exp(in
∮
K
A) is constructed by exponentiating a local
expression that can be included in the action. The analog for a nonabelian gauge group
G with a Wilson line associated to an irreducible representation R is to include in the
microscopic description a matter system, supported on K, whose quantization gives the
representation R. In view of the Borel-Weil-Bott theorem, such a system is the theory of
maps K → G/T , where the “flag manifold” G/T is endowed with a homogeneous line bundle
whose first Chern class is the highest weight λR of the representation R. Thus, one considers
a quantum theory of pairs (A,Φ), where A is a connection on a G-bundle E → W3 and Φ is
a section of the G/T bundle E → K that is associated to E (if E is understood as a principal
G-bundle, one can set E = G/T ×G E).
After introducing Φ, one can gauge Φ away, since G/T is a homogeneous space, and
then the equation of motion for A takes the form of (6.2) with the integer n replaced by the
Lie algebra element λR. The monodromy around K, if computed classically, turns out to
be M = exp(−2πλ∗R/k). (λR is naturally an element of t∨; we have used the usual metric
in which short roots have length squared two to map λR to an element of t that we call
λ∗R.) It is known, however, that many formulas take their simplest form if k is replaced by
Ψ = k+h sign k and λ∗R by λ
∗
R+̺
∗, where ̺ is one-half the sum of the positive roots. The shift
from k to Ψ has an interpretation that was explained in section 2.4, and this interpretation
indicates that all formulas of N = 4 super Yang-Mills theory should be expressed in terms
of Ψ. Unfortunately, we do not have an equally clear picture of what the shift λR → λR + ̺
means in the context of N = 4 super Yang-Mills theory and hence we do not know whether
’t Hooft operators – which in this context are often called monopole operators – do exist in Chern-Simons
theories with matter fields [104, 105].
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this shift should be included in the microscopic formulas in this description. When we
introduce the description by N = 4 super Yang-Mills theory, we will not incorporate this
shift, and thus we will take the monodromy to be M = exp(−2πλ∗R/Ψ). But this is only a
provisional choice and is one of many points in the present section that merit a more careful
reconsideration.
6.1.2 Contents Of This Section
Although Wilson operators and monodromy defects are equivalent in Chern-Simons theory,
they lead to two quite different pictures when we lift to four dimensions. A one-dimensional
defect in three dimensions can be lifted to four dimensions as a one-dimensional defect.
This is what we have done in the present paper, beginning in section 2, in relating Wilson
operators in three dimensions to Wilson or ’t Hooft operators in four-dimensional gauge
theory. Alternatively, a codimension two defect in three dimensions can be lifted to four
dimensions as a codimension two defect. That will be our approach in the present section.
The use of codimension two defects in four dimensions to describe Wilson operators in three
dimensions is not essentially new; this actually was done in [14]. The motivation there was
to study a semiclassical limit of Chern-Simons theory in which k and λR are both large,
with a fixed ratio so that the monodromy M remains fixed. This semi-classical limit is
related to the volume conjecture for Chern-Simons theory (see for instance [55, 56]), and
related developments. In the present paper, we started with Wilson operators rather than
monodromy defects because this seemed to give the most direct route to Khovanov homology.
However, in the present section we will describe at least the beginnings of an analogous story
based on monodromy defects.
Monodromy defects in four dimensions are supported on a surface of dimension two and
are often called surface operators. The appropriate ones were described in [108] and will be
reviewed in section 6.2, where we will also describe the basic four-dimensional construction
that is related to Chern-Simons theory in this perspective. In section 6.3, we describe the S-
dual construction in four dimensions, and the resulting formulas for knot invariants, in terms
of counting of solutions of elliptic differential equations. In section 6.4, we lift the story to
five dimensions, giving a description of Chern-Simons theory in terms of dimensions of vector
spaces rather than counting of solutions, and in section 6.4.3, we make the further lift to
an ultraviolet-complete description in six dimensions. Finally, in section 6.5, we attempt to
use this form of the duality to actually say something about Chern-Simons knot invariants.
What we are able to say is quite limited.
Thus, in brief, in the rest of this paper, we aim to recapitulate what we have done so
far with Wilson operators of Chern-Simons theory replaced by the equivalent monodromy
defects. But we make only the barest beginnings in this direction.
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6.2 From Three Dimensions To Four
6.2.1 Review Of Monodromy Defects
Our first step is to relate Chern-Simons theory on a three-manifoldW3 to N = 4 super Yang-
Mills theory on V4 = W3 × R+, but now in the presence of a monodromy defect. Just as in
section 2.4, in doing this, it is convenient to take the twisting parameter t to be real, so as
to get a localization on the solutions of the elliptic differential equations V+ = V− = V0 = 0.
And it is convenient to take the Q-invariant complex connection on the boundary of V4 to
be simply A = A+ iφ.
A monodromy defect supported on a knot K ⊂ W3 will be extended to a monodromy
defect in V4. The monodromy defect is defined by specifying the singularity that fields are
supposed to have along a two-dimensional surface C ⊂ V4. For our analysis, we will take
C = K × R+, but more generally one may take C to be any surface in V4 whose boundary
is the original knot K × {0}.
The singularity along C must be compatible with the localization equations V+ = V− =
V0 = 0. In fact, the relevant monodromy defects, which have been described in [108], are
half-BPS and are compatible with the localization equations for any value of the twisting
parameter t.
The singular solution that defines the monodromy defect operator is a solution on R2
with an isolated singularity at the origin 0 ∈ R2. One can think of this R2 as the normal
plane to C. The relevant solution on R2 is a solution of Hitchin’s equations
F − φ ∧ φ = 0
dAφ = 0
dA ⋆ φ = 0 (6.3)
for the pair (A, φ). Any solution of these equations on R2, when pulled back to R4 = R2×R2,
obeys the four-dimensional equations V+ = V− = V0 = 0 for every value of t. This is related
to the fact that Hitchin’s equations are actually half-BPS, that is, they preserve one-half the
supersymmetry of N = 4 super Yang-Mills theory.
We will consider only the most basic monodromy defect operator considered in [108] (as
opposed to refinements that depend on the choice of a non-minimal Levi subgroup of G).
The defect operator has parameters (α, β, γ, η). Here α, β, and γ are elements of the Lie
algebra t of a maximal torus T ⊂ G (as described later, α is more precisely an element of
t/Λcochar = T ). Introducing polar coordinates r, θ on R
2, the singular solution of Hitchin’s
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equations corresponding to α, β, γ ∈ t is
A = α dθ
φ = β
dr
r
− γ dθ. (6.4)
The defect operator is defined by saying that one studies N = 4 super Yang-Mills fields in
a space of fields that coincide with this singular solution modulo less singular terms, that is,
modulo terms with a singularity milder than 1/r. As an important example of the subtlety
of this definition, let us consider the case that α, β, γ → 0, or more generally, the case that
the triple (α, β, γ) becomes nonregular. (We call this triple regular if the subgroup of G
that leaves fixed the solution (6.4) is only the maximal torus; more generally, we say that a
collection of elements of t, T , and/or T∨ is regular if the collection is not left fixed by any
nontrivial element of the Weyl group.) Naively, for α, β, γ → 0, it seems that the singularity
associated to the defect operator disappears, but the correct statement is that the limit as
α, β, γ → 0 is a surface operator characterized by the fact that the singularity in the fields
is milder than 1/r. The generic behavior of Hitchin’s equations for α, β, γ → 0 is given, as
found in [80], by a solution that is slightly less singular than 1/r. (We have seen a similar
behavior in section 3.6.5; for λ→ 0, the solution (3.101) does not become regular at z = 0,
but reduces to the solution (3.88) that has a singularity that is slightly milder than 1/|z|.)
The gauge theory surface operator with nonregular parameters must be defined to allow the
same behavior, as explained in detail in [108].
The parameters α and γ in (6.4) have the following simple interpretation. By virtue of
Hitchin’s equations, the complex connection A = A + iφ is flat on the complement of the
point r = 0. Its monodromy around that singular point is
M = exp(−2π(α− iγ)). (6.5)
The combination β + iγ also has a simple interpretation. Write ϕ for the (1, 0) part of the
one-form φ; then away from the singularity, ϕ is holomorphic by virtue of Hitchin’s equations.
It has a pole at z = 0 with polar residue (β + iγ)/2:
ϕ =
1
2
(β + iγ)
dz
z
. (6.6)
Because of the subtlety noted in the last paragraph, we have to be careful in interpreting
these formulas if the pairs (α, γ) or (β, γ) are nonregular. For example, for α = γ = 0,
although the model solution has monodromy M = 1, a generic solution that coincides with
the model solution modulo terms less singular than 1/r, and therefore is allowed in the
presence of the monodromy defect, has nontrivial but unipotent monodromy (that is, M−1
is nilpotent but otherwise unconstrained). This is relevant in the G∨ description introduced
in section 6.3, because there the vanishing of the parameters analogous to α and γ will be
natural.
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The fourth parameter η has a more quantum mechanical nature. As long as (α, β, γ)
is a regular triple, the presence along a surface C ⊂ V4 of a singularity of the form (6.4)
means that, along C, the structure group of the G-bundle E → V4 is reduced to T . For
G = SU(2), this means that the structure group of E|C reduces to T = U(1). A U(1) bundle
over a two-manifold C has a Z-valued first Chern class c1. We can introduce a theta-angle
η and include in the path integral a factor exp(2πiηc1). If G is of rank greater than one,
then, as explained in [108], a T -bundle over C has a natural characteristic class m that takes
values in a lattice in t that is known as the cocharacter lattice Λcochar. The generalization
of a theta-angle is a homomorphism from Λcochar to U(1); we write this homomorphism as
m→ exp(2πi(η,m)), where η takes values in t∨/Λchar. Here t∨ is the dual of t and Λchar ⊂ t∨
is the character lattice. (More informally, η is simply a collection of theta-angles, one for
each U(1) subgroup of T .) Moreover, t∨/Λchar is naturally isomorphic to the maximal torus
T∨ of the GNO or Langlands dual group G∨.
Reciprocally, a gauge transformation with a singularity at r = 0 can shift α by an element
of Λcochar, so α is naturally an element of t/Λcochar, which is the maximal torus T ⊂ G. The
element of T corresponding to α is simply exp(−2πα).
The quadruple of parameters (α, β, γ, η) thus take values in T×t×t×T∨ or more precisely
in the quotient of this space by the Weyl group of G. Under electric-magnetic duality, T and
T∨ are exchanged, and t is mapped to t∨. A metric on t gives a map from t to t∨; we use the
usual metric in which short roots have length squared 2, and write β∗ and γ∗ for the images
of β and γ in t∨. The electric-magnetic duality transformation τ → −1/ngτ then maps the
quadruple (α, β, γ, η) to the quadruple (α∨, β∨, γ∨, η∨) defined by [108]
(α∨, β∨, γ∨, η∨) = (η, |τ |β∗, |τ |γ∗,−α). (6.7)
If the triple (α, β, γ) is nonregular, then our definition of η does not make sense. For
example, if G = SO(3), the only nonregular triple is α = β = γ = 0; this leaves SO(3)
unbroken and so the reduction of the structure group of E|C to T , which we assumed in the
definition of η, does not hold. Nevertheless, there is a well-behaved surface operator as long
as the quadruple (α, β, γ, η) is regular. For example, a surface operator with parameters
(0, 0, 0, η) is hard to define directly in terms of G gauge theory, but in the S-dual description
by G∨ gauge theory, the parameters are (η, 0, 0, 0), and now it is obvious that there is no
problem as long as η is regular. An alternative description of the surface operator which
makes it clear that it behaves well as long as the quadruple (α, β, γ, η) is regular is presented
in section 3 of [109]. In this approach, the surface operator is defined by coupling gauge
fields on the four-manifold V4 to a supersymmetric sigma-model that is supported on the
two-manifold C ⊂ V4. In this description, α, β, γ, and η are parameters of the sigma-model.
The sigma-model becomes singular (Coulomb and Higgs branches intersect) precisely when
the quadruple (α, β, γ, η) is nonregular.
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In section 6.3, we will use G∨ gauge theory to develop a semiclassical method to calculate
in the presence of a monodromy defect. Even though the monodromy defect makes sense as
long as the quadruple (α∨, β∨, γ∨, η∨) is regular, a semiclassical picture based on G∨ gauge
theory is possible only under the stronger condition that (α∨, β∨, γ∨) is regular. So we will
usually make this assumption.
6.2.2 Specialization To V4 =W3 × R+
So far, we have considered a monodromy defect supported on an arbitrary surface C in
a general four-manifold V4. Now let us specialize to the case that V4 = W3 × R+ with
C = K×R+, K being a knot in W3. Moreover, since our interest is in Chern-Simons theory,
we assume that the boundary conditions at y = 0 are the D3-NS5 boundary conditions
discussed in section 2, or their generalization discussed from a more purely topological field
theory point of view in [45].
The starting point in relating Chern-Simons theory on W3 to N = 4 super Yang-Mills
theory onW3×R+ is supposed to be that, given a critical point of the Chern-Simons function
on W3, one uses this critical point to define boundary conditions at y = ∞ for the N = 4
path integral. To be more precise, in the absence of a knot, a critical point is a flat bundle
E →W3, and, invoking a theorem of Corlette [72], such a flat bundle (given a mild condition
of semi-stability) can be promoted to a solution of the supersymmetric equations, which in
three dimensions read F − φ ∧ φ = dAφ = dA ⋆ φ = 0. In the presence of a knot K labeled
by parameters α, β, γ, these equations acquire delta function sources:
F − φ ∧ φ = 2πα δK
dA ⋆ φ = 2πβ ds ∧ δK
dAφ = 2πγ δK . (6.8)
In these equations, δK is a delta function two-form Poincare´ dual to K, and ds is a one-
form defined along K that measures the length element of K defined using the Riemannian
metric on W3. (Multiplying it by δK , we promote it to a closed three-form ds ∧ δK on
W3.) A generalization of Corlette’s theorem to include such singularities is apparently not
known in the context of Riemannian geometry, though there are such results in the context
of Kahler manifolds, the most basic case being a Riemann surface [80]. Given a solution of
these equations, we use it to define initial conditions for the Morse theory flow equations
at y = ∞. The space of solutions of the flow equations gives an integration cycle Γ for
Chern-Simons theory on the boundary at y = 0, in the presence of a monodromy defect.
This procedure has been described in [14], though without the physical interpretation by
N = 4 super Yang-Mills theory.
The N = 4 path integral on W3 × R+ with the given boundary conditions at y = ∞
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reproduces the path integral of Chern-Simons theory on the integration cycle Γ. However,
we do face the fact that, at least generically, Γ is not equivalent to any standard integration
cycle of Chern-Simons theory. In our earlier analysis in which knots were associated to
Wilson operators rather than monodromy defects, to partly avoid this problem, we relied
on the fact that there is an important case in which there is only one possible integration
cycle. This was the case W3 = R
3: as R3 is simply-connected, the Chern-Simons functional
for gauge fields on R3 has only one critical point up to a gauge transformation, and any
possible integration cycle is equivalent to the standard one. Hence results obtained by the
procedure of the present paper can be compared to results of ordinary Chern-Simons theory
for expectation values of knots in R3. As soon as we allow a monodromy defect operator
supported on some K ⊂ R3, the critical point and the integration cycle are no longer unique.
(This is because there typically are inequivalent flat connections over R3\K with prescribed
monodromy around K.) We will try to find something almost as convenient as we had from
the Wilson loop point of view, but this will involve some assumptions and to some extent
has been included in the present paper only to orient the reader about what one might hope
for.
From the point of view of Chern-Simons theory, the natural problem involving a mon-
odromy defect was described in section 6.1.1: it is a path integral in the space of gauge
fields on W3 that have a singularity along K with prescribed monodromy. For simplicity, we
assume that the monodromy is given by a semisimple (diagonalizable) element M ∈ GC (the
more general case is discussed in [14]). Then M can be conjugated to the complex maximal
torus TC ⊂ GC and has the form M = exp(−2π(α − iγ)), with α, γ ∈ t. To describe a
Chern-Simons path integral for gauge fields with monodromy conjugate to M, we must use
a monodromy defect operator with α and γ as two of its parameters.
What about the other parameters β and η? We must set the parameter η to zero for
the following reason. What η multiplies is supposed to be a topological invariant, which for
G = SU(2) would be the first Chern class of a U(1) bundle over C = K × R+. To define
the first Chern class as a topological invariant on the non-compact Riemann surface C, one
needs trivializations of the U(1) bundle at both y = ∞ and y = 0. Although our boundary
condition does allow a trivialization at y = ∞, it does not allow a trivialization at y = 0,
where arbitrary fluctuations in A = A+ iφ are allowed. More fundamentally, the integration
cycle in Chern-Simons theory defined by Morse theory flow from a critical point (or even a
connected family of critical points) is connected, so there is no hope of decomposing it in
components according to the values of a generalized first Chern class.
As regards the parameter β, it has no natural meaning in Chern-Simons theory. This
makes one wonder if one should set β to zero, but that does not seem to be the case in
general. Given a flat bundle E → V4\C, for any value of β for which we can find a solution
of eqns. (6.8), we can use this to give a boundary condition on N = 4 super Yang-Mills
theory at y =∞. Since β has no role in the Chern-Simons interpretation of the theory, one
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would expect the resulting path integral on W3 × R+ to be independent of the choice of β.
A smooth deformation of the integration cycle Γ, such as one gets by varying β, should not
change its homology class.
There is, however, one important situation in which β must definitely be set to zero.
Suppose that G = U(1). Then the second equation in (6.8) reduces to d ⋆ φ = 2πβ ds ∧ δK ,
and this equation has no solution except for β = 0. The reason for this last statement is
that the closed three-form ds∧ δK represents a nonzero element of de Rham cohomology (its
integral is the circumference of the knot K), so unless β = 0, the closed form 2πβ ds ∧ δK
cannot be written as d ⋆ φ for any φ.
More generally, for any G, in the case of a flat bundle E → W3\K whose monodromy
reduces to an abelian subgroup of G, the same argument shows that we must take β = 0.
It seems likely that what has just been described is essentially the only obstruction
to varying β away from zero, and that for example in the case of an irreducible flat GC-
bundle E → W3\K, one may take arbitrary β. However, as already noted, the appropriate
generalization of Corlette’s theorem does not appear to be available in the literature.
Comparing the formula M = exp (−2π(α− iγ)) to the discussion at the end of section
6.1.1, we see that if we want to use N = 4 super Yang-Mills theory with a monodromy
defect to generate a Chern-Simons path integral (albeit on an unusual integration cycle)
with a Wilson loop in the representation R, we must relate the parameters by
λ∗R
Ψ
= α− iγ. (6.9)
Here as usual Ψ = k+h sign(k), and the formula is provisional in the sense that possibly we
should replace λR by λR + ̺. A notable fact is that, since λ
∗
R, α, and γ are all elements of
the real Lie algebra t, in order to have γ 6= 0 we must take Ψ off the real axis. In this case,
q = exp(2πi/ngΨ) does not have modulus 1, and a description by ordinary Chern-Simons
theory (in which k and Ψ are integers) is not possible. In any event, from the point of view
of N = 4 super Yang-Mills theory, we are certainly not limited to values of α, γ, and Ψ that
obey a relation such as (6.9).
6.2.3 An Important Detail
In the standard perturbative expansion of Chern-Simons theory on a three-manifold W3
around a flat connection Aρ associated to a representation ρ of the fundamental group, the
leading contribution in the semiclassical limit is simply the exponential of the classical action
exp(−ikCS(Aρ)). A one-loop correction converts this to
ZCS ∼ exp(−iΨCS(Aρ)), (6.10)
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and this is the leading behavior of the Chern-Simons partition function for large Ψ.
In the analogous calculation in N = 4 super Yang-Mills on V4 = W3 × R+, we use Aρ
to define a boundary condition at y = ∞. To emphasize this, in the N = 4 context, we
write A∞ instead of Aρ. Apart from an inessential Q-exact term, the N = 4 description
differs from the Chern-Simons description by an important constant in the action – the
constant −iΨCS(A∞), which can be found in eqn. (2.69). This means that while the leading
behavior of the Chern-Simons path integral expanded around a flat connection Aρ = A∞ is
the exponential factor (6.10), this factor is completely absent in the corresponding N = 4
path integral: it cancels between y = 0 and y =∞. The relation between them is
ZCS = N0 exp(−iΨCS(A∞))ZN=4, (6.11)
where we allow for the possibility of a constant factor N0 as in (2.66).
This is not important in studying knots in R3 via Wilson loops, because in that context
A∞ is trivial. However, when we study knots via monodromy defects, A∞ has a prescribed
monodromy around K and is not trivial.
In the present paper, we will consider one question for which this is important. This is
the framing anomaly for knots. Under a change in framing of a knot K, ZCS transforms
by a power of q – the framing anomaly. But in fact, the exponential of the classical action
exp(−iΨCS(A∞)) itself has a framing anomaly. As we will now explain, in a sense most of
the framing anomaly is contained in the classical action and only a quantum correction to
the framing anomaly is contained in ZN=4.
Consider first the case G = U(1). Inserting a Wilson operator exp(in
∮
K
A) in effect
adds a linear term to the action, namely the second term in eqn. (6.1). Since the action is
quadratic in A, once we shift to a classical solution in the presence of the knot, the linear
term in the action disappears. At this point, except for an additive constant – the value
of the action at the classical solution – the action coincides with what it would be in the
absence of the knot, and the rest of the quantum computation proceeds as if the knot were
absent. Hence, for U(1) gauge theory, the framing anomaly for knots arises entirely from
the evaluation of the classical action. For a discussion of the U(1) framing anomaly in this
vein, see [35], section 2.4.
The result of the computation is that for U(1) Chern-Simons theory, the partition function
transforms under a unit change in framing of a knot by
ZCS → ZCS qn2/2 = ZCS exp(πiΨm2) (6.12)
where we use the fact that Ψ = k for U(1), and m = n/k = n/Ψ is essentially the logarithm
of the monodromy around the knot (that monodromy is M = exp(−2πim), as we explained
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in relation to (6.2)). We stress that this formula is purely classical in the sense that it comes
entirely from evaluating the classical action.
For a general compact Lie group, the analog is
ZCS → ZCS qng(λR+2̺,λR)/2, (6.13)
where ( , ) is the usual inner product on t∨ in which short roots have length squared two,
and (λR, λR + 2̺)/2Ψ, which reduces to n
2/2k in the abelian case, is the dimension of a
chiral primary field of highest weight λR in two-dimensional current algebra at level k. As
usual, q = exp(2πi/ngΨ), so the factor of ng is absent if the formula is written in terms of Ψ.
In the same sense that the framing anomaly for knots is entirely classical in abelian
gauge theory, it is mostly classical in the nonabelian case. If G is a nonabelian group, then
the flat connection A∞ over W3\K may have nonabelian monodromy. But its restriction
to a neighborhood of K in W3\K is always abelian, since the fundamental group in such a
neighborhood is the abelian group Z× Z. The classical part of the framing anomaly comes
only from the behavior of the classical solution near K, and can be obtained from the abelian
formula (6.12) by replacing m2 by (m,m), where m is the logarithm of the monodromy. For
m we will take λ∗R/Ψ, as explained at the end of section (6.1.1). But this choice really needs
more justification; it is not clear whether we should be making a shift λR → λR + ̺. At any
rate, with our choice, we can express the factor by which Z transforms under a change in
framing as
qng(λR+2̺,λR)/2 = exp(πiΨ(m,m))qng(λR,̺). (6.14)
On the right hand side, the first factor is classical and the second, which is subleading in
the semiclassical limit (large Ψ with fixed m), is a quantum correction. However, there has
been some guesswork in the way we have written the formula.
The reason that we have made this decomposition is the following. In view of the for-
mula (6.11), the classical part of the framing anomaly in ZCS is contained in the factor
exp(−iΨCS(A∞)). Only the quantum correction to the framing anomaly will appear in
ZN=4. If therefore we accept the decomposition (6.14) at face value, then the transformation
of ZN=4 under a unit change in the framing of a knot will be
ZN=4 → ZN=4 qng(λR,̺). (6.15)
6.3 The S-Dual In The Presence Of A Monodromy Defect
The next step is S-duality. The gauge group is transformed from G to G∨, and the boundary
condition at y = 0 becomes that of a D3-D5 system. The partition function can be evalu-
ated by counting solutions of the supersymmetric equations V+ = V− = V0 = 0 with the
appropriate elliptic boundary conditions.
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In particular, the boundary condition at y = 0, away from the monodromy defect, is the
familiar one associated with a regular Nahm pole. Near the monodromy defect, the boundary
condition must be modified. As usual the corrected boundary condition is based on a model
solution. The model solution should now be a solution on R2×R+ of the three-dimensional
reduction of our supersymmetric equations. We assume that a monodromy defect is present
on the ray ℓ = p× R+, with p some point in R2. Near any point in R2 except p, the model
solution should have a regular Nahm pole, and around any point of the ray ℓ except the
endpoint at y = 0, it should have the singularity (6.4) of a monodromy defect. The interest
in the model solution is its behavior at the exceptional point p × {y = 0} where ℓ meets
the boundary; whatever this behavior is, we define a boundary condition by requiring this
behavior where a monodromy defect meets the boundary. Happily, for G∨ = SO(3), the
requisite model solutions have been found, though not in complete generality, in section
3.6.5. Eqn. (3.101) is the solution with α∨ = 0, β∨, γ∨ 6= 0; eqn. (3.89) corresponds to
α∨ 6= 0, β∨ = γ∨ = 0; and eqn. (3.88) exhibits the subtle behavior for α∨, β∨, γ∨ → 0.
Now let us discuss what values we should take for the parameters (α∨, β∨, γ∨, η∨) in the
context of topological field theory on W3×R+. Since α∨ corresponds to η in the description
of section 6.2, and in that context we had to set η = 0, we expect that we will have to
set α∨ = 0. Indeed, there is a simple reason for this, which can be stated most briefly for
G∨ = SO(3). The solution (3.89) with α∨ 6= 0 makes perfect sense when W3 is flat, but has
a monodromy exp(−2πα∨) around K. However, as we know from section 3.4, away from a
monodromy defect, the G∨ bundle E →W3 is the tangent bundle toW3 with its Riemannian
connection. For generic W3, the Riemannian connection is irreducible and there is no way
to “twist” it by a monodromy exp(−2πα∨) around a knot K ⊂ W3, while leaving it locally
unchanged up to gauge transformation on the complement of K. Hence, the boundary
condition of the D3-D5 system with generic W3 and a monodromy defect only makes sense
if α∨ = 0.
As for β∨, its status seems to be just parallel to that of β in the context of the Chern-
Simons like description. At y = ∞, we pick a homomorphism ρ∨ : π1(W3\K) → G∨, and
then try to promote this to a solution of the supersymmetric equations (6.8) in the presence
of the monodromy defect, now with parameters α∨, β∨, γ∨, of course. For a given ρ∨, we
may use whatever β∨ is compatible with the equations.
To understand S-duality between the two descriptions, we need to know how the homo-
morphism ρ : π1(W3\K) → G that is used to determine a boundary condition at y = ∞
on one side of the duality is related to the homomorphism ρ∨ : π1(W3\K) → G∨ that is
similarly used on the other side. We get a clue from the hypothesis that the only case in
which β or β∨ must vanish is an abelian representation. The relation β∨ = |τ |β∗ shows that
β∨ is constrained to vanish if and only if β is so constrained. So we are led to conjecture that
π1(W3\K) is mapped by ρ to a commutative subgroup of G if and only if it is mapped by
ρ∨ to a commutative subgroup of G∨. This conjecture is particularly powerful if W3 = S
3,
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for then there is precisely one choice of ρ or ρ∨ with given monodromy around K and with
abelian image. (This statement would not hold if we replace the knot K by a link with
several components.) So in that case, the conjecture is that the abelian representation ρ is
mapped to the abelian representation ρ∨.
More generally, the number of free parameters in the choice of β or β∨ is the rank of
G minus the rank of the automorphism group of ρ or ρ∨. So a generalization of the above
argument indicates that the map from ρ to ρ∨ preserves the rank of the automorphism group.
As for the other parameters, from (6.7) we have η∨ = −α, γ∨ = |τ |γ∗. In the Chern-
Simons-like description, the model depends holomorphically on the logarithm of the mon-
odromy α− iγ, so in the dual description, it depends holomorphically on η∨ + iγ.
An important detail is dual to the discussion of eqn. (6.6). In the G∨ description, for
α∨ = γ∨ = 0, the monodromy around K is unipotent, but not necessarily 1.
6.3.1 The Partition Function
In section 3, solutions of the supersymmetric equations V+ = V− = V0 = 0 were labeled
by the instanton number P (whose precise definition depended on a framing of both W3
and K). The contribution of a given solution to the partition function was (−1)gqP where
(−1)g is the sign of the fermion determinant in expanding around the given solution, P is
its instanton number, and q = exp(2πi/ngΨ). In the present context, assuming β
∨ and γ∨
are not both zero (we have set α∨ = 0), there is an additional topological invariant. When
the G∨ bundle E → V4 is restricted to a two-manifold C ⊂ V4, its structure group reduces
to T∨, so roughly speaking it has a generalized first Chern class m∨ valued in Λchar. (We
postpone to section 6.3.2 some subtleties that arise if C is not compact, which is the case in
our application to knots.)
How does the contribution of a given classical solution to the partition function de-
pend on η∨ and γ∨? The dependence on η∨ is a simple factor of exp
(
2πi(η∨,m∨)
)
=
exp
(−2πi(α,m∨)). Since the partition function is holomorphic in α − iγ, the full depen-
dence on α and γ must be a factor exp
(−2πi(α− iγ,m∨)). We will not show explicitly how
to calculate the γ-dependence, but we expect that this will involve a computation somewhat
analogous to eqns. (2.60) and (2.62): in the presence of a monodromy defect, when one
writes the action as a Q-exact term plus a topological invariant, the topological invariant
includes a multiple of (γ,m∨).
We can now write a formula for the partition function along the lines of eqn. (3.15). Let
S be the set of solutions of the supersymmetric equations. For s ∈ S, let ns, m∨s , and (−1)gs
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be the values of P, m∨, and the sign of the fermion determinant for the classical solution
corresponding to s. The partition function is then
Z(q) =
∑
s∈S
qns exp(−2πi(α− iγ,m∨s ))(−1)gs. (6.16)
Making use of (6.9) and the definition of q, we can write this as
Z(q) =
∑
s∈S
qns−ng(λR,m
∨
s )(−1)gs. (6.17)
Alternatively, let wr,c be the “number” of solutions of P = r and m
∨ = c, where in computing
this number we weight each solution with the sign of the fermion determinant. Then
Z(q) =
∑
r,c
wr,cq
r−ng(λR,c). (6.18)
These formulas have the usual proviso that λR should possibly be replaced by λR + ̺.
To be more exact, though we have kept the notation minimal, all these formulas describe
a partition function in N = 4 supersymmetric G∨ gauge theory with a boundary condition
at y = ∞ set by a suitable homomorphism ρ∨ : π1(W3\K) → G∨, and with a monodromy
defect operator whose parameters are determined by the representation R of G. For some
purposes, it may be best to write these formulas in terms of the logarithm of monodromy
α− iγ, but as they can be elegantly written in terms of λR, we have done so.
6.3.2 The Framing Anomaly Revisited
For the case V4 = W3 × R+, C = K × R+, because C is not compact, the definition of
m∨ depends on a trivialization of E|C at both ends of R+. The dependence on a choice
of trivialization at y = ∞ means that the right topological data in fixing the boundary
condition at infinity is a little more than the choice of ρ∨, but we will not say more about
this.
The dependence on the trivialization at y = 0 leads to a framing anomaly for the N = 4
partition function on W3 × R+ in the presence of a monodromy defect. We can see this as
follows. The restriction of the G∨ bundle E → W3 × R+ to the boundary W3 × {y = 0} is
the tangent bundle TW3 of W3, or more exactly it is the G
∨ bundle associated to the SO(3)
bundle TW3 by a principal embedding ξ : su(2) → g∨. A framing of the knot K trivializes
the restriction of TW3 to K, so it trivializes the restriction of E|C to C ∩ {y = 0}. Thus a
framing of K (together with whatever data was used at y = ∞) makes m∨ well-defined, so
that we can write the formula (6.18) for the N = 4 partition function. Under a unit change
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of framing of K, m∨ transforms to m∨ − ̺, and this gives the expected formula (6.15). The
statement about how m∨ transforms under a change in framing amounts to the following.
For G∨ = SO(3), a unit change of framing shifts m∨ by one unit, that is by ̺SU(2). (A weight
of G = SU(2) is an element of t∨ = tSO(3), so in particular ̺SU(2) ∈ tSO(3).) A minus sign
comes from comparing orientations. For general G, the homomorphism ξ : su(2)→ g maps
̺SU(2) ∈ tso(3) to ̺ = ̺G ∈ t∨ ⊂ g∨ (this is a standard fact about principal su(2) subalgebras),
and this gives our result. But since we do not really know where the shift λR → λR + ̺
should enter in the present formalism, what we have described is more a scenario than a
derivation of the framing anomaly.
6.4 Lifting To Five Or Six Dimensions
6.4.1 Five Dimensions
The next step is to lift to five dimensions, following the same logic as in section 4. We promote
the solutions of the four-dimensional equations V+ = V− = V0 = 0 on V4 = W3 × R+
to time-independent solutions of the five-dimensional supersymmetric equations (5.36) on
S1 × V4. Here S1 is viewed as the time direction. We lift the monodromy defect supported
on K × R+ ⊂ V4 to a monodromy defect supported on S1 ×K × R+.
The basic idea of a monodromy defect in five-dimensional super Yang-Mills theory on a
five-manifold M5 is similar to what it is in four dimensions, and can be described without
specializing to the setting of the present paper. The support of a monodromy defect is now
a three-manifold U , which is of codimension two in M5. As long as the triple of parameters
(α∨, β∨, γ∨) is regular, a monodromy defect in five dimensions can be defined by postulating
in the normal plane to U the same type of singularity as in eqn. (6.8). For φ in this formula,
we take two of the scalar fields of five-dimensional super Yang-Mills theory. Which two
depends on the context. In our application, M5 =M4×R+, U = C ×R+ for some C ⊂M4,
and three of the scalar fields are twisted to a field B ∈ Ω2,+(M4)⊗ad(E). Along C, Ω2,+(M4)
has the decomposition (5.59) with a two-dimensional real subbundle corresponding to L, and
the part of B valued in this subbundle is what appears in the five-dimensional analog of (6.8).
The most striking difference from four dimensions is possibly that the monodromy defect
operator has no parameter corresponding to η∨, because the generalized first Chern class is
now associated not to a spacetime history but to a physical state. In other words, if the
triple (α∨, β∨, γ∨) is regular, then the bundle E → M5, when restricted to U , has abelian
structure group T∨ and its curvature is a t∨-valued closed two-form f that is defined along
U . Then ⋆Uf (here ⋆U is the Hodge star operator for the three-manifold U) is a conserved
current defined on U . Its integral on an initial value surface C ⊂ U is a conserved quantity
in the sense that it only depends on the homology class of C. We call this conserved quantity
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m∨. (What m∨ means when the triple (α∨, β∨, γ∨) is nonregular will be explained in section
6.4.2. Technical issues in the definition of m∨ involving the fact that in our application to
knots, the relevant C is not compact were discussed in section 6.3.2.)
For our application, we take M5 = R×W3 × R+, U = R ×K × R+, where K is a knot
in the three-manifold W3. The space K of physical states defined on the initial value surface
K × R+ is then graded by the conserved charges P, F, and m∨.
The time-independent solutions on M5 supply a basis for a space K0 of approximate
supersymmetric ground states. A salient fact here – just as in the absence of the mon-
odromy defect – is that from a four-dimensional perspective, a time-independent solution
has a Z2-valued invariant, the sign of the fermion determinant. But from a five-dimensional
perspective, this Z2-valued invariant is the mod 2 reduction of a Z-valued invariant, the R-
charge or fermion number F. This is a large part of the reason that the lift to five dimensions
gives a richer theory than the four-dimensional one.
K0 is an approximation to the space K of exact supersymmetric ground states. To
determine K, one follows the standard recipe described in section 4.2. One considers solutions
that interpolate between different time-independent solutions in the far past and the far
future. By counting such solutions in an appropriate way, one constructs the operator Q of
eqn. (4.3) whose cohomology is K.
By the same reasoning as in section 4.2.1, we can restate (6.18) as a formula for the
partition function via a trace in K:
Z(q) = TrK q
P−ng(λR,m∨)(−1)F. (6.19)
More generally, we can consider knot cobordisms interpolating between two knots K
and K ′ by considering in R ×W3 × R+ a monodromy defect supported on C × R+, where
C ⊂ R × W3 is asymptotic to R × K in the past and R × K ′ in the future. Still more
generally, we can replace R×W3 with any oriented four-manifoldM4, and C by any oriented
two-manifold in M4.
6.4.2 The Non-Regular Case And An Action Of G
The description of the monodromy defect in five dimensions via the singularity (6.8) is
adequate when the triple (α∨, β∨, γ∨) is regular. For the general case, one needs a more
powerful point of view.
The monodromy defect can be alternatively defined by coupling the five-dimensional G∨
gauge theory to a three-dimensional supersymmetric theory known as T (G∨). (T (G∨) was
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systematically discussed in [47] for allG∨; the prototype T (SU(2)) is a basic example of three-
dimensional mirror symmetry [110]. T (G∨) is a rather subtle theory which, for example, can
be interpreted as the universal kernel of geometric Langlands duality, as briefly explained
in section 3.5 of [84].) The theory T (G∨) has OSp(4|4) superconformal symmetry; it has
an action of G∨ on its Higgs branch and G on its Coulomb branch.42 We couple T (G∨)
to G∨ gauge theory using the G∨ action on the Higgs branch. T (G∨) can be deformed by
Fayet-Iliopoulos parameters (α∨, β∨, γ∨); this breaks the G symmetry to the maximal torus,
eliminates the Coulomb branch, and makes the Higgs branch smooth. Once the Higgs branch
is smooth, the theory is infrared free and one can aim for a classical description of the defect
operator associated to coupling to T (G∨). This classical description involves the singularity
postulated in eqn. (6.8). The steps involved in reducing from a description involving a
coupling to a field theory on the defect to a description involving the singularity are similar
to what they are in one dimension less; see section 3 of [109].
Describing the defect operator by coupling the bulk gauge theory to T (G∨) has the
advantage of making sense when the triple (α∨, β∨, γ∨) is nonregular. Let us consider the
extreme case that these parameters vanish. Then the theory admits an action of G, acting
only on fields supported along the defect. The conserved quantities m∨ generate the action
of the maximal torus of G, in the sense that the group element corresponding to η∨ ∈ T is
exp(2πi(η∨,m∨)).
Naively speaking, it appears that, upon setting α∨, β∨, and γ∨ to zero, since the theory
has a G action, the cohomology of Q would also admit such an action and the trace (6.19)
would then be a trace in a G-module. This would have strong implications for the knot
invariants – probably too strong. An instructive problem arises here. Precisely when the
triple (α∨, β∨, γ∨) is nonregular, the theory T (G∨) flows to a non-trivial CFT in the infrared.
The noncompactness of the initial value surface K × R+ then becomes essential and it is
likely that the continuous spectrum cannot be ignored. Even in the nonregular case, it is
possible to express the partition function Z(q) as a trace analogous to (6.19) in a much bigger
Hilbert space – the space of all physical states of the (0, 2) model, without reducing to the
cohomology of Q. But it may not be possible to reduce to a discrete spectrum of BPS states
with G action. For example, trying to do so would entail setting |q| = 1 in the expansions
made for the unknot in section 6.5.
42It is believed that the groups that act faithfully are the adjoint forms of G∨ and G, so the distinction
between them is unimportant in the simply-laced case. The mirror of T (G∨) is T (G). In parallel with the
Fayet-Iliopoulos parameters that are introduced momentarily, there is a mirror triple of mass parameters
that violate the G∨ symmetry; these are not relevant in the present context as the G∨ symmetry is gauged.
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6.4.3 Lifting To Six Dimensions
The last step of this type is the lift to an ultraviolet-complete description in six dimensions,
along the lines of section 5. The six-dimensional geometry is now M4 × D, where D is a
two-manifold with U(1) symmetry.
The six-dimensional theory is classified by the choice of a simply-laced Dynkin diagram,
and the distinction between G and G∨ arises from a subtle choice mentioned in footnote 27.
(To relate the six-dimensional theory to gauge theory of a Lie group that is not simply-laced,
one makes one of the two constructions described in section 5.5.2.) Since the six-dimensional
theory is not infrared-free, it is not clear that a system consisting of the six-dimensional
theory with a codimension two defect can be obtained by coupling the six-dimensional theory
to a four-dimensional theory that is defined independently. However, the combined system
consisting of the six-dimensional theory with a four-dimensional defect does exist. In fact,
there are a family of half-BPS codimension two defects; see [44, 111, 112]. They parallel the
corresponding half-BPS monodromy defects described in gauge theory in [108] and associated
to Levi subgroups of G. We will consider here only the “full” defect which in reduction to
gauge theory corresponds to a monodromy defect operator with the full set of parameters
(α, β, γ, η).
The six-dimensional theory does not have a Lie group or gauge group of symmetries, but
in the presence of a codimension two defect, it does have a global symmetry group, which is
a form of G. The full defect corresponds after reduction on a circle to the monodromy defect
in five-dimensional gauge theory that we have derived from eqn. (6.4). In six dimensions,
the full defect is characterized only by the parameters β∨ and γ∨. (One may as well call
these parameters β and γ, as the six-dimensional description is symmetrical beween G and
G∨.) α∨ arises if, in compactifying on a circle to get to five dimensions, one twists by the
element exp(−2πα∨) of the global symmetry group.43 As we have already discussed, η∨ is
not present as a parameter in five dimensions; instead the five-dimensional theory has a
conserved current with m∨ as the conserved charge.
It is clear what to do with a codimension two defect in the context of the present paper.
We place such a defect on C×D ⊂ M4×D, where C ⊂M4 is an oriented two-manifold. Upon
reducing on the U(1) orbits on D, we return to the five-dimensional construction that we
have already analyzed. To study a knot, we make the usual specialization to M4 = R×W3,
C = R×K.
43The form of G that acts as a global symmetry group in six dimensions has not been fully analyzed and
may depend on a choice as in footnote 27. It appears that after reducing on a circle, the global symmetry
group coincides with the gauge group.
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6.5 Using The Duality
In the part of this paper that was based on representing knots by Wilson operators, there
were a few technical problems in actually using the duality to learn about Chern-Simons
theory for knots in a three-manifold W3. One problem is that if W3 is compact, then gauge
theory on W3×R+ with a reducible flat connection at infinity leads to infrared divergences.
Their role in the duality is not yet understood. Another problem is that in defining a
boundary condition at y = ∞, we have to pick a homomorphism ρ : π1(W3) → GC; we do
not know how this is related to the homomorphism ρ∨ : π1(W3) → G∨C that one introduces
in the dual description. Happily, in an important situation – knots in R3 with only gauge
transformations that are trivial at infinity allowed – these issues do not arise.
For the equivalent story with monodromy defects, we are not so fortunate. We can
still avoid infrared divergences by taking W3 = R
3. But now to study a knot K, we have
to consider homomorphisms from the fundamental group of R3\K to GC or G∨C, with a
prescribed monodromy around K. Because of the prescribed monodromy, there is no longer
a trivial flat connection, and once one only allows gauge transformations that are trivial
at infinity, any non-trivial flat connection becomes non-isolated. So to proceed, we need
to learn something about the relation between the Chern-Simons path integral and that of
N = 4 super Yang-Mills for the case that the flat connection at infinity is not isolated. Also,
for generic K, there are multiple homomorphisms of π1(R
3\K) to GC or G∨C, even when the
conjugacy class of the monodromy around K is prescribed. So we cannot avoid the question
of the relation under duality of the homomorphisms ρ and ρ∨.
In short, to actually use the duality based on monodromy defects, we need to learn more.
And so far we have only mentioned questions of principle. In practice, for either the duality
based on Wilson operators or that based on monodromy defects, to learn a lot one will need
to know more about actually solving the equations.
Rather than say nothing at all, we will make a few remarks about the unknot K0 ⊂ R3.
The fundamental group of R3\K0 is simply the abelian group Z, so it has up to conjugacy
only one homomorphism to G or G∨ with prescribed monodromy, and the image of this
homomorphism is abelian. So there is essentially only one possible integration cycle in
Chern-Simons theory, and the standard integration cycle must coincide with the one we get
in the G∨ description using the unique possible flat connection at infinity. The Chern-Simons
action of an abelian flat connection vanishes (with the canonical framing), so we do not need
to worry about a factor in the duality involving the classical action. There might be a
correction to the formula involving the fact that the abelian flat connection is not isolated
(in the context of R3\K0), or a constant N0, as in (2.66), but we will just proceed and see
what happens.
For simplicity, we consider the case of G = SU(2). The path integral for a Wilson
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operator in the spin j representation placed on the unknot in R3 is
J(q;K0, j) =
q(2j+1)/2 − q−(2j+1)/2
q1/2 − q−1/2 . (6.20)
We would like to express this function in the form of (6.18), which for G = SU(2) should
become
J(q;K0, j) =
∑
r,c
wr,cq
r−cj. (6.21)
What sort of expansion will this be? Actually, there are two expansions that we should
make. In general, in the G∨ description, we have α∨ = 0, and in the present case, we are
relying on an abelian homomorphism ρ∨, so also β∨ = 0. Hence if γ∨ = 0, then we are in
the nonregular case described at the end of section 6.4.2, where the space of BPS states may
not be well-defined. So we prefer to take γ∨ 6= 0. In this case, as explained at the end of
section 6.2.2, q does not have modulus 1, so there are two cases, |q| < 1 or |q| > 1. In these
two cases, we will interpret (6.21) as a Laurent series around q = 0 or q =∞, respectively.
There are simple expansions of this type which moreover are consistent with the fact that
in (6.21) the coefficients wr,c are supposed to be independent of j. We use either
1
q1/2 − q−1/2 = −q
1/2
∞∑
t=0
qt, |q| < 1 (6.22)
or
1
q1/2 − q−1/2 = q
−1/2
∞∑
t=0
q−t, |q| > 1. (6.23)
For example, the first leads to the formula
J(q;K0, j) =
(−qj+1 + q−j) ∞∑
t=0
qt, (6.24)
in which the finite Laurent polynomial J is written as the difference of two infinite Laurent
series. This expansion takes the form (6.21); the coefficients wr,c are nonzero if and only if
c = ±1 and r is a positive integer, or r = 0 with c = 1. A similar formula can be written
straightforwardly for |q| > 1. Of course, to be satisfied with the expansion (6.24) or its cousin
for |q| > 1, one would like to know that solutions with the claimed topological invariants
actually exist. In the present context, it is unclear why there are solutions leading to the
geometric series in (6.24). Possibly a hint comes from recent approaches to related problems
such as [67].
The fact that one has to make two different expansions may be special to a reducible
flat connection. In the case of an irreducible flat connection, one is free to take β∨ 6= 0, and
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this means that γ∨ can be varied in an arbitrary way while avoiding nonregular triples. This
suggests that the contribution to the path integral of an irreducible flat G∨ connection with
monodromy around K will be given by a Laurent polynomial (powers of q bounded above
and below) rather than a Laurent series (powers of q bounded in only one direction). At any
rate, there is plenty to understand.
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