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1 Preface 
The increasing number of smart objects in our everyday life shapes how we interact beyond 
the desktop. In this workshop we discussed how the interaction with these smart objects 
should be designed from various perspectives. This year's workshop put a special focus on 
affective computing with smart objects, as reflected by the keynote talk.  
 
1.1 Introduction 
There is an ongoing trend to put computing capabilities into everyday objects, turning them 
into smart objects [4]. Well known examples range from smart kitchen appliances (smart 
coffee machines, smart knifes and cuttings boards) [1, 2] to smart (tangible) objects [3, 5] 
and even urban infrastructures [8].  
While other venues have focused on the many technical challenges of implementing smart 
objects, far less research has been done on how the intelligence situated in these smart objects 
can be applied to improve their interaction with the users. This field of research poses unique 
challenges and opportunities for designing smart interaction. Smart objects typically have only 
very limited interaction capabilities. Yet, their behaviour exhibits an amazing amount of 
intelligence. More information about the previous workshops can be found on our website at 
http://www.smart-objects.org/.  
Extending the topics of our previous workshops, this year's workshop emphasized affective 
computing with smart objects with a keynote talk by Jean-Claude Martin 
(https://perso.limsi.fr/wiki/doku.php/martin/accueil). Enabling objects to sense and react on 
human emotions broadens the acceptance and usefulness of such technologies. However, the 
physical restrictions in smart objects are very high, which sparked interesting discussions 
among all participants. Furthermore, the workshop focused on topics like user experience, 
sensing and actuation technologies, psychological aspects, and application scenarios with 
respect to smart objects.  
 
1.2 Participants and Workshop Publicity 
The workshop had an interdisciplinary appeal. Our participants originated from the areas of 
IUI, HCI, UbiComp, IoT and related areas like psychology and product design. The program 
committee comprised researchers who are active in these research areas and who, moreover, 
encouraged researchers to submit to this workshop.  
Thereby, we ensured active participation in preparation and execution of the workshop. We 
especially encouraged young scientists and Ph.D. students to submit papers to explore their 
research topics with domain experts. The call for papers and participation was distributed 
through well-established mailing lists and websites in various research communities, including 
IUI, CHI, UIST, UbiComp, ITS and TEI. We also promoted the workshop through our website 
and OSNs.  
Always held in conjunction with IUI, the first workshop took place in 2011 (Palo Alto) with 
following workshops in 2013 (Santa Monica) and 2014 (Haifa). These previous workshops 
were very successful, which helped us to attract other new participants to this workshop as 
well. The results of the workshop are made available on the workshop website as well as in 
the joint TU Prints proceedings. 
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1.3 Format 
Our full-day workshop accepted submissions in the following three categories:  
 position papers and posters (2 pages) focusing on novel concepts or works in progress, 
 demo submissions (2 pages) and  
 full papers (4-6 pages) covering a finished piece of novel research.  
Our goal was to attract high-quality submissions from several research disciplines to 
encourage and shape the discussion, thus, advancing the research of interacting with smart 
objects. To stimulate discussion between the workshop participants we conducted a poster 
and demo session to spark further in-depth discussions on selected topics. We also collected 
topics during the workshop whereby we focused on combining complementary topics. As in 
previous workshops, this strategy lead to a lively and productive discussion during the 
remainder of the conference. We also summarized the outcome and published it on the 
workshops website in addition to the joint TU prints proceedings. This publication strategy 
attracted higher quality submissions, and increased the exposure of the workshop before and 
after the event. 
 
1.4 Organizers and Program Committee 
Most of the organizers were already members of the first three workshops on interacting with 
smart objects, held in conjunction with IUI 2011 [2], 2013 [6] and 2014 [7]. 
 Dirk Schnelle-Walka leads the "Talk&Touch" group at the Telecooperation Lab at TU 
Darmstadt. His main research interest is on multimodal interaction in smart spaces. 
 Jochen Huber is an SUTD-MIT Postdoctoral Fellow at the MIT Media Lab, focusing 
oninteraction design for smart mobile projections and wearable technology.  
 Tobias Grosse-Puppendahl is a PhD candidate at Fraunhofer IGD in Darmstadt. His 
research focuses on new ways of perceiving the environment with unobtrusive 
modalities like capacitive sensing.  
 Stefan Radomski is a PhD candidate at the Telecooperation Lab at TU Darmstadt. His 
main research interest is about multimodal dialog managment in pervasive 
environments. 
 Oliver Brdiczka is the area manager of Contextual Intelligence at Palo Alto Research 
Center (PARC). His group focuses on constructing models for human activity and 
intent from various sensors–ranging from PC desktop events to physical activity 
sensors–by employing machine learning methods.n  
 Kris Luyten is associate professor at the Expertise Centre for Digital Media - iMinds, 
Hasselt University. His research focuses on engineering interactive systems, ubicomp, 
multitouch interfaces and HCI in general.  
 Max Mühlhäuser is full professor and heads the Telecooperation Lab at TU 
Darmstadt. He has over 300 publications on ubicomp, HCI, IUI, e-learning and 
multimedia.  
The list of program committee members is as follows:  
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 Bo Begole (Samsung, USA), 
 Marco Blumendorf (DAI Laboratory, Germany), 
 Aba-Sah Dadzie (University of Birmingham, United Kingdom), 
 Fahim Kawsar (Bell Labs, Belgium), 
 Alexander Kröner (Technische Hochschule Nürnberg, Germany), 
 Germán Montoro (UAM, Spain), 
 Patrick Reignier (Inria, France), 
 Boris de Ruyter (Philips, Netherlands), 
 Geert Vanderhulst (Alcatel-Lucent Bell Laboratories, Belgium) and 
 Raphael Wimmer (Universität Regensburg, Germany).  
PC members helped the organizers to publicize the event in more scientific communities and 
allow for a competent peer-review process. All submissions were peer-reviewed by at least 
two reviewers.  
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Ambient Assisted Living (AAL) applications aim to allow 
elderly, sick and disabled people to stay safely at home 
while collaboratively assisted by their family, friends and 
medical staff. In principle, AAL amalgamated with Internet 
of Things introduces a new healthcare connectivity 
paradigm that interconnects mobile apps and sensors 
allowing constant monitoring of the patient. By hiding 
technology into light fixtures, in this paper we present 
AmbLEDs, a ambient light sensing system, as an alternative 
to spreading sensors that are perceived as invasive, such as 
cameras, microphones, microcontrollers, tags or wearables, 
in order to create a crowdware ubiquitous context-aware 
implicit interface for recognizing, informing and alerting 
home environmental changes and human activities to 
support continuous proactive care. 
Author Keywords 
Intelligent Interface; Crowdware; Ambient Assisted Living; 
Smart Light; Internet of Things; Collaborative Systems, 
Collective Intelligence. 
ACM Classification Keywords 
H.5.2 User Interfaces (D.2.2, H.1.2, I.3.6). 
INTRODUCTION 
Driven by an aging population, rising health care costs, lack 
of professional staff and remote support in most developed 
countries, there is a growing demand to provide a better 
delivery of health and social care services for elderly, sick, 
convalescent and disabled people. Ambient Assisted Living 
(AAL) is a field of research focusing on IT support for 
healthcare, comfort and control applications for home 
environments. AAL facilities often require sensors, 
actuators and wearable devices, and generally require easy 
installation and low energy consumption.  Current 
developments in wireless and mobile communications 
integrated with advances in pervasive and wearable 
technologies have a radical impact on healthcare delivery 
systems. Currently, the patients’ continuous monitoring is 
considered the most relevant aspect in healthcare. 
This paper aims to study how the Internet of Things (IoT), 
Autonomic Computing and Smart Lights may be used to 
provide a novel interface to provide ubiquitous connectivity 
with Visible Light Communication (VLC) while collect and 
analyze data for deciding and acting in AAL. This 
information is stored in the cloud and is accessed in a 
mobile collaborative environment used by patients and 
caregivers, to feed and train the system database and 
algorithms, to perform as a distributed task service to help 
divide caring responsibilities and training the system’s 
automation. This new collaborative crowdware 
environment is called AmbLEDs. It is a new intelligent 
interface to detect activities of daily living (ADLs) and to 
trigger implicit interaction in AAL. Its technology is based 
on sensors and actuators embedded into LEDs fixtures 
shipped with code and enough processing power to make 
them autonomic based on situational context and connected 
to a collaborative system. 
RELATED WORK 
Several articles [1][2][3] show that healthcare professionals 
understand that the best way for detecting emerging 
medical conditions before they become critical is to look 
for changes in activities of daily living (ADLs). These 
routine activities comprise eating, getting in and out of the 
house, getting in and out of bed, using the toilet, bathing, 
dressing, using the phone, shopping, preparing meals, 
housekeeping, washing clothes and administering proper 
medications. For tracking the ADLs a distributed mobile 
infrastructure composed of sensors, actuators, 
microcontrollers, communication networks must be 
installed in the patients’ homes. 
A number of approaches to recognize ADLs in AAL have 
been considered in several papers [4][5][6]. One is the setup 
of a large and invisible infrastructure of sensors such as 
cameras and hidden microphones, presence sensors 
embedded into walls and ceilings, water pipes sensors and 
strain sensors under floorboards. Although this approach 
provides access to a wide variety of information, the cost of 
installing and maintaining it is usually very high.  
Copyright © 2015 for this paper by its authors. Copying permitted for 
private and academic purposes.  
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Another approach is to use multiple low-cost sensors that 
cheapen the implementation and facilitate the setup 
throughout the home [3][7][8]. The disadvantage of this 
approach is that these sensors are obtrusive and ask for 
regular maintenance, like battery changes or corrections in 
their positions (e.g., sensors fixed on the doors of medicine 
cabinets, kitchen, refrigerator, walls, doors, etc.). According 
to Fogarty et al. [9], the elderly reject such sensors because 
they interfere with the look of their homes or create feelings 
of embarrassment or loss of privacy related to a need for 
assistance. A third approach is to use wearable devices [10], 
taking into account that the elderly, sick or convalescent 
may opt to avoid using such devices, by forgetting to use 
them every day or being unable to use them due to their 
health condition or disability. 
Although others have written about the potential of sensor 
networks [11], we are unaware of work where the focus 
was on answering whether it is possible to recognize 
activities in diverse home settings using sensors embedded 
in light fixtures to be ubiquitous and pervasive to detect 
activities of daily living supported by a crowdware platform 
for system setup, configuration, and as an intelligent 
interface for the exchange and analysis of data in a 
collaborative fashion enabled by IoT, Autonomic 
Computing and VLC. 
Autonomic Computing 
To leverage the selective collection of information, 
AmbLEDs appropriates IoT technologies to provide data to 
the collaborative system in order to make possible the 
semiautomatic decision-making and information delivery 
anytime and anywhere. Caregivers and medical staff use 
collaborative data analysis to help the machine learning 
algorithms classify and recognize ADLs in the AAL. The 
idea of using the concepts of IoT is to provide relevant 
information in the correct format when and where needed, 
to establish communication between lights and to bridge the 
gap between the web and the real world. 
However, to gather and access these data require different 
properties depending on their nature or even the role of the 
actor who is accessing it. Therefore, AAL may be viewed 
as a set of environments: hospitals, family homes, etc., each 
one containing different characteristics and requirements 
(emergency, security, monitoring, etc.). These 
characteristics make it necessary to build AmbLEDs 
applications as autonomic [12], with self-configuration, 
self-management, self-organization, self-healing and self-
protection, to be flexible and adaptable to different 
environments and needs for users with different expertise 
and health condition. 
Each element in autonomic computing must include sensors 
and actuators. The sensors responsibilities are to monitor 
the behavior of the system, while the actuators are used to 
enable any actions that may be necessary [13]. The process 
begins with the system collecting data from the sensors and 
comparing the observed situation in the environment with 
what it is expected. Then, the system analyzes the data and 
makes decisions on how to act, apart from medicine 
prescription. If an action is required, it is performed and its 
effects are monitored, creating an autonomic feedback 
control loop (Figure 1). 
 
Figure 1 – Autonomic Feedback Loop 
Autonomic computing also provides a reference knowledge 
base containing the system states, symptoms, references, 
rules and models to compare with the system observed 
behavior. In AmbLEDs this base is built and enhanced 
collaboratively by medical staff, families and caregivers, to 
describe variations and unique circumstances of each 
patient’s condition or environment particularities, in order 
to build a collective intelligence with which to classify 
activities and routines [14]. 
SMART LIGHTS 
Smart Lighting comprises a heterogeneous and multi-
disciplinary area within illumination management, allowing 
integrating a wide set of sensor and control technologies, 
together with information and communication technologies. 
Its goal is to achieve higher efficiency and lower negative 
impact derived from the use of energy for illumination, in 
combination with enhanced intelligent functionalities and 
interfaces of lighting in the environment [20]. One of the 
principal Smart Lighting enablers has been the introduction 
and emergence of semiconductor based digital light sources 
such as LED (Light Emitting Diode) and next generation 
LED technologies such as Organic Light Emitting Diodes, 
also known as OLEDs or Solid State Light (SLL) sources 
[15]. 
Besides the advantage of low consumption (range 3-12 
volts), LEDs do not depend on the lamp/socket paradigm, 
are smaller, resistant, and are able to emit different light 
spectrums to suit the user and lit environments needs, 
directly affecting the health, humor and productivity [15]. 
LEDs can also deliver optical and data communications 
(LiFi) or Visible Light Communication (VLC), and are 
becoming a new option to scalable and secure wireless 
communication [16]. 
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LEDs and Sensors 
Lights may be configurable in arrays containing many 
sensors, actuators and microcontrollers at their side, 
transforming them into a network of ubiquitous and 
pervasive sensors. For example, lights with moisture, 
temperature, infrared, noise, and gas sensors (carbon 
monoxide, butane and propane) enable AmbLEDs to 
capture useful data ensuring the safety and welfare of the 
elderly, sick, convalescent and disabled people. 
Temperature sensors on all light fixtures allow to assemble 
a thermal map for the whole house, enabling caregivers to 
remotely monitor the ideal temperature according to each 
patient's health, and to detect possible problems with the 
heating or cooling systems. AmbLEDs also come with an 
embedded speaker and a scent diffuser to give audio and 
olfactive feedback in order to play an ambient music with a 
specific scent paired with color changes in the light for 
therapeutic purposes or to trigger implicit interaction based 
on situational context. 
Visible Light Communication 
LEDs provide an almost ideal platform for VLC. An LED 
can emit and receive light at the same time (with 
multiplexing) [17]. In this research we propose to use the 
AmbLEDs as a LED-to-LED communication system for 
VLC. Such system can modulate light intensity with high 
frequencies so that the human eye is not affected by the 
light communication [17]. Light communication has several 
advantages: it is visible (in contrast to invisible radio 
communication), so it is easy to determine who can listen to 
(or receive) a message and will be used as a communication 
means between the lights themselves. In the midst of an 
emergency, if wireless communication is interrupted, lights 
with gas sensors will use the VLC, passing the command to 
the other lights that do not have such sensors to also blink 
red, and like a swarm, the information will pass on until all 
are flashing with the same color to warn the dweller. 
Since AmbLEDs can operate as a virtual swarm, we can 
fragment the idea of a single light source. New services and 
APIs can use VLC to allow other devices receive the same 
lighting commands to overcome configuration overload and 
multi-device interactions: TVs, furniture, digital picture 
frames, refrigerators, etc. If someone gets into a room at 
night, not only will the secondary lights illuminate in the 
wall footers, but the TV could environmentally glow as 
well. Moreover, lights can ripple or flash in series across 
the room, when necessary to convey an idea of conduction 
to somewhere, for example, an individual route towards the 
kitchen to remind you to drink water or towards the 
apartment door at exercise time. 
COLLABORATION IN AMBLEDS SYSTEMS 
According to Chen et al. [18], we should consider the 
impact on patients and caregivers as part of AAL systems. 
By studying ADLs, we must not only address the physical, 
social and emotional needs of patients but also of their 
caregivers. Considering the caregivers’ needs is especially 
important, since the burden of care may negatively impact 
their health and well being, leading to anxiety, stress or 
even death [18]. This same reasoning applies to the family, 
medical, social service, etc. Hence the collaborative 
environment is not only for the patient but also for the 
network that surrounds him. 
The mobile collaborative environment serves as a 
repository of real-time information collected from 
AmbLEDs to provide data and information to feed the 
symptoms and ADLs classification databases of patients in 
the autonomic layer. The autonomic system, fed with the 
data captured by the sensors, supports activities in the 
collaborative environment, such as automatic alerts (with 
several risk levels) promoting communication, task 
distribution and its coordination, thus dividing the burden 
on all stakeholders involved in the process. The system also 
enables the exchange of experience among the community, 
providing psychological support among individuals who are 
experiencing the same difficulty, comparison of treatments, 
symptoms and experiences. This data exchange records the 
collaboration group’s collective intelligence to feed the 
autonomic system database. This enables the algorithms 
training and fine-tuning for analysis and decision-making, 
based on the experiences and activities of hundreds or 
thousands of AmbLEDs, hence decreasing the chance of 
overtraining algorithms. 
The collaborative environment is also used to investigate 
how the information captured by AmbLEDs can be worked 
in to provide the elderly, sick and disabled people, to be in 
touch with their families, relatives, and neighbors and meet 
some of their basic needs while respecting heir privacy and 
wishes more generally to be respected and not overtaken by 
well-meaning family members, social services or medical 
teams. The collaborative environment should provide some 
sort of self-help and a more formal external support, given 
that the system can also inform patients where their 
caregivers and family members are. The environment 
should also provide integration with the neighborhood and 
the local community to promote digital and social 
integration. 
CONCLUSION 
AmbLEDs provide a realistic solution to the problems 
expected as a result of the increase and population aging in 
all developed countries. At the center of these 
environments, the IoT is the layer that supports sensors’ and 
objects’ connectivity to the Internet, in order to monitor 
patient’s daily lives activities. Autonomic computing offers 
intermediation for environments with self-management and 
self-adaptation to provide trust and security through the 
Autonomic Feedback Loop; and the mobile collaborative 
environment brings the collective intelligence of medical 
staff, family members and caregivers to the system 
algorithms, to support tasks distribution and provide 
awareness and context to the Autonomic layer. 
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Currently we are prototyping AmbLEDs with sensor 
integration and communication between devices with VLC 
and Internet connectivity. The second phase is the agent 
modeling and the Feedback Loop for the autonomic 
computing. The third phase is the modeling of the 
collaborative environment that will manage and store the 
data from the first and second phases, supporting 
collaboration, tasks distribution and building the caregiver’s 
community collective intelligence. The fourth phase is the 
machine learning algorithms and classification tasks in the 
knowledge base from second and third phases. Finally, the 
fifth phase is the evaluation of the impacts of this new 
approach on real environments for the patients and 
caregivers. 
The contribution of this work is to show how it is possible 
to assemble assisted environments that support not only the 
safety and independence of elderly, sick, convalescent and 
disabled people as well as relieve caregivers of stress and 
work overload. This work can be replicated to other areas 
that require monitoring and distribution of tasks, such as 
smart cities and factories, which also make intensive use of 
lights that can be used to control other activities, as well as 
a user intelligent interface and data collector. 
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Crowded public indoor events such as expositions or fairs are
nowadays common in large cities; a significant example of
such kind of events is Expo 2015 that will take place in Milan
during the current year. A lot of people usually crowd these
shows and within this context experimental interactive media
installations are gaining recognition as new art form. Consid-
ering the emerging need to support masses, matching offers to
users and personalizing recommendations, there are other in-
teresting possibilities of using the same digital infrastractures
for contributing to a lively urban society, improving visitors
experience. In order to achieve this, we developed an infor-
mation service that integrates multiple (touch and touchless)
interaction paradigms on personal devices and large public
displays. It exploits personalization techniques in order to of-
fer new engaging user experiences involving large amounts
of multimedia contents.
Author Keywords
Motion-based touchless interaction, large screen, mobile
devices, personalization, recommender system, mobile
interaction.
ACM Classification Keywords
H.5.2 Information Interfaces and Presentation: Multimedia
Systems, User Interfaces
INTRODUCTION
The themes of EXPO Milano 2015 spreading the sustainable
food culture, shared with resources and tools, are having the
admirable outcome of focusing international political debate
on the world food problem and food security, and are also
serving as a strategic litmus test for the city of Milan and its
ambition to become an “ever-smarter city”. Proposing new
methodologies to suggest interactive and collective activities
in this context is a consistent effect. Big electronic screens are
a consolidated technology available in indoor and outdoor ex-
hibitions for showing information to users. Their introduction
into this kind of public context has become one of the most
visible tendencies of contemporary urbanism and it is a great
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.
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challenge to broaden their use by enriching their well-known
advertising component and make them suitable for new chal-
lenging purposes. Their digital and networked nature makes
these screening platforms an experimental visualization zone
that can improve already existing application domains, like
tourism and fashion domains.
Touch solutions enable direct inputs onto a display screen [8]
[18]. An advantage of these types of interaction is that there is
a direct relationship between what the eyes see and what the
hands do [5], which has been shown to increase user satisfac-
tion and initial acceptance [14]. The use of human touch, al-
lowing the screen to function as an input pointing device [7],
is also more intuitive and therefore easier for novice users to
learn [15][18]. On the other hand, touch systems suffer from
many limitations:
• Sterilizing before and after use. Usually, surfaces that are
touched have to be made aseptic after being used.
• Maintenance costs resulting from wear. Surface treatment
needs to be done to withstand a reasonable amount of the
wear and tear that comes with the day-to-day life of a
touchscreen device.
• Vulnerable to vandalism.
To address these issues and to protect the public screen from
being dirty or destroyed, a new solution is the touchless inter-
action. Free-form [16] interactions have advantages as com-
pared with touch based interfaces under the following condi-
tions:
• Sterile environments. When using touchless interaction
technologies, effort, time and money can be saved.
• Maintenance costs resulting from wear are greatly reduced.
• Vandalism-prone environments. When using cameras or
similar devices for sensing fingers, hands, eyes etc. from
a certain distance, it is possible to place the display device
and the sensor at vandalism-proof places, e.g. behind glass
walls. Among other things, this can be a useful solution
for information systems at public places or for interactive
store window displays.
However, the touchless interface is a barrier to users if they
have to deal with huge amount of content. This issue is com-
parable to the TV remote control when you are browsing and
you are forced to scroll through one laborious letter at a time
just to get a title. It results inefficient and time consuming.
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Likewise, in these touchless solutions finding content rele-
vant to users’ interests is still an open issue, due to limited
research effort spent in creating personalized catalogs which
fit users’ needs and filter the huge amount of data. This is the
reason why we decided to apply personalization to touchless
interaction.
After performing the above analyses, we ended up with our
approach, which includes a set of core features. First, our
User Experiences (UXs) integrate large public displays with
personal devices (tablets or smartphones) and combine multi-
ple interaction paradigms to explore the information through
the screens, individually or in group. We exploit the inter-
pretation of body movements (touchless gestural interaction)
with Microsoft Kinect depth sensor as well as touch gestures
on personal devices as control mechanisms (multi-touch re-
mote interaction). In addition, we personalize contents on
the large displays to increase users’ engagement, to assist in-
formation finding, to facilitate contents exploration and to
reduce information overload satisfying decision among the
large number of points of interest (POIs), “recommending”
the items that are likely to fit users’ interests and characteris-
tics. Personalization techniques are applied to create a user
profile of the current user or group in front of the screen;
based on the profile a recommendation engine suggest the
most relevant items for the user/group. 1
STATE OF THE ART
To the best of our knowledge, there are no works that describe
touchless interactive screens with personalization.
With regard to personalization, the most similar application
area is in E-Tourism domain. A large number of recommen-
dation systems for e-tourism have been developed over the
last few years [9] [22] and they target to provide personalized
service recommendations to the users through their handheld
and personal devices. COMPASS [19] is a mobile tourist
application by Van Setten et al. which integrates a recom-
mender system and a context-aware system. The Intrigue sys-
tem [1] is an interactive agenda offered by a tourist informa-
tion server that assists the user in creating a personalised tour
along tourist attractions. This research focuses on planning
and scheduling a personalised tour taking into account the lo-
cation of each tourist attraction and the interests of the user.
Console et al. [4] created a prototype system called Mastro-
CARonte, which provides personalised services that adapt to
the user and his context onboard cars. This research focuses
on the effects of having such adaptive systems onboard cars.
Several techniques have been exploited for POI recommen-
dations. Ye et al. [21] tailor the collaborative filtering (CF)
model for POI recommendations, aiming at providing a POI
recommendation service based on a collaborative recommen-
dation algorithm which fuses user preference to a POI with
social influence and geographical influence.
With regard to touchless interaction, emerging technologies
enable users to benefit content by allowing remote interaction
1A demo video of the application is available online at
https://drive.google.com/file/d/
0B47zW2f7aGiOU0dTcXVEdTZHYm8/view?usp=sharing
with large displays situated in public areas. The PointScreen
project [20] from the Fraunhofer IAIS (Institute for Intelli-
gent Analysis and Information Systems) employs hand ges-
ture recognition. PointScreen is a novel interface to ma-
nipulate digital artifacts touchlessly: the user navigates by
pointing toward the screen. Instead of fiducial markers,
PointScreen uses electric field proximity sensors. Cyber-
Glove II [3] from Imation is an instrumented glove system
that provides up to 22 high-accuracy joint-angle measure-
ments. The gloves use proprietary resistive bend-sensing
technology that transforms hand and finger motions into real-
time digital data. Pfeiffer et al. [12] employ electrical muscle
stimulation (EMS) and vibrotactile feedback to extend free-
hand interaction with large displays. In the Communiplay
system [10], screens are connected in a public display me-
dia space to create a shared touchless interaction. People can
play with virtual objects, and people playing at one location
can play with people at other locations. SMSlingshot system
[6] consists of a portable input device in the form of a sling-
shot, enabling simultaneous message creation and shooting
on a media facade. Moreover several interaction techniques
using mobile devices have been proposed [11][2].
The problem with the previous systems is that they don’t fo-
cus on providing personalized and user-specific information,
resulting in a gap between what users require and what is pro-
vided to them. We, on the other hand, propose a system that
aims to bridge this gap by capturing user personal informa-
tion and providing him with highly customized content to be
consumed in structured and meaningful ways on the public
screens.
USAGE SCENARIO
Our system offers users a service that provides them with the
content related to POIs in Milano. As a preliminary step, the
system detects the presence of the user in front of the screen
so that he/she may interact with it. Specifically, presence of
the users is detected by employing Microsoft Kinect depth
sensor within a range of 4 meters from the screen, which en-
ables to track them as they enter or leave the scene. In this
Figure 1. Possible user’s positions in the space
environment, the area in front of the screen can be virtually
divided into three distinct areas [13][17], in order to recognize
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the intention of the users: in fact, as you can see in Figure 1,
the three areas of Proximity, Far and Faraway, represent areas
of Interaction, Attraction and Simple Detection.
In particular,
1. the area with larger distance from the screen, defined Far-
away area, extends beyond 3.5m away from the screen.
When a user is located in this area, the system becomes
aware of his presence, but does not react due to the great
distance. This situation is associated to the starting or end-
ing interaction state, while the system is in an idle state and
it shows a series of video or animation, related to tourism
domain, in a continuous cycle.
2. The intermediate zone, called Far, instead represents the
state of users attraction; in fact, in this area the user is
located at a reasonable distance in order to see what is
happening on the screen, but still too far away to inter-
act through gestures. This area extends between 1.5m and
3.5m and it is used to invite the user to come closer to the
sceen.
3. Finally, the area closest to the screen, called Proximity, is
the area in which the user has a distance such as to interact
with the application through predefined gestures. When a
user is located in this area, the system is found in an inter-
active state and shows the custom content for the user.
SYSTEM ARCHITECTURE
The general software architecture of our framework is de-
picted in Figure 2. Applications modules can be hosted both
on users personal devices and on public large screens. The
application on public screens exploits Microsoft’s Kinect mo-
tion sensing technology to detect presence and implement
touchless gestural interactions.
The sensing and App Module available in our system is a
distributed module that includes both the sensing and the core
modules of the Screen Application: the sensing module inter-
acts with the depth image sensor in order to obtain the data of
the users presence in front of the screen, while the core mod-
ule deals with the page navigation and contents visualization.
The Screen Application (SApp) is a .NET C# WPF Applica-
tion that has been developed using a specific design pattern:
the Model View View-Model (MVVM), which is the evolu-
tion of the traditional Model View Controller (MVC) pattern.
The choice of developing with this specific programming lan-
guage was dictated from the constraint of using the specific
Microsoft Kinect depth image sensor.
The Screen Data Controller (SDC) is a centralized module
that answers to the requests of the various Sensing and App
Modules, i.e. it manages different SApp, one for each avail-
able screen; the communication can be done by two different
mechanisms:
1. RESTful requests to specific endpoints, available from the
SDC;
2. Bidirectional communication through a dedicated web-
Socket channel, opened during the SApps start.
In the first case the SApp always indicates its ScreenID, in
order to be identified, while in the second case the SDC as-
sociates that ID to a specific channel, previously initialized.
An NFC tag is present on every screen, in order to be read
from the Mobile Application; this uses its own mobile con-
nection (3G or WiFi) in order to invoke the SDC RESTful
APIs. In addition, the SDC can interrogate an Image Analy-
sis Web Service (IAWS), a Cloud Content Platform (ARTES)
and a Cloud Recommender System (RecS) in order to ask
respectively for the User Information, the available Contents
and the Recommendations.
The image Analysis Web Service extracts the relevant infor-
mation of the users, recognized into a specific photo, previ-
ously uploaded.
ARTES is the Content platform that collects all the informa-
tion of a particular POI, merging all the available information
from different social media sources.
The Recommender System is the module that incorporates
the available recommendation algorithms.
Finally the Social Advanced User Profile (SocialAUP) man-
ages the OAuth2 and allows the authentication and the users
profiling.
PERSONALIZATION
To provide personalized recommendations about POIs, our
system makes inferences about the users preferences, rely-
ing on the assumption that people having similar characteris-
tics would prefer to choose the same POI. In order to achieve
this purpose, our application performs implicit elicitation of
users’ information while they enter in the proximity area.
Before providing access to the data (restaurants, POIs, re-
Figure 3. Estimation of demographic data
views, photos, and other useful things we retrieved from Tri-
pAdvisor), the system captures users’ images with the Kinect,
then it invokes Betaface, an image processing web service
that offers biometric measurements, analysis and extraction
of facial features, such as age, gender, ethnicity and emo-
tions. After collecting the demographic information of the
participants (i.e. age and gender in Figure 3) it personalizes
its recommendations applying the collaborative filtering al-
gorithm, i.e. recommends POIs to users based on POI ratings
given by people with similar profiles in the db. Finally the
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Figure 2. System Architecture
user/group can explore the personalized content with prede-
fined gestures.
In case of several users in front of the screen, it’s important to
underline that the system is also capable to distinguish if the
group is a Family, a Couple or a Generic Group. In particular,
a Family is a group of two or more people where at least one
user is a child (male or female under 16 years old); a Couple
is a group of two people of similar age and different gen-
der. First of all the recommender system selects those POIs
that have been rated by users with the same age of those who
are recognized in front of the screen. Then if the recognized
group of users is a Family, the system takes into account those
POIs with the word Child in the description. Instead, the sys-
tem focus on POIs with the word Romantic for Couples and
with the word Groups for Generic Groups.
When selecting a specific POI, the user can see all its details
and in addition receives a content based recommendation (see
Figure 4), i.e. items with similar characteristic to the chosen
one, that is particularly valuable when a user encounters new
content that has not been rated before.
There is also another option which allows a better personal-
ization when the user identifies himself with his personal de-
vice via NFC, through a specific App developed for the pur-
pose, providing his precise profile data, so that the Betaface
phase is skipped. In this case, an hybrid and dynamic rec-
ommendation is provided which considers the social context
as collaborative filtering (as it was explained before) plus
a content-based filtering which generates recommendations
based on what user has preferred in the past, from the at-
tributes of the recommended items.
Figure 4. Content-based recommendation
INTERACTION
The content navigation is allowed through the following ges-
tures:
• Push to select, to select a particular item (see Figure 7.a);
• Swipe left / right to browse through the items on the left /
right (see Figure 7.b);
• Grab and move to ”grab” a particular content and scroll
horizontally / vertically (see Figure 7.c);
• Hands on head, to level up in the hierarchy of the data
structure as you can see in Figure 5 and in Figure 7.d;
The map showing the location of POIs is also interactive and
it’s possible to have a gesture-based interaction with it:
• Zoom In / Out, to zoom into the map as you can see in
Figure 6 and in Figure 7.e;
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Figure 5. Gesture-based interaction
Figure 6. Interactive Map
• Grab and move, to scroll the map in all directions (see Fig-
ure 7.c);
Figure 7. Gestures
CONCLUSIONS AND FUTURE WORKS
Our framework enables a personalized exploration of restau-
rants and points of interest in Milano. Some sets of items and
metadata have been retrieved from public sites to validate the
approach. The application is delivered in two versions, each
one supporting a different interaction paradigm: touch-less
gestural interaction or touch interaction using personal de-
vices. After a set of incremental prototypes and iterative eval-
uations done in our labs, the first beta version of the applica-
tion has been tested in a public space. In the cafeteria of our
university, 12 users have been involved in assisted test ses-
sions. Data gathered from observations and semi-structured
interviews show a good degree of usability of both versions,
and comparable levels of user satisfaction and engagement.
Still, a number of aspects need to be improved: the aesthetics
of the visual interface on the large display (e.g. layout and vi-
sual quality of multimedia contents) and the performance and
precision of both the body movements processing and the age
and gender interpretation component. From the experience
gained so far, the research challenge of our application relies
upon the intrinsic complexity of
• enabling touchless interaction with large amount of multi-
media contents;
• supporting the interaction of single and group of users;
• combining all these aspects with personalization features.
A key issue of touchless interaction is how to support move-
ment and mid-air gestures that are intuitive and natural.
This problem is exacerbated when interacting with large
amounts of multimedia contents, which need to be organized
in non-trivial information architectures. In these contexts,
the amount of interaction tasks is higher compared to those
involved in the interaction with simple, linear information
structures, and tasks are semantically more complex. In ad-
dition, supporting the interaction of both a single person and
a group raises the issue of discriminating between individu-
als and groups movements and of interpreting them. Finally,
an open problem is how to identify the characteristics of both
individuals and groups that are appropriate for profiling pur-
poses, to meet the algorithmic requirements of recommenda-
tion engines and to build effective recommendations. On the
other hand, since the application screen proved to be robust,
modular and customizable with its centralized management
screen navigation, with its Kinect sensor management module
and the total separation between application logic and user in-
terface, we are working to revive the Screen App for another
application domain, ie the sector of Fashion and Design.
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ABSTRACT
With the advent of the internet, online communica-
tion media and social networks have become increas-
ingly popular among users for interaction and commu-
nication. Integrating these online communications with
other sources of a user’s context can help improve his
interaction with context-aware systems as it enables the
systems to provide highly personalized content to both
individual and groups of users. To this end, a user’s
communication context (such as the people he communi-
cates with often, and the topics he discusses frequently)
becomes an important aspect of his context model and
new frameworks and methodologies are required for ex-
tracting and representing it. In this paper, we present a
hybrid framework derived from traditional graph based
and object oriented models that employs various Nat-
ural Language Processing techniques for extracting and
representing users’ communication context from their ag-
gregated online communications. We also evaluate the
framework using the email communication log of a user.
ACM Classification Keywords
C.3.2 [Special-Purpose and Application-based Systems]:
Real-time and embedded systems
General Terms
Algorithms; Design; Experimentation; Performance
Author Keywords
Context-awareness; Context modeling and representa-
tion; Communication media; Social networks
INTRODUCTION
With the advent of the internet, online communica-
tion media and social networks have become increasingly
popular among users for interaction and communication.
Users often have several email accounts and profiles on
various social networking sites. Scoble and Israel [9]
claim that integrating social media with other sources
of contextual information (such as smartphones) and in-
ferring the user’s context (such as preferences) from it
can enable the next generation of applications that will
provide highly personalized content as “It is in our on-
line conversations that we make it clear what we like,
where we are and what we are looking for.”
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Thus, a user’s communication context (such as the peo-
ple he communicates with often, and the topics he dis-
cusses frequently on various online communication and
social media) becomes an important aspect of his con-
text model. This context can be employed to improve
the interaction between him and a smart object such as
a context-aware system and can be mined from his on-
line and social network communications. It enables the
system to infer his interests and provide him with person-
alized content in several domains. Moreover, the system
can incorporate additional cues or context such as loca-
tion to further enhance its capabilities. For instance, it
can determine other users with whom the current user in-
teracts more often than others via online media. When-
ever the system determines that they are co-located, it
can recommend content that will be of common interest
to all of them based on their mutual interaction. Ulti-
mately, this enables the context-aware system to provide
targeted content to both individual and groups of users.
Oftentimes, a user expresses a subset of his interests on
each social medium or network, that he participates in,
and with each of his friends. Moreover, these subsets can
be mutually exclusive. For instance, consider a user who
has been involved in email chains and Facebook discus-
sions with several friends, where each discussion is on
a different topic - sports, music, food and movies etc.
To infer a wide spectrum of his interests, these interac-
tions have to be aggregated. However, a comprehensive
framework to extract and represent this context from
his aggregated online communications has not been de-
veloped so far. In this paper, we present such a hybrid
framework which is derived from traditional graph based
and object oriented models and employs various Natural
Language Processing techniques. We also evaluate the
framework using the email communication log of a user.
RELATED WORK
Since our work spans several ideas, we have organized the
related work into three subsections. We highlight their
shortcomings as well as differences with our approach.
Context Modeling and Representation
A significant amount of research has been carried out
in context modeling and representation. Several surveys
such as those by Bettini et al. [1] and Bolchini et al.
[3] have summarized the different types of context mod-
els (key-value, mark-up schema based, logical, object-
oriented, graphical, ontological) in general use today. Of
these, ontological models such as SOUPA [4] are consid-
ered most expressive as they promote knowledge sharing
and reuse across different applications and thus enhance
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Node Type Attributes Information
User id, name Current user in session
UserProfile id, name, type User’s profile on online media or social network
Entity name, type Any other user or person
Time value, type Time of any granularity
Communication Ranked list of topics, Source, User’s communique with other users
Raw contents, Timestamp of last update
ElectronicInfo value, type Email address, URL
Table 1. Node Types, their attributes and the information they represent
Edge Type Information Weighting criteria Direction
Connection Connection(s) such as friend/contact etc. Number of connections User −→ User/Entity
Contribution Contribution to a communication Number of contributions User −→ Communication
Table 2. Directed Weighted Edge Types and the information they represent




Relationship Any other relationship
Table 3. Directed Unweighted Edge Types and the infor-
mation they represent
their interoperability. However, the major disadvantage
of ontologies is that the standard languages used to ex-
press them can be slow and intractable. Hence, a hybrid
approach combining one or more of the context model
types is often considered more practical for general use.
PersonisJ [6] is an example of such a hybrid framework
which models users based on an ontology encoded in a
JSON (key-value) format. However, each ontology has
to be defined on a per application basis and the only
pre-defined context that exists is ‘location’. On similar
lines, we use a hybrid model which combines the resua-
bility and extensibility of object oriented models with
the flexibility and adaptability of graphical approaches.
Modeling and representing user interests
The Friend-of-a-Friend (FOAF)1 ontology supports lim-
ited modeling of interests by representing them as pages
on topics of interest. The Semantically Interlinked On-
line Communities (SIOC)2 ontology too has limited sup-
port for representing user interests through the sioc:topic
property, which has a URI as a value. However, the spec-
ifications of these ontologies do not mention how the top-
ics are extracted or inferred.
Modeling communities and roles
Modeling communities from communication media is a
research area that has received attention in recent years.
MacLean et al. [7] developed a system for construct-
ing and visualizing a user’s social topology from his per-
sonal email but did not discover conversation topics. Mc-
callum et al. [8] demonstrated that email conversation
topics can be discovered based on social network struc-
ture and can be used to predict people’s roles. Dev [5]
presents a user interaction based community detection
algorithm for online social networks.
Even though our framework shares the same theoretical
foundation with the aforementioned works, we focus on
extraction and representation of communication context
1 http://xmlns.com/foaf/0.1/ 2 http://rdfs.org/sioc/spec/
to augment a user’s context model rather than commu-
nity detection and role prediction.
FRAMEWORK AND ALGORITHM FOR EXTRACTION AND
REPRESENTATION OF COMMUNICATION CONTEXT
We extract and represent a user’s communication con-
text as a part of a graphical user model called the Se-
mantic Graph. The Semantic Graph is composed of in-
stances of different primitive node and edge types that
higher-level application specific classes can inherit from.
A user’s context can be completely represented in a
context-aware system by means of the graph’s nodes and
edges. Each graph is formed by the union of several
different sub-graphs, where each sub-graph represents a
different aspect of the user’s context model such as the
user’s physical context or activities, spatial context and
location, communication, interests, etc.
In this paper, we focus on generating the communication
sub-graph of a user’s Semantic Graph which represents
his extracted communication context. Tables 1, 2 and 3
show the different node and edge types in this sub-graph
which have been derived from the primitive nodes and
edges of the Semantic Graph.
We employ Algorithm 1 to generate this sub-graph. The
input to the algorithm is the user’s communication log or
“journal” over a window of time. The log consists of one
or more journal entries, which are essentially commu-
nication threads, in chronological order. These threads
may be sourced from multiple online communication and
social media feeds such as Gmail, Facebook etc. Each log
entry represents a thread and has the following compo-
nents: participants (users and other entities), contents,
topics, timestamp of the last updates made by the par-
ticipants, and number of messages/words contributed by
the participants. Each thread can represent an email ex-
change, post/status update, or message chain and con-
tains only the aggregated information formed by pro-
cessing the exchange. Table 4 shows a sample communi-
cation log between a user and her friends on Gmail3.
As explained in Algorithm 1, we first generate a set of
topics for each individual thread using topic modeling
based on Latent Dirichlet Allocation [2]. We then clus-
ter similar threads together by determining the near-
est neighbor node, from among the existing communica-
3 Due to space and privacy constraints, only the thread top-
ics and not the contents are shown.
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Algorithm 1: Algorithm for extracting and representing user’s communication context
Input: User’s communication journal or log for a window of time
Output: Communication sub-graph of the Semantic Graph for the user
Remove all stop words from the contents of each thread;
foreach thread do
Generate a set of topics for its contents using topic modeling;
// Cluster all the similar threads together
Determine the nearest neighbor for the thread using cosine similarity based on tf-idf;
if no nearest neighbor node is found then
• Create a new communication node between the participants and set its contents as the contents of the thread;
• Add the list of thread topics to the node with frequency = 1 for each topic;
• Timestamp of last update for the node ←− Timestamp of the last update to the new thread;
else
• Append the contents of the thread to the existing contents of the nearest neighbor node;
• Update the list of topics and their frequency of occurrence in each node by adding the topics of the new thread: If
a topic has occurred previously in the node, increment the occurrence field, otherwise add the new topic to the list;
• Sort the list of topics based on the frequency of occurrence to generate a ranked list of topics;
• Timestamp of last update for the node ←− Timestamp of the last update to the new thread if it is later;
end
foreach thread that is coalesced into an existing communication node do
// Update the existing contribution edges from the participants
• Weight of each edge ←− Add the contribution (messages/words etc.) of the participant to the thread;
• Timestamp of last update ←− Timestamp of the last contribution made by the participant to the thread ;
end
foreach thread that is created into a new communication node do
// Add a contribution edge instance from each participant in the thread to the new node
• Create a new contribution edge from each thread participant to the newly created communication node;
• Weight of each edge ←− Contribution (messages/words etc.) of the participant to the thread;
• Timestamp of last update ←− Timestamp of the last contribution made by the participant to the thread;
end
// Update communication matrix for the users
∀ Participanti and Participantj ∈ Participants
if a new communication node has been created between Participanti and Participantj then
C[Participanti, Participantj ] ←− C[Participanti, Participantj ] + 1;
return The communication nodes, contribution edges and the communication matrix as the communication
sub-graph of the semantic graph;
tion node instances between the thread participants, for
each thread. In our current implementation, the nearest
neighbor is determined using cosine similarity based on
tf-idf (term frequencies and inverse document frequen-
cies) where the threads are treated as documents. A
threshold of 0.293 (1 - cos 45 ◦) is generally considered
an appropriate threshold for cosine similarity and we use
that. We will explore other alternative techniques, for
determining similarity between nodes, in the future.
If no nearest neighbor is found for a thread, we create
a new communication node instance, add the thread’s
contents to it and set the node’s topics as the list of
thread topics with each topic having frequency 1. The
node is timestamped with the last updated timestamp
of the thread. We also add weighted contribution edge
instances to it from each of the participant node in-
stances and time-stamp them based on the last contribu-
tion made to the thread by each participant. The weight
of each contribution edge is computed based on the con-
tribution of that participant to the thread. If a nearest
neighbor node is found, we append the contents of the
new thread to the existing contents of the node, and up-
date the ranked list of topics as well as the timestamp
of the node. Additionally, we update the weights and
timestamps of the contribution edges.
We also maintain a communication matrix C for the
users where each entry C[Participanti,Participantj ] =
Number of communication nodes between Participanti
and Participantj . The communication nodes, contribu-
tion edges and communication matrix are returned as
the communication sub-graph for the user.
USE CASE FOR EVALUATION
Figure 1 shows the communication sub-graph of a user’s
semantic graph extracted from the threads in Table 4
using our framework and algorithm. It consists of two
communication nodes - node # 1 between participants -
current user ‘XYZ’, friends # 1 and # 2, derived from
threads # 1 - 5 and node # 2 between participants -
user and friend # 1, derived from thread # 6. The last
updated time for each node is also shown and is based on
the last updated time of the newest thread coalesced into
that node. In the current implementation, the strength
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Thread Participants Thread Topics Last Updates # of messages
1 User, Friends #1, # 2 indian food, food, restaurant, palo alto June 9, June 10, June 12 21,7, 7
2 User, Friends #1, # 2 food, free, restaurant June 13, June 13, June 11 20,2, 1
3 User, Friends #1, # 2 food, restaurant, meet, work, June 17, June 17, June 18 5,2, 1
4 User, Friends #1, # 2 indian food, apartment, car June 17, June 17, June 18 2,1, 1
5 User, Friend #1 food, apartment, car June 19, June 19 2, 2
6 User, Friend #1 science fiction movie, friday, theater June 24, June 25 2, 2





Ranked Topic List: 
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Figure 1. Communication sub-graph of a user’s Semantic
Graph extracted using our framework and algorithm
of the contribution edge from each participant is calcu-
lated based on the % of all messages contributed by them
but other alternative approaches based on the number of
words can also be used.
As shown in Figure 1, the top ranked topics between user
‘XYZ’ and her friends are ‘food’, ‘indian food’ etc. ‘XYZ’
and friend # 1 communicated more often on these topics
and hence, their contribution edges have a higher weight
(represented by edge width) while the contribution from
friend # 2 has a lower weight. Since ‘XYZ’ and friend #1
have 2 communication nodes between them, the corre-
sponding communication matrix entry, C[‘XYZ’, Friend
#1], is 2. The communication matrix entry for ‘XYZ’
and friend # 2, C[‘XYZ’, Friend # 2], is 1 since they
have one communication node between them.
Thus, a user’s communication context can be easily rep-
resented using this framework. As more communication
threads from other social media are integrated, the sub-
graph incorporates aggregated information from them
and expands dynamically. Since, we also record the
source and timestamp of the communique, issues like
provenance and timestamping are taken care of. The
framework can be easily extended to derive more node
and edge types as required, thus, making it expressive
and extensible. It does not target any specific domain
and is intended to be general and universally applica-
ble. Furthermore, the user’s extracted communication
context can now enable a context-aware system to infer
a user’s preferences (such as ‘Indian food’ and ‘Science
fiction movies’ in this case). This, in turn, helps person-
alize the information provided by it to the user.
CONCLUSION AND FUTURE DIRECTIONS
In this paper, we demonstrated that a user’s communi-
cation context can help improve his interaction with a
smart object such as a context-aware system as it en-
ables the system to infer his interests and provide highly
personalized content to both individuals and groups of
users. We presented a hybrid framework and algo-
rithm for extracting and representing a user’s commu-
nication context from his aggregated online communica-
tions. This framework is derived from traditional graph
based and object oriented models and employs various
Natural Language Processing techniques. It has been in-
corporated as a part of a graphical user model called the
Semantic Graph. We also evaluated the framework using
the email communication log of a user. Our next step is
to perform its real-time validation with several users to
evaluate its scalability, flexibility and universality.
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ABSTRACT
Intelligent wearable accessories are becoming popular
with smartphone users. They bring more modality op-
tions and convenience to our interaction with smart-
phone applications. Real beneﬁts come when applica-
tions can adapt intelligently to the new and existing in-
terface options. This paper suggests how such adapta-
tion can be realised in a voice search application using
a multi-agent architecture. A preliminary design of the
architecture is presented here together with an outline
of our future work.
Author Keywords
Smartwatch; multimodal ﬁssion; multi-agent
architecture; contract net protocol.
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INTRODUCTION
With Apple Watch, Pebble Smartwatch and an increas-
ing number of Android Wear device models becoming
available, mobile information retrieval is facing new op-
portunities and challenges. As extension of smartphone
functionality, these wearable accessories also present to
us new ways to interact with mobile applications and
services. In particular, multimodal interaction is set to
gain more traction with wearable accessories [4].
Before Apple introduced Siri in 2011, mobile search was
already growing rapidly as the number of mobile phone
users increased. According to an European study [1], ac-
tive mobile search users accounted for only 8% of the mo-
bile user population in the late 2010’s. By 2013, 58.7%
of smartphone users accessed search while 73.9%of tablet
users access search [2]. When searching for location-
based information, search engines can ﬁlter and rank
Permission to make digital or hard copies of all or part of this work for
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search results based on the user’s location. A study
on mobile search for location-based information showed
that the average number of clicks decreased and the rel-
evance of the ﬁrst-ranked result increased with location-
based mobile search [9].
In the past, mobile search as a means of Internet in-
formation retrieval was hampered by the limited size of
both the input keyboard and the display on a typical
smartphone. Voice search using Siri or Google Now is be-
coming increasingly popular as a means of information
retrieval on smartphones. The use of wearable acces-
sories such as Apple Watch renders mobile voice search
interaction more compelling.
While performing a voice search on a proper smartphone
has its pros and cons (e.g. hands-free convenience vs.
voice recognition processing delay), it could well be the
only option on a smartwatch. Nevertheless, if the smart-
watch is equipped with a display, the results of a voice
search can be customised for:
• the smartwatch display, or
• the smartphone display, or
• voice response on smartwatch, or
• voice response on smartphone, or
• voice response on earphone or bluetooth-connected
headset (if present), or
• any combination of the above.
Smartwatches are generally designed to present informa-
tion in ways that are diﬀerent from smartphones, given
the smaller displays and possibly diﬀerent navigation
methods. Even the dialogues of voice response can diﬀer
between smartphones and smartwatches.
The additional means of presenting search results
brought by wearable accessories could bring choice in
user interaction; this, however, could translate into ei-
ther convenience or hassle, depending on how well the
smartphone works seemlessly with the wearable acces-
sory in adapting the presentation of voice search results.
This is illustrated in the following voice search scenarios:
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1. User raises arm and utters to smartwatch, “Next ap-
pointment.” and the smartwatch displays the time,
subject and location of the next appointment. User
swipes smartwatch display to check the location on
the map.
2. User raises arm and utters to smartwatch “Next ap-
pointment.” and the smartwatch replies, “Your next
appointment, dental check up, will be in 1 hour 20
minutes. Would you like to show the map location
on the phone?”. User replies, “Yes.” and the phone
displays the map.
The above scenarios assume that the map application is
available on both the smartphone and the smartwatch.
Scenario 1 involves using only the smartwatch whereas
scenario 2 requires both the smartwatch and the smart-
phone. While it would be straightforward to provide
a user setting for choosing between the two scenarios
(e.g. by enabling/disabling the verbal suggestion in sce-
nario 2), we can regard them as two diﬀerent multimodal
presentations of voice search results; the choice between
them could be made by the system depending on the
current conditions at the time of usage and also the cur-
rent user preferences. For instance, scenario 1 could be
automatically chosen when:
• either the smartwatch, smartphone, or both are
muted,
• the smartphone is playing music, or
• the user is walking.
On the other hand, scenario 2 could be the default option
when the user is driving.
Today’s wearable smartphone accessories have built-in
sensors such as pedometer, accelerometer, GPS receiver,
etc. that help detect the environmental and behavioural
conditions such as “the user is walking”, “the user is
driving” under which voice search is carried out. The
smartphone operating system can record such sensor
data together with other relevant data such as user set-
tings and usage of smartphone applications as records of
voice search scenarios for adapting the modality of voice
search.
Our work is mainly concerned with voice search on
smartphones that are paired with smartwatches but it
can also be readily generalised to other smartphone ap-
plications that work with smartwatches.
RELATED WORK
The work described in this paper is closely related to
the previous work on the WWHT (What, Which, How
and Then) model for multimodal fusion/ﬁssion based on
contextualisation [10]. An adaptive multimodal user in-
terface for mobile devices with visual, audio and tactile
outputs is presented in [14]. It can replace the normal
graphical user interface (such as Android or iOS) when
the user is highly mobile or cannot aﬀord full attention to
operating the device. The multi-modal interface lightens
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Figure 1. A multi-agent architecture for modality selec-
tion
the user’s cognitive load through simple text messages,
blink patterns, voice messages, alarm patterns and vi-
bration patterns.
Agents are employed in the JASPIS architecture to man-
age alternative inputs, dialogues as well as presentations
in adaptive speech applications [13]. Agent negotiation
is involved in the planning of multimodal presentations
using MAGPIE [5]. Rather than dealing with modal-
ity selection, agents representing components (e.g. table
cells) of a particular modality (e.g. table) are responsi-
ble for negotiating over the allocation of limited over-
all resources (e.g. maximum table size) in the planning
of the presentation. The selection of modality is based
on heuristics only. Furthermore, unlike the system dis-
cussed in this paper, MAGPIE utilises a hierarchical
blackboard architecture in which agents are organised
into hierarchical groups.
Machine learning has traditionally been important for
modality handling (e.g. speech recognition, eye track-
ing, etc.) and modality fusion [3]. In [6], a multimodal
multimedia computing system adapts its user interface
based on environmental factors (e.g. location, noise level,
etc.) with the help of machine learning. In this system,
a single agent with machine learning capability is re-
sponsible for modality selection. The collection of touch
interaction data on smartphones for mining behavioural
patterns of smartphone users has previously been sug-
gested [8]. In [11], machine learning is applied to user-
smartphone interaction data to predict the disruptive-
ness of smartphone notiﬁcations. Six diﬀerent machine
learners (SVM, NB, kNN, RUSBoost, Genetic Program-
ming and Association Rule learning) were employed to





































Figure 2. Agent negotiation process
A MULTI-AGENT ARCHITECTURAL DESIGN
This section gives the outline of a multi-agent architec-
ture that supports dynamic and intelligent adaptation of
the interface of a smartphone voice search application.
We follow the seminal work on agent negotiation based
on the control net protocol [12] and employs two
types of agent, namely, manager agent and task agent.
Figure 1 depicts the multi-agent architecture for a
paired smartphone-smartwatch conﬁguration. A man-
ager agent is responsible for announcing tasks by send-
ing out task proposal messages to task agents. Assuming
that only one voice search application is running at any
one time, handling voice search requests one at a time,
there need be only one manager agent. As mentioned
in the Introduction section, voice search results can be
customised for diﬀerent modalities and, for each diﬀer-
ent modality, a task agent is responsible for negotiating
with the manager agent for modality selection.
As soon as a voice search result becomes available, it
is directed to the manager agent for selecting the most
appropriate way to deliver the result to the user. The
manager agent initiates a negotiation process (see Fig-
ure 2) which consists of three phases :
1. The manager agent broadcasts a task announcement
message to all task agents.
2. For each task announcement message, each task agent
checks the current status of its associated device
(phone or watch) and preference settings of the user
and decide whether to bid for the task. If yes, the
agent needs to formulate a bid message and submit it
to the manager agent.
3. The manager agent collects all the bids and evaluate
them to decide which modality is best suited for pre-
senting the current voice search result.
Note that in case the manager agent does not receive
any bids, it simply wait for a random amount of time
and then re-announce the task.
Bid Formulation and Selection
Task agents formulate bids based on the characteristics
of the voice search results, user proﬁles/settings and the
status of the output channels. A task agent may also
choose not to bid under certain circumstances (e.g. when
the watch’s battery is low).
Various bidding schemes can be devised and it is the aim
of our research to experiment with a number of such
schemes and evaluate their performance in supporting
multimodal mobile voice search. Currently, we are con-
sidering the following bidding schemes:
1. Programmatic rule-based bid selection Task
agents simply provide the status of their output
channels in their bids. The manager agent is pro-
grammed according to a set of predetermined logical
(if..then..else) rules based on the available data to ar-
rive at a decision. e.g.:
If the surroundings are noisy and the user is walking,
output to Watch Display.
If the surroundings are not noisy and the user is walk-
ing, output to Watch Voice.
2. Probabilistic rule-based bid selection A problem
of the above Programmatic rule-based scheme above
is that the potential number of conditions and their
combinations are potentially very large and tedious to
code and there is no provision for uncertainty or ambi-
guity in the conditions. Following the expert system-
based approach in [7], task agents can simply provide
the status of their output channels in their bids and
the manager agent utilises a set of probabilistic rules
for evaluating bids. Each rule captures some knowl-
edge about the user and/or environmental conditions
and assign a probabilistic reward/penalty to an output
channel (or a combination of output channels), e.g.:
If the surroundings are noisy, output to Phone/Watch
Voice (50%) .
If the user is walking, output to Watch Display/Voice
(50%).
For each voice search output, the manager agent has
to activate the relevant rules, compute the probability
of any combined conditions and select the one with
the maximum cumulative reward.
3. Data-driven bid selection The scheme requires a
set of historical multimodal voice search scenario data
accumulated by the smartphone and a data mining
algorithm to derive rules for associating voice search
scenarios with suitable output modality. The level of
suitability in each scenario can either be rated subjec-
tively by the user or derived from the user reaction
to the voice search result in each case. For instance,
if the user ignores an output on the smartwatch and
chooses to open the result on the smartphone’s display
instead, the suitability of the former is considered as
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low. For subjective rating, the voice search applica-
tion can be extended with a rating menu or a rating
dialogue.
When considering the computational complexity of the
above schemes, the ﬁrst one is trivial as it is not based on
any rules or data. The second scheme has a complexity
dependent on the set of rules and it aﬀects the real-time
performance of the application since the expert system
will run in real-time. Finally, the complexity of the third
scheme is based on the amount of data but the data
mining algorithm is supposed to be run oﬄine.
FURTHER WORK
The multi-agent architecture and bid selection schemes
outlined in the preceding section are being implemented
in Android and Android Wear. Student helpers will
be invited to participate in the experiments. The ex-
perimental design is modelled after that in [11]. An
Android voice search application which extends Google
Voice Search is being developed for the experiments in
this research. The custom application will support web
search, contact search and appointment search.
Each helper will carry an Android smartphone and wear
an Android smartwatch customised for the experiments.
Usage data will be collected internally by the smart-
phones and each helper will also provide subjective rat-
ings of the voice search application on a daily basis. The
ratings will cover both qualitative and quantitative as-
pects of their experience; these include the suitability
of modality selection as well as the relative performance
of the diﬀerent bid selection schemes. Collected data
will be analysed for evaluating the relative merits of the
diﬀerent bidding schemes as well as the multi-agent ap-
proach on the whole.
CONCLUSION
Smart accessories for smartphones are coming of age
and intelligent multimodal user interface is becoming
mainstream. A multi-agent architecture lends itself to
the problem of modality selection based on distributed
sources of data. This research addresses the relative mer-
its of diﬀerent bid selection schemes and the results are
expected to contribute to the design of more eﬃcient and
eﬀective user interface for smartphone applications.
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In this paper we provide a system for using in-air interaction
techniques for eyes-free text entry. We show that complex
tasks as text entry can be performed using a mix of simple
pinching gestures, which provides the user with a feedback
from his or her own sense of touch, compensating for lack of
feedback in many touch and in-air interaction techniques.
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INTRODUCTION AND BACKGROUND
Much research has been performed on different text entry
methods. The area was especially motivated by the advent
of new small devices, such as mobile phones, as well as no-
keyboard touch-based technologies such as smart phones and
tablets. These new interfaces required new efficient text entry
methods, in order to cope with the lack of classic hardware
keyboards. As a result, different hardware interfaces, algo-
rithms and virtual keyboards have been developed to improve
the situation. LetterWise [8], for example, offers a predic-
tive text entry method, which uses probabilities of letter se-
quences to enhance the performance of text entry. WordWise
[4], a commercial technology for text-entry on small key-
boards, predicts the entered word by looking at the sequence
of pressed keys, which avoids the user from pressing a key
multiple times. Such methods require the user to get a con-
tinuous visual feedback through the screen, as dealing with
ambiguous predictions is up to the user. Perkinput [5] on the
other hand offers a nonvisual text entry on touch screens by
detecting user’s input fingers and assigning each finger to a
Braille bit, hence enabling blind and visually impaired users
to enter text on touch screens. It though requires a rather large
interaction area, since both of user’s hands should be on the
screen. Escape-Keyboard [6] is another eyes-free text entry
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technologies, which recognizes user input based on the area
of screen being touched as well as the flicking gestures per-
formed by the user afterwards. Tapulator [10] also allows
for nonvisual input, but it can only be used for number entry.
Table 1 shows a summary of the mentioned technologies.
Technology Eyes-Free Mid-air Input Type
WordWise No No Word
LetterWise No No Character
Perkinput Yes No Character
EscapeKeyboard Yes No Character
Tapulator Yes No Number
Table 1. Comparing different text entry technologies
As using in-air gestures is starting to become established as a
form of interaction, in-air text entry can be potentially a new
form on interaction. This is mainly due to advent of advanced
depth-sensing cameras such as Kinect [2] and Leap Motion
[1]. These technologies enable affordable in-air hand and fin-
ger interaction, which allows the users to give inputs without
touching any surface or button. This minimal interaction ex-
perience comes with its own problems. Apart from fatigue,
which is one of the main problems experienced by majority
of users, lack of haptic feedback is a major challenge, which
makes the users dependent on some sort of visual feedback.
This in turn makes eyes-free [9] interaction impossible.
While we do not expect such text entry methods to perform
better in terms of speed or accuracy, the fact that such meth-
ods do not require any visual representation enables us to in-
teract with small screens more efficiently, since there is no
need anymore to display a soft keyboard on the screen.
Even more important, blind and visually impaired users will
be able to type without the use of a keyboard or speech-to-text
program, hence enabling them to use their voice for purposes
other than text entry, e.g. speaking or chatting with other peo-
ple, while entering a text on their devices.
SYSTEM DESIGN
Since our text entry method relies on detecting in-air hand
pose and gesture, we need a sensor system to recognize users’
hands. Over the past couple of years, we evidenced an in-
crease in such sensors, particularly vision based ones. Hence,
while developing this research, we assume the skeletal model
of the hand as a given. In other words, how this skeletal model
is produced is not our concern. Hence, we can use this sys-
tem with any sensor, as long as it can provide a skeletal model
of the hand. Currently, for practical purposes and due to its
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wide availability, we use a Leap Motion sensor which pro-
vides such a model (Figure 1).
Figure 1. Skeletal model of the hand provided by Leap Motion [3]
System setup
In our setup, the Leap Motion sensor is put on a desk, and the
user can interact with it in the area above it. The orientation
and exact location of the sensor is not important, as long as it
is able to see both hands.
Gesture selection and recognition
Our gesture selection approach has two steps. Firstly, we
select a set of gestures which are easy for users to perform
eyes-free. We call such gestures basic gestures. Since the
set of such gestures is rather small, we cannot correlate them
directly to English alphabet. Hence, a combination of these
gestures are defined to get a larger set of gestures (Figure 4).
We call these gestures complex gestures.
The basic gesture recognizer recognizes five different ges-
tures per hand: one open hand gesture, and four different
pinching gestures: pinching index finger, middle finger, ring
finger and little finger. The corresponding skeletal model of
these gestures can be seen in figure 2. We omit showing right
hand gestures for brevity.
(a) Index pinch (b) Middle pinch (c) Ring pinch
(d) Little pinch (e) Open hand
Figure 2. Left hand gestures as seen by the sensor
These gestures are recognized by looking at the distance be-
tween thumb and other fingers, and if the distance between tip
of thumb and another finger tip is below a certain threshold,
a pinching gesture is recognized (in case of multiple fingers
fitting into this criterion, we take the finger that has the min-
imum distance with thumb). The output from this gesture
recognizer is a stream of symbols, each corresponding to a
basic gesture, as shown in table 2.
Pose Symbol
Right hand Open o
Right index finger i
Right middle finger m
Right ring finger r
Right little finger l
Left hand Open O
Left index finger I
Left middle finger M
Left ring finger R
Left little finger L
Table 2. List of gestures and their corresponding symbols
Left hand and right hand gestures are always emitted in pairs,
as in the following example:
oOiIoOmM...
Such streaming output is used as the input of a complex ges-
ture recognizer, which tests the stream against a set of criteria,
each indicating a complex gesture. This check is performed
using one Finite State Machine per complex gesture. For ex-
ample, we can define a complex gesture for entering letter A
with the following sequence:
oOiOiMoO
That is, in order to enter an ”A” letter, the user should start
with open hands, then pinch her left hand and then, while
keeping that pinch, pinches her right middle finger, and then
should release both pinches. Since we are streaming the
gestures on a fixed time basis (every 100 milliseconds), our
stream will generate more than one symbol per gesture, i.e.
if a user keeps his hand open for one second, the system will
stream out 10 oO symbols. This will later help us to deter-
mine gestures based on their temporal characteristics. But in
order to determine corresponding gesture for letter A, as men-
tioned above, we need to disregard repetitive gestures. This
can be better described by a Finite State Machine (FSM) (see
Figure 3).
Figure 3. A finite state machine for describing a complex gesture
Looking at complex gestures in form of a finite state machine
of basic gestures has four major benefits:
1. Since we have a small set of basic gestures, it would be
easy for the users to learn how to interact with the system.
2. Developing a gesture recognizer for a small set of basic
gestures takes little effort.
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3. Defining complex gestures as a formal automata enables us
to quickly define a large number of new gestures.
4. We can systematically find conflicts among different ges-
tures, by calculating their intersection automaton.
In practice, we define such formal automata using regular ex-
pressions [11], i.e. we define the above-mentioned state ma-
chine using the following regular expression:
(Oo)+ (iO)+ (iM)+ (oO)+
Since we can define a large number of conflict-free complex
gestures, we define a one-to-one relation between gestures
and English letters, i.e. each complex gestures correlates to a
letter of English alphabet.
Figure 4. An overview of the system
Dealing with uncertainty
Despite significant improvement in sensory technology, the
output of all of these sensors has a level of uncertainty (due to
noise, occlusion, inherent system errors, ...). Since we do not
want to deal with sensory technology in this research, we con-
sider uncertainty as an input to our system. This uncertainty
affects our basic gesture recognizer, as any error in skeletal
model of the hand can directly affect our interpretation of
gestures. The degree of such errors varies with the type of
gestures (presumably due to occlusion, asymmetric relative
position of hand and sensors, and so on). Figure 5 shows an
example of these measurement errors, in an experiment with
only one user, with 58 repetition for each gesture.
Figure 5. Correct measurement of pinching gestures. 0: Left Index, 1:
Left Middle, 2: Left Ring, 3: Left little, 4: Right Index, 5: Right Middle,
6: Right Ring, 7: Right little
We try to address this issue by converting the problem to a
bigram model. We assign each state to a basic gesture. Since
each letter is represented by a sequence of symbols (complex
gestures), the state transition probability of the model can be
inferred from two known parameters: transition probability of
basic gestures in the set of complex gestures, and frequency
of English letters. We can then marginalize the English let-
ter’s frequency probability out to get bigram probability of
basic gestures, which is the transition matrix of our bigram








Finally, the observation probability matrix of the model,
P (si|oi), is measured by an experiment. In this experiment,
we measure the observation rate of different gestures when a
specific gesture is expected. In figure 6, we see the observa-
tion probability of different gestures when the user performs
an oR gesture.
Figure 6. Observation probability of different gestures when basic ges-
ture oR is performed. Unobserved gestures not shown.
CONCLUSION AND FUTURE WORK
In this paper, we described a new technique for in-air eyes-












Figure 7. A partial representation of the Hidden Markov Model. si
and sj represent states (hence basic gestures), and oi and oj represent
observations. Tij = P (si|sj) and Oij = P (si|oj)
could be performed eyes-free, and systematically defined a
larger set of gestures based on those basic gestures. Our fu-
ture work will focus on testing the effectiveness of the system,
particularly for accessibility use cases. Moreover, our basic
gesture recognizer is a very naive one, and we are working on
extending it by using a programming by demonstration [7]
approach, where users can define their own set of basic ges-
tures in a more efficient way. Finally, comparing this method
of text entry with other methods will conclude this research.
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