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Linear Convolutional Codes for Compound Channels* 
SUDHAKAR M.  REDDY 
Department of Electrical Engineering, University of Iowa, Iowa City, Iowa 52240 
A class of linear convolutlonal codes for compound channels (i.e., channels 
on which burst and random errors occur) is given. It is shown that for any rate 
and burst  length there exists a linear convolutional code of that rate that can 
correct almost all bursts of errors of that length and that requires a much 
smaller guard space than any code that can correct all possible bursts of errors 
less than or equal to that length. Protection against random errors can be 
obtained at the expense of the burst-error-correction capability. Explicit 
formulas are given for the number  of bursts and random errors that can be 
corrected. 
A particular scheme to construct some codes is given. It is noted that these 
codes exhibit l imited error propagation. A technique for construct ing codes 
that can correct random errors within the guard space is also given. 
I. INTRODUCTION 
Several authors have suggested schemes for constructing linear convolu- 
tional codes [Massey (1968); Gallager (1968); Kohlenberg and Forney (1968); 
Ebert and Tong (1969); Tong (1969a,b)] for compound channels. The 
work reported here exhibits a new class of linear convolutional codes [Reddy 
(1968b)] for such applications. Some of these codes were independently 
obtained by Tong (1969a). 
The following notation is used in this paper. A rate ka/n, linear convolu- 
tional code is the row space of a semiinfinite matrix G~, shown in Fig. 1. 
The elements of G ,  are from a finite field GF(q). The first ha rows of Go~ 
are called the generators of the convolutional code. It is convenient o 
truncate the first h a rows at the block where the remaining entries to the 
right are all zero and call these truncated rows the generators of the convolu- 
tional code. If  the generators then are (M + 1) blocks long, the error- 
correction capability of the convolutional code in feedback decoding mode 
can be investigated from the properties of the row space of the finite matrix 
* Most  of the work reported in this paper was done while the author was with the 
Bell Te lephone Laboratories, Holmdel,  New Jersey, dur ing the summer  of 1968 and 
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FIo. 2. The matrix Grn corresponding to feedback decoding• 
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which is formed by the first (M-t- 1) n e columns and (M + 1) he rows 
[Reddy and Robinson (1968)], shown in Fig. 2. This matrix will henceforth 
be referred to as GF9 • 
II. LIST OF SYMBOLS 
G~ Generator matrix of a linear convolution code 
M One less than the number of nonzero blocks in the generators of a linear 
convolutional code 
kc Number of information digits per block of a linear convolutional code 
n, Number of transmitted igits per block of a linear convolutional code 
GFD The matrix made up of the first (M + 1) n~ columns and (M -}- 1) k~ 
rows of G~o 
G o Generator matrix of a block code 
I r Identity matrix with r rows and r columns 
0r,c An all-zero matrix r rows and c columns 
Z Number of all-zero blocks introduced between consecutive blocks of 
the generators of a convolutional code for burst error correction 
(interlacing parameter) 
e Maximum number of errors corrected in a decoded block 
nb Number of transmitted digits in a block code 
k b Number of information digits in a block code 
d b Minimum distance of a block code 
d, Minimum distance of a convolutional code 
Ix] Integer part of x 
Ix] Least integer greater than or equal to x 
I I I .  CONSTRUCTION 
An example will demonstrate the ideas behind the construction of the 
proposed codes. Consider the convolutional code over GF(2) specified by 
the matrix GFD below. 
-1 1 1 
1 1 1 
1 1 0 
1 0 1 
G jF D 
1 1 1 1 1 1 1 0 0 0 0 0 0- 
1 0 0 0 0 1 0 1 0 0 0 0 0 
0 1 1 0 0 1 0 0 0 1 0 0 0 
0 1 0 1 0 1 0 0 0 0 0 0 0 
C 1 1 1 1 1 1 1 1  
1 1 1 1 0 0 0 0  
1 1 0 0 1 1 0 0  
1 0 1 0 1 0 1 0 A  
nc=8,  andM=l .  Clearly, it is a code of rate 1/2 with kc = 4, 
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Burst Error Correction 
The code described above corrects all but a fraction less than 1/16 of 
Type Bz bursts [Wyner and Ash (1963)] of length 8. Any uncorrectable 
burst must have weight at least 4. The guard space required is 8. These 
claims can be justified by exhibiting an appropriate decoding algorithm. 
The decoding algorithm proposed is motivated by the observation that 
the first eight columns and four rows form a generator matrix for a 1st 
order Reed Muller code (RMC) [Peterson (1961)] or (8, 4) Hamming code, 
with db = 4. The last eight columns and eight rows form a nonsingular 
matrix (since they are the generators for the trivial (8, 8) 3rd-order RMC). 
The decoding algorithm is as follows. Compute the syndrome of the 1st 
order RMC over the first block of the received message. I f  the syndrome 
is zero, accept the information bits as computed from the first block. I f  
the syndrome is nonzero, assume the second block is error-free, and determine 
all eight information digits of the first and second blocks from it. 
Now let us suppose that there is a burst of errors in the first block. We 
will get a nonzero syndrome unless the burst looks like a code word in the 
first order RMC. That is, we will miss detecting this burst only 15 times 
out of all the possible 255 times. (The all-zero word is not counted as a 
burst.) Assuming that we detect this burst, if the next block is error-free 
the computation of the first block information bits from the next block is 
correct. If a burst affects the second block only, the first block information 
bits are correctly computed from the error-free first block. Thus any burst 
affecting only one block can be corrected. Once the first block information 
bits are estimated, their effect can be subtracted out from the received 
message and the second and subsequent blocks can be decoded in a similar 
manner. 
Random Error and Burst Correction 
Any two code words differ in at least 4 positions in the first block and 
one more in the second, hence the code has minimum distance of 5 and 
should be able to correct double errors. Since the first block of GFD alone 
has db -~ 4, one can correct single errors within the first block. So now 
we modify the decoding algorithm to compute the information bits of the 
first block from the second block only if we detect two or more errors in 
the first block. 
I f  there are never more than 2 errors in 2 received blocks, then we shall 
correct all such errors, either in random mode (if there is only one error 
in a block) or in the burst mode (since there are two errors in the first block, 
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the second block will be error-free). The modified algorithm still has some 
capability of detecting Type Bz bursts of length 8; but since we have now 
assigned 8 more cosets for random error correction, we will now miss 
15 -]- 8 × 16 = 143 bursts out of the 247 possible bursts containing more 
than one error. The minimum weight of any undetected burst is 3. 
Generalization 
We begin with some observations which will help us show that the 
information bits in a block can be estimated from succeeding blocks when 
a burst is detected. 
Let G b be a generator matrix for an (n 0 , k0) block code. Since the matrix 
G b has rank k0, there exists a k 0 by k b submatrix which is nonsingular. 
Without loss of generality we can assume that it is at the left end of Go • 
Then we write G b = [LkbP~b,%_k~], where L~b is the nonsingular matrix 
cited above, and PT~b,n_e~ is the remaining k b by (nb --  kb) matrix. Consider 
the augmented matrix GAb defined as follows: 
[On9--kb,tcb Inb-k b ] 
GAb = [ LoB Pk~,~-kbJ ' 
where O%_~b,e b is an (nb -- kb) by k b all-zero matrix, and I%_ko is the (nb --  kb) 
by (no -  kb) identity matrix. 1 Clearly GAb is nonsingular. Consider yet 
another matrix G as given below: 
G = 
-Onb--kb,~ b -[no--k b ] 
8,n b I Lz~ b Pk~, nb--7~O3 
where 0s,,, b is an s by n b all-zero matrix. If T - XG is a given row vector 
of length n 0 , one can solve for the n 0 coefficients of x which do not include 
those in the middle s positions. 
The observations of the above paragraph and the following example 
should clarify how one can generalize the codes proposed. 
Let k c = 3 and n c ~ 4. Choose a (4, 3) block code, for example the 
one for which the generator matrix is given below: 
1 Instead of (nbI"-%' any nonsingular matrix will suffice. For that matter one can 
always choose kb) rows not necessarily starting with kb zeroes to make GA 
nonsingular. The reason for the choice of 1%_% is to facilitate analysis of error propaga- 
tion properties for these codes when both burst and random errors are corrected. 
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For this code 
L3= 1 
0 
The hc/ne convolutional code is 
V1 1 1 1 0 0 
1 1 00  00  




Gb= 1 0 . 
0 1 
const ructed in the~l lowingway:  
O1 0 0 0 0  0 0 0 ~  
O0 0 0 0 1  0 0 0 0  
O0 0 0 0 0  0 0 0 1  
1 1 1 1 0 0 0 1 0 0 0 0 
1 1 0 0 0 0 0 0 0 0 0 1 
1 0 1 0 0 0 0 0 0 0 0 0 
1 1 1 1  00 '01  
1 1 0 0  0 0 0 0  
1 0 1 0  0 0 0 0  
1 1 1 1  
1 1 0 0  
1010.  
It is to be noted that the second block of columns forms a matrix G of 
the type described above. When the effect of the second block information 
bits is removed, the third block takes a similar form, and so on. 
Decoding is as described earlier, except hat now when a burst is detected 
the first information bit of the first block is estimated from the second 
received block, the second information bit of the first block is estimated 
from the third received block after the effect of the second block information 
bits has been removed, and so forth. The error-free guard space required 
is therefore three blocks. 2
In general, the h e generators of the codes being constructed can be con- 
structed as shown in Fig. 3 for codes of rate greater than or equal to 1/2 
whenever (n~ - -  he) divides kc • For other rates it is easy to see the modifica- 
tions needed. 
2 It came to the author's notice that the codes whose construction scheme is given 
above were independently discovered by Dr. S. Y. Tong of Bell Telephone Labora- 
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To correct longer bursts, for given nc and kc, an appropriate number 
Z of all-zero blocks can be introduced between successive blocks of the 
convolutional code generators. (This is sometimes called interlacing.) In 
this case there are two possible modes of operation. First, one can decode 
block by block; whenever a burst is detected in a block the corresponding 
information bits can be computed from the appropriate succeeding blocks, 
assumed to be error-free. Second, one can assume that, when a burst is 
detected, the next Z blocks are affected by the burst; the information bits 
corresponding to these (Z + 1) blocks can be computed, as above, from an 
appropriate number of succeeding blocks, assumed to be error-free. (Or, to 
be safe, one can assume the burst starts somewhat before the detected block.) 
The latter of these two modes is more certain to detect high-density bursts, 
but requires a larger error-free region when a burst of length less than 
Z + 1 blocks has actually occurred. 
The error correction capabilities of the proposed codes is given below 
for codes with Z = 0 (no interlacing): 
Number of random errors corrected per block ~ e, e ~ [(db - -  1)/2]; 
Fraction of bursts that are not detected = ~=0 (~°)( 2k° --  1)/2n° --~i*-0 (~°); 
Minimum number of errors in undetectable burst: d b --  e; 
Decoding constraint length --~ [k~/(nc - -  kc)] + 1 blocks. 
These formulae were also obtained by Tong (1969a). 
For Z >/0,  the guard space required for the proposed scheme is 
[kc/(n~ - -  kc)]Z blocks, which is [R/(1 --  R)](Z + 1) blocks, where R = kc/ne. 
For convolutional codes that correct all bursts the required guard space is 
(1 + R)/(1 --  R) (Z  + 1) blocks [Gallager (1968)]. For example for R ---- ½, 
the proposed scheme requires a guard space equal to (Z + 1) blocks and 
a scheme that corrects all bursts requires 3(Z + 1) blocks. " 
IV. ERROR PROPAGATION 
DEFINITION. The propagation length of a feedback decoding scheme for 
a linear convolutional code is defined as the number of blocks of error-free 
message required, after an erroneous decoding decision, such that the current 
decoder decisions are not influenced by past decoding errors. 
When both random and burst error-correction are done, we can compute 
an upper bound on the number of consecutive rror-free blocks that are 
needed to restore the decoder to correct operation as follows. As before, 
we assume that up to e errors in a block are corrected in random mode. 
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We note that M consecutive correct block decodings are sufficient o clear 
the decoder of past decoding errors, and that if the decoder is to make a 
wrong decision due to past decoding errors only, then there must be at 
least d~ --  e past information bit decoding errors. 
Now assume that there is one error-free region in the received message. 
We assume that Z is zero. Any time the decoder enters burst mode, the 
decoder comes out of error propagation within M blocks. So the worst case 
is when the decoder emains in random mode. After M blocks of decoding, 
there are at most 3lie propagating errors due to past decoding errors. Since 
only the last M decoder decisions affect future decisions, an upper bound 
on the number of propagating errors after decoding a second set of M blocks 
is the maximum of min(Me -- P2(db -- 2e), p2e) 3 as P2 varies from 0 upwards, 
where P2 is the number of wrong decisions in decoding the second set of M 
blocks. Let this number be E~. Then an upper bound on the number of 
errors after decoding a third set of M blocks is 
max(min(E 2 -- p3(d~ --  2e), p3e)) = E 3 . 
Error propagation must stop after the l-th block Pz when E, < do -- e. 
So the length of error propagation is upper-bounded by M( l  q- 2) blocks. 
This bound on error propagation length improves the one given in Tong 
(1969@ (The formula in the reference cited should read 
3(b - 1) + t -T2~j  
in terms of the notation used in that paper, to be consistent with the 
arguments used therein). 
V. FURTHER GENERALIZATION 
The codes proposed can be further generalized such that in many cases 
the guard space need not be completely error f ree /The  basic idea is presented 
through an example. 
a Each wrong decision in decoding the second set of M consecutive blocks is caused 
by at least d -- e propagating errors and in turn causes us more than e errors, so that 
for each wrong decision the number of propagating errors is reduced by at least 
db -- 2e, and their total number is upper-bounded by P~e. 
4 To the best of our knowledge this result seems to be the first that allows error 
correction withing the guard space. 
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The main idea is that when e ~-~ t, one can find a t-error-correcting code 
which is a proper subcode of an e-error-correcting block code. 
An M --~ 2, rate-64/127 linear convolutional code will now be constructed 
from a (127 99) BCH code. A (127 99) BCH code has minimum distance 9 
and contains a (127 64) BCH code of minimum distance 21. We will need 
only 96 of the 99 rows of the generator matrix of the (127 99) BCH code. 
The 64 convolutional code generators are formed as shown in Fig. 4. These 
generators are described in terms of the rows of the (127 99) and the (127 64) 
BCH code generator matrices. The corresponding GFD is given in Fig. 5. 
It can be seen that in the absence of errors, the first received block will 
be a code word in the (127 64) BCH code, while the second and third received 
blocks will be code words in the (127 99) BCH code. Therefore, the first 
block can be decoded with a (127 64) BCH code decoder, and the second 
64 rows corres- 
ponding to the 
(127,64) BCH 
code generator 
matr ix  
32 rows from the 
(127,99) BCH code 
other than those 
that generate the 
(127,64) subcode 5 
all zeros 
all zeros 
the same 32 rows 
ment loned in the 
second block 
FIG. 4. Generators of a rate 64/127 convolutional code. It can be shown that 
one can always choose a generator matrix for the (12799) code such that 64 of its 
rows generate the (12764) code. See the appendix for further comments. 
GFD = 




32 rows from the 
(127,99) BCH code 
mentloned earl ier 
all zeros 
64 rows of the (127,64) 
BCH code generator 
matr ix  
all zeros 
32 rows from 
the (127,99) 
BCH code men- 
tloned earl ler 
32 rows from the 
(127,99} BCH code 
mentioned eari ler 
all zeros 




FIG. 5. The GFD matrix of the code whose generators are given in Figure 4. 
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and third blocks with (127 99) BCH code decoders which can correct up 
to four errors in each guard space block. If one mechanizes the (127 64) 
decoder to correct up to four errors and detect five or more errors, say, 
then the code can correct up to nine random errors, since when more than 
four errors occur in the first block, the information bits of the first block 
can be obtained from the second and third blocks. The code can also correct 
all Type B2 bursts [Wyner and Ash (1963)] of length 127 excluding the 
(1~7) (264 - 1) ' 
bursts which are within distance 4 of nonzero code words; the minimum 
weight of any undetectable burst is 17. Most important, his burst-correction 
capability is maintained with up to four random errors in each guard space 
block. 
We now show that error propagation ceases after blocks with no more 
than four errors in each block. When the first of the four blocks is being 
decoded, either the decoder correctly estimates or else it detects, since 
the effect of any previous decoding errors is to erroneously subtract some 
linear combination of the 32 generators of the (127 99) code that are not 
generators of the (127 64) code; any such linear combination must be at 
least distance 9 from any code word of the (127 64) code; and four more 
errors can at most bring such a linear combination to within distance 5 of a 
code word of the (127 64) code. The same is true for the second block if 
detection occurs in the first block. Therefore the third and fourth block, 
are correctly decoded. 
One can readily see that codes such as this one can be constructed for 
all rates. To increase the length of correctable bursts, one can interlace 
as above. In general, such codes require larger guard spaces and decoding 
constraint lengths than the ones proposed in Section II. 
Finally, codes with flexibility in the correction of random and burst 
errors can be obtained by combining results in earlier papers [Reddy and 
Robinson (1968); Reddy (1968)] with the ones presented in this paper. In 
most cases, these codes will exhibit limited error propagation. Some details 
which help in implementing these codes are given in the appendix. 
VI. DiscussioN 
After the work reported in this paper was written, Sullivan (1969) derived 
a similar scheme for convolutional coding technique invented by Gallager 
(1968) such that some errors in the guard space could be corrected. A serious 
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error in Sullivan's scheme was pointed out by Reddy and Robinson (1970) 
who also gave techniques to generalize Gallager's cheme for correcting 
errors in the guard space. 
VII. CONCLUSIONS 
A class of linear convolutional codes has been proposed for compound 
channels. The guard space required is extremely small. This advantage is
gained by not correcting all bursts. It has also been shown that the codes 
exhibit limited error propagation. 
APPENDIX 
Let gl(x) divide gz(x), where gl(x) and g2(x) are the generator polynomials 
of two BCH codes of length n and rate kiln and ha~n, respectively. Clearly 
k 2 < k 1 and the code generated by g~(x) is contained in the code generated 
by gl(x). Words of the code generated by gi(x) will be written in a special 
way. Let the information polynomial be 
I(x) = C,~_~ x"-k~ + C._~+lx "-~+1 + "" + C._lx "-1, 
where the Ci are binary constants. Further, let 
C x n-/%+l C x n -1  I2(x) = C,~-~ x'~-~ + ,~-~+1 + "'" + . - I  , 
and 
C x n-k1+1 C x n-7c2-1 Ii(x ) C~_klx n-~l -}- n_/cl+ 1 -~ . . .  -}- n_k2_ 1 • 
Let T(x) be a code word of the code generated by gl(x) corresponding 
to some I(x). T(x) may be written as 
T(x) = [Residue of I(X)]moduiogl(~) -]- -/(x). 
Evidently T(x) = 0 modulo gl(x). 
Now let us define Tl(x) as 
Tl(x) = [Residue of h(x)]moa.,o~2(~) 
+ h(x) + [Residue of Ii(X)]modulogl(~) 
+ I1(x). 
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We claim Tl(x) is a code word. It is sufficient to show that 
[Residue of Tl(x)]modulogl(~) ~ 0. 
[Residue of T~(X)]modulog£~) 
: [Residue of [Residue of l~(X)]modulo~d~)]moauloa(~ ) 
+ [Residue of 12(X)]moaulog~(.) + [Residue of Ii(x)]moauloa(~) 
+ [Residue of-ll(X)]moauloa(,) 
~-- 0,  
since 
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[Residue of [Residue of/~z(X)]moduloa~(x)]modulOal(~ ) 
: [Residue of Iz(x)]moa~oql(~) 
because gl(x) divides g2(x). (We note that even when I(x) :: Ii(x ) J- I2(x), 
T(x) may not equal Tl(x), since 
[Residue of I~(x)]moaulogd~)  [Residue of I~(X)]moauloa(~) , 
in general.) 
The generator matrix of the code generated by g~(x) can therefore be 
written as in Fig. 6. 
xn_i ] 
Residue of n ~ modulo g2(x) 
e~adue of x --]modulo g~(x) 
1 
n-K 
Resldue of x 2]modul 0 go(:~ ) 
n-K~-i 
[Residue of x - ]modulo g (x) 
xn-Kg-2 ] 1 
[Resldue of - modulo gl(x) 
0 . . . . .  0 1 
0 . . . . .  0 I 
0 . . . . .  0 1 
0 . . . .  0 1 
0 . 
[Residue of x n Kl]modulo gl(x) ]4  K 1 )D 
FIG. 6. A generator matrix for the BCH code generated by gl(x). 
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