Local search is a traditional technique to solve combinatorial search problems and has raised much interest in recent years. The design and implementation of local search algorithms is not an easy task in general and may require considerable experimentation and programming effort. However, contrary to global search, little support is available to assist the design and implementation of local search algorithms. This paper is an attempt to support the implementation of local search. It presents the preliminary design of LOCALIZER, a modeling language which makes it possible to express local search algorithms in a notation close to their informal descriptions in scientific papers. Experimental results on our first implementation show the feasibility of the approach.
M ost combinatorial search problems are solved through global or local search. In global search, a problem is divided into subproblems until the subproblems are simple enough to be solved directly. In local search (LS), an initial configuration is generated and the algorithm moves from the current configuration to a neighborhood configuration until a solution (decision problems) or a good solution (optimization problems) has been found or the resources available are exhausted. The two approaches have complementary strengths, weaknesses, and application areas. The design of global search algorithms is now supported by a variety of tools, ranging from modeling languages such as AMPL [2] and NUMERICA [12] to constraint programming languages such CHIP, ILOG SOLVER, CLP(), PROLOG-IV, and OZ to name only a few. In contrast, little attention has been devoted to the support of LS, despite the increasing interest in these algorithms in recent years. (Note, however, that there are various efforts to integrate local search in CLP languages, e.g., [11] ). However, the design of LS algorithms is not an easy task. The same problem can be modeled in many different ways (see for instance [5] ), making the design process an inherently experimental enterprise. In addition, efficient implementations of LS algorithms often require maintaining complex data structures incrementally, which is a tedious and error-prone activity.
This paper reports on an attempt to support the design and implementation of LS algorithms. It presents the design of LOCALIZER, a modeling language that makes it possible to describe LS algorithms in a notation close to the informal presentations of these procedures in scientific papers. LO-CALIZER statements are organized around the traditional concepts of LS algorithms (e.g., neighborhoods, acceptance criteria, and restarting states), they support the essence of many LS algorithms (e.g., local improvement, [8] simulated annealing, [6] tabu search, [3] and GSAT [10] , a greedy local search procedure designed to find models for satisfiability problems), and they can be tailored to the application at hand to exploit its underlying structure. The main technical tool in LOCALIZER is the concept of invariant, which relieves users from the need of maintaining complex data structures incrementally and makes it simpler to define neighborhoods concisely. As a consequence, LOCALIZER may significantly simplify the implementation of LS algorithms and supports the design process by easing and encouraging the experimental work. The practicability of LOCALIZER is demonstrated by some experimental results showing that it compares well with special-purpose implementations of some LS algorithms.
It is important to stress the difference between LOCALIZER and traditional modeling languages such as AMPL and GAMS. In traditional modeling languages, users mostly focus on describing their problems in a declarative and highlevel way and they are relieved from most algorithmic concerns. These languages can in fact be implemented in many ways, using a variety of algorithms from mathematical programming. LOCALIZER, on the hand, is tailored to a class of combinatorial optimization algorithms, namely local search algorithms. Users of LOCALIZER in fact describe, in a highlevel way, a local search algorithm. LOCALIZER combines declarative constructs (e.g., invariants) and imperative constructs to formulate these algorithms concisely. Note that a recent proposal along these lines, but for global search, can be found in [1] .
The main contribution of this article is to show that local search algorithms can be supported by very high-level modeling languages that shorten their development time substantially while preserving most of the efficiency of specialpurpose implementations. This article is a proof of concept: the design of LOCALIZER presented in this paper should not be viewed as a final specification but as a first step towards supporting local search algorithms. There are several extensions that are being contemplated, including additional support for tabu search, the support for genetic algorithms (e.g., maintaining multiple configurations), and the integration of consistency techniques (e.g., arc-consistency).
The rest of this paper aims at giving readers a description of the features of LOCALIZER. Section 1 gives a tour of LO-CALIZER. Sections 2, 3, and 4 illustrate LOCALIZER on three
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A Tour of LOCALIZER
To understand statements in LOCALIZER, it is best to consider first the underlying computational model. Figure 1 depicts the computational model of LOCALIZER for decision problems. The model captures the essence of most local search algorithms. The algorithm performs a number of local searches (up to MaxSearches and while a global condition is satisfied). Each local search consists of a number of iterations (up to MaxTrials and while a local condition is satisfied). For each iteration, the algorithm first tests if the state is satisfiable, in which case a solution has been found. Otherwise, it selects a candidate move in the neighborhood and moves to this new state if this is acceptable. If no solution is found after MaxTrials or when the local condition is false, the algorithm restarts a new local iteration in the state restartState(s). The computation model for optimization problems is similar, except that line 5 needs to update the best solution so far if necessary, e.g., in the case of a minimization,
The optimization algorithm of course should initialize bestBound properly and return the best solution found at the end of the computation. The purpose of a LOCALIZER statement is to specify, for the problem at hand, the instance data, the state, and the generic parts of the computation model (e.g., the neighborhood and the acceptance criterion). A LOCALIZER statement consists of a number of sections as depicted in Figure 2 . The instance data is defined by sections DataType, Constant, and Init, using traditional data structures from programming languages. The state is defined as the values of the variables. The neighborhood is defined in the Neighborhood section, using objects from previous sections. The acceptance criterion is part of the definition of the neighborhood. The initial state is defined in section Start. The restarting states are defined in section Restart, the parameters (e.g. MaxTrials) are given in the Parameter section, and the global and local conditions are given in sections Global Condition and Local Condition. Note that all the identifiers in boldface in the computation model are in fact keywords of LOCALIZER.
As mentioned previously, the most original aspects of LOCALIZER are in the specifications of the neighborhood and the acceptance criterion. Of course, some of the notations are reminiscent of languages such as AMPL and CLAIRE at the syntactical level but the underlying concepts are fundamentally different. In the rest of this section, we describe the most original aspect of LOCALIZER without trying to be comprehensive.
Neighborhoods
Neighborhoods in LOCALIZER are defined through basic instructions of the form move op(x 1 , . . . , x n ) where
where op is an operator or a sequence of instructions using traditional programming language constructs. Assuming that s is the current configuration and Post(s, i) represents the configuration obtained by executing i in s, the instruction defines the neighborhood
selects one of its elements, and checks if it satisfies the acceptance criterion if any. Neighborhoods in LOCALIZER are also defined through basic instructions of the form best move op(x 1 , . . . , x n ) where
The instruction defines the same neighborhood as before but selects the move m with the best value of the objective 
is an example of the min-conflict heuristics of [7] . The GSAT statement simply specifies to flip the value of the literal a [i] (1 i n), which produces the best improvement in the objective function (keyword best). The min-conflict heuristics selects a conflicting variable (e.g., a queen being attacked) and chooses a new value that minimizes the number of conflicts for the variable. Note that best improvement can be easily combined with the min-conflict heuristics simply by adding the keyword best before move.
Note also that, in addition to the set-selection definitions, LOCALIZER makes it possible to specify constants in the where part of the neighborhood as in
which is an excerpt of the graph-coloring model presented later in this paper. Here, nb, ob, and d are constants that are computed in the where part: these constants will be used in the acceptance criterion to decide whether to take the move.
The move instructions can also be composed to select a move from several neighborhoods using the try instruction:
In this case, LOCALIZER considers each move statement in sequence until one is successful or all have been considered. The move statements can be conditional to a probability, in which case LOCALIZER considers them with the given probability. The try instruction is useful, for instance, to implement the random walk/noise strategy, as described for GSAT for instance, Here, LOCALIZER flips an arbitrary variable in an unsatisfied clause with a probability of 0.1 and applies the standard strategy with a probability of 0.9. Note that LOCALIZER simply goes to the next iteration if the selected neighborhood is empty, because other neighborhoods may be non-empty.
Invariants
The specification of the set expressions S 1 , . . . , S n in the move instructions is probably the most interesting part of the neighborhood definitions. These sets are generally defined in terms of invariants, one of the main concepts of LOCALIZER to simplify the implementation of LS algorithms. Informally speaking, an invariant is an expression of the form vϺt ϭ exp and LOCALIZER guarantees that, at any time during the computation, the value of variable v of type t is the value of the expression exp (also of type t of course). Typical examples of invariants are
The first invariant specifies that v (an integer) is the summation of the a[i] (i ʦ S), the second invariant specifies that C (a set of integers) is the set of i such that a[i] ϭ 0, and the last invariant specifies that
More generally, invariants are specified by expressions using standard arithmetic operators, boolean connectives, aggregate operators such as summation, product, maximum, minimum, and sizeof, conditional expressions, explicit sets, sets defined implicitly using expressions, and set union, intersection, and difference. Invariants can also be defined over complex data structures. For instance, the following excerpt from a graph-coloring model to be presented later Optimize Data Type:
as the set of edges whose vertices are in color class k. The set B[k] is computed by considering two vertices in color class k and checking if they are adjacent. Finally, it is useful to mention that LOCALIZER offers a predefined invariant distribute(x, c, S) defined as
because of the ubiquity of this invariant in practical applications. LOCALIZER uses efficient incremental algorithms to maintain these invariants during the computation, automating one of the tedious and time-consuming tasks of LS algorithms. For instance, in the first three invariants depicted previously, whenever a value a[k] is changed, v, C, and D [ j] are updated in constant time in our current implementation. Similarly, when a value in x is changed in distribute(x, c, S), c is also updated in constant time.
As a consequence, invariants make it possible to specify what needs to be maintained incrementally without considering how to do so.
Acceptance Criterion
Once an element of the neighborhood has been selected, LOCALIZER determines if it is an appropriate move. The acceptance criterion is built using the syntax ͗AcceptanceCriterion͘ ϻϭ ͗AcceptanceStatement͘ ϻϭ in resulting state ͗Acceptance-Statement͘ ϻϭ in current state ͗Acceptance-Statement͘ ͗AcceptanceStatement͘ ϻϭ ͗AcceptanceCondition͘ ϻϭ ͗AcceptanceCondition͘ 3 ͗Statement͘ ͗AcceptanceCondition͘ ϻϭ always ϻϭ improvement ϻϭ noDecrease ϻϭ ͗Expr͘ ϻϭ ͗AcceptanceCondition͘ and ͗AcceptanceCondition͘ ϻϭ ͗AcceptanceCondition͘ or ͗Ac-ceptanceCondition͘ ϻϭ not ͗AcceptanceCondition͘ There are several orthogonal concepts to be discussed here and we will describe them separately. The main part of the acceptance criterion is the acceptance condition. Condition always accepts all moves, condition improvement accepts a move only if it improves the value of the objective function, and condition noDecrease accepts a move only if it does not degrade the value of the objective function. The acceptance criterion can also be expressed using a Boolean expression involving the objects defined by the invariants. All these basic cases can be combined with Boolean connectives. For instance, a local improvement strategy is specified as move . . . accept when improvement; while a simple tabu-search strategy may be specified using a statement of the form which tries each acceptance criterion in sequence until one has succeeded or all have failed. Note that keyword cor stands for conditional or. A criterion may be associated with a probability, in which case LOCALIZER considers the statement with the given probability. To specify the probability easily, LOCALIZER also provides, as a keyword delta, the variation of the objective function produced by the move. Note that delta only makes sense in the context of the resulting state as do improvement and noDecrease. For instance, a typical simulated annealing procedure uses the acceptance criterion accept when improvement cor Pr(e Ϫdelta/t ): always;
where t is the temperature. This criterion accepts a move if it improves the value of the objective function or, if not, with a probability e Ϫdelta/t . The acceptance statement makes it possible to associate an action with each acceptance criterion, which is useful to express some termination condition. For instance, to implement a strategy that terminates when the objective function has been stable for a number of iterations, one would write:
move . . . accept when improvement 3 nbStableIter :ϭ 0 cor noDecrease 3 nbStableIterϩϩ; Local Condition: nbStableIter Յ maxStableIter;
Satisfiability
We now illustrate LOCALIZER on a number of applications. Our first application is satisfiability (SAT), and we illustrate how GSAT [10] can be expressed in LOCALIZER. GSAT illustrates many aspects of LOCALIZER as well as several interesting modeling issues.
Problems in SAT are described in terms of a number of clauses, each clause consisting of a number of literals. As is traditional, a literal is simply an atom (positive atom) or the negation of an atom (negative atom). The goal is to find an assignment of Boolean values to the atoms such that all clauses are satisfied, a clause being satisfied if one of its positive atoms is true or one of its negative atoms is false. The basic idea of GSAT is to start from a random assignment of Boolean values and to select the atom that, when its value is inverted, produces a state with the largest number of clauses satisfied. Note that GSAT accepts only moves that do not decrease the number of clauses satisfied. Figure 3 depicts a simple model of GSAT.
A Simple Model of GSAT

Instance Representation.
In the model, atoms are represented by integers from 1 to n and a clause is represented by two sets: the set of its positive atoms p and the set of its negative atoms n. A SAT problem is simply an array of m clauses. The actual instance is described in the Init section, which is not shown.
State Definition. 
Neighborhood.
The neighborhood uses two invariants: the number of true literals for clause i, denoted by nbtl [i] , and the number of clauses satisfied, denoted by nbClauseSat. nbtl [i] is computed by counting the number of positive atoms and the negation of the negative atoms. nbClauseSat is the number of satisfied clauses. LOCALIZER maintains these invariants incrementally: in particular, each time a variable a[ j] is changed, the invariants are recomputed in time linearly proportional to the number of occurrences of j. The neighborhood is then defined by specifying that LOCALIZER must flip the value of the atom that produces a state maximizing the number of clauses satisfied, according to the description of GSAT. The acceptance criterion specifies that the new state should not decrease the number of clauses satisfied.
The satisfiability section specifies that the state is a solution when all clauses are satisfied, which can be stated simply in terms of the available data items. The objective function simply maximizes the number of clauses satisfied. The initial state consists of a random assignment of the variables.
It is useful at this point to step back and to look at the simplicity of the model. It is difficult in fact to imagine a more compact definition, and invariants clearly play an important role in the model simplicity.
A More Incremental Model of GSAT
As mentioned previously, the same problem can often be expressed in many different ways. In this section, we study a more incremental version of GSAT, which is depicted in Figure 4 . The interest of the new model for this paper lies in the illustration of several interesting features, which we now describe. The simple model is incremental in the computation of the invariants but it does not maintain the set of candidates for flipping incrementally: the candidates are obtained by evaluating the number of clauses satisfied in the new state obtained by flipping each variable. The new model is completely incremental and maintains the set of candidates for flipping at any computation step. This new model is significantly faster than the simple model, while remaining easy to design. Note that LOCALIZER cannot in general deduce such optimizations automatically, given the fact that operators may be arbitrarily complex and that some problems are not easily amenable to such optimizations. 
Neighborhood.
The invariants are more involved in this model and they maintain incrementally the set of candidates which can be selected for a flip. The informal meanings of the new invariants are the following. g01 [i] represents the change in satisfied clauses when changing the value of atom i from false to true, assuming that atom i is currently false. Obviously, the flip produces a gain for all unsatisfied clauses where atom i appears positively. It also produces a loss for all clauses where i appears negatively and is the only atom responsible for the satisfaction of the clause. g10 [i] represents the change in satisfied clauses when changing the value of atom i from true to false, assuming that atom i is currently true. It is computed in a way similar to g01. gain [i] represents the change in satisfied clauses when changing the value of atom i. It is implemented using a conditional expression in terms of g01 [i] , g10 [i] , and the current value of atom i. maxGain is simply the maximum of all gains. Finally, Candidates describes the set of candidates for flipping. It is defined as the set of atoms whose gain is positive and maximal. Once the invariants have been described, the neighborhood is defined by flipping one of the candidates. There is no need to specify an optimization qualifier, this information is already expressed in the invariants. Note that some invariants in this model involve sets, conditional expressions, and aggregation operators that are maintained incrementally. They clearly illustrate the significant support provided by LOCAL-IZER. Users can focus on describing the data needed for their application, while LOCALIZER takes care of maintaining these data efficiently.
Adding Weights.
Reference [9] proposes to handle the special structure of some SAT problems by associating weights to the clauses and updating these weights each time a new local search is initiated. We now show how easy it is to integrate this feature. The changes consist in introducing weight variables w [i] in the state, in modifying the computations of the invariants for g01 and for g10 by multiplying the appropriate terms by the weights, i.e.,
and in updating the weights after each local search by changing the restarting section to Restart:
The rest of the statement remains exactly the same, showing the ease of modification of LOCALIZER statements.
Graph Coloring
This section considers the graph-coloring problem, i.e., the problem of finding the smallest number of colors to label a graph such that any two adjacent vertices have a different color. It shows how a simulated annealing algorithm proposed in [5] can be expressed in LOCALIZER. Of particular interest is once again the close similarity between the problem description and the model. In addition, graph coloring makes it possible to discuss some interesting issues about the tradeoff between expressiveness and efficiency. Note finally that graph coloring could be expressed as an instance of SAT as could any NP-Complete problem. However, it is often desirable to specialize the local search to the problem at hand, and LOCALIZER makes it possible to exploit the special structure of each problem. For a graph with n vertices, the algorithm considers n colors that are the integers between 1 and n. Color class C i is the set of all vertices colored with i, and the bad edges of C i , denoted by B i , are the edges whose vertices are both colored with i. The main idea of the algorithm is to minimize the objective function ͚ iϭ1
This function is interesting because its local minima are valid colorings. To minimize the function, the algorithm chooses a vertex and chooses a color whose color class is non-empty or one of the unused colors. It is important to consider only one of the unused colors to avoid a bias towards unused colors. A move is accepted if it improves the value of the objective function or, if not, with a standard probability of simulated annealing algorithms. Figure 5 depicts the simulated annealing model for graph coloring. The model closely follows the above description and adds standard simulated annealing techniques.
A Simple Model of Graph Coloring
The instance data is described by the number of vertices n (each vertex being a number between 1 and n), the set of edges E between vertices, and the annealing parameters cutOff, chPerc, and maxFreeze, which are described subsequently. The adjacency matrix A is computed automatically from the edges. The state is represented by the variables x[i], which represent the colors of vertices, by the temperature t, and by two other annealing parameters, fc and ch, which are used to control the local and global conditions. The invariants describe the sets C i , B i , and the objective function. The invariant distribute(x, C, 1..n) computes the sets C i . The "unused" color is obtained by taking the smallest unused color, i.e., the smallest color whose class is empty. The set of candidate colors are thus all the "used" colors together with the selected "unused" colors. The bad edges are maintained for each color class by considering adjacent vertices in the color class. The total number of bad edges (countB) is also maintained to decide satisfiability. The neighborhood is then described in a simple way by choosing a vertex and a candidate color. Acceptance obeys the standard simulated annealing criterion (as was already shown in Section 2). The stopping criteria are directly derived from the algorithm description in [5] . The inner local search can only perform round(cutOff * n) variations of the objective function, and the variable ch maintains the number of variations by incrementing ch in the acceptance actions. The motivation behind this choice is to control the search when the temperature is high. The global iteration is stopped when fc Ն maxFreeze. The intuition here is that fc represents the number of local searches without significant progress. fc is reset to 0 whenever there is an improvement. It is incremented each time the local search is restarted and there was no significant change in the previous local search.
A More Incremental Model of Graph Coloring
The above model uses the resulting state in the acceptance criterion. This means that, in order to evaluate if a move is acceptable, it is necessary to simulate the move, e.g., to update all the invariants and to undo the changes if the move is not acceptable. Although the algorithms in LOCAL-IZER are incremental, such a simulation may become the most consuming part of the algorithm at low temperatures when many candidate moves are discarded. However, it is often possible to improve a model by defining the acceptance criterion in the current state. Once again, this process is difficult to automate in general, because it may involve symbolic manipulations and/or some semantic aspects of the problem (e.g., whether a matrix is symmetric or not). 
sum( j in C[ x[i]]) A[i,j].
Similarly, the new class color c of vertex i increases by one in size and its number of bad edges increases by
sum( j in C[c]) A[i,j].
The variation d of the objective function is computed in the neighborhood definition, and, in the acceptance criterion, keywords improvement, noDecrease, and delta are replaced by d Ͻ 0, d ϭ 0, and d, respectively. The performance gain on this problem is significant (about a factor of 5 on large instances (500 vertices)).
Graph Partitioning
This section considers the graph-partitioning problem, i.e., the problem of finding a partition of the vertices of a graph into two sets of equal size that minimize the number of edges connecting the two sets. It describes a LOCALIZER model for the simulated annealing algorithm presented in [4] . Traditional local search for graph partitioning [8] maintains two sets of equal size and swaps vertices between these two sets. The model of [4] relaxes this idea of maintaining a feasible solution and a move consists of selecting a vertex and moving it to the other set. The objective function combines the objective of minimizing the connections between the two sets with the desire to favor balanced solutions and is given as
where SB is the number of connections, IMB is the imbalance between the two sets, and alpha is a parameter of the algorithm.
The LOCALIZER model is depicted in Figure 7 . The instance data is described by the number of vertices n (each vertex being a number between 1 and n), the set of edges E between vertices, and the annealing parameters (which we will not describe for this model because they are again taken directly from [4] ). The adjacency matrix A is computed automatically from the edges. The state is represented by the variables x[i] and some annealing variables. Variable x[i] is true if i belongs to set S 0 and false otherwise. The invariants P0S and P1S maintain the size of the sets S 0 and S 1 , respectively. Invariants EX [i] represents the traditional internal cost of a vertex, i.e., the number of edges connecting the vertex to vertices in the other set. IMB is the imbalance between the two sets, and OBJ is the objective function mentioned earlier.
The neighborhood is essentially similar to the neighborhood of the graph-coloring problem, except that here a candidate move consists of flipping the value of a variable.
Once again, there is a small distance between the model and its statement in LOCALIZER. As was true for graph coloring, it is easy to find a more incremental version of the model by evaluating the variation of the objective function in the current state using the variations on the internal and external costs.
Experimental Results
This section describes some preliminary results on the implementation of LOCALIZER (about 25,000 lines of Cϩϩ). The goal is not to report the final word on the implementation but rather to suggest that LOCALIZER can be implemented with an efficiency comparable to specific local search algorithms. To demonstrate practicability, we experimented with LOCALIZER on the problems described in this article: SAT, graph coloring, and graph partitioning. 
GSAT
The GSAT implementation of [10] , referred to as the AT&T implementation hereafter, is generally recognized as a fast and very well-implemented system. The experiments were carried out as specified in [10] . Table I gives the number of variables (V), the number of clauses (C), and MaxTrials (I) for each class of benchmarks as well as the CPU times in seconds of LOCALIZER (L), the CPU times in seconds of the AT&T implementation (G) as reported in [10] , and the ratio L/G. The times of the AT&T implementation are given on a SGI Challenge with a 70 MHz MIPS R4400 processor. The times of LOCALIZER were obtained on a SUN SPARC-10 40 MHz and scaled up by a factor 1.5 to account for the speed difference between the two machines. LOCALIZER times are for the incremental model presented in Section 3. Note that this comparison is not perfect (e.g., the randomization may be different), but it is sufficient for showing that LOCALIZER can be implemented efficiently.
As can be seen, the AT&T implementation and LOCALIZER behave consistently. The distribution of ratios as problem size increase remains relatively uniform.
The gap between the two systems is about one machine generation (i.e., on modern workstations, LOCALIZER runs as efficiently as the AT&T implementation on machines of three years ago), which is really acceptable given the preliminary nature of our (unoptimized) implementation.
Graph Coloring
Graph coloring was the object of an extensive experimental evaluation in [5] , and this section reports on experimental results along the same lines. The experiments were conducted on graphs of densities 10, 50, and 90 and of sizes 125, 250, and 500. They were also conducted on so-called "cooked" graphs. Cooked graphs have a well-known optimal coloring. A cooked graph with n vertices and with a chromatic number is constructed as follows:
1. Randomly assign the vertices with equal probability to color classes. 2. For each pair (u, v) of vertices in different color classes, place an edge to connect them with a probability /2( Ϫ 1). 3. Pick vertices, one from each class, and make sure they form a clique in G.
Because of the nature of the experimental results reported in [5] , it is not easy to compare the efficiency of LOCALIZER to the efficiency of their algorithm. As a consequence, we decided to build a very efficient C implementation of their algorithm from scratch and to compare it with LOCALIZER. This implementation was performed by a graduate student not connected to the LOCALIZER project. This student was closely supervised to obtain a very efficient incremental algorithm. As far as we can judge, the timings and the quality of this algorithm seem consistent with those in [5] . In the following, we discuss the development time of the two implementations, the quality of the solutions obtained (to make sure that the algorithms are comparable in quality), and the efficiency.
Development Time.
The C implementation of the algorithm is about 1500 lines long and required a full week to develop. This should be Quality of the Solutions. Table II describes the quality of the coloring found by LO-CALIZER. These results agree with those of the C implementation and with those reported in [5] . Each set of rows corresponds to a class of graphs and to 100 executions of LOCALIZER on graphs from this class. The rows in each set report on the various values found by LOCALIZER on these graphs and their frequencies. The columns report the number of vertices, the density of the graph, the size factor sf used in the experiments, the number of colors found by some solution, and the frequency of colorings of this quality for LOCALIZER (L) and the C implementation (C). For instance, the first set of rows reports that, on graphs of 125 vertices and density of 50%, 92% of the LOCALIZER executions led to a coloring with 19 colors and 8% of the executions led to a coloring with 20 colors, while the C implementation found 19 colors in 87% of the executions and 20 colors in 13% of the runs. The results are given both for random and cooked graphs and it can be observed that the frequencies are similar for LOCALIZER and the C implementation.
Efficiency.
Table III compares the efficiency of LOCALIZER with the C implementation on the same problems. Each row reports the average time of the two implementations for the 100 graphs in each class and computes the slowdown of LOCALIZER. The experiments were performed on a SUN Sparc Ultra-1 running Solaris 5.5.1 and the standard Cϩϩ compiler. Once again, it is useful to observe that both implementations behave rather consistently as program size increases. On these problems, the slowdowns are, in general, slightly higher than a machine generation but they remain reasonable given the preliminary nature of the implementation. This slowdown should also be contrasted with the substantial reduction in development time.
Graph Partitioning
The problem has been studied experimentally in [4] , and, once again, the experiments reported here are based on a similar setting. Two classes of graphs are considered: randomly generated graphs of various density and so-called geometric graphs. Geometric graphs are constructed as follows. Pick 2n numbers between 0 and 1. Interpret these numbers as the coordinates of vertices lying inside a unit square. Define an edge ͗i, j͘ between vertex i and j if the Euclidean distance between vertex i and j is less than or equal to a constant d. The average degree of vertices not too close to the boundary of the unit square have an average degree equal to nd 2 . The instances used in the experiments are generated by choosing a value n and a value for nd 2 .
Quality of the Solutions. 
Efficiency.
Table V compares LOCALIZER with the results reported in [4] . It is important to mention that [4] explicitly writes that their results are very hard to reproduce, because they chose the temperature of the annealing algorithm according to some preliminary observation of its behavior on each class of graphs. LOCALIZER, in contrast, is always run with the given parameters. In addition, the relevant results are only given for the random graphs in [4] . The times for LOCALIZER are given on a SUN Sparc Ultra-1 running Solaris 5.5.1 and the standard Cϩϩ compiler, while the results in [4] are given for a slow VAX-750. In general, the quality of the results produced by LOCALIZER is slightly better than the quality in [4] . Once again, the performance results indicate that LOCALIZER behaves well on these problems.
Conclusion
The main contribution of this article is to show that local search can be supported by modeling languages to shorten the development time of these algorithms substantially while preserving the efficiency of special-purpose algorithms. To validate this claim, we presented the preliminary design of the modeling language LOCALIZER. LOCAL-IZER statements are organized around the traditional concepts of local search and may exploit the special structure of the problem at hand. The main conceptual tool underlying LOCALIZER is the concept of invariant, which makes it possible to specify complex data structures declaratively. These data structures are maintained incrementally by LOCALIZER, automating one of the most tedious and error-prone parts of local search algorithms. Preliminary experimental results indicate that LOCALIZER can be implemented to run with an efficiency comparable to specific implementations. Our current research focuses on building a large collection of applications in LOCALIZER to understand the strengths and limitations of the language, on implementing extensions to support tabu search [3] at a higher level (e.g., automating many of the tedious aspects still needed in LOCALIZER), and on studying other frameworks such as dynamic k-opt, [8] genetic algorithms, and the integration of constraint techniques. Longer-term research will explore how LOCALIZER can be turned into a programming language library to guarantee extensibility and wide applicability for expert users, while preserving the right level of abstraction.
