Introduction
Quantitative precipitation forecast (QPF; see Appendix A for a full listing of abbreviations used in this paper) from numerical weather prediction (NWP) models remains the primary source of rainfall data for input into hydrological forecasting models, other than a forecaster's intuition and some researchbased products obtained by blending radar-based extrapolation nowcasts and NWP forecasts (Atencia et al., 2010 , Bowler et al. 2006 , Wilson et al. 2010 . However, the performance of flood forecasts from such hydrological models is highly dependent on the accuracy of the rainfall distribution and intensity.
While a large number of studies have assessed NWP precipitation forecasts, most of the long-term evaluations have been made against observations from raingauges. For example, Damrath et al. (2000) evaluated the QPF from the German Weather Service (DWD) using long-time verification statistics against 240 gauge stations over 7 years in Germany and Switzerland, including the frequency bias index (FBI) and the true skill statistics (TSS), and presented examples of application to flood events. They identified a problem in the parameterization of convective precipitation, which was expected to lead to comparatively poor QPF input to hydrological models in the case of summertime flash floods; details of FBI and TSS scores are given in Appendix B. Moreover, Clark and Hay (2004) examined 40 years of 8-day lead time precipitation forecasts from the National Centers for Environmental Prediction (NCEP) against a dense gauge network in the United States and showed that there were systematic precipitation biases exceeding 100% of the mean.
A small number of studies have used gauge observations for evaluation of the forecasts for individual events. Richard et al. (2003) assessed precipitation output from four different forecasting models including the Global Model (GM), Europa-Modell (EM), the Deutschland-Modell (DM) and Lokal-Modell (LM, replacing DM) against a high-density gauge station network for several events in Italy and Germany on an hourly and a daily basis. They showed that all models were able to produce the occurrence of the events, but the amount of forecast precipitation was poor, with no specific trend in over-or underestimation. They also indicated that the quality of the forecast is much more casedependent than model-dependent. More recently, Roberts et al. (2009) showed improved forecast performance from the Met Office Unified Model (UM) for an event in 2005 in the northwest of England when using the model outputs with 1, 4 and 12 km grid spacing compared to raingauges. In this work, the 12 km model produced too little rain due to the inadequate representation of the orography. While the 4 km model also predicted too low rainfall for the highest rainfall amounts, it had a more accurate distribution of rainfall. The 1 km model had the most accurate distribution of rainfall but generated too much rain in general.
There are only a few studies that have assessed the forecast precipitation in Australia. McBride and Ebert (2000) verified 24 h precipitation forecasts from seven NWP models including GASP (Global ASsimilation and Prediction) and LAPS (Limited Area Prediction System) against 1°resolution operational daily rainfall analyses for 12 months, focusing on two main subregions in the country: the northern tropical monsoon regime and the southeastern subtropical regime. They used categorical scores including FBI, probability of detection (POD) and false alarm ratio (FAR) . Descriptions of FBI, POD and FAR scores are given in Appendix B. They showed that most models significantly overestimated the area of rain throughout the summer months, while in winter all models except one underestimated the frequency or area of rain at thresholds above 2 mm/d. Ebert et al. (2003) reported the WGNE (Working Group of Numerical Experimentation) assessment of 24 h precipitation forecasts from several NWP models against gridded raingauge analysis with 1°r esolution from 1997 to 2000 in different areas including Australia. They showed that, based on frequency bias, the Australian models consistently overestimated rain frequency in southeastern Australia. Shrestha et al. (2013) evaluated the quality of four NWP models from the Australian Community Climate Earth-System Simulator (ACCESS), including ACCESS-VT, ACCESS-A, ACCESS-R and ACCESS-G, against raingauges from 31 March 2010 to 30 March 2011. This evaluation was at point and catchment scales in the Ovens area, located in southeastern Australia. They showed that the skill of the models varied across the gauges and with forecast lead time, using bias score, which is the total difference between observations and forecasts relative to total observations; see Appendix B. The analysis showed that the ACCESS-VT and ACCESS-A models overestimated rainfall by up to 60% in low rainfall areas (low elevation) and underestimated rainfall by up to 30% in high rainfall areas (high elevation); ACCESS-R had a similar pattern but with much greater bias, while ACCESS-G had a systematic bias with underestimation up to 70% across all stations and increasing with altitude.
Although gauge observations have been the most common benchmark used for assessment of model rainfall forecasts, they are based on point measurements which suffer from inaccuracies due to errors in representivity when used in verification of forecasts averaged over a large area (Tustison et al. 2001) . Furthermore, a dense gauge network is usually required to achieve proper evaluation of forecast rainfall over an area, and there can be large discrepancies between raingauge measurements even when co-located (Wood et al. 2000 , Ciach 2003 . In contrast, weather radar provides an alternative means of determining quantitative precipitation estimates (QPE) with fine spatial and temporal resolution over a large area (Morin and Gabella 2007) . Because of its large spatial coverage relative to raingauges, and area-averaged response, radar is a useful source of data for verification of QPF, provided that the errors in radar-based precipitation estimates are corrected (Ebert et al. 2007 , Rezacova et al. 2007 . Radar is an active sensor that emits short pulses of microwave energy, and measures the power scattered back by raindrops as a reflectivity factor (Z). This reflectivity is then usually converted to a rain rate (R) through calibration of an empirical Z-R relationship such as:
where Z is radar reflectivity (mm 6 m −3
), R is the rainfall rate (mm/h), and a and b are the radar parameters estimated using raingauge observations. The Z-R relationship requires the specification of parameters a and b, which are functions of both radar and rainfall characteristics (Battan 1973 , Collier 1989 , Rinehart 1991 .
While there have been many efforts by researchers to use radar-based rainfall estimates for NWP forecast rainfall verification (Colle and Mass 1996 , Johnson and Olsen 1998 , Yu et al. 1998 , Casati et al. 2004 , Davis et al. 2006 , Rezacova et al. 2007 , Roberts 2008 , Roberts and Lean 2008 , this approach has not yet been conducted for evaluation of forecasts from Australian models. In addition, radar-based verifications have been used mostly for specific events or periods rather than long-time assessment. For example, Johnson and Olsen (Johnson and Olsen 1998 ) assessed forecast precipitation from the Arkansas-Red River Basin Forecast Center during May-June 1995 against Stage III radar data in the United States, by estimating cumulative frequency of mean bias and some categorical scores. Rezacova et al. (2007) applied the area-related root mean square error (RMSE) verification method for two local convective events in the Czech Republic using the Lokal-Modell of the Consortium for Small-Scale Modelling (LM COSMO) and adjusted radar data. This adjustment included combining daily radar precipitation with raingauge data. In addition, Vasić et al. (2007) evaluated precipitation data from the Canadian Global Environmental Multiscale (GEM) model, the United States Eta model and the Geostationary Operational Environmental Satellite (GOES) against radar observations for specific dates in the summer and autumn of 2004 and 2005 using categorical scores and a scale-dependent method. There are some other spatial verification studies using blended gauge-radar products to evaluate QPF data over a large area. For example, Lopez and Bauer (2007) used NCEP stage-IV analyses of precipitation data, which is a combination of raingauge data and high-resolution Doppler weather radars, to evaluate forecasts from the European Centre for Medium-Range Weather Forecasts (ECMWF) over the mainland United States. For the evaluation method, they used continuous statistics such as bias, RMSE, correlation and categorical scores, over a month in spring 2005. Lopez (2011) used similar observational data and evaluation methods for two different periods (Apr-May and Sep-Oct) in 2010.
While traditional methods of statistics are useful for indicating the overall performance of model predictions in each grid box, especially over a long period, new methods have recently been used for spatial verification. These new methods are especially useful in representing the skill of mesoscale forecasts or event-based evaluations. Ebert and Mcbride (2000) and Marzban and Sandgathe (2006) developed object-based techniques that attribute the error to the displacement, intensity, and structure of precipitation forecasts. The object-based methods indicate an approach for verifying to what extent the forecast matches the observed location, shape and magnitude. However, these methods require sufficiently skilful forecasts to match rain objects from forecasts and observations. Ebert and Mcbride (2000) applied this objectbased method using 24 h forecast from the LAPS NWP model over a 4-year period in Australia, but against operational daily rain analyses. Davis et al. (2006) described and applied an object-based method to verify forecasts from the WRF (Weather Research and Forecasting) model against the NCEP stage-IV product for a short period from July to August 2001. They defined a matching approach based on the separation distance of the centroids of observation and forecast objects and calculated skill scores such as critical success index (CSI) and area bias; see Appendix B for more details.
There is also a wide range of neighbourhood verifications (fuzzy methods) that look for approximate agreement between the model and observations within different time and/or space windows (Casati et al. 2004 , Ebert 2008 , Roberts and Lean 2008 . For example, Casati et al. (2004) used an intensity-scale approach to evaluate the forecast skill of the UK Met Office nowcasting system NIMROD. They compared the model against radar data analyses for six events in the UK as a function of precipitation intensity and spatial scale of the error. These methods provide the temporal or spatial scale at which forecasts reach a specific accuracy. Moreover, Roberts and Lean (2008) introduced and applied the fractions skill score (FSS; see Appendix B) method, comparing the forecast rainfall from the UM of the UK Met Office and radar rain fractional occurrences exceeding a given threshold for 10 convective events in summer . Roberts (2008 used spatial and temporal verification with the FSS to compare operational forecasts from the UM of the UK Met Office (grid spacing of 12 km) with radar observations for the whole of 2003. They found that the smallest useful scale for very localized rain with up to 1 h lead time is around 140 km and for 2-24 h lead time is 230 km, while for widespread rain the smallest useful scale is around 40 km for 0-1 h increasing to 85 km for 2-24 h lead times. Methods such as upscaling (Weygandt et al. 2004 , Yates et al. 2006 , multi-event contingency table (Atger 2001 ) and fuzzy logic (Damrath 2004 ) are other approaches defined for fuzzy verifications. Since the neighbourhood verification methods are based on the agreement within a spatial neighbourhood of the point of interest, these methods may not indicate perfect performance when applied to a perfect forecast, due to the influence of nearby grid boxes with medium or low forecast skill.
Against this background, the main objective of this paper is to evaluate the accuracy of forecast rainfall from the ACCESS-A NWP model over an area in the Murrumbidgee catchment located in southeastern Australia, using radar observations over a long period. Radar-based hourly rain intensities were calibrated to gauge observations for each rainfall event using data from an independent gauge monitoring network. The adopted radar rain intensities were used for evaluating the quality of rainfall forecasts for an area of coincident radar coverage. Different temporal resolutions were assessed by integrating the radar and NWP data into hourly and daily time scales.
Study area and data sets
The study area is located in southeastern Australia, including part of the 84 000 km 2 Murrumbidgee catchment (see area of about 10 886 km 2 (see Fig. 1 ). This area has been chosen for the study due to the availability of hydrological monitoring sites covered by the Yarrawonga weather radar. The observed gauge data used in this work are from the OzNet monitoring sites (Smith et al. 2012 ) located in the Murrumbidgee catchment (see also www.oznet.org.au).
Based on the Yarrawonga radar observations, stratiform rainfall with long duration and low to medium intensities (below 15 mm/h) is the dominant rain system in the study area in 2010 and 2011, with convective systems occurring only during the warm seasons. According to a review by Green et al. (2011) , the average annual rainfall from 1898 to 2010 on the focus area in this work ranges from 350 mm on the western plains to 1100 mm in the higher elevations on the eastern part. Elevation in the Murrumbidgee catchment varies from over 2200 m in the eastern parts to less than 50 m on the western plains (Green et al. 2011) , while the elevation in the study area ranges from about 80 m in the northwestern part to about 330 m in the southeastern part of the northern part of the radar coverage area. Typical hourly radar rain maps over the entire radar coverage are shown in Figure 2 . Based on the radar observations, the annual rainfall across the study area in the northern part of the radar coverage area ranges from 350 to 800 mm in 2010 and from 410 to 940 mm in 2011.
Four OzNet raingauges from monitoring sites in the Yanco region (Y9, Y10, Y11 and Y12) are located within the radar coverage. These gauges provide rainfall data in 6-minute intervals and are used for calibrating the radar observations from January 2010 to December 2011 due to availability of gauge and forecast data during this time period. Y13 is not included in this work because of a large gap (March 2010 to May 2011) in the data due to an instrument breakdown during the study period. Calibrated data from the Yarrawonga radar of the Australian weather radar network are used for verification of the NWP forecast rainfall. This C-band Doppler radar, operated by the Bureau of Meteorology (BoM), scans rainfall every 10 minutes with 1 km resolution and a range of 128 km. It has partial coverage of the OzNet sites in the Yanco region, as shown in Figure 1 . The radar scans over 14 elevations (0.5°, 0.9°, 1.3°, 1.8°, 2.4°, 3.1°, 4.2°, 5.6°, 7.4°, 10°, 13.3°17.9°, 23.9°and 32°) with the same range (Rennie 2012) , and operated properly during the entire study period of this work. There are two other radars in the Murrumbidgee catchment: the Wagga Wagga radar (Cband) located in the Kyeamba region and the Canberra radar (S-band). However, there is only one independent monitoring site (M2) in the Canberra radar coverage, and the Wagga Wagga radar is an old radar that was installed for qualitative radar observations and is not suitable for use in quantitative precipitation estimation.
The accuracy of radar-based rainfall estimates depends on (i) the reflectivity measurements from the radar and (ii) the parameters used for conversion of the reflectivity (Z) to rain rate (R). The estimation of rainfall from radar has been very challenging due to factors such as radar calibration (Joss and Lee 1995) , measurement error and sampling uncertainty (Jordan et al. 2000 , Piccolo and Chirico 2005 , attenuation (Hildebrand 1978) , range effects (Chumchean et al. 2006 , Gabella et al. 2006 , and variability of raindrop size distributions on the Z-R relationship (Lee et al. 2009 , Alfieri et al. 2010 . The procedure used by the Australian BoM for estimating real-time radar rainfall consists of three main steps: (i) measurement of reflectivity and removal of measurement errors due to ground clutter, beam blocking, bright band, hail and range-dependent bias; (ii) conversion of the reflectivity to a rainfall rate; and (iii) mean field bias adjustment using the available real-time raingauge network. In the second step, radar rainfall of each pixel is estimated based on the Z-R relationship developed separately for stratiform or convective rainfall types. In the last step, based on a Kalman filtering approach, a spatially uniform bias adjustment factor is used to correct the initial radar rainfall estimates on hourly time steps (Chumchean et al. 2006 (Chumchean et al. , 2008 . The raingauges within the radar coverage used operationally by the BoM for radar rainfall estimation from the Yarrawonga radar are shown in Figure 1 . The BoM raingauges are mostly located in the southern part of the radar coverage due to flood warning priorities. Therefore, even though the errors in the Z-R conversion and mean field bias have been mainly reduced in the three steps of the rainfall estimation procedure, there is still likely to be a bias in the radar data due to the lack of sufficient raingauges. It should be mentioned that the focused study area of this work is approximately flat, so the effect of topography in the radar data used in this study is not significant.
ACCESS-A (Bom 2010 , Puri et al. 2013 forecast rainfall is used as the forecast data over the years 2010 and 2011, due to the effective resolution (12 km) and coverage of the study area. The new operational ACCESS NWP systems from the Australian BoM replace the GASP, LAPS, TXLAPS and MESOLAPS NWP systems in Australia. ACCESS became operational for NWP application in 2010 and includes several models with different domains, resolutions and forecast lead times. These models include ACCESS-G (global, 80 km), ACCESS-R (regional, 37.5 km), ACCESS-T (tropical, 37.5 m), ACCESS-A (Australia, 12 km), ACCESS-C (cities, 5 km) and ACCESS-TC (tropical cyclone, 12 km). The ACCESS system uses a four-dimensional variational data assimilation (4D-Var) scheme which takes into account various observations with different times or locations for initializing the model in a dynamically consistent way. All models except ACCESS-G use boundary conditions that are provided by a coarser resolution ACCESS mode. For example, ACCESS-R and ACCESS-T are nested inside the previous run of ACCESS-G, while ACCESS-A and ACCESS-C are nested inside the concurrent run of ACCESS-R. ACCESS-A has four runs per day with base times of 00:00, 06:00, 12:00 and 18:00 UTC and forecast duration of 48 h. Based on the study by Shahrban et al. (2011) , the average RMSE and mean error of ACCESS-A on an hourly time step are lowest for lead times of 13-24 h among other possible lead times (1-12, 25-36 and 37-48 h) . Therefore, the forecast data for lead times of 13 to 24 h and from base times of 00:00 and 12:00 are used to produce the continuous forecast time series in this work. The lead time of 13-24 h avoids both the spin-up problem in the shorter lead times and the forecast uncertainties from the longer lead times. The OzNet raingauges, the radar coverage, and ACCESS-A grid in the study area are presented in Figure 1 .
Methodology
Understanding of radar rainfall uncertainties and rainfall processes is dependent on the availability of a dense raingauge network for the accurate estimation of the parameters for the Z-R relationship (Krajewski et al. 2010 , Peleg et al. 2013 . The Z-R relationship is influenced by the raindrop size distribution, which can vary greatly within a given event, and from one rainfall event to another (Doelling et al. 1998 , Atlas et al. 1999 , Steiner and Smith 2000 . Therefore, any correction of this relationship required for accurate radar rainfall estimates should be done for individual events rather than over long periods (Alfieri et al. 2010) . Since the raingauges used by the BoM for estimation of radar rainfall intensities are mainly located in the southern part of the radar coverage, where orographic enhancement is important (see Fig. 1 ), radar rain rate adjustment in the northern part of the radar domain was needed to decrease the errors brought by calibration to the BoM raingauges alone. Thus, before using radar observations for evaluation of the ACCESS-A forecast rainfall, the radar rainfall intensities were adjusted using a new power-law relationship for each event over the entire northern part of the radar coverage. The adjusted radar rain intensities were then used for evaluating the rainfall forecasts for a coincident area in the northern radar coverage.
For adjusting radar rainfall rates, the radar 10 min rainfall data were accumulated to hourly time steps, by adding six consecutive 10 min accumulations. Then, new power-law relationships between radar rain intensities and independent gauge rainfall rates from four available raingauges were calibrated for each event by estimating the parameters α and β according to:
where G is the gauge rainfall rate intensity (mm/h) and R is the radar rainfall rate (mm/h) in the corresponding radar pixel. This new relationship is based on the power-law relationship typically used in the initial conversion of radar reflectivity measurements to rainfall intensity (Battan 1973 , Collier 1989 , Rinehart 1991 according to Equation (1). In the adjustment process, the radar rain rates were brought as close as possible to the gauge rates at hourly time steps by minimizing the error between radar and raingauge estimates. Each parameter set (α and β), which was estimated for each event, was used to calculate the new radar rain rates for the individual event over the entire northern part of the radar coverage using the power-law relationship in Equation (2). This eventdependent calibration method accounts for the dependency of the Z-R relationship on rainfall characteristics such as rainfall drop size distribution, which varies in both space and time (Atlas et al. 1999 , Mapiam et al. 2009 ). The methodology for adjusting radar rainfall rates was based on the algorithm proposed by Fields et al. (2004) . Similarly, Mapiam and Sriwongsitanon (2008) used this method for adjusting the Z-R relationship in Equation (1) using a linear regression between the radar rainfall and the observed gauge rainfall in the Ping River basin in northern Thailand, but the exponent b in Equation (1) was fixed, assuming that b is less sensitive than the parameter a.
For verification of NWP forecast rainfall against radar data, the average of adjusted rainfall rates over the nearest radar pixels which were within the ACCESS grid spacing was calculated. Based on expert judgment, a minimum value of 5 mm/d was used as a threshold for both observation and forecast over the entire study area for separating rain storms from drizzle. This means that all daily rain maps containing at least one pixel with 5 mm/d in the radar observations and/ or forecasts were used in the evaluation. RMSE, RE (relative error, or in other words bias) and ME (mean error) were used as traditional verification metrics to identify the pixel-bypixel differences between the model and the average of radar adjusted rates in all 12 × 12 km ACCESS-A grids over the northern range of the radar coverage where the radar adjustment was implemented. RMSE is one of the most common methods of verification and represents the average magnitude of forecast errors. RE is the total difference between forecasts and radar observations over the time interval divided by total radar observation, and ME is the average of differences between radar observations and forecasts over the same time interval. The ME can be used to identify the arithmetic average of the forecast errors, while the RE is useful to assess the performance of the forecasts compared with the total radar observations. RMSE was calculated for hourly and daily time scales to test the improvement in daily accumulations due to expected decreases in possible timing and location errors in longer term accumulations. As such, the useful time scale of NWP rainfall forecasts could be assessed. Moreover, the contingency table of Ebert and Mcbride (2000) , as described in Table 1 , was calculated at hourly and daily time scales to better relate the rainfall forecast errors to factors such as wrong timing, wrong location, and error in rain amount. This contingency table is different from the traditional contingency table with standard verifications using categorical statistics such as bias score, probability of detection and false alarm ratio (Doswell et al. 1990 , Wilks 1995 . The method in Table 1 compares the observed and forecast location and magnitude over the entire study domain, and calculates the categorical scores based on the overall rain map in the study area. To identify whether the location of the forecasts was adequately predicted, the distance D separating the centroids of observed and forecast rain objects should be such that D < R eff and R eff is the effective radius of an observed rain object. This approach is based on the method used by Ebert and Mcbride (2000) and Davis et al. (2006) for diagnosing forecast location errors. All rain maps from hourly and daily accumulations with D smaller than R eff are accepted as a good forecast location and categorized as "close" in Table 1 .
To decide whether the magnitude of the forecast is correctly predicted or not, several categories have been defined for both hourly and daily intensities. The categories are: 0.5-1, 1-2, 2-5, 5-10, 10-20, and >20 mm/h for hourly rates, and 5-10, 10-20, 20-50, 50-100, and >100 mm/d for daily rates. The categories for daily rates are quite similar to those used by Ebert and Mcbride (2000) . However, a minimum value of 5 mm/d was used as a threshold for at least one pixel over the study area, to include a rain map on hourly or daily calculations. For the hourly time scale the categories were approximately derived from the daily categories by converting the ranges to hourly rates with some changes in the values. In a time step with a "close" forecast location, if the forecast maximum intensity was within the same category as the maximum observed value, then the magnitude of the rain in the whole domain was assumed to be well predicted for that time step, making it a "hit". Otherwise, if the maximum forecast rate was more than one category greater than the maximum observed rate the forecast was defined as an "overestimate", while if it was more than one category less than the observation the forecast was defined as an "underestimate". If D was equal to or larger than R eff , the location was not correctly predicted and the forecast was defined to be in the "far" category. If the predicted maximum intensity was approximately similar to the maximum observed value it was defined as a "missed location", but if the maximum intensity was categorized in a group smaller than the maximum observed value it was defined as a "missed event". Otherwise, if it was greater than the observed category it was defined as a "false alarm". This methodology for comparing rain magnitudes is based on the approach used in Ebert and Mcbride (2000) for daily events.
Results

Calibration of radar rainfall
For calibrating radar rain rates during the study period of 2010-2011, hourly accumulations were calculated for rainfall rates from four Yanco gauges as well as coincident radar pixels in the northern part of the radar coverage. New spatially uniform parameters α and β were estimated for 87 separate events over the 2-year study period, using the average hourly rainfall for the four radar grid cells (1 × 1 km) and the four corresponding gauges. The parameters were selected to yield the best power-law fit between the radar and gauge rainfall rates across the four gauges. The nonlinear least squares method was used for fitting the rates to the new relationships. Before fitting, the outliers for each event were excluded from the fitting. The outliers for each event were identified as the pairs with gauge-based rain rate less than the 10th percentile of gauge rain rates, whilst the radar-based rate was greater than the 90th percentile of radar rates in an event, or vice versa. The new parameters were applied to the entire northern domain of the radar coverage for each event, in order to derive calibrated radar hourly rates. The parameters α and β had a temporal range of 0.05-5.18 and 0.05-3.27, respectively, for the events, with no specific seasonal trend seen in the values of the parameters. In the study by Mapiam and Sriwongsitanon (2008) , the parameter α was estimated to be equal to 1.868, while the parameter β was fixed (equal to 1). Figure 3 shows the cumulative rainfall for the four raingauge locations and a scatter plot of radar rainfall compared with gauge observations before and after calibration. In the cumulative rainfall plot, created by adding up the hourly rainfall rates from January 2010 to December 2011; the time steps with missing gauge and/or radar values were removed from the calculations. The figure shows data for the full 2-year period. The scatter plot is shown for the four Yanco gauges used for radar calibration. It can be seen from the cumulative rainfall plots that the bias in the radar rainfall estimates was reduced by the calibration. In the scatter plot, apart from some points of overestimation, most of the radar rates (mainly underestimations) were improved, showing that the bias in the overall radar estimates was removed through the calibration process. The bias and RMSE between gauge and radar rainfall rates were decreased from −14% and 2 mm/h to 3% and 1.7 mm/h, respectively, after radar calibration in four grid boxes containing the Yanco sites for the whole study period.
Evaluation of ACCESS-A using continuous metrics
After calibrating the radar rainfall rates, the radar hourly rainfall accumulations with 1 km grid spacing were aggregated to the ACCESS-A 12 km grid spacing (as explained in Section 3) for verification of the forecast rainfall in the northern half of the radar domain. In order to compare the forecasts with gauge or radar observations, cumulative rainfall from ACCESS-A is shown against cumulative gauge point measurements and cumulative adjusted radar rainfall in Figure 4 (a) and (b), and a scatter plot of ACCESS-A is presented against the radar adjusted rates in Figure 4 (c) for the entire 2-year period. Here, radar and ACCESS-A are both rainfall over the 12 × 12 km pixels containing the raingauges. From the cumulative plots, ACCESS-A mostly overestimated rainfall compared to the gauges and radar with the ME and RMSE of 12% and 1.3 mm/h, respectively, when compared to the radar data.
The total annual radar-adjusted observations across all 12 × 12 km ACCESS-A pixels over the northern part of the radar coverage is shown for 2010 and 2011 in Figure 5 To account for the differences in the errors through the months, the hourly RE, ME and RMSE were investigated separately for 3-month periods, as shown in Figures 6-8 , with the total radar observation across the pixels presented for each period in Figure 9 . Figures 6 and 7 show that there is no consistent error in ACCESS-A forecasts across the study area through the 3-month periods. The variations in the errors seen between the 3-month periods in Figure 6 are mainly related to the dependency of the model skill on actual rainfall observations, which varied considerably across the study area. This means that the model underestimated rainfall during the periods with heavy rain rates and overestimated light rainfall events. Figure 6 also reveals that ACCESS-A showed strong underestimation in January-March 2011 as the model did not successfully predict the heavy rainfall from convective storms during the summer. In addition, from Figures 6 and 7, it can be seen that that the ME varied between −1 and 1 mm for each 3-month period, while the range of RE was very high for each period across all pixels. For example, in April-June 2010 the ME ranged from −0.22 mm to 0.87 mm across the pixels while RE varied from −32% to 270% of total observed rainfall across the pixels. Indeed, in some periods of the year RE was as high as 60% across the study area with ACCESS-A underestimating rainfall, or it was as much as 270% with ACCESS-A overestimating rainfall. The RE was more than 100% in January-March and JulySeptember 2010, and was more than 200% in April-June 2010 and 2011. Since the model overestimated low rainfall values, the RE was very high where it was positive.
By comparing the RMSE in Figure 8 with total observed rainfall in Figure 9 , it is clear that RMSE was high in periods with medium to high rainfall observations over the periods. For example, maximum RMSE was in the periods OctoberDecember 2010 and January-March 2011, with total observed rainfall over 3-month period varying from 1.4 to 3.4 mm/h and 1.6 to 4.6 mm/h, respectively. In order to investigate the extent to which the error decreases with accumulation period, From these results, the areal averages of RME were decreased by 78% and 68% for 2010 and 2011, respectively, in daily time steps. However, the range of RMSE on the daily time scale was still high (7.2-16.8 mm/d for 2010 and 9.6-21.6 mm/d for 2011).
Evaluation of ACCESS-A using contingency table
To evaluate the importance of timing as a source of error in the forecasts, relative to errors in the rainfall volume and location over the entire study domain, the contingency table in Table 1 was calculated for hourly and daily accumulations. To produce this table, rain events that did not contain at least one observed and/or forecast pixel with more than 5 mm/d rainfall were removed, and thresholds of 0.1 mm/h and 1.0 mm/d were used to distinguish between rain and norain pixels for hourly and daily analysis, respectively. All hourly and daily rainfall amounts below these thresholds were considered zero. To distinguish whether the forecast location was sufficiently good or not, the effective radius of the observed rain object and the distance between centroids of observed and forecast rain objects were calculated for each time step (see Section 3). The effective radius was estimated as the radius of a circular region having the same area as the observed rain area, and the centroid of the observed (or forecast) rain object was calculated as the arithmetic mean location of all observed (or forecast) rain pixels in a rain map. For comparing forecast magnitude and radar rain rates, the categories for hourly and daily time scales defined in Section 3 were used. The results for the contingency table are presented in Table 2 as a percentage, being the number of hours/ days for each event type as defined in Table 1 , divided by the total hours/days (excluding no rain observations and forecasts). This table indicates that 53% of the hours had wrong locations including 14%, 24% and 15% for missed location, missed events and false alarms, while 47% of the forecasts were within the correct location. For daily accumulations, the percentages of wrong locations decreased to 6% for missed location, missed events and false alarms, and consequently the total forecasts with correct locations increased to 82%, due to reducing the timing errors by using longer accumulation time. However, only 21% of these days were well forecast (hits), showing that a large proportion of daily rain images (79%) had forecasts with wrong magnitude and/or location. 5 Discussion
The goal of this work was to assess the errors in operational ACCESS-A NWP rainfall forecasts over a 2-year period in Australia. This assessment is important for understanding the impacts on flood forecasting when using NWP rainfall forecasts as input. The Australian-domain model, ACCESS-A, was evaluated against adjusted rainfall observations from the Yarrawonga radar from January 2010 to December 2011. The evaluation of NWP data was based on RE (relative error), ME (mean error), RMSE and a contingency table. For this purpose, radar rainfall intensities were adjusted to independent raingauges by estimating a new relationship between radar and gauge rates. Radar-rainfall estimates can provide the broad-scale observations required for verifying model precipitation forecasts, provided the errors in radar-based rainfall are corrected. This work was based on the assumption that, after adjusting the radar, the error in radar data has been sufficiently minimized to be useful in evaluation of forecast rainfall data. Based on the results from annual accumulations of RE and ME, the forecast skill was found to be different in 2010 and 2011, being highly dependent on the rainfall observations over the study area. Overall, the ACCESS forecasts overestimated rainfall in areas with low total rainfall and underestimated rainfall in high rainfall areas across the study area. The variation of these errors through the 3-month periods also showed that the skill of the model varied across the study area.
The range of RE across the study area was from −22% to +59% in 2010 and from −38% to +14% in 2011 (see Fig. 5(b) ). The range obtained here is similar to the errors estimated by Shrestha et al. (2013) from March 2010 to March 2011 in the Ovens catchment in southeastern Australia using gauge data alone. They showed that ACCESS-A overestimated precipitation in dry, low elevation areas by up to 60% and underestimated it in wet, high elevation areas by up to 30%. However, the study area here is nearly flat with an average slope between 0% and 1.8%. Therefore, this study shows that the error is more likely to be dependent on observed rain magnitude through time than on elevation, as was proposed by Shrestha et al. (2013) .
The range of RMSE found in this work is quite consistent between 2010 and 2011 across the study area, being 1.4-3.7 mm/h and 1.2-2.9 mm/h for the hourly time scale for 2010 and 2011, respectively (see Fig. 5(c) ).While there was a large decrease in the annual RMSE on the daily time scale across the area, as shown in Figure 5(d) , compared to the hourly time scale, the errors were still high across the area for daily accumulations (7.2-16.8 mm/d in 2010 and 9.6-21.6 mm/d in 2011). The range of RMSE across the area on daily accumulations here agrees with the RMSE found in the study by Shrestha et al. (2013) , with values from 6.4 to 14.6 mm/d for the ACCESS-A model.
The continuous verification used in this study for a long period of data was able to give a proper view of timing errors when comparing hourly and daily scales, but could not differentiate between other sources of error such as location and rain volume. A contingency table was used for investigation of these different sources of error. In order to distinguish between forecasts with correct location and displacement, the distance between the centroids of rain objects was compared to the effective radius of the observed rain object. This approach allowed for an approximate evaluation of forecast location assuming that the rain forecast object initially matches the observed object. From the contingency table (Table 2) , it is seen that a large fraction of the ACCESS-A forecasts on hourly time steps (53%) were found to suffer from a spatial displacement, from which 39% had the wrong magnitude (missed events or false alarms). However, 34% of the forecasts had the correct location but wrong magnitude and only 13% of the forecasts were identified as a "hit".
The results from the contingency table showed that the deficiency in ACCESS-A forecast on the hourly time scale is related to both imperfect location and wrong magnitude. The large effect of displacement error in forecast uncertainties obtained here is consistent with the results from Ebert et al. (2004) , which indicated that 1 h forecasts from nowcast algorithms may have position errors of up to 80 km, with a mean error of about 15-30 km. The use of daily accumulations in the contingency table (Table 2) shows that the frequency of events with wrong location decreased substantially regardless of the magnitude, due to removal of the timing errors. However, only 21% of the days had perfect forecast location and magnitude and a large fraction of the forecasts (61%) had wrong magnitude with correct location. VelascoForero et al. (2009) have shown previously that the spatial correlation of radar rainfall fields could be as small as 0.3 over distances as short as 20 km. Therefore, for the study area here (100 × 250 km 2 ), it is expected that forecasts with wrong location would have similarly low correlations with observations. The moderate improvement from hourly to daily accumulation indicated that the location deficiency on the hourly scale, which was mainly related to the timing errors, was reduced on daily accumulations, while wrong magnitude was still the main source of errors on the daily time scale. Moreover, Kobold and Sušelj (2005) showed that 15% deviation in rainfall input into rainfall-runoff models led to 20% error in peak discharge predictions. Consequently the errors obtained in this study indicate that the raw ACCESS-A forecasts may not be sufficiently accurate to be used in hydrological forecasting, since a large fraction of the study area had relative errors more than 15% (Fig. 7) . Post-processing methods, such as the probability modelling approach or exceedance probability correction, can be used to remove biases and reliably quantify forecast uncertainties. For example, using exceedance probability of observational data, the forecasts could possibly be corrected so that their probabilities match those observed.
Conclusions
Forecast precipitation data are necessary for forecasting of flood events. Evaluation of precipitation from NWP models has been an important subject during the past decade. This study has evaluated ACCEES-A precipitation forecasts during a 13-24 h period against adjusted weather radar data.
The results revealed that the skill of the NWP precipitation forecasts varied across the study area and through time, being highly dependent on the rainfall observations over the study area. Use of daily accumulations of ACCESS-A resulted in decreased errors compared with the hourly time scale, but the forecast skill was still not appropriate for hydrological modelling applications. In addition, based on a contingency table, both location and magnitude errors were the main sources of forecast uncertainties on hourly accumulations, while wrong magnitude was the dominant source of error on the daily time scale. Consequently, the results from this work suggest that without error correction (i) the raw hourly forecasts are not sufficiently accurate to be used for flood forecasting at the scale of ACCESS-A and (ii) the improvement in daily forecast accumulations is still not enough to allow for hydrological applications at the spatial scale of the NWP forecast model.
where Y i is the forecast value, X i is the corresponding observed value, and N is the number of forecast-observation pairs. The area bias is defined by: 
where f and o refer to forecast and observation respectively, h refers to an hour of the day, and the summation is over all matching pairs at a given hour. The FBI is the ratio of the forecast frequency to the observed frequency, while the POD calculates the fraction of observed events that were correctly forecast, and the FAR indicates the fraction of predicted events that were observed to be non-events:
where H (hits) is the number of actual rain events predicted by the radar/model, M (misses) is the number of actual rainfall events missed by them, F (false alarm) is the non-observed rain predicted by the radar/model, and R is the number of correct non-forecast cases.
The CSI is the fraction of all forecast and/or observed events that were correctly forecast:
The TSS measures the ability of the model to distinguish between occurrences and non-occurrences of an event:
The FSS is a variation on the fractions Brier score (FBS):
where M and O are the model and observation fractions respectively with values between 0 and 1. N is the number of pixels in the verification area. FBS worst is given by:
