his article reviews the current transmission control protocol (TCP) congestion control protocols and overviews recent advances that have brought analytical tools to this problem. We describe an optimization-based framework that provides an interpretation of various flow control mechanisms, in particular, the utility being optimized by the protocol's equilibrium structure. We also look at the dynamics of TCP and employ linear models to exhibit stability limitations in the predominant TCP versions, despite certain built-in compensations for delay. Finally, we present a new protocol that overcomes these limitations and provides stability in a way that is scalable to arbitrary networks, link capacities, and delays.
Introduction
Congestion control mechanisms in today's Internet already represent one of the largest deployed artificial feedback systems; as the Internet continues to expand in size, diversity, and reach, playing an ever-increasing role in the integration of other networks (transportation, finance, etc.), having a solid understanding of how this fundamental resource is controlled becomes ever more crucial. Given the scale and complexity of the network, however, and the heuristic, intricate nature of many deployed control mechanisms (which we summarize in the next section), until recently this problem appeared to be well beyond the reach of analytical modeling and feedback control theory. Theoretical research on this topic (e.g., [1] - [5] ) has dealt mostly with simple scenarios (e.g., single-bottleneck, per-flow queueing); see also recent surveys in [6] and [7] . Meanwhile, the Internet community has turned to small-scale simulations to validate designs. All of these leave huge gaps in our understanding of real network behavior.
In the last few years, large strides have been taken in bringing analytical models into Internet congestion control (see e.g., [8] - [22] and the references therein). Key to these advances has been the explicit modeling of the congestion measure that communicates back to data sources the information on congestion in network resources being used; more precisely, it is assumed that each network link measures its congestion by a scalar variable (termed price) and that sources have access to the aggregate price of links in their path. These assumptions are implicitly present in many variants of today's TCP protocols; this framework exhibits the price signal being used in these protocols (e.g., loss probability, queueing delay). Also, it is the natural setting for exploring alternative protocols based on more explicit price signaling (e.g., bit marking).
Two types of studies are of fundamental interest. On the one hand, it is important to characterize the equilibrium conditions that can be obtained from a given congestion control protocol from the point of view of fairness, efficiency in use of resources, dependence on network parameters, etc. In this regard, the above-mentioned prices can be interpreted in economic terms (e.g., [9] ) and the congestion control system as seeking the global optimum of a certain aggregate utility function, subject to network capacity constraints. By describing the utility implicit in existing TCP protocols [11] , [12] , equilibrium properties are inferred, some of which corroborate empirically observed features. This methodology will be reviewed in the section "Equilibrium Structure and Utility Optimization." A second line of inquiry concerns the dynamics of congestion control protocols, directly in the domain of control theory. In particular, we are interested in the stability of the postulated equilibria, especially in the presence of feedback delay, and in performance metrics such as speed of convergence, capacity tracking, etc. In fact, by incorporating explicit measures of congestion, recent analysis [21] , [22] has shown that the predominant TCP implementation (called Reno) and its variants are prone to instabilities when combined with network delays and, more surprisingly, with increases in network capacity. We will show similar studies in the section titled "Dynamics and Stability."
This raises the question of whether more efficient and stable protocols could be developed with the help of this analytic framework. We note that the constraint of decentralization makes it impossible for a controller to be synthesized by, for example, optimal control; still, one can try to postulate a plausible control law and support it with proofs of stability and performance. In this regard, global stability results that apply to arbitrary networks have been given for new price-based flow controllers [8] , [10] , [14] , [15] in the absence of delay; further, delay can be studied in terms of conditions on control gains to retain stability (e.g., [8] , [10] , [22] , [23] ). Now as noted in, for example, [24] and [25] , window-based protocols contain an automatic compensation for delay ("self-clocking"); this has led to recent work seeking protocols that would remain stable for sufficiently small delays [26] - [28] . In this vein, we describe in the final section, "A Scalable Control," some of our recent work in finding a protocol that can be implemented in a decentralized way by sources and routers and that provides linear stability for arbitrary delays, capacities, and routes.
Although TCP Reno has performed remarkably above expectations and is widely deployed, we emphasize a key limitation of this congestion control mechanism: by using packet loss as a congestion measure, high utilization can be achieved only with full queues, i.e., when the network operates at the boundary of congestion. This seems particularly ill-suited to handle the types of traffic that have been observed in recent studies. Indeed, Internet traffic, 90% of which is TCP based (see measurements at www.caida.org), exhibits burstiness at many time scales, which is due to the heavy-tailed nature of file sizes [29] - [33] . In simple terms, this means that most TCP connections are "mice" (short, but requiring low latency), but a few long TCP connections ("elephants," which can tolerate latency) generate most of the traffic. By controlling the network around a state with full queues, the elephants subject the mice to unnecessary loss and queueing delays. This problem can be avoided by decoupling loss from price signaling. Another limitation of using loss to measure congestion is the degradation of performance in the cases where losses are often due to other effects (e.g., wireless links). These considerations are motivating a new look at congestion control protocols; our aim in this article is to argue that a more sound analytical perspective, now available, should be brought to bear on this investigation.
Current TCP Protocols
TCP uses "window" flow control, where a destination sends acknowledgments for packets that are correctly received. A source keeps a variable called window size that determines the maximum number of outstanding packets that have been transmitted but not yet acknowledged. When the window size is exhausted, the source must wait for an acknowledgment before sending a new packet. Two features are important. The first is the "self-clocking" feature that automatically slows down the source when a network becomes congested and acknowledgments are delayed. The second is that the window size controls the source rate: roughly one window of packets is sent every round-trip time. The first feature was the only congestion control mechanism in the Internet before Van Jacobson's proposal in 1988 [24] . Jacobson's idea is to dynamically adapt window size to network congestion. In this section, we will review how TCP infers congestion and adjusts window size.
TCP also provides other end-to-end services such as error recovery and round-trip time estimation, but we will limit our attention to the congestion control aspect.
TCP Tahoe and Reno
The predominant TCP implementations are called Tahoe and Reno. The basic idea of these protocols is for a source to gently probe the network for spare capacity by linearly increasing its rate and exponentially reducing its rate when congestion is detected. Congestion is detected when the source detects a packet loss.
A connection starts cautiously with a small window size of one packet (up to four packets have recently been proposed), and the source increments its window by one every time it receives an acknowledgment. This doubles the window every round-trip time and is called slow-start. When the window reaches a threshold, the source enters the congestion avoidance phase, where it increases its window by the reciprocal of the current window size every time it receives an acknowledgment. This increases the window by one in each round-trip time and is referred to as additive increase. The threshold that determines the transition from slow-start to congestion avoidance is meant to indicate the available capacity in the network and is adjusted each time a loss is detected. On detecting a loss, the source sets the slow-start threshold to half of the current window size, retransmits the lost packet, and re-enters slow-start by resetting its window to one.
This algorithm was proposed in [24] and implemented in the Tahoe version of TCP. Two refinements, called fast recovery, were subsequently implemented in TCP Reno to recover from loss more efficiently. Call the time from detecting a loss (through duplicate acknowledgments) to receiving the acknowledgment for the retransmitted packet the fast retransmit/fast recover (fr/fr) phase. In TCP Tahoe, the window size is frozen in the fr/fr phase. This means that a new packet can be transmitted only a round-trip time later. Moreover, the "pipe" from the source to the destination is cleared when the retransmitted packet reaches the receiver, and some of the routers in the path become idle during this period, resulting in loss of efficiency. The first refinement allows a Reno source to temporarily increment its window by one on receiving each duplicate acknowledgment while it is in the fr/fr phase. The rationale is that each duplicate acknowledgment signals that a packet has left the network. When the window becomes larger than the number of outstanding packets, a new packet can be transmitted in the fr/fr phase while it is waiting for a (nonduplicate) acknowledgment for the retransmitted packet. The second refinement essentially sets the window size at the end of the fr/fr phase to half of the window size when fr/fr starts and enters congestion avoidance directly. Hence, slow-start is entered only rarely in TCP Reno when the connection first starts and when a loss is detected by timeout rather than duplicate acknowledgments.
TCP Vegas
TCP Vegas [34] improves upon TCP Reno through three main techniques. The first is a new retransmission mechanism where timeout is checked on receiving the first duplicate acknowledgment, rather than waiting for the third duplicate acknowledgment (as Reno would), and results in a more timely detection of loss. The second technique is a more prudent way to grow the window size during the initial use of slow-start when a connection starts up, and it results in fewer losses. The third technique is a new congestion avoidance mechanism that corrects the oscillatory behavior of Reno. The idea is to have a source estimate the number of its own packets buffered in the path and try to keep this number between α (typically 1) and β (typically 3) by adjusting its window size. The window size is increased or decreased linearly in the next round-trip time according to whether the current estimate is less than α or greater than β. Otherwise the window size is unchanged. The rationale behind this is to maintain a small number of packets in the pipe to take advantage of extra capacity when it becomes available. Another interpretation of the congestion avoidance algorithm of Vegas is given in [12] , in which a Vegas source periodically measures the round-trip queueing delay and sets its rate to be proportional to the ratio of its round-trip propagation delay to queueing delay, the proportionality constant being between α and β. Hence, the more congested its path, the higher the queueing delay and the lower the rate. The Vegas source obtains queueing delay by monitoring its round-trip time (the time between sending a packet and receiving its acknowledgment) and subtracting from it the round-trip propagation delay.
FIFO, DropTail, and RED
A Vegas source adjusts its rate based on observed queueing delay; in other words, it uses queueing delay as a measure of congestion. This information is updated by the FIFO (first-in-first-out) buffer process and fed back implicitly to sources through round-trip time measurement. A Reno source uses loss as a measure of congestion. This information is typically generated and fed back to sources through DropTail, a queueing discipline that drops an arrival to a full buffer. RED (random early detection) [35] is an alternative way to generate the congestion measure (loss) to Reno sources. Instead of dropping only at a full buffer, RED maintains an exponentially weighted queue length and drops packets with a probability that increases with the average queue length. When the average queue length is less than a minimum threshold, no packets are dropped. When it exceeds a maximum threshold, all packets are dropped. When
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it is in between, a packet is dropped with a probability that is a piecewise linear and increasing function of the average queue length. This type of strategy is called active queue management (AQM).
Analytical Models
In this section, we describe analytical models that were developed in the last few years. A large body of literature exists on congestion control, but we will focus narrowly on these recent models. A network is modeled as a set of L links with finite capacities c c l L l = ∈ ( , ). They are shared by a set of N sources indexed byi in set
A first consideration is that we will use deterministic flow models to describe transmission rates, in contrast to much of classical queueing theory, which relies on stochastic (e.g., Poisson) models for traffic. While randomness in network arrivals is a natural assumption when modeling entire connections [36] , it is less suitable at the packet level, where transmission times for congestion-controlled sources are determined predominantly by feedback, as described in the previous section. Furthermore, the distributions to be used in such random models have recently come into question [29] - [33] , and in any event, there are few tractable results on queueing theory in the presence of feedback (but see [37] ). For these reasons, we will study feedback at a higher level of aggregation than packets, modeling rates as flow quantities. Each source i has an associated transmission rate x t i ( ); the set of transmission rates determines the aggregate flow y t l ( ) at each link by ( )
in which the forward transmission delays τ li f from sources to links are accounted for. We assume each link has a capacity c l in packets per second. The next step is to model the feedback mechanism that communicates to sources the congestion information about the network. The key idea in the line of work we are discussing is to associate with each link l a congestion measure p t l ( ), which is a positive real-valued quantity. Due to the economic interpretations to be discussed in the next section, we will call this variable a "price" associated with using link l. The fundamental assumption we make is that sources have access to the aggregate price of all links in their route,
Here again we allow for backward delays τ li b in the feedback path. As we will discuss later, this feedback model includes, to a good approximation, the mechanism present in existing protocols, with a different interpretation for price in different protocols (e.g., loss probability in TCP Reno, queueing delay in TCP Vegas).
The preceding equations can be represented in the Laplace domain in terms of the delayed forward and backward routing matrices:
Then we have, in vector form ( T denotes transpose):
To specify the congestion control system, it remains to define i) how the sources adjust their rates based on their aggregate prices (the TCP algorithm) and ii) how the links adjust their prices based on their aggregate rates (the AQM algorithm). At the source side, we can in general postulate a dynamic model of the form
where z i would be a local state variable. We will, however, mostly encounter two special cases: the static case, where there is no z i and we have x t G q t
, and the first-order case with z x i i = . Similarly, at the link level one can write a dynamic law
February 2002 The key restriction in the above control laws is that they must be decentralized, i.e., sources and links only have access to their local information. The overall structure of the congestion control system is now depicted in Fig. 1 , where the diagonal structure of the source and link matrices represents the decentralization requirement.
We will discuss TCP models within this general framework. In the next subsection, we will focus on equilibrium properties; dynamic issues are tackled in the following subsection, "Dynamics and Stability."
Equilibrium Structure and Utility Optimization
In this section, we study the above feedback at equilibrium, i.e., assuming the rates and prices are at some fixed values x y p q * * * * , , , . We will see how an optimization formulation helps understand the properties of such equilibria.
The equilibrium relationships y (4)- (5). Here R is the static routing matrix; since we are discussing equilibrium, we can set s = 0 in the model (3) (equivalently, setting all delays to zero).
The first basic assumption we make is that the equilibrium rates satisfy
where f i ( ) ⋅ is a positive, strictly monotone decreasing function. This function can be found by finding the equilibrium point in (6) ; in the static case, it is just given by the source static law. Monotonicity is a natural assumption for all protocols: if q i represents congestion in the source's path, the equilibrium source rate should be a monotonically decreasing function of it.
We now see that this assumption alone allows us to introduce an optimization interpretation for the equilibrium by introducing a source utility function. Namely, consider the inverse f x ( )has a positive, decreasing derivative and is therefore itself monotone increasing and strictly concave. Now, by construction, the equilibrium rate will solve max ( )
The above equation can be interpreted in economic terms: if
( )is the utility the source attains for transmitting at rate x i , and q i * is the price per unit flow it is hypothetically charged, the above represents a maximization of an individual source's profit. We emphasize that this interpretation required minimal assumptions about the protocol; given a model of the source (TCP) control, one can derive from it the utility function associated with the protocol, as we will see below.
The role of prices is to coordinate the actions of individual sources so as to align individual optimality with social optimality, i.e., to ensure that the solutions of (8) also solve the problem max ( )
subject to Rx c ≤ ; (10) in other words, maximize aggregate utility across all sources, subject to link capacity constraints. This problem, formulated in [38] , is a convex program for which a unique optimal rate vector exists. The challenge is to solve it in a distributed manner over a large network.
A natural way to introduce prices in regard to the above optimization is the duality approach introduced in [10] (see also [39] for related ideas and [20] for multicast extensions). Here prices appear as Lagrange multipliers for the problem (9)- (10) . Specifically, consider the Lagrangian
The dual problem is min ( )
where
Convex duality implies that at the optimum p * s (which need not be unique), the corresponding x * maximizing individual optimality (12) is exactly the unique solution to the primal problem (9)- (10) . Note that (12) is identical to (8); therefore, provided the equilibrium prices p * can be made to align with the Lagrange multipliers, the individual optima, computed in a decentralized fashion by sources, will align with the global optima of (9)- (10) . The simplest link algorithm that guarantees these equilibrium prices are indeed Lagrange multipliers, as shown in [10] , is based on applying the gradient projection algorithm to the dual problem (11):
IEEE Control Systems Magazine February 2002
Any pricing scheme that stabilizes queues or queueing delays solves the dual problem.
where [ ] max{ , } z z + = 0 . The fact that the gradient of the Lagrangian only depends on aggregate rates y l is key to the above decentralized implementation at the links. If the above equations are at equilibrium, we have y c l l * ≤ , with nonzero prices p l * corresponding to the active constraints.
It follows that equilibrium prices are the Lagrange multipliers. This property, however, is not exclusive to this algorithm; rather, any pricing scheme that stabilizes queues, or queueing delays (e.g., RED or Vegas, see below), so that flow rates y l * are matched to capacities c l , will allow for the same interpretation. This is because matching rate drives the gradient of the dual problem (11)- (12) with respect to p to zero, solving the dual problem and implying that the resulting prices are Lagrange multipliers. Another approach to price variables, proposed in [8] (and used also in [15]), is to treat them as a penalty or barrier function for the constraint (10) . Here prices are assumed to be a static, increasing function of y l , p h y l l = ( ), which becomes large as y l approaches c l . It follows that the resulting equilibrium maximizes the global utility
which can be seen as an approximation to the above problem (9)- (10). To summarize the discussion so far, under very general assumptions, the equilibrium points of source protocols can be interpreted in terms of sources maximizing individual profit based on their own utility functions. Link algorithms generate prices to align, exactly or approximately, these "selfish" strategies with social welfare. Different protocols correspond to different utility functions U i and to different dynamic laws (6)- (7) that attempt, in a decentralized way, to reach the appropriate equilibrium. We now take a closer look at modeling Reno and Vegas in this context.
TCP Reno/RED
We focus only on the congestion avoidance phase of TCP Reno, in which an elephant typically spends most of its time. We take source rates as the primal variable x and link loss probabilities as prices p. In this section, we assume the round-trip time τ i of sourcei is constant and that rate x i is related to window w i by
The window of outstanding packets at time t actually reflects the average rate in the interval [ ,] t t i − τ ; the above approximation is valid since our models are not intended to provide accurate description at finer time scales than the round-trip time.
We also make the key assumption that loss probabilities p t l ( )are small so that the end-to-end probabilitiesq t i ( )satisfy
for all i and for all t.
We now model the additive-increase-multiplicative-decrease (AIMD) algorithm of TCP Reno in an average sense at time scales above the round-trip time. In particular, our models do not attempt to predict a window jump of the sort observed under MD; rather, they should track the mean evolution of the window as a function of ACKs and losses. We initially ignore feedback delays, since we are interested in equilibrium points.
At time t, x t i ( ) is the rate at which packets are sent and acknowledgments received. A fraction ( 
We now consider the equilibrium of (16):
From it, we can obtain the utility function of TCP Reno by identifying the above with the Karush-Kuhn-Tucker condition ′ = * *
U x q i i i ( ) . This gives the utility function
which seems to appear first in [9] and [11] . Our description here is slightly different from that in [11] in that, here, loss probability is taken as the dual variable regardless of the link algorithms, which from this point of view affect the dynamics but not the utility function.
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The relation (17) between equilibrium source rate and loss probability reduces to the well-known relation (see, e.g., [40] and [41] 
when the probability q i is small or, equivalently, when the window τ i i x is large compared with 2. (This corresponds to replacing( ( )) 1 − q t i in (16) by 1, as done in [22] .) The value of the constant a around 1 has been found empirically to depend on implementation details such as TCP variant (e.g., Reno versus NewReno versus SACK) and whether delayed acknowledgment is implemented. Equating ′ U x i i ( ) with q i , the utility function of TCP Reno becomes
This version is used in [15] and [42] . We now turn to the link algorithm, i.e., how loss probabilities p t l ( ) are generated as a function of link rate y l . Both DropTail and RED produce losses as a function of the state of the queue, so the question involves modeling of the queue dynamics as a function of the input rate y l . In the current context of flow models, it is natural to model queues as integrating the excess capacity; this option is discussed below, and in the case of RED, one can then easily relate queues to loss (or marking) probability. Unfortunately, a deterministic model of DropTail that includes the queue dynamics does not appear to be tractable.
At the other extreme, many references model queues as being in steady state and postulate a static law p h y l l l = ( )for loss probability as a function of traffic rate, e.g., [8] , [15] . The question as to whether the steady-state queue assumption can be justified is still a subject of current research [43] ; however, dynamic simulation studies of Reno/RED, as in [22] or those described below (see Fig. 2(b) ), indicate that queue dynamics are indeed significant at the time scale of interest.
For this reason we will consider the first option and model queues as integrators, focusing on the RED queue management to obtain simple models of loss probabilities. Let b t l ( )denote the instantaneous queue length at time t; its dynamics is then modeled by 
RED averages the instantaneous queue by an exponentially weighted average; denoting r t l ( ) to be the averaged queue length, we can model it as a low-pass filter
for some constant0 1 < < α l . Given the average queue length r t l ( ), the marking (or dropping) probability is given by a static function Now (19) , (20) , and (21) fall into the general form (7), where the internal state v l is composed of b l and r l . Assume now that these equations are in equilibrium. It is not difficult to see that in this case y c l l * ≤ , and that the inequality is only strict when p l * = 0. These facts imply that the equilibrium p l * constitute a set of Lagrange multipliers for the dual problem (11)-(12). Thus, we conclude that if the Reno/RED reaches equilibrium, the resulting source rates x i * will solve the primal problem (9)- (10) with the source utility functions given in (18) . Moreover, the loss probabilities p l * are Lagrange multipliers that solve the dual problem (11)-(12). We remark again that the preceding analysis refers to the averaged model of TCP, as described in (16); we are not attempting to impose equilibrium on the detailed evolution of a window under AIMD, but rather on its mean evolution, as would happen with the average of many identical sources (see simulations below). Still, even in this mean sense, we have not given any indication yet that TCP reaches equilibrium. Indeed, in the next section we will find that it often does not, since the equilibrium is unstable and a limit cycle is observed; in particular, average windows and queues can oscillate dramatically. Nevertheless, the above equilibrium analysis is useful in understanding the state that is aimed for by the current protocols, i.e., the resource allocation policy implicitly present in the current Internet. Furthermore, there is evidence that some of the insights derived from the equilibrium models do reflect empirical properties of the Internet. This suggests that the models might have value in describing the protocol's long-term behavior, even in an oscillatory regime. We now discuss some of these insights.
Delay and Loss
The current protocol (Reno with DropTail) fills, rather than empties, bottleneck queues when the number of elephants becomes large, leading to a high loss rate and queueing delay. What is more intriguing is that increasing the buffer size does not reduce loss rate significantly, but only increases queueing delay. This delay and loss behavior is exactly opposite the mice-elephant control strategy we aim for: to maximally utilize the network in a way that leaves network queues small so that delay-sensitive mice can fly through the network with little queueing delay.
According to the duality model, loss probability under Reno is the Lagrange multiplier, and hence its equilibrium value is determined solely by the network topology and the number of sources, independent of link algorithms and buffer size. Increasing the buffer size but leaving everything else unchanged does not change the equilibrium loss probability, and hence a larger backlog must be maintained to generate the same loss probability. This means that with DropTail, the buffer at a bottleneck link is always close to full, regardless of buffer size. With RED, since loss probability is increasing in average queue length, the queue length must increase steadily as the number of sources grows.
Fairness
It is well known that TCP Reno discriminates against connections with large propagation delays. This is clear from (17), which implies that Reno equalizes windows for sources that experience the same loss probability, and hence their rates are inversely proportional to their round-trip times.
The equilibrium characterization (17) also exposes the "beat down" effect, where sources that go through more congested links, seeing larger q i , receive less bandwidth. This effect is hidden in single-link models and, in multilink models, is often confused with delay-induced discrimination of TCP, as expressed in (17). It has been observed in simulations [44] and has long been deemed unfair, but the duality model shows that it is an unavoidable, and even desirable, feature of end-to-end congestion control. For each unit of increment in aggregate utility, a source with a longer path consumes more resources and hence should be beaten down. If this is undesirable, it can be remedied by weighting the utility function with delay.
TCP Vegas
The dynamic model and utility function U i of TCP Vegas have been derived and validated in [12] . We briefly summarize the results here.
The utility function of TCP Vegas is
where α i is a protocol parameter and d i is the round-trip propagation delay of source i. In equilibrium, source i buffersα i i d packets in the routers in its path. The utility function implies that Vegas achieves proportional fairness in equilibrium.
The price variable in TCP Vegas is queueing delay, which evolves according to
with an additional nonnegativity constraint, exactly as in (13) with γ replaced by 1/c l . Therefore, again we can interpret equilibrium prices as Lagrangian multipliers.
To describe the rate adjustment (6), let
be the target rate chosen based on the end-to-end queueing delay q t i ( ) and the marginal utility ′ U i . Then Vegas's source algorithm is , ( Table 1 .
Dynamics and Stability
As discussed in the previous section, static or dynamic control laws at sources and links attempt to drive the system to a desirable equilibrium point. So far, we have only used dynamic models to derive the equilibrium points, and we note that there can be different dynamic laws with the same equilibrium, only distinguished by their dynamic properties, which we now discuss. Mainly, we would like to determine whether the equilibrium is (locally or globally) stable. We 
begin with a brief overview of some dynamic laws that have been proposed in the optimization framework and that allow for analytical stability results. We will then move to study in detail the dynamics of TCP Reno/RED.
In general, one could have dynamics at both sources and links; however, most analytical results refer to systems where only one of the laws is dynamic and the other static. In this regard, [8] denotes by primal algorithms those where the dynamics are at the sources, and by dual algorithms when the dynamics are at the links. An example of dynamics at the source is the first-order law (used in [8] for a particular utility function)
Combined with a static link law p h y l l l = ( ), it is shown in [8] that the system, in the absence of delays, has a single global attractor, which optimizes the cost function in (14) ; in fact, this modified utility serves as a Lyapunov function for the system.
An example of dynamics at the links was already given in (13); combined with the static source control
it is shown in [10] that global stability is obtained. Another link algorithm, proposed in [45] and [46] , is
where b l is the queue length, as in (19) . Global stability in the absence of delay for this scheme, together with (23), has been proved in [14] by a Lyapunov argument. This protocol can be implemented in a similar fashion to RED, but simulations in [45] and [46] have shown a marked improvement over RED in terms of achieving fast responses and low queues. Recently, [16] has proposed a scheme with dynamics at both links and sources, but working at different time scales; thus, stability analysis reduces to two problems, one with static links and one with static sources.
We emphasize that the Lyapunov-based stability proofs in [8] and [14] , while global, do not consider network delays. Some local, linearized studies in [8] and [23] examine tolerance to delay and in general yield bounds on the various gain parameters of the algorithms (e.g., κ i , γ l must be inversely proportional to delay) to maintain local stability. In turn, the global stability analysis in [10] is done in discrete time, possibly asynchronously, and does allow for delays, but again stability is guaranteed only if gain parameters are sufficiently small.
Note that delays are the only dynamics of the open-loop system described in Fig. 1 ; were it not for delay, the rate and price adaptation could be performed arbitrarily fast. Thus, it is natural that gain parameters should be chosen inversely proportional to delay. Since sources measure their round-trip time, and a scaling by1/τ i is already implicit in a window-based protocol due to (15) (the "self-clocking" feature), this raises the intriguing possibility that compensation for delay could be done automatically in a protocol such as Reno.
We now turn to a detailed study of Reno/RED that contains dynamics at both sources and links.
Dynamics of Reno/RED
The dynamic model of Reno/RED has so far been used only to understand the equilibrium properties; we now study the dynamic properties around an equilibrium by linearizing the model developed earlier. Before we do that, we must refine the nonlinear model to include the effect of delays, which are essential to stability analysis.
For this purpose, we must account for forward and backward delays in the propagation of rates and prices, as was done in (1)-(2). For the window dynamics, a first approximation would be
withq t i ( )as in (2). Here we incorporate the fact that the rate of incoming ACKs is determined by the source rate τ i units of time ago. However, a subtle issue that arises in these models is that the round-trip time is itself time varying, since it depends on queueing delays. In particular, round-trip time can be expressed as
where d i is the round-trip propagation delay and b l is the backlog at link l at the time the packet arrived at the link. These arrival times are difficult to capture exactly, since they depend themselves on queueing delays earlier in the path; this would mean that the time argument in b l above would depend recursively on other queues, themselves at earlier times, and so on. We avoid this issue by assuming a common time t for all the queues
This simplification is acceptable provided we do not attempt to model time resolution smaller than round-trip times. Still, difficulties remain. In particular, if one generalizes (15) to
the window equation (24) would contain x t t w (26), we will consider it time varying and use for it the model in (25) . This avoids recursive time arguments but is admittedly an approximation, done exclusively for model tractability. (Similar, though slightly more restrictive, approximations were made in [22] . As this paper first noted, and we corroborate below, retaining delay variations in the round-trip time is essential for the predictive power of this model.) Confidence in these approximations can only be obtained through comparisons with packet-level simulations.
With these approximations, we obtain the following nonlinear, time-delayed model for Reno, expanding on (24):
Assuming the routing matrix R has full rank, there is a unique equilibrium ( , ) w p * * . Linearizing around it, we have Now consider the link dynamics of RED, as described in Table 1 . For the purposes of linearization, we note that nonbottleneck links (with empty equilibrium queues) can be ignored. For bottleneck links, we make the assumption that rate increases of a source affect all bottlenecks in its path (we do not model the throttling effect that upstream links may have on downstream ones) and write − τ τ is roughly the backlog at link k due to packets of sourcei, under FIFO queueing. Hence the backlog b t l ( ) at link l decreases at a rate that is proportional to the backlog of this shared sourcei at another link k. This is because the backlog in the path of source i reduces the rate at which source i packets arrive at link l and hence decreases b t l ( ). Putting everything together, Reno/RED is described, in the Laplace domain, by
where the diagonal matrices are
and R s f ( ) and R s b ( ) are defined in (3). To gain some insight into the system's behavior, let us specialize to the case of a single link with N identical sources (see generalization to heterogeneous sources in [47] 
where w c N * * = τ / is the equilibrium window size and p * is the equilibrium loss probability. When forward delay τ f * = 0, the model (28)- (29) reduces to that in [22] . It is easy to show that τ τ f * * < implies that (29) 
The first factor above is due to queue averaging in RED. The second factor describes the relation between windows and buffer size; the term e f s − * τ arises due to the effect of queueing delays in (27) . If τ f * = 0, it reduces to a low-pass filter of time constant1/τ * . The third term is due to Reno; it has a dc gain of ( / ) ( / ) c N w N . Under typical conditions, the equilibrium window satisfies w * >> 2so the system has high gain at low frequencies and a pole that is slower than that of the second term. Finally, we have the round-trip feedback delay. The above loop gain consists of a stable function times a pure delay. The latter will provide significant phase, starting at frequencies of the order of1/τ. Therefore, a classical Bode plot analysis says that closed-loop stability will require that the loop gain at those frequencies be below unity. (Equivalently, one might say that it is impossible for a stable loop to track variations that are faster than the pure delay of the loop.) This suggests that it is difficult for RED to stabilize Reno, as extensive simulation experience has shown. In particular, assuming τ or c become large, at a fixed frequency ω the term will be approximately c Nj
which grows in magnitude, and has 90°of phase, and is thus destabilizing. Similar conclusions happen when N is small. Note that instability for high τ is not surprising; however, here it shows that Reno is not successful in scaling down gains by τ, as was suggested as a stabilizing method in the beginning of the section, based on the self-clocking property. Perhaps more striking is the destabilizing effect of high capacity; as routers become faster Reno is bound to go into an unstable regime. Intuitively, this is because higher capacity leads to higher equilibrium rate. This produces higher gain in the multiplicative term of AIMD since sources update more frequently, on each acknowledgment, with a larger amplitude.
Simulation Studies
The equilibrium model has been validated in [48] for Reno and in [12] for Vegas. In this section, we present simulation results to validate our linear dynamic model when the system is stable or barely unstable. They also illustrate numerically the stability region of Reno/RED.
We consider a single link of capacity c pkts/ms shared by N sources with identical round-trip propagation delay d ms. ( , ) . The agreement between model and simulation seems quite reasonable (recall that delay values have a resolution of 5 ms). Also shown in Fig. 2(b) are critical frequencies predicted from the linear model if the link dynamics are ignored and congestion probability is proportional to flow rate, p t y t ( ) ( ) = ρ , using the same Nyquist plot method described above. It shows that queue dynamics is significant at the time scale of interest. Fig. 3 illustrates the stability region implied by the linear model. For each N, it plots the critical delay d N c m ( , )versus capacity c. The curve separates stable (below) from unstable regions (above). The negative slope shows that TCP/RED becomes unstable when delay or capacity is large. As N increases, the stability region expands, i.e., a small load induces instability. A larger delay or capacity, or a smaller load, leads to a larger equilibrium window; this confirms the folklore that TCP behaves poorly at large window size.
A Scalable Control
The above discussion suggests that the current protocol may be ill-suited for future networks where both delay and capacity can be large. This has motivated the search for protocols that scale properly so as to maintain stability in the presence of these variations. With regard to delay stability, scaling of source gains by 1/τ i was first suggested in [25] and subsequently proved in [26] - [28] to provide stability for "primal" laws involving first-order source control and static link marking, provided delay or control gain is sufficiently small. The concept of scaling down gains by delay was already mentioned in the context of optimization-based stability proofs; when the scaling is done by a common global constant, this can be very conservative. In contrast, individualized scaling as suggested here has the appealing feature that sources with low round-trip times can respond quickly and take advantage of available bandwidth, and it is only those sources (with long delays) whose fast response compromises stability that must slow down.
In this section, we describe a protocol, developed in [48] , that can be implemented in a decentralized way by sources and links and that satisfies some basic objectives: high network utilization in equilibrium and local stability for arbitrary delays, capacities, and routing. These requirements impose certain constraints on the linearized dynamics: integration at links and conditions on the gain at sources and links. We will present a global implementation by nonlinear algorithms at sources and links that are consistent with the linearization requirements. We will also discuss signaling implications of this protocol and conclude with a packet-level simulation that validates the theoretical results.
Objectives and Linear Design
We now lay out a series of objectives for the feedback control laws in purely local (linearized) terms. These will lead us to a local control law, which is proved in [48] to achieve these objectives.
A first objective is that the target capacity c l is matched at equilibrium; as in (13), this can be achieved when prices integrate the excess capacity (variables denote perturbations in this subsection):
Is this the only choice? If exact tracking of capacity is desired, there must be an integrator in the loop; and as explained in [48] , to have stability, we must perform the integration at the lower-dimensional end of the problem, i.e., at the links. So the above is the simplest law consistent with this objective; the constant γ l will be chosen later.
The next, main objective is to have local dynamic stability for arbitrary network delays, link capacities, and routing topologies.
We now argue more carefully for the desired scaling as a function of delay. As remarked earlier, delays are the only dynamics of the open loop; therefore, they are the only quantity that sets a time scale to our closed-loop behavior. Thus, we aim here for a system where a scaling of all delays by a common factor would result in identical time responses except for time scale. Consider first a single-link, single-source problem. The network delay and the above link integrator will yield a term which is scale invariant: namely, its frequency response is a function of τω, so Nyquist plots for all values of τ would fall on a single curve, and by choosing K appropriately one can ensure stability for all τ. Further, the time responses of such a loop will give the desired invariance up to scale. Inspired by this, for the multilink, multisource case, we are led to include a factor1/τ i in the control gain at each source i. Now we turn to invariance to capacity and routing. It is crucial that the overall loop gain introduced by the routing matrices R f , R b be kept under control; intuitively, as more sources or links participate in the feedback, the gain must be appropriately scaled down. The difficulty is implementing this in a decentralized fashion, without access to the global routing information. To scale down the gain due to R f at links, we exploit the fact that, at equilibrium, the aggregate source rates add up to capacity, so R x c f ( ) 0 * = . Since sources know their rates and links their capacities, one is led to introduce a gain 1/c l at each link and a gain x i * at each source. To scale down the gain due to R b at sources, we introduce a gain 1/M i at each source, M i being the number of bottleneck links in the source's path. Summarizing the above requirements in their simplest possible form, we propose the following linear control laws:
• For the source, a static gain (from q i to x i ) of
Packet-Level Implementation Requirements
We briefly discuss here the information needed at sources and links to implement the dynamic laws we defined and the resulting communication requirements. Links must have access to their aggregate flow y l ; this quantity is not directly known but can be estimated from arriving packets (see, e.g., [45] ). Note also that since the rate is integrated, smoothing is already built into the process. The target capacity c l is assumed known. Indeed, a simple way to implement the price updates is to maintain a "virtual queue" counter that is incremented with received packets and decremented at the virtual capacity rate. Then prices are obtained by dividing this counter by the virtual capacity.
Sources must have access to the round-trip time τ i , which can be obtained by timing packets and their acknowledgments. Note that since the target equilibrium state is with empty queues, at equilibrium we will have τ i i d * = ; it is therefore recommended to use an estimate of d i (typically the minimum observed round-trip time), as is done in Vegas. This avoids the possibility that temporary excursions of the real queue (inevitable at the packet level) would have a destabilizing effect via the round-trip time.
Also, sources must receive two parameters from the network: the aggregate price q i and the number of bottlenecks M i . To communicate q i , the technique of random exponential marking [45] can be used. Here, an ECN bit would be marked at each link l with probability 1 1
. Assuming independence, the overall probability that a packet from source i gets marked is1 − φ − q i , and thereforeq i can be estimated from marking statistics at each source. This requires the knowledge of φ, which is presumably a global constant set a priori. Alternatively, packet dropping can be used in lieu of marking; provided drop probabilities are low, the superposition of probabilities holds to a good approximation.
Regarding M i , in the simplest implementation one would employ an upper bound, which could be a globally known 
virtual capacity = 95%. (a) Individual window (delay = 40 ms). (b) Queue (delay = 40 ms). (c) Individual window (delay = 200 ms). (d) Queue (delay = 200 ms).
constant or based on the total number of links in the route, found, for example, from traceroute information in IP. For a more aggressive control one would need to communicate, in real time, the number of bottleneck links. This can be done analogously to what is done with prices, using a second ECN bit. Assume that links that are bottlenecks mark this bit with probability1 1 − φ − , and those that are not do not mark. Then the probability of marking on a route is1 − φ − M i , which allows for the estimation of M i at the sources in real time. This introduces a time-varying source law whose closed-loop stability requires further study.
Once the relevant parameters are measured or estimated, the static exponential law in (33) can be used to determine the desired rate. Multiplying by the measured round-trip time gives the desired window (after a round-off) which can then be used directly to control transmission. Thus, we have an implementation scenario that only adds a moderate amount of overhead to the current Internet protocols.
Simulation Studies
A packet-level implementation has been completed using the parallel simulator Parsec [50] . The simulation includes window management, link queueing, and delay, but at this point does not include marking; prices are communicated as floating-point numbers. We simulate a single link with capacity 9 pkts/ms that is shared by 50 sources. Fig. 4 shows the individual window and queue as a function of time when the round-trip propagation delay is 40 ms and 200 ms, respectively. As expected, both converge regardless of delay. Longer delay sets a larger time scale for the closed-loop behavior. 
