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Abstrak 
Kerusakan akibat hama penyakit tanaman jagung menyebabkan kerugian hasil panen bagi para petani. 
Pengelompokan hama penyakit tanaman jagung sangatlah peting bagi para petani agar dengan mudah 
petani mengenal hama penyakit tanaman jagung. Metode Neural Network digunakan sebagai
Artificial Intelligence untuk mengklasifikasi hama penyakit tanaman jagung, sedangkan algoritma 
genetika digunakan untuk optimasi parameter Neural Network seperti jumlah hidden layer dan learning 
rate agar akurasi yang dihasilkan bisa lebih bagus. Selain itu, penelitian ini bertujuan untuk 
membandingkan antara metode kombinasi Neural Network dengan Neural Network yang dioptimasi 
dengan algoritma genetika. Metode evaluasi uji coba yang digunakan adalah metode 10 fold cross 
validation. Hasil uji coba 10 fold cross validation menunjukkan bahwa metode Neural Network yang 
optimasi parameternya menggunakan algoritma genetika menghasilkan rata-rata akurasi yang cukup 
tinggi yaitu 97,20%, lebih baik dari metode Neural Network yang menghasilkan rata-rata akurasi 96,60%.  
 
Kata Kunci : Algoritma genetika, Backpropagation Neural Network, Cross Validation
   
1. Pendahuluan 
Kerusakan akibat hama penyakit 
jagung pernah dilaporkan mencapai 26,5% 
[1]. Untuk mengatasi kehilangan tersebut 
perlu adanya usaha untuk menekan 
perkembangan hama penyakit tersebut. 
Sekitar 70 jenis serangga hama [2] dan 100 
macam penyakit telah dilaporkan 
menyerang tanaman jagung [3].  
Pengklasifikasian hama dan penyakit 
tanaman jagung salah satu cara untuk 
meningkatkan akurasi diagnosa 
menggunakan hasil-hasil dari gejala, tanda 
yang ada pada tanaman jagung. 
Penelitian tentang hama penykit jagung 
sudah pernah dilakukan sebelumnya. Edi 
Munanda dkk tahun 2013 mengatakan 
bahwa salah satu metode yang dapat 
digunakan untuk mendiagnosa penyakit 
tanaman jagung adalah sistem pakar dan 
fuzzy MCDM bahan penelitian adalah 9 
penyakit dan 27 gejala sehingga melalui 
proses perhitungan Fuzzy MCDM 
mendapatkan hasil persentase penyakit bulai 
memiliki 15,208 % dan karat daun memiliki 
14,791%. [4] 
Menurut Deuk Hee Park, dkk (2012) 
mengatakan bahwa salah satu model 
klasifikasi yang digunakan dalam data 
mining adalah Neural Network [5]. 
Algoritma Genetika merupakan salah 
satu metode optimasi yang handal sehingga 
dapat digunakan untuk menentukan nilai 
parameter kontrol yang optimal untuk suatu 
proses tertentu [6] 
Untuk mendapatkan nilai parameter 
pada Neural Network, GA yang merupakan 
salah satu algoritma terbaik untuk optimasi, 
digunakan sebagai model untuk 
mendapatkan nilai parameter NN yang 
terbaik 
Tujuan dari penelitian ini adalah 
diperolehnya model untuk menerapkan 
Genetic Algorithm (GA) pada Neural 
Network (NN) sehingga dapat mengoptimasi 
dalam pemilihan nilai parameter awal NN 
yaitu learning rate dan momentum untuk 
mengklasifikasi hama penyakit tanaman 
jagung sehingga tingkat akurasi yang 
dihasilkan menjadi lebih baik lagi. 
 
2. Metode Penelitian 
Peneliti ini menggunakan jenis 
penelitian eksperimen dataset yang 
digunakan adalah hasil quesioner di OPT 
Kecamatan Banjar Harjo Kabupaten Brebes 
dengan 25 variabel pertanyaan terkait 
dengan jawaban ya bernilai 1 (satu) dan 
tidak bernilai 0 (nol) dan menghasilkan 5 
label atau hasil diagnosa. 
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Sampel penelitian ini adalah 100 petani 
tanaman jagung di OPT Kecamatan Banjar 
Harjo Kabupaten Brebes dengan variabel 
dan label perumpamaan sperti dibawah ini. 
X1 : Terdapat bekas gerogotan pada biji 
jagung yang baru ditanam 
X2 : Tanaman jagung mati 
X3 : Terdapat bekas gerogotan atau 
gigitan dari batang hingga bakal 
buah 
X4 : Terdapat lubang kecil pada daun 
jagung 
X5 : Tanaman mengalami ganguan 
pertumbuhan 
X6 : Terdapat bercak kecil, oval 
kebasahan 
X7 : Adanya bekas gigitan pada tongkol 
jagung 
X8 : Warna dan bentuk daun jagung 
tidak normal 
X9 : Adanya lubang pada biji jagung 
yang baru ditanam 
X10 : Terdapat lubang gorokan pada 
batang tanaman jagung 
X11 : Tanaman terlihat kerdil dan tidak 
berproduksi 
X12 : Banyak tongkol jagung yang rusak 
X13 : Terdapat bekas gigitan pada daun 
jagung 
X14 : Permukaan daun atas maupun 
bawah terdapat warna putih seperti 
tepung 
X15 : Warna daun menguning kemudian 
coklat memanjang kemerah 
merahan memanjang sejajar tulang 
daun jagung 
X16 : Terdapat larva di permukaan bawah 
daun 
X17 : Daun berserakan ditanah 
X18 : Tongkol berubah bentuk dan isi 
X19 : Daun berbentuk runcing, kecil, dan 
kaku 
X20 : Pertumbuhan batang terhambat 
X21 : Terdapat bercak-bercak berukuran 
kecil, berbentuk bulat sampai 
lonjong, dan berwarna kuning yang 
ditengahnya dikelilingi warna coklat 
X22 : Buah jagung tidak maksimal atau 
kecil 
X23 : Daun tanaman jagung mengalami 
klorosis(menguning) 
X24 : Tanaman jagung mengering 
X25 : Terdapat bercak me manjang 
berbentuk elips, menjadi bercak 
nekrotik (kering) yang luas (hawar), 
berwarna hijau keabu-abuan atau 
coklat 
Sedang output data dari penelitian ini adalah 
hama dan penyakit tanaman jagung dengan 
perumpamaan seperti dibawah ini : 
Y1 : Bulai 
Y2 : Kutu Daun 
Y3 : Ulat Grayak 
Y4 : Bercak Daun 
Y5 : Tikus 
Metode yang diusulkan adalah 
penggunaan Neural Network (NN) 
Backpropagation untuk klasifikasi hama 
penyakit tanaman jagung. Untuk 
meningkatkan tingkat akurasi klasifikasi 
hama penyakit tanaman jagung maka 
menerapkan algoritma genetika (GA). 
Penerapan Genetic Algorithm (GA) pada 
penelitian ini adalah digunakan untuk 
penentuan dalam pencarian nilai parameter 
yaitu learning rate dan momentum pada 
Neural Network sehingga mendapatkan nilai 
parameter yang lebih optimal, sehingga 
dapat meningkatkan tingkat akurasi 
klasifikasi pada model yang akan 
diterapkan. Dataset yang digunakan untuk 
model adalah data hasil quesioner dari 
petani yang berbentuk bilangan biner yaitu 1 
dan 0 yang akan digunakan kedalam model 
Neural Network. Adapun untuk metode 
yang diusulkan seperti tampak pada gambar 
1 dibawah ini. 
 
 
Gambar 1. Metode yang diusulkan 
 
3. Hasil dan Pembahasan 
Untuk mendapatkan model yang sesuai 
dengan yang diharapkan, pada tahapan 
eksperimen dilakukan dengan melakukan 
dua tahapan, yaitu eksperimen dengan 
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menggunakan Neural Network (NN) dan 
eksperimen dengan menggunakan Neural 
Network (NN) berbasikan algoritma 
genetika (GA) 
Dalam menentukan jumlah training 
cycles dilakukan bebrapa percobaan untuk 
mendapatkan jumlah training cycles terbaik, 
pada eksperimen ini digunakan nilai 
training cycles dari 100 – 1000 dengan 
hidden layer secara default dalam 
eksperiment ini menggunkana nilai 
parameter 0.3 (default) learning rate dan 0.2 
(default) untuk momentum. Hasil yang 
didapatakn seperti pada tabel dibawah ini. 
 
Tabel 1. Tabel penentuan jumlah training cycles 
 
Dalam menentukan jumlah neuron 
pada hidden layer dilakukan beberapa 
percobaan untuk mendapatkan yang terbaik, 
pada eksperimen ini digunakan 800 training 
cycles. Secara default dalam eksperimen ini 
menggunakan nilai parameter 0.3 learning 
rate dan 0.2 untuk momentum. Hasil yang 
didapatkan dalam percobaan yang telah 
dilakukan seperti pada tabel dibawah. 
 
Tabel 2. Tabel penentuan jumlah neuron pada 
hidden layer 
 
Nilai learning rate ditentukan dengan 
cara melakukan dengan uji coba 
memasukkan nilai dengan range 0.1 sampai 
dengan 0.9. Nilai training cycles ditentukan 
sama seperti dari percobaan sebelumnya 
yaitu 800, sedangkan 0.2 digunakan untuk 
nilai momentum. Berikut ini adalah hasil 
dari percobaan yang telah dilakukan untuk 
penentuan nilai learning rate seperti pada 
tabel 3 dibawah ini: 
 
Tabel 3. Eksperimen Penentuan nilai learning 
rate 
 
Nilai momentum ditentukan dengan 
cara melakukan dengan uji coba 
memasukkan nilai dengan range 0.1 sampai 
dengan 0.9. Nilai training cycles 800 dan 
learning rate 0.3 dipilih berdasarkan 
percobaan sebelumnya. Berikut ini adalah 
hasil dari percobaan yang telah dilakukan 
untuk penentuan nilai momentum seperti 
pada tabel 4 berikut ini : 
 










Gambar 2 Arsitektur model Neural Network 
Dengan menggunakan Fungsi aktivasi 
Sigmoid dalam menentukan pemberian 
bobot tiap neuron dimana range nilainya 
antara -1 s.d 1 dan training cycles = 800, 
maka nilai akhir yang dihasilkan setiap 
weight (bobot) pada hidden layer model 
algoritma Neural Network tampak seperti 

















Tabel 5. nilai bobot hidden layer 
 
Adapun nilai bobot pada output layer 
yang dihasilkan dapat dilihat pada tabel 6. 
dibawah ini: 
 
Tabel 6. Nilai Bobot akhir untuk output layer 
 
Pada eksperimen ini, model arsitektur 
Neural Network yang digunakan adalah 
model yang didapatkan pada ekperimen 
sebelumnya dalam mendapatkan nilai 
acuracy terbaik yaitu seperti pada tabel 7 
dibawah ini: 
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Tabel 8. Detail akurasi testing Training Cycle 




Adapun plotview untuk hasil testing 
training cycle 800, learning rate 0,3 dan 
momentum 0,9 adalah sebagai berikut : 
 
Gambar 3. Confusion Matrix Plot View hasil 
Neural Network 
 
Adapun parameter GA yang telah 
ditentukan adalah seperti pada tabel 9 
dibawah ini, parameter ditentukan oleh 
peneliti sesuai dengan keinginan untuk 
mendapatkan model GA yang sesuai. 
 








Tabel 10. Detail akurasi Kombinasi nilai 




Adapun plotview untuk hasil testing 
yang dihasilkan dari kombinasi dengan 
Genetic Algorithm (GA) antara lain 
menghasilkan training cycle 485, learning 
rate 0.6266590432200198 dan momentum 
0.8711847643359119 adalah sebagai 
berikut : 
 
Gambar 4. Confusion Matrix Plot View hasil 
kombinasi Genetic Algorithm (GA) 
 
Berdasarkan dari analisa pengujian 
antara model Neural Network dengan 
Neural Network berbasis Genetic Algorithm 
maka dapat dirangkumkan hasilnya pada 
tabel 11 berikut: 
 
Tabel 11. Hasil analisa dan komparasi NN 
dengan NN berbasis GA 
 
Berdasarkan hasil analisa dalam 
eksperimen yang telah dilakukan terlihat 
bahwa dengan adanya optimalisasi 
penentuan parameter Neural Network (NN) 
dengan menggunakan algoritma genetika 
(GA) menjadikan nilai accuracy menjadi 
lebih baik, yaitu adanya peningkatan nilai 
accuracy sebesar 0.6% dari 96.60% 
menjadi 97.20%. Dengan demikian dengan 
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optimalisasi algoritma genetika terhadap 
Neural Network terjadi sebuah peningkatan 
accuracy yaitu dengan adanya peningkatan 
nilai accuracy 
 
4. Kesimpulan  
Hasil penelitian menunjukkan Model 
yang dibentuk oleh neural network berbasis 
algoritma Genetika menghasilkan akurasi 
yang lebih baik dibandingkan dengan neural 
network dengan tanpa dioptimasi. Hasil 
optimasi ini sangat penting dalam penentuan 
nilai parameter yang paling optimal, 
sehingga menghasilkan tingkat akurasi yang 
tinggi. 
Peningkatan dapat dilihat dari 
peningkatan nilai akurasi untuk model 
Neural Network dengan nilai accuracy yang 
didapatkan sebesar 96.60%, setelah 
dioptimasi nilai akurasi algoritma Neural 
Network berbasis Algoritma Genetika nilai 
accuracy yang didapatkan sebesar 97.20% 
lebih besar dibandingkan dengan sebelum di 
optimalisasi terbukti dengan adanya 
peningkatan nilai accuracy sebesar 0.6%. 
Berdasarkan perubahan yang terjadi pada 
nilai accuracy tersebut, dengan demikian 
dapat disimpulkan bahwa penerapan teknik 
optimasi dengan Algoritma Genetika dapat 
mempermudah dalam mencari nilai 
parameter optimal yang dapat meningkatkan 
nilai akurasi pada algoritma Neural Network 
sehingga dapat digunakan bagi para 
pengambil kebijakan untuk dapat 
menentukan pengambilan keputusan dalam 
melakukan klasifikasi hama penyakit 
tanaman jagung 
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