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Abstract
Domain Generalisation (DG) requires a machine learning model trained on one or more
source domain(s) to perform well on an unseen domain. In previous DG works, three main
problems exist. First, existing vision-based DG benchmarks are formed by conventional photo
images only, and this undermines the significance of results evaluated on these benchmarks.
Second, DG has been less studied in the context of deep convolutional neural networks
(CNNs). Third, the assumption of these models that requires identical task spaces between
source and target domains is restrictive. To address these problems, in this thesis, compared
with the traditional benchmarks, we propose a more challenging DG dataset with more
diverse visual domains to drive future research in this field. Also, we study both model-based
and model-agnostic deep learning methods for addressing DG tasks. Finally, we generalise
the standard (homogeneous) DG to a more challenging setting – heterogeneous label-space
DG.
The existing DG benchmarks are formed by photo images with different resolutions or
come from different photo datasets. A simple baseline method (AGG) that aggregates the
data from the source domain(s) to train a deep end-to-end model works surprisingly well
on these benchmarks. Therefore, we propose a more challenging benchmark called ‘PACS’
with broader domains, photo, art painting, cartoon and sketch. This new benchmark provides
larger domain shift and includes a scenario in which DG is motivated: training on domains
with abundant labelled data (e.g., photos), and testing on domains with scarce data (e.g.,
sketches). Also, we present, the first deep DG method, a low-rank parameterised CNN model
for extracting domain-agnostic parameters to tackle DG and demonstrate that the extracted
domain-agnostic parameters achieve state-of-the-art performance on both traditional VLCS
and our proposed PACS.
Next, a model-agnostic meta-learning method is proposed for tackling DG, and this
method can be applied to both supervised learning and reinforcement learning settings. In
each mini-batch, we mimic the domain shift of DG by synthesising virtual testing domains.
The meta-optimisation objective of our method requires that steps to improve the training
domain performance should also improve the test domain performance; thus, it trains a model
xwith good generalisation. As a result, our method shows the state-of-the-art results on PACS
and excellent performance on two control problems: cart pole and mountain car.
Furthermore, we propose a lifelong learning framework for improving DG methods. In
this lifelong learning framework, the base model encounters a sequence of domains, and,
at each step of training, it is optimised to maximise the performance on the next domain.
Then, the performance at domain n depends on the previous n−1 learning problems. Thus,
backpropagating through the sequence means optimising performance not just for the next
domain, but for all the following domains. Training on all such sequences of domains
provides dramatically more ‘practice’ for a base DG learner compared to existing approaches,
thus improving performance on a real test domain. We incorporate two base methods MLDG
and Undo Bias into this framework and show the noticeable improvement over vanilla MLDG
and Undo Bias, which results in the state-of-the-art performance on three DG benchmarks.
Finally, we propose an episodic training method for DG. The simple approach AGG
works surprisingly well and surpasses many prior published DG methods. We improve upon
this strong and fast baseline by training the network using an episodic batch construction
strategy, so that each module of a model is exposed to domain-shift that characterises novel
domains at runtime. We demonstrate that our episodic training improves AGG to state-of-the-
art performance on three DG benchmarks. Furthermore, we show how to relax the previously
mentioned assumption of matching label space between the source and target domains. This
allows us to improve the pervasive workflow of using an ImageNet trained CNN as a fixed
feature extractor for downstream recognition tasks. We propose the first heterogeneous DG
benchmark VD-DG providing the largest-scale demonstration of DG to date.
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Part I
Introduction

Chapter 1
Introduction
Can machines do what we (as thinking
entities) can do?
Alan M. Turing
Machine learning methods have demonstrated exceptional performances on various object
recognition tasks [43, 12, 47, 37, 112, 75, 36]. Such excellent performance mainly depends on
numerous labelled data for training. Collecting abundant labelled data or labelling numerous
samples requires tremendous efforts and is very time-consuming. However, for some specific
data domains, there are scarce samples for training, e.g., sketches. How to solve tasks on those
data-scarce domains using models trained on label-rich domains is a significant problem.
This is because directly transferring a model trained on one or more domain(s) to other
domain(s) may make the model performance suffer because different domains have different
statistics. This statistical difference between domains is called ‘domain shift’ in the machine
learning community. A domain shift can be caused, for example, by illumination difference,
camera-resolution difference, or even dataset bias [45]. In order to address these problems,
two different topical settings have emerged: domain adaptation (DA) [19, 31, 79, 6, 39, 40]
and domain generalisation (DG) [45, 65, 32, 64, 51, 50, 85]. In the DA setting, the target
domain data is assumed to be available, so DA aims to adapt models trained on label-rich
domains (source domains) to label-scarce domains (target domains). However, unlike DA,
DG relaxes this assumption and expects models trained on source domain(s) to work well
on an unseen target domain. Compared with DA, DG has weaker assumptions and hence is
more practically valuable. In this thesis, we propose a novel DG benchmark and develop
several DG methods which improve on the existing state of the art in terms of performance,
as well as further reducing their assumptions about label spaces.
4 Introduction
DSLR Amazon
?Back pack
Training Data Test Data
(a) Domain Generalisation
Training Data
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Back pack
DSLR
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(b) Intra-domain Generalisation
DSLR Amazon
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Fig. 1.1 Examples of domain generalisation, intra-domain generalisation and domain adap-
tation. Images are chosen from DSLR and Amazon two different domains in the dataset
Office [79].
1.1 Problem Set-up
LetX denote the input space and Y the output space. In this thesis, a domain D is defined as
a joint distribution p(x,y) onX ×Y . If we letPX ×Y represent the set of all domains, then,
each domain D : p(x,y) is a single instance sampled from PX ×Y with probability q(D).
Typically, in the DG setting, the training set consists of N source domainsD = {D1, · · · ,DN},
where the ith domain Di is formed by Mi data pairs {(x( j)i ,y( j)i )}Mij=1 with the joint distribution
pi(x,y). Different domains indicate different joint distributions, i.e., pi(x,y) ̸= p j(x,y)|i ̸= j.
Let us consider a model for supervised prediction as fΘ : x 7→ y, which is parameterised by Θ.
If we define the basic cost function as ℓ(), e.g., cross-entropy loss, and all other constraints
on Θ as r(Θ) with weight λ , then - assuming we want to train a single model that works well
across all the source domains’ data - the objective function is
L(Θ) = EDi∼q(Di)
[
E(xi,yi)∼pi(x,y)
[
ℓ( fΘ(xi),yi)
]]
+λ r(Θ) (1.1)
after learning the solution Θ∗ from all the training domains D , we ultimately test Θ∗ on an
unseen domain D∗. The evaluated loss is
E(Θ∗) = E(x∗,y∗)∼p∗(x,y)
[
ℓ( fΘ∗(x∗),y∗)
]
(1.2)
Ideally, we want to have low loss E(Θ∗) in Eq. 1.2. However, it is hard to achieve excellent
performance on the unseen domain D∗ because optimisation can only be allowed on the
training domains D .
In practice Eq. 1.1 and 1.2 are intractable because q(Di), pi(x,y) and p∗(x,y) are un-
known. The empirical optimisation and evaluation are based on the sample of each dis-
tribution, i.e. the training and test set. The sample based objective function of Eq. 1.1 is
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formulated as follows,
L(Θ) =
1
N
N
∑
i=1
1
Mi
Mi
∑
j=1
ℓ(yˆ( j)i ,y
( j)
i )+λ r(Θ) (1.3)
and the empirical evaluation of Eq. 1.2 on the test set is computed as,
E(Θ∗) =
1
M∗
M∗
∑
j=1
ℓ(yˆ( j)∗ ,y
( j)
∗ ) (1.4)
where, M∗ is the number of data samples on the test set.
Note that, for brevity the learning problems in the thesis may be defined in terms of
expectation over the probability distribution. In practice we always resort to the sample based
formulation.
1.1.1 Domain Generalisation vs Intra-domain Generalisation
Machine learning methods are typically trained on a training data set and then tested on an
unseen test data set. Generalisation represents the ability of a model to make successful
predictions on the unseen target set. Successful generalisation depends on there being a
common structure between seen and unseen data. Independent and Identical Distribution
(IID) is the most commonly used assumption. In vanilla machine learning, this is more
conventionally stated as each sample from training and test sets is drawn independently
from the other samples and is drawn from the same distribution p(x,y), i.e. intra-domain
generalisation. Therefore, for each sample in training and test sets, it is assumed ptrn(x,y) =
ptst(x,y) = p(x,y).
In the DG setting, we typically consider training a model on N source domains D =
{D1, ·,DN} and testing the trained model on an unseen target domain D∗. For different
domains, their distributions are different. So, for all the source and target domains, we
have p1(x,y) ̸= · · · ̸= pi(x,y) ̸= · · · ̸= p*(x,y). Thus, this violates the core IID assumption
of standard intra-domain generalisation. Consequently, trained models can easily overfit
to source domains and then perform poorly on a different target domain. How to build
models that are robust to systematic shift between training and test distributions is the central
challenge of DG. We can find two simple examples, one of domain generalisation and one of
intra-domain generalisation in Figure 1.1a and 1.1b, demonstrating the difference between
them.
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1.1.2 Domain Generalisation vs Domain Adaptation
Domain adaptation is also a topical setting to address domain shift problems. The typical
assumptions of the DA setting (an example is shown in Figure 1.1c) are that models are
trained on the label-rich source domain and tested on label-scarce target domain and that
models can access target domain data at training. Therefore, the key differences between
DA and DG are a) DA has the prior knowledge of target domain data before the true testing,
b) DA is suitable for solving tasks of label-scarce target domains rather than data-scarce
target domains. In the DA setting, although the data distributions of source and target domain
samples are still different ps(x,y) ̸= pt(x,y), one can synthesise target domain-like data from
source domain data at training, making ps(x,y) 7→ pt(x,y), or alternatively learn a feature
extraction function f () to minimise the discrepancy of the joint distributions of feature and
label between source and target domains, making ps( f (x),y)≃ pt( f (x),y), to enable robust
predictions for target domain data. Compared with DA, DG is more challenging since the
target domain data is not available at training. Hence, DG is more practically valuable due to
its weaker assumptions.
1.1.3 Limitations
Here we summarise the limitations of the existing DG works regarding the used benchmarks,
the choice of features and the problem setting assumptions used, as follows,
• Benchmark limitations Benchmarks play an important role in machine learning
research because they facilitate quantitative comparisons between different algo-
rithms. However, the constituent domains/datasets in the existing cross-domain bench-
marks [45, 32] are all made up of photo images only, and thus they exhibit limited
domain shifts, undermining their usefulness for quantitative comparison of DG algo-
rithms. The second problem of these benchmarks is poor motivation. Photo images
are abundant. So, these presented DG problems can be solved by collecting sufficient
target domain-specific data to train a good model or enough diverse data to cover all
domains to minimise domain shift. A more practical motivation is domains where
the total available images are fundamentally scarce, such as for particular styles of art
[23, 105], and sketches [110, 24, 111, 89]. Compared to photos, it is difficult to train a
good model for these domains due to the scarce data for training. In other words, a
more challenging DG benchmark with more practical relevance is necessary to drive
future research of this field.
1.2 Contributions of Thesis 7
• Less study in the context of deep CNNs The performance of machine learning meth-
ods depends on the choice of features used. Deep CNN methods have demonstrated
their excellent performance across different tasks [75, 112, 37]. Early DG works
[45, 65, 106, 32, 29] still used pre-extracted features, SIFT [60] or DeCAF[22], and
SVM classifiers. DG has been less studied in the context of Deep CNNs. Therefore,
we focus on Deep DG methods in this thesis.
• A restrictive assumption Standard DG methods all use one basic assumption that the
label space is identical across the source and target domains, i.e., homogeneous label
space. However, this assumption is not guaranteed and is often not met in many appli-
cations. The pervasive workflow of training a feature extractor (e.g., on ImageNet [20])
for application to different downstream tasks (e.g., action recognition [7]) is actually
a DG problem, but one with heterogeneous task space. Therefore, developing a DG
method capable of addressing such a heterogeneous task space setting is of significant
practical value.
In this thesis, we aim to improve domain generalisation in terms of the three aspects
described above and will summarise our contributions in the next section.
1.2 Contributions of Thesis
Our contributions in this thesis can be listed as follows,
A Novel DG Benchmark The existing DG benchmarks VLCS [26] and Caltech-Office [32]
are formed by photo-only images. We argue these benchmarks are of limited use for
the quantitative evaluation of DG methods and are with poor motivation. Therefore,
we propose a novel and more challenging DG benchmark PACS with broader domains,
photo, art painting, cartoon and sketch, to drive future research of this field.
First Deep DG Method To address DG problems, we are the first to study deep methods.
First, we investigate the simple method of aggregating source domain data to train
a deep CNN model, and find this method works surprisingly well and outperforms
many published DG methods. Furthermore, we propose the first deep DG method, a
low-rank parameterised CNN model, for extracting domain-agnostic parameters to
address DG.
First Meta-Learning Based DG method Unlike the conventional DG methods, which are
model-based and purpose-designed, we propose a novel model-agnostic meta-learning
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based deep DG method (named MLDG) inspired by the meta-learning few-shot
learning methods. At each training iteration, we split the source domains into meta-
train and meta-test domains and expect the gradient update on meta-train domains to
be helpful to meta-test domains. By using this meta-optimisation, the optimiser is
more likely to find a model solution which is less over-fitting to the source domains.
A Lifelong Learning Framework for Improving DG The lifelong learning paradigm means
a model uses the knowledge learned from past tasks to accelerate and benefit the
learning of novel tasks. In DG, if we regard model updates as the learned knowledge,
the idea of lifelong learning means the model update on the current domain is also
helpful to the subsequent domains. Therefore, at each training iteration, we form a
sequence of domains and make the training model visit these domains one by one. We
hope, at each step, the model update for the traversed domains will also be helpful to
the subsequent domains. By back-propagating through this sequence, the model is
trained by a series of DG ‘practices’. After a large number of ‘practices’, the trained
model is robust to a real test domain.
An Episodic Training Method for DG In few-shot learning methods, it is common to create
the episodes which simulate few-shot learning train/test scenarios to train models.
Inspired by this, we propose an episodic training method for improving the strong
baseline (AGG), that aggregates source domain data together to train a deep model.
Specifically, we split a deep network into two modules, a feature extractor module and a
classifier module, and we then simulate domain shifts at training by exposing a module
to work with the other module which is ‘badly’ tuned for the current domain. We
propose three variants of this episodic training, episodic training of feature extractor,
episodic training of classifier and episodic training by random classifier. These variants
improve AGG to state-of-the-art performance on three DG benchmarks.
A Generalized Setting: Heterogeneous DG We generalise the standard (homogeneous)
DG to a more practical heterogeneous DG setting. We aim to learn a general feature
extractor from source domains and deploy this learned feature extractor as a ‘black
box’ for target domains. Specifically, we demonstrate the largest scale DG to date
using the Visual Decathlon benchmark and show that DG can benefit the standard
practice, i.e., using ImageNet pre-trained CNN feature extractor for downstream tasks,
in computer vision.
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1.3 Organisation of Thesis
This thesis can be divided into five parts. In Part I, we provide a general introduction to the
topical problem we would like to solve (Chapter 1) and review some related work in the
literature (Chapter 2). In Part II, we introduce a novel and more challenging benchmark
for DG and present the first investigation of deep DG models (Chapter 3). In Part III, we
propose a novel meta-learning DG method (Chapter 4) inspired by the meta-optimisation
of few-shot learning methods and also introduce a lifelong learning framework (Chapter 5)
to improve this meta-learning based DG method. In Part IV, we introduce a simple and
effective episodic-training method for DG. Further, we generalise the typical homogeneous
DG to a novel setting – heterogeneous DG (Chapter 6). Finally, in Part V, we summarise
our contributions presented in this thesis and provide an outlook on several future research
directions (Chapter 7).
Here are the outlines of the rest chapters in more detail,
Part I: Introduction
In Chapter 2, we review the related work in the literature of multi-domain learning, meta-
learning, lifelong learning, domain adaptation and domain generalisation.
Part II: A More Challenging Benchmark and First Deep Method for DG
In Chapter 3, we first investigate the existing DG benchmarks and demonstrate their limita-
tions. Then, we introduce a novel benchmark PACS, which is formed by more diverse visual
domains. Moreover, we start the investigation of deep CNNs on DG from the naive method,
which aggregates datasets together and trains a deep end-to-end model, to a novel low-rank
parameterised CNN model, which learns domain-agnostic parameters to tackle DG. (This
chapter includes material from the paper "Deeper, broader and artier domain generalisation"
published in ICCV’17)
Part III: Improving DG via Meta-Learning
In Chapter 4, we propose a model-agnostic meta-learning method for DG. This method
can be applied in both supervised learning and reinforcement learning settings. First, we
demonstrate its performance on PACS. To understand the mechanism of this method, we
theoretically analyse it by Taylor Series. Then, we present the performance of this method on
the traditional RL cart pole and mountain car DG problems. (This chapter includes material
from the paper "Learning to generalise: meta-learning for domain generalisation" published
in AAAI’18)
In Chapter 5, we propose a lifelong learning framework to improve DG methods. In this
chapter, we mainly introduce how this framework can improve MLDG method proposed in
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chapter 4 and describe its application to Undo Bias in the appendix A.1. First, we analyse
the theoretical advantage of integrating MLDG into this lifelong learning framework. Then,
in order to practically implement lifelong learning MLDG method, we introduce a first-order
approximation. From the analysis of this first-order approximation, we derive a fast first-order
approximation to reduce the training cost of this method further.
Part IV: Generalising Homogeneous DG to Heterogeneous DG
In Chapter 6, we propose an episodic training method to improve the strong aggregation
(AGG) baseline, which has been investigated in Chapter 3. Three variants of this method,
episodic training of feature extractor, episodic training of classifier and episodic training by
random classifier will be detailed. Then, we relax the assumption that requires the consistent
task space between the source and target domains of standard (homogeneous) DG, and then
generalise it to a more challenging and more practical setting – heterogeneous DG. (This
chapter includes material from the paper "Episodic training for domain generalisation" which
is accepted in ICCV’19)
Part V: Conclusion
In Chapter 7, we conclude our contributions in this thesis and provide an outlook towards a
few future research directions.
Chapter 2
Related Work
In this chapter, we briefly review some related work to this thesis from the literature of
multi-domain learning, meta-learning, lifelong learning, domain adaptation and domain
generalisation, and shed light on the connections between them and different chapters in this
thesis. Then, we will introduce more detailed background in each subsequent chapter.
2.1 Multi-Domain Learning
Multi-domain learning (MDL) aims to learn a single model for tackling tasks of several
domains simultaneously [8, 73, 74, 107]. Typically, they aim to seek the optimal knowledge
sharing between all source domains which benefits the model performance across all the
domains. However, depending on the problem, how much data is available per domain,
and how similar the domains are, multi-domain learning can improve [107] – or sometimes
worsen [8, 73, 74] – performance compared to a single model per domain. MDL is related
to DG because the typical setting for DG is to assume a similar setup, i.e., multiple source
domains are provided. However, now the goal becomes to learn a domain-agnostic or domain-
robust model from all source domains to an unseen target domain, e.g., our method proposed
in Chapter 3, which uses a low-rank parameterised network to extract domain-agnostic
parameters to tackle domain generalisation. Currently, the most challenging benchmark for
multi-domain learning is Visual Decathlon (VD) [73]. As one contribution in Chapter 6, we
re-purpose this benchmark for DG by training a deep CNN on a subset of the VD domains
and then evaluating its performance as a feature extractor on an unseen disjoint subset of
them.
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2.2 Meta-Learning
Meta-learning (learning to learn) has a long history [83]. It has recently become widely
used in few-shot learning [3, 72, 27, 66] applications. A common meta-optimisation strategy
is to split the data of training tasks into meta-train and meta-test (validation) sets, and
meta-optimisation aims to quickly improve the model performance on the meta-test set
given the knowledge obtained from the meta-train set. This is achieved through various
routes by learning a more general feature embedding [99, 91], learning a more efficient
optimiser [3, 72], or even simply learning an effective initial condition for optimisation
[27, 68]. Several gradient-based meta-learners induce higher-order gradients that increase
computational cost, for example MAML [27]. This also inspired other studies to develop first-
order approximations for faster meta-learning; such as a shortest descent algorithm Reptile
[68] that accelerates MAML. While all these methods meta-optimise for fast adaptation
to new tasks, we aim to optimise for domain-generalisation: training a model such that it
performs well on a novel domain with no opportunity for adaptation. More specifically, in
Chapter 4, Chapter 5 and Chapter 6, we take inspiration from the common meta-optimisation
strategy in [99, 72, 27] and propose a few methods to improve DG by making training models
learn to solve simulated domain shifts at training. Furthermore, in Chapter 5, we propose a
fast first-order approximator to reduce the computational cost of our method following some
interesting findings from Reptile [68].
2.3 Lifelong Learning
Lifelong learning (LLL) or continual learning methods [71, 78, 84, 59] focus on how to
accelerate the learning of new tasks given a series of sequentially learned previous tasks and
often how to avoid ‘catastrophic forgetting’ of old tasks. A simple strategy to implement
lifelong learning is freezing bottom layers of a CNN model, copying and fine-tuning top
layers for new tasks [69]. Some recent work [59] addresses LLL by proposing a gradient
episodic memory method to recap the gradient information of a training model on old tasks
while learning a novel task. Then, by manipulating the model gradients, the training model
can obtain both positive forward and backward transfers. Most lifelong and continual learning
studies are oriented around designing a method that is deployed in a lifelong task learning
setting. In DG, we address a standard problem setting with a fixed set of source and target
(testing) domains. In Chapter 5, we use lifelong learning in a somewhat unconventional
way to improve DG by making better use of this fixed set of source data. More specifically,
we aim to use sequential training within our given source domains to learn a more robust
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model that generalises better to the true testing domain. We leverage the idea of optimising
for future performance in a sequence. However, different to prior methods: (i) we focus on
optimising for domain invariance, rather than optimising for speed of learning a new task,
and (ii) we back-propagate through the entire sequence of domains so that every update step
in the sequence is driven by improving the final domain invariance of the base model.
2.4 Domain Adaptation
Domain adaptation, as another topic to tackle domain shift problems, has received great
attention from researchers in the past decade [6, 19, 79, 39, 98, 57, 31, 58, 9, 56, 80, 81,
40]. Different from domain generalisation, domain adaptation assumes that unlabelled
target domain data is accessible at training. Various DA methods have been proposed to
tackle domain-shift by reducing the discrepancy between source and target domain features.
Representative approaches include aligning domains by minimising distribution shift as
measured by MMD [98, 57], or performing adversarial training to ensure that in the learned
representation space the domains cannot be distinguished [31, 81], or learning generative
models for cross-domain image synthesis [56, 40]. However, data may not be available
for the target domain, or it may not be possible to adapt the base model, thus requiring
domain generalisation. Although DA has a different setting to DG, some DA methods that
learn a domain-agnostic space [9] or a domain-invariant feature representation [31] between
source and target domains are also applicable to DG scenarios. Therefore, in this thesis,
we also re-purpose two DA methods Domain Separation Networks (DSN) [9] and Domain-
adversarial Neural Networks (DANN) [31] for DG in Chapter 3, Chapter 4, Chapter 5 and
Chapter 6. Moreover, we are the first to adapt DA methods to DG problems to investigate
their effectiveness.
2.5 Domain Generalisation
Despite different details, existing DG methods can be divided into a few categories by
motivating intuition. Domain Invariant Features: These aim to learn a domain-invariant
feature representation, typically by minimising the discrepancy between all source domains –
and assuming that the resulting source-domain invariant feature will work well for the target
domain as well. To this end [65] employed maximum mean discrepancy (MMD), while [32]
proposed a multi-domain reconstruction auto-encoder to learn this domain-invariant feature.
More recently, [54] applied MMD constraint within the representation learning of an auto-
encoder via adversarial training. Model Fusion: These learn multiple classifiers from diverse
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source domains, then recombine trained classifiers to perform on target domains [106, 62].
More specifically, [106] trained a set of exemplar classifiers at training and then used the
whole or a selected set of classifiers at the testing phase. Also, in [62], they trained a
deep neural network with source domain-specific classifiers and then fused the predictions
from different classifiers for a testing sample according to its similarities to different source
domains. Hierarchical Models: These learn a hierarchical set of model parameters so that
the model for each domain is parameterised by a combination of a domain-agnostic and a
domain-specific parameter [45, 51]. After learning such a hierarchical model structure on
the source domains the domain agnostic parameter can be extracted as the model with the
least domain-specific bias, that is most likely to work on a target problem. This intuition
has been exploited in both shallow [45] and deep [51] settings. Data Augmentation: A
few studies proposed data augmentation strategies to synthesise additional training data to
improve the robustness of a model to novel domains. These include the Bayesian network
[85], which perturbs input data based on the domain classification signal from an auxiliary
domain classifier. Meanwhile, [100] proposed an adversarial data augmentation method to
synthesise ‘hard’ data for the training model to enhance its generalisation. Optimisation
Algorithms: A final category of approach is to modify a conventional learning algorithm in
an attempt to find a more robust minima during training, for example through meta-learning
[50, 5, 55] or episodic training [52]. According to the categories of existing DG works, our
methods proposed in this thesis can be categorised as hierarchical models (Chapter 3) and
optimisation algorithms (Chapter 4, 5, 6).
Part II
A More Challenging Benchmark and
First Deep Method for DG

Chapter 3
Deeper, Broader and Artier Domain
Generalisation
The problem of domain generalisation is to learn from multiple training domains, and
extract a domain-agnostic model that can then be applied to an unseen domain. Domain
generalisation (DG) has a clear motivation in contexts where there are target domains with
distinct characteristics, yet scarce data for training. For example recognition in sketch images,
which are distinctly more abstract and rarer than photos. Nevertheless, DG methods have
primarily been evaluated on photo-only benchmarks focusing on alleviating the dataset
bias where both problems of domain distinctiveness and data sparsity can be minimal. We
argue that these benchmarks are overly straightforward, and show that simple deep learning
baselines perform surprisingly well on them.
In this chapter, we make two main contributions: Firstly, we build upon the favourable
domain shift-robust properties of deep learning methods, and develop a low-rank parame-
terised CNN model for end-to-end DG learning. Secondly, we develop a DG benchmark
dataset covering photo, sketch, cartoon and painting domains. This is both more practically
relevant, and harder (bigger domain shift) than existing benchmarks. The results show that
our method outperforms existing DG alternatives, and our dataset provides a more significant
DG challenge to drive future research.
3.1 Background
Learning models that can bridge train-test domain-shift is a topical issue in computer vision
and beyond. In vision this has been motivated recently by the observation of significant
bias across popular datasets [96], and the poor performance of state-of-the-art models
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Fig. 3.1 Contrast between prior Caltech Office and VLCS datasets versus our new PACS
dataset. The domain generalisation task is to recognise categories in an unseen test domain.
PACS provides more diverse domains with bigger and more challenging domain-shifts
between them. Image samples are chosen from each corresponding dataset.
when applied across datasets. Existing approaches can broadly be categorised into domain
adaptation (DA) methods, that use (un)labeled target data to adapt source model(s) to a
specific target domain [79]; and domain generalisation (DG) approaches, that learn a domain
agnostic model from multiple sources that can be applied to an unseen target domain [45, 32].
While DA has been more commonly studied, DG is the more valuable yet challenging setting,
as it does not require acquisition of a large target domain set for off-line analysis to drive
adaptation. Such data may not even exist if the target domain is scarce. Instead it aims to
produce a more domain-invariant model, where there is a deeper semantic sharing across
different domains – a dog is a dog no matter if it is depicted in the form of a photo, cartoon,
painting, or indeed, a sketch.
The most popular existing DA/DG benchmarks define domains as photos of objects
spanning different camera types [79], or datasets collected with different composition biases
3.1 Background 19
[96]. While these benchmarks provide a good start, we argue that they are neither well
motivated nor hard enough to drive the field. Motivation: The constituent domains/datasets
in existing benchmarks are based upon conventional photos, albeit with different camera
types or composition bias. However there exist enough photos, that one could in principle
collect enough target domain-specific data to train a good model, or enough diverse data to
cover all domains and minimise bias (thus negating the need for DA). A more compelling
motivation is domains where the total available images is fundamentally constrained, such as
for particular styles of art [23, 105], and sketches [110, 24, 111, 89]. Compared to photos,
there may simply not be enough examples of a given art style to train a good model, even if
we are willing to spend the effort. Difficulty: The camera type and bias differences between
domains in existing benchmarks are already partially bridged by contemporary Deep features
[22, 109], thus questioning the need for DA or DG methods. In this chapter, we show that
multi-domain deep learning provides a very simple but highly effective approach to DG that
outperforms existing purpose-designed methods.
To address these limitations, we provide a harder and better motivated benchmark dataset
PACS, consisting of images from photo (P), art painting (A), cartoon (C), and sketch (S)
domains. This benchmark carries two important advancements over prior examples: (i) it
extends the previously photo-only setting in DA/DG research, and uniquely includes domains
that are maximally distinct from each other, spanning a wide spectrum of visual abstraction,
from photos that are the most photo-realistic to human sketches which are the least photo-
realistic; (ii) it is more reflective of a real-world task where a target domain (such as sketch)
is intrinsically scarce, and so DG from a more abundant domain (such as photos) is really
necessary. As illustrated qualitatively in Fig. 3.1, the benchmark is harder, as the domains are
visually more distinct than those in prior datasets. We explore these differences quantitatively
in Sec. 3.4.2.
There have been a variety of prior approaches to DG based on SVM [45, 106], subspace
learning [65], metric learning [26], and autoencoders [32]. Despite their differences, most
of these have looked at fixed shallow features. In this chapter, we address the question
of how end-to-end learning of deep features impacts the DG setting. Our deep learning
approach trains on multiple source domains, and extracts both domain agnostic features
(e.g., convolutional kernels), and classifier (e.g., final FC layer) for transfer to a new target
domain. This approach can be seen as a deep multi-class generalisation of the shallow binary
Undo Bias method [45], which takes the form of a dynamically parameterised deep neural
network [86]. However, the resulting number of parameters grows linearly with the number
of source domains (of which ultimately, we expect many for DG), increasing overfitting
risk. To address this we develop a low-rank parameterised neural network which reduces the
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number of parameters. Furthermore the low-rank approach provides an additional route to
knowledge sharing besides through explicit parameterisation. In particular it has the further
benefit of automatically modelling how related the different domains are (e.g., perhaps sketch
is similar to cartoon; and cartoon is similar to painting), and also how the degree of sharing
should vary at each layer of the CNN.
To summarise our contributions: Firstly, we highlight the weaknesses of existing methods
(they lose to a simple deep learning baseline) and datasets (their domain shift is small).
Second, we introduce a new, better motivated, and more challenging DG benchmark. Finally,
we develop a novel DG method based on low-rank parameterised CNNs that shows favourable
performance compared to prior work.
3.2 Benchmarks and Datasets
DG Benchmarks The most popular DG benchmarks are: ‘Office’ [79] (containing Ama-
zon/Webcam/DSLR images), later extended to include a fourth Caltech 101 domain [33]
(OfficeCaltech) and Pascal 2007, LabelMe, Caltech, SUN09 (VLCS) [96, 45]. The domains
within Office relate to different camera types, and the others are created by the biases of
different data collection procedures [96]. Despite the famous analysis of dataset bias [96]
that motivated the creation of the VLCS benchmark, it was later shown that the domain shift
is much smaller with recent deep features [22]. Thus recent DG studies have used deep
features [32], to obtain better results. Nevertheless, we show that a very simple baseline of
fine-tuning deep features on multiple source domains performs comparably or better than
prior DG methods. This motivates our design of a CNN-based DG method, as well as our
new dataset (Fig 3.1) which has greater domain shift than the prior benchmarks. Our dataset
draws on non-photorealistic and abstract visual domains which provide a better motivated
example of the sort of relatively scarce data domain where DG would be of practical value.
Non-photorealistic Image Analysis Non-photorealistic image analysis is a growing subfield
of computer vision that extends the conventional photo-only setting of vision research to
include other visual depictions (often more abstract) such as paintings and sketches. Typical
tasks include instance-level matching between sketch-photo [110, 82], and art-photo domains
[16], and transferring of object recognisers trained on photos to detect objects in art [23, 105].
Most prior work focuses on two domains (such as photo and painting [23, 105], or photo
and sketch [110, 82]). Studies have investigated simple ‘blind’ transfer between domains
[23], learning cross-domain projections [110, 16], or engineering structured models for
matching [105]. Thus, in contrast to our DG setting, prior non-photorealistic analyses fall
into either cross-domain instance matching, or domain adaptation settings. To create our
3.3 Methodology 21
benchmark, we aggregate multiple domains including paintings, cartoons and sketches, and
define a comprehensive domain-generalisation benchmark covering a wide spectrum of visual
abstraction based upon these. Thus in contrast to prior DG benchmarks, our domain-shifts
are bigger and more challenging.
3.3 Methodology
Assume we consider N domains, and the ith domain contains Mi labelled instances {(x( j)i ,y( j)i )}Mij=1
where x( j)i is the input data (e.g., an image) of the same size among all domains (e.g., all
images are cropped into the same size), and y( j)i ∈ {1 . . .C} is the class label. We assume
the label space is consistent across domains. The objective of DG is to learn a domain
agnostic model which can be applied to unseen domains in the future. In contrast to domain
adaptation, we can not access the labelled or unlabelled examples from those domains to
which the model is eventually applied. So the model is supposed to extract the domain
agnostic knowledge within the observed domains. In the training stage, we will minimise the
empirical error for all observed domains,
argmin
Θ1,Θ2,...,ΘN
1
N
N
∑
i=1
1
Mi
Mi
∑
j=1
ℓ(yˆ( j)i ,y
( j)
i ) (3.1)
where ℓ is the loss function that measures the error between the predicted label yˆ and the
true label y, and prediction is carried out by a function yˆ( j)i = f (x
( j)
i |Θi) parameterised by
Θi. A straightforward approach to finding a domain-agnostic model is to assume Θ∗ =Θ1 =
Θ2 = · · · = ΘN , i.e., there exists a universal model Θ∗. Doing so we literally ignore the
domain difference. Alternatively, Undo-Bias [45] considers linear models, and assumes
that the parameter (a D-dimensional vector when x ∈ RD) for the ith domain is in the form
Θi =Θ0+∆i, where Θ0 can be seen as a domain agnostic model that benefits all domains,
and ∆i is a domain specific bias term. Conceptually, Θ0 can also serve as the classifier
for unseen domains. [45] showed that (for linear models) Θ0 is better than the universal
model Θ∗ trained by argmin
Θ∗
1
N ∑
N
i=1
1
Mi ∑
Mi
j=1 ℓ(Θ
T∗ x
( j)
i ,y
( j)
i ) in terms of testing performance
on unseen domains. However we show that for deep networks, a universal model f (x|Θ∗) is
a strong baseline that requires improved methodology to beat.
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3.3.1 Parameterised Neural Network for DG
To extend the idea of Undo-Bias [45] into the neural network context, it is more convenient
to think Θi is generated from a function g(zi|Θ) parameterised by Θ. Here zi is a binary
vector encoding of the ith domain with two properties: (i) it is of length N+1 where N is the
number of observed domains; (ii) it always has only two units activated (being one): the ith
unit active for the ith domain and the last unit active for all domains. Formally, the objective
function becomes,
argmin
Θ
1
N
N
∑
i=1
1
Mi
Mi
∑
j=1
ℓ(yˆ( j)i ,y
( j)
i ) (3.2)
where yˆ( j)i = f (x
( j)
i |Θi) = f (x( j)i |g(zi|Θ)). The difference between Eq.3.1 and 3.2 is the
parameter of each domain is generated by the base model Θ based on the domain descriptor
z rather than from an individually domain-specific model.
To reproduce Undo-Bias [45], we can stack all parameters in a column-wise fashion to
form Θ, i.e., Θ = [∆1,∆2, . . . ,∆N ,Θ0], and choose the g(·) function to be linear mapping:
g(zi|Θ) =Θzi.
From linear to multi-linear The method as described so far generates the model parameter
in the form of vector thus it is only suitable for single-out setting (univariate regression or
binary classification). To generate higher order parameters, we use a multi-linear model,
where Θ is (3rd or higher order) tensor. E.g., to generate a weighting matrix for a fully-
connected layer in neural network, we can use
W FCi = g(zi|W ) =W ×3 zi (3.3)
Here ×3 is the inner product between tensor and vector along tensor’s 3rd axis. For example
if W is the weight matrix of size H×C (i.e., the number of input neurons is H and the number
of output neurons is C) then W is a H×C× (N+1) tensor.
If we need to generate the parameter for a convolutional layer of size C1×C2×F1×F2
(Height×Width×Depth×Filter Number), then we use:
W CONVi = g(zi|W ) =W ×5 zi (3.4)
where W is a 5th order tensor of size C1×C2×F1×F2× (N+1).
Domain generalisation Using one such parameter generating function per layer, we can
dynamically generate the weights at every layer of a CNN based on the encoded vector of
every domain. In this approach, knowledge sharing is realised through the last (bias) bit in
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the encoding of z. I.e., every weight tensor for a given domain is the sum of a domain specific
tensor and a (shared) domain agnostic tensor. For generalisation to an unseen domain, we
apply the one-hot, bias-only, vector z∗ = [0,0, . . . ,0,1] to synthesise a domain agnostic CNN.
3.3.2 Low rank parameterised CNNs
The method as described so far has two limitations: (i) the required parameters to learn now
grow linearly in the number of domains (which are eventually required to be large to achieve
good DG), and (ii) the sharing structure is very prescribed: every parameter is an equally
weighted sum of its domain agnostic and domain-specific bias partners.
To alleviate these two issues, we place a structural constraint on W . Motivated by the
well-known Tucker decomposition [97], we assume that the T -order tensor W is synthesised
as:
W = G ×1 U1 · · ·×T UT (3.5)
where G is a K1× . . .KT sized low-rank core tensor, and Ut are Kt ×Ct matrices (note that
CT = N + 1). By controlling the ranks K1 . . .KT we can effectively reduce the number of
parameters to learn. By learning {G ,U1 . . .UT} instead of W , the number of parameters is
reduced from (C1×·· ·×CT−1× (N +1)) to (K1× . . .KT )+∑T−1t=1 Ct ×Kt +KT × (N +1).
Besides, UT produces a KT -dimensional dense vector that guides how to linearly combine the
shared factors, which is much more informative than the original case of equally weighted
sum.
Given a tensor W the Tucker problem can be solved via high-order singular value
decomposition (HO-SVD) [49].
G =W ×1 UT1 · · ·×T UTT (3.6)
where Un is the U matrix from the SVD of the the mode-n flattening of W . However, note
that aside from (optionally) performing this once for initialisation, we do not perform this
costly HO-SVD operation during learning.
Inference and Learning To make predictions for a particular domain, we synthesise a
concrete CNN by multiplying out the parameters {G ,U1, . . . ,UT} after that doing an inner
product with the corresponding domain’s z. This CNN can then be used to classify an input
instance x. Since our method does not introduce any non-differentiable functions, we can
use standard back-propagation to learn {G ,U1, . . . ,UT} for every layer.
For our model there are hyperparameters – Tucker rank [K1 . . .KT ] – that can potentially
be set at each layer. We sidestep the need to set all of these, by using the strategy of
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Fig. 3.2 Evaluation of domain shift in different domain generalisation benchmarks.
decomposing the stack of (ImageNet pre-trained) single domain models plus one agnostic
domain model through Tucker decomposition, and then applying a reconstruction error
threshold of ε = 10% for the HO-SVD in Eq 3.6. This effectively determines all rank values
via one ‘sharing strength’ hyperparameter ε .
3.4 Experiments
3.4.1 New Domain Generalisation Dataset: PACS
Our PACS DG dataset is created by intersecting the classes found in Caltech256 (Photo),
Sketchy (Photo, Sketch) [82], TU-Berlin (Sketch) [24] and Google Images (Art painting,
Cartoon, Photo). Our dataset and code, together with latest results using alternative state-of-
the-art base networks, can be found at: http://sketchx.eecs.qmul.ac.uk/.
PACS: Our new benchmark includes 4 domains (Photo, Sketch, Cartoon, Painting), and 7
common categories ‘dog’, ‘elephant’, ‘giraffe’. ‘guitar’, ‘horse’, ‘house’, ‘person’. The total
number of images is 9991.
3.4.2 Characterising Benchmarks’ Domain Shifts
We first perform a preliminary analysis to contrast the domain shift within our PACS dataset
to that of prior popular datasets such as VLCS. We make this contrast from both a feature
space and a classifier performance perspective.
Feature Space Analysis Given the DG setting of training on source domains and applying
to held out test domain(s), we measure the shift between source and target domains based on
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the Kullback-Leibler divergence as: 1N×K
N
∑
i
K
∑
j
λi KL(Dsi ||Dtj)1, where Ds and Dt respectively
indicate source and target domains, N and K are the number of source and target domains,
and λi weights the i th source domain, to account for data imbalance. To encode the feature
statistics of each domain as a probability, we calculate the mean DECAF7 (i.e., outputs of
the penultimate layer of AlexNet [47]) representation over instances and then apply softmax
normalisation.
Classifier Performance Analysis We also compare the datasets by the margin between
multiclass classification accuracy of within-domain learning, and a simple cross-domain
baseline of training a CNN on all the source domains before testing on the held out target
domain (as we shall see later, this baseline is very competitive). Assuming within-domain
learning performance is an upper bound, then this difference indicates the space which
a DG method has to make a contribution, and hence roughly reflects size of the domain-
shift/difficulty of the DG task.
Results Fig. 3.2(a) shows the average domain-shift in terms of KLD across all choices
of held out domain in our new PACS benchmark, compared with the VLCS benchmark
[96]. Clearly the domain shift is significantly higher in our new benchmark, as is visually
intuitive from the illustrative examples in Fig. 3.1. To provide a qualitative summarisation,
we also show the distribution of features in our PACS compared to VLCS in Fig. 3.2(b,c)
as visualised by a 2 dimensional t-SNE2 [61] plot, where the features are categorised and
coloured by their associated domain. From this result, we can see that the VLCS data are
1KL(P|Q) = ∑x∼X P(x) log( P(x)Q(x) ), where P and Q are probabilities.
2The basic idea of this technique is for the ease of visualisation, the high-dimensional vectors are mapped to
two-dimensional vector with possibly minimal loss of the information structure.
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generally hard to separate by domain, while our PACS data are much more separated by
domain. This illustrates the greater degree of shift between the domains in PACS over VLCS.
We next explore the domain shifts from a model-, rather than feature-centric perspective.
Fig. 3.3a summarises the within-domain and across-domain performance for each domain
within PACS and VLCS benchmarks. The average drop in performance due to cross-
domain transfer is 20.2% for PACS versus 10.0% for VLCS. This shows that the scope
for contribution of DG/DA in our PACS is double that of VLCS, and illustrates the greater
relevance and challenge of the PACS benchmark.
3.4.3 Domain Generalisation Experiments
Datasets and Settings
We evaluate our proposed method on two datasets: VLCS, and our proposed PACS dataset.
VLCS [96] aggregates photos from Caltech, LabelMe, Pascal VOC 2007 and SUN09. It
provides a 5-way multiclass benchmark on the five common classes: ’bird’,’car’,’chair’,’dog’
and ’person’. Our PACS (described in Sec. 3.4.1) with 7 classes from Photo, Sketch,
Cartoon, Painting domains. All results are evaluated by classification accuracy score,
1
M ∑
M−1
i=0 1(yˆi == yi), following [32]. We explore features including Classic SIFT features
(for direct comparison with earlier work), DECAF pre-extracted deep features following
[32], and E2E end-to-end CNN learning.3
Settings: For our method in E2E configuration, we use the ImageNet pre-trained AlexNet
CNN, fine-tuned with multi-domain learning on the training domains. On VLCS, we follow
the train-test split strategy from [32]. Our initial learning rate is 5e-5 and batch size is 64
for each training domain. We use the best performed model on validation to do the test after
tuning the model for 25k iterations. On PACS, we split the images from training domains to
9 (train) : 1 (val) and test on the whole held-out domain. Recall that our model uses a 2-hot
encoding of z to parameterise the CNN. The domain-specific vs agnostic ‘prior’ can be set
by varying the ratio ρ of the elements in the 2-hot coding. For training we use ρ = 0.3, so
z = {[0,0,0.3,1], [0,0.3,0,1], ...}. For DG testing we use z∗ = [0,0,0,1].
Baselines: We evaluate our contributions by comparison with number of alternatives includ-
ing variants designed to reveal insights, and state of the art competitors:
LRN-MLP: Our DG method applied to a 1 hidden layer multi-layer perception. For use
with pre-extracted features.
3In the domain generalisation setting, a model is trained on multiple source domains and tested on an unseen
domain. Currently, only the performance on the target domain is considered. However, the performance on the
source domains of the trained model may be compensated for the DG purpose. How to find the best evaluation
way that considers both the performance on the source and target domains is worth efforts in the future work.
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LRN-Full: Our full low-rank parameterised CNN trained end-to-end on images. SVM:
Linear SVM, applied on the aggregation of data from all source domains. Deep-All: Pre-
trained Alexnet CNN [47], fine-tuned on the aggregation of all source domains. Undo-Bias:
Modifies traditional SVM to include a domain-specific and global weight vector which
can be extracted for DG [45]. The original Undo-Bias is a binary classifier (BC). We also
implement a multi-class (MC) generalisation. uDICA: A kernel based method learning a
subspace to minimise the dissimilarity between domains [65]4. UML: Structural metric
learning algorithm learn a low-bias distance metric for classification tasks [26]. LRE-SVM:
Exploits latent domains, and a nuclear-norm based regulariser on the likelihood matrix of
exemplar-SVM [106]. 1HNN: 1 hidden layer neural network. MTAE-1HNN: 1HNN with
multi-task auto encoder [32]. D-MTAE-1HNN: 1HNN with de-noising multi-task auto
encoder [32]. DSN: The domain separation network learns specific and shared models for the
source and target domains [9]. We re-purpose the original DSN from the domain adaptation
to the DG task. Note that DSN is already shown to outperform the related [30].
4Like [32], we found sDICA to be worse than uDICA, so excluded it.
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VLCS Benchmark
Classic Benchmark - Binary Classification with Shallow Features Since our approach
to extracting a domain invariant model is related to the intuition in Undo Bias [45], we first
evaluate our methodology by performing a direct comparison against Undo Bias. We use the
same 5376 dimensional VLCS SIFT-BOW features5 from [45], and compare Our-MLP using
one RELU hidden layer with 4096 neurons. For direct comparison, we apply Our-MLP in
a 1-vs-All manner as per Undo-Bias. The results in Table 3.1 show that without exploiting
the benefit of end-to-end learning, our approach still performs favourably compared to Undo
Bias. This is due to (i) our low-rank modelling of domain-specific and domain-agnostic
knowledge, and (ii) the generalisation of doing so in a multi-layer network.
Multi-class recognition with Deep Learning In this experiment we continue to analyse
the VLCS benchmark, but from a multiclass classification perspective. We compare existing
DG methods (Undo-Bias [45], UML [26], LRE-SVM [106], uDICA [65], MTAE+1HNN
[32], D-MTAE+1HNN [32]) against baselines (1HNN, SVM, Deep) and our methods LRN-
MLP/LRN-Full. For the other methods besides Deep-All and LRN-Full, we follow [32] and
use pre-extracted DECAF6 features6 [22]. For Deep and LRN-Full, we fine-tune the CNN
on the source domains.
From the results in Table 3.2, we make the following observations: (i) Given the fixed
DECAF6 feature, most prior DG methods improve on vanilla SVM, and D-MTAE [32] is the
best of these. (ii) LRN-MLP outperforms 1HNN, which uses the same type of architecture
and the same feature. This margin is due to our low-rank domain-generalisation approach.
(iii) The very simple baseline of fine-tuning a deep model on the aggregation of source
domains (Deep-All) performs surprisingly well and actually outperforms all the prior DG
methods. (iii) LRN-Full outperforms Deep-All slightly. This small margin is understandable.
Our model does have more parameters to learn than Deep-All, despite the low rank; and
the cost of doing this is not justified by the relatively small domain gap between the VLCS
datasets.
Our PACS benchmark
We compare baselines (SVM, 1HNN) and prior methods (LRE-SVM [106], D-MTAE+1HNN
[32], uDICA [65]) using DECAF7 features against Deep-ALL, DSN [9] and LRN-Full using
end-to-end learning. From the results in Table 3.3 we make the observations: (i) uDICA
and D-MTAE-1HNN are the best prior DG models, and DSN is also effective despite
5http://undoingbias.csail.mit.edu/
6http://www.cs.dartmouth.edu/~chenfang/proj_page/FXR_iccv13/index.php
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Fig. 3.4 Visualisation of the preferred images of output neurons ‘horse’, ‘giraffe’ and ‘house’
in the domains of the PACS dataset. Left: real images. Middle: synthesised images for PACS
domains. Right: synthesised images for agnostic domain.
Unseen domain
Ablation Study
Tuning-Last 2HE-Last 2HE+Decom-Last LRN-Full
Art painting 59.79 59.20 62.71 62.86
Cartoon 56.22 55.50 52.69 66.97
Photo 86.79 87.33 88.84 89.50
Sketch 46.41 48.45 52.16 57.51
Ave.% 62.30 62.62 64.10 69.21
Table 3.4 Ablation study. Multi-class accuracy (%).
being designed for DA. While uDICA scores well overall, this is mostly due to very high
performance on the photo domain. This is understandable as in that condition DICA uses
unaltered DECAF7 features tuned for photo recognition. It is also the least useful direction
for DG, as photos are already abundant. (ii) As for the VLCS benchmark, Deep-ALL again
performs well. (iii) However LRN-Full performs best overall by combining the robustness of
a CNN architecture with an explicit DG mechanism.
Ablation Study: To investigate the contributions of each components in our framework,
we compare the following variants: Tuning-Last: Trains on all sources followed by direct
application to the target. But fine-tunes the final FC layer only. 2HE-Last: Fine-tunes the
final FC layer, and uses our tensor weight generation (Eq. 3.3) based on 2-hot encoding for
multidomain learning, before transferring the shared model component to the target. But
without low rank factorisation. 2HE+Decomp-Last: Uses 2-hot encoding based weight
3.4 Experiments 31
synthesis, and low-rank decomposition of the final layer (Eq. 3.3). LRN-Full: Uses 2-hot
encoding and low-rank modelling on every layer in the CNN.
From the results, we can see that each component helps: (i) 2HE-Last outperforms
Tuning-Last, demonstrating the ability of our tensor weight generator to synthesise domain
agnostic models for a multiclass classifier. (ii) 2HE+Decomp-Last outperforms 2HE-Last,
demonstrating the value of our low-rank tensor modelling of the weight generator parameters.
(iii) LRN-Full outperforms 2HE+Decomp-Last, demonstrating the value of performing these
DG strategies at every layer of the network.
3.4.4 Further Analysis
Learned Layer-wise Sharing Strength An interesting property of our approach is that,
unlike some other deep learning methods [30, 57] it does not require manual specification
of the cross-domain sharing structure at each layer of the CNN; and unlike Undo Bias [45]
it can choose how to share more flexibly through the rank choice at each layer. We can
observe the estimated sharing structure at each layer by performing Tucker decomposition to
factorise the tuned model under a specified reconstruction error threshold (ε = 0.001). The
resulting domain-rank at each layer reveals the sharing strength. The rank per-layer for each
held-out domain in PACS is shown in Fig. 3.3b. Here there are three training domains, so the
maximum rank is 3 and the minimum rank is 1. Intuitively, the results show heavily shared
Conv1-Conv3 layers, and low-sharing in FC6-FC8 layers. The middle layers Conv4 and
Conv5 have different sharing strength according to which domains provide the source set.
For example, in Conv 5, when Sketch is unseen, the other domains are relatively similar so
can have greater sharing, compared to when Sketch is included as a seen domain. This is
intuitive as Sketch is the most different from the other three domains. This flexible ability to
determine sharing strength is a key property of our model.
Visualisation To visualise the preferences of our multi-domain network, we apply the DGN-
AM [67] method to synthesise the preferred input images for our model when parameterised
(via the domain descriptor z) to one specific domain versus the abstract domain-agnostic
factor. This visualisation is imperfect because [67] is trained using a photo-domain, and most
of our domains are non-photographic art. Nevertheless, from Fig. 3.4 the synthesis for Photo
domain seem to be the most concrete, while the Sketch/Cartoon/Painting domains are more
abstract.
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3.5 Conclusion
We presented a new dataset and deep learning-based method for domain generalisation. Our
PACS (Photo-Art-Cartoon-Sketch) dataset aligns with a practical application of domain
generalisation, and we showed it has more challenging domain shift than prior datasets,
making it suitable to drive the field in future. Also, importantly we found that the simple
deep learning method that aggregates the data from all the source domains to train a CNN
worked surprisingly well on VLCS and PACS and outperformed almost all the previous
state-of-the-art DG methods. Furthermore, we proposed the first deep domain generalisation
method which integrates the idea of learning a domain-agnostic classifier with a robust deep
learning approach for end-to-end learning of domain generalisation. This method performs
comparably or better than prior approaches.
Part III
Meta-Learning based DG Methods

Chapter 4
Meta-Learning for Domain
Generalisation
The problem of domain shift is that a model trained in one source domain performs poorly
when applied to a target domain with different statistics. Domain Generalisation (DG)
techniques attempt to alleviate this issue by producing models which by design generalise well
to novel test domains. We propose a novel meta-learning method for domain generalisation.
Rather than designing a specific model that is robust to domain shift as in most previous
DG work, we propose a model agnostic training procedure for DG. Our algorithm simulates
train/test domain shift during training by synthesising virtual testing domains within each
mini-batch. The meta-optimisation objective requires that steps to improve training domain
performance should also improve testing domain performance. This meta-learning procedure
trains models with good generalisation ability to novel domains. We evaluate our method
and achieve state of the art results on a recent cross-domain image classification benchmark,
as well demonstrating its potential on two classic reinforcement learning tasks.
4.1 Background
Humans are adept at solving tasks under many different conditions. This is partly due to
fast adaptation, but also to a lifetime of encountering new task conditions providing the
opportunity to develop of strategies that are robust to different task contexts. If a human
discovers that their existing strategy fails in a new context they do not just adapt, but further
try to update their strategy to be more context independent, so that next time they arrive in a
new context they are more likely to succeed immediately. We would like artificial learning
agents to solve many tasks under different conditions (domains) and similarly solve the
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second order task of constructing models that are robust to change of domain and perform
well ‘out of the box’ in new domains. For example we might like computer vision systems to
recognise objects immediately and without retraining, when the camera type is changed [70],
or reinforcement learning trained agents to perform well immediately when placed in a new
environment or subjected to changed morphology [94] – without waiting for adaptation.
Standard learning approaches tend to break down when applied in different conditions
(i.e. to data with different statistics) than used for training. This is known as domain or
co-variate shift [90], and seriously affects the usefulness of machine learning models as we
do not always have access to training data that is exactly representative of the intended testing
scenario. Approaches to addressing this issue can be categorised into domain adaptation
(DA) and domain generalisation (DG). DA is relatively well studied, and addresses using
unlabelled or scarcely labelled data in the target domain to quickly adapt a model trained
in a different source domain [70, 17]. The less well studied DG addresses building models
that by design function well even in new target/testing domains. In contrast to DA, a DG
model is not updated after training, and the issue is how well it works out of the box in a
new domain. The few existing DG methods typically train on multiple source domains and
propose mechanisms to extract some domain agnostic representation or model that describes
common aspects of known domains [45, 65, 32, 51]. These methods assume that such a
common factor among existing source domains will persist to new test domains, and thus
provide a basis for generalisation. DG is a harder problem than DA in that it makes fewer
assumptions (target data not required) but for the same reasons, it may be more valuable if
solved.
We take a meta learning approach to DG. Rather than proposing a specific model suited
for DG [45, 32, 51], we propose a model-agnostic training algorithm that trains any given
model to be more robust to domain shift. This is related to the long standing idea of learning
to learn [95, 84], which has recently seen a resurgence of popularity with applications to
few-shot learning [27, 72] and learning optimisers [3]. The most related of these studies to
ours is the MAML approach of [27]. MAML takes a meta-learning approach to few-shot
learning by training a single model on a set of source tasks that is only a few gradient descent
steps away from a good task-specific model. This meta-optimisation objective trains models
suited for few-shot fine-tuning to new target tasks. The DG problem is different because we
to transfer across domains rather than tasks, and because DG assumes zero, rather than few
training examples of the target problem.
Our meta-learning domain generalisation approach (MLDG) provides a model agnostic
training procedure that improves the domain generality of a base learner. Specifically, MLDG
trains a base learner on a set of source domains by synthesising virtual training and virtual
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testing domains within each mini-batch. The meta-optimisation objective is then: to minimise
the loss on the training domains, while also ensuring that the direction taken to achieve this
also leads to an improvement in the (virtual) testing loss. We present analyses that give
various perspectives on this strategy, including as following an optimisation trajectory where
the virtual training and virtual testing gradients are aligned. Overall our MLDG approach has
several key benefits: As a meta-learning procedure, it does not introduce any new parameters,
unlike other model-based DG approaches that grow parameters linearly in the number of
source domains [45, 32, 51, 9] resulting in large numbers of total parameters. Similarly
MLDG does not place any constraint on the architecture of the base learner and moreover
can be applied to both supervised and reinforcement learning; where prior DG alternatives
[45, 32, 51] both constrain the model architecture and address supervised learning.
To summarise our contributions: We develop a gradient-based meta-learning algorithm
that trains models for improved domain generalisation ability. Our algorithm can train any
type of base network and applies to both supervised and reinforcement learning settings.
We evaluate our approach on a very recent cross domain image recognition benchmark and
achieve state of the art results, as well as demonstrating its promising applicability to two
classic reinforcement learning tasks.
4.2 Methodology
4.2.1 Meta-Learning Domain Generalisation
In the DG setting, we assume there are N source domains D = {D1, ·,DN}. All of them
contain the same input and label space but have different statistical distributions. We define
a single model parametrised as Θ to solve the specified task. DG aims for training Θ
on the source domains, such that it generalises to the target domains. To achieve this, at
each learning iteration we split the original S source domains D into N−V meta-train
domains Dmtrn and V meta-test domains Dmtst (virtual-test domain). This is to mimic real
train-test domain-shifts so that over many iterations we can train a model to achieve good
generalisation in the final-test evaluated on target domains D∗. The overall methodological
flow is illustrated schematically in Fig. 4.1 and summarised in Algorithm 1. This model-
agnostic approach can be flexibly applied to both supervised and reinforcement learning as
elaborated in the following sections.
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Algorithm 1: Meta-Learning Domain Generalisation
Input: Domains D
Init: Model parameters Θ. Hyper parameters α,β ,γ .
for ite in iterations do
Split: Dmtrn and Dmtst ←D
Meta-train:
Gradients ∇Θ = L′mtrn(Dmtrn;Θ)
Updated parameters Θ′ =Θ−α∇Θ
Meta-test:
Loss is Lmtst(Dmtst;Θ′).
Meta-optimisation: Update Θ
Θ=Θ− γ ∂ (Lmtrn(Dmtrn;Θ)+βLmtst(Dmtst;Θ−α∇Θ))
∂Θ
end
4.2.2 Supervised Learning
We first describe how to apply our method to supervised learning. We assume a loss function
ℓ(yˆ,y) between the predicted and true labels yˆ and y. For example in multi-class classification
the cross-entropy loss: ℓ(yˆ,y) =−y log(yˆ). The process is outlined in the steps below.
Meta-Train The model is updated on all the N−V meta-train domains Dmtrn in aggregate,
and the loss function is,
Lmtrn(·) = 1N−V
N−V
∑
i=1
1
Mi
Mi
∑
j=1
ℓΘ(yˆ
( j)
i ,y
( j)
i ) (4.1)
where y( j)i indicates the jth point among Mi in the i
th domain. The model is parametrised by
Θ, so the gradient of Θ calculated respect to this loss function is ∇Θ, and optimisation will
update the model as Θ′ =Θ−α∇Θ.
Meta-Test In each mini-batch the model is also virtually evaluated on the V meta-test
domains Dmtst. This meta-test evaluation simulates testing on new domains with different
statistics, in order to allow learning to generalise across domains. The loss for the adapted
parameters calculated on the meta-test domains is as below,
Lmtst(·) = 1V
V
∑
i=1
1
Mi
Mi
∑
j=1
ℓΘ′ (yˆ
( j)
i ,y
( j)
i ) (4.2)
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Algorithm 2: MLDG for Reinforcement Learning
Input: Environment domains D
Init: Policy params Θ, Hyper parameters α,β ,γ .
for ite in iterations do
Split: Dmtrn and Dmtst ←D
Meta-train:
Collect trajectories τ¯ applying policy Θ in Dmtrn.
Loss: Lmtrn(τ¯,Θ).
Gradient: ∇Θ = L′mtrn(τ¯,Θ).
Updated parameters: Θ′ =Θ−α∇Θ.
Meta-test:
Collect trajectories τ˘ applying policy Θ′ in Dmtst.
Loss Lmtst(τ˘,Θ−α∇Θ).
Meta-optimisation:
Θ=Θ− γ ∂ (Lmtrn(τ¯,Θ)+βLmtst(τ˘,Θ−αL
′
mtrn(τ¯,Θ)))
∂Θ
end
where, Mi is the number of samples of the ith meta-test domain, and the loss Lmtst on the
meta-test domain is calculated using the updated parameters Θ′ from meta-train. This means
that for optimisation with respect to Lmtst we will need the second derivative with respect to
Θ.
Summary The meta-train and meta-test are optimised simultaneously, so the final objective
is:
argmin
Θ
Lmtrn(Θ)+βLmtst(Θ−αL′mtrn(Θ)) (4.3)
where α is the meta-train step size and β weights meta-train and meta-test. Objective
(Eq. 4.3) is itself trained by gradient descent (Alg. 1).
Final-Test After Eq. 4.3 is optimised to convergence on the source domains, we deploy the
final model Θ on the truly held-out target domain(s).
4.2.3 Reinforcement Learning
In application to the reinforcement learning (RL) setting, we now assume an agent with a
policy π that inputs states x and produces actions a in a sequential decision making task:
at = πΘ(xt). The agent operates in an environment defined by a Markov decision process
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Fig. 4.1 Illustration of our Meta-Learning Domain Generalisation method. Symbols represent
different data domains.
(MDP) q(xt+1|xt ,at) and its goal is to maximise its return, the (potentially discounted) sum
of rewards r = ∑t δ tRt(xt ,at).
While tasks in a supervised learning setting map to reward functions in an RL setting [27],
domains map to solving the same task (reward function) with differences in the environment
(MDP or observation function). Thus DG is to achieve an agent with improved generalisation
ability in the sense of maintaining ability to maximise reward when subject to changes in its
operating environment (MDP) – without being allowed any rewarded (≈ supervised domain
adaptation [27, 1, 114]), or un-rewarded (≈ unsupervised domain adaptation [28, 2]) trials
in the target environment for adaptation. The key idea is still to achieve DG by simulating
train-test domain shift during training. Meta-optimisation then trains for generalisation across
environmental conditions. The overall process is summarised in Algorithm 2 and elucidated
in the steps below. Note that the MLDG strategy can be straightforwardly applied to on-
policy with policy-gradient (PG) [104], or off-policy with Q-learning [63]. For simplicity we
describe the PG variant.
Meta-train: In meta-training, the loss function Lmtrn now corresponds to the negative return
r of policy πΘ, averaged over all the meta-training environments in Dmtrn. Update of the
policy parameters Θ is performed by REINFORCE [104] (or Q-learning [63]), leading to
updated parameters Θ′ .
Meta-test: Similarly to the SL approach, we now evaluate the model on V meta-test domains
Dmtst. The meta-test loss Lmtst is again the average negative return on meta-test environments.
For RL calculating this loss requires rolling out the meta-train updated policy Θ′ in the
meta-test domains to collect new trajectories and rewards.
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4.2.4 Analysis of MLDG
We provide some analysis to help better understand the proposed method and its motivation.
The MLDG objective is:
argmin
Θ
Lmtrn(Θ)+βLmtst(Θ−αL′mtrn(Θ)) (4.4)
where Lmtrn(.) is the loss from the aggregated meta-train domains (Eq. 4.1), Lmtst(.) is the
loss from the aggregated meta-test domains (Eq. 4.2), and L′mtrn(Θ) is the gradient of the
training loss Lmtrn(Θ) w.r.t ‘Θ’. This can be understood as: “tune such that after updating
the meta-train domains, performance is also good on the meta-test domains”.
For another perspective on the MLDG objective, we can do the first order Taylor expan-
sion for the second term, i.e.
Lmtst(x) = Lmtst(x˙)+L′mtst(x˙)× (x− x˙) (4.5)
where x˙ is an arbitrary point that is close to x. The multi-variable form – x is a vector and
Lmtst(x) is a scalar.
Assume we have x =Θ−αL′mtrn(Θ), and we choose the x˙ to be Θ. Then, we have
Lmtst(Θ−αL′mtrn(Θ)) = Lmtst(Θ)+L′mtst(Θ) · (−αL′mtrn(Θ)) (4.6)
and the objective function becomes
argmin
Θ
Lmtrn(Θ)+βLmtst(Θ)−βα(L′mtst(Θ) ·L′mtrn(Θ)). (4.7)
This reveals that we want to: (i) minimise the loss on both meta-train and meta-test
domains, and (ii) maximise the dot product of L′mtst(Θ) and L′mtrn(Θ). The (i) minimising the
loss on both domains is straightforward. To understand (ii), recall the dot operation computes
the similarity of two vectors: a ·b = ||a||2||b||2 cos(δ ), where δ is the angle between vectors
a and b. If a and b are unit normalised, this computes cosine similarity exactly. Though
L′mtst(Θ) and L′mtrn(Θ) are not normalised, the dot product is still larger if these vectors are
in a similar direction.
Since L′mtst(Θ) and L′mtrn(Θ) are loss gradients in two sets of domains, then ‘similar
direction’ means the direction of improvement in each set of domains is similar. Thus
the overall objective can be seen as: “tune such that both domains’ losses are minimised,
and also such that they descend in a coordinated way”. In a conventional optimisation of
argminΘLmtrn(Θ)+Lmtst(Θ), there is no such constraint on coordination. The optimiser will
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happily tune asymmetrically, e.g., focusing on which ever domain is easier to minimise. The
regularisation provided by the third term in Eq. 4.7 prefers updates to weights where the
two optimisation surfaces agree on the gradient. It reduces overfitting to a single domain by
finding a route to minimisation where both sub-problems agree on the direction at all points
along the route.
4.2.5 Alternative Variants of MLDG
Based on the discussion above, we propose some variants inspired by the vanilla MLDG
method. Variant MLDG-GC in Eq. 4.8 is based on the Taylor expansion and gradient
alignment intuition discussed earlier – with the regulariser updated to normalise the gradients
so that it indeed computes cosine similarity.
argmin
Θ
Lmtrn(Θ)+βLmtst(Θ)−βα L
′
mtrn(Θ) ·L′mtst(Θ)
∥L′mtrn(Θ)∥2∥L′mtst(Θ)∥2
(4.8)
Another perspective on ‘similar direction’ gradients is that once meta-train has converged,
you also no longer need to update the parameters on the meta-test domains. I.e., at a good
solution, meta-test gradients are close to zero. With this intuition variant MLDG-GN is
proposed in Eq. 4.9.
argmin
Θ
Lmtrn(Θ)+β∥L′mtst(Θ−αL′mtrn(Θ))∥22 (4.9)
Clearly MLDG-GN needs a good initialisation to be reasonable, so we initialise MLDG-GN
with the domain aggregation baseline. In the experiments section we will compare these
alternative variants to the initially proposed MLDG.
Related Methods Related to MLDG-GN, squared gradient magnitude loss (SGM) was
concurrently proposed in [35] for few-shot recognition. The objective function with SGM
loss has the form Lmtrn(Θ)+β∥L′mtst(Θ)∥22. This similar to Eq. 4.9 when α = 0, but the
difference is that, Lmtrn and Lmtst are classification losses for a large dataset and a small
dataset respectively (to simulate the few-shot learning scenario), and there is no domain
(distribution) shift between these two datasets, though the small one is inadequate to fit the
classifier well. These methods are similar in that they are both looking for matched classifiers
(between large and small datasets v.s. between meta-train and meta-test datasets), but their
motivations are different: to reduce the required training data v.s. to make the model domain
invariant.
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4.3 Experiments
To evaluate our method, we compare it with various alternatives on four different problems,
including an illustrative synthetic experiment, a challenging recent computer vision bench-
mark for multi-class classification across different domains, and two classic reinforcement
learning problems, Cart-Pole and Mountain Car. In each case we compare to the baseline of
aggregating the data from all source domains to train a single model that ignores domains
entirely, as well as various alternative DG methods. As shown in [51], the former simple
baseline can be very effective and outperform many purpose designed DG models.
4.3.1 Experiment i: Illustrative Synthetic Experiment
To illustrate our approach, we construct a synthetic binary classification experiment. We
synthesise nine domains by sampling curved deviations from a diagonal line classifier. We
treat eight of these as sources for meta-learning and hold out the last for final-test. Fig. 4.2a
shows the nine synthetic domains which are related in form but differ in the details of their
decision boundary. A one-hidden layer MLP (50 hidden neurons, RELU activation) is used
as the base classifier.
Baselines: MLP-All: Simple baseline of aggregating all source domains for training.
MLDG: Our main proposed MLDG method (Eq. 4.4). MLDG-GC and MLDG-GN:
variants of our method in Eq. 4.8 and Eq. 4.9 respectively.
Results: From the results Fig. 4.2 we can see that the baseline MLP-ALL over-fits on
the training domains. Despite aggregating eight sources, it fits a curve in the bottom left
corner rather than the underlying diagonal line. Our methods all draw nearly straight lines.
These results illustrate that the MLDG approach helps to avoid overfitting to specific source
domains and learn a more generalisable model.
4.3.2 Experiment ii: Object Recognition
We next evaluate the efficacy of MLDG on a recent challenging object recognition DG task
in computer vision. Specifically, we used the PACS multi-domain recognition benchmark, a
new dataset designed for the cross-domain recognition problems [51]1. This dataset has 9991
images in total across 7 categories (‘dog’, ‘elephant’, ‘giraffe’, ‘guitar’, ‘house’, ‘horse’ and
‘person’) and 4 domains of different stylistic depictions (‘Photo’, ‘Art painting’, ‘Cartoon’
and ‘Sketch’). The diverse depiction styles provide a significant domain gap. The goal is to
1http://sketchx.eecs.qmul.ac.uk
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(a) Synthetic training domains for binary classification
(b) Learned decision boundaries. From left to right: MLP-All; MLDG;
MLDG-GC; MLDG-GN.
Fig. 4.2 Synthetic experiment illustrating MLDG.
train in set of domains and recognise objects in a disjoint domain. E.g., recognise photos
given only various artistic depictions for training.
Baselines: We use the ImageNet pre-trained AlexNet CNN [47] as the base network in each
competitor for fair comparison, and compare the following models: D-MTAE: a multi-task
auto encoder designed for the DG problems [32]. Deep-All: Vanilla AlexNet trained on the
aggregation of data from all source domains. This baseline that outperforms many prior
DG methods as presented in [51]. DSN: The domain separation network learns specific and
shared representation components for the source and target domains [9]. We re-purpose
the original DSN from the domain adaptation to the DG task. AlexNet+TF: the low-rank
parametrised network provides prior state of the art on this benchmark [51].
Settings: We implement MLDG in Tensorflow. We use SGD optimiser with learning rate
5e−4 (exponential decay is used with decay step 15k and decay rate 0.96) and mini-batch
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D-MTAE [32] Deep-all DSN [9] AlexNet+TF [51] MLDG (CNN)
Art painting 60.27 64.91 61.13 62.86 66.23
Cartoon 58.65 64.28 66.54 66.97 66.88
Photo 91.12 86.67 83.25 89.50 88.00
Sketch 47.86 53.08 58.58 57.51 58.96
Ave. 64.48 67.24 67.37 69.21 70.01
Table 4.1 Cross-domain recognition accuracy (Multi-class accuracy) on the PACS dataset.
Best performance in bold.
Deep-All MLDG (α = 0) MLDG (FC) MLDG (CNN)
Art painting 64.91 64.37 65.54 66.23
Cartoon 64.28 65.39 66.37 66.88
Photo 86.67 86.67 88.30 88.00
Sketch 53.08 55.29 55.34 58.96
Ave. 67.24 67.93 68.89 70.01
Table 4.2 PACS benchmark: Ablation study of MLDG.
64. Meanwhile, parameters α,β ,γ are set to 5e−4,1.0 and 5e−4. For final-test, we use the
best performing model on the validation set after 45k iterations.
Results: The comparison with state of the art on the PACS benchmark is shown in Table 4.1.
From the results, we can see that MLDG surpasses the other baselines including the best
prior method AlexNet+TF [51]. We note that this good performance is achieved without any
special architecture design and without growing the size of the model in proportion to the
number of domains (both of which are required in each of D-MTAE, DSN, and AlexNet+TF).
This illustrates the flexibility of MLDG, and also highlights that its scalability compared to
alternatives. AlexNet+TF for example requires approximately 2GB of memory per domain
with batch size 64, meaning that it cannot be applied to more than 5 source domains on a
contemporary GPU.
Analysis of MLDG learning: We next perform some ablation experiments to understand:
(i) whether it is important to use MLDG end-to-end way within a CNN, and (ii) verify the
impact of the meta-optimisation strategy specifically.
To answer the first question of where it is important to employ MLDG learning, we
compare the variant MLDG (FC): Only apply MLDG learning on the FC layers of AlexNet.
This is in contrast to our full model MLDG (CNN) , which applies learning to all layers of
AlexNet. Comparing MLDG (FC) to vanilla Deep-All AlexNet in Table 4.2, we see a benefit
of ≈ 1.6% is obtained by MLDG learning on the FC layers. Comparing full MLDG we see
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Deep-All MLDG-GC (Eq. 4.8) MLDG-GN (Eq. 4.9)
Art painting 64.91 64.71 63.64
Cartoon 64.28 65.30 63.47
Photo 86.67 86.79 87.88
Sketch 53.08 56.92 54.94
Ave. 67.24 68.43 67.48
Table 4.3 PACS benchmark: Evaluation of MLDG variants.
that a further ≈ 1.1% benefit is obtained by applying MLDG learning to the convolutional
layers, for a total of ≈ 2.7% margin over Deep-All.
To verify the impact of the meta-optimisation strategy, we apply MLDG with setting
α = 0, in which case the objective is merely the sum of the training and validation (meta-test)
domains’ losses. From the results in Table 4.2, we see that it performs comparably with
Deep-All. Thus the key benefit of MLDG is indeed in the meta-optimisation step.
Analysis of MLDG variants: In the Table 4.3, the original MLDG method is compared
to the two variants also proposed in the methodology. In this experiment we found that
while the MLDG-GC (cosine) and MLDG-GN (gradient norm) variants provide some benefit
compared to Deep-All, the vanilla MLDG performs best.
4.3.3 Experiment iii: Cart-Pole
We next demonstrate that MLDG also applies to RL problems. First we study the classic Cart
Pole problem [10]. The objective is to balance a pole upright by moving a cart. The action
space is discrete – left or right. The state it has four elements: the position and velocity of
cart and angular position and velocity of the pole.
Settings: We perform two sub-experiments by modifying the OpenAI Gym simulator to
provide environments with different properties. In the first we vary one domain factor by
changing the pole length. We simulate 9 domains with pole lengths [0.5,1.0, . . . ,4.5]. In the
second we vary multiple domain factors – pole length [0.5,2.5,4.5] and cart mass [1,2,3].
In both experiments we randomly choose 6 source domains for training and hold out 3
domains for (true) testing. Since the game can last forever if the pole does not fall, we cap
the maximum steps to 200. We train on the observed domains for 500 games per domain.
Then, for each held-out domain, we play 500 games, and report the average reward. For fair
comparison, the policy architecture for all models is a 1-hidden layer neural network with 50
hidden units. The reward structure is +1 for each time-step the pole is successfully balanced,
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Method RL-Random-Source RL-All RL-Undobias
Return 133.74±6.79 97.39±73.49 113.52±11.65
Method RL-MLDG RL-MLDG-GC RL-MLDG-GN
Return 165.34±3.38 129.56±2.51 175.25±3.16
Table 4.4 Cart-Pole RL. Domain generalisation performance across pole length. Average
reward testing on 3 held out domains with random lengths. Upper bound: 200.
Method RL-Random-Source RL-All RL-Undobias
Return 98.22±20.35 144.21±9.23 150.46±17.59
Method RL-MLDG RL-MLDG-GC RL-MLDG-GN
Return 170.81±9.90 147.76±4.41 164.97±8.45
Table 4.5 Cart-Pole RL. generalisation performance across both pole length and cart mass.
Return testing on 3 held out domains with random length and mass. Upper bound: 200.
so the maximum reward is 200. All methods are trained with vanilla REINFORCE policy
gradient [104].
Baselines: We compare the following alternative approaches: RL-All: The reinforcement-
learning analogy to ‘Deep-ALL’ in the recognition experiment. Trains a single policy by
aggregating the reward from all six source domains. RL-Random-Source: Different from
RL-All, it trains on a single randomly selected source domain. Total training trials are
controlled so it gets the same number of trials in one domain as RL-All gets in multiple
domains. RL-Undobias: Adaptation of the (linear) undo-bias model of [45] updated to non-
linear multi-layer network as per [51]. The neural network is trained to factor domain-specific
and a single domain-agnostic components on six source domains. The domain agnostic
component is then transferred for testing on held out final-testing domains. RL-MLDG:
Our MLDG. RL-MLDG-GC: Our MLDG variant. RL-MLDG-GN: Our MLDG variant.
In each mini-batch, we split the N = 6 source domains into V = 2 meta-test and N−V = 4
meta-train domains.
Results: All experiments are repeated 10 times to reduce the impact of specific observed/held-
out domain sampling. From the results in Tables 4.4 and 4.5, we see the impact of domain
shift. No methods reach 200 (upper bound given the length cap) for unseen domains reliably.
However, the proposed MLDG provides the best domain generalisation and significantly
outperform the baselines. It is interesting to note that RL-Random-Source outperforms RL-
All in Table 4.4, which is different than in vision problems where simply aggregating more
domains is usually a reasonable strategy. Although RL-All is exposed to more diverse data,
48 Meta-Learning for Domain Generalisation
learning a single policy by naively ‘averaging’ over rewards for multiple distinct problems
can sometimes be detrimental [92],
Analysis of MLDG variants: Comparing MLDG with its variants MLDG-GC and MLDG-
GN we found that MLDG-GN is comparable to vanilla MLDG on this problem, while
MLDG-GC is slightly worse.
4.3.4 Experiment iv: Mountain Car
Our second RL experiment is the classic mountain car problem [10]. The car is positioned
between two mountains, and the agent needs to drive the car (back or forth) so that it can
hit the peak of the right mountain. The difficulty of this problem is that the car engine is
not strong enough to drive up the right mountain directly. The agent has to figure out a
solution of driving up the left mountain to first generate momentum before driving up the
right mountain. The state observation in this game consists two elements: the position and
velocity of the car. There are three available actions: drive left, do nothing, and drive right.
Settings: We simulate domain bias by randomly drawing the height of the mountains in each
domain. Similar to Cart-Pole, we simulate 9 domains in total, and 3 domains are held-out.
In contrast to Cart-Pole, it is very difficult for a random policy to finish a full game, as it is
likely to be stuck forever. Thus instead of policy gradient, we use Q learning [101] for this
problem as the base RL algorithm, more specially DQNs [63]. For held out domains we play
100 games each without updating. The reward structure is -1 each time step before reaching
the target. The Q-network is again a 1 hidden layer MLP.
Baselines: We evaluate the following alternatives RL-Random-Source: Trains a single
policy on one random source domain. RL-All: Trains a single policy on 6 source domains
in aggregation. RL-Undobias: DG parametrised Q-network adaptation of [45, 51] as per
cart-pole. RL-MLDG: Our MLDG. And its variants RL-MLDG-GC and RL-MLDG-GN.
In each mini-batch, we split the N = 6 source domains into V = 2 meta-test domains, and
N−V = 4 meta-train domains.
Results: All experiments are repeated 10 times to reduce the impact of random observed/held-
out domain splits. From the results in Table 4.6, we again observe the performance drops
from observed domains and held-out domains. In this benchmark, succeeding within 110
steps is a good outcome. So a reward of -110 is a good score for within domain evaluation.
I.e., in the absence of domain shift. Since it is possible for an agent to never succeed on this
benchmark, particularly when testing in a distinct domain from training, we apply a limit of
20,000 steps maximum. For DG testing, most methods have some failed trials (> 20,000
steps) in final-test. The average reward is calculated by ignoring those failed cases. Therefore
we report both failure rate and the average reward (negative time to success) in the successful
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Mountain Car RL-Random-Source RL-All RL-Undobias
Avg. F Rate 0.55±0.07 0.05±0.02 0.08±0.04
Avg. Return −191.07±3.01 −141.35±2.64 −124.48±3.22
Mountain Car RL-MLDG RL-MLDG-GC RL-MLDG-GN
Avg. F Rate 0.05±0.02 0.0±0.0 1.0±0.0
Avg. Return −125.73±2.76 −311.80±3.92 -
Table 4.6 Domain generalisation performance for mountain car. Failure rate (↓) and reward
(↑) on held out testing domains with random mountain heights.
cases. The results show that our vanilla MLDG method outperforms the alternatives: (i)
Its average reward is better than RL-All and similar to RL-UndoBias. However (ii) its
failure rate is lower than RL-UndoBias. Unlike Cart-Pole here RL-All is more effective than
Random-Source.
Analysis of MLDG variants: Only vanilla MLDG performed well here. MLDG-GC had
low failure rate but low return, while MLDG-GN had very high failure rate.
4.3.5 Discussion
The experiments show that MLDG-based meta-learning can effectively alleviate domain-shift
in diverse problems including supervised and re-reinforcement learning scenarios. Whether
training on the aggregate of multiple source domains was a good strategy turned out to be
problem dependent (yes for PACS vision benchmark and mountain car, but not for cart pole).
The extended variants of the MLDG model MLDG-GC (explicit gradient direction alignment)
and MLDG-GN (gradient norm) also had mixed results with MLDG-GC performing second
best on PACS, but MLDG-GN performing best on Cart-Pole. Nevertheless the core MLDG
strategy was highly effective across all problems and always outperformed prior alternatives.
We note that studies have used the terms ‘domain’ and ‘task’ in different ways [17].
Some problems we solved here (e.g., poles of different length) have been termed ‘tasks’ in
other studies [1, 114], which would use ‘domain’ to refer to Cart-Pole versus Mountain Car.
We use the term domain in the sense of the pattern recognition community [17], where one
can learn a model with better ‘cross domain generalisation’. E.g. a recognition model that is
robust to recognising photos vs sketches; or a policy that is more robust being deployed with
poles of a different length than it was trained on. Note that if parameters like pole-length
were observed, this would be a ‘parametrised’ or ‘contextual’ policy situation - for which
methods already exist [48]. But in our case what meta-learning has achieved is to learn a
50 Meta-Learning for Domain Generalisation
policy that is robust to (i.e., obtains high reward despite of) hidden changes in the underlying
MDP. For example balancing poles of diverse but unknown lengths.
4.4 Conclusion
We proposed a meta-learning algorithm for domain generalisation. Our method trains for
domain generalisation by meta-optimisation on simulated train/test splits with domain-shift.
Unlike prior model-based domain generalisation approaches, it scales well with number of
domains. It is model agnostic so can be applied to different base network types, and both to
supervised and reinforcement learning problems. Experimental evaluation shows state of the
art results on a recent challenging visual recognition benchmark and promising results on
multiple classic RL problems.
Chapter 5
Improving Domain Generalisation with
Lifelong Learning
In this chapter we propose a lifelong learning framework for Domain Generalisation (DG), the
problem of training a model that is robust to domain shift by design. Various DG approaches
have been proposed with different motivating intuitions, but they typically optimise for a
single step of domain generalisation – training on one set of domains and generalising to one
other. We are inspired by the idea lifelong learning, where accumulated experience means
that learning the nth thing becomes easier than the 1st thing. In DG this means encountering a
sequence of domains and at each step training to maximise performance on the next domain.
The performance at domain n then depends on the previous n−1 learning problems. Thus
back-propagating through the sequence means optimising performance not just for the next
domain, but all following domains. Training on all such sequences of domains provides
dramatically more ‘practice’ for a base DG learner compared to existing approaches, thus
improving performance on a true test domain. This strategy can be instantiated for different
base DG algorithms, but we focus on its application to the recently proposed Meta-Learning
Domain Generalisation (MLDG). We show that for MLDG it leads to a simple to implement
and fast algorithm that provides consistent performance improvement on a variety of DG
benchmarks.
5.1 Background
Contemporary machine learning algorithms provide excellent performance when training and
testing data are drawn from the same underlying distribution. However, it is often impossible
to guarantee prior collection of training data that is representative of the environment in
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which a model will be deployed, and the resulting train-test domain shift leads to significant
degradation in performance. The long studied area of Domain Adaptation (DA) aims to
alleviate this by adapting models to the testing domain [6, 98, 57, 30, 58, 9]. Meanwhile, the
recently topical area of Domain Generalisation (DG) aims to build or train models that are
designed for increased robustness to such domain-shift without requiring adaptation [65, 32,
51, 50, 54, 85, 5].
A variety of DG methods have been proposed based on different intuitions. To learn a
domain-agnostic feature representation, some of these require specific base learner architec-
tures [65, 32, 45]. Others are model-agnostic modifications to the training procedure of any
base learner, for example by via data augmentation [85, 100]. Meta-learning (a.k.a learning
to learn) has a long history [83, 108], with primary application to accelerating learning of
new tasks [72, 102]. Recently, some researchers proposed meta-learning based methods
for DG [50, 5]. Different from previous DG methods, these are designed around explicitly
mimicking train-test domain-shift during model training, to develop improved robustness
to domain-shift at testing. Such meta-learning has an analogy to the learning strategy of
human, where a human’s experience of context change provides the opportunity to develop
strategies that are more agnostic to context (domain). If a human discovers that their existing
problem-solving strategy fails in a new context, they can try to update their strategy to be
more context independent, so that next time they arrive in a new context they are more likely
to succeed immediately.
While effective, recent meta-DG methods [50, 5] provide a ‘single-step’ of DG meta-
learning: training on one set of training domains to optimise performance on a disjoint
set of ‘validation’ domains. However, in human lifelong learning, such learning does not
happen once, but sequentially in a continual learning manner. Taking this perspective in
algorithm design, one learning update from domain n to n+1 should have the opportunity
to affect the performance on every subsequent domain encountered, n+2 onwards. Such
continual learning provides the opportunity for much more feedback to each learning update.
In backpropagation, the update at domain n → n+ 1 can be informed by its downstream
impact on all subsequent updates for all subsequent domains. In this way we can generate
more unique episodes for meta-learning, which has improved performance in the more
common few-shot applications of meta-learning [99, 102, 59]. Specifically, in approaches
that use a single-pass on all source domains [45, 64, 31], DG models are trained once for
a single objective. Approaches doing one-step meta-learning [50, 5] by rotating through
meta-train and meta-test (validation) domain splits of N source domains train DG with N
distinct domain-shift episodes. Meanwhile within our lifelong DG framework, by further
simulating all possible lifelong learning domain sequences, we train with N! distinct domain-
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shift episodes. This greater diversity of domain-shift training experience enables better
Generalisation to a final true testing domain.
Our proposed framework can be instantiated for multiple base DG algorithms without
modifying their underlying design. We focus on its instantiation for a recent architecture-
agnostic meta-learning based method MLDG [50], but also show that it can be applied to a
traditional architecture based method Undo Bias [45]. In the case of MLDG, we show our
lifelong-learning L-MLDG, leads to a simple to implement and fast to train meta-learning
algorithm that is architecture agnostic and consistently improves performance on a variety of
DG benchmarks. This is achieved via a first-order approximation to the full L-MLDG, which
leads to a shortest-path descent method analogous to Reptile [68] in few-shot learning.
We summarise our contributions as follows:
• We propose a general lifelong learning framework for DG that can be applied to
different base DG methods. We show that it can be instantiated for at least two different
base DG methods, the architecture focused Undo-Bias [45], and the architecture
agnostic meta-learning algorithm MLDG [50].
• Our framework improves training by increasing the diversity of unique DG episodes
constructed for training the base learner, and enabling future changes in continual-
learning performance changes to back-propagate to earlier domain updates.
• We provide an analysis of the proposed L-MLDG, to understand the difference in
optimisation to the base MLDG algorithm, and to derive a fast first-order approximation
FFO-L-MLDG. This algorithm is simple to implement and fast to run, while performing
comparably to L-MLDG.
• The resulting L-MLDG and FFO-L-MLDG algorithms provide state of the art perfor-
mance on three different DG benchmarks.
5.2 Domain Generalisation Background
In the domain Generalisation problem setting, a learner receives N labelled domains (datasets)
D = {D1,D2, . . . ,DN} where the ith domain Di is represented by data pairs {(xi,yi)}, and
aims to produce a model that works for a different and unseen domain D∗ at testing. We first
introduce a simple baseline for DG .
Aggregation Baseline A simple baseline for DG is to aggregate all domains’ data and train a
single model on D . Although not always compared, this obvious baseline often outperforms
earlier published DG methods when applied with deep learning [51].
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Domain 
Generalization 
Source Domains
Test Domain
…
… … … …
Random picking
Depth 1 Depth 2 Depth 3
Depth N-1
Hierarchy
Fig. 5.1 Schematic illustration of our domain generalisation training framework. A base DG
method is trained at every step in a sequence of domains. And this is repeated over different
random sequences.
Base Methods Our lifelong learning framework can be applied to generalise MLDG [50] and
shallow [45] or deep [51] Undo-Bias. Due to space constraints, we focus on the application
to MLDG, and leave application to Undo-Bias to Appendix A.1.
5.2.1 Meta-Learning Domain Generalisation
In contrast to many DG methods [45, 51, 54, 85], which require special designs of model
architectures, Meta-Learning Domain Generalisation (MLDG) [50] proposes an optimisation
method to achieve DG that is agnostic to base learner architecture. The idea is to mimic
(during training) the cross-domain training and testing encountered in the DG setting – by
way of meta-training and meta-testing steps.
In each iteration of training it randomly selects one domain Dk,k ∈ [1,N] and uses it as the
meta-test domain, i.e. Dmtst ← Dk (here Dmtst can be seen as a kind of virtual test domain),
and aggregates the remaining to construct the meta-train domain, i.e., Dmtrn ← ∪
i ̸=k
Di.
Following the intuition that meta-test will be used to evaluate the effect of the model
optimisation on meta-train at each iteration, MLDG aims to optimise both the loss on meta-
train L1 = L(Dmtrn,Θ), and loss on meta-test after updating on meta-train L2 = L(Dmtst,Θ−
α ·∇ΘL1) by one gradient descent step α ·∇ΘL1 with step size α , where L(.) is the aggregated
cross-entropy loss over instances here. Overall this leads to the optimisation problem
argmin
Θ
L1(Dmtrn,Θ)+βL2(Dmtst,Θ−α∇ΘL1). (5.1)
After training, the base model with parameters Θ will be used for true unseen test domain.
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Algorithm 3: L-MLDG: Lifelong Learning MLDG
Input:D = {D1,D2, . . . ,DN} N source domains.
Initialise: α , β ,γ and Θ
while not done training do
p = shuffle([1,2, . . . ,N])
{D˜1, D˜2, . . . , D˜N} ∼ {D1,D2, . . . ,DN} //Sample mini-batches D˜i
L = L(D˜p[1],Θ)
for i in [2,3, . . . , |p|] do
L += β
(
L(D˜p[i],Θ−α∇ΘL)
)
//Inner-loop update
end
Update Θ :=Θ− γ∇ΘL //Meta update
end
Output: Θ
5.3 Lifelong Learning Domain Generalisation
Domain generalisation methods mostly aim to achieve minL(D∗|Dtrain). I.e., low loss on a
testing domain D∗ after training on a set of training domains Dtrain. Of course this can not be
optimised in the conventional way since the target D∗ is not available, so various methods
[45, 32, 65] attempt to achieve this indirectly by various kinds of multi-domain training on
the domains in Dtrain. As outlined in the previous section, meta-learning approaches such as
MLDG aim to achieve this by finding a model that performs well over many different meta-
train and meta-test splits of the true training domains: minE(Dmtrn,Dmtst)∼DtrainL(Dmtst|Dmtrn).
Inspired by the idea of human lifelong learning-to-learn [87] and the benefit of providing
‘more practice’ [21, 42], we propose to optimise the performance of a sequentially learned
DG model at every step of a trajectory p through the domains, averaged over all possible
trajectoriesP . As illustrated in Fig. 5.1, this corresponds to:
minEp∼P ∑
d∈p
L(Dd |D[:d)) (5.2)
Here L(Dd|D[:d)) denotes the performance on meta-test domain d given a DG model which
has been sequentially trained on meta-train domains before the arrival of domain d, and p
denotes the sequential trajectory. This covers N! distinct DG learning problems (at each
incremental step of each possible trajectory p), since the order of the path through any fixed
set of source domains matters. The framework is DG-algorithm agnostic in that does not
stipulate which DG algorithm should be used at each step. Any base DG algorithm which
can be sequentially updated could be used. In this chapter we show how to instantiate this
idea for both Undo Bias [45] and MLDG [50] DG algorithms.
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5.3.1 Lifelong Learning MLDG (L-MLDG)
Vanilla MLDG already optimises an expectation over meta-train/meta-test splits over the
source domains (Section 5.2.1). At every iteration, it randomly samples one domain as
meta-test, and keeps the others as meta-train. But within the meta-train domains, it simply
aggregates them. It does not exploit their domain grouping. To instantiate our hierarchical
training framework (Eq. 5.2) for MLDG we imagine recursively applying MLDG. For a
given meta-test/meta-train split, we apply MLDG again within the meta-train split until there
is only a single domain in the meta-train set. This simulates a lifelong DG learning process,
where we should succeed at DG between the first and second training domains, and then the
result of that should succeed at DG on the third training domain etc. The objective function
to optimise for L-MLDG is:
LL-MLDG = Ep∼P L1(Dp[1],Θ)
+β
N
∑
i=2
Li(Dp[i],Θ−α∇Θ
i−1
∑
j=1
L j)
= Ep∼P L1(Dp[1],Θ)
+βL2(Dp[2],Θ−α∇ΘL1)
+βL3(Dp[3],Θ−α∇Θ
2
∑
j=1
L j)+ ...
+βLN(Dp[N],Θ−α∇Θ
N−1
∑
j=1
L j)
(5.3)
The optimisation is carried out over all possible paths p through the training domains. MLDG
is model-agnostic and computes a single parameter Θ for all domains, so the final Θ after
optimisation is used for inference on unseen domains. The overall algorithm is shown in
Alg. 3.
Analysis of L-MLDG
MLDG The MLDG mechanism was originally analysed [50] via a first-order Taylor series.
Since MLDG only does one-step DG validation, one domain is sampled as meta-test to split
the source domains. Then the objective function is
LMLDG =L1(Dmtrn,Θ)+βL2(Dmtst,Θ−α∇ΘL1) (5.4)
After Taylor expansion on the second item, it becomes
L2(Θ−α∇ΘL1) = L2(Θ)+∇ΘL2 · (−α∇ΘL1) (5.5)
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Algorithm 4: Faster First-Order L-MLDG
Input: D = {D1,D2, . . . ,DN} N source domains.
Initialise: α , β , γ and Θ
while not done training do
Θ˜=Θ
p = shuffle([1,2, . . . ,N])
{D˜1, D˜2, . . . , D˜N} ∼ {D1,D2, . . . ,DN} //Sample mini-batches D˜i
for i in [1,N] do
Li = βL(D˜p[i],Θ˜)
Θ˜= Θ˜−α∇Θ˜Li //Inner-loop update
end
Update Θ :=Θ+ γ(Θ˜−Θ) //Meta update
end
Output: Θ
and then LMLDG becomes
LMLDG = L1(Θ)+βL2(Θ)−βα∇ΘL1∇ΘL2 (5.6)
This led to MLDG’s interpretation as a preference for an optimisation path with aligned
gradients between meta-train and meta-test [50].
L-MLDG If we use 3 source domains as an example to analyse L-MLDG, the loss function
is
LL-MLDG-3 =L1(Θ)+βL2(Θ−α∇ΘL1)
+βL3(Θ−α∇Θ(L1+L2))
(5.7)
The first two items are the same as LMLDG. Apply Taylor expansion on the third item in
LL-MLDG-3,
L3(Θ−α∇Θ(L1+L2)) = L3(Θ)+∇ΘL3 · (−α∇Θ(L1+L2)) (5.8)
we have,
LL-MLDG-3 = L1(Θ)+βL2(Θ)+βL3(Θ)
−βα∇ΘL1∇ΘL2−βα∇ΘL3∇ΘL1−βα∇ΘL3∇ΘL2
(5.9)
This shows that L-MLDG optimises all source domains (first three terms), while preferring
an optimisation path where gradients align across all pairs of domains (second three terms
maximising dot products). This is different to MLDG, that only optimises the inner product of
gradients between the current meta-train and meta-test domain splits. In contrast, L-MLDG
has the chance to optimise for DG on each meta-test domain in the lifelong learning sequence,
thus obtaining more unique experience to ‘practice’ DG.
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A Direct L-MLDG Implementation A direct implementation of the meta update for L-
MLDG in the three domain case would differentiate LL-MLDG-3 (Eq. 5.9) w.r.t Θ as
∇ΘLL-MLDG-3 = ∇ΘL1(Θ)+β∇ΘL2(Θ−α∇ΘL1)
+β∇ΘL3(Θ−α∇Θ(L1+L2))
=
∂L1(Θ)
∂Θ
+β
∂L2(Θ1)
∂Θ1
∂Θ1
∂Θ
+β
∂L3(Θ2)
∂Θ2
∂Θ2
∂Θ
(5.10)
where
Θ1 =Θ−α∇ΘL1
Θ2 =Θ−α∇Θ(L1+L2)
(5.11)
However, update steps based on Eq. 5.10 require high-order gradients when computing ∂Θ1∂Θ ,
∂Θ2
∂Θ . These higher-order gradients are expensive to compute.
5.3.2 First-order Approximator of L-MLDG
FO-L-MLDG: Similar to [27], we can alleviate the above issue by stopping the gradient of
the exposed first derivative items to omit higher-order gradients. I.e, ∇ΘL1 and ∇Θ(L1+L2)
in Eq. 5.11 are constants when computing L2 and L3. Then for FO-L-MLDG, Eq. 5.10
becomes
∇ΘLL-MLDG-3 =
∂L1(Θ)
∂Θ
+β
∂L2(Θ1)
∂Θ1
∂Θ1
∂Θ
+β
∂L3(Θ2)
∂Θ2
∂Θ2
∂Θ
=
∂L1(Θ)
∂Θ
+β
∂L2(Θ1)
∂Θ1
∂ (Θ−α∇ΘL1)
∂Θ
+β
∂L3(Θ2)
∂Θ2
∂ (Θ−α∇Θ(L1+L2))
∂Θ
=
∂L1(Θ)
∂Θ
+β
∂L2(Θ1)
∂Θ1
+β
∂L3(Θ2)
∂Θ2
(5.12)
FO-L-MLDG still follows Alg. 3, but saves computation by omitting high-order gradients in
back propagation. We use this approximator for L-MLDG by default. However FO-L-MLDG
still requires back propagation (as per Eq. 5.10), to compute gradients of L1, L2 and L3, even
though higher-order gradients are ignored.
5.3.3 Fast First-Order L-MLDG
FFO-L-MLDG: If we look at ∇ΘLL-MLDG-3 in Eq. 5.12 again, we find
∂L1(Θ)
∂Θ
+β
∂L2(Θ1)
∂Θ1
+β
∂L3(Θ2)
∂Θ2
= L
′
1+βL
′
2+βL
′
3 (5.13)
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This means that one-step meta update of FO-L-MLDG is γ(L′1+βL
′
2+βL
′
3), where γ is the
meta step-size. This indicates that one update of naive first-order L-MLDG is equivalent to
updating the parameters towards the result of training on L1(Dp[1]), L2(Dp[2]) and L3(Dp[3])
recursively. In other words, if we regard the initial parameters as Θ and the parameters up-
dated recursively on L1(Dp[1]), L2(Dp[2]) and L3(Dp[3]) as Θ˜, then Eq. 5.13 can be expressed
as
L
′
1+βL
′
2+βL
′
3 =Θ− Θ˜ (5.14)
This means that we can optimise L1(Dp[1]), L2(Dp[2]) and L3(Dp[3]) in sequence (to obtain
Θ˜, and then use the resulting offset vector as the meta-gradient for updating Θ). Thus we do
not need to backpropagate to explicitly compute the gradients suggested by Eq. 5.13. The
overall flow of FFO-L-MLDG is shown in Alg. 4.
Analysis of Fast First-order L-MLDG If we refer the loss of ith inner-loop step in Alg. 4
as
Li = L(Dp[i],Θ˜i) (5.15)
where Θ˜i are the parameters, the gradient of that step is
gi = ∇Θ˜iLi = L
′
i (5.16)
and updated parameters of that step is
Θ˜i+1 = Θ˜i−αgi (5.17)
Then Taylor series of gi at initial point Θ˜1 gives
gi =L
′
i(Θ˜1+ Θ˜i− Θ˜1)
=L
′
i(Θ˜1)+L
′′
i (φ˜1)(Θ˜i− Θ˜1)+O((Θ˜i− Θ˜1)2)
=L
′
i(Θ˜1)+L
′′
i (Θ˜1)(Θ˜i− Θ˜1)+O(α2)
=L
′
i(Θ˜1)−L
′′
i (Θ˜1)
i−1
∑
j=1
αg j +O(α2)
(5.18)
60 Improving Domain Generalisation with Lifelong Learning
where the O(α2) items in gi are omitted due to their small effects in αgi. If we treat the
gradient and hessian of Li w.r.t Θ˜1 as g¯i and H¯i, we have
g¯i =
∂Li
∂ Θ˜1
=
∂Li
∂ Θ˜i
∂ Θ˜i
∂ Θ˜1
= gi
∂ (Θ˜1−∑i−1j=1αg j)
∂ Θ˜1
= gi−O(α)
(5.19)
Equivalently, we get gi = g¯i+O(α). Then together with H¯i, Eq. 5.18 becomes
gi = g¯i− H¯i(
i−1
∑
j=1
α(g¯ j +O(α)))+O(α2)
= g¯i−αH¯i
i−1
∑
j=1
g¯ j +O(α2)
(5.20)
If we consider an example with two source domains D1,D2. We run FFO-L-MLDG with
initial parameters Θ˜1 on D1,D2 recursively, we get two inner-loop steps
L1 = L(D1,Θ˜1), g1 = ∇Θ˜1L1, Θ˜2 = Θ˜1−αg1
L2 = L(D2,Θ˜2), g2 = ∇Θ˜2L2, Θ˜3 = Θ˜2−αg2
(5.21)
after that we get one-step outer-loop gradient,
Θ˜1− Θ˜3 = Θ˜1− Θ˜2+αg2
= Θ˜1− Θ˜1+αg1+αg2
= α(g1+g2)
(5.22)
And when we bring Eq. 5.20 in, we get
g1+g2 = g¯1+ g¯2−αH¯2g¯1+O(α2) (5.23)
then, if we shuffle the order of D1, D2 and run on D2, D1 recursively, we get
g2+g1 = g¯2+ g¯1−αH¯1g¯2+O(α2) (5.24)
Taking the expectation over these two sequences, we get
Ep∼P [gp[1]+gp[2]] = g¯1+ g¯2+
1
2
(−αH¯1g¯2−αH¯2g¯1)+O(α2) (5.25)
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The first term g¯1+ g¯2 in Eq. 5.25 is the gradient that minimises the losses on D1, D2. The
second term is
1
2
(−αH¯1g¯2−αH¯2g¯1) =−α2
∂ (g¯1 · g¯2)
∂ Θ˜1
(5.26)
Here g¯1 · g¯2 is the inner product between the two gradients. The gradient −∂ (g¯1·g¯2)∂ Θ˜1 is in
the direction that maximises it. This means in expectation of multiple gradient updates
FFO-L-MLDG learns to maximise the inner-product between gradients of different domains.
Thus it maintains a similar but slightly different objective to L-MLDG, which maximises the
inner-product of gradients in each meta update.
5.4 Experiments
Datasets and Settings We evaluate our method on three different benchmarks: IXMAS [103],
where human actions are recognised across different camera views. VLCS [26], which re-
quires the domain Generalisation across different photo datasets. And PACS [51] which is a
more realistic and challenging cross-domain visual benchmark of images with different style
depictions.
Competitors For comparative evaluation we also evaluate the following competitors:
• AGG: A simple but effective baseline of aggregating all source domains’ data for
training [51].
• DANN: Domain adversarial neural networks learns a domain invariant representation
such that source domains cannot be distinguished [31].
• MMD-AAE: A recent DG method which combines kernel MMD and the adversarial
auto encoder [54].
• CrossGrad: A recently proposed strategy that learns the manifold of training domains,
and uses cross-gradients to generate synthetic data that helps the classifier generalise
across the manifold [85].
• MetaReg: A latest DG method by meta-learning a regulariser constraining the model
parameters to be more domain-generalisable [5].
• Undo-Bias: Undo-Bias models [45] each training domain as a linear combination of a
domain-agnostic model and domain-specific bias, and then uses the domain-agnostic
model for testing. We use the vanilla deep Generalisation of Undo-Bias explained in
[51].
• MLDG: A recent DG method that is model-agnostic and meta-learns the domain-
generalisable model parameters.
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The most related alternatives are Undo Bias [45] and MLDG [50], which are the models
we extend to realise our hierarchical training strategy. We re-implement AGG, DANN,
CrossGrad, MetaReg, Undo-Bias and MLDG; and report the numbers stated by MMD-AAE.
5.4.1 Action Recognition Across Camera Views
Setup The IXMAS dataset contains 11 different human actions recorded by 5 video cameras
with different views (referred as 0,...,4). The goal is to train an action recognition model on a
set of source views (domains), and recognise the action from a novel target view (domain).
We follow [54] to keep the first 5 actions and use the same Dense trajectory features as input.
For our implementation, we follow [54] to use a one-hidden layer MLP with 2000 hidden
neurons as backbone and report the average of 20 runs. In addition, we normalise the hidden
embedding by BatchNorm [41] as this gives a good start point for AGG.
Results From the results in Table 5.1, we can see that several recent DG methods [50, 85,
5, 54] fail to improve over the strong AGG baseline. Undo-Bias works here, and provides
0.8% improvement. Our extension L-Undo-Bias provides a modest increase of 0.1% on the
overall accuracy over vanilla Undo. While the original MLDG [50] fails to improve on the
AGG baseline, our L-MLDG provides a 0.9% gain over MLDG and thus improves 0.6%
on AGG. Our FFO-L-MLDG runs on par with L-MLDG, demonstrating the efficacy of our
approximator. Overall our L-Undo-Bias, FFO-L-MLDG and L-MLDG all provide a gain in
performance over the AGG baseline.
5.4.2 Object Recognition Across Photo Datasets
Setup VLCS domains share 5 categories: bird, car, chair, dog and person. We use pre-
extracted DeCAF6 features and follow [64] to randomly split each domain into train (70%)
and test (30%) and do leave-one-out evaluation. We use a 2 fully connected layer architecture
with output size of 1024 and 128 with ReLU activation, as per [64] and report the average
performance of 20 trials.
Results In this benchmark, the results in Table 6.2 show that the simple AGG method works
well again. Recent DG methods [85, 5] still struggle to beat this baseline. The base DG
methods Undo-Bias [45] and MLDG [50] work well here, producing comparable results
to the state-of-the-art [54]. Our extensions of these base DG methods, L-Undo-Bias, FFO-
L-MLDG and L-MLDG all provide improvements. Overall our L-MLDG performs best,
followed closely by L-Undo-Bias and FFO-L-MLDG.
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Fig. 5.2 Domain classification loss analysis on VLCS.
5.4.3 Object Recognition Across Styles
Setup The PACS benchmark [51] contains 4 domains: photo, art painting, cartoon and
sketch and 7 common categories: ‘dog’, ‘elephant’, ‘giraffe’, ‘guitar’, ‘horse’, ‘house’ and
‘person’. [51] showed that this benchmark has much stronger domain shift than others such as
Caltech-Office and VLCS. We use a ResNet-18 pre-trained ImageNet as a modern backbone
for comparison. We note that MetaReg [5] used a slightly different setup than the official
PACS protocol [51], for which their AGG baseline is hard to reproduce. So we stick to
the official protocol and rerun MetaReg. To save computational cost, since Undo-Bias and
L-Undo-Bias require domain-specific branches that are expensive when applied to ResNet,
we only apply these methods to the last ResNet-18 layer – so previous layers are shared as
per AGG.
Results From the results in Table 6.4, we can see that: (i) Our lifelong learning methods
L-Undo-Bias and L-MLDG improve on their counterparts Undo-Bias and MLDG, (ii) FFO-L-
MLDG performs comparably with L-MLDG, and (iii) L-MLDG and FFO-L-MLDG perform
best overall.
5.4.4 Further Analysis
Analysis for L-MLDG As shown earlier, MLDG and L-MLDG aim to maximise the inner-
product between gradients of different source domains. Intuitively, optimising this gradient
alignment will lead to increase domain invariance [31]. To analyse if this is the case, we use
domain-classification loss as a measure of domain invariant feature encoding. We append an
additional domain-classifier to the penultimate layer of the original model, creating a domain
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Fig. 5.3 T-SNE visualisation of different models’ embedding of VLCS held-out test data (V)
after training on (LCS). Colours represent object categories.
and category multi-task classifier, where all feature layers are shared. We train the domain
classification task for 6000 iterations, then switch to training the category classification
task for another 6000 iterations. Using this setup we compare AGG, MLDG and L-MLDG.
From Fig. 5.2, we see that the domain-classification loss decreases rapidly in the first phase:
the domain is easy to recognise before DG training. In the second phase we switch on
categorisation and DG training. L-MLDG and MLDG give higher domain classification loss
than AGG – indicating that MLDG and L-MLDG learn features that the domain classifier
finds harder to distinguish, and hence are the most domain invariant.
Visualisation of Learned Features We use t-SNE to visualise the feature embedding of a
held-out test domain (V) on VLCS, after training models on L, C and S. From the results
in Fig. 5.3, we can see that before training the raw test data points are not separable by
category. As baselines we also compare AGG and Naive Ensemble (training an ensemble
of domain-specific models and averaging their result) for comparison to the models of
interest: MLDG, L-MLDG, FFO-L-MLDG, Undo-Bias and L-Undo-Bias. We can see that
all these DG methods exhibit better separability than the two baselines, with L-Undo-Bias
and L-MLDG providing the sharpest separation.
Computational Cost A major contribution of this chapter is a DG strategy that is not only
effective but simple (Alg. 4) and fast to train. To evaluate this we compare the computational
cost of of training various methods on PACS with ResNet-18 for 3k iterations. We run all the
methods on a machine with Intel® Xeon(R) CPU (E5-2687W @ 3.10GHz × 8) and TITAN
X (Pascal) GPU. From the results in Table 5.4, we see that CrossGrad is by far the most
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AGG DANN [31] CrossGrad [85] MetaReg [5] MLDG [50]
10.98 11.35 146.51 20.01 49.77
FFO-L-MLDG L-MLDG Undo-Bias [45] L-Undo-Bias
11.04 72.64 11.16 11.01
Table 5.4 Training cost (mins) for PACS with ResNet-18.
expensive with L-MLDG in second place. In contrast, our derived FFO-L-MLDG is not
noticeably slower than the baseline and lower-bound, AGG. Undo-Bias and L-Undo-Bias
run fast due to only applying them into the last layer. But L-Undo-Bias saves training cost
over Undo-Bias as explained in A.1.2.
5.5 Conclusion
We introduced the idea of lifelong sequential learning to provide a training regime for a base
DG model. This can be seen as generating more unique DG episodes for learning, and as
providing more feedback for back-propagation through the chain of domains. Our framework
can be applied to different base DG models including Undo-Bias and MLDG. Our final
FFO-L-MLDG method provides a simple to implement and fast to train DG method that
achieves state of the art results on a variety of benchmarks.
Part IV
Generalising Homogeneous DG to
Heterogeneous DG

Chapter 6
Episodic Training for Domain
Generalisation
Domain generalisation (DG) is the challenging and topical problem of learning models that
generalise to novel testing domains with different statistics than a set of known training
domains. The simple approach of aggregating data from all source domains and training a
single deep neural network end-to-end on all the data provides a surprisingly strong baseline
that surpasses many prior published methods. In this chapter we build on this strong baseline
by designing an episodic training procedure that trains a single deep network in a way that
exposes it to the domain shift that characterises a novel domain at runtime. Specifically, we
decompose a deep network into feature extractor and classifier components, and then train
each component by simulating it interacting with a partner who is badly tuned for the current
domain. This makes both components more robust, ultimately leading to our networks
producing state-of-the-art performance on three DG benchmarks. Furthermore, we consider
the pervasive workflow of using an ImageNet trained CNN as a fixed feature extractor for
downstream recognition tasks. Using the Visual Decathlon benchmark, we demonstrate
that our episodic-DG training improves the performance of such a general purpose feature
extractor by explicitly training a feature for robustness to novel problems. This shows that
DG training can benefit standard practice in computer vision.
6.1 Background
Machine learning methods often degrade rapidly in performance if they are applied to
domains with very different statistics to the data used to train them. This is the problem of
domain shift, which domain adaptation (DA) aims to address in the case where some labelled
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or unlabelled data from the target domain is available for adaptation [6, 98, 57, 30, 58, 9];
and domain generalisation (DG) aims to address in the case where no adaptation to the target
problem is possible [65, 32, 50, 85] due to lack of data or computation. DG is a particularly
challenging problem setting, since explicit training on the target is disallowed; yet it is
particularly valuable due to its lack of assumptions. For example, it would be valuable
to have a domain-general visual feature extractor that performs well ‘out of the box’ as a
representation for any novel problem, even without fine-tuning.
The significance of the DG challenge has led to many studies in the literature. These
span robust feature space learning [65, 32], model architectures that are purpose designed to
enable robustness to domain shift [45, 106, 51] and specially designed learning algorithms
for optimising standard architectures [85, 50] that aim to fit them to a more robust minima.
Among all these efforts, it turns out that the naive approach [51] of aggregating all the training
domains’ data together and training a single deep network end-to-end is very competitive
with state-of-the-art, and better than many published methods – while simultaneously being
much simpler and faster than more elaborate alternatives. In this chapter we aim to build
on the strength and simplicity of this simple data aggregation strategy, but improve it by
designing an episodic training scheme to improve DG.
The paradigm of episodic training has recently been popularised in the area of few-shot
learning [27, 72, 88]. In this problem, the goal is to use a large amount of background source
data, to train a model that is capable of few-shot learning when adapting to a novel target
problem. However despite the data availability, training on all the source data would not
be reflective of the target few-shot learning condition. So in order to train the model in a
way that reflects how it will be tested, multiple few-shot learning training episodes are setup
among all the source datasets [27, 72, 88].
How can an episodic training approach be designed for domain generalisation? Our
insight is that, from the perspective of any layer l in a neural network, being exposed to a
novel domain at testing-time is experienced as that layer’s neighbours l−1 or l+1 being
badly tuned for the problem at hand. That is, neighbours provide input to the current layer
(or accept output from it) with different statistics to the current layer’s expectation. Therefore
to design episodes for DG, we should expose layers to neighbours that are untrained for the
current domain. If a layer can be trained to perform well in this situation of badly tuned
neighbours, then its robustness to domain-shift has increased.
To realise our episodic training idea, we break networks up into feature extractor and
classifier modules and train them with our episodic framework. This leads to more robust
modules that together obtain state-of-the-art results on several DG benchmarks. Our approach
benefits from end-to-end learning, while being model agnostic (architecture independent), and
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simple and fast to train; in contrast to most existing DG techniques that rely on non-standard
architectures [51], auxiliary models [85], or non-standard optimisers [50].
Finally, we provide a practical demonstration of the value of explicit DG training, beyond
the isolated benchmarks that are common in the literature. Specifically, we consider whether
DG can benefit the common practitioner workflow of using an ImageNet [76] pre-trained
CNN as a feature extractor for novel tasks and datasets. The standard (homogeneous) DG
problem setting assumes shared label-spaces between source and target domain, thus highly
restricting its applicability. To benefit the wider computer vision workflow, we go beyond
this to heterogeneous DG (Table 6.5). That is, to train a feature extractor specifically to
improve its robustness in representing novel downstream tasks without fine-tuning. Using
the Visual Decathlon benchmark [73], we show that Episodic training provides an improved
representation for novel downstream tasks compared to the standard ImageNet pre-trained
CNN.
6.2 Methodology
In this section we will first introduce the basic dataset aggregation method (AGG) which
provides a strong baseline for DG performance, and then subsequently present three episodic
training strategies for training it more robustly.
Problem Setting In the DG setting, we assume that we are given N source domains D =
{D1, ...,DN}, where Di is the ith source domain containing data-label pairs {(x(m)i ,y(m)i )}1.
The goal is to use these to learn a model f : x→ y that generalises well to a novel test domain
D∗ with different statistics to the training domains.
For homogeneous DG, we assume that all the source domains and the target domain share
the same label space Yi = Y j = Y∗, ∀i, j ∈ [1,N]. For the more challenging heterogeneous
setting, the domains can have different, potentially completely disjoint label spaces Yi ̸=
Y j ̸= Y∗. We will start by introducing the homogeneous case and discuss the heterogeneous
case later.
Architecture We break neural network classifiers f : x→ y into a sequence modules. In
practice, we use two: A feature extractor fθ (·) and a classifier fψ(·), parameterised by θ and
ψ . So f (x) = fψ( fθ (x)).
1i indicates domain index and m indicates instance number within domain.
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Fig. 6.1 Illustration of vanilla domain-aggregation for multi-domain learning. A single model ψ(θ(·))
classifies data from all domains.
6.2.1 Overview
Vanilla Aggregation Method A simple approach to the DG problem is to simply aggregate
all the source domains’ data together, and train a single CNN end-to-end ignoring the domain
label information entirely [51]. This approach is simple, fast and competitive with more
elaborate state-of-the-art alternatives. In terms of neural network modules, it means that both
the classifier fψ and the feature extractor fθ are shared across all domains2, as illustrated in
Fig. 6.1, leading to the optimisation problem3:
argmin
θ ,ψ
EDi∼D
[
E(xi,yi)∼Di
[
ℓ(yi, fψ( fθ (xi))
]]
(6.1)
where ℓ(·) is the cross-entropy loss here.
Domain Specific Models Our goal is to improve robustness by exposing individual modules
to neighbours that are badly calibrated to a given domain. To obtain these ‘badly calibrated’
components, we also train domain-specific models. As illustrated in Fig. 6.2, this means
that each domain i has its own model composed of feature extractor fθi and classifier fψi .
Each domain-specific module is only exposed to data of that corresponding domain. To train
domain-specific models, the optimisation problem is:
argmin
[θ1,...,θN ],[ψ1,...,ψN ]
EDi∼D
[
E(xi,yi)∼Di
[
ℓ(yi, fψi( fθi(xi))
]]
(6.2)
Episodic Training Our goal is to train a domain agnostic model, as per fψ and fθ in the
aggregation method in Eq. 6.1. And we will design an episodic scheme that makes use of
the domain-specific modules as per Eq. 6.2 to help the domain-agnostic model achieve the
desired robustness. Specifically, we will generate episodes where each domain agnostic
2At least in the homogeneous case
3For brevity we assume each domain is sampled uniformly among domains and each data pair is sampled
uniformly within each domain in Eq. 6.1, 6.2, 6.3, 6.4 and 6.5. And in the experiments, we still use the empirical
sampling version objective function to optimise the model.
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Fig. 6.2 Illustration of domain-specific branches. One classifier and feature extractor are trained
per-domain.
module fψ and fθ is paired with a domain-specific partner that is mismatched with the current
data being input. So module and data combinations of the form ( fψ , fθi,xi′) and ( fψi, fθ ,xi′)
where i ̸= i′.
6.2.2 Episodic Training of Feature Extractor
To train a robust feature extractor θ , we ask it to learn features which are robust enough
that data from domain i can be processed by a classifier that has never experienced domain i
before as shown in Fig. 6.3. To generate episodes according to this criterion, we conduct
argmin
θ
Ei, j∼[1,N],i ̸= j
[
E(xi,yi)∼Di
[
ℓ(yi, fψ j( fθ (xi))
]]
(6.3)
where i ̸= j and ψ j means that ψ j is considered constant for the generation of this loss, i.e.,
it does not receive back-propagated gradients. This gradient-blocking is important, because
without it the data xi from domain i would ‘pollute’ the classifier fψ j which we want to retain
as being naive to domains outside of j.
Thus in this optimisation, only θ of the feature extractor fθ is penalised whenever the
classifier fψ j makes the wrong prediction. That means that, for this loss to be minimised, the
shared feature extractor fθ must map data xi into a format that a ‘naive’ classifier fψ j can
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Fig. 6.3 Episodic training for feature and classifier regularisation. The shared feature extractor feeds
domain specific classifiers. The shared classifier reads domain-specific feature extractors.
correctly classify. The feature extractor must learn to help a classifier recognise a data point
that is from a domain that is novel to that classifier.
6.2.3 Episodic Training of Classifier
Analogous to the above, we can also interpret DG as the requirement that a classifier should
be robust enough to classify data even if it is encoded by a feature extractor which has never
seen this type of data in the past, as illustrated in Fig. 6.3. Thus to train the robust classifier
fψ we ask it to classify domain i instances xi fed through a domain j-specific feature extractor
fθ j . To generate episodes according to this criterion, we do:
argmin
ψ
Ei, j∼[1,N],i ̸= j
[
E(xi,yi)∼Di
[
ℓ(yi, fψ( fθ j(xi))
]]
(6.4)
where i ̸= j and θ j means θ j is considered constant for generation of the loss here. Similar
to the training of the feature extractor module, this operation is important to retain the
domain-specificity of feature extractor fθ j . The result is that only ψ of the classifier fψ is
penalised, and in order to minimise this loss fψ must be robust enough to accept data xi that
has been encoded by a naive feature extractor fθ j .
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Fig. 6.4 The architecture of random classifier regularisation.
6.2.4 Episodic Training by Random Classifier
The episodic feature training strategy above is limited to the homogeneous DG setting,
since it requires all domains to share label-space in order to create episodes. But in the
heterogeneous scenarios, the shared label-space assumption is not met. We next introduce
a novel feature training strategy that is suitable for both homogeneous and heterogeneous
label-spaces.
In Section 6.2.2, we introduced the notion of regularising a deep feature extractor by
requiring it to support a classifier inexperienced with data from the current domain. Taking
this to an extreme, we consider asking the feature extractor to support the predictions of a
classifier with random weights, as shown in Fig. 6.4. To this end, our optimisation task here
is:
argmin
θ
EDi∼D
[
E(xi,yi)∼Di
[
ℓ(yi, fψr( fθ (xi))
]]
(6.5)
where, fψr is a randomly initialised classifier, and ψr means it is a constant not updated in
the optimisation. This can be seen as an extreme version of our earlier episodic cross-domain
feature extractor training (not only it has not seen any data xi from domain Di, but it has not
seen any data at all). Moreover, it has the benefit of not requiring a label-space to be shared
across all training domains unlike the previous method in Eq. 6.3.
Specifically, in Eq. 6.3, the routing xi 7→ fθ 7→ fψ j requires fψ j to have a label-space
matching (xi,y j). But for Eq. 6.5, each domain can be equipped with its own random
classifier fψr with a cardinality matching its normal label-space. This property makes Eq. 6.5
suitable for heterogeneous domains.
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Algorithm 5: Episodic Training for Domain Generalisation
Input: D = {D1,D2, . . . ,DN}
Initialise hyper parameters: λ1,λ2,λ3,α
Initialise model parameters: domain specific modules θ1, ...,θN and ψ1, ...,ψN ;
AGG modules θ ,ψ; random classifier ψr
while not done training do
for (θi,ψi) ∈ {(θ1,ψ1), ...,(θN ,ψN)} do
Update θi := θi−α∇θi(Lds)
Update ψi := ψi−α∇ψi(Lds)
end
Update θ := θ −α∇θ (Lagg+λ1Lepi f +λ3Lepir)
Update ψ := ψ−α∇ψ(Lagg+λ2Lepic)
end
Output: θ ,ψ
6.2.5 Algorithm Flow
Our full algorithm brings together the domain agnostic modules that are our goal to train and
the supporting domain-specific modules that help train them (Section 6.2.1). We generate
episodes according to the three strategies introduced above. Referring the losses in Eq. 6.1,
6.2, 6.3, 6.4, 6.5 as Lagg, Lds, Lepi f , Lepic, Lepir, then overall the objective function is:
L f ull = Lagg+Lds+λ1Lepi f +λ2Lepic+λ3Lepir (6.6)
for parameters θ ,φ ,{θi,ψi}Ni=1. The full pseudocode for the algorithm is given in Algo-
rithm 5. It is noteworthy that, in practice, when training we first warm up the domain-specific
branches for a few iterations before training both the domain-specific and domain-agnostic
modules jointly.
6.3 Experiments
6.3.1 Datasets and Settings
Datasets We evaluate our algorithm on three different homogeneous DG benchmarks and
introduce a novel and larger scale heterogeneous DG benchmark. The datasets are: IXMAS:
[103] is cross-view action recognition task. Two object recognition benchmarks include:
VLCS [26], which includes images from four famous datasets PASCAL VOC2007 (V) [25],
LabelMe (L) [77], Caltech (C) [53] and SUN09 (S) [15] and the more recent PACS which
has a larger cross-domain gap than VLCS [51]. It contains four domains covering Photo
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(P), Art Painting (A), Cartoon (C) and Sketch (S) images. VD: For the final benchmark we
re-purpose the Visual Decathlon [73] benchmark to evaluate DG.
Competitors We evaluate the following competitors: AGG the vanilla aggregation method,
introduced in Eq. 6.1, trains a single model for all source domains. DICA [65] a kernel-based
method for learning domain invariant feature representations. LRE-SVM [106] a SVM-
based method, that trains different SVM model for each source domain. For a test domain,
it uses the SVM model from the most similar source domain. D-MTAE [32] a de-noising
multi-task auto encoder method, which learns domain invariant features by cross-domain
reconstruction. DSN [9] Domain Separation Networks decompose the sources domains into
shared and private spaces and learns them with a reconstruction signal. TF-CNN [51] learns
a domain-agnostic model by factoring out the common component from a set of domain-
specific models, as well as tensor factorisation to compress the model parameters. CCSA
[64] uses semantic alignment to regularise the learned feature subspace. DANN [31] Domain
Adversarial Neural Networks train a feature extractor with a domain-adversarial loss among
the source domains. The source-domain invariant feature extractor is assumed to generalise
better to novel target domains. MLDG [50] A recent meta-learning based optimisation
method. It mimics the DG setting by splitting source domains into meta-train and meta-test,
and modifies the optimisation to improve meta-test performance. Fusion [62] A method that
fuses the predictions from source domain classifiers for the target domain. MMD-AAE [54]
A recent method that learns domain invariant feature autoencoding with adversarial training
and ensuring that domains are aligned by the MMD constraint. CrossGrad [85] A recent
method that uses Bayesian networks to perturb the input manifold for DG. MetaReg [5] A
recent DG method that meta-learns the classifier regulariser.
We note that DANN (domain adaptation) is not designed for DG. However, DANN learns
domain invariant features, which is natural for DG. And we found it effective for this problem.
Therefore we re-purpose it as a baseline.
We call our method as Episodic. We use Epi-FCR to denote our full method with
(f)eature regularisation, (c)lassifier regularisation and (r)andom classifier regularisation
respectively. Ablated variants such as Epi-F denote feature regularisation alone, etc. Episodic
is implemented using PyTorch.
6.3.2 Evaluation on IXMAS dataset
Settings IXMAS contains 11 different human actions. All actions were video recorded by 5
cameras with different views (referred as 0,...,4). The goal is to train an action recognition
model on a set of source views (domains), and recognise the action from a novel target
view (domain). We follow [54] to keep the first 5 actions and use the same Dense trajectory
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features as input. For our method, we follow [54] to use a one-hidden layer network with
2000 hidden neurons as our backbone and report the average result of 20 runs. The optimiser
is M-SGD with learning rate 1e-4, momentum 0.9, weight decay 5e-5. We use λ1=2.0,
λ2=2.0, and λ3=0.5.
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Results From the results in Table 6.1, we can see that: (i) The vanilla aggregation method,
AGG is a strong competitor compared to several prior published methods, as is DANN,
which is newly identified by us as an effective DG algorithm. (ii) Overall our Epi-FCR
performs best, improving 2.4% on AGG, and 1.1% on prior state-of-the-art MMD-AAE. (iii)
Particularly in view 1&2 our method achieves new state-of-the art performance.
6.3.3 Evaluation on VLCS dataset
Settings VLCS domains share 5 categories: bird, car, chair, dog and person. We use pre-
extracted DeCAF6 features and follow [64] to randomly split each domain into train (70%)
and test (30%) and do leave-one-out evaluation. We use a 2 fully connected layer architecture
with output size of 1024 and 128 with ReLU activation, as per [64] and report the average
performance of 20 trials. The optimiser is M-SGD with learning rate 1e-3, momentum 0.9
and weight decay 5e-5. We use λ1=7.0, λ2=5.0, and λ3=0.5.
Results From the results in Table 6.2, we can see that: (i) The simple AGG baseline is
again competitive with many published alternatives, so is DANN. (ii) Our Epi-FCR method
achieves the best performance, improving on AGG by 1.7% and performing comparably to
prior state-of-the-art MMD-AAE and MLDG with 0.6% improvement over both.
6.3.4 Evaluation on PACS dataset
Settings PACS is a recent dataset with different object style depictions, and a more chal-
lenging domain shift than VLCS, as shown in [51]. This dataset shares 7 object categories
across domains, including ‘dog’, ‘elephant’, ‘giraffe’, ‘guitar’, ‘house’, ‘horse’ and ‘person’.
We follow the protocol in [51] including the recommended train and validation split for fair
comparison. We first follow [51] in using the ImageNet pretrained AlexNet (in Table 6.3)
and subsequently also use a modern ImageNet pre-trained ResNet-18 (in Table 6.4) as a
base CNN architecture. We train our network using the M-SGD optimiser (batch size/per
domain=32, lr=1e-3, momentum=0.9, weight decay=5e-5) for 45k iterations when using
AlexNet and train our network using same optimiser (weight decay=1e-4) for ResNet-18.
We use λ1=2.0, λ2=0.05, and λ3=0.1 for both settings. We use the official PACS protocol and
split [51] and rerun MetaReg [5] on this split, since MetaReg did not release their protocol.
Results From the AlexNet results in Table 6.3, we can see that: (i) Our episodic method
obtained the best performance on held out domains C and S and comparable performance on
A, P domains. (ii) It also achieves the best performance overall, with 3.3% improvement on
vanilla AGG, and at least 1.7% improvement on prior state-of-the-art methods MLDG [50],
Fusion [62] and MetaReg [5].
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Source Target AGG DANN [31] MLDG [50] CrossGrad [85] MetaReg [5] Epi-FCR
C,P,S A 77.6 81.3 79.5 78.7 79.5 82.1
A,P,S C 73.9 73.8 77.3 73.3 75.4 77.0
A,C,S P 94.4 94.0 94.3 94.0 94.3 93.9
A,C,P S 70.3 74.3 71.5 65.1 72.2 73.0
Ave. 79.1 80.8 80.7 77.8 80.4 81.5
Table 6.4 Cross-domain object recognition results (accuracy. %) of different methods on PACS using
ResNet-18.
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Fig. 6.5 Cross-domain test accuracy with shared feature extractor or classifier. A 7→C means, feed A
data through C-specific module. Eg, left: xA 7→ fθ 7→ fψC , right: xA 7→ fθC 7→ fψ . Higher is better.
Meanwhile in Table 6.4, we see that with a modern ResNet-18 architecture, the basic
results are improved across the board as expected. However, our full episodic method
maintains the best performance overall, with a 2.4% improvement on AGG.
We note here that when using modern architectures like [93, 38] for DG tasks we need to
be careful with batch normalisation [41]. Batchnorm accumulates statistics of the training
data during training, for use at testing. In DG, the source and target domains have domain-
shift between them, so different ways of employing batch norm produce different results. We
tried two ways of coping with batch norm, one is directly using frozen pre-trained ImageNet
statistics. Another is to unfreeze and accumulate statistics from the source domains. We
observed that when training ResNet-18 on PACS with accumulating the statistics from source
domains it produced a worse accuracy than freezing ImageNet statistics (75.7% vs 79.1%).
6.3.5 Further Analysis and Insights
Ablation Study To understand the contribution of each component of our model, we perform
an ablation study using PACS-AlexNet shown in Fig. 6.6a. Episodic training for the feature
extractor, gives a 1.6% boost over the vanilla AGG. Including episodic training of the
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classifier, further improves 0.5%. Finally, combine all the episodic training components,
provides 3.3% improvement over vanilla AGG. This confirms that each component of our
model contributes to final performance.
Cross-Domain Testing Analysis To understand how our Epi-FCR method obtains its
improved robustness to domain shift, we study its impact on cross-domain testing. Recall
that when we activate the episodic training of the agnostic feature extractor and classifier, we
benefit from the domain specific branches by routing domain i data across domain j branches.
E.g., we feed: xi 7→ fθ 7→ fψ j 7→ yi to train Eq. 6.3, and xi 7→ fθ j 7→ fψ 7→ yi to train Eq. 6.4.
Therefore it is natural to evaluate cross-domain testing after training the models. As
illustrated in Fig. 6.54, we can see that the episodic training strategy indeed improves cross-
domain testing performance. For example, when we feed domain A data to domain C
classifier xA 7→ fθ 7→ fψC 7→ yA, the Episodic-trained agnostic extractor fθ improves the
performance of the domain-C classifier who has never experienced domain A data (Fig. 6.5,
left); and similarly for the Episodic-trained agnostic classifier.
Analysis of Solution Robustness In the above experiments we confirmed that our episodic
model outperforms the strong AGG baseline in a variety of benchmarks, and that each
component of our framework contributes. In terms of analysing the mechanism by which
episodic training improves robustness to domain shift, one possible route is through leading
the model to find a higher quality minima. Several studies recently have analysed learning
algorithm variants in terms of the quality of the minima that they leads a model to [44, 13].
One intuition is that converging to a ‘wide’ rather than ‘sharp’ minima provides a more
robust solution, because perturbations (such as domain shift, in our case) are less likely to
cause a big hit to accuracy if the model’s performance is not dependent on a very precisely
calibrated solution. Following [44, 113], we therefore compare the solutions found by AGG
and our Epi-FCR by adding noise to the weights of the converged model, and observing how
quickly the testing accuracy decreases with the magnitude of the noise. From Fig. 6.7 we can
see that both models’ performance drops as weights are perturbed, but our Epi-FCR model is
more robust to weight perturbations. This suggests that the minima found by Epi-FCR is a
more robust one than that found by AGG, which may explain the improved cross domain
robustness of Epi-FCR compared to AGG.
Computational Cost Our Episodic model is comparable in cost overall to many contem-
poraries. Our Epi-C variant does require training multiple feature extractors for the source
domains (as do [45, 106, 51, 62]). However, users are more practically interested in testing
performance, where our model is as small, fast and simple as AGG (unlike, e.g., [106, 62]).
In terms of training requirements, we note that only the Epi-C variant requires multiple
4To save space we only display the leave-photo-out split. The others are consistent with these observations.
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Fig. 6.6 (a) Ablation study on PACS (↑). (b) Computational cost comparison on PACS (↓).
feature extractor training, so Epi-FR can still safely be used if this is an issue. Furthermore if
a large number of source domains are present, we can sample a subset of them at each batch.
Concretely, we compare the training time of different methods in Fig. 6.6b. All the meth-
ods were run on PACS (ResNet-18) for 3k iterations with CPU: Intel i7-7820 (@3.60GHz
x 16) and GPU: 1080Ti. As expected vanilla AGG is the fastest to train (9.8 mins), so we
regard it as the the base unit. The second tier are our Epi-F and Epi-R. As expected without
Epi-C, our Epi-F and Epi-R variants run fast. The next tier are MetaReg, Epi-FCR and
MLDG. And the most expensive one is CrossGrad. Although the use of ‘Epi-C’ here requires
domain-specific feature extractors, our Epi-FCR is still comparably efficient. This is because
our episodic training does not generate multi-step graph unrolling or meta-optimisation in
gradient updates. As a result, our time cost is on par with MetaReg [5] and faster than
MLDG [50] and CrossGrad [85].
6.3.6 Evaluation on VD-DG dataset
Heterogeneous Problem Setting Visual Decathlon contains ten datasets and was initially
proposed as a multi-domain learning benchmark [73]. We re-purpose Decathlon for a more
ambitious challenge of domain generalisation. As explained earlier, our motivation is find out
if DG learning can improve the defacto standard ‘ImageNet trained CNN feature extractor’
for use as a fixed off-the-shelf representation for new target problems. In this case the feature
extractor is trained on the source domain, and used to extract features of the target domain
data. Then a target domain-specific classifier (we use SVM) is trained to classify in the target
domain. As explained in Table 6.5 (left), this is quite different from the standard DG setting
in that target domain labels are used (for shallow classifier training), but the focus here is on
the robustness of the learned feature when generalising to represent new domains and tasks
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Fig. 6.7 Minima quality analysis: Episodic learning (Epi-FCR) vs baseline (AGG).
without further fine-tuning. If DG training can improve feature generalisation compared to a
vanilla ImageNet CNN, this could be of major practical value given the widespread usage of
this workflow by vision practitioners.
Besides evaluating a potentially more generally useful problem setting compared to
standard homogeneous DG, our VD experiment is also a larger scale evaluation compared
to existing DG studies. As shown in Table 6.5 (right), VD-DG has twice the domains of
VLCS and PACS and is an order of magnitude larger evaluation in terms of data and category
numbers.
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Settings We consider the five largest datasets in VD (CIFAR-100, Daimler Ped, GTSRB,
Omniglot and SVHN, excluding ImageNet5) as our source domains, and the four smallest
datasets (Aircraft, D. Textures, VGG-Flowers and UCF101) as our target domains. The goal
is to use DG training among the five datasets to learn a feature which outperforms the off-
the-shelf ImageNet-trained CNN that we use as an initial condition. We use ResNet-18 [38]
as the backbone model, and resize all the images to 64x64 for computational efficiency. To
support the VD heterogeneous label space, we assume a shared feature extractor, and a source
domain-specific classifier. We perform episodic DG training among the source domains,
using our (R)andom classifier model variant, which supports heterogeneous label-spaces.
After DG training, the model will then be used as a fixed feature extractor for the held out
target domain. These are combined by combination (concatenation and mean-pooling) with
the original ImageNet pre-trained features6. This final feature is used to train a linear SVM
for the corresponding task, as per common practice. We train the network using the M-SGD
optimiser (batch size/per domain=32, lr=1e-3, momentum=0.9, weight decay=1e-4) for 100k
iterations where the lr is decayed in 40k, 80k iterations by a factor 10. We set λ3 = 2.5t+50 , t is
the iteration num.
Results From the results in Table 6.6, we observed that: (i) We do learn a feature that
is more robust to novel domains compared to the standard ImageNet pre-trained features
(Epi-R vs ImageNetPT improves 7.1% or 2.7% on held-out datasets). However this is
not very surprising as we use more data than this baseline. (ii) The vanilla AGG method
provides a direct and fair comparison, as it also exploits this additional data to improve on
the ImageNetPT baseline. Our Epi-R provides a clear improvement on AGG, demonstrating
the value of our proposed Episodic training scheme. (iii) In terms of other DG competitors:
we note that besides MLDG [50] and CrossGrad [85], the only other competitor that we
were able to feasibly run on this large scale benchmark was DANN – method that we first
identified as re-purposeable for DG in this chapter. Other methods either do not support
heterogeneous label-spaces or, do not scale to this many domains, or this many examples.
(iv) Overall our Epi-R method outperforms all alternatives in both average accuracy, and
also the VD score recommended in preference to accuracy in [73]. Overall this is the first
demonstration that any DG method can improve robustness to domain shift in a larger-scale
setting, across heterogeneous domains, and make a practical impact in surpassing ImageNet
feature performance.
5We always exploit ImageNet as an initial condition, but do not include it in DG training for computational
feasibility
6Since ImageNet is excluded from source domains for computational feasibility, there is loss of performance
for all models compared to the original feature due to the forgetting effect.
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6.4 Conclusion
In this chapter, we addressed the domain generalisation problem. We proposed a simple
episodic training strategy that mimics train-test domain-shift scenario during training, thus
improving the trained model’s robustness to novel domains. We showed that our method
achieves state-of-the-art performance on all the main existing DG benchmarks. We also
performed the largest DG evaluation to date, using the Visual Decathlon benchmark. Im-
portantly, we provided the first demonstration of DG’s potential value ‘in the wild’ – by
demonstrating our model’s potential to improve the performance of the defacto standard
ImageNet pre-trained CNN as a fixed feature extractor for novel downstream problems.

Part V
Conclusion

Chapter 7
Conclusion and Future Work
7.1 Summary of Contributions
Now we summarise our contributions in this thesis as follows,
i) A More Challenging DG Benchmark: PACS
We found that the existing DG benchmarks formed by photo-only images undermine
the significance of the results of DG algorithms evaluated on these benchmarks. To
solve this defect of the existing DG benchmarks, we proposed a novel benchmark
‘PACS’1. This benchmark is formed of photo, art painting, cartoon and sketch with
larger domain shift, and it aligns with a clear motivation of DG that trains a model on
label-rich domains (e.g., photo) to tackle tasks of data-scarce domains (e.g., sketch).
So far, this has been a benchmark for evaluating the quantitative performance of several
published DG methods2.
ii) Deep Models for DG: AGG and A Low-rank Parameterised CNN
We are the first to study the performance of deep CNNs on DG problems. We found
that the simple baseline that aggregates source domain data to train a deep CNN worked
surprisingly well and outperformed many prior DG methods. Meanwhile, we proposed,
the first deep DG method, a novel low-rank parameterised CNN model to extract
domain-agnostic parameters and demonstrated the state-of-the-art performances of this
model on two DG benchmarks.
iii) First Meta-Learning based DG Method: MLDG
1This dataset can be downloaded from http://www.eecs.qmul.ac.uk/∼dl307/project_iccv2017
2the leader board can be found in https://domaingeneralization.github.io
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To alleviate over-fitting of trained models on source domains, we proposed a meta-
learning DG method – MLDG3. More specifically, in each meta-learning episode, we
expose the training model to simulated DG tasks. In contrast to conventional DG
methods that simply ingest entire training datasets for training, our MLDG learns by
learning to solve DG tasks. Moreover, MLDG is applicable to a diversity of problems
and has demonstrated its effectiveness on PACS and two reinforcement learning
problems: Cart Pole and Mountain Car. We are the first to propose meta-learning based
DG methods, which has been followed up by the recent works [5, 55].
iv) A Lifelong Learning Framework for Improving DG Methods
We proposed a lifelong learning framework to improve two DG methods MLDG
and Undo Bias. Specifically, we proposed a framework that enables a DG method
to train on source domains in a sequential way and requires the model updates on
visited domains to be helpful to the performance on the subsequent unseen domains.
By learning with a large number of different sequences, trained models have better
chances of acquiring a unique experience in terms of solving DG tasks. We evaluated
lifelong MLDG and lifelong Undo Bias on three different DG benchmarks and found
they demonstrated consistent improvement over vanilla MLDG and Undo Bias.
v) An Episodic Training Method for DG
We proposed an episodic training method4 to improve the strong yet fast baseline
AGG. Specifically, we train a deep model to solve the simulated domain shifts by
making each module work with a ‘badly-tuned’ module at runtime. By employing three
variants of episodic training, episodic training of feature extractor, episodic training
of classifier and episodic training by random classifier, AGG model was improved to
the state-of-the-art performance on three DG benchmarks. Furthermore, this method
is more efficient at training compared with existing DG methods, which shows its
practical value to various applications.
vi) A Generalised Setting: Heterogeneous DG
We think the assumption of existing DG methods that requires identical task space
between source and target domains is restrictive and is not guaranteed in reality. The
pervasive workflow of training a feature extractor, e.g., on ImageNet, for downstream
applications e.g., action recognition [7], is a DG problem, but one with heterogeneous
label space. So, we proposed a novel setting – heterogeneous DG. We built on the
3code can found in https://github.com/HAHA-DL/MLDG
4code can be found in https://github.com/HAHA-DL/Episodic-DG
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largest scale multiple-dataset benchmark, Visual Decathlon, and proposed the first
heterogeneous DG benchmark VD-DG. This is the first work to demonstrate that DG
training can systematically improve the performance of (ImageNet) CNNs features for
diverse downstream tasks.
7.2 Future Work
Now we provide an outlook on some possible future research directions, including a) and b)
for homogeneous DG, c) for heterogeneous DG, and d) for both.
a) Learning Homogeneous DG for Progression Currently, domain generalisation [45],
domain adaptation [79], and few-shot learning [99] have distinct settings. However, in real
life, there may be a progression in an application where there is, initially, no data of target
domains, thus this requires domain generalisation; then some data may be collected from
the target domains, and thus this requires domain adaptation; afterwards a few of collected
data may be annotated, thus requiring few-shot learning (though not the typical cross-task
few-shot learning). How to train a model that starts by performing DG, but is capable of
adapting to unlabelled data when target domain data becomes available, and then is also
capable of adapting further based on a few labelled data points would be an interesting
research avenue.
b) Link Homogeneous DG to Adversarial Attack/Defence In adversarial attack [34, 11],
the objective is to find the adversarial examples, which are made by inputs with small
perturbation, to fool a classifier. Instead, the adversarial defence [4] is to seek for models
robust to the deception of adversarial examples. We recall the setting of the homogeneous
DG, which is to find solutions robust to domain shift between source and target domains.
Analogously, target domain data can be regarded as the adversarial examples perturbed by
domain shift on the data from source domains and the DG models we seek for then conduct
adversarial defences. Therefore, how to find some fundamental theory behind these two
topics to benefit both would be an interesting research direction.
c) Heterogeneous DG with Few-/Zero-Shot Learning We have argued that the assumption
of the standard DG that requires consistent label spaces between the source and target
domains is restrictive, and thus we have proposed a heterogeneous label-space DG setting.
In our current heterogeneous DG setting, one trains a feature extractor from source domains,
and then uses this ‘black-box’ feature extractor on target domains to train domain-specific
classifiers. However, the data available from the target domains, for training, may be scarce.
Thus, it would require cross-domain few-shot learning as lately presented in [14] if only a
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few samples are available from target domains. Alternatively, where there is only textual
information, and no images are available, conducting cross-domain zero-shot learning to
obtain robust classifiers to tackle target-domain tasks might also be a remarkable research
direction.
d) Semi-Supervised Learning for DG The clear motivation for DG, that we have stated in
this thesis, is to train a model (or a feature extractor) on label-rich source domains to benefit
unseen target domains. However, this still requires source domains with vast amounts of
labelled data available for training. Image annotation takes tremendous human efforts and is
time-consuming. Meanwhile, there are abundant unlabelled images available on the Internet.
Using unlabelled data for pretraining can facilitate the subsequent supervised learning of
a model [18]. How to make use of those unlabelled images for pretraining a model that is
helpful to subsequent DG training would be an interesting direction. Alternatively, how to
use a small amount of labelled data and sufficient unlabelled data together like [46], but to
train a robust model for tackling domain generalisation is also a desirable direction.
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Appendix A
Lifelong Undo Bias
A.1 Application to Undo Bias
A.1.1 Reinterpreting Vanilla Undo Bias
Background Undo Bias is a classic domain generalisation method that was initially proposed
specifically for DG with shallow linear classifiers [45], although it has been extended to the
multi-linear setting for end-to-end deep learning [51]. The hypothesis is that classifiers for
all domains (datasets) can be modelled as the sum of an underlying domain-agnostic model
Θ0 and a domain-specific bias Θi for each domain i. With this assumption, the objective for
training on all N source domains in D is,
argmin
Θ0,Θ1,...ΘN
N
∑
i=1
∥xi(Θ0+Θi)− yi∥22+λ1
N
∑
i=1
∥Θi∥22+λ2∥Θ0∥22 (A.1)
where λ1 and λ2 are regularizer weights. After training, the shared parameter Θ0 is assumed
to represent a domain-agnostic classifier and used for inference on unseen domains.
Reinterpretation We can deduce an equivalent formula to Eq. A.1 expressed only in terms
of domain-specific models Θi
argmin
Θ1,...ΘN
N
∑
i=1
∥xiΘi− yi∥22+
λ1λ2
λ2+λ1N
N
∑
i=1
∥Θi∥22
+
λ 21 N
λ2+λ1N
N
∑
i=1
∥Θi−
∑Nj=1Θ j
N
∥22
(A.2)
In this equivalent case, the model parameter to use for unseen domains is ∑
N
i=1Θi
N (i.e., the
underlying domain should be close to the mean of the parameters of all source domains).
This alternative formulation will be useful for the hierarchical extension later. While the
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presentation so far is for a regression problem with MSE loss, the general form of Eq. A.2
for any loss function L(·) can be written as,
argmin
Θ1,...ΘN
N
∑
i=1
L(Di,Θi)+λ∥Θi−
∑Nj=1Θ j
N
∥22 (A.3)
Here we omit the second term in Eq. A.2, i.e., the squared ℓ2 norm on parameter, because it
is usually realised by weight decay when training a neural network model. And empirically,
we find using ∥.∥2 for the second item in Eq. A.3 is easier to tune.
Derivation for Eq. A.2
argmin
Θ0,Θ1,...ΘN
N
∑
i=1
∥xi(Θ0+Θi)− yi∥22+λ1
N
∑
i=1
∥Θi∥22+λ2∥Θ0∥22 (A.4)
We denote the objective function in Eq. A.4 as L(Θ,Θ0), where we regard the optimal
solution for Eq. A.4 is Θ∗ and Θ∗0, then we have
∂L
∂Θi
|Θi=Θ∗i ,Θ0=Θ∗0 = 0,∀i ∈ [1,2, . . . ,N] and
∂L
∂Θ0
|Θi=Θ∗i ,Θ0=Θ∗0 = 0.
Given this solution, we have,
xiT (xiΘ∗i +xiΘ
∗
0− y(i))+λ1Θ∗i = 0 (A.5)
and
T
∑
i=1
xiT (xiΘ∗i +xiΘ
∗
0− y(i))+λ2Θ∗0 = 0 (A.6)
When we aggregate all Eq. A.5, we get,
N
∑
i=1
xiT (xiΘ∗i +xiΘ
∗
0− y(i))+λ1
N
∑
i=1
Θ∗i = 0 (A.7)
After the subtraction of the common items in the Eq. A.6 and Eq. A.7, we get,
Θ∗0 =
λ1
λ2
N
∑
i=1
Θ∗i (A.8)
If we assume for each specific domain i, the parameterised weights are Θi =Θi+Θ0, then
we combine this with Eq. A.8, and further obtain that,
Θ∗0 =
λ1
λ2+λ1N
N
∑
i=1
Θ∗i =
1
λ2
λ1
+N
N
∑
i=1
Θ∗i (A.9)
A.1 Application to Undo Bias 105
Algorithm 6: L-Undo-Bias: Lifelong Undo Bias
Input:D = {D1,D2, . . . ,DN}
Initialise: λ , γ and {Θ1,Θ2, . . . ,ΘN}
while not done training do
p = shuffle([1,2, . . . ,N]) //Randomly sample a trajectory
{D˜1, D˜2, . . . , D˜N} ∼ {D1,D2, . . . ,DN} //Sample a mini-batch D˜i for each domain Di
L = L(D˜p[1],Θp[1])
for i in [2,3, . . . , |p|] do
L +=
(
L(D˜p[i],Θp[i])+λ∥Θp[i]− ∑
i−1
j=1Θp[ j]
i−1 ∥22
)
end
//One-step L-Undo-Bias update
Update Θi :=Θi− γ∇ΘiL
end
Output: ∑
N
i=1Θ1,Θ2,...,ΘN
N
The obtained Eq. A.9 indicates that the shared parameters Θ0 is a (slightly smoothed) average
of all the domain-specific parameters Θi. Therefore, we can get
argmin
Θ1,...ΘN
N
∑
i=1
∥xiΘi− yi∥22+
λ1λ2
λ2+λ1N
N
∑
i=1
∥Θi∥22
+
λ 21 N
λ2+λ1N
N
∑
i=1
∥Θi−
∑Nj=1Θ j
N
∥22
(A.10)
A.1.2 Lifelong Undo Bias
Vanilla Undo Bias aims to learn an underlying domain-agnostic model with one optimisation
on a fixed set of source domains (Section A.1). To instantiate our proposed framework
(Eq. 5.2) for Undo Bias, we need to extend it to sequential learning. Intuitively, for a given
sequence of training domains, we should learn an underlying domain from the first two, and
then update this when the third domain comes in, etc. Building on the Undo-Bias formulation
in Eq. A.3, we define the objective:
LL-Undo-Bias =Ep∼P L(Dp[1],Θp[1])
+
N
∑
i=2
(
L(Dp[i],Θp[i])+λ∥Θp[i]− Θ¯i)∥22
) (A.11)
where p is a path through all possible permutations of domainsP , and i ∈ p iterates over
that path. Θ¯i is the running average over the parameters in the path before it arrives at Θp[i],
i.e., Θ¯i =
∑i−1j=1Θp[ j]
i−1 . The first term is not directly path-dependent, but it becomes so via shared
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parameters with the second path-dependent term. In this objective, when training Θi for
domain i, backpropagation also updates all domains in the path before domain i. We term
this procedure Lifelong Undo Bias. And its algorithm flow is shown in Alg. 6.
To unpack Eq. A.11, we use a length-3 path example. The objective function is then:
LL-Undo-Bias-3 = Ep∼P L(Dp[1],Θp[1])
+L(Dp[2],Θp[2])+λ∥Θp[2]−Θp[1]∥22
+L(Dp[3],Θp[3])+λ∥Θp[3]−
Θp[1]+Θp[2]
2
∥22
(A.12)
This says: train vanilla Undo Bias on the first two domains (first three terms), and then
incrementally train Undo Bias for the third domain (fourth and fifth term). If the first
Undo Bias model
Θp[1]+Θp[2]
2 was fixed after training Θp[1] and Θp[2] then this would be
simple regularisation of Θp[3] training by the Undo Bias source (fifth term regulariser). But
backpropagating means that Θp[1] and Θp[2] are trained so as not only to solve their domains
in an Undo Bias way, but also to help learn Θp[3]. This is a DG ‘practice’ for the first trained
domains-specific parameters. Finally, the optimisation should be applied for all possible
permutations of [1,2,3]. In this example Θ1+Θ2+Θ33 would then be used as the final Undo
Bias model for the true testing domain. And as the sequential path goes deeper, the former
ranking domains get more ‘practices’.
Computational Cost The difference between Undo-Bias and L-Undo-Bias can be found
by comparing Eq. A.3 and Eq. A.11. We can see the computational difference happens in
the second terms in the objective functions. In vanilla Undo-Bias, each domain-specific
parameter would have a L2 loss to minimise its difference to the mean of all domain-specific
parameters. But in L-Undo-Bias, due to the hierarchical structure, each domain would have
the same L2 loss to the parameters of the traversed domains. If we regard the computational
complexity of the L2 loss of N domain-specific parameters as O(N), the computational
complexity for the second item of L-Undo-Bias is ∑N−1i=2 O(i), which is smaller than that of
Undo-Bias N ∗O(N). So, due to the hierarchical learning, L-Undo-Bias saves computation
over Undo-Bias. This is proved in the training cost comparison in Table 5.4.
Validation of Reformulated (L)-Undo-Bias We validate our reformulated Undo-Bias and
L-Undo-Bias on VLCS by comparison to a naive ensemble, which trains all the domain
specific branches separately and uses fused ensemble of models at inference. The comparison
in Fig. A.1 shows that both Undo-Bias and L-Undo-Bias learn better solutions than the
simple ensemble of domain-specific models. This shows that the performance gains of our
reformulated Undo-Bias and L-Undo-Bias are not merely due to the model ensemble.
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Fig. A.1 Validation of reformulated (L)-Undo-Bias.
A.2 Training Hyper Parameters
We can set different α and β (=1 by default) for different inner loops in Alg. 3 and 4 and
refer αi and βi as the coefficients in the ith inner loop. We use M-SGD with momentum=0.9,
weight decay=0.00005.
IXMAS
• L-MLDG: α1=α2=α3=0.9, γ=0.001 and β4=2.0.
• FFO-L-MLDG: α1=α2=α3=1.0, γ=0.9 and β4=1.1.
• L-Undo-Bias: γ=0.005 and λ=1000.0.
VLCS
• L-MLDG: α1=0.05, α2=0.6, γ=0.001 and β3=1.2.
• FFO-L-MLDG: α1=α2=0.3, γ=0.01 and β3=1.5.
• L-Undo-Bias: γ=0.01 and λ=50.0.
PACS
• L-MLDG: α1=α2=0.002, γ=0.001 and β3=1.85.
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• FFO-L-MLDG: α1=α2=0.01, γ=0.9 and β3=1.75.
• L-Undo-Bias: γ=0.001 and λ=100.0.
