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Abstract. We prove that certain asymptotic moments exist for some ran-
dom distance expanding dynamical systems and Markov chains in random
dynamical environment, and compute them in terms of the derivatives at 0
of an appropriate pressure function. It will follow that these moments satisfy
the relations that the asymptotic moments γk = limn→∞ n
−[ k
2
]
E(
∑
n
i=1Xi)
k
of sums of independent and identically distributed random variables satisfy.
Under certain mixing conditions we will also estimate the convergence rate
towards these limits. The arguments in the proof of these results yield that
the partial sums generated by the random Ruelle-Perron-Frobenius triplets
and all of their parametric derivatives (considered as functions on the base)
corresponding to appropriate random transfer or Markov operators satisfy sev-
eral probabilistic limit theorems such as the central limit theorem. We will
also obtain certain (Edgeworth) asymptotic expansions related to the central
limit theorem for such processes. Our proofs rely on a (parametric) random
complex Ruelle-Perron-Frobenius theorem, which replaces some of the spectral
techniques used in literature in order to obtain limit theorems for deterministic
dynamical systems and Markov chains.
1. Introduction
Probabilistic limit theorems for dynamical systems and Markov chains is a well
studied topic. One way to derive such results is relying on some quasi-compactness
(or spectral gap) of an appropriate transfer or Markov operator, together with a
suitable perturbation theorem (see [25], [26], [11] and [17]). This quasi-compactness
can often be verified only via an appropriate Ruelle-Perron-Frobenius (RPF) the-
orem, which is the main key for thermodynamic formalism type constructions.
Probabilistic limit theorems for random dynamical systems and Markov chains in
random dynamical environments were also studied in literature (see, for instance,
[18], [19], [12], [1] ,[7] and references therein). In these circumstances, the prob-
abilistic behaviour of the appropriate process is determined by compositions of
random operators, and not of a single operator, so no spectral theory can be ex-
ploited, and instead, many of these results rely on an appropriate version of the
RPF theorem for random operators. For instance, the large deviations theorem in
[18] rely on such results for real operators, and the conditions guaranteeing that the
central limit theorem in [19] holds true can be often verified by an RPF theorem
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for random real operators. Relying on certain contraction properties of random
complex transfer and Markov operators, with respect to a complex version of the
Hilbert projective metric due to H.H. Rugh [27] (see also [8] and [9]), we proved in
[12] an RPF theorem for random complex operators and presented the appropriate
random complex thermodynamic formalism type constructions, which was one of
the main keys in the proof of versions of the Berry-Esseen theorem and the local
central limit theorem (LCLT) for certain processes in random dynamical environ-
ment, and in the proof of some nonconventional LCLT for dynamical systems (see
Chapters 2 and 7 of [12]). In this paper we will use this RPF theorem in order to
drive additional limit theorems, as described in the following paragraphs.
Let (Ω,F , P, θ) be an invertible measure preserving system, let X be a compact
metric space, Eω ⊂ X be a measurable family of compact subsets and uω : Eω → R
be a random function, where ω ∈ Ω. Let Tω : Eω → Eθω be a random distance
expanding map and let ξω0 , ξ
θω
1 , ξ
θ2ω
2 , ... be a Markov chain in the random dynamical
environment (Ω,F , P, θ). In this paper we consider sequences of random variables
having either the form Sωn =
∑n−1
j=0 uθjω ◦T jω(x) or the form Sωn =
∑n−1
j=0 uθjω(ξ
θjω
j ),
where T jω = Tθj−1ω ◦ · · · ◦ Tθω ◦ Tω and x is distributed according to a special
(Gibbs) measure µω . Recall the following result. Let X1, X2, X3, ... be a sequence
of centered, independent and identically distributed random variables with finite
moments of all orders, and set σ2 = EX21 and ζ = EX
3
1 . Then for each integer
k ≥ 2 the limit
γk = lim
n→∞
n−[
k
2 ]E
( n∑
j=1
Xj
)k
of the k-th normalized moment exists. Moreover, γ2 = σ
2 and γ3 = ζ, and when
k is even we have γk = Ckσ
k, where Ck = 2
−k2 (k2 !)
−1k!, while for odd k’s larger
than 2 we have γk = Dkσ
k−3ζ, where Dk = k!3!2
− 12 (k−3)(k−32 !)
−1. This results is a
direct consequence of the multinomial theorem, but we have not managed to find
it in literature. In this paper, we will prove that the k-th normalized moments of
the random variables Sωn and Sωn behave like powers of ergodic averages of the sec-
ond and third derivative at 0 of some pressure function, which will imply that the
asymptotic moments exist, and that they do not depend on ω when (Ω,F , P, θ) is
ergodic. The fact that the second (normalzied) moments behave like an ergodic av-
erage was proved in [19] in a more general setup, and here we show that this is true
(in our context) also for all the higher moments. When (Ω,F , P, θ) satisfies some
mixing conditions then we obtain almost sure convergence rate of order n−
1
2 (lnn)
3
2
towards these moments, which allows us to obtain almost optimal convergence rate
(of the same order) in the corresponding quenched central limit theorem for the
processes n−
1
2Sωn and n
− 12Sωn . The arguments in the proof of the above conver-
gence rate also yields that for sufficiently well mixing base maps θ the partial sums
generated by the random RPF triplets (corresponding to an appropriate parametric
family of random transfer operators) and all of their parametric derivatives satisfy
several probabilistic limit theorems (see Remark 3.2), which also seems to be a new
result.
Let X1, X2, X3, ... be as in the previous paragraph. Then, under certain assump-
tions on the behavior of the characteristic function of X1, a classical result (see [10])
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states that (Edgeworth) expansions of the form
sup
s∈R
∣∣√2piP (
n∑
j=1
Xj ≤ σ
√
ns)−
∫ s
−∞
e−
t2
2 dt−
d∑
j=1
n−
j
2Pj(s)e
− s22
∣∣ = o(n− d2 )
hold true for some polynomials P1, P2, ..., Pd. Edgeworth expansion have been ob-
tained in [26] for Markov chains and in [5] and [22] for deterministic dynamical
systems, and in this paper we will also obtain Edgeworth type expansions for the
processes Sωn and Sωn described earlier, with random polynomials Pi = Pi,ω,n whose
degree depends only on i, and the coefficients of Pi,θ−nω,n converge as n → ∞.
When the dynamical environment (Ω,F , P, θ) satisfies certain mixing conditions
we also obtain certain convergence rate in the later limits. In general, in order
to obtain Edgeworth type expansions by analysing the asymptotic behaviour of
the characteristic functions ϕn(t) = Ee
itSn of an underlying sequence Sn, n ≥ 1
of random variables, it is also necessary to have estimates on the decay of these
functions (as n→∞) for large t’s, which is beyond the applications of the random
complex thermodynamic formalism (the decay estimates sufficient for the existence
of Edgeworth expansions in the deterministic case are discussed in [5] and [22]).
Here E denotes expectation with respect respect to P . In the deterministic case,
some of these estimates were obtained using the spectral theory of appropriate per-
turbations of the original transfer or Markov operator. In the circumstances of this
paper there is no single operator, but a random family of operators, and we will
use the approach taken in [12] in order to obtain the appropriate estimates in the
case of iterates of random operators.
The paper is organized as follows. In Section 2 we will formulate our results
for random variables Sωn , whose characteristic function is related to certain random
operators Aωit, t ∈ R which satisfy some complex thermodynamic formalism type
assumption, together with certain decay rates of the norms of the iterates Aω,nit =
Aθn−1ωit ◦ Aθ
n−2ω
it ◦ · · · ◦ Aωit of these operators for large t’s. In Section 3 we will
prove the results concerning the normalized asymptotic moments and in Section 4
we will prove the results concerning Edgeworth expansions. Section 5 is devoted to
examples of random dynamical systems Tω and Markov chains ξ
ω
0 , ξ
θω
1 , ξ
θ2ω
2 , ... in
random environments satisfying our assumptions.
2. Preliminaries and main results
Our setup consists of a complete probability space (Ω,F , P ) together with an
invertible P -preserving transformation θ : Ω→ Ω, of a compact metric space (X , ρ)
normalized in size so that diamX ≤ 1 together with the Borel σ-algebra B, and
of a set E ⊂ Ω × X measurable with respect to the product σ-algebra F × B such
that the fibers Eω = {x ∈ X : (ω, x) ∈ E}, ω ∈ Ω are compact. The latter yields
(see [6] Chapter III) that the mapping ω → Eω is measurable with respect to the
Borel σ-algebra induced by the Hausdorff topology on the space K(X ) of compact
subspaces of X and the distance function ρ(x, Eω) is measurable in ω for each
x ∈ X . Furthermore, the projection map piΩ(ω, x) = ω is measurable and it maps
any F × B-measurable set to an F -measurable set (see “measurable projection”
Theorem III.23 in [6]).
Let (Hω1 , ‖ ·‖1) be a Banach space of complex valued functions on Eω, containing
the constant functions, so that ‖g‖1 ≥ sup |g| for any g ∈ Hω1 , and ‖1‖1 = 1,
where 1 the function taking the constant value 1. Denote by (Hω1 )
∗ the space of
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all continuous linear functionals on (Hω1 , ‖ · ‖1), equipped with the operator norm
‖ · ‖1. Let Aωz : Hω1 → Hθω1 , z ∈ C be a family of continuous linear operators, Sωn :
Eω → R, n ≥ 1 be a sequence of Borel measurable functions and µω be a random
probability measure on Eω so that P -a.s. we have µω(Sωn ) = 0, ‖Sωn‖Lk(Eω,µω) <∞
for any k ≥ 1 and for any z ∈ C and n ≥ 1,
µω(e
zSωn ) = µθnω(Aω,nz 1)
where Aω,nz = Aθ
n−1ω
z ◦ Aθ
n−2ω
z ◦ · · · ◦ Aωz . In this paper we will study certain
(asymptotic) properties the distribution of Sωn (x), when x is distributed according
to µω, and ω ranges over a set of full P -probability. Our basic requirements from
the operators are described in the following
2.1. Assumption. There exist constants r, C > 0 and δ ∈ (0, 1) so that P -a.s. for
any z ∈ B(0, r) := {ζ ∈ C : |ζ| < r} there is a triplet consisting of a nonzero complex
number λω(z), a function hω(z) ∈ Hω1 and a linear functional νω(z) ∈ (Hω1 )∗ such
that νω(z)1 = 1 and for any g ∈ Hω1 and n ≥ 1,
(2.1)
∥∥(λω,n(z))−1Aω,nz g − νω(z)(g)hθnω(z)∥∥1 ≤ C‖g‖1δn
where λω,n(z) =
∏n−1
j=0 λθjω(z). Moreover, the above triplet is measurable in ω,
analytic in z and the random variables supz:|z|<r |λω(z)|, supz:|z|<r ‖hω(z)‖1 and
supz:|z|<r ‖νω(z)‖1 are bounded. Furthermore, νω(0) = µω, hω(0) = 1 and λω(0) =
1.
We refer the readers’ to Section 5 for several examples in which Assumption
2.1 holds true. Under Assumption 2.1 we have νω(z)(hω(z)) = 1, Aωz hω(z) =
λω(z)hθω(z) and (Aωz )∗νθω(z) = λω(z)νω(z) (see the beginning of Section 3), where
(Aωz )∗ : (Hθω1 )∗ → (Hω1 )∗ is the dual operator of Aωz (i.e. the triplet from the
assumption is a random complex Ruelle-Perron-Frobenius triplet, see Chapter 4 in
[12]). In particular Aω0 1 = 1.
Our first result is the following
2.2. Theorem. (i) By possibly decreasing r, P -a.s. we can define an analytic
function Πω : B(0, r)→ C so that Πω(0) = 0, λω(z) = eΠω(z) and |Πω(z)| ≤ c0 for
any z ∈ B(0, r), for some constant c0 which does not depend on ω and z.
(ii) Suppose that
∫
Sωnµω = 0 for P -almost any ω. For any k ≥ 2 and n ≥ 1, let
γk,n be the random variable defined by γk,n(ω) = n
−[ k2 ]
∫
Eω(S
ω
n (x))
kdµω(x). Then,
the limits
γk(ω) = lim
n→∞
γk,n(ω) = lim
n→∞
γk,n(θ
−nω)
exist P -a.s. and in Lp, for any 1 ≤ p <∞. Moreover, with σ2 = γ2, ζ = γ3, Ck =
2−
k
2 (k2 !)
−1k! and Dk = k!3!2
− 12 (k−3)(k−32 !)
−1, when k is even we have γk = Ckσk,
while for odd k’s we have γk = Dkσ
k−3ζ. Furthermore, σ2 = γ2 = E[Π′′ω(0)|I]
and ζ = γ3 = E[Π
′′′
ω (0)|I], where I is the sub-σ algebra of F containing only the
θ-invariant sets. In particular, when the measure preserving system (Ω,F , P, θ) is
ergodic then all γk(ω)’s do not depend on ω.
(iii) In fact, we can write
∫
Eω
(Sωn (x))
kdµω(x) = µθnω(h
(j)
θnω(0)) +
[ k2 ]∑
s=1
C(k)ω,n(s)n
s + εω,n
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where |εω,n| ≤ c1ηn for some constants c1 > 0 and 0 < η < 1,
lim
n→∞
C(k)ω,n([
k
2
]) = lim
n→∞
C
(k)
θ−nω,n([
k
2
]) = γk(ω)
C
(k)
ω,n([
k
2 ]− 1) = C
(k)
ω,n(1) = 0 and for all other s’s,
lim
n→∞
C
(k)
θ−nω,n(s) =
k∑
j=0
j!
(
k
j
)
µω(h
(k−j)
ω (0))
∑
m2,...,mj
( j∏
l=2
(i!)mlml!
)−1 j∏
l=2
(EP [Π
(l)
ω |I])ml .
Here the sum ranges over all possible choices of nonnegative integers m2, ...,mj so
that
∑j
l=2ml = s and
∑j
l=2 lml = j, and f
(l) stands for the l-th derivatives of a
function f on B(0, r) which takes values at some Banach space. Moreover, closed
formulas for the C
(k)
ω,n’s can be recovered from the proof.
As in [22], the method used in the proof of Theorem 2.2 yields that the limits
γk exist also without the assumption that
∫
uωdµω = 0, but then the relations
between the γk’s are more technical and will not be discussed in this paper.
Next, in order to obtain Edgeworth type expansions, we will rely on the following
For any r > 0 we will consider the following assumptions
2.3. Assumption. (i) There exists a random variable aω so that P -a.s. we have
‖Aω,nit ‖1 ≤ aω for any t ∈ (−r, r), where r comes from Assumption 2.1.
(ii) For any compact set J ⊂ R \ {0}, P -.a.s for any n ≥ 1 we have
lim
n→∞n
r+ 12 sup
t∈J
‖Aω,nit ‖1 = 0.
and
2.4.Assumption. There exists a Banach space (Hω2 , ‖·‖2) containing the constant
functions, such that ‖g‖2 ≥ sup |g| for any g ∈ Hω2 , and Aωit, t ∈ R, can be (possibly)
extended to Hω2 so that Ait is a continuous map between Hω2 and Hθω2 . Moreover:
(i) There exists a random variable Rω so that P -a.s. for any t ∈ R and n ≥ 1
we have ‖Aω,nit ‖2 ≤ Rω(1 + |t|).
(ii) There exist random variables Kω, Dω, Cω > 0, r2(ω) > 0 and N(ω) so that
P -a.s. for any n ≥ N(ω),
(2.2) sup
t:Kω≤|t|≤Dωnr
‖Aω,nit ‖2 ≤ Cωn−r2(ω).
2.5. Theorem. Suppose that Assumptions 2.1 and 2.3 hold true with r = 12 .
Set Πω,n,2 = n
−1∑n−1
j=0 Π
′′
θjω(0), and assume that σ
2 = limn→∞Πω,n,2 =
limn→∞Πθ−nω,n,2 = E[Π′′ω(0)]|I] > 0.
(i) There exists a sequence of polynomials Pω,n,1(s) =
∑m1
j=0 aω,n,j,1s
j , n ≥ 1
with random coefficients, whose degree m1 does not depend on ω and n, so that
P -almost surely we have
lim
n→∞n
1
2 sup
s∈R
∣∣√2piµω{x ∈ Eω : Sωn (x) ≤ √ns} −
1√
Πω,n,2
∫ s
−∞
e
− t22Πω,n,2 dt− n− 12Pω,n,1(s)e− s
2
2
∣∣ = 0.
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(ii) Let d ∈ N. If Assumptions 2.3 and 2.4 hold true with r = d2 and (Ω,F , P, θ)
is ergodic, then for each k ≥ 2 there exists a sequences of polynomials Pω,n,k(s) =∑mk
j=0 aω,n,j,ks
j , n ≥ 1 with random coefficients and degree mk which depends only
on k, so that P -almost surely we have
lim
n→∞
n
d
2 sup
s∈R
∣∣√2piµω{x ∈ Eω : Sωn (x) ≤ √ns} −
1√
Πω,n,2
∫ s
−∞
e
− t22Πω,n,2 dt−
d∑
j=1
n−
j
2Pω,n,j(s)e
− s22
∣∣ = 0
(iii) The coefficients aω,n,j,k of the above polynomials are algebraic combinations
of the derivatives of the functions µθnω(hω(z)) and n
−1∑n−1
j=0 Πθjω(z) at z = 0. In
particular, they are uniformly bounded in ω and n, where ω ranges over a set of
probability 1, and aθ−nω,n,j,k converges P -a.s. and in L
p, for any p ∈ [1,∞), as
n→∞ towards a limit aω,j,k The coefficients aω,n,j,k and the corresponding limits
can be recovered from the proof.
Note that when (2.3) holds true then we obtain a converge rate of order n−
1
2 lnn
for all of the coefficients of the Pθ−nω,n,k’s.
2.6. Remark. A natural question is whether Theorem 2.5 (or a reversed version
of it) can be obtained with polynomials which depend only on ω and not on n and
with σ2 in place of Πω,n,2. Similar arguments to the ones in Remark 1.1 from [22]
show that replacing Pω,n,k the polynomial with a Pω,k which does not depend on
k is possible only if n
k
2 |Pω,k(x) − Pθ,n,k(x)| converges to 0 as n→∞ uniformly in
x, which means that the only candidate for such polynomials are the polynomials
Pω,k whose coefficients are the limits of the coefficients of the Pω,n,k’s (or the
Pθ−nω,n,k’s). Proving such a result does not seem possible using only the converge
of the coefficients of Pθ−nω,n,k even when θ satisfies some mixing conditions, since
this convergence is derived from convergence of certain ergodic averages, which, in
general, is slower than n−
1
2 (even for independent summands). Note that even for
Edgeworth expansions of order 2 (i.e. a Berry-Esseen theorem) is is not clear how
to obtain the results with σ2 in place of Πω,n,2, since this essentially requires some
control over the converges of the asymptotic variance of n−
1
2Sωn towards σ
2. The
difference between this variances and σ2 behaves as an ergodic average, which leads
again to the same problem discussed above (concerning the rate of converges of
ergodic averages).
2.1. Better results under mixing conditions. When (Ω,F , P, θ) satisfies cer-
tain mixing assumptions, then, in Section 3.1 we obtain almost sure converges rate
of the form
(2.3)
∣∣n−[k2 ]
∫
Eω
(Sωn (x))
kdµω(x) − γk
∣∣ ≤ Rω,kn− 12 lnn
where Rω,k is some random variable. Under certain mixing condition the authors
of [16] obtained converges rates of order (lnn)
3
2
+δ0n−
1
2 , δ0 > 0 for k = 2, and in
our setup we obtain such rates for all k’s, with δ0 = − 12 . Using (2.3) with k = 2,
when σ2 > 0 we also derive in Section 3.1 almost optimal convergence rate in the
central limit theorem of the form
sup
s∈R
∣∣µω{x ∈ Eω : Sωn (x) ≤ s√n} − 1√
2piσ2
∫ s
−∞
e−
t2
2σ2 dt
∣∣ ≤ cωn− 12 lnn.
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3. Asymptotic moments: Proof of Theorem 2.2
First, since λω(0) = 1, λω(·) is an analytic function and |λω(z)| is bounded
uniformly in ω and z, where ω ranges over a set of probability 1 and z ∈ B(0, r), it
is indeed possible to construct a function Πω(·) which satisfies the conditions stated
in Theorem 2.2 (i), namely, an appropriate branch of the logarithm of λω(z) can
be defined on some deterministic neighborhood of 0.
Next, we will show that (λω(z), hω(z), νω(z)) is an RPF triplet, namely that
P -a.s. for any z ∈ B(0, r),
(3.1)
νω(z)(hω(z)) = 1, Aωz hω(z) = λω(z)hθω(z) and (Aωz )∗νθω(z) = λω(z)νω(z).
Indeed, in order to prove the second equality in 3.1, plug in θ−nω in place of ω in
(2.1), and then choose g = 1, in order to deduce that
Aωz hω(z) = limn→∞(λθ−nω,n(z))
−1Aωz (Aθ
−nω,n
z 1)
= λω(z) lim
n→∞
(λθ−(n+1)θω,n+1(z))
−1Aθ−(n+1)θω,n+1z = λω(z)hθω(z).
Applying now (2.1) with θω in place of ω and with Aωz g in place of g we derive that
for any g ∈ Hω1 ,
νθω(z)(Aωz g) = lim
n→∞
Aθω,nz (Aωz g)
λθω,n(z)hθn+1ω(z)
= λω(z) lim
n→∞
Aω,n+1z g
λω,n+1(z)hθn+1ω(z)
= λω(z)νω(z)(g)
which implies that (Aωz )∗νθω(z) = λω(z)νω(z). Note that the function hω(z) does
not vanishes when r lies in a deterministic neighborhood of 0 since hω(0) ≡ 1, the
random variable sup|z|<r ‖hω(z)‖1 is bounded and the map z → hω(z) is analytic.
Finally, since
hω(z) = lim
n→∞
Aθ−nω,nz 1
λθ−nω,n(z)
and
λθ−nω,n(z) = λθ−nω,n(z)νθ−nω(z)1 = νω(z)(Aθ
−nω,n
z 1)
we obtain that νω(z)(hω(z)) = 1.
Next, it follows from (3.1) that λω,n(z) = νθnω(z)(Aω,nz 1), and so, since νω(z)1 =
1 and µω(e
zSωn ) = µθnω(Aω,nz 1),
λ′ω,n(0) = ν
′
θnω(0)1+
dνθnω(0)(Aωz 1)
dz
∣∣∣
z=0
=
dµω(e
zSωn )
dz
∣∣∣
z=0
= µω(S
ω
n ) = 0.
Now, by Assumption 2.1 for any n ≥ 1 we can write
(3.2) µω(e
zSωn ) = µθnω(Aω,nz 1) = λω,n(z)
(
µθnω(hθnω(z)) + δω,n(z)
)
where |δω,n(z)| ≤ Cδn. Since δω,n(·) is an analytic function, it follows from the
Cauchy integral formula that for any k ≥ 1 there exists a constant Qk so that
|δ(k)ω,n(z)| ≤ Qkδn for any z ∈ B(0, r2 ). Since λω,n(0) = 1 and supz∈B(0,r) |λω(z)| is
a bounded random variable, the analyticity of λω(·) implies that for any k ≥ 1 we
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have |λ(k)ω,n(0)| ≤ Hknk, for some constant Hk which does not depend on n and ω.
Therefore, differentiating k times both sides of (3.2) at z = 0 yields that
(3.3) µω(S
ω
n )
k =
k∑
j=0
(
k
j
)
λ(j)ω,n(0)µθnω(h
(k−j)
θnω (0)) + dω,n
for some random variable dω,n so that |dω,n| ≤ Acn for some A ≥ 1 and c ∈ (0, 1),
which do not depend on ω. Since λω,n(z) = e
∑n−1
j=0 Πθjω(z) and Πω(0) = 1, it follows
from the Faa´ di Bruno formula that for any j,
(3.4) λ(j)ω,n(0) = j!
[ j2 ]∑
s=1
ns
∑
(m2,...mk)∈Γj,s
(
j∏
l=2
(l!)mlml!)
−1
j∏
l=2
(
n−1
n−1∑
i=0
Π
(l)
θiω(0)
)ml
where Γj,s is the set of all j − 1-tuples (m2, ...,mj) of nonnegative integers so that∑
l lml = j and
∑
lml = s, and we took into account that
n−1∑
j=0
Π′θjω(0) = λ
′
ω,n(0) = µω(S
ω
n ) = 0.
Observe that when s = [ j2 ] and j is even we have Γj,s = {( j2 , 0, 0, ..., 0)}, while for
odd j’s we have Γj,s = {( j−32 , 1, 0, ..., 0)}. Since Πω(z), z ∈ B(0, r) is analytic in z
and uniformly bounded in ω and z (where ω ranges over a set of probability 1 and
z ∈ B(0, r)), for each j there exists a constant Lj so that supz∈B(0, r2 ) |Π
(j)
ω (z)| ≤ Lj
for P -almost any ω. When k is even, by considering the case when j = k, we
conclude that there exist constants Rk, k ≥ 2 so that for even k’s we have
(3.5)
∣∣µω(Sωn )k
n[
k
2 ]
− Ck
(
n−1
n−1∑
i=0
Π
(2)
θiω(0)
) k
2
∣∣ ≤ Rkn−1
where Ck = 2
−k2 (k2 !)
−1k!. Now, suppose that k is odd. Then the dominating terms
come from considering j = k and j = k − 1. Differentiating both sides of the
equality νω(z)(hω(z)) = 1 and plugging in z = 0 we derive that
µω(h
′
ω(0)) = −ν′ω(0)1 = 0
where we used that hω(0) ≡ 1 and that νω(z)1 = 1 for any z. Therefore, we
actually only need to consider the case when j = k also for odd k’s, and so, with
Dk =
k!
3!2
− 12 (k−3)(k−32 !)
−1 for odd k’s large than 2 we have
(3.6)
∣∣µω(Sωn )k
n[
k
2 ]
−Dk
(
n−1
n−1∑
i=0
Π
(2)
θiω(0)
) k−3
2 · (n−1
n−1∑
i=0
Π
(3)
θiω(0)
)∣∣ ≤ Rkn−1.
Since n−1
∑n−1
i=0 Π
(l)
θiω(0) and the L
∞ norms of n−1
∑n
i=1 Π
(l)
θiω(0) are bounded in
n (for each l), all the positive integer powers of these averages converge almost
surely and in Lp, for any p ∈ [1,∞), towards the appropriate power of E[Π(l)ω (0)|I].
Combining all of the above we complete the proof of Theorem 2.2.
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3.1. Convergence rates towards the asymptotic moments under mixing
conditions. We assume here that Ω = Yz for some measurable space Y, and that
(Ω,F , P, θ) is the shift system generated by a Y-valued stationary process {ξn : n ∈
Z}. Consider the situation when Aωz depends only on the 0-th coordinate of ω. Then
by (2.1), when z lies in some deterministic neighborhood of the origin, the functional
νω(z) can be approximated in L
∞ exponentially fast in n by functions of the first n-
th coordinates. Indeed, since hω(0) = 1, hω(z) is analytic and supz∈B(0,r) ‖hω(z)‖1
is bounded, we derive that there exist constants r0 > 0 and δ0 > 0 so that P -a.s.
for any z ∈ B(0, r0) we have inf |hω(z)| > δ0. Since νω(z)1 = 1, it follows now from
(2.1) that for any z ∈ B(0, r0) and g ∈ Hω1 so that ‖g‖1 ≤ 1,∥∥∥νω(z)(g)− Aω,nz gAω,nz 1
∥∥∥
1
≤ Aδn
where we used that νω(z)(g) =
νω(z)(g)
νω(z)1
. Here A > 0 is some constant and δ comes
from (2.1). By (3.1) we have λω(z) = νω(z)(Aωz 1), and therefore P -a.s. for any
z ∈ B(0, r0) and n ≥ 1 we have
|λω(z)− gn,z(ω0, ω1, ..., ωn−1)| ≤ Cδn
where C > 0 is some constant, ω = {ωs : s ∈ Z} and gn,z : Yn → C is a family
of measurable functions which is uniformly bounded in ω0, ω1, ..., ωn−1, z and n.
Since λω(0) = 1 and supz∈B(0,r) |λω(z)| is a bounded random variable, there exist
constants a, b, ρ > 0 so that P -a.s. for any z ∈ B(0, ρ) we have |λω(z)| ∈ (a, b).
Therefore, also Πω(z) can be approximated exponentially fast in the above sense
when z belongs to a deterministic neighborhood of 0. Thus, using the identifications
θjω = {ξs+j : s ∈ Z}, j ∈ Z
we derive that for any k there exists a constant Ak and a uniformly bounded family
of functions gk,n : Yn → C so that for any j ≥ 0 and n ≥ 1,
(3.7) ‖Π(k)θjω(0)− gk,n(ξj , ξj+1, ..., ξj+n−1)‖L∞(Ω,F ,P ) ≤ Akδn.
Next, recall that the φ-mixing (dependence) coefficients associated with the pro-
cess {ξn : n ∈ Z} are given by
φ(n) = sup
{|P (B|A) − P (B)| : A ∈ F−∞,k, B ∈ Fk+n,∞, k ∈ Z, P (A) > 0}
where F−∞,s is the σ-algebra generated by {ξl, l ≤ s} and Fs,∞ is the σ-algebra
generated by {ξl : l ≥ s} (for any integer s). Recall (see [4], Ch. 4) also that φ(n)
can be written as
(3.8)
φ(n) =
1
2
sup{‖E[g|F−∞,s]− Eg‖∞ : g ∈ L∞(Ω,Fs+n,∞, P ), ‖g‖∞ ≤ 1, s ∈ Z}.
We will obtain convergence rates towards the asymptotic moments when
Sφ :=
∞∑
n=1
φ(n) <∞.
The next step of the proof of (2.3) is to approximate
∑n−1
j=0 Π
(k)
θjω(0) by martingales
in the L∞ norm. The following arguments are classical and are given here for
readers’ convenience. For each m ≥ 0, let F0,m be the σ-algebra generated by
ξ0, ξ1, ..., ξm. For any k ≥ 2 and r ≥ 1 set
Y
(k,r)
j = gj,k(ξj , ..., ξj+r−1)− Egj,k(ξj , ..., ξj+r−1), j ≥ 0
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and let M
(r,k)
n =
∑n−1
j=0 X
(k,r)
j be the martingale (w.r.t the filtration {F0,n−1+r :
n ≥ 0}) whose differences are given by
X
(r,k)
j = Y
(k,r)
j +
∑
s≥j+1
E[Y (k,r)s |ξ0, ξ1, ..., ξj+r ]−
∑
s≥j
E[Y (k,r)s |ξ0, ξ1, ..., ξj−1+r ].
Then by (3.8), similarly to the proof of Theorem 2.8 in [13], we have ‖X(r,k)j ‖L∞ ≤
C(1 + r + Sφ) for any j, where C is some constant, and, using also (3.7),
∥∥ n−1∑
j=0
Π
(k)
θjω(0)− n
∫
Π
(k)
ω′ (0)dP (ω
′)−M (k,r)n
∥∥
L∞
≤
∥∥ n−1∑
j=0
Y
(k,r)
j −M (k,r)n
∥∥
L∞
+ nAkδ
r ≤ Qk(1 + r + Sφ + nδr) := R
where Qk is some constant. Applying the Azuma-Hoeffding inequality (see, for
instance, page 33 in [23]) with the martingalesM
(k,r)
n and −M (k,r)n , we obtain that
that for any t ≥ 0,
P
(∣∣ n−1∑
j=0
Π
(k)
θjω(0)− n
∫
Π
(k)
ω′ (0)dP (ω
′)
∣∣ ≥ t+R) ≤ P (|M (k,r)n | ≥ t) ≤ P (M (k,r)n ≥ t)
+P (−M (k,r)n ≥ t) = P (eλtM
(k,r)
n ≥ etλt) + (eλt·(−M(k,r)n ) ≥ etλt)
≤ e−tλt(EeλtM(k,r)n + Ee−λtM(k,r)n ) ≤ 2e−tλteλ2t ∑m−1j=0 ‖X(k,r)j ‖L∞ ≤ 2e− t24nC(1+r+Sφ)
where λt =
t
2nC(1+r+Sφ)
, and in the third inequality we used the Markov inequality.
Taking r = rn of logarithmic order in n, we derive that there exist constants
ak, Ck, ck, dk > 0 so that for any n ≥ 2 and ε > 0,
P
{
ω : |Π(k)ω,n(0)− n
∫
Π
(k)
ω′ (0)dP (ω
′)| ≥ nε+ ak lnn
} ≤ Cke−ck ε2nlnn .
By taking ε = un−
1
2 lnn for a sufficiently large u, we derive from the Borel Cantelli
Lemma that for any k, P -a.s for any sufficiently large n,
(3.9)
∣∣ 1
n
Π(k)ω,n(0)−
∫
Π
(k)
ω′ (0)dP (ω
′)
∣∣ ≤ bkn− 12 lnn
where bk > 0 is some constant which depends only on k. It follows from (3.9), (3.5)
and (3.6) that the convergence rate towards the asymptotic moments is at most of
order n−
1
2 lnn (i.e. that (2.3) holds true), where we also used that |Πω(z)| ≤ c0 for
any z ∈ B(0, r).
Next, the arguments in the proof of Theorem 7.1.1 in [12] shows that when
σ2 > 0 then there exist random variables cω and dω so that P -a.s. for any n ≥ 1,
sup
s∈R
∣∣µω{x ∈ Eω : Sωn (x) ≤ s√n} − 1√
2piσ2
∫ s
−∞
e−
t2
2σ2 dt
∣∣
≤ cωn− 12 + dω
∣∣ 1
n
µω(S
ω
n )
2 − σ2
∣∣.
Therefore, under the above mixing conditions we derive almost optimal convergence
rate in the central limit theorem of the form
sup
s∈R
∣∣µω{x ∈ Eω : Sωn (x) ≤ s√n} − 1√
2piσ2
∫ s
−∞
e−
t2
2σ2 dt
∣∣ ≤ qωn− 12 lnn
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where qω is some random variable.
3.1. Remark. When {ξn : n ≥ 1} is a stationary geometrically ergodic Markov
chain then φ(n) converges exponentially fast to 0 (see [4], Theorem 21.1), and in
particular Sφ < ∞. Such exponential convergence occurs also when ξn has form
ξn(x) = ξ0 ◦ Sn(x), where S is a two sided topologically mixing subshift of finite
type, x is distributed according to some Gibbs measure (see [2]) and ξ0 is measurable
with respect to some Markov partition (i.e. it is a function of a finite number of
coordinates). If {ζn : n ≥ 0} is a one sided stationary process then we can define
ξn = (ξn,j)
∞
j=−∞ = (..., ζn−1, ζn, ζn+1, ...), where ζn appears in the 0-the coordinate.
In these circumstances, we can write ω = (ωj)j∈Z and ωj = (ωj,k)∞k=−∞. When
Aωz depends only on ω0,0 then all the arguments from this section hold true if we
assume that the sequence φ1(n), n ≥ 1 given by
φ1(n) = sup
{|P (B|A)− P (B)| : A ∈ G−∞,k, B ∈ Gk+n,∞, k ∈ N, P (A) > 0}
is summable, where G−∞,s is the σ-algebra generated by {ζ0, ζ1, ..., ζs} and Gs,∞
is the σ-algebra generated by {ζs, ζs+1, ...}. Note also that the above results hold
true also when ξn has the form ξn(x) = ξ0 ◦ T n(x), where T is a Young tower (see
[28] and [29]) whose tails decay to 0 sufficiently fast, x is distributed according
to an appropriate Gibbs measure and ξ0 is q bounded random variables which is
measurable with respect to the partition which defines the tower. Young towers
do not seem to be φ-mixing with respect to the natural filtrations generated by
cylinder sets, but they still satisfy certain mixing conditions which allow to obtain
the results above (see Chapter 7 in [15] for several mixing properties of Young
towers which involve certain φ-mixing coefficients).
3.2. Remark. The argument above show that the RPF triplets λω(z), hω(z) and
νω(z) and all their derivatives with respect to z can be approximated by func-
tions of the random variables ξ0, ξ1, ..., ξn (or ξ−n, ..., ξ0 in the case of hω(z)) with
an error term which converges to 0 exponentially fast when n → ∞. Therefore,
applying classical results from probability theory (for stationary and mixing pro-
cesses) we obtain that for any real t with a sufficiently small absolute value, the
partial sums
∑n−1
j=0 Xi,k(θ
jω) generated by the random variables X1,k(ω) = λ
(k)
ω (t),
X2,k(ω) =
(
h
(k)
ω (t)
)
(x) or X3,k(ω) =
(
ν
(k)
ω (t)
)
(g) satisfy exponential concentration
inequalities, as well as various limit theorems such as the CLT. Here we assume
that Eω = X does not depend on ω and that x ∈ X and g is a Ho¨lder continuous
function on X .
4. Edgeworth type expansions: Proof of Theorem 2.5
The proof of Theorem 2.5 relies on classical arguments involving Fourier trans-
forms which were used successfully in the i.i.d. case and in the deterministic case
(i.e. when |Ω| = 1), see, for instance, [10], [22] and references therein. Most of the
arguments in the proof of Theorem 2.5 are modifications of the arguments in [22].
When the arguments are exactly as in [22], we will just refer the reader’s to there.
For reader’s convenience, we first will describe the main idea behind using Fourier
transforms in order to derive Edgeworth expansions. Recall first that by the Esseen
inequality (see [21], Ch. 4.1), there exists an absolute constant A so that for any
T > 0, a distribution function F and an integrable function G : R → R with
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bounded first derivative such that limx→∞G(x) = 0,
(4.1) sup
x∈R
|F (x)−G(x)| ≤
∫ T
−T
∣∣∣f(t)− g(t)
t
∣∣∣dt+ A
T
sup
x∈R
|G′(x)|
where f(t) =
∫
eitxdF (x) and g(t) =
∫
eitxdG(x) = Gˆ′(−t) (here gˆ is the Fourier
transform of a function g). Let F (s) = µω{x :∈ Eω : Sωn ≤
√
ns}. The idea behind
the proof is to find a function H so that |Fˆ (t)−H(t)||t| will be sufficiently small on
some interval [−T, T ], where T is of order n− d2 . In this case we could take G(s) =∫ s
−∞ Hˆ(x)dx (so Gˆ
′(−t) = H(t)) and it will remain to verify that G has the desired
form. On intervals of the form In(δ) = [−δ
√
n, δ
√
n] for small δ’s this approximation
is done using Assumption 2.1, while on Jn(δ, a) = [−a
√
n, a
√
n] \ In(δ) (for large
a’s) we will use Assumption 2.3. When d > 1 we will use Assumption 2.4 in order
to obtain an appropriate estimate on [−T, T ] \ Jn(a, δ).
Let d ≥ 1. The first step of the proof is as follows. The arguments preceding
(3.3) show that for any z ∈ B(0, r2 ) we can write
(4.2) µω(e
zSωn ) = e
∑n−1
j=0 Πθjω(z)Wθnω(z) + λω,n(z)δω,n(z)
where Wω(z) = νω(z)(hω(z)), dω,n(0) = 0 and |δ(k)ω,n(z)| ≤ Ckδn. Since δω,n is
analytic and δω,n(0) = 0, it follows that |δω,n(z)| ≤ C′0|z|δn for z’s in the above
domain, where C′0 is some constant. Moreover, it follows from Assumption 2.3 (i)
together with (2.1) that P -a.s. we have sup{|λω,n(it)| : t ∈ (−r, r), n ≥ 1} ≤ C′′0 cω,
where cω is some random variable. Therefore, P -a.s. for any |t| < r2 and n ≥ 1,
(4.3) |λω,n(it)δω,n(it)| ≤ Cω|t|δn
for some random variable Cω. Next, since Πω(0) = Π
′
ω(0) = 0 and all the derivatives
of Πω(z) are uniformly bounded in ω, where ω ranges over a set of probability 1,
we can write
n−1∑
j=0
Πθjω(
it√
n
) = − t
2Πω,n,2
2
+ nψω,n(
t√
n
)
where
Πω,n,2 = n
−1
n−1∑
j=0
Π
(2)
θjω(0) and ψω,n(z) =
1
n
n−1∑
j=0
(Πθjω(iz)−
(iz)2
2
Π′′θjω(0)).
By (4.2) and (4.3) we have for P -a.a. ω,
(4.4) µω(e
itSωn√
n ) = exp
(− t2Πω,n,2
2
+ nψω,n(
t√
n
)
)
Wθnω(
it√
n
) + |t|o(n− d2 ).
Let k ≥ 0. Then, by Theorem 2.5 (i), there exists a constant Bk > 0 so
that P -a.s. we have supz∈B(0,r) |ψω,n(z)| ≤ Bk for any n ≥ 1. Observe also
that ψω,n(0) = ψ
′
ω,n(0) = ψ
′′
ω,n(0) = 0. Therefore we can write ψω,n(z) =
z2ψω,n,d(z)+ |z|d+2ψ˜ω,n,d(z), where ψω,n,d is a polynomial of degree d and ψ˜ω,n,d is
an analytic function which vanishes at z = 0 and is bounded in some deterministic
neighborhood of the origin by some constant which does not depend on ω and n.
Using the latter notations, we can write
exp
(
nψω,n(
it√
n
)
)
= exp
(
t2ψω,n,r(
t√
n
) + n−
d
2 td+2ψ˜ω,n,d(
t√
n
)
)
.
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Since µω(hω(0)), µω is a probability measure, hω(z) is analytic in z and
supz∈B(0,r) ‖hω(z)‖1 is a bounded random variable, there exists a constant 0 < r0 <
r
2 so that P -a.s. we can develop a branch of lnWω(z) in B(0, r0) which is analytic,
uniformly bounded in ω (when ω ranges over a set of probability 1) and takes the
value lnWω(0) = 0 at z = 0. Next, we can write Wω(it) = 1+Wω,d(t)+ t
dW˜ω,d(t),
where Wω,d(t) is a polynomial of degree d which vanishes at t = 0, whose coeffi-
cients are bounded random variable, and W˜ω,d(t) is a C
∞ function which vanishes
at t = 0, whose derivatives are uniformly bounded in ω (around 0). Similarly to the
derivation of equality (3.7) in [22], and using the Taylor expansions of the functions
exp(·) and ln(·) we derive that P -a.s. for any t ∈ (−r0, r0),
exp
( t2Πω,n,2
2
+ nψω,n(
it√
n
)
)
Wθnω(
it√
n
)(4.5)
= exp
( t2Πω,n,2
2
+ nψω,n(
it√
n
) + ln e
Wθnω(
it√
n
))
= exp
(
t2ψω,n,d(
it√
n
) +
1
nd/2
td+2ψ˜ω,n,d(
it√
n
)−
d∑
k=1
(−1)k+1
k
(
Wω,d(
it√
n
)
)k − 1
nd/2
tdWω,d(
it√
n
)
= 1 +
d∑
m=1
1
m!
(
t2ψω,n,d(
it√
n
)−
d∑
k=1
(−1)k+1
k
(
Wω,d(
it√
n
)
)k)m
+
1
nd/2
td+2ψ˜ω,n,d(
it√
n
)− 1
nd/2
tdWω,d(
it√
n
) + td+1O(n− d+12 )
=
d∑
k=0
n−
k
2Aω,n,k(t) + t
dn−
d
2ϕω,n(
t√
n
) + td+1O(n− d+12 ).
Here A0 ≡ 1 and all other Aω,n,k are polynomials of degree sk which does not
depend on ω and n, whose coefficients are algebraic combinations of the derivatives
ofWω,n at 0 and the derivatives of ψω,n at 0, and ϕω,n(z) = z
2ψ˜ω,n,d(z)−Wω,n,d(z),
where Wω,n,d(z) is the reminder of lnWω,n(iz) when approximated by powers of
Wω,n,d(iz). Note that ϕω,n(z) is analytic, that it vanishes at z = 0 and that
supa∈B(0,r1) |ϕω,n(z)| ≤ C1 (P -a.s.) for some positive constants r1 and C1 which
do not depend on ω. Set
Qω,n(t) =
d∑
k=1
n−
k
2Aω,n,k(t).
Since Πω,n,2 converges to σ
2 > 0 as n → ∞, it follows from (4.5) that for any
sufficiently small δ0, P -a.s. we have
∫ δ0√n
−δ0√n
∣∣∣λω,n(
it√
n
)Wθnω(
it√
n
)− e− t
2Πω,n,2
2 (1 +Qω,n)(t)
t
∣∣∣dt(4.6)
=
∫ δ0√n
−δ0
√
n
e−
t2Πω,n,2
2
∣∣∣exp
(
nψω,n(
it√
n
) + lnWθnω(
it√
n
)
)− 1−Qω,n(t)
t
∣∣∣dt = o(n− d2 ).
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Combining this with (4.4), we derive that for any sufficiently small δ0 > 0 for P -a.a.
ω,
(4.7)
∫ δ0√n
−δ0
√
n
∣∣∣µω(e
itSωn√
n )− e− t
2Πω,n,2
2 (1 +Qω,n(t))
t
∣∣∣dt = o(n− d2 ).
Consider the functions gω,n(t) = e
− t
2Πω,n,2
2 (1+Qω,n(t)). Using the fact that for any
c > 0, the function
√
2pic(it)ke−
t2c
2 is the Fourier transform of the function e−
t2
2c ,
and using the integration by parts formula with integrals of the form
∫
xje−cx
2
dx,
we derive that
(4.8)
√
2piΠω,n,2gω,n = F
( ∫ t
−∞
e
− x22Πω,n,2 dx+
d∑
k=1
n−
k
2Rω,n(t)e
− t22Πω,n,2
)
where F is the Fourier transform operator and all Rω,n,k’s are polynomials whose
coefficients are linear combinations of the coefficients of the Aω,n,k’s, and the degree
of Rω,n,k depends only on k. Define Gω,n by Gω,n(t) =
∫ t
−∞F
(
gω,n
)
(−ξ)dξ. Then
by the Fourier inversion theorem, F(G′ω,n) = gω,n and ξ →
√
2piΠω,n,2F(gω,n)(−ξ)
is the function inside the Fourier transform on the right hand side of (4.8). Us-
ing also the integration by parts formula with integrals of the form
∫
tje−ct
2
dt =∫
tj−1te−ct
2
dt, we derive that
(4.9)
√
2piΠω,n,2Gω,n(t) =
∫ t
−∞
e
− x22Πω,n,2 dx+
d∑
k=1
n−
k
2Pω,k,n(t)e
− t22Πω,n,2
where all Pω,n,k’s are polynomials whose coefficients are linear combinations of the
coefficients of the Aω,n,k’s, and the degree of Pω,n,k depends only on k.
Next, applying (4.1) with F = Fω,n(s) = µω{x ∈ Eω : Sωn ≤
√
ns} and G = Gω,n,
taking into account (4.7), we obtain that for any ε > 0 and B > Aε , where A comes
from (4.1),
sup
s∈R
|Fω,n(s)−Gω,s(s)| ≤
∫ Bn d2
−Bn d2
∣∣∣µω(e
itSωn√
n )− e− t
2Πω,n,2
2 (1 +Qω,n(t))
t
∣∣∣+ A
Bn
d
2
≤ I1 + I2 + I3 + εn−d2
where
I1 =
∫ δ0√n
−δ0
√
n
∣∣∣µω(e
itSωn√
n )− e− t
2Πω,n,2
2 (1 +Qω,n(t))
t
∣∣∣dt = o(n− d2 ),
I2 =
∫
δ0
√
n<|t|<Bnd2
∣∣∣µω(e
itSωn√
n )
t
∣∣∣dt and
I3 =
∫
|t|>√nδ0
e−
t2Πω,n,2
2
∣∣t−1(1 +Qω,n(t))∣∣dt.
We note that the polynomials Pω,k,n appearing in the definition of G depend on n.
Therefore, in principle, one cannot apply (4.1) directly. One can do it when G′ω,n
is uniformly bounded in n and limx→∞ supn≥1 |Gω,n(x)| = 0 (these conditions are
clearly satisfied in our circumstances). In (4.7) we have shown that I1 = o(n
− d2 ).
Since Πω,n,2 converges to σ
2 > 0 and the coefficients of all Aω,k’s in the definition
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of Qω,n are bounded in n, it follows that I3 = O(e−cn) for some c > 0. In order
to complete the proof of Theorem 2.5, it is sufficient to show that I2 = o(n
− d2 ).
Recall that
µω(e
itSωn ) = µθnω(Aω,nit 1)
for any t ∈ R. In the case when d = 1, using Assumption 2.3 with r = d2 and the
compact set J = {t ∈ R : δ0 ≤ |t| ≤ B} we obtain that
I2 ≤ 1√
nδ0
sup
t∈J
‖Aω,nit ‖1 = O(n−
d
2 )
for some c > 0, which completes the proof of Theorem 2.5 (i). When d > 1, in
order to complete the proof of Theorem 2.5 (ii), it remains to show that, P -a.s. for
any sufficiently large C > 0
∫
C
√
n<|t|<Bnd2
∣∣∣µω(e
itSωn√
n )
t
∣∣∣dt = o(n− d2 ).
This follows from the following lemma, together with the estimate |µω(eitSωn )| ≤
‖Aω,nit ‖2, where ‖ · ‖2 is the norm specified in Assumption 2.4.
4.1. Lemma. Suppose that Assumption 2.4 holds true with r = d2 and that
(Ω,F , P, θ) is ergodic. Then for any q > 0 there exist positive constants K,D
and L so that P -a.s. for any sufficiently large n, and t such that K ≤ |t| ≤ Dnr,
‖Aω,nit ‖2 ≤ LRωn−q
where Rω is the random variable specified in Assumption 2.4.
Proof. Set r = d2 > 0 let Kω, Dω, Cω, r2(ω), Rω and N(ω) be the random variables
specified in Assumption 2.4 with this specific r. Let K,D, r2, C and N be positive
numbers so that the set
Γ = {ω ∈ Ω : Kω ≤ K, Dω ≥ D, r2(ω) ≥ r2, Cω ≤ C and N(ω) ≤ N}
has positive probability. Set p0 = P (Γ). By Birkhoff’s ergodic theorem and Kac’s
lemma applied with the transformation induced on Γ by θ, we obtain that P -a.s.
there exists a sequence m1 < m2 < m3 < ... of positive integers so that
θmiω ∈ Γ for all i′s and lim
k→∞
mk
k
=
1
p0
.
It follows that for any 0 < a < b < 1 and a sufficiently large n there exists an
index k = kω,n,a,b so that an < mk < bn. Indeed, let 1 > ε > 0. Then for any
sufficiently large k we have 1−εp0 k < mk <
1+ε
p0
k. Suppose that ε is sufficiently small
and let δ > 0 be so that ap0 < δ(1− ε) < δ(1 + ε) < bp0. Let (kn)∞n=1 be a strictly
increasing sequence of positive integers so that kn/n converges to δ as n → ∞.
Then for any sufficiently large n we have
an <
1− ε
p0
kn < mkn <
1 + ε
p0
kn < bn.
Next, let q > 0 and let m be a positive integer such that mr2 > r + q. For any
sufficiently large n we can find k1(n), k2(n), ..., km(n) so that for each i,
( i∑
j=1
2−j + 2−i−2
)
n > mki(n) >
( i∑
j=1
2−j
)
n.
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Set ωi = θ
miω, ∆i(n) = ki+1(n) − ki(n), i = 1, 2, ...,m− 2, ∆0(n) = k1(n) −m1,
∆m−1(n) = n− km−1(n) and k0(n) = 1. Then there exists a constant c > 0 which
depends only on m so that
∆i(n) ≥ cn for any i = 0, 1, ...,m− 1.
Now, P -a.s for any large enough n we can write for all t’s,
Aω,nit = A
ωkm−1(n),∆m−1(n)
it ◦ · · · ◦ A
ωk1(n),∆1(n)
it ◦ A
ωkn(0),∆0(n)
it ◦ Aω,m1it .
If K ≤ |t| ≤ Dnd then, since ωi ∈ Γ for all i’s, for any sufficiently large n and
0 ≤ i ≤ m− 1 we have
‖Aωki(n),∆i(n)it ‖2 ≤ C
(
∆i(n)
)−r2 ≤ Cc−r2n−r2 .
By Assumption 2.4 we have ‖Aω,m1it ‖2 ≤ Rω(1+ |t|) which is less than Rω(1+Dnr)
for t’s in the above range. We conclude from submultiplicity of norms of operators
that P -a.s. for any sufficiently large n and t so that K ≤ |t| ≤ Dnr we have
‖Aω,nit ‖2 ≤ Cmc−mr2(1 +D)Rωn−mr2+r ≤ Cmc−mr2(1 +D)Rωn−q := LRωn−q
and the proof of the lemma is complete. 
Now we will explain how to derive Theorem 2.5 (iii). It follows from the definition
of the Pω,n,k’s that their coefficients are algebraic combinations of the derivatives
at z = 0 of the functions µω(hω(z)) and n
−1∑n−1
j=0 Πθjω(z). Since the derivatives
of these functions 0 are uniformly bounded in ω and n (when ω ranges over a set
of full probability), these coefficient are uniformly bounded in ω and n, and the
coefficients of Pθ−nω,n,k converge P -a.s. and in L
p for any p ∈ [1,∞). When (3.9)
holds true then all the coefficients of the polynomials Pθ−nω,n,k, k = 1, 2, ... converge
towards their limits with rate of order n−
1
2 lnn.
5. Examples
5.1. Transfer operators. Let (Ω,F , P, θ), (X , ρ) and Eω be as described at the
beginning of Section 2, and let {Tω : Eω → Eθω, ω ∈ Ω} be a collection of continuous
surjective maps between the metric spaces Eω and Eθω, so that the map (ω, x) →
Tωx is measurable with respect to the σ-algebra P which is the restriction of F ×B
on E . Consider the skew product transformation T : E → E given by
(5.1) T (ω, x) = (θω, Tωx).
For any ω ∈ Ω and n ∈ N consider the n-th step iterates T nω given by
(5.2) T nω = Tθn−1ω ◦ · · · ◦ Tθω ◦ Tω : Eω → Eθnω.
Our additional requirements concerning the family of maps {Tω : ω ∈ Ω} are
collected in the following assumptions which are similar to [24].
5.1. Assumption (Topological exactness). There exist a constant ξ > 0 and a
random variable nω ∈ N such that P -a.s.,
(5.3) T nωω (Bω(x, ξ)) = Eθnωω for any x ∈ Eω
where for any ω ∈ Ω, x ∈ Eω and r > 0, Bω(x, r) denotes a ball in Eω around x
with radius r.
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5.2. Assumption (The pairing property). There exist random variables γω > 1
and Dω ∈ N such that P -a.s. for any x, x′ ∈ Eθω with ρ(x, x′) < ξ we can write
(5.4) T−1ω {x} = {y1, ...., yk} and T−1ω {x′} = {y′1, ..., y′k}
where ξ is specified in Assumption 5.1,
k = kω,x = |T−1ω {x}| ≤ Dω
and
(5.5) ρ(yi, y
′
i) ≤ (γω)−1ρ(x, x′)
for any 1 ≤ i ≤ k.
According to Lemma 4.11 in [24] (applied with r = ξ), there exists an integer
valued random variable Lω ≥ 1 and F -measurable functions ω → xω,i ∈ X , i =
1, 2, 3, ... so that xω,i ∈ Eω for each i and
Lω⋃
k=1
Bω(xω,k, ξ) = Eω, P -a.s.(5.6)
Note that Lω is constant in ω when Eω does not depend on ω (i.e. when E = Ω×Y
for an appropriate Y ⊂ X ).
Next, for any g : E → C and ω ∈ Ω consider the function gω : Eω → C given by
gω(x) = g(ω, x). Let φ, u : E → R be measurable functions so that for P -a.a. ω
the functions φω and uω are Ho¨lder continuous with exponent α ∈ (0, 1] which is
independent of ω. Let z ∈ C and consider the transfer operators Lωz , ω ∈ Ω which
map functions on Eω to functions on Eθω by the formula
Lωz g(x) =
∑
y∈T−1ω {x}
eφω(y)+zuω(y)g(y).(5.7)
Note that under Assumption 5.2 the operators Lωz , z ∈ C are well defined and
since φω and uω are Ho¨lder continuous they map a continuous function on Eω to
a continuous function on Eθω. For any n ∈ N and z ∈ C consider the n-th step
iterates Lω,nz of the transfer operator given by
(5.8) Lω,nz = Lθ
n−1ω
z ◦ · · · ◦ Lθωz ◦ Lωz .
Then
(5.9) Lω,nz g(x) =
∑
y∈(Tnω )−1{x}
eS
ω
nφ(y)+zS
ω
nu(y)g(y)
where Sωnψ =
∑n−1
i=0 ψθiω ◦ T iω for any function ψ : E → C, ω ∈ Ω and n ≥ 1.
Consider now the (global) transfer operator Lz acting on functions g : E → C by
the formula
(5.10)
Lzg(s) =
∑
s′∈T−1{s}=(θ−1ω,y)
eφθ−1ω(y)+zuθ−1ω(y)g(s′) = Lθ−1ωz gθ−1ω(x), s = (ω, x),
namely Lz is generated by the skew product map T and the function φ+ zu. Next,
let g : E → C be a measurable function. Let α as described before (5.7) and set
vα,ξ(gω) = inf{R : |gω(x) − gω(x′)| ≤ Rρα(x, x′) if ρ(x, x′) < ξ}
and ‖gω‖1 = ‖gω‖α,ξ = ‖gω‖∞ + vα,ξ(gω)
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where ‖ · ‖∞ is the supremum norm and ρα(x, x′) =
(
ρ(x, x′)
)α
. These norms are
F -measurable as a consequence of Lemma 5.1.3 in [12]. We denote by Hωα,ξ = Hω1
the space of all functions f : Eω → C so that ‖f‖α,ξ <∞.
Our additional requirements from Tω, φω and uω are specified in the following
5.3. Assumption. (i) The random variables nω, Dω, Lω are bounded and γω − 1
is bounded from below by some positive constant.
(ii) The transfer operators Lz, z ∈ C map measurable functions on E to measur-
able functions on E .
(iii) For P -a.a. ω we have φω , uω ∈ Hα,ξω and the random variables ‖φω‖α,ξ and
‖uω‖α,ξ are bounded.
Under this assumption Lω,nz (Hα,ξω ) ⊂ Hα,ξθnω and the corresponding operator norm
satisfies ‖Lω,nit ‖α,ξ ≤ B(1+ |t|) where B is some constant (see Lemma 5.6.1 in [12]).
5.1.1. Asymptotic moments: verification of Assumption 2.1. In the circumstances
described above, the random complex RPF theorem from Chapter 5 of [12] holds
true, namely there exists r > 0 and random triplets consisting of a nonzero complex
number λω(z) a function hω(z) ∈ Hα,ξω and a continuous linear functional νω(z)
on Hα,ξω , where |z| < r, so that νω(z)1 = 1,
(5.11)
Lωz hω(z) = λω(z)hθω(z), (Lωz )∗νθω(z) = λω(z)νω(z) and νω(z)hω(z) = 1
where 1 is the function taking the constant value 1. This triplet is both measurable
in ω and analytic in z, and when z = t is real, hω(t) > 0, λω(t) > 0 and νω(t) is
a probability measure. Moreover, the (Gibbs) measure µω = hω(0)νω(0) satisfies
(Tω)∗µω = µθω, or, equivalently, µ(0) =
∫
Ω
µωdP (ω) is T -invariant. Consider
now the transfer operator operator Aωz generated by the map Tω and the function
φ˜ω + zuω, where φ˜ω = φω + lnhω(0) − lnhθω(0) ◦ Tω − lnλω(0). Then Aωz 1 = 1,
Aω,nz (Hα,ξω ) ⊂ Hα,ξθnω and Aωz also satisfies the random complex RPF theorem. More
precisely, Assumption 2.3 is satisfied with the norm ‖ · ‖1 = ‖ · ‖α,ξ and triplets
(λω(z), hω(z), νω(z)) which also satisfy λω(0) = 1 ,hω(0) ≡ 1 and νω(0) = µω.
Since ‖Aω,nit 1‖α,ξ ≤ C‖Lω,nit 1‖α,ξ for some constant C > 0 (see [12], Ch. 5), it is
sufficient to show that Lωit satisfy Assumption 2.3 with the above norm. Observe
that
µω(e
itSωnu) = µθnω(Aω,nit 1).
Henceforth, we will always assume that µω(uω) = 0 for P -a.a. ω, which, due to
T -invariance of µ(0), implies that µω(S
ω
nu) = 0 for each n ≥ 1. This is not really
a restriction since we can always replace uω by uω −
∫
uω(x)dµ(0)(x).
5.1.2. Edgeworth expansions of order 3: verification of Assumption 2.3. The first
part of Assumption 2.3 is satisfied due to the random Lasota-Yorke type inequality
stated in Lemma 5.6.1 in [12], applied with Aωz in place of Lωz .
Next, will assume that function Sω0n0u is non-arithmetic (aperiodic) with respect
to the map T n0ω0 in the classical sense of [17], namely if for any t ∈ R \ {0} there
exist no nonzero g ∈ Hα,ξω0 and λ ∈ C, |λ| = 1 such that
(5.12) eitS
ω0
n0
ug = λg ◦ T n0ω0 .
In the above non-arithmetic case, under the following assumption we showed in
Chapter 7 of [12] that the rest of Assumption 2.3 holds true for the operators Lωz .
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5.4. Assumption. (i) The space Ω is a topological space, F is the corresponding
Borel σ-algebra, (Ω,F , P, θ) is ergodic and θ has a periodic point, namely there exist
ω0 ∈ Ω and n0 ∈ N so that θn0ω0 = ω0. Moreover, P (U) > 0 for any open set U
which intersects the (finite) θ-orbit of ω0 and the spaces Eω are locally independent
of ω around the points θjω0, 0 ≤ j < n0.
(ii) The map θ is continuous at the points ω0, θω0, ..., θ
n0−1ω0, where ω0 and
n0 come from (i), and for any compact set J ⊂ R \ {0} the maps ω → Lωit are
uniformly continuous (with respect to the operator norm ‖ · ‖α,ξ) at the points
θjω0, 0 ≤ j < n0 when t ranges over J .
Note that under Assumption 5.4 we showed in [12] that, in fact, for any compact
set J ⊂ R \ {0}, P -.a.s for any n ≥ 1 we have
sup
t∈J
‖Aω,nit ‖1 ≤ c−dωnω
for some random variables cω, dω > 0. In Chapter 7 of [12] we stated that As-
sumption 5.4 holds true assuming that P (U) > 0 for any open set U , but in the
proof we only relied on that such probabilities are positive for U ’s which intersect
the orbit {ω0, θω0, ..., θn0−1ω0}. The condition about continuity of ω → Lωit holds
true, for instance, when the maps ω → φω, uω ∈ Hα,ξω are continuous at the points
θjω0, 0 ≤ j < n0 and ω → Tω is either locally constant there or is continuous at
these points with respect to an appropriate topology.
5.1.3. Edgeworth expansions of high orders: verification of Assumption 2.4. Now
we will explain in which circumstances Assumption 2.4 is satisfied with any r.
We first recall the following results from [3]. Let Lb be the deteministic transfer
operators from [3] which is generated by two piecewise smooth expanding functions
f : T→ T and τ : T→ T and is given by the formula
Lbh(x) =
∑
y∈f−1{x}
|f ′(y)|−1h(y)eibτ(y).
Let ‖ · ‖2 = ‖ · ‖BV = ‖ · ‖L1(T) +Var(·) be the norm in the space of functions with
bounded variation. When τ is not cohomologous to a piecewise constant function
(with respect to the base map f , see [3]), then by Proposition 1 in [3], there exist
positive constants b0, ρ and γ2 such that
(5.13) ‖L n(b)b ‖(b) ≤ e−n(b)γ2 for any |b| ≥ b0, n(b) := [ρ ln |b|]
where ‖h‖(b) = (1+ |b|)−1‖h‖BV+
∫
T
|h(x)|dx. In [22] the authors showed that this
implies that Assumption 2.4 holds true in this deterministic case.
Next, we assume that Eω = T = [0, 1) for any ω and that, in addition to the
requirements at the beginning of Section 5.1, the functions Tω and uω are piecewise
smooth expanding functions and that uω takes values in T. Then Assumptions
2.1 holds true. In order to keep our notations in line with the ones in [3], we set
fω = Tω and τω = uω. We also set φω = − ln |f ′ω|. We assume here that there exists
no random family ηω of functions ηω : T→ T so that τω− ηθω ◦ fω+ ηω is piecewise
constant (P -a.s.). Then, when (Ω,F , P, θ) is ergodic, appropriate quenched version
of Proposition 1 in [3] holds true when we replace fn and
∑n−1
j=0 τ ◦ f j with fnω :=
fθn−1ω ◦ fθn−2ω ◦ · · · ◦ fω and
∑n−1
j=0 τθjω ◦ f jω, respectively, when all the conditions
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in [3] hold true uniformly in ω in the following sense: there exist random variables
ρω, γ2(ω), bω > 0 so that P -a.s., for any b ∈ R,
(5.14) ‖Lω,nω(b)ib ‖(b) ≤ e−nω(b)γ2(ω) for any |b| ≥ bω, nω(b) := [ρω ln |b|].
Before explaining how the proof of (5.14) differs from the proof of (5.13), we
will rely on (5.14) in order to show that Assumption 2.4 holds true. Indeed, let
b0, ρ1, ρ2, γ2 > 0 be so that
P{ω : ρ1 ≤ ρω ≤ ρ2, γ2(ω) ≥ γ2 and bω ≤ b0} := a > 0.
Then by ergodicity of (Ω,F , P, θ), for P -almost any ω there exists a sequence of
positive integers n1 < n2 < n3 < ... so that for each i,
ρ1 ≤ ρθniω ≤ ρ2, bθniω ≤ b0 and γ2(θniω) ≥ γ2
and limk→∞ k−1nk = a−1. It follows that for any c > 0 there exists a constant
c1 > 0 so that for any sufficiently large n, there are indexes i1 < i2 < ... < is,
s = sn = [c1
n
lnn ], ij = ij(n) with the property that nij + c lnn < nij+1 < n− c lnn
for any j = 1, 2, ..., s− 1. In fact, since n−1{max k : nk ≤ n} converges as n → ∞
to a, we can always take i1 = 1, is <
n
2 − c lnn and c1 = a4(c+1) .
Next, it follows exactly as in Lemma 2 in [3] that ‖Lω,nib ‖(b) ≤ C for any b and n,
where C ≥ 1 is some constant (in fact, it is possible to take C = 1, but it does not
matter for our purpose). Let d > 0 and let b1 > max(b0, 1) be so that b
1
2 ρ1γ2
1 > 2C.
Then for any real b so that b1 ≤ |b| ≤ nd we have ρ2 ln |b| ≤ ρ2d ln := c lnn. Let
c1 and i1 < i2 < ... < is (for a sufficiently large n) be as describe in the previous
paragraph with c = ρ2d. For n large enough, set
ωj = ωj(n) = θ
nij ω, mj(b) = [ρωj ln |b|], dj(b) = dj(b, n) = nij+1 − nij −mj(b),
where ns+1 := n, and ω
′
j(b) = ω
′
j(b, n) = θ
[ρωj ln |b|]ωj .
By writing
Lω,nib = Lω
′
s(b),ds(b)
it ◦ Lωs,ms(b)ib ◦ · · · ◦ Lω2,m2(b)ib ◦ Lω
′
1(b),dj(b)
ib ◦ Lω1,m1(b)ib ◦ L
ω,ni1
ib
and using submultiplicativity of norms of operators, we deduce that P -a.s. for any
sufficiently large n and real b so that b1 ≤ |b| ≤ nd we have
‖Lω,nib ‖(b) ≤ C1+
c1n
lnn e−
1
2 c1ρ1γ2 ln |b| nlnn = C
(|b| 12ρ1γ2C−1)− c1nlnn ≤ C2− c1nlnn
which implies that (2.2) from Assumption 2.4 holds true with d1 = d and Kω = b1
(since |b| ≤ nd ≤ 22d lnn).
Now we will explain the differences between the derivations of (5.13) and (5.14),
and show that a random variable Rω with the properties required in Assumption 2.4
exists. First, in the above circumstances by Theorem 2.2 in [20] we have λω(0) = 1
and νω(0) = Lebesgue. By taking α = 1, the arguments in Chapter 5 of [12] show
that ‖hω(0)‖BV and ‖1/hω(0)‖BV are both bounded random variables. Therefore,
in order to show that Assumption 2.4 hold true with the operators Aω,nit , it is
sufficient to show that it holds true with the operators Lω,nit (and the norm ‖ · ‖2 =
‖ · ‖BV). Let Λ and λ˜ > 1 be positive constants so that P -a.s.
Λ ≥ sup |f ′ω| ≥ inf |f ′ω| ≥ λ˜.
Then all the arguments in the proofs in Section 2 of [3] proceed similarly with
the transfer operators Lω,nib in place of L nib , since they only rely on the expansion
properties of f and τ . In particular, ‖Lω,nit ‖BV ≤ R(1+|t|) for some constantR > 0.
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Moreover, it is possible to construct partitions Ωn = Ω
ω
n , n ≥ 0 almost exactly as
in [3] (see the paragraph preceding Lemma 4 in [3]), which in our case will also
depend on ω: their recursive construction in our nondeterministic setup proceeds
exactly as in [3], expect that in the n-th step of the construction we consider the
function fθnω in place of f . The estimates derived in Lemma 4 in [3] from there
hold true also for the Ωωn ’s, and the proof goes exactly in the same way as in [3].
Now we will explain how to generalize the ideas from Section 3 in [3] to our
non-deterministic setting. Set Fω(x, u) = (fω(x), u + τω(x)), where x, y ∈ T. Then
Fnω (x, u) := Fθn−1ω ◦ Fθn−2ω ◦ · · · ◦ Fω(x, u) =
(
fnω (x), u +
n−1∑
j=0
τθjω ◦ f jω(x)
)
and the differential DFω(x, u) of Fω depends only on x. The fact that fω and τω
are expanding uniformly in ω implies the cones K = {(α, β) : |β||α|−1 ≤ C1} are
invariant under each DFω . Here C1 is a constant so that P -a.s.,
C1 ≥ sup |τ ′ω|(λ˜− 1)−1.
Thus, the notation of transversality from Section 3 in [3] is naturally extended
to our setup, using DFnω (x) in place of the differential of F
n(x, u) =
(
fn(x), u +∑n−1
j=0 τ ◦ f j(x)
)
. That is, for any y ∈ T, we will say that x1, x2 ∈ (fnω )−1{y} are
transversal if DFnω (x1)K
⋂
DFnω (x2)K = {0}. Set Jω,n = |(fnω )′|−1, and define the
quantity ϕω(n) by
ϕω(n) = sup
y∈T
sup
x1∈(fnω )−1{y}
∑
x2∈Aω(x1,n,y)
Jω,n(x2)
where Aω(x1, n, y) is the set of all preimages of y by f
n
ω which are not transversal
to x1. We also define the quantity ϕ˜ω(n) by
ϕ˜ω(n) = sup
y
sup
L
∑
x∈(fnω )−1{y}
L⊂DFnω (x)K
Jω,n(x)
hω(x)
hθnω(y)
where L ⊂ R2 is a line which passes through the origin and hω = hω(0) is the
random function from the RPF triplet, i.e. the one satsifying that Lω0hω = hθω
(recall that λω(0) = 1). Note that (see Chapter 5 in [12]) the function hω is strictly
positive and is bounded and bounded away from 0 uniformly in ω. Then ϕ˜ω(n) ≤ 1
and it satisfies that
ϕ˜ω(n+m) ≤ ϕ˜ω(n) · ϕ˜θnω(m).
By Kingman’s subadditive ergodic theorem, the limit limn→∞(ϕ˜ω(n))
1
n exists, P -
a.s., and it does not depend on ω. When this limit equals 1 then, by considering the
subadditive sequence gn =
∫
ln ϕ˜ω(n)dP (ω), it follows that ϕ˜ω(n) = 1 for P -a.a. ω
and all n’s. Relying on this fact, the arguments from the proof of Lemma 7 in [3]
show that
lim sup
n→∞
ϕω(n) < 1 for P -a.a. ω
if there exists no random family ηω of functions ηω : T→ T so that τω−ηθω◦fω+ηω
is piecewise constant (P -a.s.). The rest of the derivation of (5.14) is done now as in
Section 4 of [3], relying on the uniform (in ω) expansion properties of the functions
fω and τω .
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5.5. Remark. The assumption that uω is continuous can be dropped since all the
results from [12] hold true also when uω is piecewise Ho¨lder continuous. We will
not present here all the details and instead refer the readers to Assumption 5.2.1
in [12], and to the results proceeding it.
5.1.4. Convergence rates towards the asymptotic moments. In the circumstances
of Section 3.1, the operator Aωz do not depend only on the 0-th coordinate even
when Lωz depends on it. Suppose that Eω = X does not depend on ω, that all the
maps Tω are non-singular with respect to some probability measure m on X so that
supp m = X , that φω = − ln
(d(Tω)∗m
dm
)
and that P -a.s. the map Tω preserves a
measure κ of the form κ = h¯m, where h¯ is some continuous nonnegative function
on X which does not depend on ω (such measures can be constructed as in [1], see
Section 2.2 in [14]). Then, as in Section 4.1 in [14], we have λω(0) = 1, µω = κ and
hω = h¯. Therefore, in these circumstances Aωz , depends only on the first coordinate
if and only if Lωz depends only on this coordinate (the last condition holds true when
φω, uω and Tω depend only on the 0-th coordinate).
5.2. Markov chains with transition densities. For any ω ∈ Ω denote by Bω =
Hω1 the Banach space of all bounded Borel functions g : Eω → C together with the
supremum norm ‖ · ‖∞. For any g : E → C consider the functions gω : Eω → C
given by gω(x) = g(ω, x). Then by Lemma 5.1.3 in [12], the norm ω → ‖gω‖∞ is a
F -measurable function of ω, for any measurable g : E → C.
Let rω = rω(x, y) : Eω × Eθω → [0,∞), ω ∈ Ω be a family of integrable in y
Borel measurable functions, mω, ω ∈ Ω be a family of Borel probability measures
on Eω and u : E → R be a measurable function so that uω ∈ Bω, P -a.s. and
that the random variable sup |uω| = ‖uω‖∞ is bounded. Consider the family of
random operators Rωz , z ∈ C which map (bounded) Borel functions g on Eθω to
Borel measurable functions on Eω by the formula
(5.15) Rωz g(x) =
∫
Eθω
rω(x, y)e
zuθω(y)g(y)dmθω(y).
We will assume that Rω0 are Markov operators, namely that R
ω
0 1 = 1 where 1 is
the function which takes the constant value 1 on Eθω. Observe that
‖Rω0 ‖∞ := sup
g∈Bθω :‖g‖∞≤1
‖Rω0 g‖∞ = ‖Rω0 1‖∞
and therefore for P -a.a. ω we have ‖Rωz ‖∞ < ∞ for any z ∈ C, namely, Rωz is a
continuous linear operator between the Banach spaces Bθω and Bω.
5.6. Assumption. The maps ω → ∫Eω gω(x)dmθω(x) and (ω, x) → Rω0 gθω(x),
(ω, x) ∈ E are measurable for any bounded measurable function g : E → C.
For any ω ∈ Ω, n ∈ N and z ∈ C consider the n-th order iterates Rω,nz : Bθnω →
Bω given by
(5.16) Rω,nz = R
ω
z ◦Rθωz ◦ · · · ◦Rθ
n−1ω
z .
Then we can write
Rω,n0 g(x) =
∫
Eθnω
rω(n, x, y)g(y)dmθnω(y)
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for some family rω(n, ·, ·) = rω(n, x, y) : Eω×Eθnω → [0,∞) of integrable in y Borel
measurable functions. We will assume that the following random version of the two
sided Doeblin condition holds true.
5.7. Assumption. There exist a bounded random variable jω ∈ N and 0 <
αm(ω) ≤ 1, m ∈ N such that P -a.s.,
(5.17) αm(ω) ≤ rω(m,x, y) ≤
(
αm(ω)
)−1
,
for any m ≥ jω , x ∈ Eω and y ∈ Eθmω. Moreover, let j0 be so that jω ≤ j0, P -a.s.
Then there exists α > 0 so that αn(ω) ≥ α for any j0 ≤ n ≤ 2j0.
Under the above assumptions, we showed in Chapter 6 of [12] that the family of
operatorsAωz = Rθ
−1ω
z satisfies Assumption 2.1 with the measure preserving system
(Ω,F , P, θ−1).
Set µω = νω(0), and let ξ
θnω
n , n ≥ 1 be the Markov chain with initial distribution
µω whose n-th step operator is given by R
ω,n
0 . Set
Sωn =
n−1∑
j=0
uθjω(ξ
θjω
j ).
Then,
EeitS
ω
n =
∫
µω(R
ω,n
it 1)dP (ω)
and therefore all the results stated in Section 2 hold true with the random variables
Sθ
−nω
n .
5.2.1. Edgeworth expansions of order 3: verification of Assumptions 2.3. Next, the
first part of Assumption 2.3 holds true since ‖Rωit‖∞ ≤ ‖Rω0 ‖∞ = 1. Let ω0 ∈ Ω and
n0 ∈ N be so that θn0ω0 = ω0. Suppose that for any t ∈ R \ {0} the spectral radius
of the operator Rω0,n0it is strictly less than 1. Then the second part Assumption
2.3 holds true when Assumption 5.4 is satisfied with Rωz in place of Lωz . Note that
Assumption 2.3 also holds true when Assumption 7.1.4 from [12] holds true and
the non-lattice conditions from there is satisfied.
5.2.2. Edgeworth expansions of high orders: verification of Assumptions 2.4. Next,
we will show that Assumption 2.4 with Hω2 = Bω holds true under the following
5.8. Assumption. The system (Ω,F , P, θ) is ergodic and the probability that
(5.18) lim sup
|t|→∞
‖Rω,2it ‖∞ < 1
is positive.
The following result is proved exactly as in [22].
5.9. Lemma. Let ω ∈ Ω and suppose that Eω = Eθω is a compact connected manifold
and that uθω and uθ2ω are piecewise smooth. Moreover, assume that jω = jθω = 1
and that the function (y1, y2)→ uθω(y1)+uθ2ω(y2) is not piecewise constant. Then
condition (5.18) holds true with the above ω.
Under Assumption 5.8, there exist ε0, r0 > 0 so that p0 = P (Γ0) > 0, where Γ0
is the set of all ω’s so that
sup
t:|t|≥r0
‖Rω,2it ‖∞ ≤ 1− ε0.
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Since θ is ergodic P -a.s. there exists a sequence n1 < n2 < n3 < ... of positive
integers so that
lim
k→∞
nk
k
=
1
p0
and θ−niω ∈ Γ0 ∀ i ∈ N.
Set mi = n2i, ωi = θ
−miω and write
Aθω,nit = Rθ
−n+1ω,n
it = R
θ−n+1ω
it ◦Rθ
−n+2ω
it ◦ · · · ◦Rωit
= R
θ2ωkn ,n−kn−2
it ◦Rωkn ,2it ◦ · · · ◦Rω2,2it ◦Rθ
2ω1,m2−m1−2
it R
ω1,2
it ◦Rθ
2ω2,m1−2
it
where kn = max{i : mi ≤ n− 3}. Since ‖Rωit‖∞ ≤ 1 and kn/n converges to 12p0 as
n → ∞, we obtain from submultiplicativity of norms of operators that P -a.s., for
any t ∈ R so that |t| ≥ r0 and any sufficiently large n,
‖Aω,nit ‖∞ ≤ (1− ε0)kn−2 ≤ (1− ε0)
1
4p0n
which implies that Assumption 2.4 holds true. We note that Assumption 2.4 also
holds true when appropriate random versions of conditions (C) and (Bk) from [26]
are satisfied (with positive probability).
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