Abstract. Several kinds of quantum pushdown automata have been proposed, and their computational power is investigated intensively. However, for some quantum pushdown automaton models, it is not known whether quantum models are at least as powerful as classical counterparts or not. This is due to the reversibility restriction. In this paper, we introduce a new quantum pushdown automaton model that has a garbage tape. This model can overcome the reversibility restriction by exploiting the garbage tape to store popped symbols. We show that the proposed model can simulate any quantum pushdown automaton with a classical stack as well as any probabilistic pushdown automaton. We also show that our model can solve a promise problem exactly while deterministic pushdown automata cannot. These results imply that our model is strictly more powerful than classical counterparts in the setting of exact, one-sided error and non-deterministic computation.
Introduction
One important question for quantum computing is whether a computational gap exists between models that are allowed to use quantum effects and models that are not. Several types of quantum computation models have been proposed, including quantum finite automata, quantum counter automata, and quantum pushdown automata. Quantum finite automata are the simplest model of quantum computation, and have been investigated intensively [1, 3, 4, 5, 6, 8, 13, 15, 18, 22, 23, 24] . Several quantum automata augmented with additional computational resources have also been proposed, including quantum counter automata and quantum pushdown automata. Quantum counter automata were first proposed in [14] . Comparison between 1-way quantum 1-counter automata and 1-way classical 1-counter automata is discussed in [7, 25] . Two-way quantum one-counter automata and 1-way quantum k-counter automata are investigated in [26] . Also in [19] , quantum multi-counter machines and quantum multi-stack machines are investigated in terms of simulation of quantum Turing machines.
It might be a surprising result that some of simple quantum computation models can be less powerful than classical counterparts [13, 25, 26] due to the reversibility restriction.
1 Thus, it is a natural question what kinds of restrictions make quantum models less powerful than classical counterparts, and what kinds of computational resources make quantum models more powerful. Motivated by those questions, quantum pushdown automata have been investigated. Quantum pushdown automata were first proposed in [15] , but their model is the generalized quantum pushdown automata whose evolution does not have to be unitary. Then Golovkins proposed quantum pushdown automata including unitarity criteria [12] , and he showed that quantum pushdown automata can recognize every regular language and some non-context-free languages. However, it is still open whether quantum pushdown automata are more powerful than probabilistic pushdown automata or not. In [16] , it is shown that a promise problem can be solved by a quantum pushdown automata exactly while it cannot be solved by deterministic pushdown automata. However, it is not known whether quantum pushdown automata can simulate any deterministic pushdown automaton or not. This is because quantum computation models must be reversible while pop operation deletes the stack-top symbol, which is not a reversible operation. In [17] , a quantum pushdown automaton model that has a classical stack is proposed, and it is shown that the model is strictly more powerful than classical counterparts in the setting of one-sided error as well as non-deterministic computation.
In this paper, we introduce a new model of quantum pushdown automata, called quantum pushdown automata with a garbage tape. This model has a garbage tape on which popped symbols are stored, and thus, we can pop the stack-top symbol preserving reversibility. The garbage tape is a write-only memory, and thus, classical pushdown automata cannot exploit it. A quantum computation model that has a write-only memory was proposed in [21] . The model uses a write-only memory in order to control interference between distinct computation paths. In our model, the write-only garbage tape is restricted to store popped symbols.
It is expected that investigating quantum pushdown automata reveals how last-in first-out manner of memory access affects (or limits) quantum computation. However, for this purpose, Golovkin's model [12] is too restrictive on pop operation, i.e., we can pop a stack-top symbol only if we can delete stack-top symbol preserving reversibility. Thus, we cannot identify from which the impossibilities come from, reversibility or last-in first-out manner of memory access. In contrast, our model is useful for this purpose since pop operations can always be executed preserving reversibility.
In this paper, we show that the proposed model can simulate any quantum pushdown automaton with a classical stack, which is proposed in [17] , as well as any classical pushdown automaton. It is known that quantum pushdown automata with a classical stack are strictly more powerful than classical counterparts in the setting of one-sided error and non-deterministic computation [17] . Thus, so is our model. We also show that our model can solve a promise problem exactly while deterministic pushdown automata cannot. This implies that our model is strictly more powerful than classical counterparts also in the setting of exact computation. It is a common technique to apply the pumping lemma (or Ogden's lemma [20] , which is a generalization of the pumping lemma) in order to show that a language is not context-free, i.e., pushdown automata cannot recognize the language. However, our problem is a promise problem. Thus, we cannot apply the pumping lemma to our case.
2 In [2] , the pumping lemma is proved through the analysis of pushdown automata. We modify their notion of full state, and use it to show the impossibility by directly analyzing time evolution of pushdown automata. This is a new technique to prove that a certain promise problem cannot be computed by pushdown automata. This paper is organized as follows: In Sect. 2, we define quantum pushdown automata with a garbage tape. In Sect. 3, we show how to simulate classical pushdown automata and quantum pushdown automata with a classical stack by quantum pushdown automata with a garbage tape. In Sect. 4, we show there is a promise problem that quantum pushdown automata with a garbage tape can solve while probabilistic pushdown automata cannot. In Sect. 5, we discuss comparison between quantum pushdown automata with and without a garbage tape.
Preliminaries
A quantum pushdown automaton with a garbage tape (QPAG) has an input tape, a stack and a garbage tape. A QPAG also has a finite state control. The input tape contains a classical input string, and its tape head is implemented by qubits that represent the position of the tape head. The stack and the garbage tape are implemented by qubits that represent contents of the stack and the garbage tape, respectively. The finite state control is also implemented by qubits that represents the current state. A QPAG reads the stack top symbol and the input symbol pointed by the input tape-head, and then evolves as follows: The tape head can move to the right or stay at the same position, the finite state control moves to the next state, and a stack symbol is pushed to the stack or popped from the stack. When we pop a symbol from the stack, the popped symbol is written on the garbage tape, moving the garbage tape head to the right. This allows a QPAG to pop the stack top symbol preserving reversibility. We define QPAGs formally as follows.
Definition 1. A quantum pushdown automaton with a garbage tape (QPAG) is defined as the following 7-tuple:
where Q is a set of states, Σ is a set of input symbols including the left and the right endmarkers {| c, $}, respectively, Γ is a set of stack symbols including the bottom symbol Z, δ is a quantum state transition function (δ : A configuration of a QPAG is (q, k, w s , w g ), where q ∈ Q is the current state of the finite state control, k is the position of the input tape head, and w s and w g are the strings on the stack and the garbage tape, respectively.
We encode a configuration of a QPAG in a quantum register. Thus, a basis state can be described as |q, k, w s , w g . For input word x (i.e., the string on an input tape between | c and $), we define the time evolution operator U x as follows:
where x(k) is the k-th input symbol of input x,
If U x is unitary (for any input word x), then the corresponding QPAG is well-formed. A well-formed QPAG is considered valid in terms of the quantum theory. We consider only well-formed QPAGs.
Let the initial quantum state and the initial position of the input tape head be q 0 and '0', respectively. We define |ψ 0 as |ψ 0 = |q 0 , 0, Z, ε . We also define E non , E acc and E rej as follows:
We define observable O as O = E non ⊕ E acc ⊕ E rej . For notational simplicity, we define the outcome of a measurement corresponding to E j as j for j ∈ {non, acc, rej}.
A QPAG computation proceeds as follows:
is measured with respect to O. Let |φ j be the projection of |ψ i+1 to E j . Then each outcome j is obtained with probability | |φ j | 2 . Note that this measurement causes |ψ i+1 to collapse to 1 ||φj | |φ j , where j is the obtained outcome.
(c) If the outcome of the measurement is acc or rej, the automaton outputs the measurement result and halts. Otherwise, go to (a).
Simulation of Classical PDAs and QCPDAs
In this section, we show that a QPAG can simulate any probabilistic pushdown automaton preserving acceptance probability (Theorem 1). For this purpose, we show that any probabilistic pushdown automaton can be made to be reversible using the garbage tape. This can be done by storing transition history in the garbage tape. We also show that a QPAG can simulate a quantum pushdown automaton with a classical stack (QCPDA) (Theorem 2). Although Theorem 2 is a generalization of Theorem 1 since QCPDAs can simulate any probabilistic pushdown automata [17] , we first show how to simulate probabilistic pushdown automata by QPAGs as a simpler case. We describe the definitions of probabilistic pushdown automata and QCPDAs in Appendix A and B, respectively, or readers may refer to [17] .
Then, there exists a QPAG M q such that for any input, the acceptance probability of M q is the same as that of M c .
(Proof) For a transition of M c from state q to q ′ moving the input tape head to D and pushing a symbol to the stack (or popping the stack-top symbol from the stack), we replace it with three successive transitions as follows: We label the original transition as tr. We add two new states q a and q b to Q and also add tr to Γ . Then, we replace tr with the transition from q to q a such that the stack operation and the direction of the input tape head is the same as tr, and the transition probability is also the same. We define the transition from q a to q b , whose probability is one, as a transition pushing the label tr to the stack, the input tape head staying at the same position. We also define the transition from q b to q ′ , whose probability is one, as a transition popping the label tr from the stack and moving it to the garbage tape. This makes M c reversible. Thus, it can be regarded as a special case of QPAGs.
⊓ ⊔ A quantum pushdown automaton with a classical stack(QCPDA) is a quantum pushdown automaton whose classical stack operations are determined by measurement results. We can use the garbage tape so that if we measure the garbage tape, the stack contents will be identical among all the basis states contained in the resulting superposition. Therefore, we can simulate a QCPDA by a QPAG.
Theorem 2. Let M qc = (Q, Σ, Γ, δ, q 0 , σ, Q acc , Q rej ) be a QCPDA. Then, there exists a QPAG M q such that for any input, the acceptance probability of M q is the same as that of M qc .
(Proof)
For a transition of M qc from state q to q ′ moving the input tape head to D, we construct the corresponding transitions of M q , which consist of three successive transitions, as follows: Note that the stack operation of M qc is determined solely by the state q ′ to which it transits, denoted by σ(q ′ ). We add two new states q a and q b to Q and also add σ(q ′ ) to Γ . Then, we replace the original transition with the transition from q to q a such that the stack operation is the same as the original transition (σ(q ′ )), the direction of the tape head is D and the transition probability is also the same. We define the transition from q a to q b , whose probability is one, as a transition pushing the label σ(q ′ ) to the stack, the input tape head staying at the same position. We also define the transition from q b to q ′ , whose probability is one, as a transition popping σ(q ′ ) from the stack and moving it to the garbage tape, the input tape head staying at the same position. This records the history of stack operations in the garbage tape. Thus, if the history of stack operations are different between two computation paths, they do not interfere with each other since the contents of the garbage tape are different. This means that if we measure the garbage tape, the contents of the stack are identical between any basis states contained in the resulting superposition at any moment of computation. In other words, if we trace out the garbage tape, then, the stack configuration is not in a superposition but in a classical mixture of basis states. Thus, it can be regarded as a classical stack, and the resulting QPAG M q simulates the original QCPDA M qc .
⊓ ⊔ It is known that QCPDAs can recognize a certain non-context-free language with one-sided error [17] . This means that QPAGs are strictly more powerful than classical pushdown automata in the setting of one-sided error as well as non-deterministic computation. We define a promise problem, Problem I, as follows:
⊓ ⊔
We show that QPAGs can solve Problem I exactly while deterministic pushdown automata cannot solve it. This result combined with Theorem 1 implies that QPAGs are strictly more powerful than classical pushdown automata in the setting of exact computation. 
(Proof)
We use the same technique as in Theorem 3.1 of [16] . We construct a QPAG,
, and run them in a superposition. It is straightforward to see that M 1 and M 2 can be implemented by reversible deterministic pushdown automata with a garbage tape, which is a special case of QPAGs, and we can construct M 1 and M 2 so that the contents of the garbage tape at the moment of reading the right-endmarker can be the same between the two automata. Then, we utilize the algorithm in [9] (the improved Deutsch-Joza algorithm [11] ) to compute the exclusive-or exactly using the two sub-automata as the oracle for Deutsch's problem [10] . We show the transition function of M in Appendix C.
⊓ ⊔ In the following, we show that no deterministic pushdown automata can solve Problem I.
Theorem 4. No deterministic pushdown automata can solve Problem I. ⊓ ⊔
We introduce several lemmas in order to prove Theorem 4. We divide w 1 into two segments w 1 = w 1L w 1R . Similarly, we divide w 2 and w 3 as w 2 = w 2L w 2R and w 3 = w 3L w 3R , respectively. In the following discussion, we assume that there exists a deterministic pushdown automaton that solves Problem I. Let h max (k) be the maximum height of the stack over all w 1 's at the moment of reading the k-th symbol of w 1 . Note that stack height can increase at most O(1) when reading each symbol 3 . Then, it is obvious that there is a constant, c, for which the following holds:
c n /(#states · n(n + 1)) , 3 Note that, on the other hand, stack height may decrease more than ω(1) when reading each input symbol.
where #states denotes the number of states of the finite state control, and n = |w 1 |. We fix such a constant c, and also fix the length of w 1L to be n/c. We say that pushdown automaton M is in a state-configuration of (q, a) if M is in the state q and the stack-top symbol is a. In other words, a stateconfiguration is a configuration of a pushdown automaton ignoring the position of the tape head and the stack contents except for the stack-top. The notion of a state-configuration is a modification of the notion of full state in [2] . Then, the following lemma holds. (Proof) We assume that stack height can be h 1 − ω(1)(= h ′ ), while reading the l-th symbol of w 1L w 1R for some l > |w 1L |. Then, there exists k < |w 1L | such that h(k) = h ′ , where h(k) denotes the height of the stack at the moment of reading the k-th symbol. If there are more than cn 2 of w 1R 's for some constant c for which stack height can be h ′ while reading the l-th symbol of w 1L w 1R for some l > |w 1L |, there exist two distinct w 1 1R , w 2 1R among such w 1R 's for which k is the same, l is the same and the state-configuration at the moment of reading the l-th symbol is also the same since the number of possible state-configurations is a constant. This means that for any completion of the rest of the input, both of w 1L w 1 1R and w 1L w 2 1R lead to the same answer. This is a contradiction. Thus, the number of such w 1R 's is less than cn 2 . ⊓ ⊔ We define a
+ , where x ∈ {a, b, c} and u(k) (resp. v(k)) represents the k-th symbol of u (resp. v). Let W L be a set of
Note that for any two distinct u, v ∈ W L, u ≤ v or v ≤ u. Then, we have the following lemma.
Lemma 2. There exists W L satisfying the following conditions:
-Any w ∈ W L leads to the same state-configuration, say C W L .
-Given a constant c, the stack contents between the top and the c-th from the top are the same among all w ∈ W L.
. . aaa, aaa . . . aab, aaa . . . abb, aaa . . . bbb, . . . , abb . . . bbb}). Then, there exists a constant fraction of W L ≤ , which is W L, satisfying the first and the second conditions of the lemma since the number of possible state-configurations is a constant and the number of possible stack contents between the top and the c-th from the top is also a constant. It is obvious that |W L| = Θ(n) since |W L ≤ | = |w 1L | = Θ(n). ⊓ ⊔ We consider the case that the following Condition I holds:
Condition I There exists w 1L ∈ W L and w 2L such that for at least 1/(n + 1) fraction of {w 1R }, stack height is less than log |Γ | (3 n−|w1L| /(#states · n(n + 1))) at the moment of reading the last symbol of w 1L w 1R w 2L .
⊓ ⊔
In this case, at the moment when stack height is less than log |Γ | (3 n−|w1L| / (#states · n(n + 1))), the number of possible configurations (including stack contents and the position of the input tape head) is less than 1 n+1 3 n−|w1L| , which means there exist at least two distinct partial inputs w 1L w 1R w 2L and w 1L w ′ 1R w 2L that have the same configuration (including stack contents and the position of an input tape head) since |{w 1R }| = 3 n−|w1L| . Thus both of w 1L w 1R w 2L and w 1L w ′ 1R w 2L lead to the same answer for any completion of the rest of the input. This is a contradiction.
Thus, we can say the negation of Condition I holds. In this case, given w 2 , at every step of processing w 2 , for at most 1/(n + 1) fraction of {w 1R }, stack height becomes less than log |Γ | (3 n−|w1L| /(#states·n(n+ 1))). Thus, for at most n/(n+ 1) fraction of {w 1R }, stack height becomes less than log |Γ | (3 n−|w1L| /(#states · n(n + 1))) while processing w 2 ; for at least 1/(n + 1) fraction of {w 1R }, stack height is always more than or equal to log |Γ | (3 n−|w1L| /(#states·n(n+ 1))) while processing w 2 . We consider the case that the following Condition II holds:
Condition II For any w 1L ∈ W L and w 2 , at least 1/(n + 1) fraction of {w 1R }, stack height is always greater than or equal to log |Γ | (3 n−|w1L| /(#states·n(n+1))) while processing w 2 .
⊓ ⊔
We define w 3L as the prefix of w 3 such that stack height is always higher than h 1 − O(1) when reading w 1R w 2 w 3L and it becomes h 1 when reading the last symbol of w 3L , where h 1 is as in Lemma 1. If stack height is always higher than h 1 when reading w 3 , we define w 3L = w 3 .
Lemma 3. We assume that there exists a deterministic pushdown automaton that solves Problem I. There exist w 1R , k (1 ≤ k ≤ n) and a set W 2 of w 2 's such that, starting from C W L , w 1R w 2 w 3L leads to the same state-configuration for all w 2 ∈ W 2 where w 3L = d k , stack height is always greater than or equal to
(Proof) Note that for each w 2 , there are more than 1 n+1 3 |w1R| of w 1R 's for which stack height is always greater than or equal to log |Γ | (3 n−|w1L| /(#states · n(n + 1))) while processing w 2 by Condition II. This means that for some w 1R , there are Ω( 1 n 3 n ) of w 2 's for which stack height is always greater than or equal to log |Γ | (3 n−|w1L| /(#states · n(n + 1))) while processing w 2 . By Lemma 1 and the fact that h 1 < log |Γ | (3 |w1R| /(#states·n(n+1))), the lemma follows immediately. ⊓ ⊔ We fix w 1R , k and W 2 as those in Lemma 3 in the following. For W L in Lemma 2, the following lemma holds. We assume that there exists a classical deterministic pushdown automaton that solves Problem I. Then, by Lemma 4, we have two input string, w a = w 1L w 1R w 2 w 3L and w b = w 1L w 1R w . Thus, one is YES and the other is NO for w a and w b . However, the configurations (including the contents of a stack and the position of an input tape head) at the moment of reading the last symbol of w 3L are the same between w a and w b if k = n. On the other hand, if k = n, the state-configuration at the moment of reading the last symbol of w a and w b are the same. Thus, both of w a and w b lead to the same answer. This is a contradiction.
⊓ ⊔ computation. In this section, we discuss comparison between quantum pushdown automata with and without a garbage tape. Our conjecture is that Problem I cannot be solved by quantum pushdown automata without a garbage tape, which is Golovkin's model [12] since it seems to be impossible to compute w 1 e ∼ w R 2 or w 1 e ∼ w R 3 without a garbage tape. On the other hand, in the QPAG model, popped symbols are always stored in the garbage tape. Thus, if the contents of the garbage tape are different between two computation paths, they no longer interfere with each other. In other words, only the two computation paths that have the same contents in the garbage tape can interfere with each other. This might make the QPAG model less powerful than Golovkin's model. Therefore, we conjecture that the class of languages recognized by the two models are incomparable. is α when reading input symbol a and stack symbol b. The configuration of the quantum portion of a QCPDA is a pair (q, k), where k is the position of the quantum head and q is in Q. It is obvious that the number of configurations of the quantum portion is n|Q|, where n is the input length. A superposition of the configurations of the quantum portion of a QCPDA is any element of l 2 (Q × Z Z n ) of unit length, where Z Z n = {0, 1, . . . , n − 1}. For each configuration, we define a column vector |q, k as follows:
-|q, k is an n|Q| × 1 column vector.
-The row corresponding to (q, k) is 1, and the other rows are 0.
For input word x (i.e., the string on the input tape between | c and $) and stack symbol a, we define a time evolution operator U x a as follows:
where x(k) is the k-th input symbol of input x. If U x a is unitary (for any a ∈ Γ and for any input word x), that is, U x a U x † a = U x † a U x a = I, where U x † a is the transpose conjugate of U x a , then the corresponding QCPDA is well-formed. A well-formed QCPDA is considered valid in terms of the quantum theory. We consider only well-formed QCPDAs.
We describe how the quantum portion and the classical stack of a QCPDA work in the following.
Let the initial quantum state and the initial position of the head be q 0 and '0', respectively. We define |ψ 0 as |ψ 0 = |q 0 , 0 . We also define E w , E acc and E rej as follows:
E w = span{|q, k |σ(q) = w}, E acc = span{|q, k |q ∈ Q acc }, E rej = span{|q, k |q ∈ Q rej }.
We define observable O as O = ⊕ j E j , where j is 'acc', 'rej' or w ∈ G ∪ {ε, pop}. For notational simplicity, we define the outcome of a measurement corresponding to E j as j.
A QCPDA computation proceeds as follows: For input word x, the quantum portion works as follows:
(a) U x a is applied to |ψ i . Let |ψ i+1 = U x a |ψ i , where a is the stack top symbol. (b) |ψ i+1 is measured with respect to the observable O = ⊕ j E j . Let |φ j be the projection of |ψ i+1 to E j . Then each outcome j is obtained with probability | |φ j | 2 . Note that this measurement causes |ψ i+1 to collapse to 1 ||φj | |φ j , where j is the obtained outcome. Then go to (c).
The classical stack works as follows:
(c) Let the outcome of the measurement be j. If j is 'acc' (resp. 'rej') then it outputs 'accept' (resp. 'reject'), and the computation halts. If j is 'ε', then the stack is unchanged. If j is 'pop', then the stack top symbol is popped. Otherwise (j is a word in G in this case), word j is pushed. Then, go to (a) and repeat.
