This paper presents results that demonstrate functional similarities in subjects' access to spatial knowledge (or spatial representation) between real and virtual environments. Such representations are important components of the transfer of reasoning ability and knowledge between these two environments. In particular, we present two experiments aimed at investigating similarities in spatial knowledge derived from exploring on foot both physical environments and virtual environments presented through a head-mounted display. In the first experiment, subjects were asked to learn the locations of target objects in the real or virtual environment and then rotate the perspective by either physically locomoting to a new facing direction or imagining moving. The latencies and errors were generally worse after imagining locomoting and for greater degrees of rotation in perspective; they did not differ significantly across knowledge derived from exploring the physical versus virtual environments. In the second experiment, subjects were asked to imagine simple rotations versus simple translations in perspective. The errors and latencies indicated that the to-be-imagined disparity was linearly related after learning the physical and virtual environment. These results demonstrate functional similarities in access to knowledge of new perspective when it is learned by exploring physical environments and virtual renderings of the same environment. Williams, B., Narasimhan, G., Westerman, C., Rieser, J., and Bodenheimer, B. 2007. Functional similarities in spatial representations between real and virtual environments. ACM Trans.
INTRODUCTION
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To illustrate these similarities, note that after exploring and learning about physical environments, people can judge the perspectives available at various locations within the familiar place, even if the perspective is one that they have never directly experienced [Rieser et al. 1994] . Consider three conditions that influence the relative ease of such judgments. First, judging new perspectives is done more effectively when people physically locomote as if moving to the new perspective. This situation occurs when people close their eyes and locomote relative to their actual remembered surroundings [Loomis et al. 1999b; Rieser et al. 1986b] . In addition, when people stand in one place and pretend to be somewhere else, they are able to imagine new perspectives [Rieser et al. 1994; May 1996; 2004] . Second, people find it easier to judge changes in perspective when the geometry of the change is a translation rather than a rotation [Rieser 1989; Presson and Montello 1994; Philbeck et al. 2001] . Third, the difficulty of making a perspective change is a monotonic function of the degree of disparity between the original perspective and the to-be-judged perspective [Rieser 1989; May 2004] . By disparity we mean the difference in direction between targets from the new, to-be-judged point of observation and the one from which they were originally learned, a measure discussed further in Section 2.
Two experiments are reported here in which subjects were asked to judge new perspectives across variations in locomotion mode (physical or imagined), geometry of perspective change (translation or rotation), and amount of disparity. In both experiments, subjects learned a novel environment by freely exploring it in each of two visual input conditions: in one, people viewed their actual physical surroundings and, in the other, they viewed a graphically rendered simulation of the same surroundings presented over a head-mounted display (HMD). The purpose of the experiments was to investigate the functional similarity of the representations derived from viewing the physical and the virtual environment.
By functional similarity, we mean similarities or differences in performance when judging new perspectives based on the locomotion mode, the geometry of the perspective change, and the amount of disparity. These judgments were assessed by measuring the errors and latencies (time to complete the task) of the perspective changes. Both measures are free to vary in our experiments and both provide a measure of subjects' access to their spatial knowledge gained through one of the visual input modes.
The immersive qualities of virtual environments are getting better and, ultimately, we expect there to be no significant differences in operating on knowledge gained by exploring and learning about physical environments and their virtual renderings (immersion is a concept difficult to define, but see Witmer and Sadowski [1998] ). However, current HMD technology (the limits of our particular HMD are discussed in Section 4.1.2) is limited in expressing rich visual representations. For example, several groups have reported inaccuracies of judging distances in immersive environments [Loomis and Knapp 2003; Thompson et al. 2004; Willemsen and Gooch 2002; Witmer and Sadowski 1998] . A number of factors may contribute to this discrepancy, such as the limited field-of-view (FOV), spatial resolution, subtle errors in rendering, and the weight of the HMD.
Thus, we expect performance judging perspectives after exploring the virtual environment over the HMD to be less accurate or slower to process than after viewing the physical environment. Hence, a significant or not significant effect of the visual input type on these experiments is interesting, and potentially indicates the quality of immersion, but is not the primary goal of our work. Instead, an analysis of functional similarities involves determining whether the conditions that influence responses from representations learned while viewing the physical environment have similar influence on responses from representations learned while viewing virtual environments. This paper is organized as follows. Section 2 discusses related work and places the present work in context. The research in this paper consisted of two main experiments and the scope and design of these experiments is explained in Section 3. The first experiment is described and its results reported in Section 4; the second is described and results reported in Section 5. We assess the impact of these experiments in Section 6.
BACKGROUND
Studies on human behavior [Loomis et al. 1999a; Plumert et al. 2004] can be conducted in virtual environments. This paper examines imagined and physical rotation in real and virtual environments. Many studies [Easton and Sholl 1995; Farrell and Robertson 1998; May 1996; Presson and Montello 1994; Rieser 1989; Rieser et al. 1986a; Wraga 2003 ] have shown that updating spatial orientation is much harder with imagined movement than physical locomotion. In Rieser [1989] , subjects were asked to point to a target after imagining facing an object and after physical locomotion to an object. The study showed that performance was slower for imagined rotations than physical rotations and the response latency for the imagination condition increased as a function of the angle from the participant's facing direction to the imagined location. A possible explanation is that imagined rotations lack proprioceptive feedback. We intend to measure similar responses for the virtual environment and compare them to the physical environment.
In this study, we also compare two different imagined geometric movements, translation, i.e., changes in self-location keeping the current facing direction, and rotation, i.e., changes in current facing direction while retaining the same location. Subjects are tested in both the physical and virtual worlds to test for functional similarity. A number of studies, [Easton and Sholl 1995; May 2004; Presson and Montello 1994; Rieser 1989] , have shown imagined translations are faster and more accurate than imagined rotations. Furthermore, many have shown that response times and errors increase as a function of the angle of imagined rotation [Easton and Sholl 1995; Rieser 1989; Wraga 2003 ]. In these experiments, translations and rotations are decoupled, in contrast to other work, e.g., Klatzky et al. [1998] . This paper uses a spatial orientation task where subjects turn to face a direction, similar to the pointing task of Rieser [1989] . Other comparisons of spatial updating and pointing in virtual environments have been done, although none have replicated the conditions of the present work. Chance et al. [1998] report that for subjects walking through a virtual maze, physical translation, and rotation allowed subjects to update better than physical translation and joystick rotation. Klatzky et al. [1998] report that optic flow without locomotion in an HMD was not sufficient to induce spatial updating for turn responses, although Riecke et al. [2005] report the opposite result for large FOV. May and Klatzky [2000] find a functional similarity between real and virtual environments in that in both environments irrelevant movement had greater effects on a path integration task than verbal or cognitive distractions. Wraga et al. [2004] also studied spatial updating in virtual displays and report that active rotation, in which the subjects rotate themselves, has advantages over passive rotation, in which the subjects were rotated by the experimenter. We note that they thus break down locomotion in two ways that we do not. In our first experiment, subjects were passively rotated, while in our second, subjects actively rotated. However, the advantage found by Wraga et al. [2004] was small and we did not pursue that classification of rotation further. Waller et al. [2004] examined directional knowledge in the real world and virtual environments and also found a functional similarity between real and immersive HMD environments. Thus, the prevailing view in the literature seems to be that there are similarities between physical Fig. 1 . An example of rotational disparity. The subject is facing the 12. The instruction "turn to face the 3 as if facing the 5" is given. To give the correct turn response to this example, the subject must turn to the left 60 • , as shown in red. The disparity is the difference between the real facing direction (12) and the target (3), 90 • (blue), and the imagined facing direction (5) and target (3), −60 • (green). Thus, the disparity is 90 − (−60) = 150 • . The disparity is also equal to the difference between the final and facing position (10) and the target (3). and virtual environments, and that locomotion in a virtual environment can help spatial updating, two views that we explore further in this paper.
May [2004] argues that response latencies and errors because of perspective change are related to the conflict between the two perspectives. Similar research [Brockmole and Wang 2003; May 1996; Newcombe and Huttenlocher 2000; Wang 2005] has supported this interference hypothesis. This effect is a function of a quantity called disparity, which is illustrated in Figures 1 and 2 . Disparity is defined as the difference in angle when turning to face a given target relative to one's actual position in the physical or virtual room from the angle to-be-turned given the to-be-imagined facing direction (the location where the object is thought to be). In Figure 1 , the subject is facing the 12 and then imagines rotating to the 5. Now the subject is asked to point to the 3. When the subject is facing the 12, the 3 is on his right; when the subject is facing the 5, the 3 is on his left. These two relationships will interfere with each other as the subject makes a decision about the correct location of the 3 facing the 5. The effects of this interference increase as the magnitude of this difference, the disparity, increases. In this paper, we use the term "response disparity" or simply "disparity" to mean the "object direction disparity," as defined by May [2004] . For rotations, the amount of disparity is equal to the angle of imagined rotation, as shown in Figure 1 . For translations, the amount of disparity is equal to the difference between the angle from the facing direction to target object and the angle from the imagined source object location to target object as shown in Figure 2 .
Our work discusses aspects of the relation between perception, representation, and action. Some investigation of the relation between perception and action in virtual environments has been conducted (e.g., [Mohler et al. 2004 [Mohler et al. , 2007 Kay and Warren Jr. 2001] ). In particular, much recent work [Loomis and Knapp 2003; Thompson et al. 2004; Willemsen and Gooch 2002; Witmer and Sadowski 1998 ], has studied the issue of the similarities and difference in distance estimation between real and virtual environments. This work has found that subjects underestimate distances in virtual environments. The precise reasons for this are not known, but several factors have been examined. There have been different empirical findings on how (FOV) in an HMD leads to an underestimation of distance. Wu et al. [2004] show that vertical FOV, of 21
• or less leads to an underestimation of distance. Knapp and Loomis [2004] found that a reduced vertical FOV similar to that of an HMD has no influence in the real environment. The weight of the HMD itself may also cause problems with distance perception . Thompson et al. [2004] show that distance perception in real and virtual environments is not because of the lack of realistic graphics. While these distance discrepancies exist in the virtual environment seen though the HMD, Plumert et al. [2005] found that time to walk estimates in real environment and virtual large-screen immersive display environment were highly similar. Oman et al. [2002] tested the ability of subjects to learn objects' spatial relationship and to predict their location as their bodies were specified in different three-dimensional (3D) orientations. They found that body positions with respect to gravity had a minor, but significant, effect on locating objects and that performances in the real world were functionally equivalent to those in the virtual world. In contrast to the above, our work looks at the relation between perception and representation.
DESIGN OF THE STUDIES
Two experiments were designed to help evaluate the functional similarities in using knowledge learned from exploring a large room-sized physical environment and a virtual construction of the same environment presented over an HMD and explored freely on foot. In each experiment subjects were asked to explore and learn the spatial layout of eight target objects. After learning the target locations from the perspective at one point of observation, they were asked to close their eyes and make knowledge-based judgments of the target directions from a new perspective. An important note about these experiments is that we did not restrict the FOV of a subject in the physical environment to be the same as in the virtual environment, as some have done, e.g., Thompson et al. [2004] . The reason for our decision is that we wanted to test our subjects when they learned in settings that were as unencumbered as possible. For a virtual environment presented through an HMD, this setting involves limitations on FOV, but does not in the physical environment. Thus, the emphasis in these studies is on the functional similarities in spatial reasoning despite the many differences in input for learning.
Experiment 1 was designed to determine whether physical locomotion facilitates the speed and/or accuracy of judging new perspectives after simple rotations in facing direction. In the locomotion condition, the subjects were blindfolded (or the HMD was darkened), they were physically guided to face the new direction, and they were asked to judge the target directions. In the imagination condition, the subjects were blindfolded and asked to imagine turning to face the new direction. Thus, the three factors of the study were visual input (visually exploring the physical environment versus its virtual environment rendition) × locomotion method (physical locomotion versus imagination) × disparity (that is, there were eight different amounts of rotation in perspective to be judged, ranging from 0
• to 180 • ). The type of visual input was varied across subjects (one-half studied the physical environment and onehalf studied the virtual environment), the locomotion method was blocked and varied within repeated trials of each subject, and the disparity was randomly ordered within each block for each subject. The blocking adds an additional condition that allows us to assess whether learning occurs between blocks.
Experiment 2 was designed to determine whether the geometry of the imagined changes in perspective (there was no physical locomotion) influence the difficulty. Again subjects visually explored either a physical room or a virtual rendering of the same room and then were asked judge target directions after imagining changes in perspective that consisted of simple rotations (that is, subjects were asked Williams et. al. to imagine they had turned to change their facing direction while standing in the same spot in the room) or simple translations (that is, subjects were asked to imagine keeping their facing direction constant while moving straight to a new spot in the room). The amount of to-be-imagined change in facing direction varied across both the rotation and the translation trials. The type of visual input was varied across the subjects, the geometry of the perspective change was blocked within the repeated trials of each subjects, and the disparity was randomly varied within these blocks. The blocking was again a condition within the experiments that we consider.
People typically move through their environment using a combination of both rotation and translation, and Experiment 2 decouples them. In comparing translations and rotations, the underlying difficulty of the a perspective change depends on the disparity, as discussed previously. In the type of experiment we designed (modeled after the studies of Rieser [1989] ), disparities for both translation and rotations fall into natural and principled values. However, these values are not identical, and, thus for our design, the range of disparities for translations will be less than the range of disparities for rotations, and the natural values of disparities for translations will be different than the natural values of disparities for rotations. When comparing rotational and translational disparities prior work (e.g., May [2004] ) has typically clustered or "binned" values. Statistical power can be lost through this binning and modern statistical methods [Harrell 2001; Myers et al. 2002] do not require binning. Thus, our analyses in later sections will use the true, unbinned values of disparity. However, for didactic purposes, we display binned values of disparity in the figures, as it is easier to visually interpret this style of presentation than a scatterplot, and, as we will see, doing so does not misrepresent the data.
Thus, both experiments were designed to find out the relative difficulty of knowledge-based judgments of perspective changes as a function of whether the knowledge was learned from visually exploring a virtual environment versus a physical one. In addition, they allow us to investigate the degree to which the relative difficulty of the judgments was influenced by whether the perspective change was accompanied by locomotor movements, by the disparity in perspective that was to be judged, and by whether the geometry of the change consisted of a simple rotation or simple translation in perspective. To assess relative difficulty, we asked subjects to turn and face the target objects from the new perspectives quickly and accurately. Both the turning errors and the latencies can be expected to vary as a function of difficulty, except in situations where subjects trade speed for accuracy by, for example, responding rapidly and inaccurately some of the time and slowly and accurately some of the time. As long as latencies and accuracies are positively correlated (that is, people are not trading speed for accuracy), then both are reasonable measures of relative difficulty. However, in conditions where latencies and accuracies are negatively correlated, then the meaning of both measures is ambiguous and cannot be used to sort the relative difficulty across conditions.
EXPERIMENT 1
In this experiment, our goal was to assess similarities of spatial knowledge between physical and virtual environments. More specifically, for both environments, we investigate the relative difficulty of imagining rotations and whether physical rotation facilitates access to spatial structure. This experiment mimics Experiment 2 of Rieser [1989] with the additional condition of being conducted in a virtual or physical environment.
Method
4.1.1 Participants. Sixteen Vanderbilt University students participated in the experiment. Subjects were unfamiliar with the experimentation room and the virtual reality equipment. 4.1.2 Materials. In both the real and virtual conditions, participants viewed eight targets (ball, rubber duck, bottle, telephone, vase, videotape, scissors, and clock) that were arranged in an evenly spaced circle. Each of the targets varied in shape and color. Identical objects in the same location were used for the virtual-and real-world condition, and were of similar size. A virtual room, as seen in Figure 4 , of the same scale and layout was designed to mimic the real environment, shown in Figure 3 (the views are not exactly similar because, we could not replicate the exact camera parameters between the physical and virtual cameras).
The virtual world was viewed through a full color stereo Virtual Research Systems V8 HMD with 640 × 480 resolution per eye, a FOV of 60
• diagonally, and full binocular overlap. The HMD also had an angular resolution of approximately 2.2
• and weighed approximately 1 kg. An InterSense IS-900 tracker was used to update the participant's rotational movements. The rendered FOV was matche to the displayed FOV (otherwise, performance errors can result [Psotka et al. 1998 ]). 4.1.3 Procedure. One-half of the subjects performed the experiment in the virtual world; the other one-half performed the experiment in the real world. In both conditions, subjects stood in the center of the array of objects, which was roughly the center of a 5.8 m by 6.4 m room. Each target was approximately 2 m from the participant. After approximately 3 min of study, the experimenter tested the subjects by asking them to close their eyes and point to randomly selected target objects. This testing and learning procedure was repeated until both the experimenter and subject were confident that the configuration had been learned.
Participants were next asked to imagine themselves at a novel direction of observation, and point to a target from that point. Specifically, participants were instructed "face the target name as if you are facing the source object name ." There were two conditions: a locomotion condition and an imagination condition. In the locomotion condition, subjects were physically turned by the experimenter to face the source object during the verbal instruction. To move the subject, the experimenter grasped the subject by the shoulders and rotated him. In the imagination condition, subjects followed the instruction by imagining turning to face the object that identified the new facing direction. Note that in some of the trials, the subject was actually facing the source object, so that no imagined or physical locomotion occurred. Subjects were asked to not simply turn their heads, but to locomote their entire body, although the response was measured from the HMD based on the head-facing direction. Note also that as we measured response angles through the HMD, in all conditions subjects wore a darkened HMD when turning, which served as a blindfold. The instructions for the imagination and locomotion conditions were explained before participants saw the experimental layout. After every trial, subjects rotated themselves back to a starting position, facing the front of the room. If there was any error after this rotation between their facing direction and the correct starting position, the experimenter rotated them to the correct starting position. The subjects completed 56 test trials for each condition in two blocks of 28. The order of the instructions for each block was randomized. One-half of the subjects were tested first for imagination; the other one-half were tested first for the locomotion condition. To compare the angles of the correct responses across different conditions, the same trials were used for the locomotion and imagination modes, and for the virtual-and real-world environments.
The subjects indicated to the experimenter that they were facing the target by verbal instruction; the experimenter recorded their time and rotational position. The time was recorded using a stopwatch and the rotational position was recorded using the InterSense tracker. Subjects were encouraged to respond as rapidly as possible, while maintaining accuracy. If subjects were confused, they were allowed to look again at the array during the experiment between trials.
Results
The dependent variables in this experiment were the errors and latencies in turning to face the targets. There were four independent variables: visual input type, locomotion method, amount of disparity, and the learning block (either first or second) in which the particular trial was conducted. The type of input was either virtual or physical, depending on whether the subject learned the target locations in the virtual space or physical space. The locomotion method was either imaginary (imagined rotation) or physical (physically turned). The amount of rotation varied as repeated within-subject trials. We analyze results by learning block to determine if order effects (i.e., learning) are an important factor in the experiment. Figure 5 shows the mean turning error and Figure 6 shows the mean latencies as functions of visual input mode and locomotion method. Turning error was defined as the unsigned error, i.e., the unsigned difference between the actual target distances and the observed distances. The average turning errors as functions of disparity and locomotion method are presented separately for the physical input mode (Figure 7) , and the virtual input mode, (Figure 8) . Likewise, the average latencies as a function of disparity and locomotion method are shown in Figure 9 (physical input mode) and Figure 10 (virtual input mode). Note that disparity is a continuous variable and has values between 0 and 180, determined by the geometry of the experimental setup. Following the practice of May [2004] , for ease of presentation in these figures, we have clustered the disparities to their closest 45
• amount. In the statistical analysis described below, however, we use the unclustered "true" disparity values. The mean turning error and latency by learning block are shown in Figures 11 and 12 , respectively.
Since the amount of disparity is a quantitative independent variable, we used least-squares regression to fit a generalized linear (mixed) model to the data and conducted an analysis of variance to test the significance of the independent variables and associated interactions using techniques described in Harrell [2001] and Myers et al. [2002] . We used the four independent variables to predict the turning error and latency, respectively, and modeled all two-and three-way interactions of the independent variables. The resulting model had 14 degrees-of-freedom (dof). This type of model allows us to test if disparity was better modeled as a quadratic, but the quadratic effect was not significant. Tables I and II show the analysis of variance results for this experiment. Results were considered significant if p < 0.05. The "effective" degrees of freedom are reported Satterthwaite 1941 Satterthwaite , 1946 . Since correlation may exist over repeated values of disparity, the residual errors in the regression may not be independent and thus the variance estimates may be wrong. To correct this problem, the degrees of freedom are adjusted.
From these tables, we see that there are a significant main effects of disparity, locomotion mode (physical or imagined), and learning block on the turning errors and latencies. The main effect on disparity indicates that lower disparities lead to more accurate, faster performance. Subjects were faster and more accurate in their judgments when turned (the locomotion mode) than when they have to imagine turning. Also, the performance of subjects in block 2 was faster and more accurate than performance in the block 1.
For turning error, there is a significant interaction of locomotion on learning block; turning errors decreased in the physical locomotion condition from block 1 to 2, while they increased slightly in the imagination condition from block 1 to 2. Subjects seemed to benefit from the chance to learn in the locomotion condition (performance improved), but in the more difficult imagination condition, subjects seemed to become fatigued and their errors increased. This interaction therefore does not seem to add much to our interpretation of the main effect.
For the latencies there is a significant main effect of visual input (real world or virtual). This effect is only marginal for the turning errors. Subjects were slower in completing the task if their visual input was through the HMD rather than through the physical environment. We discuss this further in the conclusions, but this effect may be due to various factors involving the immersion that the subjects felt in the virtual environment. There is a significant interaction between disparity and locomotion, meaning that disparity has a larger impact in the imagination condition than in the physical locomotion condition. This interaction is one we expect and consistent with the literature (e.g., [May 2004] ). In particular, subjects had more difficulty turning accurately and speedily in the imagination condition than the locomotion condition for both environments and the amount of difficulty they had depended on the amount of disparity in the task. The main conclusion we draw from this experiment is that there exists a functional similarity in subject's access to spatial knowledge in both real and virtual environments.
EXPERIMENT 2
In this experiment, we replicated and elaborated the design of Experiment 3 from Rieser [1989] . Subjects were asked to learn the spatial layout of targets either by exploring a physical environment or a virtual rendering of it via a tethered HMD. Like the earlier experiment, subjects were asked to judge self-toobject directions from novel points of observation that were either simple rotations of their original point of simple translations of it.
Method
5.1.1 Participants. Fourteen Vanderbilt University students and two nonstudent adults participated in the experiment. All were unfamiliar with the experimentation room and the virtual reality equipment.
Materials.
The HMD and tracker used in Experiment 1 were used again in Experiment 2. The array of objects used in this experiment were a sneaker, a videotape, a book, a hairbrush, a vase, a telephone, a soda can, and a coffee mug. These objects existed in the same locations in both the real and virtual environments as seen in Figures 4 and 3 , and were spaced in 45
• increments in a circle about 7 ft from the center. Again, the room was approximately 17 ft by 19 ft.
5.1.3 Procedure. One-half of the subjects performed the task in the virtual world; the other onehalf performed in the physical world. In both the virtual and physical environments, there were two conditions: rotation and translation. Subjects imagine translating or rotating to a specific spatial point, then they are asked to face an object from that spatial location. The rotation condition was the same as Experiment 1, and participants were asked to "face the target name as if you are facing the source object name ." In the translation condition, subjects were asked to "face the target name as if standing at the source object name ." The participants were tested using four alternating blocks of 28 trials. One-half of the subjects did a rotation block first, while the other one-half did a translation block first. The procedures of the study were carefully explained to the subjects before they entered into the test room. Once the experimenter thought that the subject demonstrated understanding of the tasks, the subjects were led into the center of the array with their eyes closed. Next, the subjects were instructed to open their eyes and learn the locations of the objects in the array. The study phase was similar to that of the previous experiment and lasted about 2-5 min until the experimenter felt that the subject was familiar with the locations of the objects.
Results
Again in this experiment, the dependent variables were the errors and latencies in turning to face the targets, defined as in Experiment 1. There were four independent variables: visual input type, geometry of perspective change, amount of disparity, and the block (either first or second) in which the particular trial was conducted. Visual input, disparity, and block were as in Experiment 1. The geometry of perspective change indicates whether the subject was asked to conduct a perspective change by turning (rotation) or by linear movement while maintaining heading direction (translation). Both the amount of rotation and the direction of translation varied as repeated within-subject trials. We again analyze results by learning block to determine if order effects (i.e., learning) are an important factor in the experiment. Data from two of the subjects were not calculated in the results as they failed to understand the task after repeated explanation. This failure was evident in comments they made after the experiment and was evident in that they both performed worse than chance in the rotation and translation conditions.
Figures 13 and 14 show the mean turning errors and latencies, respectively. Mean turning error as a function of disparity is shown in Figures 15 and 16 . Mean response time as a function of disparity is shown in Figure 17 and 18. In the figures, we again cluster the disparities into groups for purpose of presentation, but analysis results are done on the measured values. Note that the circular arrangement of objects constrains the maximum translational disparity that can occur, in contrast to arrangements To analyze these results, we again employed a model similar to that used in Experiment 1, with the substitution of a predictor of the geometry of perspective change rather than the locomotion method, and having the same number of degrees of freedom. Results were again considered significant if p < 0.05 .  Tables III and IV show the analysis of variance results for this experiment.
Analogous to Experiment 1, there are significant main effects of disparity and geometry on both the turning errors and latencies. Like Experiment 1, lower disparities lead to faster and more accurate performance. The main effect of geometry is, however, an ambiguous finding, since turning errors increase, but latencies decrease, indicating that speed-accuracy trade-offs are being made-a point discussed earlier. For latencies, there are significant main effects of the visual input mode and of learning block. As measured by latency, performance in the real world is significantly faster that performance in the virtual environment. For turning errors, there is a significant interaction between disparity and the geometry of the perspective change. This interaction indicates that disparity has a larger effect on the translation than the rotation condition. 
DISCUSSION
This paper presents two experiments that were conducted to assess the degree to which representationbased judgments of perspective were functionally similar across conditions where the input to the representation resulted from freely viewing the physical environment versus a virtual rendering of the same environment viewed over an HMD. Judgments were assessed in terms of errors and latencies, both of which were free to vary. These measures are reasonable indicators of performance provided they are not traded off against one another. By functional similarity we mean that variables influencing responses, based on representations learned through experiencing a physical environment have similar influence on responses, based on representations learned through experiencing a virtual environment. Functional similarity does not refer to the presence or lack of a main effect of the visual input type on the errors or latencies. An HMD has technical limitations that make it reasonable to expect performance in judging perspectives to be inferior when learned through an HMD than when experienced in a physical environment. Indeed, errors were marginally higher after learning a representation through a virtual environment in Experiment 1 and latencies were reliably longer in both Experiments 1 and 2. However, the visual input type had no interactions with any of the other independent variables in either experiment. Thus, the functional similarities or differences between physical and virtual environments are the similarities or differences in responses to the two input types, based on measures of mode of locomotion, geometry of perspective change, and disparity. Thus, this paper demonstrates that spatial learning is functionally similar in both real and virtual environments. Specifically, whether the spatial representation was gained through a virtual display or by sight in the physical world, physical locomotion was a strong aid in computing perspective changes. Moreover, perspective changes are harder with increasing disparity in both the physical and virtual environments. This result is well-known for physical environments, but had not been demonstrated before in virtual environments. Also, proprioceptive feedback from locomotion facilitates understanding of the spatial representation in virtual environments as well as physical ones. If this finding can be successfully exploited, it may prove useful in the design of navigation and way-finding interfaces for virtual simulations.
• B. Williams et. al.
Some differences between our results and the results of Rieser [1989] exist. The present study shows differences in the locomotion and imagination conditions for the no-disparity conditions, whereas Rieser [1989] found identical performance. We believe that this difference occurs because in our experiments subjects were primed to expect a change in the to-be-imagined facing direction during the block of trials, so that it took them longer even when the instruction was to imagine facing their actual facing direction. Response times and errors in Rieser [1989] were also generally lower than our response times and errors. We note that in our experiments subjects were slower in both the physical and the virtual environment; we attribute it to differences in experimental design: Rieser [1989] used a swivel-mounted pointer that was manipulated by hand, whereas, in our experiments, subjects turned their bodies to a facing direction and our subjects were always wearing an HMD in the testing condition. The authors have tested this experimental setup themselves and find that it is difficult to move significantly more quickly than our results indicate.
Earlier studies show that when operating in the physical environment, adults imagine simple translations in perspective more accurately and/or rapidly than simple rotations [Presson and Montello 1994; Rieser 1989] . However, in the present experiment, the results are ambiguous. On the one hand, people judged the to-be-imagined translations more rapidly than the rotations, but their errors were larger. We hypothesize that the different pattern of results for errors and latencies reflect the strategies that some subjects reported. For the translation conditions, most subjects reported they were able to imagine themselves physically standing at the new observation point; we assume their judgments were rapid because they based them directly on their representation and we assume they were inaccurate because they misjudged the distance of the needed translations. For the rotation condition, on the other hand, subjects reported they were not able to imagine actually facing in that direction. Instead, they computed their answers by determining the difference between their actual facing angle and the to-be-judged angle. The fact that they needed to figure is consistent with their slower latencies.
A final note about the main effects in performance between virtual and physical environment should however, be made. While there were no statistically significant differences in the accuracy with which people turned in the physical or virtual environments, people took significantly longer to accomplish a perspective change in the virtual than in the physical environment. This poorer performances in the virtual environment may be a quality of "immersion" related to the more limited FOV in the HMD, the poorer quality of rendering in the HMD (as opposed to vision), or the limited resolution of the HMD. Although a sense of immersion is difficult to define, gaining strong spatial representations in virtual environments is likely to be a critical component of it; our future work is progressing in this direction.
