Nonparametric varying coefficient (NVC) models are widely used for modeling time-varying effects on responses that are measured repeatedly. In this paper, we introduce the nonparametric varying coefficient spike-and-slab lasso (NVC-SSL) for Bayesian estimation and variable selection in NVC models. The NVC-SSL simultaneously estimates the functionals of the significant time-varying covariates while thresholding out insignificant ones. Our model can be implemented using a highly efficient expectation-maximization (EM) algorithm, thus avoiding the computational burden of Markov chain Monte Carlo (MCMC) in high dimensions. In contrast to frequentist NVC models, hardly anything is known about the large-sample properties for Bayesian NVC models. In this paper, we take a step towards addressing this longstanding gap between methodology and theory by deriving posterior contraction rates under the NVC-SSL model when the number of covariates grows at nearly exponential rate with sample size. Finally, we illustrate our methodology through simulation studies and data analysis.
Introduction
Consider the nonparametric varying coefficient (NVC) model with p covariates,
x ik (t ij )β k (t ij ) + ε i (t ij ), i = 1, . . . , n, j = 1, . . . , n i , (1.1) example, Liu et al. [25] endow the smooth functions β k (t)'s with a Gaussian process prior. Biller and Fahrmeir [3] and Huang et al. [17] use splines to model the β k (t)'s in (1.1) and place multivariate normal priors on the groups of basis coefficients. Li et al. [22] place a scale-mixture of a multivariate normal priors known as the Bayesian group lasso prior on groups of basis coefficients. Unlike the frequentist penalized approaches, [25, 22] explicitly model the temporal dependence of the within-subject measurements by either including subject-specific random effects or by specifying a firstorder autoregressive (AR(1)) covariance structure for the error terms ε i (t).
In spite of the benefits of being able to incorporate covariance structure into variable selection, existing Bayesian approaches to NVCs predominantly rely on Markov chain Monte Carlo (MCMC) to obtain posterior estimates of the β k (t)'s. In high dimensions, however, MCMC can be very slow and even computationally impractical. In addition, hardly anything is known about the theoretical properties for Bayesian NVC models.
In this paper, we take a step towards addressing these methodological, computational, and theoretical gaps by introducing the nonparametric varying coefficient spike-and-slab lasso (NVC-SSL). Our main contributions are as follows:
• We introduce a spike-and-slab approach for Bayesian estimation and variable selection in nonparametric varying coefficient models (1.1). Unlike penalized frequentist approaches, the NVC-SSL model explicitly accounts for temporal correlations by jointly estimating the unknown covariance structure for the time-varying responses. The NVC-SSL model also employs a non-separable Bayesian penalty which automatically self-adapts to ensemble information about sparsity.
• We derive an expectation/maximization (EM) algorithm to rapidly select and estimate the nonzero smooth functional components, while thresholding out the insignificant ones. Our paper appears to be the first to bypass MCMC in its implementation of a Bayesian NVC model.
• We provide the first theoretical results for Bayesian varying coefficient models when p n. Specifically, we derive posterior contraction rates for the functional components when the number of time-dependent covariates p grows at nearly exponential rate with n.
The rest of this paper is structured as follows. In Section 2, we introduce the nonparametric varying coefficient spike-and-slab lasso. In Section 3, we derive a coordinate ascent algorithm for rapidly obtaining estimates of the smooth functionals β k (t), k = 1, . . . , p, under the NVC-SSL. In Section 4, we provide asymptotic theory for the NVC model (1.1) under the NVC-SSL prior when p n. In Section 5, we provide simulation studies of our method. Finally, in Section 6, we use our model to analyze a real data set.
Notation
We use the following notations for the rest of the paper. For two nonnegative sequences {a n } and {b n }, we write a n b n to denote 0 < lim inf n→∞ a n /b n ≤ lim sup n→∞ a n /b n < ∞. If lim n→∞ a n /b n = 0, we write a n = o(b n ) or a n ≺ b n . We use a n b n or a n = O(b n ) to denote that for sufficiently large n, there exists a constant C > 0 independent of n such that a n ≤ Cb n . We write a n ∨ b n to denote max{a n , b n }.
For a vector v ∈ R p , we let v 2 := p i=1 v 2 i and v ∞ := max i |v i | denote the 2 and ∞ norms respectively. For a symmetric matrix A, we let λ min (A) and λ max (A) denote its minimum and maximum eigenvalues respectively. For a matrix A ∈ R a×b with entries a ij , A F := tr(A A) = a i=1 b j=1 a 2 ij denotes its Frobenius norm, while A 2 := λ max (A A) denotes its spectral norm.
The Nonparametric Varying Coefficient Spikeand-Slab Lasso

Basis Expansion and the NVC-SSL
Following the development in [33, 34, 35] , we suppose that each coefficient function β k in (1.1) can be approximated by g k , a linear combination of d k basis functions, i.e. for i = 1, . . . , n, j = 1, . . . , n i , where x (t ij ) denotes the row of X corresponding to the jth observation for the ith subject.
Letting Y = (y 1 (t 11 ), . . . , y 1 (t 1n 1 ), . . . , y n (t n1 ), . . . , y n (t nnn )) and ε = (ε 1 , . . . , ε n ) , the model (1.1) can then be expressed in matrix form as 6) where
vector of basis coefficients corresponding to the kth covariate.
is an N × N block diagonal matrix, and δ is an N × 1 vector of lower-order bias, or the approximation error from using truncated bases of dimension d k to approximate the β k 's.
Model Formulation
For the NVC model (1.1), we assume that the within-subject covariance matrices have the structure,
. . , n, where R i (ρ) denotes that the correlation matrix R i is determined by a single parameter ρ ∈ (0, 1). That is, we suppose that for ε = (ε 1 , . . . , ε n ) ,
This general form subsumes many popular choices for covariance structures. For example, if we assume first-order autoregressive (AR(1)) structure, then the (j, k)th element of
For concreteness, we focus only on AR(1) and CS structures in this paper, noting that our model can be generalized to more exotic correlation structures. This assumption about the structure of the Σ i 's makes our estimation procedure more computationally efficient and less prone to overfitting, as the problem of estimating N + n i=1 n i (n i −1)/2 unknowns (the number of diagonal and unique off-diagonal entries in the Σ i 's) reduces to just estimating two unknowns (σ 2 , ρ).
Under the NVC-SSL model, we endow the vector of basis coefficients γ = (γ 1 , . . . , γ p ) in (2.6) with the spike-and-slab group lasso (SSGL) prior of [2] ,
where θ is a mixing proportion, or the expected proportion of nonzero γ k 's, and Ψ(·|λ) denotes the group lasso density indexed by hyperparameter λ,
The group lasso prior has been considered by several other authors [2, 25, 21, 37] and can be derived as the marginal density of a multivariate normal scale-mixture density,
The SSGL prior (2.8), which we denote as SSGL(λ 0 , λ 1 , θ) going forward, can be considered a two-group refinement of the group lasso [38] . Under the prior (2.8), the global posterior mode for γ may be exactly sparse, thereby allowing the SSGL(λ 0 , λ 1 , θ) to perform joint estimation and variable selection [2] . In the present context, if the posterior mode γ k = 0 d k , then the kth functional component will be estimated as β k (t) = d k l=1 γ kl B kl (t) = 0 and thus thresholded out of the model. We typically set λ 0 λ 1 in (2.8), so that the first mixture component (the spike) is heavily concentrated near 0 d k for each k = 1, . . . , p, while the slab stabilizes the posterior estimates of large coefficients, preventing them from being downward biased.
To model the uncertainty in θ in (2.8), we endow θ with a beta prior,
where (a, b) are fixed positive constants. Unlike frequentist penalties such as group SCAD or group lasso, this prior on θ ultimately renders our Bayesian penalty non-separable. The non-separability provides several benefits. First, the prior on θ allows SSGL(λ 0 , λ 1 , θ) to self-adapt to the true underlying sparsity. Second, with appropriate choices for the hyperparameters in θ ∼ B(a, b), namely a = 1, b = p, our prior performs an automatic multiplicity adjustment [32] and favors parsimonious models in high dimensions. To complete the model specification, we place independent priors on the parameters (σ 2 , ρ) in (2.7) as
where c 0 , d 0 > 0 are small positive constants, and
That is, ρ follows a discrete uniform distribution with q atoms {m 1 , . . . , m q } where 0 < m h < 1, 1 ≤ h ≤ q. In our implementation, we specify the support for π(ρ) as {0.05, 0.10, . . . , 0.95}. As we describe in Section 3, placing a discrete uniform prior on ρ facilitates more efficient computations (from an optimization perspective) than a continuous prior with bounded support.
Determining Which Covariance Structure to Use
Our model requires the user to specify the error covariance structure (AR (1) or CS). In order to determine which one to use, we can first obtain the residualsŷ(t ij ) − y(t ij ) from a regression fit (e.g. a regression with the standard group lasso). Then we can construct empirical variogram plots, time-plots, or scatterplot matrices of the residuals to give us an idea of the underlying error covariance structure [5] .
In particular, the empirical variogram of the residuals (see Chapter 5 of [5] ) is widely used in practice to determine the appropriate covariance structure to use for modeling longitudinal and spatial data. If the residual variogram shows decaying correlation with distance, then we may specify the AR(1) structure for the NVC-SSL model. On the other hand, if the residual variogram suggests equicorrelation, then we may specify the CS structure.
Computational Strategy
Posterior Mode Estimation
We now detail how to implement the NVC-SSL model. Rather than relying on MCMC, we will target the maximum a posteriori (MAP) estimate for the basis coefficients, γ. We may then take as our estimates for the smooth functionals as Let Ξ denote the collection {γ, θ, σ 2 , ρ}. The log-posterior density for Ξ (up to an additive constant) is given by
Our objective is to maximize the log-posterior with respect to Ξ. We first introduce latent 0-1 indicators, τ = (τ 1 , . . . , τ p ) . Then we reparametrize the SSGL(λ 0 , λ 1 , θ) prior (2.8) as:
The augmented log-posterior density for (Ξ, τ ) (up to an additive constant) is now given by
It is straightforward to verify that
is the conditional posterior probability that γ k is drawn from the slab distribution rather than from the spike. With the augmented log-posterior (3.2), we may now implement an EM algorithm to find Ξ * . After initializing the parameters Ξ (0) , we iterate between the E-step and M-step until convergence. For the E-step, we com-
], given the previous estimate
. For the M-step, we then maximize the following objective function with respect to Ξ:
where
The function (3.4) would be difficult to jointly maximize with respect to (γ, ρ, θ, σ 2 ) if π(ρ) were a continuous density. However, by endowing ρ with a discrete uniform prior (2.11), our optimization is much simpler. With the prior (2.11), we may fix ρ ∈ {m 1 , . . . , m q } and maximize (3.4) with respect to (γ, θ, σ 2 ) for each atom. In our implementation, each of these t optimizations is performed in parallel and the log-posterior for each m h , 1 ≤ h ≤ q, is evaluated. We take as our modal estimate the ρ to be the m h which maximizes log π( γ, θ, σ 2 , ρ|Y , ρ = m h ), the original non-augmented log-posterior (3.1). For either fixed or random ρ, it is clear from (3.4) that θ has the following closed form update in the M-step:
To update γ, we solve the following optimization:
Note that (3.6) is an adaptive group lasso problem with weights σ 2 λ k , and it explicitly takes temporal correlation into account (through R) in our estimate procedure for γ. This optimization can be solved with any standard (adaptive) group lasso algorithm [38, 13] . Finally, holding (γ, ρ) = (γ (t) , m h ) fixed, we update σ 2 , which has the following closed form:
In order to obtain Y and U and evaluate the log posterior (3.1) for each atom m h , 1 ≤ h ≤ q, in (2.11), we must invert R, which is an N × N matrix. However, by exploiting the block structure of R, we only need to perform n matrix inversions of the individual correlation matrices R i , i = 1, . . . , n, incurring total computational complexity of
i ) operations. In high dimensions, n i is typically smaller than both n and p, so performing these operations is not particularly costly. To further improve computational efficiency, we compute the inverses and log-determinants of the R i 's in parallel. Letting Y i and U i denote the subvector and submatrix of Y and U corresponding to the ith subject respectively, we also compute
. . , n, in parallel and then combine them into a single Y and U respectively.
Initialization and Dynamic Posterior Exploration
The posterior distribution under the NVC-SSL prior will typically be multimodal when p n and λ 0 λ 1 , and thus, any MAP finding algorithm is prone to becoming entrapped at a suboptimal local mode. To partially mitigate this, we initialize our EM algorithm at γ (0) , where γ (0) is the group lasso solution without accounting for any temporal correlations. That is,
where λ > 0 is chosen from ten-fold cross-validation. The initial unknown variance σ 2(0) is also taken to be σ 2(0) = Y −U γ (0) 2 2 /N . In our experience, this initialization works well in ensuring rapid convergence to a fairly good solution, even though we are not guaranteed to find the global mode. Even if we were to implement our model using MCMC, the model with the highest posterior probability may only be visited a small number of times or may never even be visited at all (see, e.g. Section 4.3 of [30] ).
In addition to choosing a good initialization, we employ dynamic posterior exploration to increase the chances of finding more optimal modes [31, 30, 2] . We fix λ 1 to be a small constant so that the slab density has considerable spread. Having a diffuse slab allows vectors with large coefficients to escape the pull of the spike. If we also set λ 0 to be small, then the posterior will be relatively flat. However, with a diffuse spike and slab density, many negligible γ k 's will tend to be selected in our model. To eliminate these suboptimal non-sparse modes, we then gradually increase λ 0 along a Algorithm 1 Nonparametric Varying Coefficient Spike-and-slab Lasso .1) 4. Set ρ (ts) equal to the m h that maximizes log π(γ (ts) , θ (ts) , σ 2(ts) , ρ|Y , ρ = m h ), and set the corresponding (γ (ts) , θ (ts) , σ 2(ts) ) given ρ (ts) to be the final values for
as a "warm start." As we increase λ 0 , the posterior becomes "spikier," with the spikes absorbing more and more negligible parameter estimates. For large enough λ 0 , the algorithm will eventually stabilize so that further increases in λ 0 do not change the solution.
The complete algorithm for the NVC-SSL model is given in Algorithm 1. Let t = (t 11 , . . . , t 1n 1 , . . . , t n1 , . . . , t nnn ) be the vector of all observation times for all subjects. Once we have gotten the final estimate γ, we can obtain the estimates for the smooth functionals as
where β k (t) is a N × 1 vector of β k evaluated at all N time points in t. We reiterate that Step 3 of the algorithm is also computed in parallel for each m h ∈ {m 1 , . . . , m q } in order to accelerate computing time.
Selection of Degrees of Freedom
By utilizing dynamic posterior exploration, we do not need to tune the hyperparameter λ 0 . However, we still need to choose the degrees of freedom d (i.e. the number of basis functions to use). To do this, we use the Akaike information criterion with a correction for small sample sizes (AIC c ) [18] . This correction ensures that if the sample size is small, AIC c will be reluctant to overfit. Let S ⊂ {1, . . . , p} denote the indices of the estimated nonzero subvectors of γ, with cardinality | S| = s. In this context, the AIC c is defined as
where ( γ, ρ) are the modal estimates under the NVC-SSL prior. Note that if (γ, ρ) were known, then the first term in (3.8) would be the maximum likelihood estimate (MLE) for log(σ 2 ). We select the d which minimizes AIC c from a reasonable range of values. Note that in our numerical studies, we also found that simply fixing d to be sufficiently large (e.g., d = 8) gave excellent performance under the NVC-SSL model. Further tuning of d using AIC c provided only modest improvements. This could possibly be attributed to the fact that the dynamic posterior exploration strategy from Section 3.2 already eliminates many spurious variables. In our simulations in Section 5, we use AIC c to select d in order to make our comparisons with competing frequentist methods more transparent (where d was also similarly tuned). However, in practice, fitting the model with d large enough works quite well.
Asymptotic Theory for the NVC-SSL
In this section, we prove several asymptotic properties about the NVC-SSL model. To the very best of our knowledge, these are the first theoretical results for Bayesian NVC models when p n. We assume that there is a "true" model,
. . , n for fixed σ 2 0 ∈ (0, ∞) and ρ 0 ∈ (0, 1). We let P 0 denote the probability measure underlying the true model (4.1). As before, suppose that each β 0k (t) in (4.1) can be approximated by a linear combination of basis functions, 
and so model (4.1) can be written as
Let δ 0 be an N × 1 vector with entries, p k=1 x ik (t)α 0k (t). In matrix form, (4.1) can be expressed as
where U is defined as in (2.5), γ 0 = (γ 01 , . . . , γ 0p ) where γ 0k is a ddimensional vector of the true basis coefficients corresponding to the kth covariate, and
For our theoretical study of the NVC-SSL model, we endow (γ 0 , σ 2 0 , ρ 0 ) in (4.4) with the prior,
where c 0 > 0, d 0 > 0, and θ ∈ (0, 1). Our theory builds upon recent work by [2] who studied posterior contraction rates for additive regression under the SSGL prior (2.8) and [19] who introduced a unified theoretical framework for sparse Bayesian regression models. Our work differs from [2] in that we no longer assume homoscedastic, uncorrelated errors, i.e. ε ∼ N N (0, σ 2 I N ). Our work also differs from [19] in that we use a continuous spike-and-slab prior that penalizes groups of coefficients, whereas [19] employ a point-mass spike-and-slab prior with a univariate Laplace density as the slab to penalize individual coefficients. 
Dimensionality Recovery for the NVC-SSL Model
We first begin with a result on dimensionality. Under our formulation (4.1), determining the number of nonzero functions β k (t) is equivalent to determining the number of d-dimensional vectors γ k such that γ k = 0 d . Since we used a continuous spike-and-slab prior in our prior formulation (4.5), our model assigns zero mass to exactly sparse vectors γ. To approximate the model size under the NVC-SSL model, we use the following generalized notion of sparsity [2] . For a small constant ω d > 0 which depends on d, we define the generalized inclusion indicator and generalized dimensionality, respectively, as
For the threshold ω d , we use the following:
As noted in [2] , any d-dimensional vectors γ k satisfying γ k 2 = ω d represent the intersection points between the spike and the slab densities in the SSGL(λ 0 , λ 1 , θ) prior. For large λ 0 , the threshold ω d rapidly approaches zero as n increases, so that |ν(γ)| provides a good approximation to #{k :
We first state the following regularity assumptions. We denote H := (0, ∞) × (0, 1) as the parameter space for (σ 2 , ρ). Let S 0 ⊂ {1, . . . , p} denote the set of indices of the true nonzero functions β 0k (t) in (4.1), with cardinality |S 0 | = s 0 . Let n max := max{n 1 , . . . , n n } denote the maximum number of within-subject observations.
(A1) n, p, n max , and s 0 satisfy: p n, log p = o(n), s 0 = o(n/ log p), n max = o(n), and N/n n max .
(A2) The basis expansion dimension d satisfies:
(A3) The eigenvalues of the within-subject correlation matrices satisfy 1 min
(A5) For U in (4.4), define the matrix norm, U * = max 1≤k≤p U k 2 , where U k is the submatrix of U with d columns corresponding to the kth covariate. Suppose U 2 * N . Further, define the compatibility number φ 2 (s) as
and assume that for any constant K > 0, φ 2 (Ks 0 ) is bounded away from zero.
(A7) All the functions β k (t), k = 1, . . . , p, are κ-times differentiable for t ∈ T for some κ > 0.
(A8) There exists a positive constant M such that
Assumption (A1) allows the number of covariates p to grow at nearly exponential rate with sample size n. However, the true number of nonzero functions should grow slower than n/ log p. The maximum number of withinsubject observations may also grow as n grows, but at the rate o(n). Assumption (A2) allows the dimension d to diverge as n grows, but places restrictions on its growth rate, à la [16] . Assumptions (A3)-(A4) ensure that the within-subject covariance matrices σ 2 R i (ρ) are asymptotically wellbehaved in some sense. In particular, Assumption (A3) states that the true within-subject correlation matrices should have bounded eigenvalues. Assumption (A4) ensures that for n subjects, the maximum squared Frobenius norm for the difference between two covariance matrices of dimension n i × n i , i = 1, . . . , n, can be bounded above by a function of n max . In Theorem 9 of [19] , it is shown that these two conditions hold for a wide class of covariance matrices, including compound symmetry, moving average (MA), and AR(1) covariance matrices (see Corollaries 1 and 2). Assumption (A5) controls the eigenstructure of the design matrix U and is similar to restricted eigenvalue conditions or sparse Rietz conditions imposed elsewhere (see, e.g. [35, 2] ). Assumption (A6) restricts the growth rate of the maximum signal size in γ 0 . Assumption (A7) defines the minimum smoothness for all additive functions, so that the bias incurred by a d-dimensional basis expansion is asymptotically on the order of d −κ . Finally, Assumption (A8) assumes that all the covariates are uniformly bounded.
With all these ingredients, we state our first result. This next theorem establishes that the NVC-SSL posterior concentrates on sparse models of dimension no larger than a constant multiple of the true model size. 
Proof. Appendix B.
Theorem 1 shows that the expected posterior probability that the generalized dimension size |ν(γ)| is a constant multiple larger than the true model size s 0 asymptotically vanishes. We also have the following corollary which shows that if the within-subject covariance matrices follow AR(1) structure (for equally spaced time points) or compound symmetry, then the generalized dimensionality result of Theorem 1 holds. 
Proof. Int he proof of Theorem 9 in [19] , it is shown that under these conditions on the growth of n max , the within-subject covariance matrices σ 2 0 R i (ρ 0 ) satisfy both Assumptions (A3)-(A4). Thus, by Theorem 1, the dimensionality result holds.
Posterior Contraction Rate for the NVC-SSL Model
In addition to guaranteeing that the NVC-SSL posterior concentrates on sparse models, we also prove that our model consistently estimates the true (t 11 , . . . , t 1n 1 , . . . , t n1 , . . . , t nnn ) . We will position our results in terms of · n neighborhoods of the truth, where
The next theorem establishes nearly-optimal posterior concentration under the NVC-SSL prior, while the subsequent corollary shows that our posterior contraction result holds for NVC models with AR(1) and CS covariance structures. 
Proof. Appendix B. 
Theorem 2 and Corollary 2 show that the posterior contraction rate n for the NVC-SSL model is the maximum of the variable selection uncertainty (reflected in the term (s 0 log p)/n) and the approximation error from using basis expansions to estimate the smooth functionals (reflected in the term d −κ ). By Assumptions (A1)-(A2), both these terms tend towards zero as n → ∞, indicating that the NVC-SSL model consistently estimates the true β 0 .
Simulations
For our simulation studies, we generate data from model (1.1) as follows. We have n = 50 subjects. To simulate the observation times, we first sample from {1, 2, . . . , 20}, where each time point has a 60 percent chance of being skipped. This way, we have irregularly spaced data, with n i being different for different subjects. We then add random perturbation from U(−0.5, 0.5) to the non-skipped time points.
To ensure that we are in the high-dimensional scenario, we set p = 400, with the first six variables x i1 , . . . , x i6 being the relevant ones. x i1 (t) is simulated from U(t/10, 2 + t/10) for any given time point t; x ij (t), j = 2, . . . , 5, conditioned on x i1 (t), are iid drawn from a normal distribution with mean zero and variance (1 + x i1 (t))/(2 + x i1 (t)); x i6 , independent of x ij , j = 1, . . . , 5 is normal with mean 3 exp(t/30) and variance 1. For k = 7, . . . , 400, each x ik (t), independent of the others, is drawn from a multivariate normal distribution with covariance structure cov(x ik (t), x ik (s)) = 2ρ −|t−s| , with ρ = 0.8. The coefficient functions are
To generate the random error ε i ind ∼ N n i (0, σ 2 R i (ρ)), i = 1, . . . , n, we consider two cases: i) AR(1) where σ 2 = 2 and ρ = 0.8 (so that the (j, k)th entry of R i (ρ) is 0.8 (|t ij −t ik | ), and ii) CS where σ 2 = 1 and ρ = 0.7 (so that the (j, k)th entry of R i (ρ) is 1(j = k) + 0.7I(j = k)).
We evaluate both estimation performance and variable selection performance. To evaluate estimation quality, we compute the rescaled mean squared error 100 × MSE, where MSE = (1/N p)
To evaluate variable selection performance, we compute the F1 score, which is defined as:
where precision = TP/(TP + FP), recall = TP/(TP + FN), and TP, FP, and FN denote the number of true positives, false positives, and false negatives respectively. A higher F1 score indicates that the model does a better job including relevant functions β k (t), while excluding irrelevant ones. We repeat our experiments 100 times and report the average MSE and F1 score.
To implement the NVC-SSL model, we fix the slab parameter λ 1 = 0.1 in the SSGL(λ 0 , λ 1 , θ) prior (2.8) and use the dynamic posterior exploration strategy described in Section 3.2 for the spike parameter λ 0 , with a ladder I = {5, 10, 15, 20, 25}. We set a = 1, b = p in the prior (2.9) on θ so that θ is small with high probability, and we set c 0 = 1, d 0 = 1 in the prior (2.10) on σ 2 , so that this prior is relatively noninformative. The discrete uniform prior on ρ (2.11) has support {0.05, 0.10, . . . , 0.95}. Finally, the degrees of freedom d is chosen from the range {3, 4, . . . , 10} to minimize the AIC c criterion (3.8) described in Section 3.3.
With p = 400 and 3 ≤ d ≤ 10, we are estimating a total of between 1200 and 4000 unknown basis coefficients. Thus, it would be quite timeconsuming to implement this model using MCMC. However, with the EM algorithm we introduced in Section 3, we may obtain MAP estimates for γ (and thus estimates of β k (t), k = 1, . . . , p) in a fraction of the time it would take to perform MCMC.
We compared our method to the group lasso (gLASSO), group smoothly clipped absolute deviation (gSCAD), and group minimax concave penalty (gMCP) [38, 15] . For high-dimensional NVC models, these models solve the following optimization problem:
where U is defined as in (2.5) and pen λ (·) is a penalty function that depends on a tuning parameter λ. These methods have been considered by 
, where s is the estimated number of nonzero functions. These models were implemented using the R package grpreg. Table 1 shows the MSE and F1 score averaged across 100 replications. For both the AR(1) or CS within-subject error structures, the NVC-SSL has much lower estimation error than the frequentist methods. This suggests two things: 1) that it is beneficial to use a non-separable and self-adaptive penalty (as the NVC-SSL does through the prior on the mixing proportion θ (2.9)), and 2) that estimation quality improves if we account for the withinsubject correlations in our estimation procedure. In terms of F1 score, all the methods perform fairly well, with the NVC-SSL model having the highest F1 score for the AR(1) simulation. In the CS simulation, the gLasso approach has the highest F1 score but the estimation quality is the poorest.
In Figure 1 , we plot the active functions β k (t), k = 1, . . . , p, against time t under the NVC-SSL for one replication of the AR(1) simulation. Figure 1 shows that the NVC-SSL is able to accurately estimate the unknown functions. Meanwhile, Figure 2 plots the functions estimated using the frequentist methods. For fairly large signals (β 1 , β 2 , and β 5 ), these methods performed fairly well. However, for the smaller signals (β 3 , β 4 , β 6 ), the estimation quality for the frequentist methods was not very good. This suggests that while ignoring temporal correlations may not have an adverse effect for large signals, it can be detrimental for estimation of smaller signals.
Our simulation results partly relied on the fact that we correctly specified the error covariance structure. In Appendix A, we illustrate through additional simulation studies that our model is also robust even when we have misspecified the error covariance. Even under misspecification, our numerical experiments in Appendix A demonstrate that the NVC-SSL model outperforms the frequentist methods which completely ignore the withinsubject temporal correlations. Extending the NVC-SSL to specifically handle the issue of model robustness is a fruitful area for future research, and we outline a few thoughts on this in Section 7. 
Analyzing Monthly Water Usage with the NVC-SSL Model
We illustrate the NVC-SSL method by modeling monthly water usage in Southwest Florida. This data set was first analyzed by Duerr et al. [6] . Monthly data was collected from 1998 to 2010 by Tampa Bay Water (TBW), a water authority operating within the Southwest Florida Water Management District (SWFWMD), for three member governments located in Hillsborough, Pasco, and Pinellas counties. This data set includes monthly water usage for each household based on billing records. This data set also contains environmental covariates such as average monthly precipitation, average monthly evapotranspiration, and average monthly temperature, as well as household features like fraction of greenspace and land value. For our analysis, we take monthly water usage as our time-varying response y(t). Previous analysis in [6] suggested that monthly residential water usage follows a first-order autoregressive pattern. To apply the NVC-SSL 
where ε i ∼ N 12 (0, σ 2 R i (ρ)) and R i (j, k) = ρ |j−k| . We use B-splines as the basis functions and select d = 8 as the degrees of freedom.
The NVC-SSL model selected 19 relevant predictors, including monthly average precipitation, average evapotranspiration, heated square footage, and fraction of greenspace. Figure 3 plots the estimated functions for four of the covariates determined to be significant by the NVC-SSL model.
Discussion
In this paper, we have introduced the nonparametric varying coefficient spike-and-slab lasso, a new Bayesian approach for estimation and variable selection in high-dimensional NVC models. The NVC-SSL model performs both estimation and variable of the functional components under model (1.1). Moreover, the NVC-SSL simultaneously estimates the covariance structure of the responses, whereas frequentist penalized approaches to NVC models tend to ignore these temporal correlations. Unlike frequentist approaches, the NVC-SSL model also employs a non-separable penalty which allows for automatic model complexity control and self-adaptivity to the true level of sparsity in the data. We introduced an efficient EM algorithm to obtain maximum a posteriori estimates, thus allowing us to bypass the use of MCMC. Finally, we provided theoretical support for the NVC-SSL by deriving the posterior contraction rates when p n. To the best of our knowledge, there has not been any previous theoretical investigation of such high-dimensional Bayesian NVC models.
There are a few directions for future research. First, we could further relax some assumptions in our model. Although it is common practice to model longitudinal data using either autoregressive or compound symmetry covariance structures for the random errors, these assumptions may be too simplistic. Additionally, it may be desirable to relax the assumption of Gaussian-distributed random errors. One possible way of addressing these issues is to model the ε i 's nonparametrically using Dirichlet process mixture priors rather than multivariate Gaussians. We anticipate that the EM algorithm derived in this paper could be modified to accommodate such relaxations by using the stick-breaking representation of the Dirichlet process.
Another important issue is robustness of our procedure, particularly to misspecification of the temporal correlation structure. In the frequentist setting, a common approach for working around this issue is to use generalized estimating equations (GEEs), or pseudolikelihood methods [23, 39, 4, 10] . GEEs do not require the response to be normally distributed and only require the user to specify a "working" covariance structure. GEEs are known to consistently estimate the unknown parameters even if the covariance structure is misspecified [23, 4, 10] . It would be interesting to explore the use of GEEs for Bayesian varying coefficient models. Under the Bayesian paradigm, replacing the likelihood with a pseudoliklihood would not yield a true posterior, but it is possible that the resultant "pseudo-posterior" would achieve both excellent finite-sample performance and posterior contraction at the (near) optimal rate [1] . We leave these extensions for future work.
A Simulation Study Under Misspecification
In this section, we illustrate the robustness of the NVC-SSL model to misspecification of the error covariance structure. We use the same setup of n = 50 and p = 400 as in Section 5. We use the same data-generating mechanism for generating observation times t = (t 11 , . . . , t 1n 1 , . . . , t n1 , . . . , t nnn ) and time-varying covariates x i1 (t), . . . , x ip (t) and the same smooth functionals β k (t), k = 1, . . . , p, as those in Section 5. However, for this simulation study, we specify the error covariance structure as a mixture of a first-order autoregressive (AR(1)) covariance matrix and a compound symmetry (CS) covariance matrix, i.e. ε i ∼ N n i (0, R i ), i = 1, . . . , n, where
and R 1i (ρ 1 ) has AR(1) structure with (ρ 1 , σ 2 1 ) = (0.7, 1.5), while R 2i (ρ 2 ) has CS structure with (ρ 2 , σ 2 2 ) = (0.3, 2). Under (A.1), neither the AR(1) or CS covariance structures is correctly specified. We fit the NVC-SSL model with prespecified AR(1) structure and the NVC-SSL model with prespecified CS structure to the data with random errors generated from (A.1). We denote our models as NVC-SSL-AR(1) and NVC-SSL-CS respectively. We also fit the NVC-gLASSO, NVC-gSCAD, and NVC-gMCP models to the data for comparison. Table 2 reports the rescaled mean squared error (100 × MSE) and the F1 score for our results averaged across 100 replications. The NVC-SSL-CS model performed the best in terms of estimation, despite the fact that the error covariance was not correctly specified. However, its F1 score was the lowest. The NVC-SSL-AR(1) method also had lower MSE than all of the frequentist methods and an F1 score very close to one, demonstrating that our method was still able to correctly identify signals in the data and threshold out noise variables under misspecification. Our results suggest that the NVC-SSL model is fairly robust to misspecification of the error covariance structure.
We caution that while the NVC-SSL model proved to be fairly robust in our simulations, it may not be robust under other types of misspecified covariance structures. To tackle this issue, we would have to modify the NVC-SSL model to specifically address the issue of model robustness. This is beyond the scope of this article, and we leave such investigations for future research.
B Proofs of Main Results
In this section, we use the following notation. For two densities f and g, N (ε, Ω, d) .
B.1 Proofs for Theorem 1
We first prove a lemma and then proceed to the proof of Theorem 1. (4.4) , suppose that we endow (γ, σ 2 , ρ) with the prior (4.5). Further, assume that λ 0 = (1 − θ)/θ = p c where c ≥ 2, and λ 1 1/n.
Proof of Lemma 1. By Lemma 8.10 of [11] , this statement will be proven if we can show that
, i = 1, . . . , n, denote the ordered eigenvalues of R * i by λ ij , 1 ≤ j ≤ n i and let R * = diag(R * 1 , . . . , R * n ). Using Lemma 6 of [19] and noting that the n subjects are independent, we have that
Define the sets,
. We will consider Π(A 1 ) and Π(A 2 |A 1 ) separately. Arguing as in Lemma 1 of [19] , we may expand log λ ij in the powers of (1 − λ ij ) to get λ ij − 1 − log λ ij ∼ (1−λ ij ) 2 /2. Using Lemma 6 of [19] , we also have that
Altogether, we have as a lower bound for Π(A 1 ),
for some constants b 1 > 0 and C 1 > 0. The second line of the display comes from Assumption (A4) and the final line comes from the fact that σ 2 and ρ follow inverse gamma and uniform priors respectively. Next, we focus on bounding Π(A 2 |A 1 ) from below. Arguing as in Lemma 5.1 of [27] ,
for some constant b 2 > 0 and sufficiently large n, which then implies that σ −2 R −1 (ρ) 2 1 and R * 2 1 (by using suitably modified arguments from the proof of Lemma 5.1 in [27] ). Thus, conditional on A 1 , the left-hand sides for both inequalities in the set A 2 may be bounded above by a constant multiple of
For some constants b 3 , b 4 > 0, we thus have as a lower bound for Π(A 2 |A 1 ),
where the third line is obtained from Assumptions (A7) and (A8); by the properties of B-splines and our assumption of the uniform boundedness of the covariates, the bias δ 0 satisfies δ 0 2 √ N d −κ . The fourth line is obtained from Assumption (A5), and the fifth line is obtained by noting that N n × n max n 2 by Assumption (A1). The final line of the display can be obtained by suitably modifying the arguments in part I of the proof of Theorem 6.1 in [2] . Combining (B.2)-(B.3), we have that
and thus the Kullback-Leibler condition (B.1) holds. Therefore, invoking Lemma 8.10 of [11] , P 0 (E c n ) → 0, where E n was defined in the lemma.
Using the same arguments as those in the proof of Theorem 6.1 of [2] , we have
Combining (B.6)-(B.7), we have that E 0 )Π(B c |Y )1 En ≺ e −(C 2 −C 1 )n 2 n → 0, since C 2 > C 1 . This completes the proof.
B.2 Proofs for Theorem 2
In this section, we follow a technique recently developed by [27, 19] . We first prove posterior contraction with respect to average Rényi divergence (of order 1/2) in Lemma 2. Then we use our result to derive a posterior contraction rate for γ under prediction loss in Lemma 3, which will imply the result in Theorem 2.
Lemma 2 (posterior contraction with respect to the average Rényi diver- 
By Theorem 1, the second term in (B.8) goes to zero. Thus, to prove posterior contraction for 1 n ρ(f, f 0 ), it suffices to prove that the first term in (B.8) tends to zero as n, p → ∞ for = M 3 n .
To prove that E 0 Π(γ ∈ B n :
we will first show the existence of a sieve F n such that
where C 1 is the constant from Lemma 1. Then on B n , we will construct a test function ϕ n such that
Finally, we will show that the metric entropy log N ( n , B n ∩ F n , ρ) can be asymptotically bounded above by a constant of n 2 n , which will complete the proof (see Lemma D.3 of [11] for more details).
Consider the sieve,
Since σ 2 ∼ IG(c 0 /2, d 0 /2) and ρ ∼ U(0, 1), it is easy to verify that the last three terms on the right-hand side of (B.12) are upper bounded by e −C 3 n 2 n for some C 3 > 0. Thus, we just need to show that the probability of the first term on the right-hand side of (B.12) is upper bounded by e −C 4 n 2 n for some C 4 > 0. For a given γ = (γ 1 , . . . , γ p ) , the probability that the generalized dimensionality for γ is of size s is bounded above by p s
where we used the fact that for
where C k is the normalizing constant for the group lasso density) and we bounded Pr( γ k 2 ≤ ω d ) from above by one.
For a model S ⊂ {1, . . . , p} of size s, define the densityΠ(γ S ) = s k=1 Ψ(γ k |λ 1 ) and note thatΠ(γ S ) ≤ e λ 1 γ 0 2Π (γ S − γ 0S ). Then we have
for any C 4 > 0. Note that by Assumption (A6), γ 0 2 ≤ √ p γ 0 ∞ √ p log p ≺ √ pn and λ 1 1/n, and thus, (np/λ 1 ) 2 − γ 0 2 2 ≺ (np/λ 1 ) 2 . In the third line, we used the fact that for
In the fifth line, we used the fact that 2C k λ d 1 < 1 and | √ x − √ y| ≤ |x − y| for x, y > 0, and in the sixth line, we used the fact that 
where in the second line, we used the fact that
In the third line, we used the fact that θ < θ/(1 − θ) = 1/p c for some c ≥ 2, so the summands in the second line above converge to zero as n → ∞, and thus, the infinite geometric series is bounded above by a constant. Thus, combining(B.15) with the upper bounds for the last three terms in (B.12), we may choose some C 5 > C 1 + 1, so that (B.9) holds. This proves (B.9).
We now show the existence of a test so that (B.10) also holds. As in [27, 19] , we first consider the most powerful Neyman-Pearson test φ n = 1{f 1 /f 0 } ≥ 1}. Following the arguments in [27, 19] , if the average Rényi divergence between f 0 and f 1 is bigger than 2 n , then
Taking the maximum of all such tests φ n gives the first inequality in (B.10).
From the second inequality in (B.16), we apply the Cauchy-Schwartz inequality to get Since 2 n /n max → 0, (B.19) implies that 2R * i − I n i is nonsingular for every i ≤ n, and hence, for every (γ 1 , σ 2 1 , ρ 1 ) satisfying (B.18),
(B.20)
Arguing as in (S10) in the Supplementary material of [19] , we have that To get the second inequality in (B.10), we plug in the upper bound ofwhere we used the fact that d = o(n) and N n × n max = o(n 2 ) by Assumption (A1) and the fact that κ ∈ N by Assumption (A7). Therefore, from (B.23)-(B.24), the metric entropy for the densities satisfying (B.18) can be bounded above by a constant multiple of n 2 n . Therefore, the first term on the right-hand side of (B.8) tends to zero as n, p → ∞ and this completes the proof. In the above display, we used assumptions (A3)-(A4) and Lemmas A.1 and A.2 of [16] in the fourth third line. In the fifth line, we used Assumptions (A7); by properties of B-splines, this approximation error satisfies α 0 (t) ∞ = By Theorem 1, the posterior is asymptotically supported on the event B n = {γ : |ν(γ| ≤ M 1 s 0 }. Thus, using the compatibility condition in Assumption (A5), we have U (γ − γ 0 ) 2 ≥ φ 2 (M 1 s 0 ) U * γ − γ 0 2 √ N γ − γ 0 2 . The result in Lemma 3 then immediately implies that (B.30) holds for γ under 2 error loss. Consequently, the smooth functionals also contract at the same rate n with respect to the empirical norm.
