Abstract. We give a full classi cation of convolution semi-groups of completely positive mappings on Hopf algebras. Using the theory of non-commutative L evy processes, we prove that these convolution semi-groups are solutions of Hudson-Parthasarathy quantum stochastic di erential equations. The generating process satis es a positivity condition on the kernel of the counit which is stronger than complete positivity. It majorizes its bracket process which is the non-commutative process given by the quadratic variation. Our work generalizes and improves parts of the theory of M. Fannes and J. Quaegebeur on in nitely divisible completely positive mappings on groups. It is shown that 2-parameter Az ema martingales in the sense of M.
Introduction
Let I t be a family of -preserving mappings, indexed by time t, from a given involutive algebra C (for example a C -algebra or a von Neumann algebra, or an algebra of polynomials in non-commuting hermitian indeterminates) to an algebra of (possibly unbounded) operators on a Hilbert space. Suppose that the quadratic variations (I t k+1 ? I t k )(a)(I t k+1 ? I t k )(b) exist in a not yet speci ed topology for all a; b 2 C and for all t 0 where we denote by Z subdivisions f0 = t 0 < t 1 < < t m?1 < t m = tg of the interval 0; t] with j Z j= max j t k+1 ? t k j the maximal distance between neighbouring points.
The process is said to majorize its quadratic variation if I t (a k a l ) I(a k ) ; I(a l )] t (V) for all choices of n and of n elements a 1 ; : : : ; a n of C, which is to be understood in a matrix sense. Since the matrix formed by the quadratic variations is always positive, the matrix I t (a k a l ) must be positive which means that the mappings I t are completely positive. In other words, our condition implies complete positivity.
We will show that condition (V) is the adequate positivity condition for the generating process of a convolution semi-group of completely positive mappings on a Hopf algebra. This paper is motivated by structures appearing in non-commutative (or quantum) probability theory; see 1, 13, 12] for an introduction to this theory.
A quantum probability space is a pair (A; !) consisting of an involutive unital algebra A and a state ! on A. Classical probability is included with A = L 1 ( ; F; P) and !(F) = R FdP when ( ; F; P) denotes a (classical) probability space. Random variables (on another involutive algebra B, over (A; !)) become homomorphisms j : B ! A. Classically, a random variable X : ! E taking values in a measurable space (E; E) gives rise to the homomorphism j X : L 1 (E; E) ! L 1 ( ; F; P) where j X (f) = f X.
Our special interest lies in the eld of white noise or L evy processes (or processes with independent and stationary increments). In order to de ne increments we need an additional structure. In classical probability a L evy process on a group G is a stochastic process (X t ) t2R on G starting at the unit element e of G and such that the increments X st = X ?1 s X t , s t, are stationary and independent for disjoint intervals. More generally, a L evy process on a semi-group G can be de ned to be a stochastic process (X st ) 0 s t such that X tt = e and X rs X st = X rt , r s t, and such that X t 1 t 2 ; : : : ; X tnt n+1 are independent for 0 t 1 < t 2 < < t n+1 . Suppose now that G is a subgroup of the general matrix group GL(n) for some n 2 N . Then there is a L evy process F t : ! M(n) on the additive group M(n) formed by all n n-matrices such that X t can be realized as the solution of the stochastic di erential equation (1) and j (2) are equivalent we say that j (2) is a version of j (1) . By applying the GNS construction to 
for b in the kernel B 0 of the counit . Here , and are the coe cients of the process and A t , t , A t denote the creation, preservation and annihilation processes on Fock space respectively. It is not di cult to see that the 
for the generating process. The di erential versions of these equations read
where the right hand side is calculated using the quantum Ito There is another interpretation. We have that j s ? j t = (j s j t ) is equivalent to j s+t if we put j t = j 0t . Then (j t ) t2R + forms a convolution semi-group of homomorphisms, and the theory of L evy processes becomes a theory of convolution semi-groups of quantum random variables. This paper is concerned with a generalization of the above theory. We will no longer asssume that the j t are homomorphisms but completely positive mappings. The main result states, roughly speaking, that (3) has to be replaced by the weaker condition (V). An analogous result has been obtained for quantum stochastic ows 10]; see also 3]. The method of proof is based on a central lemma (Lemma 2.3) which establishes the 1-1-correspondence between generators of convolution semi-groups of completely positive mappings and generators of additive non-commutative L evy processes satisfying condition (V). The paper is organized as follows. In Section 2 we prove the central lemma and derive the characterization of additive L evy processes satisfying (V). In Section 3 this result is used to classify completely positve convolution semi-groups. We apply our theory in Section 4 to special examples of Hopf algebras.
2. Additive L evy processes majorizing their quadratic variation Let V be a vector space. We denote by for all choices of n 2 N and of 1 ; : : : ; n 2 D, a 1 ; : : : ; a n 2 C which we only require to hold for a minimal version of I t .
For an algebra C we denote by e C the unital algebra obtained from C by adding a formal unit element, i. e. e C = C 1 C.
2.2. Proposition Let I t be an additive L evy process on the -algebra C.
for all choices of n 2 N , a 1 ; : : : ; a n 2C, 1 ; : : : ; n 2 D satisfying (5). The above proposition shows that an additive L evy process satisfying (V) consists of conditionally completely positive mappings (onC). However, conditionally complete positivity of the I t in general does not imply (V).
Next we need the notion of free products of algebras; see 5]. For two algebras C 1 and C 2 we form the vector space
where A denotes the set consisting of all tuples = ( 1 ; : : : ; n ) of nite length n 2 N such that i = 1 or i = 2 and such that for two neighbours i and i+1 we have i 6 = i+1 , and where C = C 1 : : : C n : The vector space C 1 t C 2 is turned into an algebra by de ning the multiplication by (a 1 : : : a n ) (b 1 : : : b m ) = a 1 : : : a n?1 (a n b n ) b 2 : : : b m if n = 1 a 1 : : : a n b 1 : : : b n if n 6 = 1 for a 1 : : : a n 2 C and b 1 : : : b m 2 C . Similarly, we de ne the free product C 1 t 1 C 2 in the category of unital algebras to be the algebra g C 1 t C 2 divided by the relations 1 C 1 = 1 = 1 C 2 . If we assume that C 1 and C 2 split into sums C 1 = C 1 C 0 1 and C 2 = C 1 C 0 2 where C 0 1 and C 0 2 are subalgebras of C 1 and C 2 respectively (these are conditions on C 1 and C 2 which will always be satis ed in our applications), then
The algebra C 1 t C 2 together with the canonical injections 1 and 2 have the following universal property. Given an algebra A and homomorphisms j 1 : C 1 ! A, j 2 : C 2 ! A there is a unique homomorphism j 1 tj 2 : C 1 tC 2 ! A such that j 1 = (j 1 tj 2 ) 1 and j 2 = (j 1 tj 2 ) = j 2 . A similar characterization by a universal property is of course possible for the free product C 1 t 1 C 2 . If C 1 and C 2 carry involutions we can form C 1 t C 2 (C 1 t 1 C 1 ) in the category of (unital) involutive algebras in the obvious way. (ii) k p is positive and hermitian on C t C (p ? ).
Proof: (i) =) (ii): Let us denote by I t the additive L evy process on the involutive vector space C with generator k. Suppose that I t satis es (V). Moreover, let there be given an element C of C t C (p ? ). We must show that k p (C C We have
where we put C 0 = p. The above expression equals (ii) =) (i): Denote byD,^ and^ the pre-Hilbert space, the canonical mapping from C t C (p ? ) toD and the -representation of C t C (p ? ) onD obtained from the GNS construction applied to the pair (C t C (p ? ); k p ). We claim that the prescription (C) 7 !^ (pC); C 2 C t C (p ? ) (6) de nes a projection P onD, i.e. P is well-de ned by (6) as an element of L(D) and P = P, P 2 = P. We 
I t (b) = A t (^ (pb)) + t (^ (pb)) + A t (^ ((pb) )) + k(b)t = A t (P^ (b)) + t (P^ (b)) + A t (P^ (b )) + k(b)t = ? t (P )Î t (b)
where ? t (P ) denotes the second quantization of the projection 0;t P on 2.5. Corollary Let C be a -algebra and let I t be an additive L evy process on the involutive vector space C such that I t satis es (V). Then I t can always Proof: The left hand side of (10) We start with a convolution semi-group t of c.p. triplets on B. We know that the generator^ of this semi-group is hermitian, conditionally positive with^ (1) = 0. This generator is also the generator of a quantum L evy process^ t on the big -bialgebra B t 1 g C (p ? ). In fact, we have that^ t is equivalent to t . Moreover, we know that^ t can be realized as the solution of the quantum stochastic di erential equation d^ t =^ t ? dÎ t ;^ 0 =^ (11) withÎ t (C) = A y t (^ (C)) + t (^ t (C) ?^ (C)) + A t (^ (C )) +^ (C) (12) 
The process I t is an additive L evy process on B 0 satisfying (V). Conversely, let there be given an additive L evy process on B 0 satisfying (V). With the notations of Corollary 2.5, the triplet ( t ; t ; D t ) given by (11) and (12) and (13), (14) and (15) The process Z t may thus be interpreted as a realisation of the corresponding Az ema martingale on Fock space. This aspect will be subject to further investigations.
