Quantum crystallography, a developing area of computational chemistry extending to macromolecules
Introduction
The term quantum crystallography (QCr) refers to the combination of structural, mainly crystallographic, information with quantum-mechanical theory. The objective is to facilitate the theoretical calculations and thereby enhance the information that may be derived from a crystallographic experiment. This concept has a long history and in recent years has been finding increased attention because of the advances in theory and computational techniques. Examples of the additional information that becomes available are more accurate electron density distributions, difference electron densities showing the nature of the bonding, charges on atoms, electrostatic potentials, and various energies. The feasibility of carrying this out on macromolecules has already been demonstrated, and is discussed next.
Quantum-mechanical calculations have been made on molecular moieties in a variety of ways. Yang and Lee [1, 2] , for example, solved the Kohn-Sham [3] equations for partial structures and obtained a representation of a full molecule by the use of spatial partition functions to weight a sum of partial structures. Later, Yang and Lee [4] generalized the "divide and conquer" density method [2] to one based on the density matrix. Their density matrix for a full molecule is obtained from subsystem contributions in a fashion consistent with Mulliken population analysis. Zero elements of the density matrix also occur in a way that is analogous to the definitions used in an investigation of ours [5] and one by Walker and Mezey [6] . The method of Yang and Lee has been applied in a density-functional context to polypeptides and some proteins [7, 8] .
A density-functional/Wannier function formalism was presented by Kohn [9] with an objective similar to that of Lee and Yang [2] but "differs by the central role of the systematic construction of the generalized Wannier function."
Bader and co-workers [10 -13] developed a method for splitting the known electron density of a molecule into densities for atomic groupings that have sharply defined borders. The borders are fixed by a condition concerning the vanishing of the density gradient. Such atomic groupings with their known electron densities are used to compose electron density distributions for molecules whose electron densities are unknown. The assumption is made that the electron density distributions of specific moieties change little as the molecules, in which they appear, differ.
Walker and Mezey [6] presented an alternative method for determining the electron density distribution of groups of atoms for use in composing electron density distributions for larger molecules as large as proteins. They make a database of the electron densities of the various atomic groupings required for larger molecules of interest by calculating the electron densities in small molecules having the moieties of interest and, in addition, atomic neighborhoods surrounding the moieties that resemble the neighborhoods that occur in the larger molecules. By use of a rule analogous to that of Mulliken population analysis of charge, Walker and Mezey [6] extracted the electron density of an atomic grouping computed along with the electron density of a suitable small molecule. The electron density for the moiety is stored as numerical information over a three-dimensional grid of points. Such moieties are called "lego" pieces. The electron density for a molecule of interest is obtained by placing each lego piece into its appropriate position and orientation in the molecule and summing the numerical densities associated with all of the lego pieces. Good accuracy has been reported [6] , and the calculations, e.g., applications to macromolecules, proceed very rapidly.
Li, Nunes, and Vanderbilt [14] discuss a procedure for obtaining a projector matrix by a method whose computational time increases linearly with the number of atoms in the structure.
The theoretical background for our approach to quantum crystallography may be found in References [5, [15] [16] [17] and additional references therein. This paper is devoted to a general description of the concepts involved and some initial applications. The latter point the way to future computational developments and potentially worthwhile types of investigations.
A fragment method
There are several approaches to fragment methods that are suitable for use with macromolecules. In our approach, each fragment of the structure, with known atomic coordinates, is composed of a kernel and a neighborhood. The combined total of the kernels forms the complete structure. The neighborhoods surrounding the kernels include all atoms that are located within some specified distance from all of the atoms in the corresponding kernels. In calculations thus far, the distance has been set at about 5 Å. Beyond that distance, the interaction of the neighborhood atoms with the kernel atoms would be quite small. In our approach to the calculation of electron density distributions, we generate a matrix of special type, called a projector matrix, which plays a central role in this kind of calculation. The fragment method is used when the calculation of the entire projector matrix at once is prohibitively large.
Two applications, with the objective of testing the fragment method, have been carried out in our laboratory. The substances studied were a cyclic hexapeptide trihydrate, c[Gly-Gly-D-Ala-D-Ala-Gly-Gly] ⅐ 3H 2 O [5] , and leu 1 -zervamicin, Ac-Leu-Ile-Gln-Iva-Ile-Thr-Aib-LeuAib-Hyp-Gln-Aib-Hyp-Aib-Pro-Phol [15] .
As noted above, the purpose of fragment calculations is to obtain projector matrices when it is not feasible to do so with the entire molecule or when it may turn out to be more efficient to do so. Since a structure of interest is assumed to have known coordinates from, for example, a diffraction experiment, there is no problem in defining a choice of kernels and corresponding neighborhoods. To obtain an electron balance, it may be necessary to attach hydrogen atoms to some of the atoms in a neighborhood. Generally, there is a large variety of ways in which a molecule can be divided into kernels with their corresponding neighborhoods. One rule, however, must be obeyed, which is that all of the atoms in a molecule must be a member of some kernel once and only once. This rule plays a valuable role in defining how the fragment calculations are to be combined in forming a complete matrix that is preliminary to the formation of the desired projector matrix. The contributions from the kernels are included with a weight of 1, whereas the contributions from the neighborhoods are added with a weight of 1/2. Because of the above-mentioned rule concerning membership in a kernel, there are only two circumstances in which a particular pair of kernel and neighborhood atoms can interact, i.e., when one is the kernel atom and the other is the neighborhood atom, and vice versa. Thus, entering each of these two interactions with the weight of 0.5 is quite appropriate.
The fragments for the hydrated cyclic hexapeptide were selected by defining the kernels as the six peptide residues in the ring with each of the three water molecules associated with the appropriate residues, determined by proximity. In this case, the neighborhoods of the kernels were provided by the two peptide residues and associated water molecules, if any, adjoining a particular kernel; e.g., residues 2 and 4 were the neighborhood for residue 3 when treated as a kernel. With this characterization in place, the electron density calculations were carried out.
Isodensity surfaces were calculated for the entire hydrated hexapeptide molecule and also by means of the fragment method. The results were indistinguishable, and hence one figure can suffice for either method of calculation. An example of a calculation at an isodensity surface of 0.023 e/Å 3 is given in Figure 1 . There are, actually, very small differences between the two calculations. In order to obtain a more quantitative insight into the magnitude of the differences, a series of difference isodensity surfaces were calculated at various levels, making it possible to observe the level at which residual differences essentially disappeared, as can be seen in Figure 2 . The isodensity difference studies on this small polypeptide indicate that fragment calculations have the potential for affording the opportunity to apply quantum mechanics to even larger structures.
Encouraged by these results, we investigated the applicability of the fragment technique with the hexadecapeptide, hydrated leu 1 -zervamicin. As a consequence, it was demonstrated that a projector matrix could be produced from fragment calculations for this structure which is essentially indistinguishable from one obtained from direct calculation with the entire molecule.
The input information was a set of atomic coordinates obtained from a crystal structure investigation. The fragments were again composed of kernels and their neighborhoods. In this case, the neighborhoods were chosen for each kernel according to the 5-Å rule. Since the coordinates of the structure are available, it is possible to calculate which atoms would occur within a particular
Figure 2
Difference isodensity surface of 3 ϫ 10 Ϫ3 e/Å 3 for the cyclic hexapeptide trihydrate. The small fuzzy regions in the vicinity of the ring represent the difference isodensity surface. They are close to disappearing, enclosing a very small fraction of the molecular volume. A difference isodensity surface at the level of 5 ϫ 10 Ϫ3 e/Å 3 would cause a significant decrease in the fuzzy regions.
chosen distance from each of the atoms in a kernel. In order to effect a pairing of all electrons and an even number of electron pairs, it was necessary to attach hydrogen atoms to atoms belonging to neighborhoods or a moiety that is part of the molecule. This extended the outer limits of the fragment somewhat. Because of the denser packing of peptide residues in leu 1 -zervamicin as compared to the cyclic hexapeptide, more residues were required to form the neighborhoods of each kernel.
The fragment calculations for leu 1 -zervamicin were performed by defining 19 kernels, based on 16 peptide residues, two clusters of water molecules, and a cluster consisting of a water molecule and an ethanol molecule. As in the case for the hexapeptide, isodensity surfaces were calculated for the hydrated leu 1 -zervamicin molecule with the use of a projector matrix generated from the entire molecule and also from the fragments. The two calculations gave electron densities that were quite similar in appearance. In order to obtain a more quantitative insight into the similarity of both types of isodensity calculation, a series of difference isodensity surfaces were calculated in which differences that did not exceed increasingly larger values were omitted. Such a calculation can be used to determine and locate the largest differences between the electron densities. A difference isodensity surface is shown at the values of 1 ϫ 10 Ϫ3 e/Å 3 in Figure 3 and Ϫ1.2 ϫ 10 Ϫ3 e/Å 3 in Figure 4 . It is seen that in rather small regions there are differences as large or larger than the values of the difference isodensities shown. They disappear at slightly larger difference isodensities. The high accuracy of the fragment calculation is again quite clear here and could, in fact, be increased by including more atoms in the neighborhoods of the kernels.
Features of interest in zervamicin
Zervamicin is an antibiotic which is known to transport potassium ions across cell membranes. Experimental observations have indicated that helical peptides, such as zervamicin, which are ionophores, assemble to form channels that allow ions to pass through. An examination of the crystal structures of such membrane-active peptides can reveal the number and packing of the peptides involved in forming a channel and a variety of detailed structural features related to the function of the channels. Crystal-structure investigations of zervamicin indicate that the channels are formed from a cluster of three molecules and that individual molecules can be involved in forming more than one channel. Zervamicin forms a type of helix that is called amphiphilic. The molecule has hydrophobic side chains extending from the peptide residues on one side and polar side chains extending from other peptide residues on the other side.
A side chain of particular interest is the side chain of residue 11, glutamine. This side chain is attached on the hydrophobic side of the peptide. Figure 5 shows the side chain of glutamine 11 in two different orientations, as
Figure 3
Difference isodensity surface of 1.0 ϫ 10 Ϫ3 e/Å 3 for the hydrated leu 1 -zervamicin molecule. Small fuzzy regions represent the remaining difference. They involve a small molecular volume and are evidently small in magnitude.
Figure 4
Difference isodensity surface of Ϫ1.2 ϫ 10 Ϫ3 e/Å 3 for the hydrated leu 1 -zervamicin molecule. As in Figure 3 , the small fuzzy regions represent the remaining difference, and involve a small molecular volume and are evidently small in magnitude.
determined from a crystal-structure investigation by Karle et al. [18] . These two orientations are of particular interest because one closes the channel and the other opens it.
In the investigation, it was possible to simulate the passage of a K ϩ ion through the channel. In the course of the simulation, it was found that the gate that was formed by the side chain had to first open and then close in order for the K ϩ ion to proceed through the channel. Apparently, this structural feature of glutamine 11, as it occurs in the crystal, requires the gate to open and close each time an ion goes through. Experiment shows [19] that a potential is needed for the K ϩ ions to be transported. If the structural arrangement of the zervamicin molecules in a cell membrane is similar to that in the crystal, it is possible that the zervamicin crystal structures offer a model of a gating mechanism on the level of atomic resolution.
Some additional evidence for the latter conjecture also comes from a related crystallographic investigation. The crystal structure of antiamoebin closely resembles that of zervamicin. The two substances are chemically similar. In a crystal structure formed jointly with antiamoebin and normal octanol [20] , the hydrophobic sides of the antiamoebin molecules share an attraction with the octanol molecules in a fashion that could simulate the attraction within a cell membrane.
A role for quantum crystallography
It would be of interest to examine glutamine 11 and the area around it with the tools of QCr. Toward that objective, we discuss in this section how such an investigation might be carried out. The nature of the calculations for one type of approach is outlined here, with further details given in Reference [17] . An alternative approach may be found in Reference [16] , wherein the calculation is simplified by use of the crystallographic data in the form of atomic coordinates. This permits "singlepoint" quantum-mechanical calculations to be carried out for the determination of various properties of the region of interest.
In Reference [17] , it is shown how kernel R ik matrices are computed; the subscript i labels the various numbered kernels, and the subscript k is simply an abbreviation for kernel. It is also shown how to obtain from them their corresponding partial structure factors F hik with and without thermal effects and form from them total structure factors with and without thermal effects. With this accomplished, it is possible to put the experimental and theoretically calculated data on the same scale, remove thermal effects from the experimental data, correct the experimental data for systematic errors, estimate the experimental values for the partial structure factors associated with glutamine 11, and, finally, perform quantum crystallographic calculations on the residue, glutamine 11.
Comparable calculations which could be of interest concern active sites in protein structures and other regions of macromolecules that have important effects on the functions of these molecules. Of interest would be atomic charges, electron density distributions, electrostatic potentials, certain energies, for example, associated with the attraction of substrates, and the potential for enhancing structural accuracy by quantum-mechanical means.
The treatment of crystallographic information
In this section, we continue to discuss various aspects of handling X-ray diffraction data with the objective of facilitating quantum-mechanical calculations that give information which goes beyond that obtained from the structure analysis of the X-ray data. In our approach to QCr, we have used molecular orbitals and a singledeterminant density matrix formalism to develop a quantum-mechanical model. The diffraction data from a crystal of maleic anhydride [16] were used to examine various aspects of the treatment of the experimental data with the objective of optimizing both the experimental information available and the procedures for its use.
One approach has involved the adjustment, by the leastsquares method, of the elements of the projector matrix
Figure 5
Open (a) and closed (b) forms of the side chain of glutamine 11 in leu 1 -zervamicin. and some other variables that occur in the quantummechanical model in order to optimize the fit between the experimental structure factor magnitudes and the values of those same magnitudes obtained from the quantummechanical model. In the application to the crystal of maleic anhydride, it was found to be worthwhile to correct the diffraction data for systematic errors that can arise from gross features in the shape of a crystal and also from characteristics of the diffraction equipment [16] . A statistical method developed from quantum-mechanical theory was found to be quite suitable for making the necessary corrections on the data from a crystal of maleic anhydride. This method appears to have potential for general application and merits further study in this regard.
It was noticed in the course of this investigation that the values of the atomic coordinates determined by the X-ray diffraction experiment were highly insensitive to the changes that were made to the structure factor magnitudes by, for example, corrections for systematic errors. This was probably due to the fact that the coordinates were obtained in a statistical fashion, as a consequence of having information about all of the experimental structure factor magnitudes and their accompanying phase angles. In this case, at least, the corrections for systematic errors resulted in only extremely small changes in the atomic coordinates. This suggested an alternative path for performing QCr which could be more efficient than the method suggested earlier in which the projector matrix was adjusted to effect an optimal match between the calculated and experimental structure factor magnitudes. As mentioned above, the alternative would be to use the crystallographic coordinates in single-point calculations to facilitate the quantum-mechanical calculations of interest.
Since use can be made of quantum-mechanical calculations to perform a geometric optimization that gives values to the coordinates of a structure, the question arises concerning what role the experimental coordinates from crystal structure analysis might play. The following comments address this question:
1. We note that it is necessary to know the crystal structure in order to determine whether the freemolecule approximation is valid. Aside from that, as molecules of interest become larger, even if the freemolecule approximation could be applied, the optimization calculations would soon become prohibitively time-consuming. 2. Crystallography can furnish coordinates and packing when, in the usual case, interaction between molecules can make the free-molecule approximation unacceptable. 3. Crystallography can either validate or throw doubt on the mode or basis set used for the quantum-mechanical calculations.
A summary outline for proceeding with fragment calculations for macromolecules 1 . The process starts with, for example, a protein structure that has been determined by use of X-ray diffraction. 2. The structure is then divided into kernels, so chosen that the kernels add up to one complete molecule. 3. Attach to each a neighborhood of atoms that occur about 5 Å or more from any atom in the accompanying kernel. Some additional H atoms or parts of the structure may also have to be attached in order to effect pairing of all electrons and an even number of electron pairs. 4. The structure of the fragment may require geometric optimization by means of quantum-mechanical calculations because it may have been obtained from low-resolution diffraction data. In these circumstances, the optimization, if feasible, would evidently be quite desirable. 5. After optimization, the fragment would be ready for quantum-mechanical calculations of interest. 6. The fragments that would perhaps be of particular interest would be the ones associated with active sites or ones having special influence on the behavior of the protein.
