In this paper, we consider the existence of positive solutions to the semipositone boundary value problems (SCBVP). Without making any monotone-type assumption, the existence of positive solution and many positive solutions are obtained.
Introduction
The study of the (k, n − k) boundary value problem has a very long history. Early work in the field, for example those in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , focused mainly on the cases in which the nonlinear term is non-negative, continuous and superlinear or sublinear. In this paper, we study the following semipositone boundary value problems (SCBVP):
(n−k) u (n) (t) = f (t, u(t)), 0 < t < 1,
where n ≥ 2, 1 < k < n − 1. Our main tool of this paper is the following fixed point index theory. Theorem 1.1 [6] . Suppose E is a real Banach space, K ⊂ E is a cone, let Ω r = {u ∈ K : u ≤ r}. Let operator T : Ω r −→ K be completely continuous and satisfy T x = x, ∀ x ∈ ∂Ω r . Then (i) If T x ≤ x , ∀ x ∈ ∂Ω r , then i(T, Ω r , K) = 1;
(ii) If T x ≥ x , ∀ x ∈ ∂Ω r , then i(T, Ω r , K) = 0.
Preliminary Notes
, then E is a Banach space with norm x = max t∈I |x(t)|. We also introduce the space L 1 (0, 1) with norm x 1 = 1 0 |x(t)|dt. Throughout this paper ,we shall use the following notation:
It is well known from paper [6] that G(t, s) is the Green's function of homogeneous boundary value problem:
and G(t, s) is nonnegative continuous function. By direct account, we can easily obtain the following results. Lemma 2.1( [4] ). G(t, s) defined as above have the following properties:
where
This completes the proof of Lemma 2.2.
Proof. Let δ = max 
In the rest of the paper, we also make the following assumptions:
where C M 1 < 1, here C is the same constant as in Lemma 2.4 and J(s) is defined in Lemma 2.1. By Lemma 2.3, for θ ∈ (0, 1/2), we denote a cone K of E:
For convenience, we set
Main Results
In this section, we present our main results.
Then, the semipositone conjugate boundary value problems (SCBVP) (1.1) has a solution u ∈ K such that u lies between r and R.
Proof. By Lemma 2.4, we set w(t) = w(t), Then u(t) is the positive solutions of the (SCBVP) (1.1) if and only if u(t) = u(t) + w(t) is the positive solutions of the (CBVP)
and u(t) ≥ w(t), t ∈ J, where for t ∈ I,
Obviously, (CBVP) (3.1) is equivalent to the equation
and consequently, it's solution is equivalent to the fixed point problem u = T u with operator T : E → E given by
Then we shall divide the rather long proof into three steps.
(I) T : K → K is completely continuous.
(a) Firstly, we proof that T (K) ⊂ K. By Lemma 2.1, (3.4), for any u(t) ∈ K, t ∈ J, we have
Then, by Lemma 2.1 and (3.4), for u ∈ K, we have
Secondly, we will show that T ia compact operator. Let D ⊂ K be any bounded set, then there exists a constant A > 0 such that u ≤ A, u ∈ D. Then, we have
H(t, u). Therefore, T (D) is uniformly bounded.
Next, we will show
From the expression of G(t, s), it is not difficult to show there exists a constant a > 0 such that
So for u ∈ D and by (3.3), we know that for t ∈ [0, 1], we can get
Then, we have
So by the absolute continuity of the integral, we know that T (D) is equicontinuous on [0,1]. Thus, according to Ascoli-Arzela's theorem, we know that T (D) is a relatively compact set, i.e., T ia compact operator. Furthermore, by using Lebesgue dominated convergence theorem, we can easily obtain that T : K → K is a completely continuous operator.
(II) Next, we will discuss the positive solution of the (CBVP) (3.1).
We define two open subset Ω 1 and Ω 2 of E:
Then, for t ∈ [0, 1] and u ∈ ∂Ω 1 , we have u(t) − w(t) ≤ u(t) ≤ u = R and
And then by (A 1 ), we have
Therefore, we have T u ≥ u , ∀ u ∈ ∂Ω 1 . Then by Theorem 1.1, we have
On the other hand, for u ∈ ∂Ω 2 , we have u(t) − w(t) ≤ u(t) ≤ u = r and
and then by (A 2 ), we have
Therefore, we have T u ≤ u , ∀ u ∈ ∂Ω 2 . Then by Theorem 1.1, we have
Therefore, by (3.5), (3.6), r < R, we have i(T,
Then operator T has a fixed point u ∈ (Ω 1 \ Ω 2 ), and r ≤ u ≤ R.
(III) Finally, we will show that u(t) ≥ w(t), t ∈ (θ, 1 − θ). By, Lemma 2.3 and 2.4, for t ∈ (θ, 1 − θ), we have
i.e., u(t) = u(t) − w(t) is the positive solution of SCBVP (1.1). This completes the proof of Theorem 3.1.
Thoerem 3.2. Suppose that condition (H) hold. Assume that f also satisfy (A 3 ):
Proof. The proof of Corollary 3.2 is almost the same as that of Theorem 3.1. All we need to do is to discuss the operator T which is defined by (3.3) .
First, by f 0 = ϕ ∈ [0, θ * − α), for = θ * − α − ϕ, there exists a positive number ρ > C M 1 , ρ(θ * − α) ≥ 1, as 0 ≤ u ≤ ρ, u = 0, we have f (t, u) ≤ (ϕ + )u = (θ * − α) ρ.
(3.7)
Then let r = ρ, m = θ * − α ∈ (0, θ * ), thus by (3.7), we have f (t, u) ≤ mr, 0 ≤ u ≤ r.
So condition (A 2 ) holds. Then, we can choose r, R such that C M 1 = 1/3 < r ≤ 2C M 1 = 2/3 < R and by Theorem 3.2, we can show that for the (SCBVP) (5.1) have at least one positive solutions u(t) and r ≤ u ≤ R.
