More generally, if N is a regular subgroup of S(G), then N S(G)
of the regular subgroups of S(G) which are isomorphic to G, and have in some sense the same holomorph as G.
G.A. Miller has shown [Mil08] that the so-called multiple holomorph of G
NHol(G) = N S(G) (Hol(G)) = N S(G) (N S(G) (ρ(G))) acts transitively on H(G), and thus the group T (G) = NHol(G)/ Hol(G) acts regularly on H(G).
Let G be a non-abelian group. Then the inversion map inv : g → g −1
on G, which conjugates ρ(G) to the image λ(G) of the left regular representation λ, induces an involution in T (G). One expects T (G) to contain further involutions. In fact, if N ≤ S(G) is a regular subgroup, so that N S(G) (N) is isomorphic to Hol(N), the inversion map on N yields an involution in T (N). This corresponds to an involution in T (G) under the standard isomorphism S(G) → S(N) induced by the bijection G → N that maps g ∈ G to the element of N that maps 1 to g. Of course different N need not induce different involutions in T (G).
Recently T. Kohl has described [Koh15] the set H(G) and the group T (G) for G dihedral or generalized quaternion. In [CDV17b] , we have redone, via a commutative ring connection, the work of Mills [Mil51] , which determined H(G) and T (G) for G a finitely generated abelian group. In [CDV17a] we have studied the case of finite perfect groups.
In all these cases, T (G) turns out to be an elementary abelian 2-group. T. Kohl mentions in [Koh15] an example where T (G) is a nonabelian 2-group, and in a personal communication has asked whether T (G) is always a 2-group when G is finite.
The first goal of this paper is to show that for p > 2 a prime, the group G(p) = x, y :
, and it is isomorphic to AGL(1, p), that is, to the holomorph of a group of order p. This we prove in Section 4. Thus T (G(p)) is not a 2-group, and for p > 3 it is not even generated by involutions, as the subgroup generated by the involutions has index (p − 1)/2 in T (G(p)).
The group G(p) is of (nilpotence) class two. In Section 2 we introduce a linear setting that simplifies the calculations in the later sections (Proposition 2.2), and develop some more general aspects of a theory of T (G) for finite p-groups G of class two, for p > 2. We then show in Section 3 that for such a group there is an element of order p − 1 in T (G) (Proposition 3.1). In Section 5 we provide examples where |T (G)| is as small as possible, that is, it has size p − 1 (Proposition 5.1) and others (Proposition 5.4) where T (G) contains a large elementary abelian p-subgroup.
Section 1 collects some preliminary facts. We note that regular subgroups of S(G) correspond to right skew braces structures on G (see [GV17] ). Also, this work is related to the enumeration of Hopf-Galois structures on separable field extensions, as C. Greither and B. Pareigis have shown [GP87] that these structures can be described through those regular subgroups of a suitable symmetric group, that are normalized by a given regular subgroup; this connection is exploited in the work of L. Childs [Chi89] , N.P. Byott [Byo96] , and Byott and Childs [BC12] .
The system for computational discrete algebra GAP [GAP18] has been invaluable for gaining the computational evidence which led to the results of this paper.
Preliminaries
We recall some standard material from [CDV17a] , and complement it with a couple of Lemmas that will be useful in the rest of the paper.
Let G be a group. Denote by S(G) the group of permutations of the set G.
be the right regular representation of G Definition 1.1. The holomorph of G is (
Under these assumptions
is an isomorphism.
The equivalence of item (3) of Theorem 1.2 with the previous ones follows from the theory of braces [BCJ16] .
In the following, when discussing a subgroup N as in (1) of Theorem 1.2, we will switch to the map γ of (2) and the operation • of (3) without further mention.
We introduce the sets
and
As in [CDV17b, CDV17a] , for the groups G we consider we first determine J (G), using Theorem 1.2, then check which elements of J (G) lie in H(G), and finally compute T (G), or part of it.
If N ∈ H(G), G.A. Miller has shown [Mil08] that ρ(G) is conjugated to N under an element of the multiple holomorph
An element conjugating ρ(G) to N can be modified by a translation, and assumed to fix 1. We have Lemma 1.3. Suppose N ∈ H(G), and let ϑ ∈ NHol(G) such that
is an isomorphism such that
The next Lemma shows that an isomorphism ϑ as in Lemma 1.3 determines γ uniquely.
Lemma 1.4. Let N ∈ H(G).
Given an isomorphism
for g, h ∈ G, It follows that the γ associated to N is given by
Proof. The first formula comes from the definition of the operation • in Theorem 1.2(1.2), and the second one follows immediately from it.
In the next lemma we note that γ is well defined for the elements of T (G).
Lemma 1.5. Let N ∈ H(G), and let
If α ∈ Aut(G), Then αϑ represents the same element of T (G), and has the same associated γ.
Proof. It suffices to prove the second statement, which follows from the fact that the γ associated to αϑ is given, according to Lemma 1.4, by
For a group G, denote by ι the morphism
that maps g ∈ G to the inner automorphism ι(g) it induces. The following Lemma is proved in [CDV17a] .
Lemma 1.6. Let G be a group, and let N Hol(G) be a regular subgroup of S(G).
The following general formulas hold, for g, h ∈ G and β ∈ Aut(G).
Some basic tools
If G is a group of nilpotence class two, we will use repeatedly the standard identity
We write Aut c (G) for the group of central automorphisms of (
Proof.
(1) and (2) are clearly equivalent. Lemma 1.6(2) yields that γ(
which shows that (2) and (4) are equivalent.
As to the last statement, it is a well known and elementary fact that central automorphisms centralize the derived subgroup.
We now introduce a linear technique that will simplify the calculations in the next sections. Here and in the following, we will occasionally employ additive notation for the abelian groups
Proposition 2.2. Let G be a finite p-group of class two, for p > 2.
The following sets of data are equivalent.
(
The connection between the two sets of data is given by
Proof. Let us start with the setting of (1). By assumption (1a) we have
as assumption (1a) implies G ′ ≤ ker(γ) by Lemma 2.1. Therefore the map
Conversely, given ∆ as in (2) Then for g, h ∈ G we have
Proof. Note that ν(g)
. It suffices to compute, using the fact that γ(G) is abelian, according to Lemma 2.1,
, where we have used the facts that [G,
Lemma 2.4. Let G be a finite p-group of class two, and N Hol(G) a regular subgroup.
In particular, under the hypotheses of the Lemma the elements of G retain their orders under ν.
Proof. This follows from
where we have used the facts that [G, γ(G)] ≤ Z(G) and [Z(G), γ(G)
] = 1.
Power Isomorphisms
Let G be a finite p-group of class two, for p > 2. For g, h ∈ G we have
so that
Since we have also
and thus ϑ d induces an element of T (G). To determine the
γ d associated to ϑ d , one can apply (1.2) to (3.1) to get γ d (g ϑ d ) = γ d (g d ) = ι(g (1−d)/2 ),
and then, taking d
′ -th powers,
(We could have also used Lemma 1.4 to obtain the same result.)
The ϑ d and γ d are all distinct as d ranges in the integers coprime to p between 1 and exp(G/Z(G)) − 1. Clearly 
subgroup of T (G) isomorphic to the units of the integers modulo exp(G/Z(G)). We have obtained

Proposition 3.1. Let G be a finite p-group of class two, for p > 2. Let p r = exp(G/Z(G)). Then T (G) contains a cyclic subgroup of order ϕ(p
Computing T (G(p))
Let p > 2 be a prime, and define
This is a group of order p 4 and nilpotence class two, such that G(p) ′ = x p has order p, and 
, with respect to the basis given by x p , y p . We first note that Lemma 1.6(1) implies
In the group G(p), the power map α : x → x 1+p is an automorphism lying in the centre of Aut(G(p)). Hence Lemma 4.2. Let N ∈ K (G(p) ). Then
It follows that G(p) satisfies the equivalent conditions of Lemma 2.1.
as [G(p), γ(G(p))] ≤ Z(G(p)), and Z(G(p)) has exponent p.
We may thus appeal to the ∆ setting of Proposition 2.2. Since γ(Frat(G(p))) = 1 by Lemma 4.2, ∆ is well-defined as a map V × V → W .
For a ∆ as in Proposition 2.2, and β ∈ Aut(G) which induces
If p > 3, and we choose a = 1, −1, we obtain that if ∆(x, x) = 0, then ∆(x, x) ∈ W is an eigenvector for β with respect to the eigenvalue a 2 = a, 1. It follows that ∆(x, x) = 0. If p = 3, we first choose a = −1 and b = 0 to obtain that ∆(x, x) ∈ y p . We then choose a = −1 and b = 1 to obtain that ∆(x, x) ∈ x p y 2p , so that ∆(x, x) = 0 in this case too. (We could have used this argument also for p > 3. ) We have also
y).
Taking b = 0 and a = 1 in β, we see that ∆(x, y) = sx p for some s. Similarly, ∆(y, x) = tx p for some t. We have also
If ∆(y, y) = uy p + vx p , we have
Setting a = 1 we get u = s + t, and then setting a = −1 we get v = 0. Therefore the γ for G(p) are given by
Lemma 2.3 yields that for the regular subgroup N Hol(G) corresponding to γ s,t one has
Therefore for t − s + 1 = 0 we have G(p) ∼ = (G(p), •), as the latter is abelian, and the corresponding regular subgroup N lies in J (G)\H(G). So let t−s+1 = 0, and We now determine the structure of the group T (G). Note first that we may take d ∈ F * p in (4.4). To see this, apply Lemma 1.5 with α chosen to be the central automorphism defined by α :
yields the same element of T (G(p)) with respect to the same γ.
We now want to show 
Now consider another ϑ e,u , and let v = e ′ + u − 1. From (4.6) we obtain
. Using Lemma 1.5 again, if we choose α to be the inner automorphism
we obtain αϑ d,s ϑ e,u = ϑ de,w for some w, so that we can take f = de. Set z = f ′ + w − 1. To determine w, we compute (hg) ϑ d,s ϑe,u in two ways. We compute first (4.7)
where we have used (4.5), (4.6), and (4.1). We then compute (4.8)
where we have used (4.1). From (4.7) and (4.8) we obtain 
More Examples
In this section we exhibit two examples G of p-groups of class two, for p > 2. In the first example T (G) is as small as possible according to Proposition 3.1, that is, of order p − 1. In the second example T (G) contains a large elementary abelian p-subgroup.
A small T (G). We claim the following
Proposition 5.1. Let G be the free p-group of class two and exponent p > 2 on n ≥ 2 generators.
Then
Since G is free in a variety, and Frat(G) = Z(G), we have that
We can thus use the the ∆ setting of Proposition 2.2. Here V = G/G ′ = G/Z(G) and W = G ′ are F p -vector space, and W is naturally isomorphic to the exterior square 2 V of V .
5.1.1. The case p > 3. Take first 0 = g ∈ V , and complete it to a basis of V . When p > 3, we can choose a ∈ F * p \ {1, −1}. Consider the automorphism β of V (and thus of G), that fixes g, and multiplies all other basis elements by a. Then β fixes ∆(g, g), but there are no fixed points of β in W ∼ = 2 V , as β multiplies all natural basis elements of 2 V by a = 1 or a 2 = 1. Thus ∆(g, g) = 0. Take now two independent elements g and h of V , and complete them to a basis of V . Consider the automorphism β of V which fixes g, h, and multiplies all other basis elements by a ∈ F * p \ {1, −1}. Then the only fixed points of β in W are the multiples of [g, h] , so that ∆(g, h) = λ [g, h] for some λ. Consider another basis elements k / ∈ g, h , so that ∆(g, k) = µ [g, k] , and ∆(g, h + k) = λ[g, h] + µ [g, k] . Since ∆(g, h + k) must also be a multiple of [g, h + k], we see that λ = µ uniformly, so that, reverting to multiplicative notation,
that is, γ(h) = ι(h λ ). For λ = −1/2, this is uniquely associated, as we have seen in Section 3, to g 5.1.2. The case p = 3. The method described in the following works for a general p > 2, although it is slightly more cumbersome than the previous one.
Let 0 = g ∈ V = G/G ′ = G/Z(G), and let C be a complement to g in G. Consider the automorphism β of V which fixes g, and acts as scalar multiplication by −1 on C. Then ∆(g, g) ∈ 2 C. Letting C range over all complements of g , we obtain that ∆(g, g) = 0.
Similarly, given two independent elements g, h of V , let C be a complement to g, h in V . Define the automorphism β of V which fixes g, h, and acts as scalar multiplication by −1 on C. Then ∆(g, h) ∈ g ∧ h + 2 C.
Letting C range over all complements of g, h , we obtain that ∆(g, h) ∈ g ∧ h . We claim the following
A biggish T (G
