Abstract. Using of Salagean operator, we define a new subclass of uniformly convex functions with negative coefficients and with fixed second coefficient. The main objective of this paper is to obtain coefficient estimates, distortion bounds, closure theorems and extreme points for functions belonging of this new class. The results are generalized to families with fixed finitely many coefficients.
Introduction
Let S denote the class of functions of the form:
(1.1) f (z) = z + to U CV defined as
Note that
Also in [18] , Ronning generalized the classes U CV and S p by introducing a parameter α in the following way.
A function f (z) of the form (1.1) is in S p (α) if it satisfies the analytic characterization:
and f (z) ∈ U CV (α), the class of uniformly convex functions of order α, if and only if zf ′ (z) ∈ S p (α). By β − U CV, β ≥ 0, we denote the class of all β-uniformly convex functions introduced by Kanas and Wisniowska [13] , it is known [13] that f (z) ∈ β − U CV if and only if it satisfies the following condition:
(1.6) Re 1 + zf
We consider the class β − S p , β ≥ 0, of β-starlike functions (see [14] ) which are associated with β-uniformly convex functions by the relation:
Thus, the class β − S p , is the subclass of S, consisting of functions that satisfy the analytic condition:
For a function f (z) ∈ S, we define
and
The differential operator D n was introduced by Salagean [21] . For β ≥ 0, −1 ≤ α < 1, n ∈ N 0 = N ∪ {0} and m ∈ N , we let S(n, m, α, β) denote the subclass of S consisting of functions f (z) of the form (1.1) and satisfying the analytic criterion:
We denote by T the subclass of S consisting of functions of the form:
Further, we define the class T S(n, m, α, β) by
We note that the operator D n+m was studied by Sekine [22] , Aouf et al. ([4] and [5] ), Hossen et al. [11] and Aouf [2] . Also we note that T S(n, 1, α, β) = T (n, α, β) (Rosy and Murugusundaramoorthy [20] ) and T S(n, 1, 0, β) = S(n, 1, 0, β) (Kanas and Yaguchi [12] ).
The Class T S(n, m, α, β)
In this section we obtain necessary and sufficient conditions for functions f (z) in the classes T S(n, m, α, β).
We have
This last expression is bounded above by
and hence the proof is complete.
Theorem 2.
A necessary and sufficient condition for f (z) of the form (1.11) to be in the class T S(n, m, α, β) is that
P r o o f. In view of Theorem 1, we need only to prove the necessity. If f (z) ∈ T S(n, m, α, β) and z is real, then
Letting z → 1 − along the real axis, we obtain the desired inequality (2.2).
Corollary 1.
Let the function f (z) defined by (1.11) be in the class T S(n, m, α, β). Then
The result is sharp for the function
.
where 0 ≤ c ≤ 1. We note that:
Coefficient estimates
Theorem 3. Let the function f (z) be defined by (2.6). Then f (z) ∈ T S c (n, m, α, β) if and only if
2) and simplifying we get the result.
Corollary 2. Let the function f (z) defined by (2.6) be in the class T S c (n, m, α, β). Then
The result is sharp for the function f (z) given by (3.2).
Extreme points
Employing the technique used earlier by Silverman and Silvia [23] , Owa ( [16] and [17] ), Ganigi [7] , Ahuja and Silverman [1] , Aouf and Darwish [3] , Aouf, Hossen and Srivastava [6] and Hossen [10] with the aid of Theorem 3, we can prove the following:
is in the class T S c (n, m, α, β) if and only if it can be expressed in the form
where λ k ≥ 0 and
Corollary 3. The extreme points of the class T S c (n, m, α, β) are the functions f k (z) (k ≥ 2) given by Theorem 4.
5. Growth and distortion theorems for the class T S c (n, m, α, β) Lemmas 1, 2 and 3 below will be required in our investigation of the growth and distortion properties of the general class T S c (n, m, α, β). Lemma 1. Let the function f 3 (z) be defined by
Then for 0 ≤ r < 1 and 0 ≤ c ≤ 1,
with equality for θ = 0. For either 0 ≤ c < c 0 and 0 ≤ r ≤ r 0 or c 0 ≤ c ≤ 1,
with equality for θ = π. Further, for 0 ≤ c < c 0 and r 0 ≤ r < 1,
with equality for and (5.9) r * 0 = 4(1 − c) 2 (δ(2, n, m, α, β)) 2 + c 2 (1 − c)(1 − α)δ(3, n, m, α, β). P r o o f. We employ the same technique as it was used by Silverman and Silvia [23] . Since
we can see that
for θ 1 = 0, θ 2 = π, and (5.12)
Since θ 3 is a valid root only when −1 ≤ cos θ 3 ≤ 1, hence we have a third root if and only if r 0 ≤ r < 1 and 0 ≤ c < c 0 . Thus the results of the theorem follows from comparing the extremal values f 3 (re iθ k ) (k = 1, 2, 3) on the appropriate intervals.
Lemma 2. Let the functions f k (z) (k ≥ 4) be defined by (4.2). Then
is a decreasing function of k, we have
which proves (5.13).
Theorem 5. Let the function f (z) defined by (2.6) be in the class T S c (n, m, α, β). Then, for 0 ≤ r < 1,
with equality for f 3 (z) at z = r, and
where max θ f 3 (re iθ ) is given by Lemma 1.
The proof of Theorem 5 is obtained by comparing the bounds given by Lemma 1 and Lemma 2. Corollary 4. Let the function f (z) defined by (1.11) be in the class T S(n, m, α, β). Then for |z| = r < 1, we have
Corollary 5. Let the function f (z) defined by (1.11) be in the class T S(n, m, α, 0) = T S(n, m, α). Then for |z| = r < 1, we have
The result is sharp.
Lemma 3. Let the function f 3 (z) be defined by (5.1). Then, for 0 ≤ r < 1 and 0 ≤ c ≤ 1, 
