Dendritic spikes that propagate toward the soma are well documented, but their physiological role remains uncertain. Our in vitro patch-clamp recordings and two-photon calcium imaging show that directionselective retinal ganglion cells (DSGCs) utilize orthograde dendritic spikes during physiological activity. DSGCs signal the direction of image motion. Excitatory subthreshold postsynaptic potentials are observed in DSGCs for motion in all directions and provide a weakly tuned directional signal. However, spikes are generated over only a narrow range of motion angles, indicating that spike generation greatly enhances directional tuning. Our results indicate that spikes are initiated at multiple sites within the dendritic arbors of DSGCs and that each dendritic spike initiates a somatic spike. We propose that dendritic spike failure, produced by local inhibitory inputs, might be a critical factor that enhances directional tuning of somatic spikes.
Introduction
More than 40 years ago, electrophysiological recordings documented the presence of fast prepotentials in hippocampal neurons (Spencer and Kandel, 1961) . Subsequent work suggested that such events represent spikes initiated within the dendrites and that these spikes propagate to the soma and initiate action potentials at the soma or initial axonal segment ( Fohlmeister and Miller (1997) predicted from their modeling studies that the dendrites of retinal ganglion cells are active. Dendritic spikes have been observed in α-ganglion cells, which have large somas and thick primary dendrites (Velte and Masland, 1999) . In that study, spikes were elicited by current injection into either the soma or dendrite, and therefore it is not known whether dendritic spikes are generated during light-evoked activity. In this study, we provide evidence for light-evoked dendritic spikes in a well-defined class of retinal ganglion cell, the direction-selective ganglion cell (DSGC) (Taylor and Vaney, 2003; Vaney and Taylor, 2002) .
DSGCs, which make up about 10% of the ganglion cells in the rabbit retina (Vaney, 1994) , signal the direction of image motion across their receptive fields by firing action potentials in a preferred direction, and not in the opposite, or null, direction. These cells are ON/ OFF ganglion cells, meaning that the cell responds to the onset and termination of a light flash. The ON and OFF postsynaptic potentials (PSPs), which comprise excitatory and inhibitory components , are received through two separate dendritic arbors that stratify narrowly at distinct levels within the inner plexiform layer. The extents of these two dendritic arbors define the extent of the receptive fields for ON and OFF responses (Yang and Masland, 1992 ). The outer, or OFF dendritic arbor is furthest from the soma and responds only to light decrements, while the inner, or ON dendritic arbor responds to light increments. A practical consequence of the dendritic structure is that the experimenter can selectively stimulate only one dendritic arbor by the choice of stimulus contrast. For example, the leading edge of a dark stimulus bar moving across the receptive field will activate the OFF dendritic arbor, while the trailing edge of the same stimulus bar will activate the ON dendritic arbor. Because the axon arises from the soma in these cells, signals must pass through the soma before reaching the axon.
Under some conditions we observed small spike-like events elicited in response to physiological stimulation of DSGCs, and therefore we postulated that these events might represent dendritic spikes. In this paper, we investigate the properties of these putative dendritic spikes and show that spike generation allows transmission of salient sensory inputs and precludes the transmission of information during inappropriate stimuli. We propose that dendritic spikes have a clear physiological role in dramatically increasing the directional tuning of these cells. 
Results

Action Potentials Sharpen Directional Tuning in DSGCs
The strength of the directional tuning can be quantified using a directional tuning index (DSI) (see Experimental Procedures) that ranges between zero and one, with larger values being more directional. The DSI measured from spikes in current-clamp recordings averaged 0.67 ± 0.13 for the ON response and 0.74 ± 0.13 for the OFF response, similar to DSIs of 0.53 ± 0.13 and 0.64 ± 0.12 obtained from extracellular spike recordings in the same 12 cells ( Figure 1A ). The angle of the preferred direction did not differ between current-clamp and extracellular recording conditions (p > 0.6, paired Student's t test). The DSI was also estimated from the PSP amplitude under current-clamp conditions. In order to measure the PSP amplitude, we removed spikes either digitally during offline analysis or pharmacologically by adding 0.5 M TTX to the superfusion solution ( Figure  1B ). The directional difference in the amplitude of PSPs varied widely in the group of cells. In the same group of cells used to estimate DSI from spikes, DSI measured from spike-blanked PSPs was 0.09 ± 0.05 for the ON response and 0.14 ± 0.08 for the OFF response (n = 12). When TTX was applied, DSI was 0.11 ± 0.05 for the ON response and 0.16 ± 0.04 for the OFF response (n = 10). These low DSI values corresponded to PSP amplitude differences between preferred and null direction stimuli that ranged from 0 to 7.8 mV with a mean of 3.7 ± 1.7 mV for the ON response, and −3.7 to 10.1 mV with a mean of 3.8 ± 3.0 mV for the OFF response ( Figure 1C ).
The spike DSI displayed a weak positive correlation with the PSP DSI measured from blanked PSPs (regression coefficient of the best fit line was 1.3; r 2 = 0.53); however, the spike DSI was not dependent on PSP DSI recorded during bath application of TTX (regression coefficient was 0.39; r 2 = 0.04; Figure 1D ). The reason for the weak correlation is unclear but may relate to the presence of voltage-gated sodium channels in the dendrites. On average, the DSI observed for spikes was about 6-fold higher than the PSP DSI. The enhanced directional tuning is also evident from the close correlation in the preferred directions for the ON and OFF responses. The difference in the preferred directions between the ON spikes and OFF spikes was 12°± 9°, while this difference for PSPs was 38°± 52°(n = 12). These results indicate that spike initiation is a potent mechanism for sharpening directional tuning in these cells.
Spike Initiation Does Not Occur at the Soma for Light-Evoked Spikes
Dark-adapted DSGCs had a resting potential of −70.7 ± 1.6 mV (n = 13) and an input resistance of 82.0 ± 20.6 M⍀ (n = 9). They displayed little spontaneous synaptic input and had no background spiking. Depolarizing current steps elicited sustained trains of action potentials that displayed prominent afterhyperpolarizations. During hyperpolarizing steps, an early transient component was observed, suggesting the presence of I h currents in the DSGCs (Figure 2A ). Above threshold, spike frequency was a linear function of injected current, with a slope of 0.31 ± 0.18 Hz/pA (n = 9; Figure 2C ).
Light stimuli were more potent than direct somatic depolarization for generating spikes in DSGCs (Figures 2B, 2D , and 2E). The peak of light-evoked PSPs reached −59.1 ± 1.5 mV, or 11.6 ± 1.5 mV depolarized from the resting potential, and generated 59 ± 21 spikes/stimulus. The mode of the interspike interval (ISI) distribution corresponded to a spike rate of 148 ± 30 Hz ( Figure 2D , open squares; n = 13 cells). In each cell, we also injected current through the recording electrode with a waveform generated from PSPs recorded in response to light stimuli for that cell ( Figure  2B ; see Experimental Procedures). Using this PSP current command waveform, we generated a series of somatic PSPs that bracketed the amplitude of the lightevoked PSP. Invariably, one of these current-injected PSPs would closely match the light-evoked PSP in both amplitude and shape. Injected current waveforms that depolarized the soma to equivalent or slightly more depolarized potentials as the light-evoked PSPs produced 11 ± 9 spikes/stimulus at a modal ISI corresponding to a spike rate of 41 ± 47 Hz ( Figure 2D , closed squares). The average peak depolarization reached −56.8 ± 1.3 mV, or 13.9 mV depolarized from the resting potential. This value is 2.3 mV more depolarized than the peak depolarization for the light-evoked PSPs in the same cells, yet it produced a significantly lower spike rate and absolute number of spikes (p < 0.001, paired Student's t test).
These results suggest that the membrane potential at the soma is a poor predictor of spike initiation during light-evoked PSPs. Direct analysis of the spike threshold confirms this expectation. The spike threshold (see Experimental Procedures) was measured during current-injected and light-evoked PSPs in ten cells. In order to obtain a comparable number of spikes under the two conditions, current-injected PSPs that reached more depolarized mean potentials were also analyzed. The probability density distribution of light-evoked spike thresholds was symmetric with a broad monotonic peak at −56 mV, and a width at half height of w8 mV (2117 spikes; Figure 2E ). The peak was approximately centered on the mean PSP amplitude, suggesting that spikes are most likely to occur during a PSP, but the broadness and symmetry of the distribution indicate that spike initiation is essentially uncorrelated with membrane potential during the PSP. The probability density distribution for spike thresholds during current-injected PSPs displayed a narrower peak at −49 mV, and a width at half height of w4 mV (1233 spikes; Figure 2E ). The distribution was skewed, with a tail toward negative potentials that arose because spike threshold was initially low and in some cells increased during the current-injected PSPs. The increase in threshold presumably resulted from sodium channel inactivation during the depolarization. The results indicate that somatic spike threshold, probed with depolarizing current injection, is considerably more depolarized than the mean light-evoked PSP amplitude, demonstrating that the PSP amplitude at the soma is not the critical factor for generating directional spike discharge. Therefore, we considered the possibility that spike initiation might occur in the dendrites. with extracellular solution containing 1 M TTX was moved to within about 10 m of the cell soma. Positive pressure was applied to the pipette to eject the TTX solution onto the soma. During somatic TTX application, action potentials were suppressed and replaced by smaller fast potentials ( Figure 3A ). The effect of TTX was rapid and reversible ( Figure 3B ). The directional tuning of the small spikes was identical to that of the large spikes ( Figure 3C ). The large spikes were brief and displayed an afterhyperpolarization, whereas the small spikes were broader and lacked the afterhyperpolarization ( Figure 3D ). The large and small spikes are clearly separated in amplitude histograms ( Figure 3E ). In all cells, the spike amplitudes showed a strong bimodal distribution, with one peak at 7.4 ± 1.9 mV representing the small spikes and a second peak at 54.8 ± 3.5 mV representing the large spikes. It is important to note that inclusion of TTX in the bath solution completely eliminated both large and small spikes ( Figures  1B and 1C) , indicating that TTX-sensitive sodium channels in the dendrites mediate the putative dendritic spikes.
Spike Initiation Occurs in the Dendrites
If the large spikes are somatic and the small spikes are dendritic, then it should also be possible to block somatic spikes and reveal dendritic spikes using the intracellular sodium channel blocker QX-314, a lidocaine derivative (Pinato and Midtgaard, 2005) . In order to obtain sufficient control responses, the tip of the patch electrode was filled with drug-free solution, and the electrode was backfilled with intracellular solution containing 1-10 mM QX-314. At the higher concentrations, all spike activity was quickly suppressed. At concentrations of 1-2 mM, somatic spikes were suppressed, revealing the presence of smaller dendritic spikes (see the Supplemental Data available with this article online). Similar to bath application of TTX, spiking was completely suppressed in five of the seven cells. In two cells, the recording was lost before complete suppression could be observed. We will provide further evidence supporting our hypothesis that the small spikes are initiated in the dendrites and propagate to the soma, where they initiate the larger spikes. In the following, we will refer to the small and large spikes as dendritic and somatic, respectively.
If dendritic spikes can be independently initiated in separate dendritic branches, then spikes from separate dendrites should not be refractory to each other and should be able to superimpose (Larkum et al., 2001 ). In contrast, somatic spikes should display an absolute refractory period. These expectations are borne out by analysis of the ISI distributions during experiments similar to that shown in Figure 3 . Responses included con- trol periods, where no dendritic spikes were seen, and periods of local somatic TTX application, where a mixture of somatic and dendritic spikes was seen. The somatic spikes displayed an absolute refractory period of 3.5 ± 0.7 ms (n = 9; gray bars in Figure 4A ). Analysis of dendritic spikes revealed a shorter refractory period (open bars in Figure 4A ). The decline in the dendritic ISI histogram near zero is due to a limit on the shortest resolvable ISI (see Experimental Procedures). Examination of the raw responses ( Figures 4C and 4D) shows superposition of the dendritic spikes, indicating that many dendritic spikes were not refractory. Results that were similar to those in Figure 4 were obtained in all nine cells analyzed.
If spikes are initiated in the dendrites and propagate to the soma, then it might be possible for somatic spikes to backpropagate into the dendrites. Moreover, a backpropagating somatic spike might render the dendrites refractory. We were able to confirm this prediction by analyzing the timing of dendritic spikes that preceded or followed a somatic spike in records where a mixture of events was seen. Dendritic spikes did not appear within the refractory period following a somatic spike ( Figure 4B) ; however, examination of the records shows directly that dendritic spikes can occur at any time before a somatic spike (Figures 4B and 4D) . Backpropagation of somatic spikes might explain why in some cells there were more dendritic spikes per stimulus during local TTX application than somatic spikes in control ( Figure 3B ). Multiple spike initiation sites could generate dendritic spikes in different dendrites; however, the first dendritic spike to reach the soma will elicit a somatic spike, which will backpropagate and cancel any coincident dendritic spikes.
If dendritic spikes initiate somatic spikes, then injecting hyperpolarizing current into the soma should reduce the efficacy of somatic spike initiation and reveal the underlying dendritic spikes. Indeed, progressively larger hyperpolarizing current steps reduced the number of somatic spikes with a concomitant increase in the number of dendritic spikes (Figures 5A and 5B ). Similar to dendritic spikes observed during local TTX application, the small spikes revealed during hyperpolarizing pulses could be clearly distinguished from the somatic spikes based on amplitude ( Figure 5C To monitor the excitability of the soma, a depolarizing current pulse followed each preferred direction stimulus. In all eight cells, we were able to observe a selective reduction from 13% to 73% (average 41.5% ± 15%) in the number of light-evoked spikes (Figures 6A and  6B) . In every case, there was a smaller concomitant reduction (25.2% ± 7.8%) in the depolarization-activated spikes, which we attribute to the spread of TTX. However, it is important to emphasize the qualitative difference between somatic and dendritic TTX application. In contrast to somatic TTX application, dendritic TTX application, which selectively reduced light-evoked spiking, did not promote the unmasking of dendritic spikes; it simply reduced the number of spikes ( Figure  6A ). These results are consistent with the hypothesis that orthograde dendritic spikes initiate somatic spikes. 
DSGC Dendrites Are Excitable
In order to directly test whether the dendrites of DSGCs are electrically excitable, we performed calcium imaging experiments. DSGCs were filled with the calcium indicator Oregon Green BAPTA-1 by passive diffusion from the patch electrode during current-clamp recordings. The DSGC was simultaneously stimulated with visible light along the preferred null axis while calcium signals were measured using 930 nm excitation from the infrared laser. As noted above, DSGCs comprise two planar dendritic arbors: an ON dendritic arbor (colored green in Figure 7A ) and an OFF dendritic arbor (colored red in Figure 7A ). Changes in the dendritic calcium concentration were measured as changes in fluo- Similarly, direct depolarization of the soma did not elicit calcium transients, until somatic spike threshold was reached, at which point calcium transients were again observed throughout the cell (data not shown).
The results indicate that the dendrites of DSGCs are electrically active. To directly test this, we applied TTX locally to a dendrite while presenting preferred direction light stimuli (n = 4 cells; Figure 7E ). The TTX suppressed calcium transients in dendrites close to the site of application, but not at more distant sites, providing direct evidence for the presence and physiological activation of TTX-sensitive sodium channels in the dendrites of the DSGCs.
Discussion
We conclude from this study that spikes in DSGCs are initiated within the dendrites at more than one location, and that these dendritic spikes propagate toward the soma, where they trigger somatic and axonal spikes. Dendritic spikes are not seen under control conditions because they are masked by the somatic spikes that they trigger. Generation of spikes locally within the dendrites enhances the directional tuning of the DSGCs.
Evidence for Dendritic Spikes
Key evidence was obtained by the local application of TTX to the soma, which blocked large spikes and revealed the presence of dendritic spikes. An alternative explanation for the appearance of these small spikes is that TTX effectively reduces the sodium channel density at the soma and initial segment, with the result that action potentials do not reach the full amplitude. Under these conditions, one might expect to see a continuous variation of spike sizes due to the variable concentration of TTX present. However, examination of the spike amplitude distribution shows two discrete populations of spike amplitudes (Figure 3) . The appearance of large and small spikes within the same record suggests that local somatic TTX application can decrease the probability of somatic spike initiation before it has significant effects on the amplitude of the somatic action potentials.
Further evidence is the finding that hyperpolarization also suppresses large spikes and reveals small spikes. The same bimodal distribution in spike amplitudes is seen during this experimental condition as for the TTX application to the soma. This suggests that small spikes are not simply an artifact due to TTX reducing the number of active sodium channels but are always present and can be revealed if somatic spike initiation can be selectively suppressed. Moreover, hyperpolarization more readily unmasked dendritic spikes during ON responses. Such an observation provides strong evidence for the presence of at least two distinct spike initiation zones, one in each dendritic arbor.
Certain 
Dendritic Spikes Trigger Somatic Spikes
By applying TTX locally to the dendrites of the DSGC, we were able to block a portion of the light-evoked spikes (Figure 6 ), which supports our hypothesis that dendritic action potentials propagate to the soma, where they initiate somatic spikes. Dendritic spikes are rarely seen under normal conditions, indicating that the probability that a dendritic spike will trigger a somatic spike is close to one. Our results also indicate that the spike threshold at the soma is set high, so that somatic spikes cannot be elicited by somatic PSPs, which are generated by the global summation of dendritic inputs and are similar in amplitude in the preferred and null directions (Figures 1 and 2) . While spikes were clearly correlated with the occurrence of preferred direction PSPs, the apparent spike threshold was broadly distributed during the PSPs, suggesting that spike initiation was not strongly influenced by somatic membrane potential. This is consistent with the idea that incoming dendritic spikes have a very high probability of initiating a somatic spike and that the depolarization represented by the somatic PSP does not significantly increase the probability of spiking. . We show that the directional inputs produce PSPs that are weakly directional at the soma. We propose that the excitatory inputs will initiate dendritic spikes at local regions within the dendrites but that dendritic spikes generated during null direction motion will fail to propagate successfully to the soma due to directional inhibitory inputs from the starburst amacrine cells interposed between the spike initiation site and the soma. Precedence for this type of interaction has been shown in mitral cells (Chen et DSGCs display a nondirectional zone that occurs on the preferred side of the receptive field (the side first encountered during preferred direction motion) and is evident by the appearance of spikes during null direction stimuli that traverse only the nondirectional zone (Barlow and Levick, 1965; He et al., 1999). Since inhibition is spatially offset toward the null direction (Barlow and Levick, 1965; Wyatt and Daw, 1975) , inhibitory inputs will be interposed between the excitatory inputs and the soma on the null side of the dendritic arbor, but not on the preferred side (Figure 8) . As a stimulus edge moves across the dendritic arbor in the null direction, the PSPs at local dendritic inputs near the edge will be mainly excitatory, and inputs onto dendrites ahead of the moving edge will be inhibitory (Figure 8, stimulus at  N2) . Dendritic spikes initiated by the excitatory inputs and propagating into the region of inhibition may fail due to the local shunting effect of the inhibitory conductance. However, if the null direction stimulus commences on the preferred side of the dendritic arbor (at P2), the inhibition will be activated distal to the excitation, and the dendritic spikes will propagate successfully to the soma. Thus, the existence and location of the nondirectional zone is consistent with the spatial arrangement of inhibition and excitation, and with our hypothesis that dendritic spike failure is more likely if the inhibition is on the path to the soma. These marked spatial differences in synaptic input are not reflected Figure 8 . Synaptic Scheme P, photoreceptor; BC, bipolar cell; AC, amacrine cell; DSGC, direction-selective ganglion cell. As the stimulus edge activates N2 during null direction motion, the inhibition activated ahead of the stimulus will cause spike failure. During preferred direction motion, the inhibition will be distal to the excitation over much of the receptive field, and dendritic spikes will successfully propagate to the soma. Within the non-DS zone, a stimulus moving in the null direction will first activate P2, and since inhibition is not activated between the excitatory inputs and the soma, dendritic spikes will generate somatic spikes. These spatiotemporal effects for motion in both directions will be complemented by presynaptic mechanisms, which generate directional inhibitory and excitatory inputs. Inhibition is larger in the null direction than the preferred direction, which will promote null direction dendritic spike failure. Excitation is smaller in the null direction than the preferred direction, which will tend to produce fewer null direction spikes. However, these motion-dependent presynaptic mechanisms cannot contribute to the offset in the spot-mapped receptive field toward the preferred side, as has been observed (see Discussion).
A Role for Dendritic Spikes
in current or voltage recordings from the soma, which comprise the summed input from all dendritic locations.
These same arguments can account for a systematic offset of the receptive field toward the preferred side of the dendritic field (Yang and Masland, 1994) . While mapping the receptive field, a stimulus spot flashed on the null side of the dendritic arbor will activate on-thepath inhibition (Figure 8, stimulus at N2 ) and therefore will tend to produce fewer spikes than at the same relative location on the preferred side of the dendritic arbor (Figure 8, stimulus at P1) . Thus, the receptive field will tend to be offset toward the preferred side, in agreement with observations (Yang and Masland, 1994) .
Other results appear consistent with dendritic spike initiation. Excluding the nondirectional zone, directional spikes are generated by movements as small as w40 m, about 20% of the receptive field diameter (Barlow and Levick, 1965) . A more recent study contends that the spatial resolution is 10-fold finer (Grzywacz et al., 1994) . Thus, it seems that the critical directional mechanism is replicated many times across the receptive field. It is difficult to see how a single spike threshold at the soma could effectively discriminate preferred and null PSPs both for full field stimuli that produce large PSPs, and for restricted stimuli that produce smaller PSPs. A model that allows for local dendritic spike initiation can more easily explain these results.
The idea that directional selectivity may be the result 
Experimental Procedures Tissue Preparation and Maintenance
Experiments were conducted in accordance with protocols approved by the Institutional Animal Care and Use Committee at OHSU and NIH guidelines. Dark-adapted, Dutch-belted rabbits were surgically anaesthetized, and their right eyes were removed under dim red illumination. The animals were then killed by anesthetic overdose. All subsequent manipulations were performed under infrared illumination (>900 nm) or under dim red light during the imaging experiments. The anterior portion of the eye was removed, the eyecup was transected just above the visual streak, and the dorsal piece was discarded. The retina was dissected from the sclera, and a 5 × 5 mm section of central retina was adhered, photoreceptor side down, to a glass coverslip coated with poly-Llysine (Sigma) or Cell-Tak (Becton Dickinson GmbH, Germany). The preparation was placed in a recording chamber (w0.5 ml volume) and continually perfused (w4 ml/min) with oxygenated bicarbonate-buffered Ames medium (Ames and Nesbett, 1981), pH 7.4 maintained at 34°-36°C. The major electrolytes in Ames medium are as follows: 120 mM NaCl, 23 mM NaHCO 3 , 3.1 mM KCl, 1.15 mM CaCl 2 , and 1.24 mM MgCl 2 .
Electrophysiology and Light Stimulation
Patch electrodes were pulled from borosilicate glass to have a final resistance of 4-8 M⍀. For extracellular recording, the electrodes were filled with Ames medium. For intracellular recording, the electrodes were filled with the following electrolytes: 110 mM K-methylsulfonate, 10 mM NaCl, 5 mM Na-HEPES, 1 mM K-EGTA, 1 mM Na-ATP, and 0.1 mM Na-GTP. The liquid junction potential of 10 mV was subtracted from all voltages during analysis. Ganglion cells with a medium soma diameter and a crescent-shaped nucleus were targeted as potential DSGCs (Vaney, 1994) . The extracellular electrode was applied to the soma under visual control through a small hole in the overlying inner limiting membrane, and a loose patch recording was formed. After establishing that the ganglion cell was a DSGC and determining its preferred direction (see below), the extracellular recording electrode was removed, and an intracellular patch electrode was applied to the same cell. During whole-cell recordings, voltage signals were filtered at 2 kHz through the 4-pole Bessel filter of the Multiclamp 700A amplifier and digitized at 5-10 kHz. To minimize series resistance errors during whole-cell current-clamp recordings, 10 ms hyperpolarizing current pulses were applied and bridge-balanced to eliminate any instantaneous voltage offsets. Bridge balance was monitored periodically during the recordings.
TTX was applied locally to the soma or dendrites of the DSGCs from a patch electrode (4-8 M⍀) positioned just above the cell. TTX at 0.2-1 M was dissolved directly into the extracellular Ames medium. The TTX was pressure ejected using a syringe. In some experiments, the lidocaine derivative QX-314 was included in the patch electrode. To ensure adequate time to obtain control responses, the tip of the electrode was filled with drug-free solution, and the electrode was backfilled with intracellular solution containing 1-10 mM QX-314. The drug diffused into the cell over a 10-20 min time period, during which we monitored the responses of the ganglion cells to depolarizing current pulses and preferred direction light stimuli.
Light stimuli, generated on a CRT computer monitor (refresh rate, 85 Hz), were focused onto the photoreceptor outer segments through a 20× water-immersion objective (20× 0.95 W; XLUMPlanFI, Olympus). The percent stimulus contrast was defined as C = 100 × (L − L mean )/L mean , where L is the stimulus intensity and L mean is the background intensity. C was set between 30% and 100%. The standard moving stimulus comprised a light or dark bar, moving along its long axis at 800-1200 m/s on the retina. All light stimuli were centered with respect to the tip of the recording electrode, and thus also with the soma of the ganglion cell. The bar's width was 250 m, and its length was set to achieve a 1-2 s separation of the leading edge and trailing edge responses. The stimulus area was limited by the aperture of the microscope objective and covered a circular region 1 mm in diameter. Since the dendritic extents of DSGCs, which delimit the receptive field (Yang and Masland, 1994), reach a maximum of about 400 m across in rabbit retina (Vaney, 1994) , they were fully contained within the stimulus area. The leading edge of the stimulus bar commenced at one edge of the stimulus area and moved until the trailing edge reached the opposite edge. Thus, both leading and trailing edges of the stimulus traversed the whole receptive field of the recorded cell. Light stimuli were generated on a miniature LCD monitor (30 Hz frame rate; 800 × 600 pixels with w2.1 m/pixel; i-visor DH-4400VP, Cybermind Interactive, Netherlands), which was illuminated by a yellow LED, band-pass filtered (578 BP 10), and projected through the objective lens (w1 mm field of view) onto the retina. An adjustable lens in the stimulus pathway offset the focal plane of the stimulus by about 100 m relative to the imaging plane. This ensured that the stimulus was focused on the photoreceptor array while the DSGC dendrites were imaged. In some cells recorded PSPs were used as a current-clamp command waveform. The somatic input resistance was measured by applying hyperpolarizing current pulses. Then a preferred direction stimulus was applied, and the spikes on the resulting PSPs were digitally blanked. Digital spike blanking was performed by replacing the action potential with a straight line connecting a point preceding the threshold crossing to a point about 2 ms later. The resulting PSPs were then smoothed by digital filtering. Using the measured somatic input resistance, the PSPs were scaled to produce a series of current command waveforms that generated somatic PSPs, which bracketed the amplitude of the light-evoked PSPs.
Multiphoton Microscopy and Calcium Imaging
Analysis
Analysis was performed using custom procedures in IgorPro (Wavemetrics). Unless otherwise noted, the mean ± standard deviation is quoted throughout the paper. Spikes were identified by threshold crossings of the second derivative of the current-clamp recordings. Differentiation effectively removed the slower PSPs and allowed the same detection threshold to be used regardless of fluctuations in the amplitude of the PSPs in the original voltage record. Spike times were detected as those events where the second derivative dropped below −2.10 5 V/s 2 . A second threshold, usually set to 0 V/s 2 , signaled the end of the event. ISIs were determined from these spike times. The spike threshold potential was defined as the membrane potential at the time point, prior to the peak, where the second derivative exceeded −2.10 5 V/s 2 . Essentially the same results were obtained using an alternative method in which spike threshold potentials were measured as the membrane potential at a fixed time (usually about 1 ms) before the peak. Spike amplitudes were calculated by subtracting the threshold potential from the membrane potential at the peak of the spike.
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