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In today’s world, ontologies are being widely used for data integration tasks and
solving information heterogeneity problems on the web because of their capability in
providing explicit meaning to the information. The growing need to resolve the
heterogeneities between different information systems within a domain of interest has led
to the rapid development of individual ontologies by different organizations. These
ontologies designed for a particular task could be a unique representation of their project
needs. Thus, integrating distributed and heterogeneous ontologies by finding semantic
correspondences between their concepts has become the key point to achieve
interoperability among different representations. In this thesis, an advanced instancebased ontology matching algorithm has been proposed to enable data integration tasks in
ocean sensor networks, whose data are highly heterogeneous in syntax, structure, and
semantics. This provides a solution to the ontology mapping problem in such systems
based on machine-learning methods and string-based methods.
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CHAPTER I
INTRODUCTION

1.1

Background
The World Wide Web (WWW) is a distributed environment in which data is

globally shared between different information systems. However, the heterogeneous and
non-semantic nature of the information on the web hinders the semantic interoperability
among different web applications. To overcome this limitation of the WWW and to
enable efficient data and knowledge interchange, a standardized framework, called
Semantic Web, has been derived in which information on the web is semantically
enriched by providing sufficient description to the meaning of the data along with the
context.
The Semantic Web [1] aims at providing the semantic information of the data
along with its structure allowing data to be shared and exchanged between different
sources with their intended meanings, thus achieving semantic interoperability in those
systems. To solve the heterogeneity problems and to achieve interoperability on the
semantic web, standardized XML-type data formats, such as RDF (Resource Description
Framework) and OWL (Web Ontology language), are provided. These formats have been
designed to provide a standard way to describe and process the information content.
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The Resource Description Framework (RDF) [2] is an XML based language,
designed for describing information about web sources in a standard representation. The
Web Ontology Language (OWL) [3] is a W3C standard XML based language for
processing the content of the information on the web. The Ontology Web Language is
designed to provide formal, explicit description to the meaning of the data and the
relationships between information. OWL is a more expressive language than RDF and
has greater machine interpretability that provides a conceptual understanding of the
domain by describing its properties, classes, and relations. Hence, for the sake of
enabling the data integration tasks on the semantic web, knowledge of a domain is
expressed in the framework of ontologies.

1.2

Ontologies
In recent years, ontologies are being widely used in numerous applications, such

as Semantic web services, database integration, knowledge management, electronic
commerce, social networks etc. Ontology is defined as a formal, explicit specification of
a shared conceptualization [4] that represents all the information required by a particular
application through a set of concepts, relations, properties, instances, rules, etc. As in [3]
an ontology O is represented as
O =(C; HC; RC; HR; I; RI; A)

(1)

Where C represents concepts of the schema arranged in a hierarchy HC, RC represents
relations between pairs of concepts arranged in a hierarchy HR and I represent instances
associated with ontology concepts. These instances are interconnected by relational
instances RI.
2

Ontologies have been suggested as a means for solving the information
heterogeneity problems on the web because of their capability to provide formal, explicit
meaning to the data. They enable the resolution of the information heterogeneity
problems on the web by providing common understanding over a set of concepts.
Ontologies are considered as the semantic models which provide a standard conceptual
framework to process the information involved in a domain and thus enable semantic
interoperability between heterogeneous data systems within a domain of interest. They
are most commonly used in a variety of applications for the purpose of integrating data
from different information sources. For instance, the Wind direction parameter measured
by sensors can be represented in OWL, as shown in Example 1 below.
<owl:Class rdf:about="#WindDirection">
<owl:equivalentClass>
<owl:Class>
<owl:intersectionOf rdf:parseType="Collection">
<owl:Restriction>
<owl:someValuesFrom rdf:resource="#StationID"/>
<owl:onProperty>
<owl:ObjectProperty rdf:about="#hasStationID"/>
</owl:onProperty>
</owl:Restriction>
<owl:Restriction>
<owl:hasValue
rdf:resource="http://sweet.jpl.nasa.gov/ontology/earthrealm.owl#OceanRegion"/>
3

<owl:onProperty>
<owl:ObjectProperty rdf:about="#hasMeasurement"/>
</owl:onProperty>
</owl:Restriction>
<owl:Restriction>
<owl:hasValue
rdf:resource="http://sweet.jpl.nasa.gov/ontology/space.owl#Direction"/>
<owl:onProperty
rdf:resource="http://sweet.jpl.nasa.gov/ontology/space.owl#hasDirection"/>
</owl:Restriction>
<owl:Restriction>
<owl:someValuesFrom rdf:resource="#Sensors"/>
<owl:onProperty>
<owl:ObjectProperty rdf:about="#measuredBy"/>
</owl:onProperty>
</owl:Restriction>
</owl:intersectionOf>
</owl:Class>
</owl:equivalentClass>
<rdfs:subClassOf rdf:resource="#Wind"/>
</owl:Class>
Example 1 Snippet of Ontological Representation for Wind Direction Class

4

In recent years, the growing need to resolve the ambiguities and integrate
vocabularies between heterogeneous systems within a domain of interest has led to the
rapid development of individual ontologies by different organizations. Integrating
distributed and heterogeneous ontologies by finding semantic correspondences between
their concepts has become the key point in achieving interoperability between different
representations within a domain.

Thus, research on ontology mapping is rapidly

increasing in various communities.

1.3

Ontology Mapping
Ontology mapping is the process of finding semantic correspondences between

similar elements belonging to different ontologies [5], [6].
Given two ontologies, O1 and O2, ontology mapping is a mapping concept such
that, for each entity in ontology O1, a corresponding entity that shares the same meaning
in ontology O2 is found [7]. The mappings between ontologies provide a mean for users
to interchange knowledge and thus establish semantic interoperability between different
information sources. The focus of this work is on automating ontology mapping for
applications whose interoperability is hindered by heterogeneous ontologies, in order to
accomplish knowledge sharing and reuse between them.
Ontology mapping can be done either manually or using full or semi-automated
tools. Manual mapping is error-prone and very laborious. Hence, in recent years, quite a
lot of research has been done in the area of ontology mapping and several tools and
methodologies have been developed for achieving automatic or semi-automatic ontology
mapping. Typical strategies include machine learning techniques, graph based methods,
5

reasoning methods, heuristic and rule based methods etc. Chapter 2 provides in depth
review of the current state of the art in ontology mapping techniques.
The following section describes the ontology mapping problem in the coastal
sensor systems, which is the main focus of this research.

1.4

Motivation and Problem Description
Ocean sensor networks such as GoMOOS (Gulf of Maine Ocean Observing

Systems) [8] and NDBC (National Data Buoy Center) [9] provide real time or near real
time sensor data. However, the heterogeneous and non semantic nature of the sensor data
hinders the semantic interoperability in ocean sensor networks. Hence, the knowledge
involved in the coastal domain is conceptualized through ontology modeling that
provides explicit meaning to the information. These ontologies, designed for a particular
application, model all the knowledge as per their project needs. So, several semantic
conflicts arise, which further impede their interoperability. Thus, sources using different
ontological representations no longer communicate with each other. Therefore, it is of
utmost important to map these ontologies developed for different coastal systems to
ensure interoperability between them.
Figure 1 [10] shows the ontological representations for two different ocean sensor
networks, NDBC (National Data Buoy Center) and GoMOOS (Gulf of Maine Ocean
Observing Systems). These describe the knowledge of the same domain in their unique
representations. One can see from the ontological representations that there are several
concepts defined with different names but are identical in description. For example, the
concept water temperature in the NDBC ontology is equivalent to the concept
6

Sea_surface_temperature in the GoMOOS ontology. In Figure 1, the dashed arrow lines
indicate related terms in both ontologies. Table 1 shows the possible mappings between
NDBC and GoMOOS ontologies.
In such cases, a way is needed to allow communication between these systems.
Thus, discovering correspondences between these heterogeneous ontologies is crucial for
enabling efficient semantic based knowledge retrieval and exchange between them.
Therefore, an advanced instance-based algorithm, called COSEM-MAP (Coastal
Semantics Mapping) approach, is proposed in this work to automate/semi-automate
ontology mapping in coastal sensor systems like the National Data Buoy Center (NDBC)
and Gulf of Maine Ocean Observing System (GoMOOS), whose data are highly
heterogeneous in syntax, structure, and semantics. COSEM-MAP employs machine
learning techniques and string distance metrics to solve the ontology mapping problem.
The COSEM-MAP algorithm takes two ontologies as input and generates
mapping pairs from both ontologies as output (Figure 2). The ultimate goal of this
research is to integrate data associated with multiple heterogeneous ontologies by
defining mappings between them. In particular, the aim is to develop a user interactive
ontology mapping tool that supports semi-automatic ontology alignment.

7

Figure 1

Ontological representation of two different organizations

(a) National Data Buoy Center

(b) Gulf of Maine Ocean Observing systems
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Table 1

Figure 2

Mappings between NDBC and GoMOOS ontologies

Proposed approach of ontology mapping
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1.5

Significance of this research
The importance of ontology mapping in applications that seek data from diverse

data sources for problem solving and decision making motivates an interest to develop a
hybrid mapping algorithm. The focus of this research is to solve the ontology mapping
problem in different organizations by analyzing the instances associated with the
concepts of their ontologies. It is aimed at developing a user interactive semi-automatic
ontology mapping tool taking ontologies as input and returning mapping pairs from both
ontologies as output. The proposed COSEM-MAP approach involves extracting instance
information for each concept from the given input ontologies and performing Kernel
Principal Components Analysis (KPCA) [11] over the extracted features, followed by a
support vector machine classification [12] of each concept contained in the ontologies.
To make a further improvement on the mapping accuracy, string matching methods from
SecondString library [13] are also implemented. A decision on matching concepts is then
based on the weights obtained from both SVM classifier and string based techniques. In
this thesis, precision, recall, and F-measure metrics are considered for evaluating the
algorithm’s performance. The mapping pairs generated from the algorithm are also
presented.

1.6

Thesis Organization
The organization of this thesis is as follows:
Chapter 2 provides a brief survey of some relevant research describing different

tools and methodologies for ontology matching. Chapter 3 presents the architecture of the
COSEM-MAP algorithm and discusses in detail the main components involved in the
10

mapping process. Chapter 4 contains the results of the mapping algorithm and their
analysis. Chapter 5 draws conclusions and suggests future work.

11

CHAPTER II
LITERATURE REVIEW
This chapter provides a brief overview of relevant research efforts in the domain
of ontology mapping.
The early research in the area of ontology mapping introduces many tools and
techniques for achieving ontology alignment. With the complexity involved in the
ontology management, it has become a difficult task for researchers to manually align
heterogeneous ontologies. Hence, the development of ontology mapping tools and
algorithms that automatically or semi-automatically align heterogeneous ontologies has
become a prominent goal in various ontology communities. Several works are based on
different techniques for solving the ontology mapping problem.
As depicted in Figure 3 [14], the existing mapping approaches can be classified
into two types: Individual matchers and combined matchers, which are further classified
based upon the different strategies employed. Individual matchers are comprised of
Instance-based and schema-based, Heuristic techniques and Formal techniques, Elementlevel and Structure-level, Linguistic and constraint-based matching techniques.
Combined matchers comprise of hybrid matchers and composite matchers.

12

Figure 3

Classification of matching techniques
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In the following sections, the five major mapping strategies, String-based,
Machine learning-based, heuristic and rule-based, graph-based methods, and probabilistic
methods, employed by the existing matching systems for solving the ontology mapping
problem are described.

2.1

String-based Methods
String-based methods [15] have been widely used to determine the terminological

matching of two strings. They calculate the string distance metrics to define the similarity
between the entity names. The key concept behind the string based methods is that the
more the names of the two concepts match; the more the concepts are similar. The string
metric between two strings results in a real number, where a smaller value indicates a
greater similarity between the two strings. Currently, a lot of string metrics exist, such as
edit-distance, token based-distance, etc., which are widely used in current matching
algorithms. In [15], a good survey on the different string distance metrics is presented.

2.1.1

Edit-distance metrics
Edit-distance metrics perform edit operations such as deletion, insertion, replace,

etc on the input strings. The minimum cost of operations needed to transform one string
to other is the edit-distance between two strings. The most commonly used edit distance
metrics include the Levenshtein-distance, Jaro metric, Jaro-Winkler, Monge-Elkan, etc.
•

The Levenshtein-distance [16] is a basic edit distance metric for determining
string similarity introduced by Vladimir Levenshtein. It is the minimum edit
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operations required to change one string into another. A zero score results if
the two strings to be compared are identical.
•

The simple Jaro distance metric [17], [18] determines the string similarity
based on the number and order of common characters between two strings
[15]. Given two strings, s and t, their Jaro distance metric is:
Jaro(s, t)

=

1  | s'| | t ' | | s' | −Ts ',t ' 
·

+
+
3  | s | t
2 | s'| 

(2)

where s' and t ' are the number of characters common in s and t and, Ts ',t ' is the
number of transpositions for s ' and t ' .
•

The Jaro-Winkler distance [19] is a variant of Jaro metric that uses the length
of the longest common prefix of two strings. Given two strings, s and t, their
Jaro-Winkler distance is:
Jaro-Winkler(s,t)

= Jaro(s,t) + (L*0.1* (1 - Jaro(s,t)))

(3)

where L is the length of the common prefix. In particular, the Jaro and JaroWinkler metrics have shown to be best suited for short names.
•

The Monge-Elkan [20] is an affine variant of the Smith-Waterman distance
function, which has specific cost characteristics and is scaled to the interval
[0, 1] [15]. Given two strings, s and t, the Monge-Elkan metric is defined as,
Monge – Elkan (s,t) =

1
·
K

K

∑
i =1

max match(si, tj)
j =1 ... L

where match denotes some secondary matching algorithm.
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(4)

2.1.2

Token-based metrics
Token-based metrics consider strings as multisets of tokens. These approaches

estimate the similarity between the sets of words of the strings. They are effective in
providing promising results for strings comprising of many words. The commonly used
metrics are TF-IDF, Jaccard distance, etc. These approaches usually work well if similar
names are used to denote the same concepts.
•

The Jaccard distance [21] is a token based similarity metric used for
comparing sample sets. Given the word sets s and t, their Jaccard distance is:

•

TF-IDF (term frequency–inverse document frequency) [22] is a statistical
measure widely used in information retrieval. It is a vector based approach
often used for determining the similarity between two documents.

Ontology matching systems or algorithms that employ String similarity measures
for identifying mappings include COMA [23], OLA [24], etc.

2.2

Machine Learning-based Methods
Machine learning-based techniques [25] are used to find possible mappings

between ontologies based on the similarity of instances associated with ontology
concepts. Generally in machine learning methods, the ontology mapping algorithm is
learned from the training data and the learned model is used for mapping new ontologies.
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The well-known machine learning methods used in ontology matching include
Naïve Bayesian classifier, Support Vector Machine classifier, neural networks, etc.

2.2.1

Naive Bayesian Classifier
The Naive Bayes classifier is one of the most successful and simple probabilistic

classifier based on Bayes theorem [26]. It is most widely used for classifying text
documents. The probability model for Naïve Bayes classifiers is a conditional model
which is defined using Bayes’ theorem as:
p(C| f1,…..fn) = (p(C) p(f1,….fn|C))/p(f1,…..fn)

(6)

where C is a class variable and f1 through fn represent several feature variables.
The Naïve Bayes classifier uses the probability model combined with a decision
rule for classification tasks. The Bayes decision rule is the rule that finds the category
with minimum conditional risk [27].

2.2.2

Support Vector Machine Classifier
Support vector machine (SVM), introduced by Vapnik, is a powerful machine

learning method for data classification [28]. SVM models perform classification by
finding a unique hyperplane that separates objects belonging to different classes. Given a
training set of instance-label pairs of the form (xi, yi),

i = 1,……, k where xi Є Rn and yi

Є {1,-1}ki=1 , to find the maximal margin hyperplane, the support vector machines [28],
[29] require the solution of the following optimization problem [30], [31]:

min 1 wTw + C
w , b ,ξ
2

k

∑

ξi

subject to

i =1
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yi (wT Ø(xi) +b) ≥ 1 - ξi ,

(7)

ξi ≥ 0
where C and ξi are the slack variables and the penalty parameters that measure the degree
of error and Ø is the function that maps the training data in to high-dimensional feature
space.

2.2.3

Neural Networks
Neural networks are adaptive type systems which have been widely used in

practice. They have widespread use in ontology matching tasks, such as discovering
correspondences among attributes via category and classification [32]. Several types of
neural networks exist in the literature and are simple to implement.
Algorithms that employ machine learning techniques for creating mappings
include GLUE [33], LSD [34], etc.

2.3

Heuristic and Rule based Methods
Heuristic and rule-based techniques are used for finding similar ontology concepts

based on lexical analysis (name, description, etc) and structural analysis (structure
metadata, taxonomy structure, etc) information. For example, the name heuristic
compares the names of two concepts, and the taxonomy heuristic determines how similar
the two concepts are.
Typical matching systems that use heuristic and rule based methods for ontology
mapping include PROMPT [35], QOM [36], CHIMAERA [37], etc.
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2.4

Graph-based Methods
In Graph-based methods, ontologies are considered as labeled graph structures.

Different types of graph based techniques are used to find mappings between ontologies
by comparing their corresponding graphs. The basic concept behind graph based methods
is that, if the two nodes from two ontologies are similar then their corresponding
neighbors must also be similar.
Ontology matching systems that use graph-based techniques include AnchorPrompt [38], Similarity Flooding [39], etc.

2.5

Probabilistic Methods
Probabilistic methods are also used in ontology matching for assessing the

similarity between elements. They usually utilize the instance data to find the possible
matching candidates. The well-known probabilistic methods used in the process of
ontology matching include Bayesian networks, etc.

2.5.1

Bayesian Networks
A Bayesian network [40] is a probabilistic approach used to enhance the matches

produced by some available methods. It is a directed acyclic graph consisting of nodes,
arcs, and a set of conditional probability tables, where nodes represent matches between
pairs of classes or properties from two different ontologies. They are usually used in
ontology matching to improve the existing matches or to generate additional matches.
Mapping tools or algorithms developed based on probabilistic methods include OMEN
[41], etc.
19

2.6

Ontology Matching Systems
This section provides a brief discussion on several ontology matching tools and

systems implemented based on the approaches discussed in the above sections.

2.6.1

GLUE
Doan et al. [33] developed the GLUE system, which uses machine learning

techniques and instance information to semi-automatically map the two given input
ontologies. The GLUE algorithm takes two ontologies as input and returns the
corresponding mappings between the two ontologies. It is an instance-based approach
that highly relies on the availability of the instance data for assessing the similarity
between concepts. The process of mapping comprises of Distribution Estimator,
Similarity Estimator, and Relaxation Labeler.
The Distribution Estimator supports multiple learners to exploit instance
information associated with the ontology concepts and to compute the joint probability
distribution of each concept for similarity measurement between the concepts and
attributes. There are two base learners (Name Learner, Content Learner) and a Metalearner. The Name Learner relies on the full names of the instances, the Content Learner
utilizes the textual contents of the instances, and the Meta learner combines the two base
learner’s results. The similarity estimator then transforms the probability distributions of
the data into a similarity matrix based on the user specified similarity function. Finally,
the Relaxation labeler outputs reasonable mappings from the similarity matrix by
considering domain-specific constraints and heuristic knowledge.
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Though GLUE produces promising results for a variety of domains, it cannot
determine correct mappings if there is insufficient instance data. The major disadvantage
of GLUE is that it highly depends on the instance data associated with ontologies for
similarity measurement. This restricts the algorithms functionality in domains that lack
instances.

2.6.2

PROMPT
PROMPT is a semi-automatic tool and Protégé plug-in that supports multiple

tasks on ontologies, including ontology mapping [35], and provides guidance for the user
throughout the process.
The PROMPT algorithm takes two ontologies as input and generates a list of
suggestions to the user. The Prompt algorithm suggests possible mappings between
ontologies based on the string distance metrics or linguistic similarity methods combined
with the structure of the ontologies and user’s choices. It also determines the conflicts
introduced in the process of performing desired task on ontologies and presents possible
solutions to resolve the conflicts. Based on the user’s feedback, the algorithm then
proposes additional suggestions by analyzing the structure of the ontology. PROMPT
consists of two tools for alignment: IPROMPT and ANCHOR-PROMPT
IPROMPT [35] is an interactive ontology merging tool. It suggests possible
mappings among the two entities based on linguistic similarity or by using relevance
feedback from the user. If the user performs some actions on the ontology, IPROMPT
applies those changes automatically, determines the conflicts introduced in the ontology
that are caused by performing some operations, and suggests further correspondences.
21

ANCHOR-PROMPT is ontology merging and mapping tool that uses graph-based
mappings for supporting IPROMPT. It represents ontology as a directed labeled graph,
where the concepts involved are treated as the nodes in the graph and the relationship
between the concepts is represented as arcs. The ANCHOR-PROMPT mapping
algorithm takes a list of anchors from the source ontologies, defined manually by the user
or produced automatically by lexical matching, as input and traverses the paths between
the anchors. It then compares the paths connecting the concepts to identify similar
concepts. Compared to the PROMPT algorithm, ANCHOR-PROMPT is a timeconsuming process.
Though the PROMPT algorithm is effective and simple, it is based only on one
similarity measure, where introducing similarity aggregation can make it more efficient.
Also, it does not support several functionalities that are necessary to handle the
suggestion list generated for large-size ontologies.
PROMPT also consists of other tools such as PROMPTDIFF [42], which is
originally developed to find differences between different versions of ontologies and
provide required operations for transforming one ontology into another.

2.6.3

QOM
QOM (Quick Ontology Mapping) is a very effective and efficient approach for

finding mappings between ontologies because of its lower run-time complexity [36]. It
identifies similar terms between two ontologies based on string similarity, ontology
structure and instances.
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QOM uses a dynamic programming approach and takes advantage of heuristics to
lessen the number of candidate mappings for the sake of reducing the run-time
complexity. It takes two ontologies expressed in OWL or RDFS as input and generates
corresponding mappings. The mapping approach adopts heuristic techniques to minimize
the number of candidate mappings, classifies the mappings into promising and less
promising similarities by applying a sigmoid function, and finally filtering some of them
using a threshold to gain efficiency. This improvement in efficiency allows mapping of
large-size, light-weight ontologies. The run-time complexity of QOM is O(n· log(n)),
which is lower compared to other approaches such as PROMPT, GLUE and NOM. The
disadvantage of Quick Ontology Mapping is that the improvement of the mapping

approach decreases the overall mapping quality of the approach. Therefore, QOM is
restricted only to large-scaled ontologies.

2.6.4

Chimaera
McGuinness et al. [37] developed a system, Chimaera, which is an interactive

ontology merging tool that allows users to interact with multiple and distributed
ontologies. It was originally designed to support two tasks: merging multiple ontologies
and testing ontologies.
Chimaera is a software system that provides a simple editing environment to the
users based on Ontolingual ontology editor. It allows users to create and maintain large,
distributed ontologies on the web. It accepts input in 15 designated formats such as
protégé, ontolingua, OKBC, etc. Chimaera supports a merging task by performing
matching on the ontologies to be merged. It facilitates the merging process by generating
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a list of suggestions for matching candidates that may be used as a guide to the users
through the merging task. The merging is performed automatically on the input
ontologies, if linguistic matches are found among their entities [43]. The disadvantage of
Chimaera is that it is not an automatic process and often requires human involvement.

2.6.5

Similarity Flooding.
Similarity flooding algorithm [39] is a generic graph matching algorithm

developed to identify, based on iterative fixed-point calculation, the corresponding nodes
in the input graphs. This algorithm takes two ontologies transformed into directed,
labeled graphs as input and returns an alignment between the nodes of the input graphs. It
performs an iterative fix-point computation to determine the mapping between the
corresponding nodes of the graphs. The similarity flooding algorithm employs filtering
functions to return a desired alignment between the elements of graphs. The algorithm
depends on the criteria that the similar nodes have similar adjacent nodes.
The overall process of the algorithm consists of the following steps:1. Convert input ontologies to directed, labeled graphs.
2. Construct the pair-wise connectivity graph.
3. Measure the propagation coefficients.
4. Compute initial similarity values between nodes using an initial mapping
function.
5. Perform iterative computation of similarity measure until a fixed point is
reached.
6. Apply filtering function to produce final mapping.
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The Similarity Flooding algorithm is limited to only directed, labeled graph
representations and does not perform well for undirected or unlabelled graphs. Another
limitation of the algorithm is that it does not provide promising results in cases when
adjacent information can not contribute to similarity.

2.6.6

OMEN.
Ontology Mapping Enhancer [41], is a semi-automatic ontology mapping tool that

uses probabilistic methods to match ontologies. OMEN is a system that derives new
mappings and improves the matches produced by existing ontology mapping methods by
means of a Bayesian Network. It takes two ontologies and an initial probability
distribution as input and returns a new alignment. The basic steps involved in the process
are:1. A Bayesian network, consisting of nodes, arcs, etc, is created for input
ontologies.
2. A set of meta-rules is defined that represents the effect of each input mapping
in their neighborhood based on the structure of input ontologies [44].
3. In the last step, a Bayesian network using conditional probability tables
generated from the derived meta-rules to infer additional mappings based on
the probabilities, is used.
The principle behind using Bayesian networks is that the mappings generated
automatically by other existing methods, such as heuristics or machine learning methods,
might be uncertain, and OMEN is used to enhance the mappings or discard false
mappings based on the Bayesian network.
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2.6.7

OLA
OLA (OWL Lite Alignment) [24] is an ontology matching system that uses

string-based, language-based and structure-based to align ontologies. OLA takes two
ontologies expressed in OWL as input and produces an alignment for the input
ontologies. The algorithm first transforms the OWL ontologies into graph structures and
indicates all the relationships between elements. It measures the similarity between nodes
of the graphs based on the category of nodes considered and, together with the features of
this category. OLA evaluates both string-distance and lexical distance to find
correspondences between ontology entities. The edit distance metric is employed to
compute the string-distance and the lexical distance is measured by exploiting
WordNet2.0. OLA supports graphical visualization of ontologies by using an extended
JGraph API. However, it lacks several interactive mechanisms that are necessary for
visual ontology alignment.

2.6.8

FCA-Merge
The FCA-merge [45] is a method for merging ontologies that share a set of

instances. It is based on Ganter and Wille’s Formal Concept Analysis [46], string
similarity and instances of input ontologies.
The FCA-MERGE takes two ontologies and a set of documents that are related to
both ontologies as input and generates a merged ontology as output. The merging process
consists of three steps. The first step involves the extraction of instances from documents
that are relevant to input ontologies and computation of formal context for input
ontologies. In the second step, the FCA-MERGE uses statistical techniques from formal
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concept analysis to derive the pruned concept lattice. The computation of concept lattice
is performed by an algorithm, known as, TITANIC. Finally, a merged ontology is
generated based on the derived concept lattice with the help of human interaction. The
FCA-MERGE also helps users to simplify the derived lattice and to build the final
merged ontology. Table 2 [47] shows a summary on the ontology matching systems.
Table 2

Overview of ontology matching systems
GLUE

PROMPT

QOM

Chimaera

Similarity
Flooding

OMEN

OLA

FCAmerge
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Yes

No
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No

No

No
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interaction
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undirected
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to
visualize
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CHAPTER III
METHODOLOGY
In this chapter, the hybrid COSEM-MAP (Coastal Semantics Mapping) approach
developed to address the ontology mapping problem is described. The approach is based
on machine learning and name matching techniques. This method takes two ontologies
expressed in Ontology Web Language as input and generates similar concepts from both
ontologies as output.
In this approach, the instance data associated with the ontology concepts is
utilized for matching ontologies. The focus is on assessing the similarity between
instances contained in each of the ontology concepts. More specifically, the goal is to
classify the instances extracted from the ontology concepts to determine how similar the
two concepts are, based on how the closeness of the instance data of the two concepts.
The basic idea behind the COSEM-MAP approach is described as: Suppose there are two
information sources NDBC and GoMOOS with their respective ontologies (Figure 4)
describing the same domain but differ in their naming convention. For example, the
concept Atmospheric pressure in the NDBC ontology is equivalent to barometric pressure
in the GoMOOS ontology. Then, it is very likely that the closer the instance data of the
two concepts is, the more similar the concepts are.
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Figure 4

Ontologies for NDBC and GoMOOS

However, in situations where the two concepts share the same instance data but
are different in meaning, classifying the instance data using machine learning methods
might produce poor predictive results. Thus, a combination of machine learning and
string based methods is used for accurate matching between ontologies.
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3.1

Overview of the Mapping Algorithm
The architecture of the mapping algorithm is illustrated in Figure 5

Figure 5

The architecture of the mapping algorithm

The overall process of the ontology alignment consists of the following steps:1. Two input ontologies expressed in OWL
The proposed algorithm takes two ontologies, source and target, expressed
in Web Ontology Language as input. In this work, input OWL ontologies are
built by means of Protégé-OWL editor.
2. Instance extraction
The COSEM-MAP approach utilizes the instance data to better describe
the relations between concepts in different ontologies. It provides methods to
derive instances from ontology concepts, which are used as input to the
matching algorithm.

30

3. Kernel PCA computation
Feature extraction is implemented by the algorithm for extracting more
features with distinguishable characteristics. COSEM-MAP employs kernel
PCA for performing the extraction technique.
4. Classification
For the classification task, a Support vector machine (SVM) classifier is
used in the approach. A SVM learning model is built on the training set and is
used to classify the test set data.
5. String similarity measurement
Using String distance metrics, the similarity between the concepts can be
assessed by measuring the distances between them. The prediction accuracy
can be enhanced by taking into account string metric scores.
6. Interactive generation of list of related concepts
COSEM-MAP provides the user a list of concepts that share the same
meaning by performing all the above strategies on input ontologies to be
mapped.
The following sections present a detailed description on the basic steps involved
in the mapping process.

3.1.1

Training/Testing Data
In most of the ontologies, the semantics of the concept are better described

through the set of their instances rather than its meta-data. In the first step, the COSEM-
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MAP algorithm takes the input ontologies and provides methods for exploiting instance
information of each concept from the ontologies to build feature vectors.
Suppose there are two input ontologies, source and target, the algorithm extracts a
set of instances for each concept that provides instances in both ontologies. It is likely
that concepts that share the same instance data are similar. Therefore, the focus is on
exploiting the instance data associated with ontology concepts to discover mappings
between them. Once the instance data is retrieved from the input ontologies, the
algorithm builds the training and testing data sets by classifying the instances under their
respective ontology concepts. These derived data sets represent the feature vectors of
their corresponding ontology concepts. The COSEM-MAP algorithm derives mappings
between ontology concepts by classifying their data sets using a machine learning
method.
The support vector machine used in this algorithm needs the training set to create
a learning model for the source ontology, which then classifies the concepts in the target
ontology based on the derived testing data set. Table 3 shows a piece of the training data
set for the NDBC ontology. Classes represent ontology concepts and Fv1, Fv2, Fv3, Fv4,
and Fv5 are the feature vectors. The numerical scores indicate the instance values
exploited from the ontology concepts.
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Table 3

Training data set for NDBC ontology

However, the data in the training and testing sets may not contain a significant
amount of information necessary for efficient classification. Hence, kernel PCA is
applied over the training and testing data sets derived from the input ontologies to extract
the most distinguishable and informative features.

3.1.2

Feature Extraction using KPCA
Feature extraction techniques are aimed at retrieving a significant amount of

features from input data sets, which represent relevant information. These techniques are
operated in many applications to achieve the desired task with minimized dimensional
data. In machine learning methods, for example, classification tasks, building appropriate
data representations of original input with reduced data space results in making more
efficient predictions. The prediction performance of a classifier can be improved by
applying a suitable feature extraction technique. The well known feature extraction
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techniques include PCA (principal component analysis) [48], LDA (Linear discriminant
analysis) [49] and more.
Principal component analysis is a powerful linear extraction technique that
orthogonally transforms the original input space by computing the principal components
of the features. The linear transform methods have little to do with the non-linear
variations in the data. To address nonlinear projection issues, kernel methods are
introduced as a mean to implement PCA in a nonlinear way in the form of kernel-PCA
[50].
Kernel PCA was originally proposed to find the principal components in highdimensional feature spaces, that are non-linearly related to the original input variables
[50]. The principle behind kernel PCA is to execute a PCA in the original input space by
performing all computations using a designed kernel mapping function in the input space
[50]. More specifically, KPCA deal with nonlinear relationships by mapping the data into
a new feature space, F, from the original space. In addition, choosing a suitable kernel
will facilitate dimensionality reduction for high dimensional input data sets. The features
derived by means of the Kernel PCA have been shown to carry more useful
characteristics compared to PCA [51].
The implementation of Kernel Principal Component Analysis (KPCA) to extract
more features with relevant information has been evaluated for the input data sets. The
algorithm uses Kernel PCA for nonlinear feature extraction and then the effect of its
combination with support vector machines (SVMs) is examined. Different kernel
functions such as polynomial, linear and others have their influence on the operation of
the Kernel PCA over the input data sets. The proposed algorithm uses the radial basis
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function as kernel throughout the experiments. The RBF kernel takes the advantage of
non-linear mapping and handles non-linear relations in the data when compared to linear
kernel. Another advantage of the RBF kernel over other kernels is that it has less number
of statistical problems; whereas the polynomial and the linear kernel have large parameter
values, which might cause numerical problems in the model selection.
The first principle component feature is only considered in both the data sets for
the mapping process since the principle component feature represents enough
characteristics to distinguish. Feature extraction using KPCA is then followed by a
support vector machine classification.

3.1.3

Support Vector Machine Classification
The Support vector machine (SVM) is a popular and powerful machine learning

method introduced by Vapnik for data classification [52]. SVM models perform
classification by finding a unique hyperplane that separates objects belonging to different
classes (Figure 6). The margin of the separation hyperplane is determined by the support
vectors. SVM classifiers can also classify data separated by a non-linear region by using
non-linear kernel functions, such as polynomial, radial basis function, etc that map the
original space into a high dimensional feature spaces.
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Figure 6

SVM classification for two classes

Many kernel functions (e.g. polynomial, radial basis function and/or linear) can be
used for SVM classifiers. Choosing and applying a proper kernel could further enhance
the overall prediction accuracy. A radial basis kernel has been used in all experiments for
the learning algorithm.
In this process, the SVM classifier is learned from the transformed training set
derived by applying the Kernel PCA to the training data. The learned classifier is then
evaluated using the transformed test set to perform classification over the data sets. In
other words, the SVM model is produced for source ontology by learning from the data
obtained after executing KPCA. The learned SVM model is then applied to the KPCA
transformed test data belonging to the target ontology, which predicts each concept to a
particular target class in the source ontology. The combination of KPCA and SVM results
in a higher performance compared to the combination of PCA and SVM.

3.1.4

String Distance Metrics
String matching tools have been used in many applications for the task of

matching entity names. Today, a number of different string distance metrics exist in
literature including edit-distance, token-based distance, etc. They measure distances
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between all pairs of strings to determine the similarity between them and the numerical
scores generated denote the correspondence between the concepts.
To enhance the matching accuracy, string distance metrics are used together with
SVM for similarity assessment in ontologies. The best results are achieved by specifying
appropriate string distance metrics for particular data sets. To discover mappings between
different ontologies, three distance metric functions (Jaro, Jaro-Winkler and MongeElkan) are considered in this approach.
All these metrics are included in SecondString [54], an open-source Java-based
package of string-matching techniques; this API has been used to run these methods in
the proposed algorithm. A decision on matching concepts is then based on the weights
obtained from both the SVM classifier and string based techniques. Finally, the goal is to
combine data from the input ontologies by taking into account the algorithm specified
mappings and the user choices.

3.2

System Development Tools
The mapping algorithm has been implemented in Java on a stand-alone PC. The

algorithm takes two ontologies expressed in Web Ontology Language representing the
coastal sensor information metadata as input. A user interactive ontology mapping tool
has been developed in the Google Web Toolkit (GWT) [55]. Several Java based APIs,
such as Jena [56], Pellet [57], etc. have been used to provide a programmatic
environment for implementing the proposed COSEM-MAP approach.
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The software environment for the application development consists of ProtégéOWL [58], Google Web Toolkit, Jena API, OWLAPI [59], Pellet, SecondString library,
Rapidminer [60], and Libsvm [61].

3.2.1

Protégé-OWL
The protégé-OWL editor is a software platform that allows users to create and

manipulate OWL ontologies. It implements a set of actions that supports loading, saving,
editing, and visualizing OWL ontologies. The users can also import existing ontologies
into the project by means of protégé plugins, which appear as tabs. It also supports
SPARQL (SPARQL Protocol and RDF Query Language) query language that allows
users to retrieve desired data by running queries on the ontology knowledge base.
In this application, ontologies representing a knowledge of the coastal domain for
different information sources are built in Ontology Web Language using protégé-OWL
editor. Once a new ontology project is created, tabs, such as OWLClasses, properties and
Individual tabs, are used to add classes, individuals, and properties to the ontology as per
the application needs. Figure 7 shows OWL ontology representing the domain knowledge
in terms of classes, properties, and individuals with protégé editor.
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Figure 7

3.2.2

Ontology representation of a domain in protégé-OWL editor

Google Web Toolkit
The Google Web Toolkit (GWT) is an open source framework that allows

software developers to create Ajax applications in Java. Once the application in the Java
code is compiled, GWT converts the Java application into JavaScript code. The GWT
comprises of best technologies that allows deploying a web application quicker compared
to other technologies.
The followings are some of the features supported by GWT tools:1. Easy RPC mechanism
2. Dynamic UI components
3. Asynchronous HTTP
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4. Supports third party library features
5. Supports Google infrastructure
6. Cope with browser issues
7. Simple error-handling
In this work, a simple user interactive ontology mapping tool is created in GWT
for implementing the COSEM-MAP approach.

3.2.3

Jena API
Jena is a Java framework that provides functionalities for accessing and

manipulating the ontologies. It is used to provide a programmatic environment for
applications with ontologies using Java programming language.
In this system, the Jena API library is added to the Google Web Toolkit project to
perform a set of actions on ontologies. A number of Jena classes and methods are
implemented for reading and retrieving data from the ontologies. The main package
imported from this API is com.hp.hpl.jena.rdf.model, which contains a ModelFactory for
creating models. The Jena interfaces also provide functionalities for representing models,
properties, and other ontology entities.

3.2.4

OWL API.
The OWL API, an open-source Java library for the Web Ontology Language, is

used to access ontology models and its elements like classes, properties, and individuals.
The API includes classes and methods to perform a desired task on the ontology data
models.
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The OWL API library is imported into the project, which is then used to load,
save, and access the ontology files. The key point used is OWLOntologyManager, which
provides access to ontology and its elements.

3.2.5

Pellet
Pellet is an open-source Java based OWL DL reasoner used in conjunction with

OWLAPI, which provides reasoning services to the ontology files. It provides
functionalities to retrieve the concepts and instances of the OWL ontologies and supports
a number of features that are used in building OWL ontologies for Java-based
applications. In addition, it features scheme-level reasoning, such as, SPARQL query
based services for the real-world applications.
Pellet is integrated into the GWT application for use in exploiting the instances
data from ontology models.

3.2.6

SecondString
SecondString is an open source Java toolkit, which includes a variety of different

name matching methods. It was primarily used to evaluate the effect of various string
matching techniques on particular data sets. The SecondString Java package includes
classes for a number of existing distance metrics and methods for their implementation.
Several hybrid techniques were also proposed for combining the previous methods and
are also included in the SecondString library.
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Using the SecondString Java library, the effect of various string distance metrics
on the matching approach is evaluated, and proper distance metrics are considered in the
project.

3.2.7

RapidMiner
RapidMiner provides a software environment for the users, which allows

experiments on machine learning procedures, data mining tasks, etc. It consists of a wide
range of operators, which are described in XML files and also integrates several
functionalities of Weka environment. It consists of a Java API for using RapidMiner in
applications with the Java programming language. RapidMiner offers many features such
as plotting facility, data visualization, several extended mechanisms, etc.
RapidMiner is integrated into the GWT project to perform the feature extraction
task on input Data sets by means of applying Kernel PCA. Figure 8 below shows the
structure in RapidMiner for performing KPCA.
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Figure 8

RapidMiner setup for feature extraction via KPCA

There are four operators used in the application model, which are,
SimpleExampleSource,

KernelPCA,

ModelApplier

and

ExampleSetWriter.

SimpleExampleSource is used to read the input data into an example set and pass it to the
KernelPCA operator. The KernelPCA performs kernel-based principal component
analysis on the input data set and creates a model. The ModelApplier applies the model
on the example set and produces the transformed input data set. The transformed data is
then written into a file using an ExampleSetWriter operator in a user specified format.
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3.2.8

Libsvm
Libsvm is a software system that supports support vector machine classification,

regression, and distribution estimation. It offers a variety of features like multi-class
classification, cross validation, probability estimates, etc. Libsvm is written in both C++
and Java programming languages.
The Libsvm Java library is integrated with the Java application to facilitate the
classification task on input ontologies. The effect of SVM parameters on the prediction
performance of the SVM classifier is investigated.
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CHAPTER IV
RESULTS
This chapter deals with the description of mapping tool developed to automate
ontology mapping in ocean sensor systems. Different types of standard metrics that are
considered for the research have been discussed. The classification results of the
matching algorithm are presented in this chapter.

4.1

Ontology Mapping Tool
The graphical user interface (Figure 9) for the COSEM-MAP approach has been

developed in the Google Web Toolkit using the development tools and the set of
strategies described in the previous chapters. The Mapping tool runs in a web browser
and provides an interactive environment for the users who are interested in ontology
matching.
The followings are the steps to be followed by the user to match the ontologies:
1. The user must enter the source and target OWL ontologies by providing their
URL, as input to the UI (Figure 10).
2. Once the tool accepts the input ontologies provided by the user, the ontology
hierarchy is displayed, which allows users to browse the knowledge base and
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look for the concepts that share the same meaning (Figure 11).
3. The user can then perform matching on the ontologies by clicking the button
‘click to map’ as shown in Figure 12.
4. Once the mapping button is invoked, the COSEM-MAP algorithm is executed
as described in chapter 3.
5. Finally, at the end of the process, a list of mapping pairs from the input
ontologies is generated as shown in Figure 13.

Figure 9

Interactive ontology mapping tool
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Figure 10

Parsing the input source and target ontologies to the tool
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Figure 11

Display of the input ontology knowledge base
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Figure 12

Running the COSEM-MAP model on the input ontologies
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Figure 13

List of mapping pairs generated by running the model
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The tool also generates standard model statistics for the input ontologies as shown
in Figure 14.

Figure 14

Model statistics for the input ontologies
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4.2

Evaluation Criteria
The standard metrics, such as Precision, Recall, and F-measure, are considered to

evaluate the quality of the COSEM-MAP matching approach.
Precision is defined as the number of correctly classified mappings divided by the
total number of retrieved mappings.
Precision =

#ୡ୭୰୰ୣୡ୲ ୭୳୬ୢ ୫ୟ୮୮୧୬ୱ
# T୭୲ୟ୪ ୭୳୬ୢ ୫ୟ୮୮୧୬ୱ

(8)

Recall is defined as the number of correctly classified mappings divided by the
total number of possible correct mappings.
Recall

=

#ୡ୭୰୰ୣୡ୲ ୭୳୬ୢ ୫ୟ୮୮୧୬ୱ
# T୭୲ୟ୪ ୡ୭୰୰ୣୡ୲ ୫ୟ୮୮୧୬ୱ

(9)

F-measure is defined as a metric that combines both the recall and precision
results.
F-measure =

ଶ∗୮୰ୣୡ୧ୱ୧୭୬∗୰ୣୡୟ୪୪

(10)

P୰ୣୡ୧ୱ୧୭୬ା୰ୣୡୟ୪୪

For evaluation purposes, two input ontologies (NDBC and GoMOOS) are taken,
and mappings between them are generated using the proposed matching algorithm. These
mappings are then validated against the original mappings found in advance. Table 4
shows the precision, recall, and F-measure values obtained for ten-fold cross validation
test on input ontologies. The evaluation shows that the mapping algorithm gives
promising results.
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Table 4

4.3

Standard Metric Values for NDBC ontology concepts

Prediction Accuracy
Table 5 shows the probability estimates for the NDBC and GoMOOS ontologies

generated by the proposed matching approach. The numerical values indicate the
probability of matching between concepts in both ontologies. For example, Atmospheric
pressure in the NDBC ontology results in a 89% matching probability with
barometric_pressure in the GoMOOS ontology. Based on these observations, the
algorithm has achieved a good mapping accuracy overall. The prediction accuracy ranges
from 73% to 88% for various classes.
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Table 5

Classification estimates obtained for 8 concepts in NDBC and GoMOOS
Ontologies
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CHAPTER V
CONCLUSIONS AND FUTURE WORK

5.1

Conclusion
With the rapid increase in the growth of individual ontologies on the semantic

web, the integration of resources involving heterogeneous ontologies has become a
serious issue. Hence, the development of ontology mapping algorithms will be essential
to establish semantic interoperability between different systems.
In this work, a hybrid matching algorithm, called COSEM-MAP, which exploits
the instance data in ontology concepts, has been presented to discover mappings between
different applications. The algorithm combines machine learning techniques and string
based techniques to solve the ontology mapping problem. The process consists of using
the instance data from the input ontologies, extracting features using Kernel PCA,
followed by a support vector machine classification of ontology concepts, and
implementing string matching methods using Second String java library for enhanced
ontology mapping. A semi-automated ontology mapping tool (COSEM-MAP) has been
developed in Java using several APIs, which allows users to interact with ontologies to be
mapped. The adopted mapping approach has been implemented and demonstrated on a
set

of

ontologies

developed

for

different
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coastal

buoy

organizations

(National Data Buoy Center, Gulf of Maine Ocean Observing Systems, etc). The results
from this exercise have been evaluated using standard evaluation metrics such as,
precision, recall, and F-measure. Based on the experiments, it is observed that the
algorithm performs quite well and produces promising results.
However, the limitation of this approach lies in its applicability to only the
ontologies populated with instances. Currently, the evaluation of the proposed tool has
been done on a limited set of ontologies with a certain amount of instances; therefore,
further experiments are required to generalize and scale up the proposed methodology.

5.2

Future Work
Currently, the proposed matching algorithm is not general enough to assist

ontology mapping in different application domains. Further research on ontology
mapping techniques is needed to help the algorithm addresses this issue. In the future, the
developed COSEM-MAP application can be enhanced in the following directions:•

Research on name matching methods to evaluate suitable and accurate
distance metrics for the algorithm should be done.

•

Simple and efficient techniques for combining SVM with string based
methods for accurate ontology matching should be also investigated.

•

The overall prediction performance can be improved further by including
methods to exploit more constraints in ontologies in addition to the instances.

The mapping accuracy and generalization capability can be extended in the future
by adding tools to merge the ontologies using relevance feedback and to integrate query
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processing services, where data from diverse sources can be queried though a single
knowledgebase.
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