In my joint paper [3] with Rohit Parikh we investigate a logic arising from finite information. Here we consider another kind of limited information, namely information with a small number of errors, and prove a related completeness theorem. We point out that this approach naturally leads to considering multi-teams in the team semantics that lies behind [3] .
"On these flights I have an exit-row seat, apart from a few exceptions.", "Apart from a few, the participants are logicians.", One way to handle such expressions is the introduction of generalized quantifiers, such as "few x", "most x", "all x but a few", etc. The approach of this paper is different, or at least on the surface it looks different. We use the team semantics of [2] .
In team semantics the main tool for defining the meaning of formulas is not that of an assignment but that of a set of assignments. Such sets are called in [2] teams. Intuitively a team can represent (or manifest) different kinds of things, such as uncertainty belief plays of a game data about a scientific experiment possible voting profiles database dependence independence inclusion exclusion etc.
The obvious advantage of considering meaning in terms of teams rather than single assignments is that teams can indeed manifest change and variation unlike static single assignments. For example, Table 1 can tells us e.g. that y = x 2 apart from one exception, and z is a constant zero apart from one exception. Likewise, Table 2 tells us that an employee's salary depends only on the department except for one person. In medical data about causes and effects of treatment there can often be exceptions although there may be compelling evidence of a causal relationship otherwise.
While team semantics is suitable for many purposes, we focus here on the concept of dependence, the main concept of the paper [1] , too. Dependence is used throughout science and humanities. In particular it appears in database theory in the form of functional dependence.
In [4] the following concept was introduced:
Definition 1. A team is any set of assignments for a fixed set of variables. A team
x y z 2 4 0 5 25 0 3 9 1 2 3 0 Table 1 Employee Department  Salary  John  I  120 000  Mary  II  130 000  Ann  I  120 000  Paul  I  120 000  Matt  II  130 000  Julia  I  130 000   Table 2 X is said to satisfy the dependence atom
where x and y are finite sequences of variables, if any two assignments s and s
Dependence logic ( [2] ) arises from first order logic by the addition of the dependence atoms (1) . The logical operations ¬, ∧, ∨, ∀, ∃ are defined in such a way that dependence logic is a conservative extension of classical first order logic. The exact expressive power of dependence logic is existential second order logic.
With the purpose in mind to capture a concept of dependence logic which is more realistic in the sense that a couple of errors are allowed, we now define 1 :
A finite team X is said to satisfy the approximate dependence atom
if there is Y ⊆ X, |Y | ≤ p · |X|, such that the team X \ Y satisfies =(x, y). We then write X |= = p (x, y). For arbitrary teams (finite or infinite) X we say that X satisfies the atom =(x, y) mod finite, if there is a finite Y such that X \ Y satisfies =(x, y). In symbols X |= = * (x, y).
In other words, a finite team of size n satisfies = p (x, y) if it satisfies =(x, y) after we delete a portion measured by the number p, of the assignments of X. More exactly, we delete up to p · n assignments from the team. Hence the word "approximate".
The emphasis in approximate dependence = p (x, y) is on small p but the general concept is defined for all p. It is difficult to imagine any practical importance for, say, = .95 (x, y). This is the proposition that the team has a 5% portion where y is functionally determined by x. However, if we suppose that the relationship between x and y is totally random, then it may be significant in a big dataset of millions of rows, to observe that the = .95 (x, y) holds and violates total randomness.
For a trivial example, every finite team satisfies = 1 (x, y), because the empty team always satisfies =(x, y). On the other hand, = 0 (x, y) is just the old =(x, y). Since singleton teams always satisfy =(x, y), a team of size n always satisfies
, whatever x and y, so the "mod finite" dependence is only interesting in infinite teams.
The team of Table 1 satisfies =1 4 (x, y) and the team of Table 2 satisfies
We claim that approximate dependence = p (x, y) is a much more common phenomenon in science and humanities than full dependence =(x, y). Any database of a significant size contains errors for merely human reasons or for reasons of errors in transmission. Any statistical data of medical, biological, social, etc information has exceptions partly because of the nature of the data. One rarely if ever encounters absolute dependence of the kind =(x, y) in practical examples. The dependencies we encounter in practical applications have exceptions, the bigger the data the more there are exceptions. For the dependence = .1 (x, y) we allow an error value in 10% of the cases. This may be unacceptable for some applications but overwhelming evidence of functional dependence in others.
A different kind of approximate functional dependence arises if we think of the individual values of variables as being slightly off. For example, we can consider a functional dependence in which values of y are almost the same whenever the values of x are almost the same. This direction is pursued in [1] .
We have emphasized the relevance of = p (x, y) over and above =(x, y). So how does dependence logic change if we allow = p (x, y) in addition to =(x, y), that is, if we allow dependance with errors in addition to dependence without errors?
One of the first results about database dependencies is the so called Armstrong Completeness Theorem [3] . It has as its starting point a set of axioms for the dependance =(x, y). We now adapt the axioms from [3] to the more general case of approximate dependence atoms. Concatenation of two finite sequences of variables, x and y, is denoted xy. Such finite sequences can be also empty. 
The rules of approximate dependence are:
These axioms are always satisfied in finite teams. As to (A1), we observe that the empty team ∅ satisfies =(x, y) and hence we can take Y = X in Definition 3. As to (A2) we observe that every team satisfies =(x, y) and so we can take Y = ∅ in Definition 3. The axiom (A3) can be verified as follows. Suppose X \ Y |= =(x, yz), where Y ≤ p · X, and the domain of X (and of Y ) includes xuyz so that both =(x, yz) and =(xu, y) can be meaningfully checked for satisfiability in X. Suppose s, s ′ ∈ X\Y such that s(xu) = s ′ (xu). Then s(x) = s ′ (x). Hence s(yz) = s ′ (yz), whence finally s(y) = s ′ (y). Let us then verify the validity of (A6). Suppose X \ Y |= =(x, y), X \ Z |= =(y, z), where |Y | ≤ p · |X| and |Z| ≤ q ·|X|. Then |Y ∪Z| ≤ |Y |+|Z| ≤ (p+q)·|X| and X \(Y ∪Z) |= =(x, z). Finally, (A7) is trivial.
The above axioms and rules are designed with finite derivations in mind. With infinitely many numbers p we can have infinitary logical consequences (in finite teams), such as {=1 n (x, y) : n = 1, 2, . . .} |= = 0 (x, y), which do not follow by the axioms and rules (A1)-(A6) 2 . We now focus on finite derivations and finite sets of approximate dependences. We prove the following Completeness Theorem 3 :
Theorem 4. Suppose Σ is a finite set of approximate dependence atoms. Then = p (x, y) follows from Σ by the above axioms and rules if and only if every finite team satisfying Σ also satisfies = p (x, y).
We first develop some auxiliary concepts and observations for the proof. Let τ be a pair (Σ, = p (x, y)), where Σ is a finite set of approximate dependencies. For such τ let Z τ be the finite set of all variables in Σ ∪ {= p (x, y)}. Let C τ be the smallest set containing Σ and closed under the rules (A1) − (A6) (but not necessarily under (A7)) for variables in Z τ . Note that C τ is finite.
Proof. The implication from right to left is trivial. For the converse it suffices to show that the set
Definition 6. Suppose τ = (Σ, = p (x, y)). For any variable y let
This definition makes sense because there are only finitely many = r (u, v) in C τ . Note that d τ (x) = 0 by axiom (A1). By Lemma 5,
. By the minimality of t, t ≤ r + p. Hence t − r ≤ p. 
We define a team X τ of size n as follows:
where for
we let
. One has to take all the assignments s i , i ≤ m − 1, away from X τ in order for the remainder to satisfy =(x, y). Hence p · n ≥ m i.e. p ≥ m n . But we have chosen n so that 1/n < d τ (y) − p. Hence
and hence all the more X τ |= = q (u, v). Let us therefore assume
, there are m and k such that In order to satisfy =(x, y) one has to delete k − m assignments from X τ . But this is fine, as qn
Lemmas 8 and 9 finish the proof of Theorem 4.
A problematic feature of the approximate dependence atom is that it is not local, that is, the truth of X |= = p (x, y) may depend on the values of the assignments in X on variables u not occurring in x or y. To see this, consider the team Y of Figure 2 . Now Y satisfies =1 This set of variables is denoted by Dom(X).
An ordinary team X can be thought of as the multi-team (X, τ ), where τ (i) = i for all i ∈ X. When approximate dependence is developed for multi-teams the non-locality phenomenon disappears (see Figure 3) . Moreover, the above Theorem 4 still holds.
The canonical example of a team in dependence logic is the set of plays where a player is using a fixed strategy. Such a team satisfies certain dependence atoms reflecting commitments the player has made concerning information he or she is using. If such dependence atoms hold only approximatively, the player is allowed to make a small number of deviations from his or her commitments. Let us suppose the player is committed to y being a function of x during the game. Typically y is a move of this player and x is the information set available for this move. When we look at a table of plays where the player is following his or her strategy, we may observe that indeed y is functionally determined by x except in a small number of plays. To evaluate the amount of such exceptional plays we can look at the table of all possible plays where the said strategy is used and count the numerical proportion of plays that have to be omitted in order that the promised functional dependence holds. We have here merely scratched the surface of approximate dependence. When approximate dependence atoms are added to first order logic we can express propositions such as "the predicate P consists of half of all elements, give or take 5%" or "the predicates P and Q have the same number of elements, with a 1 % margin of error". To preserve locality we have to introduce multi-teams. On the other hand that opens the door to probabilistic teams, teams where every assignment is associated with a probability with which a randomly chosen element of the team is that very assignment. We will not pursue this idea further here.
