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a b s t r a c t
Given P , a simple connected, possibly non-convex, polyhedral surface composed of
positively weighted triangular faces, we consider paths from generalized sources (points,
segments, polygonal chains or polygonal regions) to points on P that stay on P and avoid
obstacles (segments, polygonal chains or polygonal regions). The distance function defined
by a generalized source is a function that assigns to each point ofP the cost of the shortest
path from the source to the point. In this paper we present an algorithm for computing
approximate generalized distance functions. We also provide an algorithm that computes
a discrete representation of the approximate distance function and, as applications,
algorithms for computing discrete order-kVoronoi diagrams and for approximately solving
facility location problems. Finally, we present experimental results obtained with our
implementation of the provided algorithms.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Computing shortest paths, and consequently distances, on polyhedral surfaces is a fundamental problem in
computational geometry with important applications in robotics, computer graphics and geographical information systems
(GIS). In the case of GIS applications, the cost of traveling on a triangulated surface may differ from triangle to triangle
(one triangle may represent desert while another may represent a forest). To capture travel cost through surfaces a positive
weight is associated to each triangle. Moreover, there may exist obstacles on the surface (rivers, lakes, etc) that can be
modeled as polygonal chains or polygonal regions. Unlike in the non-weighted case, no exact algorithms exist for computing
shortest path on weighted polyhedral surfaces. However, since a triangulated surface is just a rough approximation of the
real surface, an approximation of the distance is often considered sufficient. This makes approximation algorithms suitable.
Shortest path distances computation often arise as a subroutine in the solution of other problems, for example when
computing Voronoi diagrams orwhen solving some facility location problems. Voronoi diagrams are fundamental geometric
structures used for solving practical problems in a wide variety of domains, among others: geography, geophysics,
forestry, ecology, climatology, medical image visualization and mesh simplification [1–5]. They are useful for many
applicationswhere space is partitioned by proximity, for example:market area analysis, emergencymanagement, locational
optimization, earthquake distribution analysis, plant population dynamics, forest fires simulation, animal territories
modeling and area rainfall estimation.
Facility location problem tries to determine the ‘‘best’’ location of a given set of facilities in various settings and under
various constraints. They havemany applications inmarketing and decision support systems. Some of them are useful when
dealing with attractive facilities like hospitals, schools, supermarkets, wireless base stations. However some others try to
locate an obnoxious facility such as rubbish dumps, chemical plants, etc [6–8].
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The increasing programmability and high computational rates of Graphics Processing Units (GPUs) make them attractive
as an alternative to CPUs for general-purpose computing. In fact, the GPU, and in particular the graphics pipeline [9], has
been used to obtain distance functions and Voronoi diagrams [10–12] among other algorithms and applications for general
purpose [13].
The strategy proposed in this paper considers punctual and segment sources in general position and builds a graph
respecting the initial triangulation. Then, weighted distances on graphs are exactly computed by properly using the inherent
linear interpolation of the graphics pipeline. The main difference between our approach and the existing ones is that those
only handle point sources, and build a graph where distances are computed after re-triangulating the surface so that all
the sources become vertices. Moreover, by using graphics hardware, solutions of several applications based on distance
functions are easily obtained and visualized.
1.1. Preliminaries
Let P be a possibly non-convex polyhedral surface represented as a mesh consisting of n triangular faces f1, . . . , fn with
associated positiveweightsw1, . . . , wn, respectively,withwi ≥ 1. Theweight associatedwith an edge is theminimumof the
weights of the two neighboring faces. A generalized element on P refers to a point, segment, polygonal chain or a polygon.
We model obstacles in P by a set of non-punctual generalized elements on P . We only consider paths from generalized
sources to points onP that stay onP and avoid the obstacles. The cost of a pathΠ onP is defined by ∥Π∥ =ni=1wi|Πi|,
where |Πi| denotes the Euclidean cost of the path lying inside the face fi.
For a generalized source s and a point q onP , the path of least cost between them is called shortest path. The cost of the
shortest path is called the (shortest path) distance between s and q and is denoted d(s, q). The distance function defined by
a generalized source s on P is a function ds such that for any point q ∈ P , ds(q) = d(s, q) = minp∈s d(p, q).
Throughout the paper, ϵ is a parameter in (0, 1). A path is called a (1 + ϵ) approximation of a shortest path between a
generalized source and a point on P if its cost is at most (1+ ϵ) times the cost of a shortest path.
Let S be a set of r generalized sites on the polyhedral surfaceP and let S ′ be a subset of k sites of S, k ∈ {1, . . . , r−1}. The
set of points of P closer to each site of S ′ than to any other site of S, is a possibly empty region called the order-k Voronoi
region of S ′. The set of order-k Voronoi regions of all subsets of k sites of S is called the order-k Voronoi diagram of S. When
k = 1 and k = r−1 the order-kVoronoi diagram is called the closest Voronoi and the furthest Voronoi diagram, respectively.
The 1-Center of a set S of generalized sites on the polyhedral surface P is the point on P that minimizes the maximum
distance to the sites. The 1-Median of the set S is the point on P that minimizes the sum of distances to the sites. These
two problems deal with the location of desirable facilities, meanwhile obnoxious problems locate undesirable facilities. The
Obnoxious 1-Center is the point on P that maximizes the minimum distance to the set S, and the Obnoxious 1-Median is
the point on P that maximizes the sum of distances to the set of facilities S.
Given a set S of generalized sites (facilities), a set Q of query points, S and Q located on P , and an integer 1 ≤ k < |S|,
several aggregate nearest neighbor queries depending on S, Q and k are defined as follows:
- MinMaxk(S,Q ) query retrieves a subset S ′ ⊆ S, |S ′| = k, such that
max
q∈Q
dp′(q) ≤ max
q∈Q
dp(q), ∀p′ ∈ S ′, p ∈ S − S ′.
- MinSumk(S,Q ) query retrieves a subset S ′ ⊆ S, |S ′| = k, such that
q∈Q
dp′(q) ≤

q∈Q
dp(q), ∀p′ ∈ S ′, p ∈ S − S ′.
- MaxMink(S,Q ) query retrieves a subset S ′ ⊆ S, |S ′| = k, such that
min
q∈Q dp
′(q) ≥ min
q∈Q dp(q), ∀p
′ ∈ S ′, p ∈ S − S ′.
- MinSumk(S,Q ) query retrieves a subset S ′ ⊆ S, |S ′| = k, such that
q∈Q
dp′(q) ≥

q∈Q
dp(q), ∀p′ ∈ S ′, p ∈ S − S ′.
1.2. Previous work
Shortest paths on triangulated surfaces have been widely studied since the late eighties. Two different scenarios have
been considered depending on whether the surfaces have non weighted and weighted faces. A good overview on shortest
paths in both scenarios can be found in [14].
Shortest paths on non weighted polyhedral surfaces were studied in [15] who provided their characterization and also
presented an algorithm for solving the single point source shortest path problem by using a ’continuous Dijkstra’ method
which propagates distances from the source to the rest of P in O(n2 log n) time. Different improvements of this algorithm
have been proposed [16,17]. Surazhsky et al. [17] described a simple way to implement the algorithm and showed to
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run much faster on most polyhedral surfaces than the O(n2 log n) theoretical worst case time. Chen and Han [18], using
a rather different approach, improved this to an O(n2) time algorithm. Kaneva and O’Rourke [19] implemented Chen and
Han’s algorithm and reported that the implementation is difficult for non-convex polyhedral surfaces and that memory
size is a limiting factor of the algorithm. Xin and Wang in [20,21] improved Chen and Han’s algorithm and applied it in
different scenarios to approximate shortest paths on triangulated surfaces. Kapoor [22] presented an algorithm following
the ‘continuous Dijkstra’ paradigm that computes a shortest path from a source point to a target point in O(n log2 n) time.
Recently, Schreiber and Sharir [23] provided a O(n log n)worst case time algorithm for convex polyhedral surfaces. Fort and
Sellarès in [11] compute shortest paths on triangulated surface form punctual, segment and polygonal chain sources.
Weighted shortest paths were characterized in 1991 in [24]. They show that weighted shortest paths obey Snell’s law of
refracting when traversing from face to face. Thus, when dealing with weights the shortest paths may zigzag and no exact
results can be obtained due to the trigonometric functions of Snell’s law. Mitchell and Paparimitriou [24] also presented
an algorithm that uses the continuous Dijkstra method to provide an (1 + ϵ) approximation shortest path that runs in
O(n8 log n/ϵ) time andO(n4) space. There exist several papers providing (1+ϵ) approximation shortest paths that discretize
the polyhedral surface reducing the problem to the determination of shortest paths on weighted graphs using Dijkstra’s
algorithm [25–27]. The discretization scheme places Steiner points on the triangle edges or on the bisectors of the triangle
vertices. Between the former, the best algorithm follows a logarithmic discretization scheme and has time complexity
O(n/ϵ log 1/ϵ (1/
√
ϵ+ log n)) [26]. An algorithm ofO(n/√ϵ log n/ϵ log 1/ϵ) time complexity that uses the latter approach
is presented in [27]. However, there exists an alternative strategy called Bushwhack, proposed in [28]. They use the shortest
path properties smartly and obtain, by using the discretization strategy introduced in [26], an approximate shortest path in
O(n/ϵ log 1/ϵ log n/ϵ) time.
The Voronoi diagram of a set of r points in 2D and 3D Euclidean space have been extensively developed in computational
geometry and related areas obtaining practical and robust optimal O(r log r) and O(r2) algorithms. On the other hand,
the computation of exact generalized Voronoi diagrams in 2D and 3D Euclidean space used to be complicated because it
involves the manipulation of high-degree algebraic curves or surfaces and their intersections. For this reason, many authors
have proposed algorithms to approximate the real diagram within a predetermined precision. Different algorithms based
on distance functions have been proposed to compute 2D and 3D discretized closest Voronoi diagrams along a grid using
graphics hardware [10]. These algorithms rasterize the distance functions of the generalized sites and use the depth buffer to
compute an approximate lower envelope of the distance functions. Mount [29] gives an algorithm that computes the closest
Voronoi diagram of r point sites on a non-weighted polyhedral surface with n triangles in O(n2 log n) time, assuming r ≤ n,
and Aronov et al. [6] present an algorithm that computes the the furthest Voronoi diagram in O(rn2 log2 r log n) expected
time. Xin andWang [21] provide an approximation algorithm for computing the closest Voronoi diagram on a non-weighted
polyhedral surface. Fort and Sellarès [11] present an algorithm for computing generalized high order Voronoi diagrams on
non-weighted triangulated surfaces using graphics hardware.
The 1-Center problem in the plane was solved in [6], meanwhile for the special case of a triangulated terrain Agarwal
et al. [30] present an algorithm based on the fact that it lies at a vertex or on an edge of the furthest Voronoi diagram, that
solves the problem in O(rn2) time, where r and n are the number of point sites and triangular faces, respectively. Concerning
the 1-Median problem in the plane, no polynomial-time algorithm for solving it is known, however it is has not been shown
to be NP-hard. Several approximation algorithms are provided in [31,32]. Concerning the 1-Median problem on the special
case of polyhedral surfaces the only available approximated algorithm is the one of Lanthier et al. [33]. The theoretical worst
case running time of their algorithm is O(rn2 log rn+ rn3) and the expected running time is O(rn log rn) in both cases.
Obnoxious 1-Center and 1-Median problems has been studied on the plane. In order to solve the problem in ameaningful
and practical way, the location of the Obnoxious 1-Center is constrained to be contained in some bounded region R delimited
by a simple polygon [7]. Toussaint [34] proved that the Obnoxious 1-Center is either on a vertex of the Voronoi diagram of
the set of sites, a vertex of the polygonal region R or on an intersection point of the Voronoi diagram with the boundary of
R. The Obnoxious 1-Center can be obtained in O((r + R˜) log r + r log R˜) time when r sites are considered, and the polygonal
region R has R˜ vertices [7]. The Obnoxious 1-Median can be located in the immediate neighborhood of an existing facility
but it is useful when all the sites need to be taken into account. This problem has been studied in [8], where they provide a
theorem that limits the search on the vertices of the convex hull of the feasible region and a geometrical solution technique
which was improved in [35]. Aggregate nearest neighbor queries in the context of spatial databases have been studied
in [36].
2. Our results
In the current version we present an algorithm to compute (1 + ε)-approximate weighted shortest paths, and
consequently, the distances from a generalized source on a non-convex weighed polyhedral surface in which obstacles
are allowed (Section 3). This algorithm combines the algorithms of Aleksandrov et al. [26] and Sun and Rief [28] and easily
extends to the case of several sources providing their distance field, which intrinsically encodes the closest Voronoi diagram
of the set of generalized sites (Section 4). From the implicit representation, the distance or the shortest path from the source
to any point of P is obtained (Section 5).
In the last part of the paper, using techniques that exploit hardware graphics capabilities, we obtain a discrete
representation of the distance function defined by a generalized source on a weighted polyhedral surface with obstacles
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(Section 6). We provide algorithms for computing discrete order-k Voronoi diagrams from discrete distance functions
in Section 7. Next, in Section 8 some applications on facility location problems such the 1-Center, 1-Median problems
with their obnoxious versions and aggregate nearest neighbor queries are solved. To end with, in Section 9, experimental
results obtained with our implementation of the presented algorithms are provided. Finally we end with some conclusions
(Section 10).
3. Implicit distance function computation
We compute (1+ ε) approximate distance functions for generalized sources by extending the weighted discrete graph
and the Bushwack strategy proposed in [28] to handle generalized sources. Sun and Reif use Bushwhack strategy to compute
distances from a vertex source to the graph nodes, on a graph that provides (1 + ε)-approximate weighted shortest paths
from a source vertex to any vertex.
Bushwack strategy (Section 1.2) can only be used if two shortest path do not intersect in the interior of a face. This strategy
tracks and keeps together groups of shortest paths by partitioning each face edge into a set of (discrete) intervals so that
all the shortest path that cross an interval have the same structure. Given two edges e and e′ of a face f and v a node on e,
interval Iv,e,e′ codifies the shortest paths emanating from node v to nodes on edge e′ and the distance they define. Node v,
also denoted Is, is called the virtual source of interval Iv,e,e′ .
We start this section by describing our discretization schemewhich provides (1+ε)-approximate distances from a point
or segment source to a graph node. Next, we show that the Bushwack strategy can be used for the case of a point source
in general position and for a segment, polygonal chain or polygon source. We end by placing generalized obstacles on the
surface.
Notice that a polygonal region s is a connected region ofP whose boundary, ∂s, is a closed polygonal chain. The distance
defined by s is 0 in s and the distance function defined by ∂s in P \ s. Therefore, the distance defined by a polygonal region
can be computed considering the polygonal line source defining its boundary and propagating its distance toP \s and giving
distance 0 in s. Thus we only consider point, segment and polygonal chains in general position as generalized sources.
3.1. Discretization scheme
We define a logarithmic discretization scheme which places Steiner points on the edges of the triangulated polyhedral
surface P according to a given parameter 0 < ε ≤ 1. The scheme we propose adapts the one provided in [28] to take into
account a point or segment source swhich is not necessarily a vertex nor an edge.
We start with some definitions and notation. We denote E the set of edges of P , f a face, e an edge, v a vertex and x
an arbitrary point. We define F(f ) as the union of the faces without empty intersection with f , face f included, F(x) as the
union of the faces containing point x. Let E(x) denote the set of edges containing x and S(x) the set of sources contained
in F(x) \ {x}. In the current case S(x) will be empty or {s}. Let Dx be the minimal distance between x and S(x) ∪ E \ E(x),
De = sup{Dv|v ∈ e} and Dve = D(e). For each point xwe define the radius r ′(x) to be Dx/5, and the weighted radius r(x) of
x to be wm
wM
r ′(x), where wm, wM are the minimal and maximal weights of the faces in F(x). Notice that these radii take into
account not only the proximity of the edges in E \ E(x) but also the proximity of s to x, when x is in F(s). Finally V (x) is the
vicinity of point x. Vicinity V (x) is defined as having radius rε(x) = εr(x). It contains all the points around x at a distance of
at most rε(x). When instead of a point x, a source s is considered F(s), S(s), E(s), Ds, r ′(s), r(s), V (s) and rε(s) are analogously
defined.
Steiner points are placed on the edges ofP considering that source s and each vertex v has a vicinity. For a given vertex vi
Steiner points vi,1, vi,2, . . . , vi,ki are on edge e = vivj and outside the vicinities. They are chosen according to the following
criteria:
- When e is not in F(s), the first node is placed so that |vivi,0| = rε(vi), the rest using the equality |vi,kvi,k+1| = ε Dvi,k , until
placing vi,ki where vi,kivi + ε Dvi,ki ≥ |vive|.
- When e ∈ F(s)we take into account the vicinity of s, V (s). If e∩ V (s) = ∅we proceed as in the previous case. Otherwise,
when e ∩ V (s) ≠ ∅, e \ V (s) defines two subedges viv and vvj, since we are considering vi we choose Steiner points on
e′ = viv. Steiner point vi0 is placed so that |vivi,0| = rε(vi), Steiner points for i = 1 . . . ji so that |vi,kvi,k+1| = ε Dvi,k until
k = ji where vi,jiv+ εDvi,ji ≥ |vi, ve′ |. The rest of the points are placed considering endpoint v, Steiner point vi,ki = rε(v),
for k = ki . . . ji + 1 according to |vi,kvi,k+1| = Dvi,k until vi,ji+1v + εDvi,ji+1 ≥ |v, ve′ |.
Concerning segment sources, it is important to note that Ds is the minimal distance between s and the edges of P that
do not intersect s. This is used to define the radius of V (s), the vicinity of s, which is rε(s) = ε wmwM Ds5 . Given point x, Dx is the
minimal distance between x and S(x) ∪ E \ E(x), where S(x) = {s} \ {x}when s ∈ F(x) or S(x) = ∅, otherwise.
When a polygonal chain s defined by r ′ segments is considering, s is the union of all the segments defining it. The vicinity
V (s) is the union of the vicinities of the segments s1 and may intersect two or more times the same edge e. Thus, e \ V (s)
can contain some subedges not incident to a vertex, when it happens we place one Steiner point at each endpoint u and v
and then we use the logarithmic scheme along the defined subedge (see Fig. 1). The Steiner points on these edges have to
be placed the first time that e is considered.
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Fig. 1. (a) A polygonal line source intersecting an edge e nine times. (b) Detail of subedge i2i3 with its corresponding Steiner points.
Fig. 2. Steiner points on: (a) two faces with the edges emanating from node v; (b) the faces of a triangulated polyhedral surface representing amushroom.
Fig. 3. Shortest paths from the segment source s ∈ fs to some nodes on fs .
Once the discretization scheme has been presented we are able to count the number of used Steiner points, to define the
graph edges, and finally to analyze the approximation obtained by using the presented discretization scheme.
Lemma 1. The number of Steiner points placed on each edge is in O( 1
ε
log 1
ε
), or O(r ′ 1
ε
log 1
ε
)when polygonal chains or polygons
defining r ′ subintervals are considered.
Proof. The logarithmic scheme places O( 1
ε
log 1
ε
) Steiner points per edge. The hidden constant when the first case is
considered is C(e) = O( |e|De log |e|√r(v1)r(v2) ). When the second case is used the constant becomes C(e) = O(
(De′+De′′ )|e|
De′De′′
log
|e|√
r(v1)r(v2)
)where e′ and e′′ are the sub-edges defined by e\V (s). When a polygonal chain defining r ′ subedges is considered
the logarithmic scheme is applied to r ′ + 1 subedges providing the O(r ′ 1
ε
log 1
ε
) Steiner points. 
3.1.1. Graph building
A graph whose nodes are the vertices ofP and the Steiner points is built. Graph edges consist of face-crossing segments
joining pairs of Steiner points of the same face, and edge-using segments joining consecutive nodes along an edge (see
Fig. 2(a)), and each vertex v to the first node of the edges having v as incident vertex.
Notice that when s is a vertex, this scheme is the logarithmic scheme provided in [28]. We prove that we have adapted
the logarithmic scheme to guarantee an (1+ ε)-approximate shortest path from a point or source s to the graph nodes with
s in an arbitrary position. Next, we show that this scheme can be used to handle any generalized source (see Fig. 2).
For each segment defining either a source or a polygon or polygonal chain source s is considered, we join each Steiner
point to the point of s defining minimum distance. Consequently, in the faces containing f we can find two different types
of edges: those emanating from the endpoints of s and the rest that are perpendicular to segment s (see Fig. 3).
3.1.2. Approximation analysis
We are interested in bounding the committed error when using the graph presented in Section 3.1 to compute weighted
distances from s: a point source in arbitrary position or a segment source. The obtained results directly extend to the
polygonal chains and polygons. When considering polygons, the distance they define is 0 in their interior, and the distance
function is defined by their boundary polygonal chain otherwise.
From now on we denote w˜ andw′, the largest and smallest weight of the faces of P and assume ε ≤ 1.
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Fig. 4. A subpath of path p from s ∈ fs to t ∈ ft in a solid line, in a dashed line a normalized path pˆ and in a dotted line a path on the graph. Path p goes
through vertex vicinity V (v), where v is: (a) a vertex of the face containing s; (b) a vertex of a face not containing s nor t; (c) a vertex of a face containing t .
Lemma 2. For any path p from source s ∈ fs to node t ∈ ft , which does not intersect the vertex vicinities of ft , there is a normalized
path pˆ so that ∥pˆ∥ = (1+ ε2 )∥p∥.
Proof. Assume that p passes through a vertex vicinity, V (v). We distinguish between two situations depending on whether
v is a vertex of fs or not (see Fig. 4).
(A) Let us assume that v is a vertex of fs. We denote u1, u2, the first bending point of p in V (v) and u′′2 the last bending point
of p in F(v) (see Fig. 4(a)). By using the definition of Dv and the fact that the radius of V (v) is ε5Dv we obtain:
On the one hand, that |p[u′′2, u2]| + |u2v| ≥ |u′′2v| ≥ Dv and |p[u′′2, u2]| ≥ Dv − ε Dv5 for being |u2v| ≤ ε Dv5 . Therefore,
|u2v|
|p[u′′2, u2]|
≤ ε · Dv/5
Dv − ε · Dv/5 =
ε
5− ε ≤
ε
4
. (1)
On the other hand that |p[s, u1]| + |u1v| ≥ |sv| ≥ Dv and p[s, u1]| ≥ Dv − ε Dv5 for being |u1v| ≤ ε Dv5 . Therefore,
|u1v|
|p[s, u1]| ≤
ε · Dv/5
Dv − ε · Dv/5 =
ε
5− ε ≤
ε
4
. (2)
We denote r1(/r2) the region with minimum weight traversed by p[s, u1](/p[u2, u′′2]) and u′1(/u′2) the last point of p
in r1(/r2). Notice that u′1 may be s. Finally we denote wr1(/wr2) the weight of r1(/r2) (see Fig. 4(a)). Let us consider
the normalized path pˆ[s, u′′2] = {p[s, u′1], u′1v, vu′2, p[u′2, u′′2]}. By comparing the costs of pˆ[s, u′′2] and p[s, u′′2] and using
inequalities (1) and (2) we obtain that:
∥pˆ[s, u′′2]∥ − ∥p[s, u′′2]∥ = wr1 |u′1v| + wr2 |vu′2| − ∥p[u′1, u1]∥ − ∥p[u1, u2]∥ − ∥p[u2, u′2]∥
≤ (wr1 |u′1v| − ∥p[u′1, u1]∥)+ (wr2 |vu′2| − ∥p[u2, u′2]∥)
≤ wr1 |u1v| + wr2 |vu2| ≤ wr1
ε
4
|p[s, u1]| + wr2
ε
4
|p[u2, u′′2]|
≤ ε
4
∥p[s, u1]∥ + ε4∥p[u2, u
′′
2]∥ ≤
ε
4
∥p[s,u′′2]∥.
Therefore,
∥pˆ[s, u′′2]∥ ≤

1+ ε
4

∥p[s, u′′2]∥. (3)
(B) Now, we assume that v is not a vertex of fs. We proceed in a similar way. Let u′′1 , and u
′′
2 be the first and last bending
points of p in F(v) (see Fig. 4(b)). Point u′′1 plays the role of s, so we define pˆ[u′′1, u′′2] = {p[u′′1, u′1], u′1v, vu′2, p[u′2, u′′2]}
(Fig. 4(b)). It can be proved that
|u1v|/|p[u′′1, u1]| ≤
ε
4
(4)
(equivalent to (1)), again using the same reasoning, a result equivalent to (3) is obtained:
∥pˆ[u′′1, u′′2]∥ ≤

1+ ε
4

∥p[u′′1, u′′2]∥. (5)
Assume that p passes through l vertex vicinities, V (v1), V (v1), . . . , V (vl). For each vertex we replace the subpath pi of
p that passes through V (vi) for the normalized path pˆi. Using the correspondent inequality ((3) or (5)) for each vicinity, we
find that ∥pˆ∥ ≤ ∥p∥ + ε4
l
i=1 ∥pi∥ ≤ (1+ ε2 )∥p∥. 
Notice that in the previous lemma we have used a vertex vicinity V (x) of radius εr ′(v). However, we have defined
vicinities of radius εr(v) = ε wm
wM
r ′(v)which is necessary in the following lemma.
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Lemma 3. For any path p from source s ∈ fs to node t ∈ ft there is a normalized path pˆ so that ∥pˆ∥ = (1+ ε2 )∥p∥.
Proof. Assume that p passes through a vertex vicinity, V (v). In Lemma 2 we have studied the cases when v is not a vertex
of ft , thus we assume that v is a vertex of ft . By using the notation introduced in Lemma 2 we define the normalized path
pˆ[u′′1, t] = {p[u′′1, u′1], u′1v, vu′2, p[u′2, t]} (see Fig. 4(c)). In this case |vu2| + |p[u2, u′′1]| ≥ |vu′′1| ≥ Dv and |p[u2, u′′1]| ≥
Dv − ε Dv5 for being |vu2| ≤ ε wmwM Dv5 . Therefore,
|u2v|
|p[u2, u′′1]|
≤ ε · wm/wM · Dv/5
Dv − ε · Dv/5 =
wm
wM
ε
5− ε ≤
wm
wM
ε
4
. (6)
Let us now bound ∥pˆ[u′′1, t]∥ − ∥p[u′′1, t]∥, by proceeding as in Lemma 2 and using inequalities (4) and (5):
∥pˆ[u′′1, t]∥ − ∥p[u′′1, t]∥ ≤ · · · ≤ wr1 |u1v| + wr2 |vu2|
≤ wr1
ε
4
|p[u′′1, u1]| + wr2
wm
wM
ε
4
|p[u′′1, u2]|
≤ ε
4
∥p[u′′1, u1]∥ +
wm
wM
ε
4
wr1
min(wr1 , wr2)
∥p[u′′1, u2]∥
≤ ε
4
∥p[u′′1, t]∥.
Therefore,
∥pˆ[u′′1, t]∥ ≤

1+ ε
4

∥p[u′′1, t]∥. (7)
If path p passes through l vertex vicinities, V (v1), V (v1), . . . , V (vl), then for each vertex, we replace the subpath pi of p
that passes through V (vi) for the normalized path pˆi. Using the corresponding inequality ((3), (4) or (7)) for each vicinity we
find that
∥pˆ∥ ≤ ∥p∥ + ε
4
l
i=1
∥pi∥ ≤

1+ ε
2

∥p∥. 
Theorem 1. The obtained graph contains a (1 + 3ε)-approximation of the shortest path Π from a generalized source s to an
arbitrary node t.
Proof. According to Lemma 3, a normalized path Πˆ such that ∥Πˆ∥ ≤ (1+ 12ε)∥Π∥ exists.
Let v = v1v2 be a segment of Πˆ contained in a face f . Endpoint v1(/v2) of v1v2 is on a segment u1,1, u1,2(/u2,1, u12,2)
which is delimited by either two Steiner points or a vertex and a Steiner point. They are named a pure Steiner segment and a
half Steiner segment, respectively. Segments conforming Πˆ belong to one of the following three categories: (1) Both endpoints
are on pure Steiner segments; (2) An endpoint is on a pure Steiner segment and the other on a half Steiner segment; (3) Both
endpoints are on half Steiner segments. For each of the three cases, it can be proved that |u1,i, u2,j| ≤ (1 + 2ε)|v1v2| for
i, j ∈ {1, 2}:
|v1v2| ≤ |v1u1i| + |u1iu2j| + |u2jv2|
≤ ε|v1v2| + |u1iu2j| + ε|v1v2| = |u1iu2j| + 2ε|v1v2|.
Consequently, we can construct a pathΠ ′ such that
∥Π ′∥ ≤ (1+ 2ε)∥Πˆ∥ ≤ (1+ 2ε)

1+ ε
2

∥Π∥ ≤

1+ 5ε
2

∥Π∥. 
3.2. Distance function propagation
Let us consider an arbitrary generalized source s in a face of P . We provide a way to obtain approximate shortest paths
from s to any node of the graph considering the discrete graph presented in Section 3.1 by adapting the Bushwack strategy.
We have proved that the obtained graph provides (1+ ε)-approximate shortest paths from a generalized source s to the
graph nodes. The fastest way to compute distances on discrete graphs is by using Bushwack strategy. However, this strategy
can only be used when shortest paths do not intersect in the faces interior.
Since according to Sun and Reif [28], two shortest paths originating from the same source point cannot intersect in the
interior of any face, we can use Bushwhack strategy to compute distances from a point source s. Consequently, we have to
take care of the segment and polygonal chain sources. This extended version of the not intersecting fact is provided in the
following lemmas.
Lemma 4. Let s be a segment source and p, p′ two points of P . Denote Πs,p and Πs,p′ the shortest paths from s to p and to p′,
respectively. Shortest pathsΠs,p andΠs,p′ do not intersect in the interior of any face, except for in s.
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Fig. 5. Shortest paths from segment source s to points p and p′ , when p and p′ are closer to: (a) the same point of s; (b) different points of s.
Fig. 6. A point source swith approximate shortest paths to vertices v1, . . . , v5 and the interval Iv3,e,e′ associated to v3 .
Proof. Let us assume thatΠs,p andΠs,p′ intersect in a point q ∉ s in the interior of a face f . We will define two new paths
Π ′s,p and Π ′s,p′ such that ∥Π ′s,p∥ + ∥Π ′s,p′∥ < ∥Πs,p∥ + ∥Πs,p′∥, this contradicts the fact that Πs,p and Πs,p′ shortest paths.
Let v1 and v2 be the intersection points of Πs,p with f (v1 closer to s than v2). Points v′1 and v
′
2 are analogously defined
forΠs,p′ . In Fig. 5 we can easily see that if we define two new paths replacing the segments containing q (the shortest path
intersection point) for the dotted segments,we obtain twopathsΠ ′s,p = {Πs,v1 , v1v′2,Πv′2,p′} andΠ ′s,p′ = {Πs,v′1 , v′1v2,Πv2,p}
fulfilling the previously mentioned inequality. In fact, if w is the weight of f , ∥Πs,p∥ = ∥Πs,v1∥ + w|v1v2| + ∥Πv2,p∥, and∥Πs,p′∥ = ∥Πs,v′1∥+w|v′1v′2| + ∥Πv′2,p′∥. Since |v1v2| + |v′1v′2| > |v1v′2| + |v′1v2|, then ∥Πs,p∥+∥Πs,p′∥ > ∥Π ′s,p∥+∥Π ′s,p′∥.
Consequently, two shortest paths can not cross in the interior of a face f . 
Lemma 5. Let s be a polygonal line source and p, p′ two points of P . The shortest paths from p, p′ to s do not intersect in the
interior of any face, except for perhaps in s.
Proof. We omit the proof of this lemma because it is analogous to the one of Lemma 7 by considering the polygonal line s
as the set of segment sources defining the polygonal line. 
Taking into account all the previous results, we can use Bushwack strategy. However, to consider generalized sources,
we have to adapt the initialization step where intervals Is,−,e associated to the source s are created. These intervals encode
the distance functionDs of source s, on the edges e of the triangle(s) containing s. Bushwack strategy propagates the distance
function acrossmesh triangles in a lazy and best-first propagation scheme.When a node v on an edge e is first visited, several
intervals Iv,e,e′ are created, with e′ opposite to v when v is a vertex or adjacent to e otherwise. Interval Iv,e,e′ contains those
contiguous nodes of e′, whose shortest path from s to v′ ∈ I(v, e, e′)may use node v before arriving at v′ via an edge-using
or face-crossing segment contained on the face determined by e′ and v (see Fig. 6). When segments s defining sources are
considered, we create intervals on the edges of the face(s) containing s. Notice that these intervals will contain both edge-
using and face-crossing segments from s to the nodes. We create intervals Is,−,e′ containing the nodes closer to s than to any
other already considered segment, thus, when a new segment sj is considered the previously computed intervals may be
modified which is what happens during the propagation step. When considering a polygonal region s, in the initialization
step we will only define intervals in P \ s.
According to the observations given in this section, we can use Bushwack strategy whose complexity is O(mn log(mn))
time and O(mn) space when we consider a surface with n edges and m nodes per edge. Thus according to Lemma 1 and
Theorem 1 we state the following theorem.
Theorem 2. (1+ 3ε)-approximate distances from a generalized source s to the graph nodes can be obtained in O(mn log(mn))
time and O(mn) space, where m ∈ O( 1
ϵ
log 1
ϵ
). 
3.3. Polygonal obstacles
Given the polyhedral surface P , with obstacles represented as several surface faces, edges and vertices, we can adapt
the algorithm to compute approximate weighted shortest paths that can go along obstacle edges, but not through them.
Obstacle edges have their nodes duplicated somehow. A copy of the nodes is used for each face. The shortest path arriving
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Fig. 7. A triangulated polyhedral surface with two generalized sites. Steiner points are painted in a color gradation according to the distance to the closest
site.
at a node on an obstacle edge can not go through the edge. It can only be propagated along the edge or back to the face it
comes from. Thus the only things that we have to change are the edges of the obtained graph.
These modifications do not affect the discretization scheme nor the proofs of the provided Lemmas. Consequently we
can state the following theorem which summarizes the results obtained until now, assuming 0 < ε ≤ 1 and that source s
intersects each edge a constant number of times, if it is not on an edge.
Theorem 3. Let P be a weighted triangulated polyhedral surface with generalized obstacles and s be a generalized source
on P , a (1 + 3ε)-approximate distances from s can be obtained by using Bushwack strategy in O(mn log(mn)) time with
m ∈ O( 1
ϵ
log 1
ϵ
). 
4. Implicit distance field computation
When we consider a set of sites S we can use the graph to obtain their distance field, which for any node gives the
approximate shortest path distance to its nearest site of S.
The scheme provided in Section 3.1 contemplates the case when more than one site is considered. Thus, it can be used
to obtain a graph where we will obtain a (1+ 3ε)-approximation of the distance field. When we place Steiner points on an
edge e that is intersected by V (S) = ∪s∈S V (s) we have to handle each sub-edge of e apart and use the logarithmic scheme
more than twice. Consequently the number of Steiner points, may increase.
Lemma 6. The number of Steiner points generated on an edge intersected r ′ times by vicinity V (S) of the sources in S contains
O(r ′ 1
ε
log 1
ε
) Steiner points. 
The results related to the ε-approximation provided in previous sections remain true. Consequently, we can state the
following theorem.
Theorem 4. The graph allows the computation of a (1+3ε)-approximate distance field defined by a set of generalizes sites S. 
In Fig. 7 we show the triangulated polyhedral surface representing a mushroomwith a polygonal source on the right and
a line segment source on the right. Steiner points are colored in a color gradation according to the distance to the closest
site.
4.1. Distance field propagation
The Bushwhack algorithm can be used to obtain the distance field of a set of generalized sites as this is proved in the
following lemma.
Lemma 7. Let us consider a set of generalized sites S and two points of P , p and p′. DenoteΠS,p, the shortest paths that join p to
the closest site of S to p, andΠS,p′ the one joining S with p′. ThenΠS,p andΠS,p′ do not intersect in the interior of a face.
Proof. Assume that ΠS,p and ΠS,p′ are the shortest paths form p and p′ to S, respectively. Then, the sum of their costs is
smaller than the sum of the costs of any other two paths from p and p′ to S. We will assume thatΠS,p andΠS,p′ intersect in
the interior of a face f and get a contradiction. Let s ∈ S be the site whereΠS,p originates, v1 and v2 the intersection points
ofΠp,S with f (v1 closer to s than v2). Site s′ ∈ S and points v′1 and v′2 are analogously defined forΠS,p′ (see Fig. 8). According
to this notation the cost ofΠS,p, ∥ΠS,p∥, is d(s, v1)+ w|v1v2| + d(v2, p), and ∥ΠS,p′∥ = d(s′, v′1)+ w|v′1v′2| + d(v′2, p′). Let
us consider now two alternative pathsΠ ′S,p andΠ
′
S,p′ defined by the set of points {s′, v′1, v2, p} and {s, v1, v′2, p′} that join S
with p and p′, respectively. Since ∥v1v2∥ + ∥v′1v′2∥ > ∥v1v′2∥ + ∥v2v′1∥, then ∥ΠS,p∥ + ∥ΠS,p′∥ > ∥Π ′S,p∥ + ∥Π ′S,p′∥ which
contradicts the fact thatΠs,p andΠs,p′ are shortest paths. Consequently, two shortest paths can not cross in the interior of
a face f . 
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Fig. 8. Shortest paths from points p and p′ to: (a) segment site s, when p and p′ are closer to the same point of s; (b) different points segment sources s
and s′ .
The Bushwack strategy is adapted to compute the distance field by propagating the distance function of all the sites at
once. This is achieved by considering all the sites in the initialization step. We consider the first site and define intervals
on the faces it intersects. Next, we consider the second site and again define its intervals taking into account the previously
defined ones which can bemodified. Since intervals emanating from different sites are stored in the same list, we propagate
their distance field. Similar to Bushwack, the shortest path with minimal cost is propagated at each step. The difference is
that, now, the paths may come from different initial sites. The time and space complexity does not increase, and is again
O(mn log(mn)) and O(nm), whenever each edge of e is intersected by S a constant number of times.
Theorem 5. A (1 + ε)-approximate distance filed defined by a set S of generalized sites on a triangulated weighted polyhedral
surface P with obstacles can be obtained by using the Bushwack in O(mn log(mn)) time, where m ∈ O( 1
ϵ
log 1
ϵ
). 
5. Distance and shortest path computation
When the propagation of the distance function from a generalized source to the nodes has concluded, the distance and
also the shortest path to any point on P can be obtained. If we are given a set of sites S, we can compute the shortest path
distance to the closest site and the actual path by using the distance field defined by S.
5.1. Influence regions
The approximate distance function in the interior of the faces is computed by propagating the shortest paths arriving
at the nodes of the discrete graph to the face points. Given a node v contained on edge e, Bushwhack algorithm defines
intervals Iv,e,e′ associated to v, e and the edges e′ ≠ e of the face(s) containing v or opposite to v when v is a vertex. These
intervals contain the nodes (Steiner points and vertices) that, according to the previously visited nodes, may be reached by
a shortest path that leaves from v. Now, for each interval Iv,e,e′ we define the influence region of I , denoted RI , on the face f
containing e, e′ and v, as the set of all points of f that, according to Iv,e,e′ can be reached by a shortest path emanating from v.
To compute RI for a given interval Iv,e,e′ on face f with edges e, e′ and e′′ (see Fig. 9), we consider: (a) the previously visited
nodes vl, vr , of e placed contiguously on the left and right of v, respectively; (b) the nodes v′l , v′r of e′ placed contiguously
on the left and right of Iv,e,e′ . If Iv,e,e′ contains the leftmost(/rightmost) vertex of e′, v′l (/v′r) is the corresponding vertex of e′.
Region RI is the polygonal region of vertices {vl, v′l , v′r , vr}. Consequently RI is a region of at most four vertices. Notice that
the influence region RI of an interval can be computed in O(1) during the Bushwack algorithm.
Notice that the influence region RI of an interval can be computed in O(1) with the information computed during
Bushwack algorithm.
5.2. Distance computation
The shortest path distance from any point q ∈ f to the source s can be obtained by finding the node vm on the
edges of f defining the minimum distance value. If ds,v denotes the distance function defined by s and node v, we have
ds,v (q) = ds(v) + w|vq|, where w is the weight of f . Notice that to determine vm, those nodes whose influence region
does not contain q can be directly discarded. The cost of the shortest path from a point ofP to its nearest site can be obtained
by standard methods.
5.2.1. Approximation analysis
We have provided a way to compute distances from a generalized source s to all the points on a surface. We use a graph
that provides (1 + 3ε)-approximate distances from s to the nodes. Let us now bound the error produced when obtaining
the distance from s to an arbitrary point t of P .
Proposition 1. We can obtain (1 + 4ε)-approximate shortest paths from a generalized source s to an arbitrary target point
t ∈ P .
Proof. As we are interested in obtaining a path on the graph, normalized paths are considered. LetΠ ′′ be a normalized path
such that ∥Π ′′∥ ≤ (1+ 12ε)∥Π∥. Let us assume that {s, p1, . . . , pk, t} are the bending points ofΠ ′′ and let vi be the closest
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Fig. 9. The shadowed region is the influence region of v when v′l and v′r belong to: (a) the same edge; (b) different edges.
Steiner point to pi is vi. We will prove that path pˆ = {s, v1, . . . , vk, t} is so that ∥pˆ∥ ≤ (1+ 3ε)∥Π ′′∥. Using this inequality,
we find that ∥pˆ∥ ≤ (1+ 3ε)(1+ 12ε)∥Π∥ = (1+ 4ε)∥Π∥, and consequently ∥Π ′∥ ≤ ∥pˆ∥ ≤ (1+ 4ε)∥Π∥.
Let us denote s0 = s, p1, si = pipi+1, sk = pk, t , sˆ0 = s, v1, sˆi = vivi+1 and sˆk = vk, t . In Lemma 1 we have proved that
|sˆi| = (1+ 2ε)|si| for i = 0 . . . k− 1. The inequality (|sˆk| − |sk|) ≤ ε wmwM |sk−1| is fulfilled because (|sˆk| − |sk|) is smaller than
the distance between two Steiner points. Consequently,
∥pˆ∥ − ∥Π ′′∥ =
i=k−1
i=0
wi(|sˆi| − |si|)+ wk+1(|sˆk| − |sk|) ≤
i=k−1
i=0
2ε ∥si∥ + ε∥sk−1∥
= 2ε ∥Π ′′(s, pk)∥ + ε∥sk−1∥ ≤ 2ε∥Π ′′∥ + ε∥Π ′′∥ = 3ε∥Π ′′∥. 
When a set of sites S is given, the distance to the closest site can be computed by using the (1+4ε)-approximate distance
filed. By using this result and a proof similar to that of the previous proposition, we can provide the following theoremwhich
summarizes all the obtained results.
Theorem 6. Given a set of generalizes sites S, we obtain a (1+4ε)-approximation of their distance field. When S = {s}we obtain
a (1+ 4ε)-approximation of its distance function. 
Distance fields are important because they define Voronoi diagrams. When distances are exactly computed, the points
that are equidistant from two sites define the Voronoi diagram bisectors. Since now we are working with approximate
distances, we should study where the exact bisectors are when the approximate distance is used. Let ds denote the (1+4ε)-
approximate distance function and ds the exact distance function for a source s. Let p be a point of an exact bisector
determined by sites s0 and s1, thus, d˜s0(p) = d˜s1(p). Therefore the following proposition can be stated.
Proposition 2. The error produced on a Voronoi diagram bisector tends to 0 when ε tends to 0.
Proof.
|ds0(p)− ds1(p)| ≤ |ds0(p)− d˜s0(p)| + |d˜s0(p)− d˜s1(p)| + |d˜s0(p)− ds1(p)|
≤ 3εd˜s0(p)+ 3εd˜s1(p) = 6εd˜s0(p). 
5.3. Shortest path computation
After computing the distance function for a source s, we can obtain the shortest path from s to an arbitrary point q on a
face f ofP . It suffices to use a backtracking technique and store, during the Bushwhack algorithm, in each node v, a pointer
to the previous node in the path that goes from s to v. Once the distance function is computed, the path is obtained by first
determining the node v of f providing the minimum distance at q. From node v we go back to node v′ stored in the pointer
associated to v. We keep jumping until we arrive at source s. The shortest path can be obtained in O(m + n) time where n
is the number of segments defining the path. To obtain the path we store the pointers to the nodes.
When a set of sources S is considered, the shortest path to the closest site can be obtained by using the same strategy by
using the distance field instead of the distance function.
6. Explicit discrete distance function computation
An explicit discrete representation of the distance function can be obtained from the influence regions by using a similar
strategy to the one provided in [11]. The distance vector
−→
dq of a point q with respect to a virtual source Is (a point or a
segment) is the vector joining the closest point of Is to qwith q. This vector has the property that d(Is, q) = |−→dq | and for any
interval I and a point q ∈ RI , distance dI(q) is given by ds(Is) + |−→dq |. The distance vector from a source to a point q in the
influence region RI can be obtained by using linear interpolation from the distance vectors associated to the vertices of RI .
The discrete representation of the distance function is obtained during the distance function propagation process. When
an interval I is created, the distance function in its influence regions RI is computed. This is done by subdividing the model
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Fig. 10. Given a weighted triangulated surface we can see: (a) the distance function of a polygonal source (b) the distance field defined by a set of five
generalized sites.
into several connected regions called patches, so that in each patch there exists a planar parametrization that maps the
triangles in the patch to a connected planar region. A given influence region RI is mapped to the planar region PRI by using
the corresponding local parametrization. Then the distance function on PRI is obtained with OpenGL by rendering PRI using
distance vectors and the inherent interpolation of the OpenGL pipeline (see Fig. 10(a)).
The process to obtain the discrete representation of the distance function increases the time of the Bushwhack algorithm
in O(mHW ). In fact, for each interval I we have to compute the influence regions and the distance vectors from the virtual
source Is to the influence region vertices, which can be done in constant time. Obtaining the distances values implies
rendering each RI . The number of rendered regions can be bounded taking into account that there exists an interval for
each node. Since there are at most m nodes per edge and its influence region RI is contained in a face f , each face can be
rendered O(m) times. Thus concluding the following theorem.
Theorem 7. A discrete representation of the distance function of a generalized source s is obtained in O(mn log(mn) + mHW )
time.
The strategy can also be used in order to obtain the implicit distance field of the set S of generalized sources on aweighted
triangulated surface by using the appropriate Bushwhack strategy presented in Section 4.
The distance field can be visualized on the triangulated surface, see Fig. 10(a), by transferring the depth values to a depth
texture an rendering it on the polyhedral surface by using typical texturing methods. Since distances vary from 0 to 1 we
use them to weight the color of the pixels. Pixels are painted in a color gradation from dark (distance 0) to light (distance 1)
according to the distance values. Notice that if we only consider a single source, in the depth buffer we obtain its distance
function which can also be visualized on the triangulated surface by using the same technique (see Fig. 10(b)).
7. Voronoi diagrams
In this section we present algorithms, based on discretized distance functions, for approximately computing discrete
order-k Voronoi diagrams of a set of generalized sites on weighted triangulated surfaces.
7.1. Discrete closest Voronoi diagrams
In Section 7.2 a general procedure to compute order-k Voronoi diagrams is given, however, the special case of the closest
Voronoi diagram (k = 1) can be obtained by a process which uses the implicit distance field.
To obtain the closest Voronoi diagram we compute a discrete representation of the distance field of a set of generalized
sources S (Section 4), and properly determine the Voronoi regions. The discrete Voronoi diagram is obtained by slightly
modifying the algorithm for computing the discrete distance function described in Section 6. In fact, we associate a different
color to each source in S and while the implicit distance field is being propagated, the influence regions are colored with the
color of the generalized source fromwhere they come from. To identify this source, each interval stores an extra parameter
that gives the index of the initial source in S. At the end of the process, the values stored in the depth buffer are the values
of the distance field and the obtained image in the color buffer is the discrete closest Voronoi diagram.
The extra time needed to obtain the closest Voronoi diagram while using the algorithm for implicitly obtaining the
distance field is the time spent by painting the influence regions. We have at most O(m) intervals per face and the whole
domain is paintedO(m) times. Therefore, the time and space complexity areO(mn log(mn)+mHW ) andO(mn), respectively.
Once we have obtained a discrete representation of the Voronoi diagram in the color buffer, we can transfer the values
of this buffer to a texture. The texture is a discrete representation of the Voronoi diagram and by using texturing methods
the Voronoi diagram can be visualized on the triangulated surface.
7.2. Discrete high order Voronoi diagrams
In this sectionwedescribe away to obtain the discrete order-kVoronoi diagram, k = 1, . . . , r−1, for a set of r generalized
sources S on the triangulated surface P . Since obtaining the distance function of a source is expensive, we assume that we
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have computed and stored the discrete distance function of each source which takes O(r(mn log(mn) + mHW )) time and
O(mn + rHW ) space. After obtaining the discrete representation of a distance function, it can be stored by rendering the
depth buffer in a depth texture or transferring it to the CPU. These high order Voronoi diagrams can also be visualized on
the triangulated surface using texturing methods as it is explained in the case of the discrete closest Voronoi diagram.
7.2.1. Closest and Furthest Voronoi diagram
The closest and furthest Voronoi diagrams can be obtained by painting, one after the other, the r distance functions using
the color associated to the site. The closest Voronoi diagram is determined by the lower envelope of the distance functions
arrangement. The depth test is set to keep the depth and color of the fragment with smallest depth value. Once all distance
functions are painted, the color buffer stores the closest Voronoi diagram, and the depth tests the distance field.
The furthest Voronoi diagram is givenby the arrangement upper envelope. By setting thedepth test to store themaximum
depth value, the furthest Voronoi diagram and the distance to the furthest site are obtained in the color and depth buffers,
respectively.
The time needed to obtain any of these Voronoi diagrams of r sites with already computed and stored distance functions
is O(rHW ) time.
8. Facility location problems
Finally as applications we solve the 1-Center, 1-Median, and the correspondent obnoxious versions, together with some
discrete aggregate k-neighbor queries. Details are given in this section.
8.1. 1-Center and 1-Median
1-Center. The 1-Center minimizes the maximum distance to the sites. We have to find the point achieving
minq∈P maxs∈S ds(q). Since maxs∈S ds(q) is the depth buffer value when the furthest Voronoi diagram is obtained, our
approximated 1-Center is the depth buffer position having minimum depth value when the furthest Voronoi diagram is
computed. Once this is done, the process to obtain the 1-Center takes O(HW ) time and space complexity.
1-Median. The 1-Median minimizes the sum of the distances to the sites. Distances are summed by using the depth buffer
and an auxiliary texture initialized to 0, in r rendering steps. At step i site si is considered, in the depth buffer we store the
sum of the values stored in the auxiliary texture and the distance function of si. Then the depth buffer values are transferred
to the auxiliary texture. When the r steps are done the desired sum is in the depth buffer. The approximate 1-Median for is
the pixel where theminimum value is achieved. This process takesO(rHW ) time oncewe have precomputed all the distance
functions.
8.2. Obnoxious 1-Center and 1-Median
We can solve the obnoxious 1-Center and 1-Median problems as follows:
Obnoxious 1-Center. The Obnoxious 1-Center of a set of sites S is the point that maximizes the minimum distance to the
sites. We have to find the point where maxq∈P mins∈S ds(q) is achieved. Notice that mins∈S ds(q) is the value provided by the
distance field of the sources in S. We take as an approximate Obnoxious 1-Center of S one of the points of P corresponding
to the position with maximal value.
Obnoxious 1-Median. The Obnoxious 1-Median of a set of r sites S, is the point that maximizes

s∈S ds(q). Thus we obtain
the sum of distances, given by the distance fields, and an approximate Obnoxious 1-Median for the set S is obtained by
determining where the maximum value is achieved.
The time complexity needed to obtain the obnoxious 1-Center and Median does not differ from the not obnoxious
problems.
8.3. Aggregate k-neighbor queries
We can also answer aggregate k-neighbor queries. Now we are given the set S of r sites and a set Q of l query points. We
are interested in obtaining the set S ′ of k sites of S that fulfill different properties depending on the problem we are solving.
We have to compute, for each s ∈ S: (a) maxq∈Q ds(q); (b) sumq∈Q ds(q); (c) minq∈Q ds(q). Notice that independently from
the type of source s we are considering, we have to find the maximum, sum or minimum of l real numbers. It can be done
with graphics hardware by using a single pixel to obtain the minimum, sum or maximum of these values. Since it has to be
done for each site s ∈ S we associate a different pixel to each site s ∈ S. The pixel representing site s is rendered l times with
different depth values representing ds(q) for each q ∈ Q . Then the corresponding maximum, sum or minimum is obtained
by properly using the depth test or the explained technique to obtain the sum of all the values. The aggregate k-neighbor
queries are solved as follows.
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Table 1
Explicit distance computation.
n n′ N. Steiner points D. Field (s) D. Functions (s)
800 73 24,449 5.6 30
5000 145 135,670 28 147
10,000 221 260,599 54 281
20,000 271 533,677 102 582
45,000 240 1228,163 268 1408
Fig. 11. A weighted triangulated surface, five generalized sites and their closest Voronoi diagram. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
MinMaxk(S,Q ). We compute maxq∈Q ds(q) for each s ∈ S and next find the k pixels with minimum values. It can be done in
the GPU by using a reduction type algorithm to find the minimum together with a peeling-technique to obtain the k smaller
values or alternatively by reading the pixels in the CPU and then finding the k-minimum values.
MinSumk(S,Q ). We compute sumq∈Q ds(q) for each s ∈ S and next find the k pixels with minimum values, as it is explained
for the MinMaxk case.
MaxMink(S,Q ). We compute minq∈Q ds(q) for each s ∈ S and next find the k pixels with maximum values, as it is explained
for the previous cases but storing the maximal values instead of the minimal ones.
MaxSumk(S,Q ). We compute sumq∈Q ds(q) for each s ∈ S and next find the k pixels with maximum values, as it is explained
for the MaxMink case.
8.4. Error analysis
The results obtained are approximated and two different types of error can occur. One is the discretization error, which
depends on the discretization size. It can be reduced using the fact that the bigger the grid sizeW ×H , the smaller the error
produced. The other is due to floating errors, which are specially related to the depth buffer and depth texture precision. The
32-bit precision is sufficient to store the normalized distances which take values in the interval [0, 1]. This can be specially
seen when computing order-k Voronoi diagrams, wheremany distances have to be compared. In the rest of the applications
it is not visible.
9. Experimental results
We have implemented the proposed methods using C++ and OpenGL. All the images have been carried out on a Intel(R)
Pentium(R) D at 3 GHz with 1 GB of RAM and a GeForce 7800 GTX/PCI-e/SSE2 graphics board.
In Table 1 we present some experimental results, obtained by considering a set S of six sites (one point, two segments,
two polygonal lines and one polygon), ε = 0.5 and a grid to discretize the domain of size 500× 500. We consider weights
randomly generated between one and five. In the table we specify the number of faces, n, which goes from 800 to 4800,
and the number of faces intersected by the sites n′. We provide the total number of Steiner points. Next, we give the time
needed to compute the distance field using the Bushwack strategy and finally the time needed to compute the six distance
functions. Notice that the time needed to obtain the six distance functions is about six times that needed to obtain the
distance field. The extra time needed to obtain, from the already computed distance fields, the closest or furthest Voronoi
diagram is 0.08 (s), the 4th nearest site to each point is 0.3 (s) and the 5th nearest site is 0.35 (s). Finally, in 0.1 (s) we obtain
an approximate 1-Center and Obnoxious 1-Center when r = 6 and in 0.12 (s) an approximation of the 1-Median and the
Obnoxious 1-Median.
We want to mention that we do not obtain the explicit representation of the distance field or function from the implicit
one. We directly compute the explicit representation while the implicit one is obtained. Figs. 11–14 show some examples of
Voronoi diagrams on weighted triangulated polyhedral surfaces for a set S of five sites (three points, two segments). Fig. 11
shows the closest Voronoi diagram of S, in Fig. 12 the 2nd-nearest Voronoi diagram is provided, each point is rendered in the
color of its 2nd-nearest site. Fig. 13 is the order-2 Voronoi diagram consequently points having the same color have exactly
the same set of two nearest neighbors (it can be checked using the closest and 2nd-nearest diagrams). Fig. 14 contains the
furthest Voronoi diagram, where each point is colored in the color of its corresponding furthest neighbor.
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Fig. 12. Aweighted triangulated surface, five generalized sites and their 2nd-nearest diagram (see site colors in Fig. 11). (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 13. A weighted triangulated surface, five generalized sites and their order-2 Voronoi diagram. Points with the same color have the same set of two
nearest neighbors, it can be checked using Figs. 11 and 12. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
Fig. 14. A weighted triangulated surface, five generalized sites and their furthest Voronoi diagram (see site colors in Fig. 11). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 15. A weighted triangulated surface, two generalized sites, their closest Voronoi diagram the 1-Center, 1-Median, Obnoxious 1-Center and the
Obnoxious 1-Median. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
In Fig. 15wepresent another another imagewith twogeneralized elementswhere the 1-Center, 1-Median, theObnoxious
1-Center and the Obnoxious 1-Median. When considering terrains due to the fact that we have a bounded space with limits,
the Obnoxious 1-Median is generally placed on the boundary.
The error produced by the 32-bit precision of the depth buffer can be seen in Fig. 11, isolated pixels are rendered in the
color of the regions adjacent to the region they belong to.
In Fig. 16we can see a polyhedral surface representing amushroomwith four generalized sites. Fig. 16(a) and 16(b) show
the closest Voronoi, and in Fig. 16(c) the furthest Voronoi diagram is presented.
10. Conclusions
We presented an algorithm to compute (1 + ε)-approximate shortest paths from generalized sources (point, segment,
polygonal line and polygon sources) on triangulated weighted polyhedral surfaces with generalized obstacles. First, a way
to build a discrete graph on P taking into account a generalized source is proposed. By using this graph and the Bushwack
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Fig. 16. A triangulated surface representing a mushroom with four generalized sites and their closest Voronoi diagram. Their closest Voronoi diagram is
represented in (a) and (b) and the furthest one in (c).
strategy, we obtain the (1+ ε)-approximate distance from the source to the graph nodes in O(nm log(nm)) time and O(nm)
space withm ∈ O( 1
ε
log 1
ε
).
The algorithm is extended to the case of several generalized sources when their implicit distance field is obtained, with
the same time and space complexity whenever each edge is intersected a constant number of times by the set of sites. The
output of the algorithm is a codification of the distance function or distance field on the discrete graph.
From the distances to the graph nodes, a (1+ ϵ)-approximate distance from any point onP to the source and the actual
shortest path can be obtained in O(m+ n) time, where n is the number of faces the path goes through. We can also obtain
the shortest path distance and the actual shortest path to the closest site of a set S in O(logm+ n) time.
Next, we present methods to obtain an explicit discrete representation of the implicit distance functions and distance
fields previously computed. Finally from the explicit discrete representation of the distance functions we show how the
closest, furthest or any order-k Voronoi diagram can be obtained. Finally, we also approximately solve some facility location
problems such as the 1-Center, the 1-Median the Obnoxious 1-Center and 1-Median and Aggregate k-neighbors queries.
Acknowledgment
We thank the reviewers for their suggestions and comments. Thisworkwas partially supported by the SpanishMinisterio
de Ciencia e Innovación under grant TIN2010-20590-C02-02.
References
[1] F. Aurenhammer, Voronoi diagrams: a survey of a fundamental geometric data structure, ACM Computing Surveys 23 (3) (1991) 345–405.
[2] F. Aurenhammer, R. Klein, Handbook of Computational Geometry, Elsevier, 2000, pp. 201–290 (Chapter Voronoi diagrams).
[3] A. Okabe, B. Boots, K. Sugihara, S.N. Chiu, Spatial Tessellation: Concepts and Application of Voronoi Diagrams, John Wiley and Sons, 2000.
[4] S. Xin, Y. He, G. Wang, X. Gu, H. Qin, Isotropic and anisotropic mesh simplification by evolving the geodesic Delaunay triangulation, in: Proceedings of
8th International Symposium on Voronoi Diagrams in Science and Engineering, Qingdao, 2011, pp. 39–47. Chinese edition edited by Francois Anton
and Wenping Wang.
[5] T. Nishida, K. Sugihara, M. Kimura, Stable marker-particle method for the Voronoi diagram in a flow field, Journal of Computational and Applied
Mathematics 202 (2) (2007) 377–391.
[6] B. Aronov, M.J. van Kreveld, R. van Oostrum, K.R. Varadarajan, Facility location on a polyhedral surface, Discrete & Computational Geometry 30 (3)
(2003) 357–372.
[7] P. Bose, Q. Wang, Facility location constrained to a polygonal domain, in: LATIN ’02: Proceedings of the 5th Latin American Symposium on Theoretical
Informatics, 2002, pp. 153–164.
[8] P. Hansen, D. Peeters, J.F. Thisse, On the location of an obnoxious facility, Sistemi Urbani 3 (1981) 299–317.
[9] M. Segal, K. Akeley, The openGL graphics system: a specification, 2004. http://www.opengl.org/documentation/specs/version2.1/glspec21.pdf
(accessed July 2011).
[10] I. Fisher, C. Gotsman, Fast approximation of high order Voronoi diagrams and distance transforms on the GPU, Journal of Graphics Tools 11 (4) (2006)
39–60.
[11] M. Fort, J.A. Sellarès, Computing generalized higher-order Voronoi diagrams on triangulated surfaces, Applied Mathematics and Computation 251
(2009) 235–250.
[12] L. Ortega, A.J. Rueda, Parallel drainage network computation on CUDA, Computers & Geosciences 36 (2) (2010) 171–178.
[13] J.D. Owens, D. Luebke, N. Govindaraju, M. Harris, J. Kruger, A.E. Lefohn, T.J. Purcell, A survey of general-purpose computation on graphics hardware,
Computer Graphics Forum 26 (1) (2007) 80–113.
[14] P. Bose, A. Maheshwaria, C. Shub, S. Wuhrerb, A survey of geodesic paths on 3D surfaces star, Computational Geometry 44 (9) (2011) 486–498.
[15] J.S.B. Mitchell, D.M. Mount, C.H. Papadimitriou, The discrete geodesic problem, SIAM Journal on Computing 16 (4) (1987) 647–668.
[16] Y.-J. Liu, Q.-Y. Zhou, S.-M. Hu, Handling degenerate cases in exact geodesic computation on triangle meshes, The Visual Computer 23 (9–11) (2007)
661–668.
[17] V. Surazhsky, T. Surazhsky, D. Kirsanov, S.J. Gortler, H. Hoppe, Fast exact and approximate geodesics on meshes, ACM Transactions on Graphics 24 (3)
(2005) 553–560.
[18] J. Chen, Y. Han, Shortest paths on a polyhedron; part i: computing shortest paths, International Journal of Computational Geometry & Applications
(1990).
[19] B. Kaneva, J. O’Rourke, An implementation of Chen and Han’s shortest paths algorithm, in: Proceedings of the 12th Canadian Conference on
Computational Geometry, 2000, pp. 139–146.
[20] S. Xin, G.n Wang, Improving Chen and Han’s algorithm on the discrete geodesic problem, ACM Transactions on Graphics 28 (4) (2009) 104:1–104:8.
[21] S. Xin, G. Wang, Applying the improved Chen and Han’s algorithm to different versions of shortest path problems on a polyhedral surface, Computer-
Aided Design 42 (2010) 942–951.
[22] S. Kapoor, Efficient computation of geodesic shortest paths, in: STOC ’99: Proceedings of the Thirty-First Annual ACM Symposium on Theory of
Computing, 1999, pp. 770–779.
M. Fort, J.A. Sellarès / Journal of Computational and Applied Mathematics 236 (2012) 3461–3477 3477
[23] Y. Schreiber, M. Sharir, An optimal-time algorithm for shortest paths on a convex polytope in three dimensions, in: SCG ’06: Proceedings of the
Twenty-Second Annual Symposium on Computational Geometry, ACM Press, New York, NY, USA, 2006, pp. 30–39.
[24] J.S.B. Mitchell, C.H. Papadimitriou, The weighted region problem: finding shortest paths through a weighted planar subdivision, Journal of the ACM
38 (1) (1991) 18–73.
[25] L. Aleksandrov, A. Maheshwari, J.-R. Sack, An ϵ- approximation algorithm for weighted shortest paths on polyhedral surfaces, in: SWAT’98, 1998,
pp. 11–22.
[26] L. Aleksandrov, A. Maheshwari, J.-R. Sack, Approximation algorithms for geometric shortest path problems, in: STOC ’00: Proceedings of the Thirty-
Second Annual ACM Symposium on Theory of Computing, ACM Press, New York, NY, USA, 2000, pp. 286–295.
[27] L. Aleksandrov, A. Maheshwari, J.-R. Sack, Determining approximate shortest paths on weighted polyhedral surfaces, Journal of the ACM 52 (1) (2005)
25–53.
[28] Z. Sun, J. Reif, On finding approximate optimal paths in weighted regions, Journal of Algorithms 58 (1) (2006) 1–32.
[29] D.M. Mount, Voronoi diagrams on the surface of a polyhedron. Technical Report, University of Maryland, 1985.
[30] P.K. Agarwal, S. Krishnan, N. Mustafa, S. Venkatasubramanian, Streaming geometric optimization using graphics hardware, in: 11th European Symp.
on Algorithms, 2003, pp. 544–555.
[31] R. Chandrasekaran, A. Tamir, Algebraic optimization: the fermat-weber location problem, Mathematical Programming 46 (2) (1990) 219–224.
[32] P. Bose, A. Maheshwari, P. Morin, Fast approximations for sums of distances, clustering and the fermat-weber problem, Computational Geometry:
Theory and Applications 24 (3) (2003) 135–146.
[33] M.A. Lanthier, D. Nussbaum, T.-J. Wang, Calculating the meeting point of scattered robots on weighted terrain surfaces, in: M. Atkinson, F. Dehne
(Eds.), Eleventh Computing: The Australasian Theory Symposium, CATS2005, in: CRPIT, vol. 41, ACS, Newcastle, Australia, 2005, pp. 107–118.
[34] G.T. Toussaint, Computing largest empty circles with location constraints, International Journal of Parallel Programming 12 (5) (1983) 347–358.
[35] F. Plastria, GBSS, the generalized big square small squaremethod for planar single facility location, European Journal of Operational Research 62 (1992)
163–174.
[36] D. Papadias, K. Mouratidis, Aggregate nearest neighbor queries in spatial databases, ACM Transactions on Database Systems 30 (2) (2005) 529–576.
