Laser scanned point clouds are relevant for geometric analysis, building maintenance and energy modeling, yet obtaining fully registered point clouds is a labor-intensive process when targets or common registration features are absent. Thus, we propose a versatile mobile platform that forms an incremental 3D map of the environment in real time using an orthogonal pair of Lidar (Light Detection and Ranging) devices. The horizontal scanner aims to estimate the robot position and orientation with SLAM (Simultaneous Localization and Mapping) techniques whereas the vertical scanner recovers the building structure in the vertical plane. We also developed a real time point cloud visualization tool that allows an operator to track the mapping progress. The method was evaluated with walk-through laser scans of a complete building floor.
Introduction
Three-dimensional models of building components in the as-built condition are important tools in building maintenance and restoration applications. The acquisition of data for creating building models has traditionally been done with tools such as measuring tapes and distometers [1] . However, advances in recent technology has led to use of a host of techniques such as robotic total station, stereo photogrammetry, depth cameras, Light Detection and Ranging (Lidar) , as well as hybrid setups to survey and map various aspects of building infrastructure. The acquired data in the form of visual or range data can be incorporated into a single three-dimensional point cloud representation. The generated point cloud can be further post-processed to create a Building Information Model (BIM) [2] , which describe relational characteristics and attributes of building elements. The generated model can also be used to monitor defects and estimate energy usage characteristics [3] .
Static scanning solutions such as fixed camera setups and ground-based Lidar are widely used in the data collection step of infrastructure modelling. However, they suffer from the limitation that the registration step to combine data collected from multiple scan times is laborintensive. For example, images taken in multiple locations for photogrammetry have to be combined in a feature point matching process. For the case of groundbased Lidar, multiple scans have to be registered together in a post-processing step using either Global Positioning System (GPS) information or iterative optimization techniques. These data collection methods offer limited feedback to the operator in terms of the final registered output during the scan process, so the generated data is often vulnerable to problems such as incomplete scans or occluding structures.
Thus, in this study we propose a mobile scanning solution that generates a registered three-dimensional point cloud output in real-time. The proposed method involves two Lidar devices mounted in an orthogonal position on a mobile platform. The two devices work concurrently in a Simultaneous Localization and Mapping (SLAM) setting to estimate the current position and map of the environment so that each scan can be automatically registered. The combined point cloud is presented to the operator through a visualization tool to determine scan progress. The proposed method aims to achieve a more efficient and accurate scanning process compared to conventional scan techniques.
Literature Review
Most instances of 3D mapping have been achieved by using photogrammetry, laser scanners or even a combination of both methods with some also using additional technologies such as sonar and infra-red (IR) [4] . Since most research has been focused on the photogrammetric and Lidar-based SLAM, we discuss some common practices of each approach and how close they are to solving the SLAM problem. We also discuss the pros and cons of each approach.
Application of SLAM
Simultaneous Localization and Mapping (SLAM) [5] is a significant problem in mobile robotics where map building and localization is carried out without a priori information. SLAM algorithms collect environment features and learn a mapping between the robot location and the environment. Thus, SLAM algorithms provide a useful tool to automatically obtain the scan origin and register sensor data onto a global map.
Photogrammetric Approach
In [6] , Davison et al. were able to recover the 3D trajectory of a monocular camera moving through a previously unknown scene. Here the nature of the map depends on the initial and current positions of the camera, 3D position of the center of the feature and the orientation of its local surface. This algorithm is unable to handle sudden jerky movements and while it uses modest processing power, it has limited application in getting a detailed map of the environment. In [7] , sixteen advantages are provided on the advantages of the photogrammetric 3D workflow over the directly measured laser point clouds with significant points being the inexpensive hardware available for vision based techniques and the density of surface points being higher but these require multiple cameras and hardware to run expensive algorithms to achieve real time SLAM. In [8] , a Kinect sensor is used to generate a 3D model of a building and the result is compared to another model generated from a laser scanner. While the paper does make a case for detecting discontinuity points using a vision based system, the authors concluded that the measurements are highly influenced by the material and lighting conditions. As a consequence, the generated point cloud is noisy and not uniform. Khoshelham et al. [9] expounded on this in detail in their paper where they note that the random error of depth measurements increases quadratically with increasing distance from the sensor. Their technique also required accurate stereo calibration of the IR camera and visual camera.
Thus we can summarize the advantages of using visual based SLAM as being relatively less expensive, lighter and consuming less power per unit instrument than using laser scanners. Visual based systems are also able to detect colors and other features/objects which cannot be detected by Lidar in a cluttered environment. These approaches also have their disadvantages: 1) They can accumulate large errors if there are large distances, 2) They are very susceptible to even slight changes to lighting conditions, 3) They can get confused in a dynamic environment and 4) They are difficult to use at night [10] .
Lidar Based Approach
There have been several attempts in the literature to map an indoor environment with laser scanners. Shohet and Rosenfeld [11] talk about two main factors affecting the precision of the map: 1) orientation of the carriage on which the scanner is mounted and 2) distance between the sensor and the walls being scanned. However advancements in Lidar technology have rendered the last point irrelevant with commercial Lidars now available with a range of 120 m [12] . Current research is focused on improving the accuracy of maps generated from laser scanners. Jung et al [13] proposed a kinematic 3D laser scanning system for indoor mapping which imposes some constraints on the environment where main structures are formed from straight lines and all structures are parallel or perpendicular. Another approach to solving the SLAM problem is having multiple robots on the field and then integrating the pose estimations of the robots and individual maps to create a more accurate model of the environment [14] . This approach, while successful, does not allow the operator to have a real-time view of the map as the off-line optimization step may require the robots to stop exploration and perform the optimization process before they resume the exploration task.
Kohlbrecher and von Stryk [15] proposed a 2D SLAM system known as Hector SLAM which performs laser scan matching to obtain a pose estimate and planar map of the environment. The SLAM system is flexible, scalable, and has been deployed on unmanned ground vehicles (UGV), unmanned surface vehicles (USV), and small indoor navigation systems. LOAM (Lidar Odometry and Mapping in Real time) [16] is another approach for real-time SLAM but requires a spinning Lidar which is more expensive to achieve than a planar Lidar approach like Hector SLAM. There have been several studies which built on Hector SLAM to produce more accurate maps of indoor environments using external sensors [17] [18] [19] [20] . Khan et al [20] proposed a data driven method, built on Hector SLAM, which models laser intensities and measures the surface reflectivity to augment a geometric model of the surrounding environment.
In this study, the method of [15] was built upon to obtain full 3D Lidar mapping. The goal is to achieve a more mapping-focused SLAM compared to navigation [19] or exploration [17] . This study also utilizes less sensory requirements compared to [13] and [16] . 
Methodology
The hardware setup of our experiments consists of 2 Lidar devices as shown in Figure 1 . The larger device is a SICK Lidar LMS511 which scans at a 0. [21] software suite is used to carry out sensor data input and output, coordinate timing, and perform frame transformation between the two Lidar devices. Point cloud processing modules from the Point Cloud Library (PCL) [22] are also used for point cloud filtering, storage and visualization. The following sections provide details on each step of the scan process. Each step is processed continuously to generate a real time scan output in the form of a point cloud.
Lidar Data Collection
The data collection process involves walk-through scans with the mobile platform equipped with two Lidar devices. The two sites utilized for this study are a laboratory room and corridors along a selected building floor since they contain features of interest to qualitatively evaluate the scan output. A laboratory room setting is challenging because it is relatively unstructured and contains occlusion in the form of furniture whereas mapping a series of corridors presents a challenge in terms of scanning long distances and mapping around corners.
Motion Estimation
The Lidar data from the horizontal device is processed with a SLAM algorithm to estimate the motion of the mobile platform on the horizontal plane. The SLAM algorithm used in this study is Hector SLAM [15] , which performs scan matching between the current Lidar input and an incrementally built map. The SLAM algorithm estimates the optimal Lidar pose including translation and rotation to match the current scan with a map of the environment. The SLAM algorithm also outputs an occupancy grid map which indicates the grid locations that are likely to be obstacles and the grid locations that are unobstructed. An example of the generated planar map is shown in Figure 2 
Scan Registration
Based on information gathered about the mobile platform position from the previous step, the vertical scan input from the second Lidar device can then be registered onto a global three-dimensional map. For each vertical scan collected, the corresponding timestamp is obtained from the sensor and matched with the nearest timestamp from the horizontal sensor. Linear interpolation is then used to obtain the 2D position of the mobile platform at the time when the vertical scan is collected. In terms of position, the current estimate is obtained by fitting a linear motion trajectory through the preceding position estimates. In terms of rotation, the current estimate is obtained through Spherical Linear Interpolation (SLERP) [23] of the neighboring rotation quaternions. The vertical scan is added to a global map by horizontal translation with the calculated 2D vector. A three-dimensional map is thus incrementally built up through the stacking of multiple planar scans.
Scan Visualization
We also develop a visualization tool to aid the operator of the mobile platform in tracking the scan progress. Figure 3 shows an example of a scan in progress rendered using OpenGL. The visualization displays a set of larger points representing the current horizontal scan and a set of smaller points representing the registered vertical scans in 3D world coordinates. The visualization tool enables the operator to identify unscanned areas and detect potential occlusions during the scan process. This ensures a higher quality and more complete point cloud in the final output. 
Results
The proposed technique was applied to two separate scenarios and the scan results in the form of 3D point clouds are shown below. The first experiment was carried out in an indoor laboratory room as shown in Figure 4 . The ceiling component of the point cloud was filtered out to allow a clearer view of the room contents. The scan trajectory can also be observed in the middle section of the point cloud. The scan result demonstrates the ability of our technique to capture shape profiles from furniture such as desks and cabinets even in a relatively cluttered environment.
Figure 4: Indoor lab mapping result
On the other hand, the second experiment was carried out over an entire building floor as shown in Figure 5 . The result consists of scans along multiple corridors on the same floor. The scan result is largely extensive with a few missing areas corresponding to areas not accessible by the mobile platform. This demonstrates the ability of our technique to capture scans in a large area and register them in a single map. The accuracy of the generated point cloud map was validated against a commercially available laser scanning system [25] . The static Lidar was placed in 4 different scan points along the corridor shown in Figure 5 and the fully-registered point cloud was used rd International Symposium on Automation and Robotics in Construction (ISARC 2016) as a reference. The reference point cloud is registered using manual coarse registration and Iterative Closest Point (ICP) fine tuning. Since the scans were taken in an indoor environment, the accuracy metric used is the Euclidean Root Mean Squared Error (RMSE) of point distances to three selected best-fit planes. The calculated Euclidean distance error of the point cloud data is shown in Table 1 . The estimated scanning time involved is shown in Table 2 . The results indicate that the proposed method achieves reasonable accuracy in the generated point cloud data but involves much faster scanning time. 
Discussion
This section discusses the strengths and weaknesses of the proposed technique for generating a threedimensional point cloud map of the built environment along with the associated challenges. From the scan results obtained from two test scenarios, we found that the hardware and software setup is capable of performing scan localization and mapping in real time with an update rate of 25Hz. The visualization tool is also effective in providing the operator with an informative view of the scan progress.
The proposed technique is able to generate detailed point clouds due to the high angular resolution of the Lidar devices. However, our methodology heavily relies on accurate localization of the mobile platform at each scan time. The sensor pose estimate may occasionally be erroneous due to jerky motion of the mobile platform which causes a mismatch in the scan registration process. One strategy is to employ a median filter to smoothen the estimated trajectory by eliminating outliers. We can also enforce geometric consistency conditions among vertical scans in a local region such as planarity constraints along the floor and walls. Another limitation of the proposed technique is non-uniform point cloud resolution in the generated 3D map. The point cloud tends to be denser for regions where the mobile platform is moving fast and smoothly and sparser for regions where the mobile platform is moving quickly or undergoing a rapid rotation. To overcome this problem, the operator can reduce the velocity when moving around corners and obstacles while obtaining feedback from the visualization tool to ensure a high resolution in the point cloud output. Table 3 shows a comparison between our proposed mapping technique with alternative techniques. For example, generating a 3D map using pure visual input involves a less expensive hardware setup and is able to output color information. However, visual scene reconstruction is prone to scale inaccuracies because the process of translating between pixel values and metric units is complex and rely on accurate camera calibration. A depth camera, such as the Microsoft Kinect [24] , is able to output both color and depth information but operates at lower ranges compared to a Lidar device. A single ground-based Lidar, such as the FARO Focus laser scanner [25] , is capable of generating point clouds at a high resolution, but suffers from the limitation of requiring an additional step to register scans taken from multiple locations. Our proposed technique involving two Lidar devices has the ability to perform automatic registration of scan outputs in real time, but involves an expensive hardware setup. 
Conclusion
In conclusion, the results of this study demonstrate the viability of the proposed technique for creating three-dimensional maps of the built environment in real time using an orthogonal pair of Lidar devices mounted on a mobile platform. The proposed technique leverages stateof-the-art SLAM algorithms and scan registration to generate dense and accurate point cloud outputs. The main advantages to the proposed technique are the high update rate, high output resolution and effective progress visualization. The proposed technique has the potential to be utilized in infrastructure surveying applications such as geometric analysis, building maintenance and energy modeling. For future work, we hope to improve the accuracy of scan registration on the global threedimensional map. This can conceivably be achieved through better handling of sensor error and identifying a more precise motion model for the mobile platform. We also consider including color information in the point cloud output by adding a visual sensor, which could be useful in providing a better visualization for the point cloud output as well as helping to identify color features in the post-processing stage.
