Introduction.
It is the purpose of this paper to study some of the properties of the double cosets of a finite group and to prove two main theorems which generalize the results of two previous papers by the author, 2 giving some relations between the double cosets and the irreducible components of the permutation group generated by a given subgroup. We let H be an arbitrary but fixed subgroup of order h of a finite group G of order g, g -nh, and we let GH be the permutation group of degree n induced by right multiplication of the cosets HSi, i = l, 2, • • • , n, by elements of G. When written as a group of permutation matrices and completely reduced, the group G H will have r' distinct irreducible components I\ of degree ni and multiplicity ixf, and we may write
Multiplication of a right coset HGk on the left by a single element of G does not in general produce a right coset, but if each coset HGk is multiplified on the left by all the elements of a right coset HS t and the products are added, a transformation is obtained which carries each of the n right cosets HGk into a collection of right cosets Y^d=iHS t H e Gk in which, as we shall see in §4, each of the k t cosets occurs d t = h/kt times. Its matrix d t V t is permutable with each of the matrices of GH-Certain cosets, which we shall call associated cosets, are permuted among themselves when multiplied on the right by elements of H. Each of these produces the same matrix V t . The totality K t of elements belonging to a complete set of k t associated cosets, each counted once, will be called a double coset, whereas the term weighted double coset will refer to the complex of h 2 elements HS t H in which each element of the double coset K t occurs d t = n/k t times. The integer d t will be called the density. The number of distinct double cosets K t will be denoted by r, and the elements S t , t=\, 2, • • • , r, one from each, will be said to generate the double cosets. The double coset which contains the inverses of the elements of K t will be denoted by K t '.
In §2 a number of elementary properties of double cosets are stated, mostly without proof. In §3 a study is made of self-inverse double cosets, Kt -Kt>, and their number is shown to equal (l/g)22xCR
2 )> where x(^2) is the trace of R 2 in the permutation group GH, and where the sum is taken for all R in G. Using the results of a paper of Frobenius 3 we then prove the first principal theorem, which generalizes a result obtained by the author for the symmetric group. The Hermitian invariants of GH associated with the matrices V t are studied in §4.
5 Two bases consisting of r independent invariants are found, the one obtained directly from the r double cosets, and the other from the r= y^2r i ' =1 (jif) 2 Hermitian invariants 6 which come into evidence when GH is completely reduced. The complex multiplication of the double cosets plays an important role in the discussion which culminates in the proof of Theorem B, which includes as a special case a theorem conjectured but only partially proved in a previous paper. If Kt = K t >, the double coset is called self-inverse.
THEOREM 2.4. A double coset which contains a self-inverse element is self-inverse. In particular the double coset H=Ki is self-inverse.
The next three theorems show that the elements of a class of conjugates, of a left coset, and of the set of inverses of a right coset, are equally distributed among the right cosets of their double coset. THEOREM 2.5. Each coset of a double coset K t contains the same num-8 Several of the theorems in §2 are implied in the discussion of cosets in the standard texts on group theory. Nowhere has the author found them collected as properties of double cosets as such. They are stated here for convenience of reference for the later proofs. 
To prove the various parts of Theorem 2.9, let us assume that H a , H bl and H c are elements of H which satisfy the equation
The equation is still valid if we permute the six elements cyclicly, or if we interpose between two adjacent ones the product of an element of H and its inverse, thus replacing an element by another element in its double coset, or if we replace all six elements by their inverses in the opposite order. The remainder of the proof depends on eliminating the weighting factors from the weighted double cosets HStH, etc., but may be left to the reader.
3. The number of self-in verse double cosets. We shall now apply the theorems of §2 to obtain expressions for the number of self-inverse double cosets of a group. THEOREM 
The number NH of self-inverse double cosets K t of G with respect to H is 1/g times the number of solutions of the equation
We 
Its trace is the number of these solutions for fixed R. When we sum these for all R in G and apply Theorem 3.1, we obtain the following theorem. THEOREM 
The number NH of self-inverse double cosets of G with respect to H is given by the formula (3.3)
N H = (1/g) £ x(# 2 ),
R in G where x(S) is the trace of the matrix S in the permutation group GH.
This theorem may be applied to the results of a paper by Frobenius and Schur 10 to obtain the fundamental Theorem A of §1. It is known in the theory of group characters that for an irreducible representation T{ with character x*(^) the quantity (3.4) XUxW + xW}/(2g) R is 1 or 0 according as I\ has or has not a symmetric bilinear invariant, and that
is 1 or 0 according as I\ has or has not an alternating bilinear invariant. Following Frobenius 10 we set c» = 1, -1, or 0 according as Tinas a symmetric, an alternating, or no bilinear invariant. We shall call these respectively "symmetric," "quaternion," and "rotary" representations. Then 
A theorem derived from a unitary reduction of a group and its double cosets.
When a group G is represented in two ways as a regular permutation group of degree g, using cosets with respect to the identity subgroup E, the one GE obtained by the right multiplication of cosets by the elements of G, and the other GE by left multiplication, the matrices of GE form a basis for all matrices permutable with those of GE, and vice versa. In that case each of the elements of G forms a double coset. But when cosets are taken with respect to a subgroup Hy^E, a basis for the matrices permutable with those of the right multiplication permutation group GH is found in the double cosets of the left multiplication group. The matrices V t described in §1 are those of a complete set of invariant Hermitian forms of GH on which all others are linearly dependent. For let Xi, Xi = x(HSi) 11 To the inverse double coset K t ' corresponds the transposed matrix VI, which will be denoted by V t >. Self-in verse double cosets have symmetric matrices V t .
Now let U be a unitary matrix which completely reduces the group GH into its irreducible components I\ of degree fii and multiplicity fif, so that all equivalent components of U~lG H Ua.re actually identical and so that the invariant Hermitian form for each component is a diagonal form with unit matrix £ t -of degree n^ Then for the set of /xf equal components I\ we have (MF) 2 linearly independent Hermitian forms whose matrices ^apE?pf 3 are obtained as the direct product of Ei with an arbitrary matrix (pf 3 ) of degree fxf. The r matrices M t = U~lV t U, obtained by transforming the Hermitian invariants of GH, must be expressible as linear combinations of the r matrices Ef 3 . It is convenient to arrange the symbols E"^ in some arbitrary order starting with £"=£1, and to assign to each a single subscript 7. We write E cK/3 of/3
Eypyt) where E y = £ tand p yt = pi (K t )' y 7, t = 1, 2, • • • , r. Since the matrices M t and E y each form a basis for the invariant Hermitian forms of U~lG H U, the matrix (p yt ) is nonsingular.
The M t combine according to a rule similar to the rule of combination for the inverse double cosets Ky, as given in 2.10, namely,
Since this is also the rule of combination for the matrices p^(K t ) corresponding to a given I\, these matrices give that representation for the left multiplication of double cosets which is associated with I\. Now when G E and GÉ are simultaneously reduced, the component of GÉ on the same variables as the tii components I\ of GE consists of the direct product of £»• with a representation equivalent to 17. When the matrices of this representation are summed over all elements in each double coset, the resulting set of r matrices when reduced will contain the component of degree juf ^w», expressible in terms of the variables of GH, which is equivalent to the matrices p^{K t ). Hence the p^(K t ) are expressible in terms of the matrices of I\'.
The rule (4.2) is also the rule of combination for the matrices V t , 12 so the coefficients c tU v must be integers, and the character of the product Mt>M u is given by the formula
in view of Theorem 2.9 (d). Since U is unitary, the matrix M t > is the transposed conjugate Ml of M t . We shall denote by E y > the transposed conjugate of E y , and by n y the degree of the corresponding irreducible representation. Next consider the matrices (Mfu) and (IVs) of degree r whose elements are
We obtain a relation between {M t 'u) and (E y > 8 ) as follows:
Denoting the determinant of (p 5w ) by P, we have, by (4.4), (4.5), (4.6),
Since ^tpyt = nô y i, the determinant P may be written in the form nPi, where Pi is the minor of pu in P. Factoring n 2 from both sides of (4.7) and using the notation of Theorem B, we have
Since for each i the matrices p" (i£*) give a representation of the ring of matrices V t in which the coefficients of combination are integers, the matrix Pi is an algebraic integer. It belongs to the field of char-acters of the IV This completes the proof of Theorem B. It will be noted that if the representations I\ have rational characters, which will certainly be true if their degrees are all distinct, then the quotient n r~2 K/N will be a perfect square.
5.
A theorem derived from a real orthogonal reduction of a group and its double cosets. Let us now consider the reduction of GH by a real orthogonal matrix O into a form which is irreducible in the real domain. The component representations are of three types: (1) Those "symmetric" representations I^+ ) which are absolutely irreducible in the complex domain and have a symmetric bilinear invariant.
(2) Those "quaternion" representations 2I\ (~) which consist of two equivalent complex components of even degree each with real characters and each with an alternating but not a symmetric bilinear invariant. The pair together have a third alternating bilinear invariant and a symmetric bilinear invariant. The matrices of the four invariants, suitably normalized, combine like the quaternion units. (3) Those "rotary" representations r^ + T^ which have two non-equivalent conjugate complex absolutely irreducible components, each having complex characters, but having no bilinear invariant. Taken together they have an alternating and a symmetric bilinear invariant which, when suitably normalized, combine like the real and imaginary units.
The matrices 0~lV t 0 form a basis for the invariant bilinear forms, but in place of the other basis matrices E 7 used in §4, we now use matrices E y which for the symmetric representations of type 1 are like the old Ey, for the quaternion representations of type 2 come in sets of four which multiply like the quaternion units, and for the rotary representations of type 3 come in pairs which multiply like the real and imaginary units. Those of type 2 are as follows: where ei denotes the unit matrix of degree ni/2.
We next normalize each of the matrices V t and E y by dividing by the square root of the sum of the squares of its coefficients. From the new normalized matrices V? and E T *, thought of as of degree n, we form a new set of matrices of degree r defined by vl = xivlvt), v*, u = xiyVvl),
2) E* s = x(E*E*t), E*., = x(£*'-E*)- Similarly, since (F* w ) and (£*,s) are unit matrices, we have (5.5) Vt'u -i_j qy't'Ey'iqtu = 2^ qwqhu = 8*'«.
7,5
Hence Q is an orthogonal matrix, and (5.4) may be written in the form (5.6) (Vl) =Q~\E%)Q.
By equating the traces of (VZ) and (£*$) given above, an alternate proof of Theorem A is obtained.
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