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a b s t r a c t
Wegive an improved qualitativemethod to solve the osmosis K(2, 2) equation. Thismethod
combines several characteristics of other methods. Using this method, the existence of
symmetric and non-symmetric wave solutions of the osmosis K(2, 2) equation is studied.
Besides abundant symmetric forms such as smooth wave solutions, peaked waves, cusped
waves, looped waves, stumpons and fractal-like waves, this equation also admits non-
symmetric ones including breaking kinkwave solutions, breaking anti-kinkwave solutions
and rampons. As regards this equation most of those solutions, either symmetric or non-
symmetric solutions, have not appeared in the literature. We also study the limiting
behavior of all periodic solutions as the parameters tend to some special values.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
As we know, convection effects steepent of the wave equation and dispersion can cause the wave equation to spread.
The solution is the result of the interaction between the convection and dispersion.
The well-known Korteweg–de Vries (KdV) equation
ut + 6uux + uxxx = 0
has a convection term uux and a linear dispersion term uxxx. The interaction of these two terms generates exactly smooth
solitary wave solutions [1,2].
To study the role of nonlinear dispersion in the formation of patterns in a liquid drop, Rosenau and Hyman [3] obtained
and studied the K(2, 2) equation
ut + (u2)x + (u2)xxx = 0.
The interaction of nonlinear dispersion with nonlinear convection can compactify solitary waves and generate compactons:
solitons with finite wavelength or robust soliton-like solutions characterized by the absence of infinite wings.
Recently, by the bifurcation method of phase plane, Tian et al. investigated the osmosis K(2, 2) equation [4,5]
ut + (u2)x − (u2)xxx = 0, (1.1)
where the negative dispersive term denotes the contracting dispersion. In this case, they found that Eq. (1.1) yielded more
solutions such as peaked waves, periodic cusped waves and smooth waves. Those solutions can be considered as the
interaction of nonlinear contracting dispersion with nonlinear convection. For more research on the K(2, 2) equation, one
can turn to references herein [6–8].
In this paper, we are interested in whether this kind of interaction could generate many other structures otherwise
unattainable.
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It is worth noting here that the famous Camassa–Holm (CH) equation [9]
ut − uxxt + 3uux = 2uxuxx + uuxxx
has similar structure with the osmosis K(2, 2) equation. In fact, we find that the CH equation contains exactly the same
nonlinear terms as in Eq. (1.1), and the only difference is the relative coefficients. However, abundant solutions of the CH
equationhave been given bydifferentmethods: The peaked solitarywaveswere obtained by the bifurcationmethodof phase
plane [10]. The analytic expressions of peaked periodic wave solutions were given by using bifurcation method of planar
dynamical systems and the convergence of the peaked periodic wave solutions was also proven [11]. The peaked waves and
cusped waves were found by the method of Jacobian elliptic function [12]. The cusped wave solutions in parametric form
were obtained by the factorization method. In [13], the authors studied the dispersionless limit in which the cusped wave
converges to an anti-peaked wave.
Unfortunately, the above mentioned methods are limited in that the non-smooth wave solutions such as peaked and
cusped forms have not been checked in a weak solution point of view. As a result more new non-smooth solutions could not
been given. Lenells made great contribution in solving this problem [14]. He gave a definition of weak solutions under which
the abundant travelling wave solutions of the CH equation have been determined, including peaked waves, cusped waves
and some composite waves. However, some interesting solutions such as looped forms, breaking kink forms and other non-
symmetric forms were not considered in his method. The explicit solutions were given only for the peaked solitary waves
and periodic peaked waves. Moreover, the limiting behavior of solutions had not been studied yet.
Clearly, the results in [4,5] for the Eq. (1.1) are incomplete. In this paper, we will give an improved method combining
some characteristics of the above mentioned methods to further study the existence of travelling wave solutions of (1.1)
in every parameter region of the parameter space. Our method has the following aspects: (i) More solutions forms are
considered and their explicit expressions are given. Among them, looped waves, stumpons and fractal-like waves and
rampons are new solutions of Eq. (1.1). (ii) The parameter space is divided in further details. (iii) Some strange composite
wave solutions in the weak solutions sense are got. (iv) The limiting behavior of all periodic solutions is given.
This paper is organized as follows. In Section 2, we give the definition of a weak solution and the theorem of the
classification of travelling waves in Eq. (1.1). In Section 3, the proof of Theorem 1 is given. Last section is the conclusion.
2. Main results
In this section we will give the classification of travelling wave solutions of Eq. (1.1), which is stated in Theorem 1.
For a travelling wave u(x, t) = φ(x− ct), Eq. (1.1) takes the form
− cφx + (φ2)x − (φ2)xxx = 0, (2.1)
where c is the wave speed. As we know, if φ(x − ct) is a travelling wave solution of Eq. (1.1), we can also obtain another
travelling wave solution −φ[−(x − ct)] of (1.1) with c replaced by −c. Therefore, we will only consider travelling wave
solutions with a positive speed c > 0.
By integrating with respect to x, (2.1) is equivalent to the following integrated form
(φ2)xx = φ2 − cφ + α, (2.2)
where α is an integral constant. Eq. (2.2) makes sense for all φ ∈ H1loc(R). The following definition is therefore natural.
Definition 1. A function φ ∈ H1loc(R) is a travelling wave solution of Eq. (1.1) if φ satisfies (2.2) in distribution sense for
some α ∈ R.
By Definition 1 and Lemmas 4 and 5 in [14], we can give the following definition of weak travelling wave solutions.
Definition 2. Any bounded function φ belongs to H1loc(R) and is a travelling wave solution of Eq. (1.1) with speed c if and
only if satisfying the following two statements:
(A) There are disjoint open intervals Ei, i ≥ 1, and a closed set C such that R \ C =⋃∞i=1 Ei, φ ∈ C∞(Ei) for i ≥ 1, φ(x) 6= 0
for x ∈⋃∞i=1 Ei and φ(x) = 0 for x ∈ C .
(B) There is an α ∈ R such that
(i) For each α ∈ R, there exists β ∈ R such that
φ2x = F(φ), x ∈ Ei (2.3a)
where
F(φ) =
1
2φ
2(φ2 − 4c3 φ + 2α)+ β
2φ2
(2.3b)
and φ→ 0, at any finite endpoint of Ei.
(ii) If C has strictly positive Lebesgue measure µ(C) > 0, we have α = 0.
Remark. Herewe show how (2.3) are derived. Multiplying both sides in Eq. (2.2) by (φ2)x and integrating once, we get (2.3).
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(a) Smooth solitary waves. (b) Anti-peaked solitary waves. (c) Anti-cusped solitary waves. (d) Anti-peaked periodic waves.
(e) Looped solitary waves. (f) Stumpons. (g) Breaking kink waves. (h) Breaking anti-kink waves.
(i) Rampons. (j) Fractal-like waves.
Fig. 1. Travelling waves in Eq. (1.1).
We state our main theorem as follows.
Theorem 1. All travelling wave solutions φ(x − ct) of Eq. (1.1) are smooth except at points where φ = 0. Any travelling wave
solution falls into one of the following categories:
(a) If α ≥ 14 c2, there are no bounded travelling wave solutions of Eq. (1.1).
(b) If 29 c
2 < α < 14 c
2, there exists a smooth periodic wave solution φ for β ∈ (β1, β2). Moreover, as β approaches β2, the
smooth periodic wave solution converges to a smooth wave solution with decay (see Fig. 1(a)).
(c) If α = 29 c2, there exists a smooth periodic wave solution φ for β ∈ (β1, 0). Moreover, as β approaches zero, the smooth
periodic wave solution converges to an anti-peaked wave solution with decay (see Fig. 1(b)).
(d) If 0 < α < 29 c
2, we obtain that
(i) For β ∈ (0, β2), there exists an anti-cusped periodic wave solution φ of Eq. (1.1). Moreover, as β approaches β1, the
anti-cusped periodic wave converges to an anti-cusped wave solution with decay (see Fig. 1(c)).
(ii) For β ∈ (β1, 0), there exists a smooth periodic wave solution φ of Eq. (1.1). Moreover, as β approaches zero, the smooth
periodic wave solution converges to an anti-peaked periodic wave solution (see Fig. 1(d)).
(e) If α = 0, there exists an anti-cusped periodic wave solution φ of Eq. (1.1) for β ∈ (0, β2). Moreover, as β approaches β2, the
anti-cusped periodic wave solution converges to an anti-cusped wave solution with decay.
(f) If α < 0, we obtain that
(i) For β ∈ (0, β1), there exists a looped periodic wave solution φ of Eq. (1.1). Moreover, as β approaches β1, the looped
periodic wave solution converges to a looped wave solution with decay (see Fig. 1(e)).
(ii) For β ∈ (β1, β2), there exists an anti-cusped periodic wave solution φ of Eq. (1.1). Moreover, as β approaches β1, the
anti-cusped periodic wave solution converges to a cusped wave solution with decay.
(g) (Composite waves) A countable number of cusped, peaked and looped waves in the above cases corresponding to the same
value of α can be joined at points where φ = c to form composite waves. If µ(φ−1(c)) = 0, one can get travelling wave
solution with very strange profiles, such as the travelling waves with a fractal appearance (see Fig. 1(j))). For α = 12 c2, the
composite waves are solutions of (1.1) even if µ(φ−1(c)) > 0. Hence we can obtain stumpons which contain intervals where
φ = c (see Fig. 1(f)).
(h) (Non-symmetric waves) If φx does not change its sign, the solution φ of Eq. (1.1) is monotonic, and the above obtained wave
solutions with decay are breaking kink wave solutions breaking anti-kink wave solution and rampons (see Fig. 1(g)–(i)).
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3. Proof of Theorem 1
Note that every travelling wave solution satisfying (A) and (B) in Theorem 1 is smooth except at points where φ = 0.
Furthermore, if we find some solutions of Eq. (2.3) for different intervals E and different values of α and β , then we can
join the solutions defined on intervals whose union is R \ C for some closed set C of measure zero. It is easy to see that the
solution, defined on R, will satisfy (A) and (B) if and only if all wave segments satisfy Eq. (2.3) with the same α. Moreover, if
we allow µ(C) > 0 for α = 0, this procedure will give us all solutions satisfying (A) and (B).
Nextwewill explore the qualitative behavior of solutions toφ2x = F(φ) near pointswhere F has a zero or a pole. Applying
this to the F in (2.3), we will determine the travelling wave solutions of Eq. (1.1) which satisfy (A) and (B) in Theorem 1.
To determine the solutions of
φ2x = F(φ), x ∈ E, (3.1)
where F(φ) > 0, we make the following observations:
(1) Assume F(φ) has a simple zero at φ = m, i.e., F(m) = 0, F ′(m) 6= 0. Then the solution φ of Eq. (3.1) satisfies
φ2x = (φ −m)F ′(m)+ O((φ −m)2) as φ→ m. (3.2)
Hence
φ(x) = m+ 1
4
(x− x0)2F ′(m)+ O((x− x0)4) as x→ x0, (3.3)
where φ(x0) = m.
(2) Assume F(φ) has a double zero at φ = m, that is F(m) = 0, F ′(m) = 0, F ′′(m) 6= 0. Then the solution φ of Eq. (3.1)
satisfies
φ2x = (φ −m)2F ′′(m)+ O((φ −m)3) as φ→ m. (3.4)
Hence
φ(x)−m ∼ η exp(−x√|F ′′(m)|) as x→∞ for some constant η. (3.5)
(3) Assume F(φ) has a double pole at φ = c , then we obtain
φ(x) = η |x− x0|1/2 + O(x− x0), x→ x0. (3.6)
Hence
φx(x) =

2
3
η |x− x0|−1/3 + O((φ −m)1/3), x ↓ x0,
−2
3
η |x− x0|−1/3 + O((φ −m)1/3), x ↑ x0,
(3.7)
where φ(x0) = c and η is some constant.
(4) Peakedwaves occurwhen the evolution ofφ according of Eq. (3.1) suddenly changes direction atφ = 0where F(0) 6= 0,
φ(x0) = 0, i.e., limx↑x0 φx(x) = − limx↓x0 φx(x) 6= ±∞.
Furthermore, we say that φ is a solution with decay if there is a constant δ ∈ R such that φ − δ ∈ H1(R). And φ is called an
anti-cusped (anti-peaked) wave if its non-smooth point occurs on the valley of its wave.
Now we apply the above analysis to
φ2x = F(φ) =
1
2φ
2
(
φ2 − 4c3 φ + 2α
)+ β
2φ2
. (3.8)
For convenience, we define P(φ), Q (φ) and H(φ) by
P(φ) = 1
2
φ2Q (φ)+ β, where Q (φ) = φ2 − 4c
3
φ + 2α (3.9)
and
P ′(φ) = 2φH(φ), where H(φ) = φ2 − cφ + α. (3.10)
We then define φ1, φ2, β1 and β2 by
φ1 = c2 −
1
2
√
c2 − 4α, φ2 = c2 +
1
2
√
c2 − 4α, (3.11)
β1 = −12φ
2
1Q (φ1), β2 = −
1
2
φ22Q (φ2), (3.12)
where φ1 and φ2 are roots of H(φ) = 0.
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Fig. 2. The graph of P(φ) as α ≥ 14 c2 .
(a) β ∈ (β1, β2). (b) β → β2 .
Fig. 3. The graph of P(φ) as 29 c
2 < α < 14 c
2 .
(a) β ∈ (β1, 0). (b) β → 0.
Fig. 4. The graph of P(φ) as α = 29 c2 .
It is easy to find, if α < 14 c
2 is satisfied, P(φ) has three distinct stationary points that occur at φ = φ1, φ = φ2 and φ = 0,
and comprise two minimums separated by a maximum. We also find that F(φ) has the same zero points as P(φ) except
φ = 0 and F(φ) has the same sign as P(φ).
There are six important qualitatively cases depending on the values of α and β (see Figs. 2–7).
(1) If α ≥ 14 c2, for any β , P(φ) only has a double zero 0. Hence F(φ) has no zeros and there are no bounded travelling wave
solutions of Eq. (1.1).
(2) If 29 c
2 < α < 14 c
2, for β ∈ (β1, β2), there exists a smooth periodic wave solution φ.
Moreover, as β ↑ β2, the smooth periodic wave solution φ converges to a smooth wave solution with decay, which has
the explicit representation as follows
φ(χ) = φ2 + 2A√
∆ cosh(
√
Aχ)− B ,
x(χ) = −φ2 − ln
∣∣∣∣√(φ3 − φ(χ))(m− φ(χ))+ φ(χ)− 12 (φ3 +m)
∣∣∣∣+ ln ∣∣∣∣φ3 −m2
∣∣∣∣ ,
where A = mφ3 − φ1(φ3 +m)+ φ22 , B = −(φ3 +m− 2φ2) and∆ = B2 − 4A.
(3) If α = 29 c2, for β ∈ (β1, 0), there exists a smooth periodic wave solution φ. Moreover, as β ↑ 0, the smooth periodic
wave solution φ converges to an anti-peakedwave solution with decay, which has the explicit representation as follows
φ(x) = −2c
3
exp
(
−1
2
|x− ct|
)
+ 2c
3
.
(4) If 0 < α < 29 c
2, we have
(i) For β ∈ (0, β2), there exists an anti-cusped periodic wave solution φ. Moreover, as β ↑ β2, the anti-cusped periodic
wave solution φ converges to an anti-cusped wave solution with decay.
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(a) β ∈ (0, β2). (b) β → β2 .
(c) β ∈ (β1, 0). (d) β → 0.
Fig. 5. The graph of P(φ) as 0 < α < 29 c
2 .
(a) β ∈ (0, β2). (b) β → β2 .
Fig. 6. The graph of P(φ) as α = 0.
(a) β ∈ (0, β1). (b) β → β1 .
(c) β ∈ (β1, β2). (d) β → β2 .
Fig. 7. The graph of P(φ) as α < 0.
(ii) For β ∈ (β1, 0), there exists a smooth periodic wave solution φ. Moreover, as β ↑ 0, the smooth periodic wave
solution φ converges to an anti-peaked periodic wave solution, which has the explicit representation as follows
φ = −2
√
4
9
c2 − 2α cosh
( x
2
)
+ 2
3
c,
where φ(x) is defined in
x ∈
(
− arccos h
(
c√
4c2 − 18α
)
, arccos h
(
c√
4c2 − 18α
))
and extends periodically to the real line.
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(5) If α = 0, for β ∈ (0, β2), there exists an anti-cusped periodic wave solution φ. Moreover, as β ↑ β2, the anti-cusped
periodic wave φ converges to an anti-cusped wave solution with decay.
(6) If α < 0, we have
(i) For β ∈ (0, β1), there exists a looped periodic wave solution φ. Moreover, as β ↑ β1, the looped periodic wave
solution φ converges to a looped wave solution with decay, which has the explicit parametric representation as
follows
φ(χ) = M − φ3n tanh
2 χ
1− n tanh2 χ , x(χ) = 2
φ1
p
χ − 4 tanh−1(√n tanhχ),
where χ = pχ ′, p = 12
√
(φ1 −M)(φ1 − φ3) and n = φ1−Mφ1−φ3 .
(ii) For β ∈ (β1, β2), there exists a cusped periodic wave solution φ. Moreover, as β ↑ β2, the anti-cusped periodic
wave solution φ converges to an anti-cusped wave solution with decay.
Then, we will study the existence of composite waves and non-symmetric waves. By Theorem 1, any countable number
of cusped waves and peaked waves in the above cases corresponding to the same value of α can be joined at points where
φ = 0 to form composite waves. If C = µ(φ−1(0)) = 0, then the composite wave is a solution of Eq. (1.1). For α = 0, the
composite waves are solutions of Eq. (1.1) even if µ(φ−1(0)) > 0. Consequently, we can obtain stumpons which contain
intervals where φ = 0 (see (f) of Fig. 1). Since any countable number of wave segments can be joined together, one can get
travelling waves with very strange profiles, such as the travelling waves with a fractal appearance where µ(φ−1(0)) = 0
(see (j) of Fig. 1).
If φx is taken the same sign, then (3.8) becomes
φx =
√
F(φ) or φx = −
√
F(φ).
So the solutions got above become monotonic waves. For example, the peaked (cusped) wave solutions with decay become
breaking kink wave solutions and breaking anti-kink solutions. The peaked wave solutions with decay become breaking
kink wave solutions and breaking anti-kink wave solutions (see (g)–(h) of Fig. 2), and the stumpons become rampons (see
(i) of Fig. 2).
4. Conclusion
By our improved qualitative method, abundant travelling wave solutions of the osmosis K(2, 2) equation were
determined. Those solutions include both symmetric solutions and non-symmetric ones. Based on the study, it might be
concluded that the improved method is useful and efficient. It can be widely applied to other nonlinear wave equations.
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