ABSTRACT. The paper deals with the time switching hybrid systems described by nonlinear control equations with nonlinearity of a sector form. The estimation of the solution of the control system at any moment is established through the method of Lyapunov function. Both cases, stable and unstable control systems are considered. The final estimation of the solution of the hybrid system is obtained from the composition of perturbations of the separate control systems using the condition of solution continuity in the points of switching.
Introduction
One of the problems of motion stability is the problem of absolute stability. In technical control systems, the control function is the function of one variable, which has the shape of a curve, located between two lines in the first and third quarters of the coordinate plane. The stability of the control system with a control function, located in this sector, is referred to as absolute stability [1] , [9] .
Two main approaches to the study of the absolute stability of control systems are known. The first one, so called "frequency method", is connected with the frequency conditions of absolute stability and was developed for example in [5] , [7] , [8] . The other approach makes use of the Lyapunov function method and is the universal method of research of the nonlinear dynamic systems presented in works [2] , [11] .
It should be noted that in real engineering systems, as a rule, there are several modes of operation, and the transition from one to another is made when certain conditions are fulfilled. The systems of this kind, in the most general case, are called hybrid systems [3] , [4] , [6] , [10] . Special cases, dealt with time switching in this article, are those of the switching regulator systems. Time switching linear systems have been described in [13] . For systems of this type there are calculated upper bounds for the final time.
The main goal of the paper is to find the estimation of solution of the time switching hybrid systems which are described by nonlinear control subsystems. Using the estimations for separate subsystems, which are obtained with the method of Lyapunov functions, and using the condition of continuity of solution in the points of switching, we get the estimation of the origin hybrid system solution at a final moment [6] depending on the initial state. The estimations of solution are obtained using the Lyapunov function of Lurie-Postnikov type [1] , [5] . The final estimation is obtained from the composition of perturbations for separate subsystems.
The paper is organized as follows. The formulation of the problem is presented and explained in Section 2. Section 3 deals with the case of a stable system of the form (1) . A general case, including an unstable system is considered in Section 4. Section 5 summarizes all particular results and gives the final estimation of the main formulated problem. The estimation of the solution of the hybrid system (3) is established on the whole considered interval. Section 6 contains an example. The estimation of the solution of hybrid system is calculated on three time intervals.
Statement of the problem
Let us consider a general hybrid system given by a set of nonlinear control subsystems when all of them are in the forṁ
where x is the state function, σ is the control, a > 0, ρ > 0, b, c are constants, f (σ) is a continuous Lipschitz function on [t 0 , ∞) satisfying there so-called "sector condition". It means, there exist such constants k 1 , k 2 that
is satisfied. The vector function (x, σ) : [t 0 , ∞) → R 2 is said to be the solution of (1) on [t 0 , ∞) if x is continuously differentiable on [t 0 , ∞) and satisfies the equation (1) on the mentioned interval.
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Thus, the considered hybrid system is given by a set of 2-dimensional control subsystems of the type (1) defined on the fixed intervals
The moments of time t 1 , t 2 , . . . , t i , . . . , t N −1 are called switching moments. Therefore, such a hybrid system can be described by the set of systemṡ
where 
The main purpose of the article is to find the estimation of a solution of the hybrid system (3) depending on its initial state x(t 0 ), σ(t 0 ) , whose estimation is
where δ 1 , δ 2 are positive and sufficiently small constants. We will calculate the estimation of the solution x(t), σ(t) at the final moment t = t N , if the condition
of continuity solution x(t), σ(t) at the switching moments holds.
The estimation of dynamics of absolutely stable system
In this part we derive an estimation of a solution of the nonlinear control system (1) with continuous Lipschitz function f (σ) on [t 0 , ∞) satisfying condition (2). We will investigate the estimation using Lyapunov function
which is known as a Lurie-Postnikov type of Lyapunov function. We define a matrix of the form
which will be used to prove the next theorem. 
Then the system (1) is absolutely stable. Moreover, the exponential convergence estimation of the solution x(t), σ(t) , for arbitrary fixed t ≥ t 0 , can be written in the form
where
P r o o f. Regarding (2) it is easy to see that the Lyapunov function (5) satisfies the bilateral estimation
Let us compute the full derivative of the Lyapunov function (5) along the solution of the system (1). Employing the expressions ofẋ (t) andσ (t) defined by the system (1) we get
The last formula can be rewritten in a more convenient quadratic form
Let us assume that there exists such positive constant β that the matrix
is positive definite. In accordance with Silvester criterion the mentioned matrix
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is positive definite if and only if the inequalities
hold. Now, in view of condition (2), the full derivative of the Lyapunov function satisfies the inequality
is the smaller root of the characteristic equation
The convergence estimation of a solution of the system (1) can be obtained from the estimation of V x(t), σ(t) . Our calculation procedure is split into the following two steps:
1. At first, we rewrite the right part of bilateral inequality (12) to the form
and we use it to modify the inequality (14) . We get
From this, under assumption
we get the differential inequality
Integrating the obtained differential inequality from t 0 to t we have
2. On the other hand, we rewrite the right part of inequality (12) to the form
and using it we also modify the inequality (14) . We get
Hence, if the condition
holds, we obtain the differential inequality
Integrating it, also from t 0 to t, we get
Both obtained inequalities (17) and (19), can be written in one relationship
where we have denoted
Consequently, substituting the relationship (20) into the bilateral inequality (12) we have
whence we obtain the convergence estimation of solution
Finally, we are left to discuss the value of the parameter β > 0. We find such maximum value β that the inequality (13) is satisfied. The problem of finding of the optimal value β is equal to the problem of finding the conditional extremum of the function
with the restricted condition β > 0. From the necessary condition for extremum of the function Φ (β) we have the value
and substituting this optimal value of β to the (21) we get
which implies the condition of absolute stability (7). The condition (11) is obtained from substituting (22) into (15).
The estimation of dynamics if conditions of absolute stability are not satisfied
Let the system (1) have such coefficients that the condition (7) does not hold. In this case we use the Lyapunov function with the exponential multiplier e γt :
and the matrix S 2 [β, γ] of the form
Ì ÓÖ Ñ 4.1º Let the system (1) have such coefficients that the condition (7) does not hold or a ≤ 0. Then the exponential estimation of the solution x(t), σ(t) of the system (1) for arbitrary fixed t ≥ t 0 can be written in the form
P r o o f. The Lyapunov function (24) with the exponential multiplier, the analogy as the Lyapunov function (5), satisfies the inequality
Let us compute the full derivative of the Lyapunov function along the solution of the system (1). It can be written in the form
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Since from the condition (2) it follows that
using this, and the assumptions β > 0, γ < 0, we transform (32) to the form:
.
We need to determine the constants β, γ so that the matrix S 2 [β, γ] is positive definite. Applying the Silvester criterion we get conditions 2a − γ > 0,
whence we have γ < 2a,
Because the relationship
is valid for γ = 2 a, the value γ must satisfy the condition
where γ 1 is the smaller root of the equation F (β, γ) = 0, given by (29). The full derivative of the Lyapunov function (24) is further modified to the form
or, using the condition (2), we get
The convergence estimation of the solution of the system (1) can be obtained from the estimation of V x(t), σ(t) , which is analogous to the proof of Theorem 3.1. Our calculation procedure is also split into the following two steps:
1. First, the right part of the inequality (31) is rewritten to the form
and, with respect to this, putting it into (34) we obtain
Integrating the last differential inequality from t 0 to t we state claim
2. Now, the right part of the inequality (31) is rewritten to the form
and putting it into (34) we obtain
Under the assumption
and integrating the last differential inequality from t 0 to t we have
Again using the bilateral inequality (31) we get
whence the proved statement (27), (28) follows. Finally, note that the λ min S 2 [β, γ] in the form (30) we obtain as the smaller root of the characteristic equation
The estimation of hybrid control system with time switching
In the main part of the article we consider the hybrid dynamic system (3) composed of nonlinear control subsystems each of which is defined on the fixed interval T i = [t i−1 , t i ], i = 1, . . . , N. We assume that f i are continuous Lipschitz functions at the appropriate intervals and satisfy the sector condition (4). The estimation of the solution of separated subsystems derived in the previous parts is used to establish the estimation of the solution of the hybrid system (3) at the moment of time t = t N . We will use denoting
in the formulation of the next theorem.
The estimation of the final state of the hybrid system (3) at the moment of time t = t N can be written in the form
(β) depend on the system parameters and on the number of iterations.
P r o o f. Let us start to consider the first time interval t 0 ≤ t ≤ t 1 . At the moment of time t = t 1 , in accordance to Theorem 3.1 we have the estimation
Now, let us consider the second time interval t 1 ≤ t ≤ t 2 . Repeating the process at this interval we come to estimate
for the moment of time t = t 2 .
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Taking the inequalities (40), (41) into account, we get
Repeating the process farther, we obtain the formulas (38), (39).
Example
In this Section we illustrate the obtained results in an example. Let us consider the hybrid system (3) at three intervals with the end points: t 0 = 0, t 1 = 12, t 2 = 52, t 3 = 55 and coefficients: It is clear that the points t 1 = 12, t 2 = 52 are two switching moments.
We estimate the solution of the system (3) at the final moment
if the initial state of the system satisfies the conditions
We divide our calculations into three steps in relation to each subsystem.
First time interval
At the first time interval 0 ≤ t ≤ 12, the hybrid system (3) has the forṁ
where the function f satisfies the inequality
and the condition (7)
holds. The estimation at the moment t 1 = 12 is obtained from Theorem 3.1, i.e., formulas (8), (9) . First we choose such optimal number β 10 that the value of the function λ min S 1 [β 10 ] (see (22)) will be maximum. Because 
Finally, we obtain the estimation of solution using the formulas (8), (9) 
Second time interval
At the second time interval 12 ≤ t ≤ 52, the system (3) has the forṁ
where the conditions (4) and (7) 0.1 In order to calculate the estimation of the solution at the moment t 2 = 52, we repeat the calculations according to Theorem 3.1. Successively, we obtain 
Third time interval
The system (3) has the forṁ x = 0.5x + 0.2f 1 (σ),σ = 0.2x − f 1 (σ), and the condition 0.1
is fulfilled. But the condition (7) a 3 ρ 3 − b 3 c 3 = −0.5 − 0.04 = −0.54 < 0 is not satisfied, therefore, in this case we use Theorem 4.1. We choose the optimal number β 30 = 1 > 0, so
Using (29) we have γ 1 = −0.4556, and taking into account the last result, by (28) we get γ < min{2a 3 , γ 1 } = min 2(−0.5), −0.4556 = −1.1.
In accordance with the relation (30) we can find the optimal value of the function 
