An overview of the evolution of probability models for over-dispersion is given looking at their origins, motivation, first main contributions, important milestones and applications. A specific class of models called the Waring and generalized Waring models will be a focal point. Their advantages relative to other classes of models and how they can be adapted to handle multivariate data and temporally evolving data will be highlighted.
Introduction
Data analysts have often to deal with data that exhibit a variability that differs from what they expect on the basis of the hypothesized model. The phenomenon is known as overdispersion if the observed variability exceeds the expected variability or underdispersion if it is lower than expected.
Such differences between observed and nominal variances can be interpreted as brought about by failures of some of the basic assumptions of the model. These can be classified by the mechanism leading to them. As summarized by Xekalaki (2006) , in traditional experimental contexts, they may be caused by deviations from the hypothesized structure of the population, due to lack of independence between individual item responses, contagion, clustering, and heterogeneity. In observational study contexts, on the other hand, they are the result of the method of ascertainment, which can lead to partial distortion of the observations. In both contexts, the observed value x no longer represents an observation on the original variable X , but constitutes an observation on a random variable Y whose distribution (the observed distribution) is a distorted version of the distribution of X (original distribution).
Such practical situations have been noticed since over a century ago (e.g. Lexis 1879; Student 1919) . The Lexis ratio appears to be the first statistic suggested for testing for the presence of over-or under-dispersion relative to a binomial hypothesized model in populations structured in clusters. Also, for count data, Fisher (1950) considered using the sample index of dispersion for testing the appropriateness of a Poisson distribution for an observed variableY .
The paper is structured as follows. Section 2 introduces the reader to the various approaches to modelling overdispersion in the case of traditional experimental contexts. Section 3 highlights approaches in the case of observational study contexts. Section 4 focuses on the case of heterogeneous populations followed by sections 5 and 6, which look into a particular type of distribution, the generalized Waring distribution, and its relevance in the context of applications under the various scenaria leading to over-dispersion mentioned above. Through the prism of these scenaria, a bivariate version of it is also presented, and its use in applied contexts is discussed in section 7. A multivariate version of it is also given, and its application potential is outlined in section 8. Finally, sections 9 and 10 present a model for temporally evolving data, the multivariate generalized Waring process, and an application illustrating its practical potential.
As the field of accident studies has received much attention, and various theories have been developed for the interpretation of factors underlying an accident situation, most of the models will be presented in accident or actuarial data analysis contexts. Of course the results can be adapted in a great variety of situations with appropriate parameter interpretations so that they can be applied in several other fields ranging from economics, inventory control and insurance through to demometry, biometry, psychometry and web access modeling, as the case is with the application discussed in section 10.
Modelling Over -or Under -Dispersion in Traditional Experimental Contexts
One important, but often ignored by data analysts, implication of using single parameter distributions such as the Poisson distribution to analyse data is that the variance can be determined by the mean, a relation that collapses by the presence of overdispersion. If this is ignored in practice, any form of statistical inference may induce low efficiency, although, for modest amounts of overdispersion this may not be the case (Cox 1983) . So, insight into the mechanisms that induce over (or under) dispersion is required when dealing with such data.
Such insight can be gained by looking at the above-mentioned potential triggering sources as classified by Xekalaki (2006) .
Lack of Independence Between Individual Responses
In accident study related contexts, where one is interested in the total number of reported and is exceeded by it if 0   (under-dispersion).
Contagion
Another common reason for a variance differing from what is anticipated, is that when the assumption that the probability of the occurrence of an event in a very short interval is constant fails. This framework is the classical contagion model (Greenwood and Yule 1920; Xekalaki 1983a ).
In data modelling problems faced by actuaries, for example, this model postulates that initially all individuals have the same probability of incurring an accident, but later this probability changes by each accident sustained. 
Clustering
A frequently overlooked clustered structure of the population may also induce over -or under -dispersion.
In an accident context again, an accident is regarded as a cluster of injuries:
The number Y of injuries incurred by persons involved in N accidents can naturally be thought of as expressed by the sum Xekalaki 1983a Xekalaki , 1984a .
Heterogeneity
Assuming a homogeneous population when in fact the population is heterogeneous, i.e., when its individuals have constant, but unequal probabilities of sustaining an event can also lead to overdispersion. In this case, each member of the population has its own value of the parameter  and probability density function ( ; ) f   .
So, with  regarded as the inhomogeneity parameter and varying from individual to individual according to any continuous, discrete, or finite step distribution ( ) Karlis & Xekalaki 2003; McLachlan and Peel 2001; Titterington 1990 ). Under such models, the variance of Y consists of two additive components, one representing the variance part due to the variability of  and one due to the inherent variability of Y if  did not vary,
This offers an explanation as to why mixture models are often referred to as overdispersion models.
It should be noted that a similar idea forms the basis for analysis-of-variance (ANOVA) models, where the total variability can be split into additive components, the 'between groups' and the 'within groups' components. In the case of the Poisson ( ) distribution, we have in
Based on the fact that in this case, the factorial moments of Y coincide with the moments of  about the origin, Carriere (1993) proposed a test of the hypothesis that a Poisson mixture fits a data set.
Mixed Poisson distributions were first introduced by Greenwood and Woods (1919) Lawless 1987; Dean et al. 1989; Xue and Deddens 1992) . The case of a two finite step distribution, the finite Poison mixture regression model of Wang et al.'s (1996) results. The similarity of the mixture representation and the random effects one is discussed in Hinde and Demetrio (1998) .
In meta-analysis contexts, overdispersion (or underdispersion) refers to variance inflation (or deflation) relative to that anticipated by the fixed effects model. Two possible causes of such phenomena are a population structure in clusters or mixing resulting in a compound distribution. Kulinskaya and Olkin (2014) proposed approaching the problem of specification 
Estimation and Testing for Overdispersion under Mixture Models
The structure of mixture models, including random effect models, entails different forms of variance-to-mean relationships. So, viewing the mean and variance of Y as represented by Breslow 1990; Lawless 1987; Moore 1986 ) and quasi or pseudo likelihood methods (e.g. Davidian and Carroll 1988; McCullagh and Nelder 1989; Nelder and Pregibon 1987) . The above representation for the mean and variance of Y allows also estimation in the case of multiplicative overdispersion as in McCullagh and Nelder (1989) . 
 is the parameter space. This in turn implies that ( ) Y f y can be put in the form
2 log ( ; ) log ( ; )   , which can be regarded as a general version of standard dispersion tests.
Zero Adjusted Models
It would be interesting to note that another aspect of the population structure that is often responsible for the phenomenon of over-dispersion or under-dispersion is the presence of an excess or a scant number of zeros. Though the models discussed in sections 2.3 and 2.4 may capture over-dispersion or under-dispersion rather well, they cannot capture excess or scarcity of zeros. In the literature, this question has been addressed by two types of models known as zero-inflated (or zero-deflated) models, and hurdle models. A unified representation of the models is provided by Obviously,  can be interpreted as the proportion of excess zeros in the case of the first two models and the above representation explains why there can be regarded as having a dual nature. They are (finite) mixtures, which account for heterogeneity, while at the same time, they are capturing a population structure in two clusters. However, in the case 0   (zerodeflation), the model ceases to admit a mixture interpretation.
Zero-inflated and hurdle models have mostly been used for Poisson, generalized Poisson or negative binomial count distributions in various contexts (e.g. Ridout et al. 2001; Gupta et al. 2004; Famoye and Singh 2006) . Gupta et al. (1996) proposed a zero-adjusted generalized
Poisson distribution and studied the effect of not using an adjusted model for zero-inflation or -deflation when the occurrence of zeroes differs from the anticipated one. Reviews of such models can be found in Ridout et al. (1998) , Gschlößl and Czado (2008) and NgatchouWandji and Paris (2011).
Over-or Under-Dispersion in Observational Study Contexts -The Effect of the Method of Ascertainment
Often, in connection with data collection based on observation or on recording values as produced by nature, the original distribution may not be reproduced due to various reasons.
These may lead to partial destruction or partial enhancement (augmentation) of observations.
The models that have been introduced to deal with such situations are respectively known as damage models introduced by Rao (1963) and generating models introduced by Panaretos (1983) . The distortion mechanism is usually assumed to be manifested through the conditional distribution of the resulting random variable Y given the value of the original random variable X . Hence, the resulting (observed) distribution is a distorted version of the original distribution that can be represented as a mixture of the distortion mechanism. In particular, in the case of damage, (
Various forms of distributions have been considered for the distortion mechanism in the above two cases. In the case of damage, the most popular forms have been the binomial distribution Rao (1963) , mixtures on p of the binomial distribution (e.g. Panaretos 1982;
Xekalaki and Panaretos 1983) whenever damage can be regarded as additive (Y X U   , U independent of Y ) or in terms of the uniform distribution in (0, ) x (e.g. Xekalaki 1990, 1996; Xekalaki 1984b) whenever damage can be regarded as multiplicative
, R independent of X and uniformly distributed in (0,1) ). The latter case has also been considered in the context of continuous distributions by Krishnaji (1970) . The generating model was introduced and studied by Panaretos (1983) .
Both, the generating model and the damage model offer a perceptive approach in actuarial contexts where one is interested in modelling the distributions of the numbers of accidents, of the damage claims, and of the claimed amounts. These models become relevant due to the fact that people have in general a tendency to under report their accidents, so that the reported (observed) number Y is less than or equal to the actual number X ( ) Y X  , but tend to over report damages incurred by them, so that the reported damage Y is greater than or equal to
Another type of distortion is induced by the adoption of a sampling scheme that assigns to the units in the original distribution unequal probabilities of inclusion in the sample. As a result, the value x of X is observed with a frequency that noticeably differs from that anticipated under the original density function ( ; ) X f x  . It represents an observation on a random variable Y whose probability distribution is the results of adjusting the probabilities of the anticipated distribution through weighting them with the probability with which the value x of X is included in the sample. So, if this probability is proportional to some weight function,
Distributions of this type are known as weighted distributions (see, e.g. Cox 1962; Fisher 1934; Patil and Ord 1976; Rao 1985 
Looking Closer into the Case of Heterogeneity
Assuming a specific form for the distribution of the population that generated a data set implies that the mean to variance relation is given for this distribution, e.g. the Poisson distribution with a mean to variance ratio equal to unity. As has become obvious from the above, this relationship ceases to hold in real data sets however. This being rarely the case, flexible families have been sought in the literature by allowing the parameter  of the original distribution to vary according to a distribution with probability density function, say ( ) g  .
As mentioned before, a density function ( ) X f  is a mixture on the parameter  of the distribution function ( ; ) f   with some mixing distribution ( ) G   , which can be continuous, discrete or a finite step distribution, if it can be written in the form
, where  is the parameter space. An appropriate choice of a mixing distribution allows its parameter to vary and acts as a means of "loosening" the structure of the initial model, thus offering more realistic interpretations of the mechanisms that generated the data.
A large number of Poisson mixtures have been developed. (For an extensive review, see Karlis & Xekalaki 2003 . The derivation of the negative binomial distribution, as a mixture of the Poisson distribution with a gamma distribution as the mixing distribution, originally obtained by Greenwood and Yule (1920) constitutes a typical example. Mixtures of the negative binomial distribution have also been widely used in connection with applications in a plethora of fields. These include the Yule distribution (1924; Irwin 1941; Xekalaki 1983c Xekalaki , 1984b ) the Waring distribution (Irwin 1963 ) and the generalized Waring distribution (Irwin 1968 (Irwin , 1975 Xekalaki 1981 Xekalaki , 1983a Xekalaki , 1984a , which contains the Yule distribution and the Waring distribution as a special cases.
In what follows, we focus on the generalized Waring distribution and its relevance in accident data modeling contexts.
The Generalized Waring Distribution
This was introduced by Irwin (1968) in connection to biological data and later was shown by him to arise as an accident distribution (Irwin 1975) . It is the distribution with probability generating function given by 
Irwin's starting point was Waring's expansion (hence the distribution's name) given by
Hence, by multiplying both sides by ( ) k  , where 0 x a     , the successive terms of the resulting series could he regarded as defining a probability function, which he termed the generalized Waring distribution with parameters , , k   . In particular, the probability function of the generalized Waring distribution with parameters , , k   is given by
Notwithstanding the complexity of its structure, this distribution was shown to offer an insightful tool in the interpretation of accident data as will be seen below. Among its aspects that can be of practical value, is that, as shown by Xekalaki (1983b) , it is a discrete selfdecomposable distribution in Steutel and van Harn's (1979) sense, hence infinitely divisible, implying that its probability generating function can be put in the form
p p   and ( ) g  denotes the probability generating function of the distribution with probability function satisfying the recurrence relation
The Generalized Waring Distribution in Relation to Accident Theory
The hypotheses that have formed the basis of investigations into the occurrence of accidents since almost a century ago are (i) Pure chance, giving rise to the Poisson distribution (ii) True contagion, i.e. the hypothesis that initially all individuals have the same probability of incurring an accident but that this probability is modified by each accident sustained.
(iii) Apparent contagion (heterogeneity), i.e. the hypothesis that individuals have constant but unequal probabilities of having an accident -the resultant distribution being a compound Poisson distribution ("accident proneness" model).
(iv) The "Spells" Model, i.e each person is liable to periods of time during which the person's performance is weak (spells). All of the person's accidents occur within those spells.
The numbers of accidents within different spells are independent and independent of the number of spells.
As already seen, the negative binomial distribution can be given a an accident proneness and a "spells" interpretation in the context of accident theory in terms of a gamma mixed Poisson distribution and a Poisson distribution generalized by a logarithmic distribution (Kemp 1967) .
Therefore, a good fit of the negative binomial is no help at all in distinguishing among the "proneness", "contagion" and "spells" hypotheses. This is known as the discrimination problem between the compounded, contagion and generalized models for the negative binomial distribution and has been discussed by Arbous and Kerrich (1951) ; Bates and Neyman (1952); Gurland (1959) and Cane (1974 Cane ( , 1977 . For an extensive bibliography on the accident hypotheses mentioned, see Kemp (1970) .
Irwin's "Proneness" Model
As evident, in all three of the above models, the data are treated as if the individuals under observation were exposed to equal environmental risk, a fact criticized by Irwin (1968) , who suggested a three-parameter distribution, which he called the "univariate generalized Waring distribution" (UGWD). He derived this distribution in a framework that allows separately for random factors, differences in the exposure of individuals to external risk of accident, and differences in proneness.
In particular, his model assumes a non homogeneous population with respect to personal and environmental attributes affecting the occurrence of accidents.   and  in the population at risk can be described by the probability density functions (pdf)
respectively, the pgf of the resulting distribution of accidents will be   
For more information about the UGWD the reader is referred to the work of Irwin (1963 Irwin ( , 1968 Irwin ( , 1975 ; Xekalaki (1981) and the references therein and Xekalaki (1983a).
The "Contagion" Model
Xekalaki (1983a), extended the assumptions of the classical contagion model developed by Greenwood and Yule (1920) by considering a population of individuals exposed to varying accident risk.
In particular, assume that at time 0 t  none of the individuals has had an accident. This would be true if, for example, with a population of new drivers or of individuals just beginning a new type of work. Suppose that during the time period from t to t dt  a person with x accidents by time t can incur another accident with a probability of
(independent of the times of the previous accidents), where k is a positive constant and  refers to the individual's risk exposure. At 0 t  , since 0 x  , the probability of an accident is k dt  . Hence, what the model basically assumes is that, initially, the probability of having an accident is not the same for each individual, but depends on the external conditions; later, the probability is also affected by the number of preceding accidents. Under these assumptions and if differences in the exposure to accident risk can be thought of as governed by a distribution with probability density function given by 
Irwin (1941) , followed later by Arbouss and Kerrich (1951), derived the negative binomial distribution on the hypothesis solving the associated Kolmogorov forward differential equations by a method due to McKendrick (1925) . Specifically, assuming that individuals can have during the time period from t to dt , individuals can have 0 accidents with probability
, 1 accident with probability ( , ) f x t dt  and  1 accidents with probability 0 , he solved the resulting system of Kolmogorov forward difference-differential equations 
which is the probability generating function of the ( ,1; ) k a UGWD m mt .
This model was considered by Panaretos (1989) for the description of the evolution of surnames. Faddy (1997) Finally, Winkelmann (1995) looked at under-and over-dispersion using renewal theory by exploring the link between duration dependence and dispersion. He demonstrated that discrepancies between observed and nominal variances are conveyed by a hazard function of the waiting times that is not constant, but instead is a decreasing function of time inducing over-dispersion or an increasing function of time inducing under-dispersion.
The "Spells" Model
Further, Xekalaki (1983a) considered a variant of the "spells" model due to Cresswell and Froggatt (1963) that rejects the presence of proneness and contagion.
Assume that every individual is liable to spells and that the number of spells in a given time period (0, ) t is a Poisson variable with parameter , 0 t    . Suppose that no accidents occur outside spells and that the probability of an accident within a spell depends on the risk exposure of the particular individual. In particular, suppose that within a spell a person can have or   0 accidents with probability 1 log (1 ) accidents ( 1) with probability
where  is the external risk parameter for the given individual. Assume further that the numbers of accidents arising out of different spells are independent and independent of the number of spells. Then, if differences in the risk exposure can be described by a beta distribution of the second kind with probability density function,
a   , the resulting accident distribution will have probability generating function given by
Hence, in a unit time period, the number of accidents follows the ( , ; ) UGWD a m   .
It is worth noticing that the form of the distribution of  in the last two models is more general than that considered by the proneness model. It is however, a reasonable choice as it implies a beta distribution of the first kind (Pearson Type I) for the parameter (1 ) q     of the negative binomial distribution of | X  .
Deciding about the Underlying Model
It is evident from the above, that three completely different sets of hypotheses give rise to exactly the same form of distribution and that while the UGWD may be a plausible model if accident proneness is a accepted as an established fact, a satisfactory fit of it is not to be taken as evidence for the validity of the proneness hypothesis. How can we then discriminate?
Statisticians have always been excited to look for ways of discriminating among different models that give rise to the same distribution. Most attempts seem to have been concentrated on distinguishing between the proneness and contagion models generating the negative binomial distribution. The papers by Bates and Neyman (1952) and Bates (1955) cover part of the work that has been done on the subject, though they primarily focus on distinguishing between different forms of contagion. Shaw and Sichel's (1971) attempt was on proving or disproving proneness by ranking individual accident performance on a scale based on their average interval between successive accidents. However, the first systematic study on how one can discriminate between the proneness and contagion models of the negative binomial distribution appears to be that by Cane (1974) . 
a   . Consequently, the required probability function can be written as
denoting the distribution function of the beta distribution of the second kind defined as above.
Hence, the required probability is
Therefore, conditional on n accidents during a time period from 0 to 1, the joint pdf
The obtained form differs from that arising under the proneness and contagion models. This fact is itself is very interesting as far as establishing the presence of spells is concerned, as it implies the following: if an observed accident distribution of the UGWD type has arisen from the spells model, the time intervals (0, )
, given a total of n accidents, will be jointly distributed with the above density function. Any departure from this distribution is, then, evidence against the spells model. Of course, if on the available evidence one has to reject this form in favor of that obtained by Cane, then one is faced again with the question:
"proneness or contagion?" This cannot be answered by studying the distribution of i t .
What Does Irwin's accident Model Offer Beyond a Good Fit to the Data?
The innovation brought by Irwin's accident proneness model does not merely lie in the better fit it provides to accident data, but in the possibility of partitioning the total variance (
There is still, however, a problem due to the fact that the ( , ; )  cannot be obtained unless subjective judgement is made.
This problem was addressed by Xekalaki (1984a) with the introduction of her bivariate form of the generalized Waring distribution.
The Bivariate Generalized Waring Distribution
Generalizing further Irwin's (1963) generalization of Waring's expansion, we have for term of the series therefore can be regarded as defining a bivariate discrete probability distribution with probability function
In the remainder of the paper, we refer to this distribution as the bivariate generalized Waring distribution with parameters , , a k m and  and we denote it by ( ; , ; ) BGWD a k m  .
The BGWD in Relation to Accident Theory
Assume that individuals of proneness  and liability | 
  , whence for individuals with the same proneness ν, but varying liabilities, the numbers of occurring accidents over the two periods are jointly distributed as the double negative binomial with probability generating function
Letting now the proneness parameter  be beta distributed with density function
a   , the probability generating function of the joint distribution of accidents over the two periods takes the form 
Regarding separate estimation of the contribution of proneness, liability and randomness in a given accident situation over a period of observation whenever proneness is accepted as an established fact, Xekalaki (1984a) showed that rearranging the observed distribution in two non-overlapping sub-intervals and fitting the ( ; , ; ) BGWD a k m  to the resulting bivariate accident distribution does enable separate estimation of the variance components. This is demonstrated in Table 1 .
Further models leading to the BGWD provided by Xekalaki (1984c) , provide the framework within which one can also obtain the BGWD as an accident distribution under the contagion and the spells accident theories. 
The Multivariate Generalized Waring Distribution
The n-variate version of the genaralized Waring distribution introduced and studied by Xekalaki (1986) is also obtained as an inverse factorial distribution. Its probability generating function is given by 
The Generalized Waring Process (gWp)
Looking into how temporally evolving data from the wide spectrum of application contexts that can reasonably be viewed from the perspective of the frameworks discussed in sections 6, 7 and 8 can be treated, Xekalaki and Zografi (2008) defined and studied the generalized Waring process. In establishing its definition, the structural properties of both the bivariate and the multivariate versions of the generalized Waring distribution played a significant role.
This process, analogously to the case of Poisson and Pólya processes, which can be obtained as limiting cases of it, was shown to be a Markov process.
Let   ( ), 0 N t t  be a counting process. This is said to be a generalized Waring process with parameters , , 0 
i.e., ( ) N t has a generalized Waring distribution with parameters , ;
The transition probabilities of the generalized Waring process are given by
n m a m m n a n kt ks a n p s s t P N s t n N s m a m n m ks kt
with the last equality indicating that the generalized Waring process is a non-homogenous Markov process. Its mean and variance are respectively
Note that since the generalized Waring process is a stationary process and its mean is of the form   
with the liability and random components dependent on time. In particular,
The Generalized Waring Process in an Accident Proneness Context
We consider a population which is inhomogeneous with respect to personal and environmental attributes affecting the occurrence of accidents. The terms "accident proneness" and "accident liability" are again used to refer respectively to a person's predisposition to accidents, and to a person's exposure to external risk of accident with the conditional distribution of the random variable  given  describing differences in external 
a   , we obtain for the distribution of the number of accidents ( ) N t :
So, the process arising in the context of this model, satisfies the defining conditions of the generalized Waring process. Xekalaki and Zografi (2008) showed that the generalized Waring process could also be used in modeling temporally evolving data in the context of a spells model. Assume again that each person is liable to spells and that no accidents can occur outside spells. Let ( ) S t , 0, 1, 2, ... t  , the number of spells up to a given moment t , be a homogeneous Poisson process with rate k m , 0 k  , the number i X of accidents within a spell i be a random variable with a logarithmic series distribution with parameters m and  and probability function given by
The Generalized Waring Process in the Context of a Spells Model
and the numbers of accidents arising out of different spells be independent and independent of the number ( ) S t of spells. Here  is regarded as the external risk parameter, too, which they assumed varying according to a beta distribution of the second kind with parameters a and  and probability density function given by
They then showed that the above framework leads to a process conforming with the postulates of the generalized Waring process, thus demonstrating its potential application in the context of the Spells model. As an illustration of the application potential of the generalized Waring process in other fields by appropriately adjusting the concepts and terminology used in this paper so as to have natural interpretations, we outline an example of a model for temporally evolving data on web access patterns provided by Xekalaki and Zografi (2008) .
In this context,   
generalized Waring process.
The Data
The log files representing the hits on an e-shop site for the period from Moment estimates of the parameters of the generalized Waring process were obtained employing an estimation procedure for spatial point process data termed in the literature as the centered reduced moment method. The method introduced and studied by Ripley (1976 Ripley ( , 1977 utilizes the intensity of the process and the mean number of further points within distance s of an arbitrary point of the process. In particular, the method utilizes the moment Following Lewis (1972) , Brillinger (1978) and Andersen et al. (1993) , the closeness of the observed and realized time series was also checked using diagnostic plots based on the inverse-intensity residuals computed for each value j x in the collection of points 
