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ABSTRACT 
LEIRAN BITON: Issues in the analysis of air quality modeling data in attainment 
demonstrations of the 8-hour ozone standard 
(Under the direction of William Vizuete) 
Attainment demonstrations of the ozone standard serve as the basis for regional air 
quality planning, but do the recommended analytical techniques establish control strategies 
that will be effective? The relative interpretation of model data was introduced by the 
Environmental Protection Agency (EPA) to compensate for poor model performance, and 
use of 8-hr averages was introduced to mirror the standard. The sensitivity of the relative 
reduction factor (RRF) is tested against model bias, using a Houston, Texas regulatory 
model. There is an inverse linear correlation with model bias at each site (R2 = 0.47), 
changing future design values by 0-5 ppb. Ninety percent of cell selections for the RRF 
calculation in these episodes are 14-19 km from the monitor. The RRF approach is 
recommended only when modeled ozone response is linear. Model error statistics using 8-hr 
concentration averages overestimate performance compared to those using 1-hr values 
(11.7% versus 14.8%, median). 
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CHAPTER 1 
INTRODUCTION 
This document describes the results of a study performed to determine the adequacy 
of analytical techniques recommended by the U.S. Environmental Protection Agency (EPA) 
for attainment demonstrations for ground-level ozone. Such demonstrations must make use 
of air quality models, which simulate physical and chemical atmospheric processes to predict 
spatial and temporal distributions of air pollutants, such as ozone. The central question of this 
research is whether the form of the EPA attainment test provides evidence to support the 
claim that control strategies will help reach attainment. To answer this question, this research 
study investigates the relationship between consistent model biases, resulting from 
uncertainties in emission inventories and model inputs, and predicted compliance with 
federal standards. Specifically, this paper focuses on what effect model bias has on relative 
reductions of ozone from proposed control strategies. It also investigates how the use of 8-hr 
ozone averages, which match the form of the federal health-based standard, in model 
performance statistics may effect model performance evaluations. Study methodology makes 
the use of one modeling episode centered on Houston, Texas, an area with persistent ozone 
nonattainment problems. Study results will provide evidence as to whether there are 
procedures in the EPA guidance that are counterproductive in attainment demonstrations. 
Policy and management implications of the results are discussed, and conclusions are offered 
based on the study results. 
This introductory chapter provides a general background for topics related to ground-
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level ozone in the United States: health effects; U.S. policy and regulation; trends in ambient 
levels; dynamics in outdoor air; and difficulties in mitigation efforts. It also includes an 
introduction to photochemical air quality models, their use in regulatory settings and 
associated uncertainty. Finally, it provides details about the analytical techniques suggested 
by EPA. This chapter reviews related literature, throughout. 
Background 
Ground-level ozone (O3) is of great concern to policy-makers for several reasons. 
Ozone is associated with severe crop losses, and other ecological and economic impacts, and 
human exposure can be harmful. Clinical, toxicological, and epidemiological studies have 
clearly associated short-term exposure to high O3 concentrations with a number of health and 
health-related effects: respiratory symptoms, such as coughing; reduction in lung function; 
suppression of immune responses in the respiratory system; changes in lung structure and 
biochemistry; inflammation and injury of the lungs; cardiovascular system effects; 
exacerbation of pre-existing respiratory diseases, including asthma; increased incidence of 
emergency department visits and hospitalizations; and premature death.1, 2 Limited evidence 
from epidemiological research indicates that even short-term exposure to relatively low 
concentrations of O3 may be linked to increased mortality rates,
3 though further research is 
warranted to provide additional evidence for this relationship. In terms of economic impacts, 
ozone has been linked to at least $2.8 billion worth of damage to U.S. crops and cropland 
annually.4 
Since high concentrations of ground-level O3 clearly pose significant risks to public 
health and welfare, reducing concentrations of the chemical will benefit exposed populations. 
Responding to growing awareness of the interactions between air quality and public health, 
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the U.S. Congress enacted the Clean Air Act (CAA) in 1963 and the Air Quality Act in 1967. 
Extended in 1970 and amended in 1977 and 1990, the CAA established National Ambient 
Air Quality Standards (NAAQS) to be implemented by the states and enforced by EPA. The 
EPA designs NAAQS to provide an adequate margin of safety to the general public from 
criteria air pollutants, which have numerous and diverse sources. Currently, a geographic 
area meets the NAAQS for ozone if each monitor in the area has a design value below 85 
ppb. The design value is defined as the three-year average of the annual fourth highest daily 
maximum 8-hr average ozone concentration. The NAAQS are to be adjusted every five 
years, as new scientific data are synthesized. Until the summer of 2005, the standard for O3 
required that the 1-hr average concentration at a monitor not equal or exceed 125 ppb more 
than three times annually. The standard was revised to the more-stringent 8-hr form when the 
preponderance of evidence showed clear associations between adverse health effects and 
sustained exposure to O3. A state that does not meet the NAAQS must develop a State 
Implementation Plan (SIP) to bring the area into attainment. One recent study estimated that 
if all areas of the country met the current NAAQS for ozone, 840 premature deaths might be 
prevented and $160 million in other health-related costs might be saved annually.5 
Based on the severity of the problem, a state may take certain measures to reduce 
ozone concentrations in non-attainment areas. The policy toolbox for such an attainment 
effort is mainly focused on emissions reductions for ozone precursors, i.e. nitrogen oxides 
(NOx) and volatile organic compounds (VOCs). Such tools may include, but are not limited 
to, requiring Reasonably Available Control Technology (RACT) and New Source Review 
(NSR) for area industries, implementing of Stage II gasoline vapor recovery at filling 
stations, and vehicle emissions controls, such as highway speed limit reductions and 
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coordination of traffic light timing. Policy-makers select the emission control strategies that 
successfully reduce ozone concentrations below the standard, incur the least social and 
economic costs, and coincide with other policy goals, and these selected strategies are 
proposed to EPA in the SIP. The state must demonstrate to EPA that proposed control 
measures will “more likely than not” result in attainment of the NAAQS. Such terminology 
in the acceptance criteria provides flexibility in making decisions, which is needed when 
using a deterministic model to address a probabilistic problem.6 
Though efforts to meet the standards have been successful for some criteria air 
pollutants, notably lead and carbon monoxide (CO), many areas of the country remain above 
the NAAQS for ozone. While national average 8-hr ozone concentrations in 2003 were 21% 
lower than those in 1980, they were only 9% lower than those in 1990; the rate of progress 
has slowed considerably.7 In 2003, a relatively moderate ozone air quality year, more than 
100 million people lived in areas that exceeded the NAAQS for ozone.7 As of March 2007, 
156 million people lived in the 442 whole or partial counties that are above the ozone 
standard.8 Despite years of efforts to reduce ozone concentrations, the chemical remains a 
ubiquitous problem for air quality managers. 
Three factors have contributed to difficulties in reducing ground-level ozone 
concentrations: variability in meteorological conditions, uncertainty in emission inventories, 
and incomplete understanding of chemical processes. Variability in meteorological 
conditions has been linked to exceedances of the standard in areas that normally attain it.9, 10 
For instance, it has been documented that increased ozone concentrations resulting from the 
heat wave of 1988 caused many such attainment flip-flops.10 The high degree of uncertainty 
in emission inventories has also hampered regulators’ efforts to manage ozone levels. 
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Emissions have been identified as the most important source of uncertainty in limiting the 
accurate prediction of ozone dynamics.11 Since control strategies aim to reduce emissions of 
ozone precursors, uncertainties in emission inventories impede the development and proper 
evaluation of effective control strategies. When these uncertainties are mitigated, more 
effective strategies may be identified and developed. Efforts to quantify uncertainties have 
been reported12 and further efforts to reduce them are warranted. Finally, the complexity of 
atmospheric chemistry has hampered air quality management initiatives, and this problem is 
discussed further below. The uncertainties from these factors put serious constraints upon 
efforts to predict air quality. 
Efforts to control ozone concentrations have been impeded by our incomplete 
understanding of ozone chemistry. Ozone is formed in the troposphere when precursor 
species—NOx and VOCs—chemically react in the presence of heat and sunlight. A 
simplified representation of O3 formation from interaction between NOx and VOCs is shown 
in Figure 1. Nitrogen oxides, comprised of the compounds nitric oxide and nitrogen dioxide, 
are emitted from industrial point sources, agricultural and other area sources, and mobile 
sources. Nitric oxide (NO) is formed whenever sufficient heat exists to react the primary 
atmospheric constituents, molecular nitrogen (N2) and oxygen (O2), and thus combustion 
engines are a major source of NO. Nitrogen dioxide (NO2) is formed, in turn, as a product of 
NO oxidation. Ozone is produced when NO2 is photolyzed and reacts with O2. Hydroxyl 
radical (OH) and other atmospheric radicals act like catalysts in reactions that produce ozone. 
That is, while radicals that initiate ozone-producing reactions are consumed, they are 
regenerated, or propagated, in the process. Biogenic and anthropogenic VOCs are emitted 
from many sources and comprise a diverse group of reactive (and unreactive) species. Not all  
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Figure 1. Simplified chemistry diagram for O3 formation involving NOx and 
radical-VOC cycles. 
VOCs contribute to ozone production in the same way, as VOCs have variable radical yields. 
Several excellent textbooks describe in detail the complexities of the chemistry of 
tropospheric ozone.13-16 
In addition to the three major factors outlined above, the problem of ozone transport 
has also hampered efforts of area air quality managers to meet the NAAQS for ozone. When 
wind speeds are relatively low, ozone concentrations may build up near emission sources and 
resulting plumes may then be advected and exacerbate O3 levels downwind. The Ozone 
Transport Assessment Group (OTAG) suggested that O3 from urban-industrial areas may 
directly influence regional levels up to 150-200 miles away.17 OTAG also found that 
transport across political boundaries is likely of more importance for the 8-hr standard than 
for the 1-hr standard.17 Interstate ozone transport has contributed to exceedances, and 
transport from developing countries is an increasingly studied topic for policy-makers.18 As 
 7
the form of the standard relies on longer averaging times and the level of the standard is 
lowered, limiting transport will likely be a necessary component of attainment strategies, and 
this will require coordination between multiple political entities. 
Photochemical Air Quality Modeling 
States use air quality models to demonstrate the effectiveness of proposed control 
strategies for future attainment strategies. Such attainment demonstrations hinge on adequate 
model performance. A plan based on a faulty model could result in policy-makers 
implementing ineffective or counterproductive control strategies. This situation might have 
the following potentially disastrous outcomes: wasted agency resources, higher costs 
imposed on industry, and higher pollutant concentrations and correspondingly higher threats 
to public health. Furthermore, states that fail to demonstrate attainment may be penalized 
through the revocation of federal highway funds. Thus, air quality models must be shown to 
perform adequately before any future attainment demonstration can be deemed credible. This 
section provides a background on photochemical air quality modeling used for SIP 
attainment demonstrations. 
Air quality models are analytical tools developed to predict air quality. Russell and 
Dennis11 provide a full overview of the current state-of-the-science for photochemical air 
quality modeling and related issues. A summary of this review is given here, and updates are 
provided where appropriate for later discussion. 
Typically, an air quality model is actually an entire modeling system, of which a 
mathematical air quality model is only one part. While many air quality models have been 
developed and are in use, most are constructed in a similar fashion. All photochemical air 
quality models solve the same type of conservation equations to determine pollutant species 
 
 
8
concentrations. Such equations have terms to represent emissions, meteorology, chemical 
transformations, geographical interactions, and fate and transport. Models vary in scope, 
from local to regional scales, with nested or multiscale models, and they can span thousands 
of square kilometers. A model may be formulated as Eulerian (composed of stationary grids) 
or Lagrangian (incorporating trajectories), the former being more computationally intensive, 
but also more reliable than the latter.11 As such, SIP modeling has most frequently made use 
of Eulerian grid-cell models, and the majority of recent regulatory modeling studies have 
used either the Comprehensive Air quality Model with extensions (CAMx)19 or the 
Community Multiscale Air Quality (CMAQ)20 modeling systems. Several chemical kinetic 
mechanisms, such as the Carbon Bond IV (CBIV) chemical mechanism21, are available for 
use in air quality models. There are also several meteorological models, such as the Fifth-
generation Mesoscale Model (MM5)22, and emissions models from which data may be 
processed for input into photochemical air quality models. All inputs to “uncoupled” models, 
i.e. meteorological and emissions models, can be considered part of the modeling system. 
One modeling system, the Weather Research and Forecasting/Chemistry (WRF/Chem) 
model23, attempts to fully couple all meteorological and emissions processes. Throughout 
this document, a model refers to the modeling system, unless otherwise stated. 
Since computational power and other available resources are finite, regulatory models 
have typically been used to simulate short, high-ozone episodes. These episodes are 
frequently only several days long, though recent expansions in computational resources have 
enabled modeling of episodes spanning several months. Because modeling is short-term and 
episodic, while the standard is based on a value derived from a dataset spanning multiple 
years, there is a well documented disconnect between model results and the standard. That is, 
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the model might not even include the most policy-relevant day at any particular monitor, i.e. 
the fourth-highest daily maximum 8-hr O3 concentration for the year, and modeling certainly 
does not span a three-year period. The design value input days will also likely be different for 
each monitor, so even if a policy-relevant day is included for one monitor, it may not be for 
another. 
Model evaluation and EPA modeling guidance 
A SIP attainment demonstration using photochemical modeling systems is essentially 
comprised of three steps. First, a historical (or base case) episode of between several weeks 
or months is modeled and evaluated. The base case should be representative of the regional 
ozone problem, should have typical emissions and meteorological profiles, and should 
include days on which measured peak 8-hr ozone concentrations are approximately equal to 
the design value. Once adequate model performance is achieved in this base case, 5-year 
weighted average emissions conditions are generated and a baseline simulation is performed 
in the second step. Third, a future case is modeled for the year for which attainment must be 
demonstrated. Future and baseline cases use the same meteorological inputs as the base case. 
This future case is essentially a “business as usual” emissions projection, which implements 
no additional control measures over expected changes in emissions. The future case 
emissions are developed when baseline emission are adjusted to account for anticipated 
technological improvements, regulatory requirements that are already “on the books”, 
turnover of the vehicle fleet, and expected changes in population. Failure to attain the 
standard in this future “business as usual” case prompts the final step in which future control 
cases with implementation of appropriate emissions control strategies are modeled until 
future attainment is achieved. To ensure that control measures will deliver the appropriate 
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reductions in future ozone concentrations, the model must be shown to be performing 
adequately. 
Model credibility is typically established by matching model predictions to 
observations. Care must be taken in the interpretation of model results and observed signals, 
however. While a model may be evaluated for a specific purpose, model results cannot be 
independently verified, because identical results may be achieved by multiple model 
formulations.24 Multiple errors in model formulation and/or input configurations can, when 
compounded, cancel out the biases of the others, leading to predictions that are seemingly 
correct. These are called compensating errors. Also, it is difficult to examine model 
performance in detail due to the generally disperse network of meteorological and air quality 
monitoring stations. Furthermore, since natural systems are open and far more complex than 
modeled systems, it is impossible to accurately predict the environment. Finally, point 
observations are imperfect data to compare to against Eulerian grid-cell model data. Model 
output represents volume averages whereas observations are point measurements. Such point 
measurements may be averaged temporally or spatially between measurements to deliver 
multidimensional values, but are not directly comparable to volume averages. Compounding 
this difficulty, observations are not perfect representations of the concentration of a chemical 
species at a location unique in space and time. Uncertainties of up to 45% may exist due to 
spatial inhomogeneity in ground level concentrations, depending on the chemical species.25 
A possible solution to this problem using a hierarchical Bayesian approach has been 
proposed,26 but current practice in SIP modeling does not necessarily incorporate these 
approaches. While poor correlation between model predictions and observed data can help 
identify model weaknesses, the claim that good correlation verifies the model is false.24 
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Model evaluation is a process of model confirmation by matter of degrees.11, 24 
The ultimate goal of building confidence in a model is to determine the effectiveness 
of control strategies. The claim that a control strategy will be effective must be supported by 
relevant evidence.27 Without evidence to support the claim that a model can determine the 
effectiveness of control strategies, policy decisions and regulations may be vulnerable to 
accusations that they are arbitrary and capricious, and therefore illegal.28 To claim that a 
model is adequate for testing control strategies, there must be evidence that policy-relevant 
days and days selected for the modeling episode would have similar responses to emission 
controls. In this context, the most policy-relevant days are those that produced O3 
concentrations equal to the ones used to calculate the design value for that year, and did so 
for the same reasons. The determination of whether model episode days are comparable to 
policy-relevant days must derive from a conceptual model for O3 formation in the 
nonattainment area. Therefore, model evaluations should provide direct evidence to support 
claims about how fit the model is for assessing control strategies. 
In 1991 EPA developed a modeling guidance document to assist states in developing 
and evaluating models that are appropriate for demonstrating attainment. The document 
outlines several statistical tests that a model should pass before accepting the results. In 
addition to a offering a suite of supplemental tests, the guidance recommends three primary 
statistical metrics (with acceptability ranges in parentheses) for use in model performance 
evaluation: unpaired highest-prediction accuracy (±15-20%), normalized bias (±5-15%), and 
normalized gross error (30-35%).29 These and other metrics were adapted from model 
evaluation literature, which called for statistics on observational and modeled 1-hr average 
concentrations30-32. In 2005 EPA issued an updated guidance and recommended adding 
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statistical metrics with 8-hr O3 averages, to reflect the updated form of the health-based 
standard.33 An important question remains unanswered, however: “Does using 8-hr data in 
metrics provide any additional insight into the model, or might it obscure problems in model 
performance?” The 8-hr guidance recommends evaluating model performance both 
operationally and diagnostically, i.e. with sensitivity analyses. The 8-hr guidance and recent 
draft guidances34 have removed rigid requirements for establishment of adequate model 
performance through average statistical performance, instead relying on techniques that EPA 
deems to be more robust, such as weight of evidence (WOE). States use the suggested 
metrics and weight of evidence to establish model credibility. 
Evaluation metrics are intended to determine whether the model is functioning within 
acceptable bounds. Once adequate model performance is established, modeling is then 
undertaken for future case and future control case modeling. For the 1-hr attainment 
demonstration, states needed to show no violations of the standard at any monitor location in 
a future case. This amounted to a more stringent test than compliance with the NAAQS, as 
the standard did allow a small number of violations at the monitor during the course of a 
year, whereas the test did not.9, 35 Furthermore, using model results in an absolute sense in the 
attainment test did not account for model bias, which effects modeled response to control 
measures. Overprediction of O3 required overly stringent controls measures to reach 
attainment, and underprediction required insufficient controls.35 Because of spatial averaging 
of emissions over grid cells, many Eulerian models tend to underpredict peak values of 
ozone.36 To alleviate these problems, the attainment test in the 8-hr guidance recommends 
using model results in a relative sense, tied explicitly to monitor design values.33 
To illustrate the difference between absolute and relative interpretation of model 
 
 
13 
results, an example is useful. Consider the two scenarios pictured in Figure 2. One model 
overpredicts peak O3 concentrations by 15%, and the second model underpredicts by 15%. 
The peak 8-hr average O3 concentration is observed at 100 ppb, requiring a 15 ppb reduction 
to meet the standard. To reach attainment using the absolute method, the overpredicting 
model must reduce concentrations by 30 ppb while no reductions are required in the 
underpredicting model. Relative interpretation of model results, on the other hand, entails 
that both the over- and underprediction models reduce concentrations by the same percentage 
as real-world concentrations, by 15% in this case. Although the calculation of relative  
 
Figure 2. An example of relative versus absolute interpretation of model data 
and implications for required reductions. Dark bar represents observations at a 
monitor, light bars represent model predictions at that monitor. Total bar 
height represents maximum daily 8-hr average O3 concentrations at a monitor, 
dashed line represents the level of the standard, and absolute reductions (bold) 
are any portion of the bar above the standard. Relative reductions (italics) are 
indicated by arrows, and calculated as equal to the peak model prediction 
times the percentage reduction required in the observations (15% in this case). 
 
 
14 
reductions described by EPA is more complicated, as described below, this simple scenario 
illustrates the concept. Required reductions to achieve the standard using the relative method 
for the over- and underpredicting models are 17.25 ppb and 12.75 ppb, respectively. Thus, 
relative interpretation of the model is less stringent than absolute interpretation for a model 
that overpredicts (17.25 ppb vs. 30 ppb), and the opposite is true for an underpredicting 
model (12.75 ppb vs. 0 ppb). 
Relative reduction factors (RRFs) 
To accomplish the goal of using model results in a relative sense, EPA introduced the 
relative reduction factor (RRF). The RRFi (at a monitor i) is calculated as the ratio of mean 
future control to base case predicted maximum 8-hr O3 concentrations near the monitor, as 
shown in eqs 1 and 2. 
 RRFi =
P f ,i,max
P b,i,max
 (1) 
 P b,i,max =
Pb,i,d ,max
d = 0
D
?
Di
 P f ,i,max =
Pf ,i,d ,max
d = 0
D
?
Di
 (2) 
where Di is the total number of episode days that meet inclusion criteria at the monitor i; 
Pb,i,d,max and Pf,i,d,max are the base and future control case predicted daily maximum 8-hr O3 
concentration for included days; and P b,i,max  and P f ,i,max  are the base and future control case 
predicted episode averages for included days.33 Monitors that do not have at least 5 days with 
a maximum O3 concentration above a threshold between 70-85 ppb in the base case are 
excluded from the RRF calculation. EPA prefers at least 10 valid days for this approach, 
because they assert that RRF values are more stable when more days are included.37 Model 
cells within approximately 15 km from the monitor are considered to be near the monitor for 
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this procedure. For example, for a 12 km grid configuration, a three by three (3?3) array 
would be used, as the distance from the center of the center cell to the far edge of an adjacent 
(i.e. outer) cell is 16 km. A future design value (DVFi) is obtained by multiplying the base 
design value (DVBi) by the RRFi, as described in eq 3. 
 DVFi = DVBi ? RRFi (3) 
If all DVFs meet the standard, attainment is demonstrated, though weight of evidence 
analysis must sometimes be undertaken if some DVFs nearly violate the standard. In short, 
attainment status is demonstrated by projecting the base design values into the future, relative 
to predicted control strategy effectiveness. 
While using model results in a relative sense may solve some of the problems posed 
by absolute interpretation, the scientific validity of this procedure has not been studied 
sufficiently, and further research is warranted. This is especially true when one recognizes 
that the causes of high ozone on the days used to determine the design value may not be the 
same causes in the model days used to compute the RRF. Since model predictions of the 
effects of control strategies may be directionally incorrect if errors exist in the model, using 
model results in such situations may not be valid. Even good agreement between 
observations and predictions of O3 signals may conceal incorrect model formulations.
38 Some 
model evaluation scholars have recommended using holistic evaluation schemes in place of 
strict model performance metrics.38, 39 Such a holistic scheme requires subtle analysis of all 
component parts, with acceptance or rejection of individual parts instead of the entire 
model.39 
There are a number of questions that arise from the relative interpretation approach. 
The emphasis on the level of stability in RRF values, by the requirement of preferably at 
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least ten days for the calculation does little to provide further confidence in model results for 
development of effective controls. Since reductions on some days are more important than 
others for actually reaching attainment, averaging policy-relevant and non-policy-relevant 
days may provide misleading results. Some model days that have relatively low ozone 
concentrations will be included in the RRF calculation, as will days on which ozone formed 
for reasons that are not representative of the typical problematic days. Therefore, the relative 
reduction factor may not adequately describe the effectiveness of control strategies for 
meeting the standard at a monitor. 
The inclusion of an array of cells “near” the monitor for RRF calculation also 
introduces some questions. EPA suggests using an array of cells nearby the monitor for three 
reasons: (1) to account for peak migration that may result from control strategies, (2) to 
account for uncertainty in model formulation, and (3) to compensate for problems resulting 
from geographic projection onto a grid.33 The cell with the highest concentration in the array 
is selected for the RRF calculation, and these cells may be different between the base and 
future cases. The control strategies that are being evaluated between the base and future 
cases, therefore, may be using data that is spatially dislocated up to 30-40 km away. Also, 
since there is likely a gradient of ozone across the domain, and the array is only in one small 
part of the domain, the area-wide or local peak ozone concentration is likely not inside the 
array. With a non-flat gradient, the RRF procedure selects the highest ozone by moving up 
the gradient, which may be cross wind, for example. Therefore, the ozone gradient inside the 
array may “point” toward the local peak, and the selected cell may be located far away from 
the monitor. Uncertainty about the applicability of emission control strategies at a monitor is 
introduced when the relative response is measured far from the monitor cell. Research 
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indicates that choice in the size of the RRF array (from 3?3 to 9?9) could have as much as a 
2-3 ppb effect on the DVF, and this effect can be directionally different for each monitor.40 In 
other words, as the array increases in size, the DVF increases at some monitors and decreases 
at others. 
Another small concern is that, especially for smaller grids, a square array will include 
cells that are wholly outside of the 15 km region identified by EPA as “near” the site. For 
instance as shown in Figure 3, in a 4 km grid that uses a 7?7 array for the calculation, the 
distance the center of the center cell to the outer corner of the array is ~19.8 km, whereas the 
distance to the nearest corner of the corner cell is ~14.1 km. Therefore, excluding the corner 
cell in this situation would adhere more rigidly to the criteria of being “near” a monitor. Also, 
using an array of cells may make it easier to achieve relative reductions if the model is 
performing well. Since it may be easier to reduce ozone levels where they are higher, the cell  
 
Figure 3. A 7?7 grid array for the RRF calculation at a monitor in a 4 km 
grid. 
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with the highest concentrations may also have the largest relative reductions. Selecting the 
cell with the highest concentration, in that case, may overestimate the effectiveness of a 
control strategy at the monitor. 
Few researchers have investigated uncertainties stemming from relative reduction 
factors. Hogrefe et al. investigated the relationship between RRF and simulation length, 
finding that longer modeling episodes reduced RRF variability.41 As such, they 
recommended including confidence limits and warned that attainment might be easier to 
demonstrate by tuning the model or by the selection of episode periods. As previously 
mentioned, given differences in formation processes on different days, a “stable” RRF is of 
questionable value. Sistla et al. found variations in DVFs of between 3-5 ppb resulting from 
the selection of emissions and photochemical air quality models.42 Finally, Jones et al. 
identified uncertainties in DVF of 2-4 ppb stemming from choice of meteorology model and 
chemical mechanism, and while they concluded that base case model performance may not 
have a significant effect on DVF prediction, they recommended that further research be 
performed in this area to confirm their results.43 A review of the literature revealed no further 
work to provide additional evidence either for or against this conclusion. In an investigation 
of the RRF calculation for Houston, Texas, Tesche et al. found that imposing a ±25% peak 
accuracy threshold for model days included in the RRF calculation at any monitor led to 
DVFs that were 1 ppb lower.40 In summary, all published research has found that changes in 
modeling system formulation may impact projected attainment status, but no systematic 
relationship has been found between model performance and RRF. 
Since the procedure was introduced to solve problems posed by less than ideal model 
performance on individual days, sensitivity of RRFs to model bias following current 
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guidance might invalidate its use. On the other hand, if model performance does not have a 
significant effect on relative reductions, as Jones et al. reported, the technique may be 
appropriate for use in attainment demonstrations. In either case, evidence is required as a 
basis for the claim that RRFs reduce problems posed by model bias. This paper will examine 
the relationship between model bias and RRFs. The working hypothesis is that, in some 
situations, model bias will be inversely correlated with RRFs. That is, identical control 
strategies applied to differently performing models will produce different RRFs, and those 
RRFs will be inversely correlated with model bias. Specifically, if a model overpredicts (or 
underpredicts) ozone concentrations, it may be oversensitive (undersensitive) to precursor 
reductions, thus making relative reductions easier (harder) to achieve. 
This paper will also investigate how frequently RRF arrays use model data that is 
very far from the monitor (center) cell. If the monitor cell is frequently chosen, the 
uncertainty about the applicability of control strategies in achieving reductions will be small. 
Otherwise, if model data is frequently spatially remote from the monitor cell, there may be a 
disconnect between the RRF and the monitor design value, which is derived from 
measurements at the monitor and the relative reduction factor. This paper hypothesizes that 
because ozone gradients will tend to point outside of the RRF arrays, the EPA recommended 
RRF procedure will tend to select model data that is frequently spatially remote from the 
monitor. If the RRF is usually calculated using model data that is far from the monitor, it 
may not be a good measure of the effectiveness of control strategies for monitored areas. 
Use of 8-hr O3 averages in evaluation metrics 
As discussed earlier, it is unclear what effect the use of 8-hr concentration averages in 
statistical metrics may have on the quality of model performance evaluations. Using 1-hr 
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averages in such metrics has typically provided enough information to evaluate models 
developed for 1-hr ozone SIP attainment demonstrations. Assessment of O3 precursor 
concentrations must be included in model performance evaluations, as future attainment is 
determined on the basis of modeled response to precursor control strategies. Coupled with 
uncertainty in meteorology and emissions modeling, compensating errors in the air quality 
model can lead to the right (i.e., equal to observed) O3 concentrations for the wrong 
reasons.44 Statistical metrics can impart overconfidence in a model if it is generating 
compensating errors. Such compensating errors can be spatial as well as temporal. 
The statistical tests discussed earlier are mean normalized bias (MNB), mean 
normalized gross error (MNGE), and average peak prediction bias and error. These statistics 
are defined as follows: 
 MNB=
1
n
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? 
? 
? 
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?  (5) 
where P is the model predicted concentration, O is the observed concentrations, i indicates an 
individual location in time and space (limited to monitor sites), and n is the total number of 
observational data points. An MNB value of 0% would indicate only that overprediction in 
the model at some data points is exactly balanced by underpredictions at other data points, 
while an MNGE value of 0% would indicate no discrepancies between predictions and 
observations. MNB and MNGE are calculated for all 1- and 8-hr values for which 
observational data is available. Average peak prediction bias and error are calculated using 
eqs 4 and 5, including only daily maxima for 1- and 8-hr ozone concentrations. Since the 
model’s primary purpose is to demonstrate that regulatory controls will lower high ambient 
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values, the three metrics are then calculated excluding values below a threshold, typically 60 
ppb. 
Care must be taken in interpreting statistics. Therefore, EPA also recommends using 
more qualitative analysis tools such as graphical measures, such as time-series plots, scatter 
plots, and geographical tile plots (all plotting observations against predictions). Relying on 
statistical tests alone may lead to incorrect assumptions about model performance.38 For 
instance, given perfect prediction of observed concentrations at on all but one day, one might 
consider the model to have performed well. If the concentration on that particular day is 
representative of the typical scenario for generation of the fourth-highest O3 peak at area 
monitors, however, the model may not be performing the function for which it was designed. 
Ultimately, the model must be evaluated relative to its design goal. 
Concentration averages from 8-hr periods tend to fluctuate slowly relative to those 
from 1-hr periods, and they may impose an additional layer of uncertainty on evaluations.  
Compensating errors may be introduced from longer temporal averaging. Extreme or 
consistent overprediction may be exactly matched by underprediction, and approximately 
correct 8-hr averages are obtained despite incorrect interim results. Thus, metrics making use 
of 8-hr averages may skew the statistics such that it passes the statistical test despite 
problems in performance. Furthermore, no data point is truly independent; each point 8-hr 
average may share up to seven 1-hr average input values with any other point. This data 
interdependence may skew results of model evaluations. Exclusion of values below a 
threshold value in the average peak prediction tests may obscure important nighttime or early 
morning effects that lead to mismatched predictions during the day. Detailed analysis of 
qualitative measures such as the graphical plots can help model evaluators avoid 
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overconfidence in model predictions. Also, it may lead to more detailed and targeted 
diagnostic evaluations. 
The regulatory implications of using choice of metrics for judging the outputs of 
photochemical air quality models were investigated by Bell et al.45 The researchers compared 
seven simple emissions scenario, (base case and six permutations of NOx vs. VOC domain-
wide emission increases) and evaluated resultant O3 concentrations based on different spatial 
and temporal criteria, including 1- and 8-hr averaging. The model output for each scenario 
was ranked according to each criterion and results indicated that 1- and 8-hr average metrics 
gave different indications for which emissions scenario gave the most desirable results. It 
should be noted that the paper evaluated the model output on subjective, outcome-driven 
criteria, rather than on an operational basis. The study determined that scenario rank 
depended on which metric was used. Policy-makers must decide which metric is best suited 
for their specific use, as each metric delivers a different ranking. 
This paper investigates what effect the use of 8-hr metrics has on model performance 
evaluations. The working hypothesis for this assessment is that using longer averaging times 
introduces compensating errors, which skew MNB and MNGE closer to zero. Since skewed 
statistics may falsely indicate better performance, if this hypothesis is true, 8-hr statistics 
should be excluded from model operational performance evaluation metrics. Once adequate 
model performance has been established, air quality managers may then use policy-relevant 
metrics, such as 8-hr averages. 
 
 
CHAPTER 2 
METHODOLOGY 
This chapter describes the methodology used for the analysis of the hypotheses and 
questions posed in the introduction. A series of air quality modeling experiments were 
designed and performed, and model output data was processed and analyzed. The strengths 
and limitations of the methods are discussed, and key assumptions and uncertainties are put 
forward. Finally, data analysis and statistical techniques are reviewed.  
The modeling episode centers on Houston, Texas from August 16 to September 8, 
2000. As is standard modeling protocol, the first two days were not used in the analysis, as 
they are considered “ramp-up” days. Therefore, the episode effectively spans 20 days: from 
August 18 to September 8, 2000. This modeling episode provides sufficient evidence to 
answer the study hypotheses. 
Modeling system and inputs 
A summary of the modeling system is presented in Table 1. This episode is modeled 
in the Comprehensive Air Quality model with extensions (CAMx)19 version 4.20 using the 
Carbon Bond 4 (CBIV) mechanism21. CAMx is a Eulerian grid-cell model with the capability 
to nest multiple finer-resolved domains within a course master domain. The modeling data 
used for this study is based on the State Implementation Plan (SIP) base case model  
Table 1. Modeling episode summary. 
Model name/Nickname Location Episode Start 
and End Dates 
Meteorological 
Model 
Photochemical 
Air Quality Model 
Chemical 
Mechanism 
uh1TCEQtke.base1b.psito2n2 
/ b1bpsito2n2 
Houston, 
Texas 
2000-08-18 to 
2000-09-06 
MM5 CAMx 4.20 CBIV 
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developed for the Houston 8-hr attainment demonstration, referred to by its meteorological 
model, emission inventory, and imputation, uh1TCEQtke.base1b.psito2n2 (b1bpsito2n2, for 
short).46 This modeling episode was chosen for several reasons: 
(1) it has been well studied and is fairly well-understood; 
(2) it represents a unique region of the country that has historically experienced 
severe air quality problems; 
(3) the model exhibits behaviors, specifically underprediction of ozone due to radical 
limitation, that are conducive to testing the hypotheses; 
(4) the regulatory context of the model provides a useful case for examining the 
policy implications of this analysis; 
(5) a large-scale sampling regime, the Texas Air Quality Study (TexAQS), which 
overlaps with model episode dates, provides ample data for model evaluation; and  
(6) the length and severity of the ozone episodes provides a sufficient number of days 
required for the RRF calculation at many monitoring sites. 
Model configuration is described briefly below, and in more detail in Appendix 1. 
The modeling domains are projected on a Lambert Conformal Conic map (?=100ºW; 
?1=30ºN; ?2=60ºN; orig.=100°W, 40°N; sphere, r=6,370 km). This model has three domains, 
described by the geographical modeling area and the length of one side of a Eulerian grid-
cell: a 36-km resolution Eastern United States master domain (EUS), a 12-km resolution East 
Texas domain (ETX) nested in EUS, and a 4-km resolution Houston-Galveston domain 
(HGA) nested inside ETX. Vertical grid resolution is finer in the HGA domain (28 layers) 
than in the ETX and EUS domains (17 layers). Meteorology outputs are from MM5, which 
used 38 vertical layers. The MM5 meteorological model used inputs developed by the 
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University of Houston (UH) and run at TCEQ, and will be referred to as uh1TCEQtke. 
Emission inventories were developed in 2002 with EPS, with mobile source inventories 
generated by MOBILE6 using the Texas Highway Performance Monitoring System.47 All 
modeling inputs are available from the Houston SIP modeling website46, though their current 
modeling uses a base1c inventory instead of the base1b inventory discussed in this paper. 
All model inputs for b1bpsito2n2 were developed by the Texas Commission for 
Environmental Quality (TCEQ) for SIP modeling, and the model run used CAMx 4.20 
compiled with Absoft Fortran for Darwin running on a G5 PowerPC Mac OSX server at the 
University of North Carolina at Chapel Hill (UNC) for August 18-September 4. A run-time 
error that occurred during a plume-in-grid calculation on September 5 on the Darwin 
machine necessitated running the last two days of the simulation on a dual-CPU running Red 
Hat Enterprise Linux 3.0 machine at UNC with an executable compiled with Portland Group.  
Experimental design 
To evaluate the hypotheses put forward in the introductory chapter, a modeling 
system was assembled that including model inputs. The first hypothesis, that relative 
reduction factors (RRFs) are inversely correlated with mean normalized bias (MNB) will be 
studied by applying identical control strategies to models with various degrees of 
performance. Bias information at each monitor for each simulation will be compared to 
relative reductions achieved. The relationship between RRF and MNB is investigated using 
standard statistical techniques, such as regression analysis using a coefficient of 
determination (R2). Site-specific intercomparison of RRF results between scenarios is used to 
filter out spatial effects. A sub-hypothesis of this main question, that RRFs will be chosen 
from the edges of the array more often than not, will be evaluated using the RRFs generated 
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in the previous question. The second hypothesis, that 8-hr MNB and mean normalized gross 
error (MNGE) statistics will trend closer to zero than 1-hr statistics, is investigated with the 
same models used to evaluate the first hypothesis, and statistical techniques such as a simple 
Student’s t-test will be employed. 
The scenarios used for the evaluation of Hypothesis 1 are summarized in Table 2. 
Four scenarios were examined: the b1bpsito2n2 scenario, described above, and three 
alternative scenarios. The b1bpsito2n2 scenario will be referred to as the base case for the 
purposes of discussing the alternative scenarios. These alternative scenarios—b1bQuartCO, 
b1bFORMeq004CO, and b1bRADSRC—made changes to the emission inventory by 
imputing new sources of radicals. Imputations were developed as part of a diagnostic 
evaluation of the base case model, but serve as alternative base cases for this analysis. The 
b1bQuartCO scenario reduced non-point source emissions of carbon monoxide (CO) to one 
quarter of their original level. As CO serves to propagate radicals, it helps sustain levels of 
ozone production. Ninety percent of CO emissions are attributable to mobile sources in 
Houston.48 The reaction of OH with CO produces hydroperoxy radical (HO2), which 
frequently oxidizes NO to NO2 and returns OH. Photolysis of NO2 yields atomic oxygen (O),  
Table 2. Summary of model scenarios. 
Scenario name Description 
b1bpsito2n2 Base case model developed by TCEQ for 8-hr SIP attainment demonstration. All 
alternative scenarios use b1bpsito2n2 as the base. 
b1bQuartCO Imputation of base case:  
• reduced non-point source emissions of CO to 25% of base case 
b1bFORMeq004CO Imputation of base case:  
• increased non-point source emissions of HCHO to 4% of non-point emissions of CO 
b1bRADSRC Imputation of base case:  
• increased non-point source emissions of HCHO to 1% of non-point emissions of CO 
• changed some non-point source emissions of NO to HONO; amount of change 
equal to 0.8% of non-point NOx emissions on a molar basis, with a floor 
• increased point source emissions of FORM at select stacks to 1% of stack VOC 
emissions 
 
 
 
27 
subsequently producing O3 through reaction with O2. Thus, with reduced emissions of CO, 
the b1bQuartCO scenario can be expected to produce lower concentrations of O3 than those 
from the base case without changing the contributions of other VOCs. In 
b1bFORMeq004CO, formaldehyde (HCHO) was scaled to 4% of area CO emissions, to 
account for a hypothetical primary HCHO emissions from mobile sources49. Additional 
HCHO in the model acts as a direct source of HO2 and CO, which go on to produce and 
propagate OH. Therefore, b1bFORMeq004CO is expected to produce more O3 and be 
relatively high compared to the base case. The last alternative scenario, b1bRADSRC, was 
designed to test the impact of multiple sources of radicals in the model. It changed some NO 
emissions to nitrous acid (HONO) emissions (the amount changed was equal to 0.8% of non-
point emissions of NOx)
50
, and scaled HCHO to 1% of non-point CO emissions. In 
b1bRADSRC, where unscaled emissions are higher than the scaled emissions, the higher 
number is chosen. Since HONO photolyzes rapidly to produce NO and OH, these emissions 
keep NOx unchanged and increase area-wide radicals. Formaldehyde emissions from select 
flare sources were also scaled to 1% of VOC emissions by volume, under the assumption that 
flare efficiency is imperfect. The b1bRADSRC scenario provides significant increases in O3 
formation at most sites, and decreases at others, and is therefore especially useful for 
evaluating hypothesis 1. The alternative scenarios were designed to test the model response 
to radicals, and there is no implication that they are more correct than the base case. 
For each of the scenarios listed in Table 2, two future control cases were developed: 
halfNOx reduced NOx emissions by 50% for all sources and halfVOC reduced non-isoprene 
VOC emissions by 50% from all sources. For simplicity, isoprene emissions were assumed to 
be uncontrollable, as they are largely attributable to biogenic sources, and other VOCs were 
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assumed to be universally from anthropogenic sources. Research shows that approximately 
95% of NOx emissions can be attributed to anthropogenic sources, so the halfNOx case is a 
somewhat realistic scenario.51 Since radical termination pathways are less heavily favored 
when NOx concentrations are reduced, halfNOx is not expected to be a successful control 
strategy. On the other hand, reducing VOC concentrations, especially those highly reactive 
olefins and ethylene emitted from the Houston ship channel, is expected to produce 
significant decreases in O3 levels. Relative reduction factors at each monitoring site will be 
compared to MNB for each control strategies across the different base case scenarios. 
Post-processing and data manipulation 
All post-processing was performed on the Darwin machine. Model data was extracted 
for analysis using CAMxSubset 8.038, or with a UNC Python52 script using NumPy53 arrays. 
Statistics are calculated with JMP54 and with pyPASS, evaluation software developed in 
Python to implement the PROMPT meta-protocol38. 
Observational Data 
Data from the four base-case modeling scenarios detailed above will be subjected to 
model performance evaluation using EPA metrics detailed in the 1991 EPA guidance: (1) 
mean normalized bias and (2) mean normalized gross error. In summary, the metrics are used 
to estimate model accuracy and precision of predicted ambient concentrations. Ambient 
hourly monitoring data for gaseous species and standard meteorological data was obtained 
from TCEQ and URS, which operates a private array of monitors for an industry association, 
Houston Regional Monitoring (HRM) Corporation. Data for design values was collected 
from the EPA AirData webpage55. All data was processed in accordance with EPA suggested 
procedures. Monitor information (including base design values) is presented in Table 3.  
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Table 3. Monitoring Site Summary. 
Label EPA AQS ID Site Name 2000 DVB 
(ppb) 
HNWA 48-201-0029 NW Harris Co.(Tomball) 104 
SHWH 48-201-0066 Shell Westhollow 100 
BAYP 48-201-0055 Bayland Park 107 
HLAA 48-201-0047 Lang 90 
HCQA 48-201-0051 Croquet 105 
WILT 48-201-9999 William's Tower (243m AGL) N/A 
CONR 48-339-0089 Conroe (old) 91 
CLTA 48-039-1003 Clute 90 
HCFA 48-201-1037 Crawford 91 
HALC 48-201-0024 Aldine 109 
HROC 48-201-0070 Houston Regional Office 95 
HWAA 48-201-0046 North Wayside 97 
HSMA 48-201-0062 Monroe & Swiss 96 
C35C 48-201-1035 Clinton 97 
HOEA 48-201-1034 Houston East (Mae Dr) 102 
H03H 48-201-0803 Haden Road, HRM-3 90 
H04H 48-201-0804 Sheldon Rd, HRM-4 78 
DRPK 48-201-1039 Deer Park 2 (C1001) 108 
LAPT 48-201-9998 La Porte Airport N/A 
H08H 48-201-0808 La Porte, HRM-8 97 
H07H 48-201-0807 W Baytown, HRM-7 90 
H10H 48-071-0900 Mont Belvieu, HRM-10 90 
H11H 48-071-0901 E Baytown, HRM-11 90 
TLMC 48-167-1002 Texas City 90 
GALC 48-167-0014 Galveston Airport 98 
JEFC 48-245-0022 Hampshire 79 
BMTC 48-245-0009 Beaumont 82 
S43S 48-245-0102 Jefferson Co Airport SETRPC 43 89 
PAWC 48-245-0011 Port Arthur West 85 
S42S 48-361-1100 Mauriceville, SETRPC 42 76 
S40S 48-245-0101 Sabine Pass SETRPC 40 90 
WORA 48-361-1001 West Orange C9/A141 76 
 
Monitors in the HGA domain are pictured in Figure 4. MNB and MNGE were calculated 
using both 1-hr and 8-hr average data, and the resulting metrics were compared to determine 
whether new information is obtained from the 8-hr average data. Conclusions from this 
analysis will go to answer the second hypothesis. 
Methodology deficiencies 
There are several deficiencies in the methods described thus far. First, there may be 
many reasons that a model is differently biased than another. Models may be extremely 
sensitive to changes in physical parameters, such as vertical advection rates influencing 
planetary boundary layer height, to meteorological inputs, to land use/land cover. They may  
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Figure 4. The HGA modeling domain. Monitors are green squares, labeled. 
Major highway systems are indicated. The navy box represents the fine 
resolution (1-km) domain used for the Houston SIP Mid Course Review 
model. 
also be sensitive to changes of other parameters, such as initial and boundary conditions, grid 
and time resolution, or choice of chemical mechanism. Finally, the modeling system may 
introduce significant differences. For instance, the CAMx and CMAQ modeling systems 
have different continuity equation formulations. A truly comprehensive investigation might 
take into account all of these factors and include a national modeling domain with several 
regional subdomains. Exclusion of these techniques from this investigation will restrict 
conclusions to an admittedly small subset of conditions. Conclusions may be drawn from 
these cases, however, as the context of this analysis is whether perverse incentives exist to 
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allow users to “game the system”. Thus, if this one particular system can be gamed under 
these circumstances, it stands to reason that the policy may need refinement. 
 
CHAPTER 3 
RESULTS AND DISCUSSION 
This chapter presents the results of the modeling study, and discusses them in context 
of the hypotheses presented in previous chapters. The hypotheses, restated, are as follows: 
(1) Identical control strategies applied to differently performing models will produce 
RRF inversely correlated with model bias. If a model overpredicts (underpredicts) 
ozone concentrations, it will be more (less) sensitive to precursor control, thus 
making relative reductions easier (harder) to achieve. 
Sub-hypothesis: More often than not, RRFs will be chosen from the edges of the 
array. 
(2) Using 8-hr averages in model performance metrics introduces compensating errors, 
which skew MNB and MNGE closer to zero. 
The modeling study is used to provide evidence to accept or reject these hypotheses. Results 
are discussed in context of science and regulatory implications. 
Results for Hypothesis 1 
Plots showing daily peak modeled and observed 8-hr ozone concentrations are 
presented in Appendix 3. From these plots, several things are clear. First, the halfNOx 
control strategy seems to be ineffective in reducing ozone concentrations on many days, at 
many sites, and the magnitude of the reductions from this control strategy for each model is 
comparable. The halfVOC control case seems to have more consistent results, with 
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reductions that seem to be affected somewhat by model bias. The models are arranged in 
order from most negative average bias to most positive average bias, as measured by mean 
normalized bias (MNB). The average MNB statistics (using 1-hr O3 averages and a 60 ppb 
cutoff) for each model is as follows: MNBb1bpsito2n2 = -4.36; MNBb1bQuartCO = -5.49; 
MNBb1bFORMeq004CO = -2.27; MNBb1bRADSRC = -1.86. Therefore, from most negatively biased 
to positively biased, the models are arranged as follows: b1bQuartCO, b1bpsito2n2, 
b1bFORMeq004CO, b1bRADSRC. The b1bRADSRC model has MNB statistics that are 
closest to zero, indicating the lowest amount of bias. Note that all alternative base cases are 
somewhat underpredicting, on average. 
Several of these plots reveal the sensitivity of relative reduction to bias. Refer to 
Figure 5 for selected plots. For instance, at the H07H monitor on August 30, peak 8-hr 
average O3 observations were approximately 97 ppb, while b1bQuartCO and b1bpsito2n2 
underpredicted, and b1bFORMeq004CO and b1b overpredicted concentrations. Both of the 
overpredicting models showed that halfVOC adequately reduced concentrations, whereas the 
underpredicting models did not show adequate reductions. In particular the b1bRADSRC 
model achieved considerably more than the required relative reductions with the halfVOC 
controls. The halfNOx controls actually increased concentrations, and did so approximately 
uniformly across all models. NOx controls are also ineffective at the C35C site on August 29 
in all models, but the effectiveness of the halfVOC strategy is shown to have varying degrees 
of success depending on the model used. Furthermore, while all model predictions show 
exceedances for this day at this site, observations, which peak below 50 ppb, do not confirm 
this result. Despite this mismatch, model values from this day are included in the RRF 
calculation, as recommended by guidance. When there is very little difference between the  
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Figure 5. Site specific, daily relative reductions for halfNOx and halfVOC 
control strategies for all models, plotted against observations. Several sites are 
shown on different days, but all reveal consistent behaviors: underpredicting 
models produce smaller relative reductions, overpredicting models produce 
larger relative reductions. Bars represent peak daily 8-hr ozone concentration, 
with light grey bar representing observations and dark grey bars representing 
predictions from the four models. Models are arranged in order from most 
negative MNB to most positive MNB. Horizontal line (or transparent overlaid 
bar) on observation bar marks attainment level (85 ppb). For model 
predictions, line (or transparent overlaid bar) is ratio of the standard to the 
peak observed concentration times the peak predictions. Vertical arrows 
represent the achieved reductions in ppb from each control case. 
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model predictions, the sensitivity of the relative effectiveness of the control strategies is low, 
as at H03H on September 3. Neither the VOC nor the NOx control strategies are very 
effective, though they all overpredict and therefore show sufficient reductions for attainment. 
Finally, on August 25 when there is only a moderate ozone problem at the HSMA site (the 8-
hr average is below 80 ppb), the sensitivity of the effectiveness of control strategies to model 
bias is high. In this situation, the b1bRADSRC model overpredicts peak 8-hr O3, and 
achieves approximately a 30% reduction, whereas the b1bQuartCO reproduces a correct peak 
and achieves more modest reductions of approximately 15%. This day was also included in 
the RRF calculation according to guidance, for all four models. 
Looking generally at the results (not on a site-by-site, day-by-day level), there is no 
consistent relationship between episode-long mean normalized bias (MNB) and relative 
reduction factor (RRF). This result is consistent between both future control cases, where 
emissions of NOx and VOC are reduced by 50%. Figure 6 charts RRF against MNB for all 
sites and all base cases, for each control scenario. It is clear from this figure that neither VOC 
nor NOx control produced statistically significant correlation between RRF and MNB. The 
coefficient of determination (R2) for a linear regression line for VOC control is 0.0013; for 
NOx control, R
2 = 0.01. No correlation between RRF and MNB is evident, and therefore 
Hypothesis 1 is rejected. This result is surprising, because in some cases, depending on the 
precursor profile and chemical and physical processes, high ozone may be more sensitive to 
precursor controls than low ozone. Nevertheless, there does not appear to be an absolute 
relationship between model bias and relative reduction, and this seems to confirm the 
conclusion by Jones et al that model performance does not seem to effect relative reduction.43 
On the other hand, results of this study indicate that the effectiveness of control 
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Figure 6. Relative reduction factor (RRF) plotted against episode average 
mean normalized bias (MNB) using 8-hr average O3 concentrations for all 
sites and scenarios. RRFs resulting from the NOx control scenario are marked 
by ?, those resulting from the VOC control scenario are marked by ?. 
Regression lines with corresponding equations and R2 values are included. 
Clustering effect is illustrated using the H04H monitor under VOC control. 
strategies, as measured by the RRF at each site, is much more associated with monitor 
location than with performance, as measured by MNB. Sites that have similar responses to 
emission control strategies, as measured by the RRFs displayed in Figure 6, tend to be 
geographically clustered. For instance, the four monitors that have the strongest relative 
reductions under the NOx control case (S50S, S53S, PAWC and BMTC) are all located in the 
Beaumont-Port Arthur area, to the east of Houston. The four monitors with the weakest 
relative reductions under the NOx control case (H03H, H07H, H08H and LAPT) lie in the 
eastern industrial portion of Houston. Figure 6 does not account for geographic and other 
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localized effects, however, which might interfere with correlating bias and reductions. A 
clustering effect is noticeable in Figure 6, as MNB and RRF at one site for any scenario tend 
to fall closely together. For instance, the dashed box in the figure surrounds data points from 
the Sheldon Road (H04H) monitor. Similar clusters are evident (but unmarked, for clarity) in 
the figure.  
By examining changes in model performance relative to a specific site across 
scenarios, we can see how differences in model inputs affect relative reductions at each site. 
Site-by-site analysis was identified as an important aspect of model performance evaluation 
for this modeling domain in previous reports on Houston modeling.56 The difference in MNB 
(?MNB) from the base case for each monitor (i.e. geographic location) is plotted against 
difference in RRF (?RRF) for all scenarios, for (a) NOx and (b) VOC control in Figure 7. 
Equations 6 and 7 define ?MNB and ?RRF in terms of MNB and RRF of the alternative case 
and of the base case (psito2n2). 
 ?MNB = MNBalt – MNBbase (6) 
 ?RRF = RRFalt – RRFbase (7) 
Differences in bias (?MNB) are taken at each monitor site relative to the base case, 
psito2n2, upon which all alternative scenarios are based. Since the alternative scenarios 
increased O3 concentrations by increasing reactive VOC emissions, in general they are 
relatively more sensitive themselves to VOC emission reductions, and relatively less 
responsive to NOx control. In fact, NOx control tended to produce more ozone in the 
alternative scenarios when compared to the base case demonstrating a NOx inhibition or 
radical loss effect in the base case, though no correlation was found (R2 = 0.007). This result 
is consistent with previous analysis using the psito2n2 inventory, which showed that larger 
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Figure 7. Sensitivity of RRF to site-specific changes in bias. ?RRF 
(RRFalternative – RRFbase) plotted against ?MNB (MNBalternative – MNBbase) for 
the (a) NOx and (b) VOC control cases for all scenarios, respective to psito2n2 
scenario. A regression line for each control case applies to all points in that 
case, but each scenario is identified by its own symbol: + for QuartCO, ? for 
FORMeq004CO, ? for RADSRC. For NOx control, essentially none of the 
variation is explained by the regression line; for VOC control, nearly half of 
the variation is explained by the regression line. 
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reductions in NOx emissions tended to produce increases in O3 concentrations. It should be 
noted that the base case suffered from gross NOx overprediction.
56 Thus, an artificially low 
RRF may be achieved by exploiting model sensitivities in the base case. These sensitive 
parameters, as illustrated in this case study, may be used to inflate ozone concentrations in 
the base case and to suppress them in the future case, thus producing lower RRFs and easier 
attainment. As shown in Figure 7b, positive changes in bias are inversely correlated (R2 = 
0.47) with changes to relative reductions for VOC control. For every 2.7% increase in MNB 
for the VOC control case, there is a drop of 0.01 in RRF. 
The attainment status for a monitor may be affected by which model is used, 
depending on the sensitivity of the RRF at that site to model bias. Table 4 shows the RRF  
Table 4. Site-by-site RRFs and DVFs by model, for halfVOC control strategy. 
  b1bpsito2n2 b1bQuartCO b1bFORMeq004CO b1bRADSRC 
Label 2000 DVB 
(ppb) 
RRF DVF 
(ppb) 
RRF DVF 
(ppb) 
RRF DVF 
(ppb) 
RRF DVF 
(ppb) 
HNWA 104 0.9187 95 0.9157 95 0.9060 94 0.9115 94 
SHWH 100 0.9189 91 0.9156 91 0.8964 89 0.9053 90 
BAYP 107 0.9044 96 0.9059 96 0.8853 94 0.8942 95 
HLAA 90 0.8929 80 0.8936 80 0.8780 79 0.8838 79 
HCQA 105 0.9165 96 0.9125 95 0.8888 93 0.8935 93 
WILT - 0.9084 - 0.9061 - 0.8906 - 0.8880 - 
CONR 91 0.9348 85 0.9318 84 0.9301 84 0.9305 84 
CLTA 90 - - - - - - - - 
HCFA 91 0.8905 81 0.8810 80 0.8772 79 0.8828 80 
HALC 109 0.8935 97 0.8902 97 0.8816 96 0.8858 96 
HROC 95 0.8826 83 0.8783 83 0.8629 81 0.8524 80 
HWAA 97 0.8874 86 0.8843 85 0.8695 84 0.8615 83 
HSMA 96 0.8955 85 0.8914 85 0.8775 84 0.8647 83 
C35C 97 0.8729 84 0.8689 84 0.8566 83 0.8440 81 
HOEA 102 0.8721 88 0.8665 88 0.8535 87 0.8459 86 
H03H 90 0.8717 78 0.8659 77 0.8529 76 0.8438 75 
H04H 78 0.8813 68 0.8778 68 0.8652 67 0.8543 66 
DRPK 108 0.8893 96 0.8859 95 0.8622 93 0.8447 91 
LAPT - 0.8917 - 0.8887 - 0.8729 - 0.8322 - 
H08H 97 0.8862 85 0.8834 85 0.8686 84 0.8255 80 
H07H 90 0.8849 79 0.8906 80 0.8602 77 0.8406 75 
H10H 90 0.9007 81 0.9013 81 0.8936 80 0.8855 79 
H11H 90 0.9019 81 0.8989 80 0.8868 79 0.8657 77 
TLMC 90 0.9050 81 0.9021 81 0.8884 79 0.8870 79 
GALC 98 0.9112 89 0.9087 89 0.8989 88 0.8971 87 
JEFC 79 0.9270 73 0.9240 72 0.9223 72 0.9200 72 
BMTC 82 0.9424 77 0.9401 77 0.9403 77 0.9406 77 
S43S 89 0.9334 83 0.9307 82 0.9312 82 0.9317 82 
PAWC 85 0.9339 79 0.9313 79 0.9319 79 0.9324 79 
S42S 76 0.9463 71 0.9422 71 0.9424 71 0.9420 71 
S40S 90 0.9291 83 0.9257 83 0.9257 83 0.9252 83 
WORA 76 0.9406 71 0.9386 71 0.9388 71 0.9388 71 
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and DVF (if available) for each site, for each model under the halfVOC control strategy. The 
higher predicting models tend to provide lower RRFs and DVFs than the lower predicting 
models, and DVFs vary by as much as 5 ppb from one model to another. The four different 
models provide inconsistent attainment status for three of the 32 sites—H08H, HSMA, and 
HWAA. 
Spatial distribution and the RRF array 
The spatial probability distribution for a location selected for the RRF input is shown 
in Figure 8, which contains selections in the (a) base case, (b) NOx future control case, and 
(c) VOC future control case for psito2n2. Probability of selecting a relative cell position, 
P(?i,?j), was calculated by taking the number of times n(?i,?j) over all days (D) that a relative 
cell position contained the highest daily maximum 8-hr average O3 concentration divided by 
the total number of monitor sites (M) times the number of days: 
 P ?i,?j( ) =
n ?i,?j( )
M ?D
 (8) 
For instance, Figure 9 shows the maximum daily 8-hr O3 concentration array around the 
Bayland Park site for August 25 using the FORMeq004CO model. The cell selected (grey) 
for the calculation in this situation is (-2,3). In general, cells are more likely to be selected at 
the edges and corners of the array, and the spatial distribution shifts between base and future 
cases. See Figure 10a for the frequency distribution of selected cell for the RRF calculation 
for psito2n2. These cells were selected because they contained the highest daily maximum 8-
hr maximum O3 concentration among the 7?7 array. Figure 10b displays the difference in 
frequency distribution for the future NOx control scenario relative to the base case. For the  
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Probability of cell selections within the RRF array around  
all monitor locations for the b1bpsito2n2 scenario 
 
Figure 8. Spatial probability distribution for cell selection from RRF array for 
(a) psito2n2 base case, (b) NOx control case, and (c) VOC control case. 
psito2n2 scenario, on average a corner cell is 6.72 times as likely to be chosen for the  
calculation than any other cell, and edges (excluding corners) are 6.05 times as likely to be 
chosen than interior cells. Edges (including corners) are chosen approximately 90% of the 
time. Cells are selected from the northern part of the array more than two thirds of the time, 
and from the northern edge more than half of the time. With NOx control, this balance shifts  
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-3 -2 -1 0 1 2 3
3 102.5 102.5 99.5 98.2 92.5 92.7 88.9
North
2 98.8 98.5 95.5 94.1 90.7 91.1 86.1
1 96.6 96.7 93.8 92.2 87.9 89.3 86.0
0 92.8 93.6 91.2 90.7 90.3 88.3 86.9
-1 87.4 88.3 86.3 89.8 89.5 88.3 86.8
-2 82.3 83.7 85.1 85.2 86.2 86.4 84.0
-3 77.8 80.1 81.4 81.7 81.7 81.9 79.7
South
West East  
Figure 9. Maximum 8-hr O3 concentrations at Bayland Park monitor site 
array on August 25 for FORMeq004CO. Values in ppb. Grayed cell identifies 
cell (-2,3) selected for RRF calculation, outlined cell contains monitor site. 
by 12% from the northern to southern half. 
As previous analysis of the psito2n2 base case has shown, the model is radical limited 
and excess NOx serves to quench the system’s reactivity.
57 Nearly a quarter of all hydroxyl 
radical (OH) reactions occur with NO2, terminating OH.
57 Therefore, reducing NOx 
emissions may increase radical propagation reactions and increase O3 concentrations in some 
locations. For instance at the Crawford (HCFA) monitor, which is located in the center of 
Houston’s extensive highway system, which is a rich source of NOx, peak 8-hr O3 
concentrations are not lowered on average by NOx control. On August 30, a plume rich in O3 
approaches HCFA from the north, and as the plume encounters high NOx concentrations 
from motor vehicle emissions, radicals are terminated and O3 is reduced. See Figure 11, 
which illustrates the differences in plume location in the (a) base and (b) NOx future control 
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Figure 10. Probability distribution of cells selected for RRF calculation (a) in 
the b1bpsito2n2 base case and (b) changes between the base and NOx control 
case, over all monitors and days (values are percentages). Center cell (italics) 
is where monitor is located. 
cases for August 30 at 3 p.m. The northeastern corner is selected for the base case RRF 
calculation at HCFA, as it contains the highest sustained O3 concentrations. In the NOx 
control case, however, the southwestern cell is selected because the NO2-OH termination 
reactions are less frequent downwind (to the south) of the highways. While O3 concentrations 
are reduced elsewhere, more O3 is advected from the ship channel downtown to south of the 
site. In the VOC control case, for the most part the same cells were chosen as in the base case 
(see Figure 8c), because the same processes dominate O3 formation. 
The vast majority of the time (~90%) the RRF input cell comes from at least 14 km 
away from the monitor cell, from the edges or corners of the array. This indicates that on 
most days and for most monitors, there is a spatial gradient of 8-hr average concentrations 
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 (a)  (b) 
 
Figure 11. Tile plots for 3:00 p.m. August 30 for the psito2n2 (a) base case 
and (b) NOx control case. Colors, as indicated by the scale (right), represent 
O3 concentrations. Grey arrows represent scaled wind vectors (km/hr), 
diamonds are monitor sites with black lines as scaled wind vectors. Maroon 
lines represent major highways (mobile source emissions) and black lines are 
geographic and political boundaries. X, Y axes refer to Lambert coordinate 
system, Row and Column to 1 km HGA “zoom-in” domain. Crawford 
(HCFA) monitor indicated by arrow in plot (a). 
across the array, and the center monitor cell (<1%) is rarely at the peak. Therefore, the sub-
hypothesis that cell selections will frequently be at the edges of the array is accepted. If 
modelers have established a high degree of confidence in the model through effective 
evaluation procedures, and model performance at the monitor is good, using concentrations 
14 km away from the monitor may not be scientifically valid. It may also not provide 
adequate reductions at the monitor, as a higher base case value will skew the RRF value low. 
As was noted earlier, there is a difference between base and future case cell selection 
distributions. In both VOC and NOx control cases, approximately two-thirds (63%) of cells 
selected shifted between the base and future cases. In the NOx control case, approximately 
6.5% of those shifts resulted in the cell being selected on the opposite side of the monitor. 
Such shifts were less frequent (~3%) the VOC control case. The grid array for the RRF 
HCFA 
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calculation was introduced to ensure that peak ozone was not simply displaced rather than 
mitigated. In situations where the cell selection has shifted from one side of the monitor to 
the other, this approach is assumed to be capturing effects from delayed ozone production 
along advection patterns. In at least a few situations, however, the shift runs counter to 
dominant wind fields. 
The Mont Belvieu, Texas monitor (H10H), which is to the northeast of Houston, 
serves as a useful example of this phenomenon. On August 29, as illustrated by the blue line 
in Figure 12 model wind fields are dominantly from the southwest (from the city), and shift 
to the southeast in the afternoon. For b1bpsito2n2, peak 8-hr average O3 in the base case 
occurs at 11 a.m. and in the NOx control case at 10 a.m. Figure 13 shows cell selections for 
H10H on August 29, and a series of ozone tile plots are shown in Figure 14 for both the base 
and NOx control cases. The cell selected for the RRF calculation in the base case is in the 
northeastern section of the array, whereas in the NOx control case a cell is selected from the 
southwestern section. The selection has therefore moved counter to prevailing winds, and 
some processes are in effect in the model other than a simple delayed peak (in fact, the peak 
has advanced an hour into the morning). It is clear from Figure 14 that the noontime peak 
that starts in the northeast in the base case has been displaced to downtown, counter to wind 
direction. It should also be noted that wind fields in the model run counter to observed wind 
fields (magenta line in Figure 12) for much of the morning. Since H10H is likely affected 
strongly by advection from the city, wind errors of this magnitude should probably disqualify 
this day from the RRF analysis at this location altogether. Given the cell selection shift, 
compounded with the poor wind prediction, confidence in control strategies for this day at 
this site is poor. 
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Figure 12. Wind speed hodogram for Mont Belvieu, Texas monitor (HRM-
10, H10H). Magenta line represents observed resultant wind speed and 
direction vectors at each point. Vectors extend from point to center of 
diagram, and distance indicates wind speed. Point color indicates time of day: 
blue for early morning; yellow for morning; black square for noon; red for 
afternoon; black for night. Triangles indicate morning and afternoon average 
wind vectors. 
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Figure 13. Cell selection for RRF calculation for the Mont Belvieu (H10H) 
monitor on 8/29 with the b1bpsito2n2 scenario. 
Geographic location has a strong influence over which cells are chosen for each 
monitor over all days. Site by site cell selection frequency distribution arrays are shown in 
Appendix 2. Analysis of these arrays reveals that each monitor has a strong bias for selecting 
certain cells in the array. For monitors outside of city, the cell that is closest to the city is 
most likely to be chosen. For instance, for the Shell Westhollow (SHWH) monitor on the 
western side of Houston, cells along the eastern edge of the array are chosen on 14 of 20 
model days, or 70% of the time. The Texas City monitor (TLMC), which lies to the southeast 
of the city, has a strong northwestern bias, with cells in the northwestern quadrant selected 
60% of the time. Monitors in the northwestern portion of Houston exhibited the opposite 
behavior, selecting cells farther to the north of the city. The Northwest Harris County 
monitor (HNWA), for instance, has a strong northeastern bias, with the cell on the northeast 
corner of the array is chosen 40% of the time. 
Each day also exhibits a unique pattern of cell selection statistics. Table 5 summarizes 
the cell selection bias for each day of the modeling episode, and daily cell selection  
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Figure 14. Tile plots for base (left) and future (right) cases on August 29, 
noon to 4 p.m. H10H monitor is in northeast. 
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Table 5. Cell selection bias by model day. 
Model day Description of selection bias 
Percentage of cells selected across 
all sites in specified portion of array 
Predominant modeled wind 
direction 
Indicates wind source 
August 18 94% N edge S 
August 19 91% N edge S 
August 20 84% N edge S/SW in morn, afternoon bay 
breeze (bb) to W 
August 21 53% NE quadrant W in morn, afternoon bb to NW 
August 22 56% W edge E in morn, NE in evening 
August 23 56% N half Frontal system stalled S of city in 
morn, afternoon bb to SW 
August 24 41% NE quadrant Stagnant in morn, afternoon bb W 
August 25 72% NW quadrant Stagnant in morn, afternoon bb 
NW 
August 26 84% N edge Stagnant in morn, SE in afternoon 
August 27 88% N edge S/SE 
August 28 91% N edge S/SE 
August 29 75% N edge Scattered in day, S in evening 
August 30 72% E half W in day, E and S in evening 
August 31 41% NE quadrant W/NW in morn, scattered then S 
in afternoon 
September 1 75% N half W in morn, S in evening 
September 2 50% NE quadrant W in morn, bb front over ship 
channel, from S in evening 
September 3 53% NE quadrant W in morn, SW in evening 
September 4 72% SE quadrant Rotating NW (morn) to NE 
(afternoon) to SE (evening) 
September 5 88% S edge N, S front in evening 
September 6 69% S half E/NE  
 
distributions are plotted in Appendix 2. Most days exhibit a northern bias, and the direction 
of bias on any day correlates with where the highest ozone concentrations were. Table 5 also 
indicates the predominant modeled wind direction, which matches very well with cell 
selection statistics. Model wind direction, therefore, is an important indicator of cell selection 
trends, and poor meteorological modeling will adversely affect the reliability of the RRF 
calculation in adequately evaluating control strategies. 
Results for Hypothesis 2 
To examine the second hypothesis, regarding the use of 8-hr average O3 
concentrations in statistical metrics, MNB and mean normalized gross error (MNGE) were 
compared for all scenarios and for various temporal subsets. Both metrics were calculated 
with the EPA recommended cutoff requirement of 60 ppb. That is, data points with 
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observations below the cutoff were excluded from the calculation. The metrics were directly 
compared on an episode-long basis. Then metrics were charted on a day-by-day basis. 
Finally, differences in individual monitor sites were examined. 
Bias for the entire episode was examined using the student’s t-test. The MNB for 8-hr 
(–3.89%±0.82%) versus 1-hr (–4.55%±0.72%) averages were not found to have statistically 
different values using a t-test at the ?=0.05 significance level using the cutoff of 60 ppb. See 
Figure 15 for graphical depiction of the distributions. MNGE for each averaging time was 
examined by examining the distributions in Figure 16, and a significant difference was 
detected. The 8-hr data tends toward lower MNGE (median 11.7%), and the 1-hr distribution 
(median 14.8%) skews considerably to higher error values, with 90% of values lower than 
38.7% for 1-hr compared to 32.5% for 8-hr. 
Given these results, Hypothesis 2, which states that both MNB and MNGE are 
expected to be closer to zero for 8-hr metrics, is rejected. MNB was not shown to be 
statistically different, while MNGE was shown to support the hypothesis. These results 
support the continued use of 8-hr MNB for evaluating model performance relative to policy 
and health outcome objectives, which are currently based on 8-hr averages. While the whole 
hypothesis has been rejected, however, it has been shown that error statistics may skew lower 
with longer temporally averaged statistics. If 8-hr averages are to be used in MNGE 
calculations, model evaluators should assess 8-hr statistical results differently than for 1-hr 
results. 
The patterns for ?|MNB| (changes in absolute bias) and ?MNGE described for all 
data is also evident across most individual monitor sites. ?|MNB| indicates which metric 
achieves bias closer to zero, regardless of bias direction, and is a better indicator of the effect 
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Figure 15. 1- vs. 8-hr MNB distribution for all available datapoints (all sites 
and days), for psito2n2 scenario using a 60 ppb cutoff. Distributions are 
shown both in raw scatter and histogram form. No statistically significant 
difference (?=0.05) is evident given the approximately normal distributions 
using the two bias metrics: 1-hr ~N(–4.55, 23.06), 8-hr ~N(–3.89, 19.07). 
 
Figure 16. MNGE distributions for 1-hr (left) and 8-hr (right) O3 averages. 
The median error value is 14.8% for 1-hr data; 11.7% for 8-hr.  
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Figure 17. Episode-long (a) ?|MNB| and (b) ?MNGE between 1- and 8-hr 
metrics for all monitors and scenarios. Negative changes indicate better 
performance for both ?|MNB| and ?MNGE. 
of the metric on confidence building during model evaluation. Episode-long changes in bias 
and error between 1- and 8-hr metrics are plotted for all monitors and scenarios in Figure 17. 
Alternative scenarios affect changes in bias most prominently in the western half of the 
domain, which is heavily influenced by mobile source emissions. No trend is evident for the  
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Figure 18. ?|MNB| and ?MNGE averaged across all sites for all episode 
days. Digits above axis indicate number of monitors sites included in 8-hr 
metrics, and the smaller the number the less important a relative peak or 
valley is in the overall statistical analysis; where numbers are missing, at least 
half of the monitors (total 32) had some data included. 
behavior of changes in absolute bias, confirming that 8-hr and 1-hr MNB statistics are not 
significantly different. Values of ?MNGE are consistently negative across all sites, 
confirming that 8-hr error metrics tend to indicate better performance than do 1-hr metrics. 
Alternative scenarios had little effect on ?MNGE across all sites. 
Finally, metrics were compared across all days, averaging over all sites. Results are 
presented in Figure 18, and peaks and valleys are immediately evident, however there are 
very small sample sizes of observations above the cutoff (60 ppb) on these days, because 
these were “clean” days over the domain. For instance, on August 27, only one site (CONR) 
observed 8-hr average O3 concentrations above the cutoff (for only 3 hours of data), and six 
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for 1-hr average O3 concentrations. Similarly August 28, only two sites had data to include 
and only three had data above the cutoff for August 23. Across all sites, alternative scenarios 
do not seem to have significantly different ?|MNB| values from the base case, but ?MNGE 
does vary, especially between August 23-26. Changes in error are uniformly negative, except 
for August 27-28. Changes in absolute bias are lower for the first few days of the episode, 
and higher starting on August 24. 
Summary of results 
This analysis examined several analytical techniques recommended by the EPA 
guidance for use of models in attainment demonstrations for ozone. No correlation was found 
between MNB and RRF, contrary to the hypothesis. For an effective control strategy, 
however, ?MNB was shown to be correlated with ?RRF. Cells selected for the RRF 
calculation were found to be selected at the maximum distance (14 km) from the monitor 
90% of the time in the base case. Finally, differences were found for MNGE, but not for 
MNB, between 1-hr and 8-hr metrics. 
 
CHAPTER 4 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
This chapter summarizes the research study described in earlier chapters and presents 
conclusions based on the study results. Implications of this research are reviewed in the 
context of the regulatory decision-making process for air quality management. 
Recommendations for air quality managers are put forward and, future research needs are 
identified. 
Summary of study 
Techniques used for the application of air quality modeling data for making 
regulatory decisions for the reduction of ozone were analyzed in this study. Ozone (O3) is a 
harmful air pollutant, and state air quality managers are tasked with reducing ambient 
concentrations to a level that provides an adequate margin of safety for human health and 
welfare. A state that does not meet the National Ambient Air Quality Standard (NAAQS) for 
O3 must propose control strategies that are assembled into a State Implementation Plan (SIP). 
The SIP includes a modeled attainment test, where an air quality model is used to 
demonstrate that the proposed control strategies will mitigate ozone levels to below the 
NAAQS. Since modeled attainment demonstrations shape future air quality management 
strategies, it is crucial that confidence is placed in both the predictive capabilities of the 
model and the analytical techniques used to evaluate that ability. The EPA modeled 
attainment test requires that a historical base case be modeled sufficiently well that a future 
control case can be tested with a high degree of confidence. Confidence in the effectiveness 
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of control strategies that are tested through the SIP modeling process is contingent on the 
degree of confidence that the base case model produces ozone in ways that are scientifically 
and spatiotemporally appropriate. In other words, only when ozone is modeled in the “right 
place for the right reasons” can control strategies be adequately evaluated. The EPA 
attainment test should provide evidence to support the claim that control strategies will be 
effective in reaching attainment of the 8-hr ozone standard. To do so at monitor sites, the test 
must evaluate how control strategies will effect concentrations at each site, and should 
adequately address both model performance and confidence in control strategy effectiveness. 
This point was addressed in this study by examining the techniques outlined in the EPA 
guidance on the use of models for attainment tests33. The techniques examined were the 
relative (versus absolute) interpretation of model data, as represented by the relative 
reduction factor (RRF), and the use of 8-hr (versus 1-hr) averages in model performance 
metrics. 
The techniques recommended by the EPA were introduced to solve difficult problems 
that have interfered with the interpretation and application of regulatory air quality model 
data. Air quality managers are faced with many questions when attempting to interpret model 
data. How do you apply a poorly performing model to a regulatory situation? Should model 
days that perform poorly be used to inform regulatory decision-making? How can a model be 
evaluated with an incomplete dataset? How strictly can you interpret a model when you 
know it is flawed or limited in its capacity to predict key phenomena? Equally important, 
how should model data be treated when there is a high degree of confidence in the model? It 
is challenging to provide answers to such questions that are appropriate for model 
simulations used in all regulatory situations or geographic locations. Indeed, because the 
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EPA guidance attempts to address these questions for all situations, some have criticized it as 
being scientifically unsound.38  
The goal of this research study is to determine if there are procedures in the EPA 
modeling guidance that are either not scientifically defensible or are not appropriate for all 
situations. The study used several modeling scenarios to provide evidence to answer two 
hypotheses (restated from previous chapters): 
(3) Identical control strategies applied to differently performing models will produce 
RRF inversely correlated with model bias. If a model overpredicts (underpredicts) 
ozone concentrations, it will be more (less) sensitive to precursor control, thus 
making relative reductions easier (harder) to achieve. 
Sub-hypothesis: More often than not, RRFs will be chosen from the edges of the 
array. 
(4) Using 8-hr averages in model performance metrics introduces compensating errors, 
which skew MNB and MNGE closer to zero. 
To examine Hypothesis 1, identical control strategies were applied to four alternative base 
cases, and the resulting RRFs were compared to mean normalized bias (MNB) statistics. This 
was performed for two future control cases, one in which NOx emissions were halved 
(halfNOx) and one in which VOC emissions were halved (halfVOC). The alternative base 
cases were the base1b.psito2n2 TCEQ base case developed for Houston SIP modeling, and 
three sensitivity scenarios developed for diagnostic evaluation. Examination of Hypothesis 2 
entailed statistical analysis of 1-hr and 8-hr averages using the 60 ppb cutoff, as detailed in 
the EPA guidance. All scenarios were modeled using the CAMx model with nested 36-, 12-, 
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and 4-km grid resolutions. The researcher developed special analysis tools for use in this 
study, and used tools provided by third parties. 
Hypothesis 1 was rejected because no statistically significant correlation was found 
between MNB and RRF for either control scenario that was tested. Nonetheless, site-by-site 
analysis did reveal notable correlation (R2 = 0.47) between MNB and RRF for the VOC 
future control case. Site-by-site analysis is defined here as examining changes in model 
performance relative to a specific site across scenarios. This was accomplished by plotting 
the differences in MNB and RRF between the alternative base cases and the TCEQ base case. 
Differences in future design values (DVFs) can be as high as 5 ppb, depending on choice of 
model.  
Analysis of the 4 km grid arrays for the RRF calculation showed that cells selected 
for the calculation were frequently (~90%) located at the maximum recommended distance 
away from the monitor site, for both the base and future control case. Further analysis of cell 
selections showed that sometimes (3-6.5% of the time), cells selected in the future case were 
on the opposite side of the monitor from the base case, and in some cases, the shift was 
against the prevalent wind fields.  
For Hypothesis 2, statistically significant differences were found between the 1- and 
8-hr averages for the mean normalized gross error (MNGE) calculation. No statistically 
significant difference was found between 1-hr and 8-hr concentration averages for the mean 
normalized bias (MNB) calculation. Therefore, Hypothesis 2 was rejected, since it required 
both MNB and MNGE to be skewed closer to zero. Examination of differences in 1- and 8-hr 
averaging times across the spatial domain revealed that some alternatives base cases were 
more sensitive to choice of averaging time, especially in the western part of the domain. 
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Also, the bias and error calculations were more sensitive to choice of averaging times on 
some modeling days, and on these days the calculation for different alternative base cases 
varied considerably. On these days, it is especially important that confidence be established 
in the model and in evaluation protocols, as evaluation metrics are very sensitive on these 
days. On most other days, there was very little difference between alternative base cases. 
From August 20 to August 23, the 8-hr averaging time had more negative bias than the 1-hr 
averaging time. During this period, the model overpredicts at some times and underpredicts 
in others, introducing compensating errors for the longer averaging time. Differences in 
metrics across alternative base cases were minimal, except for August 23-26, in which error 
was lowered by up to ~8% in the more O3 producing alternative base cases. 
The modeling data generated to answer the hypotheses are useful in providing a case 
study for the evaluation of the question of whether the EPA attainment test provides evidence 
to support the claim that control strategies will be effective. Though both hypotheses were 
rejected, issues were raised in this analysis that bring into question the validity of EPA 
techniques for the use of modeling data in attainment demonstrations of the 8-hr O3 standard. 
This analysis raised a number of issues that reveal problems with techniques suggested in the 
EPA guidance document. This study identified three findings that should be addressed in 
future EPA guidance: 
(1) Relative reductions factors at sites appear to be sensitive to the degree of bias, as 
measured by MNB, at each site. This finding is a restatement of Hypothesis 1, 
qualifying that the relationship between RRF and MNB is site-specific, as 
demonstrated in the results. 
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(2) Cells selected for the RRF procedure are frequently far from the monitor cell in 
both base and future cases.  
(3) Error statistics using 8-hr averages tend to indicate better performance than those 
using 1-hr statistics. This finding is stated in Hypothesis 2, excluding the MNB 
metric, which was not shown to be different when using different averaging times. 
Each finding is discussed in the following sections, and conclusions are drawn from this 
discussion. Recommendations for changes to the guidance and to standard model analysis 
protocols are put forward. 
Site-specific RRF sensitivity to MNB 
The previous chapter detailed how the RRF at particular sites responded to changes in 
MNB for alternative base cases. The analysis established that a positively biased model 
provided greater relative reductions than an unbiased model, and may therefore be more 
sensitive to effective control measures. Using the RRF approach can therefore overestimate 
the effectiveness of control measures by using an overly responsive model. This provides 
opportunities for air quality managers to sidestep regulatory responsibility to control air 
quality, unwittingly or otherwise, by inappropriately relying on faulty air quality models. It is 
not the thesis of this paper that air quality managers have either the will or the inclination to 
subvert the system, but analytical techniques should not provide opportunities for such 
behavior. Instead, techniques should account for relevant contextual information, such as 
sensitivity to control strategies. 
To solve the problem of RRF site-specific sensitivity to bias, diagnostic analysis 
should determine how sensitive the RRF is to control strategies on a site by site basis. If 
reductions at a site are shown to be sensitive to changes in bias, relative interpretation of 
 
 
61 
model results is not warranted and should not be included in attainment demonstrations. In 
such situations, ozone response exhibits extreme nonlinearity, and interpretation of model 
results must be carefully undertaken, especially if the model does not compare well against 
observations. If, on the other hand, ozone concentrations at a site seem to respond roughly 
linearly (within reasonable bounds, say within 10-15%) with respect to precursor controls, 
the RRF approach may be used. Regardless, interpretation of model data must take into 
account site-specific information and the level of confidence in the model on each day. This 
has already been suggested by Kim,38 and the results of this analysis support that conclusion. 
While EPA has determined that including many model days in the calculation helps 
maintain RRF stability,37 it is not clear that stability helps establish credibility of the model 
or confidence in model results. Rather, modeled days that exhibit serious flaws that are 
included in the analysis to fulfill an RRF stability requirement can only decrease confidence 
in control strategies. The main recommendation stemming from this analysis is that the 
model analyst should determine the level of confidence in the model for different geographic 
regions on different days. Subsequently, any time period or geographical area that is 
demonstrated to contain serious flaws should be excluded from calculations that help 
determine control strategies. Because RRFs have been demonstrated by this analysis to be 
affected by model bias, the relative reduction approach is not an adequate technique to solve 
problems posed by model bias. 
Cell selection patterns for RRF calculation 
This analysis revealed that cells selected for the RRF calculation are frequently at the 
edges or corners of the grid array. The monitor frequently lies on a concentration gradient, 
rather than being at the peak of ozone levels. Therefore, the peak ozone value is selected 
 
 
62 
away from center cell because ozone values are highest at the edge of the array. The 
prediction at the monitor cell may be accurate and scientifically defensible, while a cell that 
is 15 km away is chosen for the calculation because it has a higher ozone concentration. The 
magnitude of ozone concentration has nothing to do with correctness of monitor cell 
prediction, and may well be caused by another phenomenon than that at the monitor, e.g. a 
point source plume. The design value is calculated from concentrations obtained at the 
monitor, not near it. Calculating future design values with data collected from near the 
monitor, therefore, is not warranted unless model analysis independently justifies that 
technique. Since cells are selected away from monitor most of the time, there will be a 
tendency to overcontrol to abate concentrations at the monitor. Future design values (DVFs) 
obtained in this manner may not be an appropriate representation of control strategy 
effectiveness. The results of this study provide evidence to support the conclusion that model 
data must be interpreted in a scientifically defensible way, and not with summary judgment. 
Treating all models with a “one-size fits all” analytical approach without regard for results 
from supporting analysis may lead to the wrong decision for air quality management. 
Investigation of cell-selections found that even if model performance is good for a 
site on a particular day, a cell away from monitor can be chosen. If you have a high degree of 
confidence in the model, however, the monitor cell should be chosen. To solve this problem, 
the size and location of the RRF grid array should be based on the level of confidence in the 
model at each site for each day. A model that warrants high confidence at a monitoring site 
should have a very small array, at least for the base case. For a peak that “migrates” spatially 
from the base to the future control case, use of a grid array in the future case is scientifically 
and politically defensible. Using a large array for the future case is also a conservative 
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measure that is protective of public health. Using a grid-array in the base case, however, is 
only warranted if model performance evaluation identifies a spatial shift of peak ozone as 
responsible for peak underprediction. Such a spatial shift could arise from minor errors in 
wind direction or speed. More critical errors in modeling on a day should disqualify it from 
the RRF calculation altogether. 
To summarize recommendations from this analysis, if model performance is shown to 
be good and evaluators have high degree of confidence in the model at a site, RRF arrays 
should not be used in the base case. Instead, the peak ozone concentration at the monitor cell 
should be used. For the future case, arrays should be used if peak has migrated as a function 
of emission reductions. Days that do not perform well should be excluded from RRF 
statistics, and should only be included for supplemental analysis. If evaluators do not have 
confidence in the model at a site, they should exclude it from analysis, unless there is limited 
data from the site. In this case, RRF arrays should be used if confidence exists in the ability 
of the model to approximately reproduce spatial fields, and scientific causes of ozone 
production are not in question. 
Use of 8-hr averages in MNGE masks errors 
This analysis concludes that 8-hr MNGE metrics should not be used for evaluating 
regulatory model performance. These metrics have been shown to mask important 
discrepancies in model behavior. Previous research has criticized model evaluations that are 
based solely on summary statistics, preferring a holistic and scientifically defensible 
framework for model performance evaluation instead.38 This analysis supports the idea that 
holistic evaluation should accompany summary statistics, and decisions should not be based 
solely on statistical metrics. 
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Future research needs 
This paper has explored the relationships between model performance metrics and 
analytical techniques used for attainment demonstrations of the 8-hr O3 standard. 
Conclusions and recommendations are supported by data generated by this study. 
Nevertheless, further work is warranted to confirm the results of this study, and to provide 
additional evidence. Specifically, a national research study with geographically distinct and 
diverse regions should be performed. More critically, new analytical techniques must be 
identified to adequately account for model bias when evaluating control strategies. 
While it is clear from this analysis that the relative reduction approach is affected by 
bias, a national scale analysis is warranted. A large-scale analysis, with several 
geographically disparate fine grid areas will provide much more data to evaluate. It will also 
ensure that the effects noted in this study are not a geographically isolated. During such an 
analysis, questions of cell selection frequencies, including shifts between base and future 
cases and relationship between cell shifts and wind direction, can be explored in greater 
depth, and more comprehensive statistics can be compiled. 
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APPENDIX 1 
MODEL SPECIFICATION 
The model domain is as described by the Texas Commission for Environmental 
Quality (TCEQ) for the 8-hr Houston State Implementation Plan (SIP). Lambert Conformal 
Conic projection is defined by the parameters listed in Table 6. 
Table 6. Lambert Conformal Conic projection parameters. 
Property Value (º) 
Central Meridian –100 
Center Longitude –100 
Center Latitude 40 
Standard Parallel 1 30 
Standard Parallel 2 60 
 
The horizontal grids are described in Table 7. A map of the grids, as provided by 
TCEQ, is presented in Figure 19. Table 8 provides detailed vertical domain information, 
including figures of the course and fine CAMx vertical grid configurations, provided by 
TCEQ. 
Table 7. Domain descriptions. 
Range (km) Number of Cells Domain Name 
Easting Northing Easting Northing 
Cell Size 
(km) 
EUS: 
Eastern US, master 
(–108,2376) (–1584,828) 69 67 36 
ETX: 
East Texas, nested 
(–12,1056) (–1488,–420) 89 89 12 
HGA: 
Houston-Galveston, nested 
(356,688) (–1228,–968) 83 65 4 
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Figure 19. CAMx modeling domains. Courtesy TCEQ. 
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Table 8. Vertical modeling profiles. Figures courtesy TCEQ. 
EUS and ETX domains HGA domain 
MM5 
Layer 
Layer Top 
(m AGL) CAMx 
Layer 
Layer 
Thickness 
(m) 
CAMx 
Layer 
Layer 
Thickness
(m) 
38 15179.1 17 6012.5 28 3082.5 
36 12096.6     27 2930.0 
32 9166.6 16 3330.7 26 2205.7 
29 6960.9     25 1125.0 
27 5835.9 15 1729.5 24 937.9 
25 4898.0     23 791.6 
23 4106.4 14 1080.1 22 732.9 
21 3373.5     21 347.2 
20 3026.3 13 923.0 20 335.9 
19 2690.4     19 324.3 
18 2366.1     18 262.8 
17 2103.3 12 749.9 17 256.1 
16 1847.2     16 249.9 
15 1597.3     15 243.9 
14 1353.4 11 285.2 14 143.6 
13 1209.8     13 141.6 
12 1068.2 10 277.6 12 139.7 
11 928.5     11 137.9 
10 790.6 9 180.9 10 90.9 
9 699.7     9 90.0 
8 609.7 8 89.4 8 89.4 
7 520.3 7 88.5 7 88.5 
6 431.8 6 87.8 6 87.8 
5 344.0 5 87.1 5 87.1 
4 256.9 4 86.3 4 86.3 
3 170.6 3 85.6 3 85.6 
2 85.0 2 51.1 2 51.1 
1 33.9 1 33.9 1 33.9 
Note: AGL – above ground level. 
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Meteorological inputs were developed at the University of Houston and run with 
MM5 at TCEQ. Details of the meteorological simulation are detailed in Table 9. 
Table 9. Modeling input descriptions by domain. 
Domain 
Name(s) 
Meteorology 
Run Name 
Cumulus Nudging PBL Radiation 
Temperature 
Prediction 
Land Use 
EUS ETX TCEQuh1 Yes Analysis MRF RRTM 
Modified NOAH land 
surface model to use 
TFS data 
Standard 
HGA TCEQuh1_eta No 
Observational,
using profiler 
data 
ETA RRTM 
Modified NOAH LSM to 
improve temperature 
prediction 
Standard 
 
Figure 20 is an example of a CAMx control file used for the base case.  
 &CAMx_Control 
 
 Run_Message      = 'camx420_cb4, 20000816, hgb8h.base1b.psito2n2.TCEQuh1_eta_tke.PA', 
 
!--- Model clock control --- 
 
 Time_Zone        = 6,                 ! (0=UTC,5=EST,6=CST,7=MST,8=PST) 
 Restart          = .false., 
 Start_Date_Hour  = 2000,08,16,0000,  ! (YYYY,MM,DD,HHHH) Absoft Fortran is very strict to 
data type. 
 End_Date_Hour    = 2000,08,16,2400,  ! (YYYY,MM,DD,HHHH) Make sure int type is used for 
HHHH. 
 
 Maximum_Timestep    = 15.,            ! minutes 
 Met_Input_Frequency = 60.,            ! minutes 
 Ems_Input_Frequency = 60.,            ! minutes 
 Output_Frequency    = 60.,            ! minutes 
 
!--- Map projection parameters --- 
 
 Map_Projection           = 'LAMBERT', ! (LAMBERT,POLAR,UTM,LATLON) 
 LAMBERT_Central_Meridian = -100.0,    ! deg (west<0,south<0) 
 LAMBERT_Center_Longitude = -100.0,    ! deg (west<0,south<0) 
 LAMBERT_Center_Latitude  = 40.0,      ! deg (west<0,south<0) 
 LAMBERT_True_Latitude1   = 60.0,      ! deg (west<0,south<0) 
 LAMBERT_True_Latitude2   = 30.0,      ! deg (west<0,south<0) 
 
!--- Parameters for the master (first) grid --- 
 
 Number_of_Grids      = 3, 
 Master_Origin_XCoord = -108.0,         ! km or deg, SW corner of cell(1,1) 
 Master_Origin_YCoord = -1584.0,        ! km or deg, SW corner of cell (1,1) 
 Master_Cell_XSize    = 36.0,           ! km or deg 
 Master_Cell_YSize    = 36.0,           ! km or deg 
 Master_Grid_Columns  = 69, 
 Master_Grid_Rows     = 67, 
 Number_of_Layers(1)  = 17, 
 
!--- Parameters for the second grid --- 
 
 Nest_Meshing_Factor(2) = 3,           ! Relative to master grid 
 Nest_Beg_I_Index(2)    = 4,           ! Relative to master grid 
 Nest_End_I_Index(2)    = 32,          ! Relative to master grid 
 Nest_Beg_J_Index(2)    = 4,           ! Relative to master grid 
 Nest_End_J_Index(2)    = 32,          ! Relative to master grid 
 Number_of_Layers(2)    = 17, 
 
!--- Parameters for the third grid --- 
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 Nest_Meshing_Factor(3) = 9,           ! Relative to master grid 
 Nest_Beg_I_Index(3)    = 14,          ! Relative to master grid 
 Nest_End_I_Index(3)    = 22,          ! Relative to master grid 
 Nest_Beg_J_Index(3)    = 11,          ! Relative to master grid 
 Nest_End_J_Index(3)    = 17,          ! Relative to master grid 
 Number_of_Layers(3)    = 28, 
 
!--- Model options --- 
 
 Diagnostic_Error_Check = .false.,       ! True = will stop after 1st timestep 
 Advection_Solver       = 'PPM',       ! (PPM,BOTT) 
 Chemistry_Solver       = 'CMC',       ! (CMC,IEH) 
 PiG_Submodel           = 'GREASD',    ! (None,GREASD,IRON) 
 Probing_Tool           = 'None',      ! (None,OSAT,GOAT,APCA,DDM,PA,RTRAC) 
 Chemistry              = .true., 
 Dry_Deposition         = .true., 
 Wet_Deposition         = .true., 
 Staggered_Winds        = .true., 
 Gridded_Emissions      = .true., 
 Point_Emissions        = .true., 
 Ignore_Emission_Dates  = , 
 
!--- Output specifications --- 
 
 Root_Output_Name         = 
'../camx420_cb4.20000816.hgb8h.b1b.psito2n2.TCEQuh1_eta_tke.PA', 
 Average_Output_3D        = .true., 
 HDF_Format_Output        = .false., 
 Number_of_Output_Species = 23, 
 Output_Species_Names(1)  = 'NO', 
 Output_Species_Names(2)  = 'NO2', 
 Output_Species_Names(3)  = 'O3', 
 Output_Species_Names(4)  = 'OLE', 
 Output_Species_Names(5)  = 'PAN', 
 Output_Species_Names(6)  = 'NXOY', 
 Output_Species_Names(7)  = 'PAR', 
 Output_Species_Names(8)  = 'TOL', 
 Output_Species_Names(9)  = 'XYL', 
 Output_Species_Names(10)  = 'FORM', 
 Output_Species_Names(11)  = 'ALD2', 
 Output_Species_Names(12)  = 'ETH', 
 Output_Species_Names(13)  = 'CRES', 
 Output_Species_Names(14)  = 'MGLY', 
 Output_Species_Names(15)  = 'OPEN', 
 Output_Species_Names(16)  = 'PNA', 
 Output_Species_Names(17)  = 'CO', 
 Output_Species_Names(18)  = 'HONO', 
 Output_Species_Names(19)  = 'H2O2', 
 Output_Species_Names(20)  = 'HNO3', 
 Output_Species_Names(21)  = 'ISOP', 
 Output_Species_Names(22)  = 'MEOH', 
 Output_Species_Names(23)  = 'ETOH', 
 
!--- Input files --- 
 
 Chemistry_Parameters = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/common/CAMx4.2.ch
emparam.3', 
 Photolyis_Rates      = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/common/camx_cb4_p
hotorate.20000816.eus_36km+etx_12km+hgbpa_04km.tuv40_1.2005SEP30', 
 Initial_Conditions   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/bc-ic-
tc/camx_cb4_ic.20000816.environ', 
 Boundary_Conditions  = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/bc-ic-
tc/camx_cb4_bc.yyyymmdd.environ', 
 Top_Concentrations   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/bc-ic-
tc/camx_cb4_tc.yyyymmdd.environ', 
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 Albedo_Haze_Ozone    = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/common/camx_aho.2
0000816.eus_36km+etx_12km+hgbpa_04km.2005SEP30', 
 Point_Sources        = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/ei/base1b/psito2n2
/camx_cb4_ei_el.20000816.hgb8h.base1b.psito2n2', 
 Master_Grid_Restart  = '', 
 Nested_Grid_Restart  = '', 
 PiG_Restart          = '', 
 
 Landuse_Grid(1) = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/common/camx_landu
se.eus_36km.environ', 
 Landuse_Grid(2) = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/common/camx_landu
se.etx_12km.environ', 
 Landuse_Grid(3) = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060112/input/common/camx_landu
se.hgbpa_04km', 
 ZP_Grid(1)      = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_z
p.20000816.eus_36km.TCEQuh1.v43', 
 ZP_Grid(2)      = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_z
p.20000816.etx_12km.TCEQuh1.v43', 
 ZP_Grid(3)      = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1_eta/ca
mx_zp.20000816.hgbpa_04km.TCEQuh1_eta.v43', 
 Wind_Grid(1)    = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_w
ind.20000816.eus_36km.TCEQuh1.v43', 
 Wind_Grid(2)    = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_w
ind.20000816.etx_12km.TCEQuh1.v43', 
 Wind_Grid(3)    = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1_eta/ca
mx_wind.20000816.hgbpa_04km.TCEQuh1_eta.v43', 
 Temp_Grid(1)    = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_t
emp.20000816.eus_36km.TCEQuh1.v43', 
 Temp_Grid(2)    = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_t
emp.20000816.etx_12km.TCEQuh1.v43', 
 Temp_Grid(3)    = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1_eta/ca
mx_temp.20000816.hgbpa_04km.TCEQuh1_eta.v43', 
 Vapor_Grid(1)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_h
um.20000816.eus_36km.TCEQuh1.v43', 
 Vapor_Grid(2)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_h
um.20000816.etx_12km.TCEQuh1.v43', 
 Vapor_Grid(3)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1_eta/ca
mx_hum.20000816.hgbpa_04km.TCEQuh1_eta.v43', 
 Cloud_Grid(1)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_c
r.20000816.eus_36km.TCEQuh1.v43', 
 Cloud_Grid(2)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_c
r.20000816.etx_12km.TCEQuh1.v43', 
 Cloud_Grid(3)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1_eta/ca
mx_cr.20000816.hgbpa_04km.TCEQuh1_eta.v43', 
 Kv_Grid(1)      = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_k
v.20000816.eus_36km.TCEQuh1.v43', 
 Kv_Grid(2)      = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1/camx_k
v.20000816.etx_12km.TCEQuh1.v43', 
 71 
 Kv_Grid(3)      = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/met/TCEQuh1_eta/ca
mx_kv.20000816.hgbpa_04km.TCEQuh1_eta.v43.tke', 
 Emiss_Grid(1)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/ei/base1b/psito2n2
/camx_cb4_ei_lo.20000816.hgb8h.base1b.psito2n2.eus_36km', 
 Emiss_Grid(2)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/ei/base1b/psito2n2
/camx_cb4_ei_lo.20000816.hgb8h.base1b.psito2n2.etx_12km', 
 Emiss_Grid(3)   = 
'/Volumes/RAID1/analysis/AQM/2000_08_hg/received/fromTCEQ/20060204/camx/ei/base1b/psito2n2
/camx_cb4_ei_lo.20000816.hgb8h.base1b.psito2n2.hgbpa_04km', 
 
 & 
!------------------------------------------------------------------------------- 
 &PA_Control 
 
 PA_File_Root         = '../camx420_cb4.20000816.hgb8h.b1b.psito2n2.TCEQuh1_eta_tke.PA', 
 
 Number_of_PA_Domains = 1, 
 Within_CAMx_Grid(1)  = 3,  ! Specify which CAMx grid that this PA domain is in 
 PA_Beg_I_Index(1)    = 1, 
 PA_End_I_Index(1)    = 83, 
 PA_Beg_J_Index(1)    = 1, 
 PA_End_J_Index(1)    = 65, 
 PA_Beg_K_Index(1)    = 1, 
 PA_End_K_Index(1)    = 28, 
 
 & 
!------------------------------------------------------------------------------- 
Figure 20. CAMx control file for August 18, 2000. 
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APPENDIX 2 
SITE-BY-SITE RRF ARRAY 
The following set of arrays (Table 10) represents the cell selections for the relative 
reduction factor (RRF) over all days at each monitoring site. The arrays are labeled for each 
monitor. The horizontal array axis is the East-West displacement for the cell selection and 
the vertical axis is the North-South displacement. On the horizontal axis, negative numbers 
are to the west and positive numbers to the east. On the vertical axis, negative numbers are to 
the south, positive numbers to the north. The point (–3,–3), for example, is at the southwest 
corner. The point (0,0) is the monitor cell. The total number of days selected at each cell are 
summed across columns and rows. A total of 20 days comprise the episode. 
Table 10. Relative reduction factor cell selection arrays for each monitor. 
BAYP -3   0   3  HLAA -3   0   3  
-3 2 0 0 0 1 0 1 4 -3 1 0 0 1 0 1 0 3 
 0 0 0 0 0 1 0 1  0 0 0 0 0 0 1 1 
 2 0 0 0 0 0 0 2  0 1 0 0 0 0 1 2 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 1 1  0 0 0 0 0 0 1 1 
3 3 3 0 1 0 3 2 12 3 3 0 0 0 0 0 8 11 
 7 3 0 1 1 4 4 20  5 1 0 1 0 1 12 20 
                  
WILT -3   0   3  HCFA -3   0   3  
-3 2 0 0 1 0 0 1 4 -3 2 0 0 1 0 0 1 4 
 1 0 0 0 0 0 0 1  1 0 0 0 0 0 0 1 
 1 0 0 0 0 0 0 1  0 0 0 0 0 0 0 0 
0 0 1 0 0 1 0 0 2 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 0 0  1 0 0 0 0 0 2 3 
3 5 0 0 0 1 0 6 12 3 6 1 0 0 0 0 4 11 
 9 1 0 1 2 0 7 20  10 1 0 1 0 0 8 20 
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HALC -3   0   3  HROC -3   0   3  
-3 0 1 0 0 1 0 1 3 -3 0 2 0 0 0 0 2 4 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 0 0  0 0 0 0 1 1 0 2 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 2 
 0 0 0 0 0 0 2 2  0 0 0 0 0 1 1 2 
 0 0 0 0 0 0 1 1  1 0 0 0 0 0 0 1 
3 2 0 0 1 0 1 10 14 3 0 0 1 1 0 0 6 8 
 2 1 0 1 1 1 14 20  2 2 1 1 2 2 10 20 
                  
HWAA -3   0   3  HCFA -3   0   3  
-3 1 0 0 0 1 0 0 2 -3 2 0 0 1 0 0 1 4 
 0 0 1 0 0 0 0 1  1 0 0 0 0 0 0 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
 0 0 0 0 0 2 1 3  1 0 0 0 0 0 2 3 
3 0 0 0 2 3 2 7 14 3 6 1 0 0 0 0 4 11 
 1 0 1 2 4 4 8 20  10 1 0 1 0 0 8 20 
                  
HSMA -3   0   3  HSMA -3   0   3  
-3 1 0 0 1 0 0 1 3 -3 1 0 0 1 0 0 1 3 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1  0 0 0 0 0 0 1 1 
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 
 0 0 0 1 1 0 0 2  0 0 0 1 1 0 0 2 
 0 2 0 1 0 0 0 3  0 2 0 1 0 0 0 3 
3 0 0 0 1 1 3 5 10 3 0 0 0 1 1 3 5 10 
 1 2 0 4 2 3 8 20  1 2 0 4 2 3 8 20 
                  
C35C -3   0   3  HOEA -3   0   3  
-3 2 1 0 0 0 0 1 4 -3 1 0 0 1 0 0 0 2 
 1 0 0 0 0 0 0 1  0 1 0 0 0 0 0 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 2 0 0 0 0 0 2  0 0 0 0 0 0 0 0 
 0 1 0 0 0 0 3 4  0 0 0 0 1 0 0 1 
3 0 0 1 0 0 8 0 9 3 0 0 2 3 2 5 4 16 
 3 4 1 0 0 8 4 20  1 1 2 4 3 5 4 20 
                  
H03H -3   0   3  H04H -3   0   3  
-3 2 0 0 0 0 1 0 3 -3 1 0 0 1 0 0 1 3 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
 0 0 0 0 0 1 2 3  0 0 0 0 1 2 0 3 
3 0 4 3 1 3 0 3 14 3 4 3 1 3 0 2 1 14 
 2 4 3 1 3 2 5 20  5 3 1 4 1 4 2 20 
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H04H -3   0   3  DRPK -3   0   3  
-3 1 0 0 1 0 0 1 3 -3 0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 0 0  0 0 0 2 0 0 0 2 
 0 0 0 0 0 0 0 0  0 1 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 0 0 3 
 0 0 0 0 0 0 0 0  4 0 0 0 0 0 0 4 
 0 0 0 0 1 2 0 3  0 0 0 0 0 0 0 0 
3 4 3 1 3 0 2 1 14 3 2 3 1 2 1 0 0 9 
 5 3 1 4 1 4 2 20  6 4 1 5 3 0 1 20 
                  
LAPT -3   0   3  H08H -3   0   3  
-3 1 0 0 0 0 0 0 1 -3 0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1  0 0 0 0 0 0 2 2 
0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
3 3 4 2 4 1 2 1 17 3 6 4 1 2 0 0 2 15 
 4 5 2 4 1 2 2 20  7 4 1 2 0 0 6 20 
                  
H07H -3   0   3  H10H -3   0   3  
-3 1 0 0 0 0 0 1 2 -3 1 0 0 0 0 2 0 3 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 2 2 0 0 0 0 0 0 1 0 1 
 2 0 1 0 0 0 1 4  1 3 0 0 0 0 0 4 
 1 0 0 0 0 0 3 4  0 0 0 0 0 0 0 0 
3 1 0 4 3 0 0 0 8 3 10 2 0 0 0 0 0 12 
 5 0 5 3 0 0 7 20  12 5 0 0 0 3 0 20 
                  
H11H -3   0   3  TLMC -3   0   3  
-3 0 0 1 2 0 0 3 6 -3 0 0 0 2 0 0 0 2 
 2 0 0 0 0 0 0 2  0 0 0 0 0 0 0 0 
 1 0 0 0 0 0 1 2  0 0 0 0 0 0 2 2 
0 1 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 2 
 0 0 0 0 0 0 1 1  2 0 0 0 0 0 0 2 
 2 1 0 0 0 0 0 3  1 0 0 0 0 0 1 2 
3 4 1 0 0 0 0 0 5 3 8 0 1 0 0 0 1 10 
 10 2 1 2 0 0 5 20  11 0 2 3 0 0 4 20 
                  
HNWA -3   0   3  SHWH -3   0   3  
-3 0 0 1 0 0 0 0 1 -3 1 0 0 0 0 1 6 8 
 0 0 0 0 1 0 0 1  0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
0 2 0 0 0 0 0 0 2 0 0 0 1 0 0 0 1 2 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
 1 1 0 0 1 0 1 4  0 0 0 1 0 0 0 1 
3 0 0 0 0 3 1 8 12 3 0 0 0 1 0 1 5 7 
 3 1 1 0 5 1 9 20  1 0 1 2 0 2 14 20 
                  
 
 
75 
 
CONR -3   0   3  CLTA -3   0   3  
-3 1 0 1 0 0 0 2 4 -3 1 0 1 1 4 0 5 12 
 0 0 0 0 0 0 1 1  1 0 0 0 0 0 4 5 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 
 2 0 0 0 0 0 0 2  0 1 0 0 0 0 0 1 
 0 0 0 0 0 0 1 1  1 0 0 0 0 0 0 1 
3 1 0 2 1 3 0 5 12 3 0 0 0 0 0 0 0 0 
 4 0 3 1 3 0 9 20  4 1 1 1 4 0 9 20 
                  
GALC -3   0   3  JEFC -3   0   3  
-3 0 0 0 1 0 0 0 1 -3 1 0 0 0 0 0 0 1 
 0 0 0 0 0 0 1 1  0 0 0 0 0 0 0 0 
 0 1 0 0 0 0 0 1  0 0 0 0 0 0 0 0 
0 0 0 0 0 0 2 0 2 0 0 0 0 0 0 1 0 1 
 2 0 1 0 0 0 0 3  1 1 0 0 0 0 1 3 
 1 0 0 0 1 0 2 4  0 0 1 0 0 0 0 1 
3 2 2 1 1 0 1 1 8 3 0 0 2 4 2 1 5 14 
 5 3 2 2 1 3 4 20  2 1 3 4 2 2 6 20 
                  
BMTC -3   0   3  S43S -3   0   3  
-3 2 0 0 0 0 0 2 4 -3 0 1 0 2 2 1 0 6 
 1 0 0 0 0 0 0 1  0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
0 0 0 0 0 0 0 1 1 0 0 0 1 0 0 1 1 3 
 1 1 0 0 0 1 0 3  0 0 0 0 0 1 0 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 1 1 
3 3 1 2 1 3 0 1 11 3 1 1 0 1 1 0 3 7 
 7 2 2 1 3 1 4 20  1 2 1 3 3 3 7 20 
                  
PAWC -3   0   3  S42S -3   0   3  
-3 0 0 0 0 0 2 0 2 -3 0 0 0 0 1 1 0 2 
 0 0 0 0 0 1 1 2  0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1  0 0 0 0 0 1 1 2 
0 1 1 0 0 0 0 1 3 0 0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 0 0  1 1 0 0 0 0 1 3 
 1 0 0 0 0 1 1 3  1 0 0 0 0 0 0 1 
3 2 0 1 1 2 3 0 9 3 2 0 0 1 0 5 3 11 
 4 1 1 1 2 7 4 20  4 1 0 1 1 7 6 20 
                  
S40S -3   0   3  WORA -3   0   3  
-3 1 1 0 0 0 0 8 10 -3 0 0 0 0 2 0 2 4 
 0 0 0 0 0 0 1 1  0 0 0 0 0 0 1 1 
 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 
0 1 1 0 0 0 0 1 3 0 0 0 0 0 0 0 2 2 
 0 0 0 1 1 0 1 3  0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0  1 0 0 0 0 0 0 1 
3 1 0 1 0 0 0 1 3 3 3 0 2 0 1 1 5 12 
 3 2 1 1 1 0 12 20  4 0 2 0 3 1 10 20 
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APPENDIX 3 
SITE-BY-SITE DAY-BY-DAY RELATIVE REDUCTIONS 
The following sets of plots show peak daily observed and modeled 8-hr ozone 
concentrations, for each site and each day, and relative reductions for halfNOx and halfVOC 
control strategies. Several sites are shown on different days, but all reveal consistent 
behaviors: underpredicting models produce smaller relative reductions, overpredicting 
models produce larger relative reductions. Bars represent peak daily 8-hr ozone 
concentration, with light grey bar representing observations and dark grey bars representing 
predictions from the four models. The models are arranged in order from most negative 
average bias to most positive average bias, as measured by mean normalized bias (MNB). 
Horizontal line (or transparent overlaid bar) on observation bar marks attainment level (85 
ppb). For model predictions, line (or transparent overlaid bar) is ratio of the standard to the 
peak observed concentration times the peak predictions. The vertical arrows represent the 
achieved reductions in ppb from each control case. If the arrow points below the bar, 
therefore, adequate reductions have been shown on that day at that site, according to the 
relative reduction approach. Plots that do not have observational data are excluded from this 
Appendix, as are plots in which neither the model nor the observations show concentrations 
above 70 ppb. The next page contains a key to reading the plots. 
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