Motorcycle accidents have been rapidly growing throughout the years in many countries. Due to various social and economic factors, this type of vehicle is becoming increasingly popular. Over the past years, automated mechanisms to inspect traffic violations such as radars and surveillance cameras are being used ever more. This paper's goals are the study and implementation of some methods for automatic detection of motorcycles on public roads. Traffic images captured by cameras were used. For feature extraction of images, the algorithms SURF, HAAR, HOG and LBP were used as descriptors. For image classification, Multilayer Perceptron, Support Vector Machines and Radial-Bases Function Networks were used as classifiers. Finally, the results are presented and discussed.
Introduction
In the last decade, an increase in the number of motorcycle accidents was observed. According to the National Traffic Department in Brazil (DENATRAN), in January 2012, Brazil had a fleet of 18.460.061 motorcycles and scooters.
Due to the large number of existing vehicles, researches in intelligent traffic systems became popular, including detection, recognition and vehicle counting, and traffic parameters estimation.
Segmentation of motorcycles on public roads can be seen as the first step to develop any research in traffic estimation as speed computation, motorcycle helmet use, vehicle tracking and occlusion processing.
Related Works
Over the past years many works were carried out in traffic analysis on public roads [1, 2, 3, 4] .
A segmentation and classification vehicle system was proposed in [5] . It also computes the approximate speed of the vehicle. Three-dimensional models are created based on the vehicle size. The vehicle size changes depending on the vehicle class (car, bus, pedestrian, etc). In the classification phase, the generated models are compared to the computed models. The main drawback of this paper is that a single model is used for both bicycles and motorcycles.
In [6] it was proposed a computer vision system aiming to detect and segment motorcycles partly occluded by another vehicle. A helmet detection system is used, and the helmet presence determines that there is a motorcycle. In order to detect the helmet presence, the edges are computed on the possible helmet region. The Canny edge detector [7] is used. The quantity of edge points which are similar to a circle define if the region corresponds to a helmet. The method needs so much information that it must be provided by a user (helmet radius, camera angle, camera height, etc).
In another paper [8] , a system that identifies vehicles even if part of it is occluded was implemented. The system can track the detected vehicle even if the occlusion continues to occur.
A computer vision system for bicycle, pedestrian and motorcycle detection is proposed in [9] . The system detects moving objects (horizontal motion) and pedaling movement (vertical motion) using the Gabor filtering. The HOG descriptor is computed and the SVM classifier divides the objects into two classes: two-wheeled vehicle and pedestrian. At the end, the vertical motion is computed and the two-wheeled vehicle is classified into motorbike or bicycle.
Sonoda et al. [10] proposed a system to detect moving objects. The system aims to detect moving objects at an intersection (like vehicles and pedestrians), and warn the driver. They use the Mixture of Gaussians to detect the moving objects and the Lucas-Kanade Tracker algorithm for pedestrian tracking.
Chiverton [11] described and tested a system for the automatic classification and tracking of motorcycle riders with and without helmets. The system uses support vector machines trained on histograms. The histograms are derived from head region of motorcycle riders using both static photographs and individual image frames from video data. A high accuracy rate was obtained but the number of test images is insufficient.
Contributions
The aim of this study was to propose and develop a system for automatic detection of motorcycles on public roads. For this purpose, we created a strategy divided into four parts: region of interest determination, background detection, dynamic objects segmentation and vehicle classification. In the specific case of the classification of detected vehicles in non-motorcycle or motorcycle, a comparative analysis was performed to identify the best pair of descriptor and classifier. In order to do this, SURF, HAAR, HOG and LBP descriptors, and Multilayer Perceptron (MLP), RadialBases Function Networks (RBFN) and Support Vector Machine (SVM) were used as classifiers.
This paper is divided as follows. In Section 2 the problem of motorcycle detection is detailed, the main steps of this problem are depicted in the Sections 3, 4, 5, 6 and 7. The results are presented in Section 8.2 and discussions in Section 9.
Problem Characterization
This work deals with the problem of detecting motorcycles on public roads. The problem can be split into five steps. The first step of the solution is related to the determining the background image. This step aims to determine an image that will serve as a pattern to identify which objects are in motion. Next, a dynamic detection of objects is made from the subtraction of the current image with the background image computed in the previous step. The third step is the tracking; this step aims to not processing the same object two times or more. At the end, the detected objects are segmented and the algorithm for feature extraction is used in order to classify them into two classes: motorcycle and non-motorcycle. The Figure 1 shows how the problem is solved. 
Background Detection
The background image detection is very important to the development of this work. The main objective of this step is the determination of an image that will be used for the dynamic objects detection. Traffic images captured by video cameras were used. The frames were captured and used to create an image which represents the background scenario. In the course of time, this background is subject to change. The algorithm used to update the image background was the adaptive Mixture of Gaussians [12] .
Dynamic Object Segmentation
In the problem of motorcycle detection on public roads, the segmentation of the dynamic objects in the scene allows only objects of interest in the image to be evaluated. This causes a reduction in processing time, because the classification algorithm works only with a small area of the image. It also reduces the probability of false-positive outputs in classifiers.
The background subtraction method gets all points that have changed in a scene [13] . In environments where the static objects change with time (parked vehicles along the roads, changing position of the shadow over the hours, etc), the algorithms to calculate adaptive backgrounds are necessary.
In our goal for the dynamic object segmentation, it is necessary to define a line (see the Figure 1 (a)) that will serve as a marker. When the vehicle crosses the line, the process of dynamic object segmentation begins.
When the vehicle crosses the line, the frame is captured. After this, an image resizing to a smaller size is made. The purpose of this is to reduce the processing time; this causes the computational performance to increase. The motion detection is made using the Mixture of Gaussians algorithm [12] . The image is obtained through the subtraction between the current frame and the background image. The corresponding grayscale image is computed. After this, the threshold calculation is also done. One morphological closing operation is used in order to remove the image noises. The next step is the shape detection; for this we use the algorithm proposed in [14] .
Vehicle Tracking
For each shape found, if there is an intersection between the diagonal of the shape and the line defined by the user and if there is not a tracking point already, then one is added. If there is a tracking point in the edge, it means that this object has been analyzed and a tracking point is not necessary. This process can be seen in Figure 1 (b).
The next step is to compute the optic flow of the object; it is computed using the algorithm proposed in [15] . The optic flow detects when a vehicle is the same in another instant, which makes a vehicle count possible. The optic flow is necessary to not detect the same vehicle multiple times. The optical flow is computed only for the tracking points; this decreases the computational processing time. The Figure 1(c) shows the result of the processing. 
Features Extraction
An image object has some characteristics such as shape, color and texture. These properties can be measured and they are called object features. These features are normally grouped into a scalar array called "feature vector" or "feature descriptor". In this paper, the SURF, HAAR, and HOG algorithms are used as descriptors for extracting the object features.
The SURF descriptor [16] is based on the Scale-invariant feature transform (SIFT) [17] . It uses the same concepts of SIFT, but the algorithm is optimized without any drastic reduction in the description quality. The SURF algorithm was designed to obtain features independently of scale, rotation, illumination changing and viewpoint. It returns two arrays, namely: interest points and descriptor.
The HAAR algorithm is a multiresolution wavelet transform [18] . The Haar descriptor is mainly used in pattern recognition and image processing [19] . It is also appropriate in communication technologies for data encoding, multiplexing and digital filtering. The HAAR functions are widely applied in numerical calculations because they produce a uniform function system approximation of a function system with various arguments [19] .
The HOG algorithm [20] is a feature descriptor that calculates an image histogram of oriented gradients. The final descriptor is an one-dimensional array of histograms extracted from the image. The algorithm is based on the local object shape and appearance, which in an image can be represented by intensity gradients or edge directions. The feature extraction can be done without an edge position foreknowledge.
The LBP has a good performance in many applications, including classification and texture, image recovery and surface inspection [21, 22, 23] . The original LBP [24] labels the image pixels for a threshold neighborhood of 3 × 3. Each pixel is compared with the central pixel and the result is the binary number. The Figure 2 shows how the LBP is computed.
After the threshold, a histogram of 256 label's partitions is computed, which can be used like a texture descriptor. Each histogram partition encodes local primitives. The local primitives include different types of edges, curves, stains, plain areas, etc. The most important features of the LBP descriptor are its tolerance to monotonic lighting changes and the computational simplicity. 
Vehicle Classification
The main goal of a classifier is to use the object's features to identify which class it belongs to. The feature vectors that are contained in the same region of decision have similar characteristics. This way, the classifier input is the feature vector which represents an object and the output is the class which that object belongs to.
The vehicle classification task consists of differentiating the segmented objects into two classes: motorcycle and non-motorcycle. In this work, the objects are classified only into just two groups because it does not matter to differentiate cars from bicycles, bus or trucks. It is enough to know that each object is a motorcycle or not.
In this paper we use, in order to classify the segmented objects, the algorithms MultiLayer Perceptron Network (MLP), Radial Basis Function Network (RBFN)and Support Vector Machine (SVM).
The MLP classifier was created to solve complex problems which could not be solved by the basic neuron model. In order to overcome such problems, more neurons interconnections are necessary. This configuration only exists in a Multilayer Perceptron Network [25] . The basic principle of a MLP is to create a hyperplane where classes can be discriminated.
In its basic form, the Radial Basis Function Network (RBFN) contains three layers with different goals. The input layer nodes (sensory unit) connects the network to its environment. The second layer applies a nonlinear transformation from the input space to the hidden space and a linear transformation to the output layer [25] . When the RBFN is used to perform a pattern classification, the problem is solved by input space transformation into a high dimensionality space. This process is performed in a nonlinear form according to the Cover Theorem [26] . The main RBFN objective is to generate a region that fully encloses the desired classes.
The studies about Support Vector Machine (SVM) were introduced by Vapnik [27] . The SVM makes an input space mapping into a high dimensionality space . Thereafter, the hyperplane for optimal separation is figured out. To use SVM in pattern recognition it is necessary to convert a nonlinearly separable function in a linearly separable function. This is done by increasing the problem dimensionality .Thereby, it is possible to ensure a larger generalization space. The function that increases the input dimensionality space is called Kernel Function [25] .
Experiments

Methodology for Performance Evaluation and Training
To evaluate the classifiers performance, sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV) and accuracy were used. All these measures can be calculated based on four values: true positive (TP), number of images correctly classified as motorcycles; false positive (FP), the number of images wrongly classified as motorcycles; false negative (FN), the number of images wrongly classified as non-motorcycles and true negative (TN), the number of images correctly classified as non-motorcycles. Those values are defined in table 1. From these quantities, the sensitivity, specificity, positive predictive value, negative predictive value and accuracy are computed using equations 1, 2, 3, 4 and 5.
Sensitivity, also known as recall, is the proportion of true positives out of the total number of cases belonging to that class; in other words, it evaluates the classifier ability to predict an image as a motorcycle given that it is a motorcycle. Specificity reflects the proportion of true negatives; i.e., it evaluates the classifier ability to predict an image as a non-motorcycle when it is not. The VPP rate is the proportion of true positives in relation to all positive predictions, i.e. the motorcycle image actually classified as a motorcycle. The rate of VPN is the proportion of true negatives for all negative predictions (non-motorcycle image classified as motorcycle).Finally, accuracy is the proportion of correct predictions without considering what is positive and what is negative but the total hit.
Results
The videos used for tests were obtained from a CCD video camera on public roads during day and night. The videos have a resolution of 1280 × 720 pixels, and they are 114 minutes long, we use 13 videos. All the algorithms were implemented using the MATLAB tool and the OPENCV library. The results reported here are based on the vehicles classification stage. There were two required steps to compute the results: feature extraction and vehicle classification.
The segmentation of dynamic objects phase returns a total of 3245 vehicle images . These images are used for the classification phase. The Figure 3 shows examples of images generated in this step.
We did not evaluate the results generated in background detection and segmenting moving objects phases, because this is not in the scope of work. To generate the results we employed a cross validation strategy that randomly selected half of the dataset for training and half for testing, repeating this process 10 times and averaging the results in order to evaluate the performance of the classification methods.
The SURF descriptor was tested with 2, 3 and 4 octaves. Taking into consideration the accuracy rates obtained and the run time to generate results, it was concluded that the best results were obtained using 4 octaves. For the SURF descriptor we used "Visual Dictionaries". Visual dictionaries are matrices composed of words (matrix rows) that are made by the most representative image points extracted by the SURF algorithm [28] .
For the feature extraction of the HAAR descriptor, it was used a similar methodology as in [29] . The images were resized to different sizes, and the best result was obtained from images of 100 × 100 pixels. The resizing procedure is necessary because all feature vectors generated by the descriptor must have the same size. This was done because the classifier cannot work with vectors of different sizes. The HOG descriptor has been set up with a 9 histograms by 9 partitions window, we tested other values but that was the best. This way, a vector of 81 features is generated. Here, it was also used a large variation of histogram and partition sizes to conclude which one is the best.
The LBP was used with a window of 3 × 3 corresponding to 9 histograms. The neighborhood used was 3 × 3 for the computation of the label. The labels are of 0 to 255. A grayscale image was used for the processing.
The SVM classifier was performed using linear and polynomial kernel functions. Better results were obtained from these functions in comparison to radial basis functions and tangent sigmoid functions. In relation to the MLP classifier, only one hidden layer and a variable number of neurons for each descriptor were used. The RBFN data were normalized first before being trained. Tables 2, 3 and 4 summarize the classifiers performance for each descriptor used. In all the tested situations, the SVM classifier obtained the highest accuracy rates. The values obtained were 0.9226 for the HAAR descriptor, 0.9482 for the HOG descriptor, 0.9763 for the LBP descriptor and 0.9719 for SURF descriptor. Therefore, note that the best result was obtained when the SVM classifier was used with the LBP descriptor. Figure 4 shows the ROC curves for all descriptors and the classifiers. The ROC curve of the SVM classifier and the LBP descriptor has the largest area: 0.9951. This is close to a perfect result (area = 1). This is explained by the results of Table 2 .
Conclusion and Future Work
The results presented in Section 8.2 are very satisfactory for the problem of vehicle classification. It was obtained a 97.63% accuracy rate when using the LBP descriptor and the SVM classifier. The results show that the LBP descriptor proved to be robust.
The HAAR Wavelet algorithm obtained satisfactory rates too. Its efficiency can be explained by the use of filtering and compression in the images. The filtering result is an almost noiseless information. This causes the classifier learning to be easier and the correct classification of input data.
The results for the SURF descriptor are satisfactory too. This situation can be explained by the use of visual dictionaries. Without the visual dictionaries, the results were not satisfactory (near 0.85 accuracy rate).
The LBP descriptor describes the local texture structure by pattern joint distribution. The texture patterns in motorcycles contribute to the good performance of the classifier using the LBP features.
The SVM classifier presented the best results. The SVM algorithm was designed to separate two classes only, and the main problem of this work consists of classifying vehicles into two classes: motorcycle and non-motorcycle. The poor performance shown by the MLP classifier for the LBP descriptor can be explained by the size of the attribute vector generated (2304 attributes), causing the MLP classifier to fail to converge.
In this study, it was not necessary to set up parameters like camera angle and height and vehicle size, unlike what was proposed by [6] . One of the challenges was to differentiate motorcycles and bicycles because they have similar characteristics. SVM combined with LBP proved to be robust enough to make this distinction. This was not observed in [5] .
The results presented here consist of the first part of a larger project. The main future work is to design an automatic system to detect motorcyclists without helmets. In case of positive response, the system will be able to locate and identify the license plate. After an exhaustive review of the scientific literature, it can be concluded that the design of this system is viable.
Moreover, despite the good obtained results, it is intended to improve them. In order to achieve this goal, the study and implementation of others descriptors and classifiers is necessary. Some classifiers have already begun to be investigated like Kohonen map, K-Nearest Neighbor clustering and Naive Bayes classifier. In addition, another two descriptors will be analyzed: Local Binary Patterns (LBP) features and a variation of the SIFT algorithm called Affine-SIFT (ASIFT).
