Abstract: Nowadays, with the rapid growth in technologies, which depend on computers systems and networks, threats are also increasing enormously. So, a huge number of approaches have been developed to protect systems and networks and to increase the security since it is an essential requirement in the majority of the applications. In this paper, a statistical Naive Bayesian method is applied in an IDS system using different scenarios. The performance of the IDS is measured through experiments using NSL-KDD dataset.
Introduction
 Previously, several researchers have described the design of IDSs to offer details and descriptions of the main characteristics of those systems that are applicable and relevant in the detection of attacks. The design of IDSs depends on the experiences, which are resulted from the improvement and use of those systems in various fields and on the analysis of several types of attacks [1] .
Some of IDS characteristics are: information, which used in the analysis, the level of the interpretation and verification of protocols and methods used in discovering activities that may signify attacks. Those systems range from simple to complex ones and differ in their characteristics [2] .
In Ref. [1] , a model of IDS that consists of sensors and detectors was described. The used sensors to signify the e-box of the CIDFA (Common Intrusion Detection Framework Architecture) and to recover information from a data source were described in Ref. [3] . This recovered information is inserted then to the detector. Researchers in Ref. [1] explored that the Corresponding author: Sadeq AlHamouz, Ph.D., research fields: Internet, E-business and E-government. E-mail: sadeqhamouz@gmail.com.
detector is a combination of both the a-box and d-box.
The IDS characteristics can be represented using two relatively simple parameters. The first parameter indicates a general characteristic of the system, such as the capability to concern accepted expression matching on information. However, this parameter has not the ability to identify the scope where it is obtainable. In other words, it cannot discover the type of information expression matching that should be concerned. The second parameter has the ability to discover the IDS scope, which determines the validity of the system characteristics [4] .
The IDS scope, which is an iterative method that consists of three high-level scopes, is explored. Those scopes are networking, user and host. Both networking and host are divided into several low-level scopes, like application layer and process, while the user scope is the human who uses the IDS [4] . Several works about the analysis of IDSs were published in order to detect attacks. Those works classify the IDSs, ID and attacks. One of those works is the MAFTIA project that uses several concepts, models and terminologies that derived from reliable fields [5, 6] .
Network threats can be persons, events or objects, which can cause damages in a network. Threats also can be accidental, such as errors in calculations or malicious, such as data intended modification. Network security threats are divided into two main types: internal and external threats. The internal threats happen by a person who has a pre-defined access to the network. This access can be an account or physical access. On the other hand, the external threats happen by persons who have no pre-defined accesses to the network. Those threats are resulted from the internet or access servers [7, 8] .
There are several types of attack trends, such as: threat activity trends, vulnerability trends, malicious code trends, fraud activity trends and phishing activity trends. Vulnerability is the weakness in a network that allows attacker to cooperate the accessibility and integrity of this network. Malicious code is a wide group of software threats that attack networks and systems. The most complicated threats types are obtainable by the malicious code, which uses vulnerabilities in networks. Any code that changes, obliterates or takes data permits illegal access, damages a network and/or results in several thins unrelated for users [9] .
Phishing represents data from persons, groups or organizations with the use of a specific brand. Phishing attackers get several sensitive personal data of users. They need fatalities in order to offer their main qualifications. Fraud is the unauthorized or illegal use by attackers of some data that are related to a specified person [10] .
Network defence is the actions taken to monitor, protect, analyse, detect, and respond to unauthorized activities in information systems and computer networks. Several systems are used in the defence of networks against attacks. The first method of protection is the IDS. IDSs have the ability to detect several types of attacks by monitoring networks. Another protection method is the firewall, which is one of the most used defence devices that range from personnel firewall to array ones. Firewalls are utilized in the protection of large networks in large organizations. They are utilized to distinguish between networks via utilizing several rules in order to decide the allowable connections. Another protection method is the encryption, which is used to hide data using a secret algorithm. Those data are then decrypted only by a pre-defined secret key. In this way, attackers cannot reach these data. Another defence method is the authentication, which is similar to the encryption one. In this technique, messages are sent between a client and network access router by a protocol as a carrier in an authenticated way where attackers cannot reach those messages. After the authentication process, the client is defined as a MAC (media access control) address that can access the network and an AP (access point), which is defined also as a MAC address with the same client [11, 12] .
The last defence method is the physical security, which assists in the evaluation and understanding of several risks which in turn facilitates taking corrective actions. It is the physical protection level that surrounds the neighbouring the intended coverage region with the proposed level of security as well as threat model [13] .
General introduction of intrusion detection systems is discussed; Section 2 offers an overview of IDSs. Section 3 discusses the IDS classification and filtering. Section 4 analyses the system model of IDS using Naive technique, the evaluation and the comparison between the proposed systems section with different features are presented in Section 5 and conclusion is given in Section 6.
Background
IDSs are divided into two groups: NIDS (Network IDS) and HIDS (Host IDS). The NIDS monitors the behaviour of the system, while the HIDS monitors the calls of the system. For the NIDS, the activities of the network are independent on several ports. Random projection sketches are used in order to decrease the dimensionality of information with the use of multi-resolution non-Gaussian marginal distribution in order to find out the abnormalities across several levels of aggregation [14, 15] . The entropy based method was used in the whole network traffic [16] . Both the statistical tests and the subspace techniques, which suppose that the connection features are normally distributed, were used [17, 18] .
NIDS are widely used as the last defence line in order to allow several event responses when the intrusion avoidance mechanisms are not effective. This system compares the network traffic with a known database in order to detect the unwanted traffics. The main benefits of NIDS are: its ease use and few numbers of generated false alarms. In contrast, NIDS cannot detect all types of attacks in an effective way. Some of those attacks are: U2R, R2L [7] .
The most common types of attacks are: DOS, U2R, R2L and probe attacks [19] . DoS (Denial of service) attackers use obtainable or unobtainable memory sources in order to control requirements or to ignore rights of users from service, some of those attackers are SYN flood, neptune, back, smurf, land and teardrop.
U2R (user to root) attackers use an account of a system user in order to realize root access to the required system as the user privilege (e.g., buffer overflow).
R2L (remote to local) attackers send several packets to the system without having an account on this system (e.g., password guessing).
Probe attackers find out information or recognized threats. Attackers can easily make an attack with the use of this information (e.g., ping sweep, port scan).
The HIDS works on discovering the system calls. Those works are divided into two groups: sequence based works and feature based works. The sequence based works depend on the events chronological orders, while the second works consider the calls as independent information elements. In Ref. [20] , information was simplified by creating a database storing calls subsequence and then examined them. In Ref. [8] , the richer group of attributes was assumed to be a return value where influences are related to the system calls.
HIDS is used in the detection of intrusions via examining several computing activities models, like the CPU usage and memory. HIDS analyses the system settings, system calls, local log inspections and more. It is used widely due to its effectiveness in the detection of known attacks. On the other hand, this system is not effective in the detection of new attacks [21] .
Both NIDS and HIDS differ from each other, but in the same time, both are complement to each other. In other words, a real secured environment needs the use of both systems in order to offer a forceful system that is considered as the foundation for monitoring and detecting misuses. This combination can filter alerts as well as notifications in a perfect way, which in turn helps in controlling and reacting to misuses.
The main three types of detection methodologies are: pattern matching, protocol analysis and anomaly detection.
The pattern matching methodology is used to determine how frequently an applicant pattern happens and also to determine some data about its frequency distribution throughout a text. Pattern is set of strings, in which each string is a series of symbols. The best pattern has a small number of strings. This technique depends on finding out how many times a string is occurred in a text and determining its incident positions [22] .
The protocol analysis technique is used to discover the locations as well as lengths of fields that exist in the protocol packets. The structure of both needs and responses can be understood by these packets with the use of reverse engineering. This technique is carried out via hand using perception as well as a protocol analyser instrument, like tcpdump. It can be used in the NIDSs in order to find out the higher-level semantic framework from a traffic set [19, 23] .
The anomaly detection technique is used in order to discover patterns in data, which are not matched with the prospected behaviour. Those patterns can be anomalies, exceptions, contaminants, peculiarities or outliers. The most used patterns in this technique are the anomalies and outliers. This technique can discover wide applications use, like fraud detection of credit cards and intrusion detection. The most important point of this technique is that anomalies that exist in data are converted into important data in several applications [16, 24] .
Multi-Layer Bayesian Filtering Technique
Multi-layer Bayesian filtering technique is used in the IDSs with the use of KDD dataset. KDD is one of the main practical and realistic sets that contain actual attacks. It is used in the modelling and evaluation of IDS and it assists in the comparison between experimental results. The model of Bayesian IDS identifies features, which have diverse happening probabilities in both attacks and TCP traffic. Initially, Bayesian filter is qualified by a pre-classified traffic and then it corrects the features probabilities. After that, it calculates each TCP probability and categorizes it as a normal traffic or attack one. Bayesian filter contains two components: training engine and testing engine. The training engine calculates the numbers of both good and bad records, then it creates three hash tables; two of them contain the frequency of both good records attributes and bad records attributes and the third one contains those attributes and their scores [9, 13] .
The testing engine is used to test the resultant training engine using the KDD dataset and to determine if the record is an attack or not based on a specified threshold. Accuracy and results of tests depend on databases, features and threshold value. The following percentage expressions are used in the analysis of data [10, 7, 25] . TN (true negative): normal records, which are correctly classified; TP (true positive): attack records, which are correctly classified; FP (false positive): normal records, which are incorrectly classified as attacks and FN (false negative): attack records which are incorrectly classified as normal. By using these expressions, both the detection rate and classification rate can be represented as follows: Three improved Bayesian filters are explained and compared with each other in order to determine the most accurate filter in the detection of attack records.
Improved Bayesian Filter 1 (IBF1) IBF1 is a one-layer filter. In this filter, the normal records are filtered again for several times with the use of engines that have different settings of threshold and features, where the output normal records of one engine are the inputs of the next engine. This process enhances the accuracy, where attack records of all engines are collected. Fig. 1 shows the IBF1 model [12, 26] .
Improved Bayesian Filter 2 (IBF2) IBF2 is a one-layer filter. In this filter, the normal records are filtered again for several times with the use of engines that have different settings of databases, where the output normal records of one engine are the inputs of the next engine. This process enhances the detection rate but it has high FP percentage which is a problem. Fig. 2 below shows the IBF2 model [11] .
Improved Bayesian Filter 3 (IBF3) IBF3 filter consists of two layers in series. In the first layer, attack records are filtered again, while in the second layer, both attack and normal records are filtered. This combination gives the highest detection rate that equals to 96.85% since both types of records are filtered again. Fig. 3 below shows the IBF3 model [14, 17] .
System Model
In this paper, a Naive Bayesian based IDS is explored and discussed. Initially, this section offers a brief description concerning the Naive Bayesian technique with exploring their principles of work and main equations. After that, those systems are trained and tested using the NSL-KDD database in order to measure and evaluate their performance. This database composed of 41 network connection features, where the names of those features are demonstrated in this section. The NSL-KDD database is applied in this work using two sets of features numbers for both classification methods: (5, 10, 24, 29, 33, 34, 38, 40) and (2, 5, 8, 23, 30, 34, 35, 38) . The proposed classification methods are applied on the proposed IDSs using those sets of features. The Naive Bayes algorithm is applied on the IDS to find the probability of the presence of an attack in a computer network. When the computed attack probability is high but not enough to be considered as attack, then the computer network produces a report and warns the administrator of the system. The Naive Bayes can be used to classify any unknown object when the network is quantified based on its attributes values by using the following expression Eq. (3) [15] . P C /X P X/C P C P X P C /X P C /X ,1 i m, i j (3) Where, C class that belong to group of m classes C1, C2…Cm, X represents the data sample which not known and P(X) is constant for each category. The proposed IDSs use Naive Bayes Eq. (3) to classify network connections as normal or attack based on their features. In the proposed IDS the NSL-KDD data set is used for training and testing stages to evaluation. NSL-KDD data sets include 41 features of the network connection.
Simulation and Numerical Results
In this section, the obtained results for developed Naive Bayes based IDSs (intrusion detection systems) using the proposed sets of features in Refs. [27, 28] are presented. The NSL-KDD database is used to measure the performance of both systems, where those systems differ in the used set of features. All the simulation results are obtained using the MATLAB program. Fig. 4 shows the obtained results of the proposed Naive Bayes based IDS using the proposed set of features in Ref. [27] for the first case.
As shown in the Fig. 5 below, the system has DR 88.51% and obvious FN and FP rates, where the resultant FN rate in 7.49 % and FP rate is 18.16%. Thus, this system needs further enhancements based on eliminating all records that result in false alarms. Fig. 4 Results of using the proposed set of features in Ref. [27] in Naive Bayes. The obtained results of the proposed Naive Bayes based IDS in Ref. [28] for the first case, all records are shown in the Fig. 5 .
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As shown in the figure above, the application of the proposed Naive Bayes based IDS on the second set of features for all records results in DR=87.2%, 10.38% FN rate and 15.11% FP rate. 
Concluding Remarks
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IDS using Naive Bayesian classifier to decrease the number of generated false alarms: false positives and false negatives, improve the network security and enhance the detection rate of several types of attacks. Naive Bayesian method was applied on the constructed IDS in different scenarios using the MATLAB program, where then a comparative study among them was conducted based on analyzing the performance parameters and determining the most efficient statistical method in detecting various types of attacks. The NSL-KDD database was used to measure the performance of the implemented systems, where it composed of 41 features of the network connection.
For the Naïve Bayesian classifier, two systems have been implemented and analyzed. Using the proposed features numbers in Refs. [27, 28] , the obtained DRs are 88.51% and 87.2%, FP rates are 18.16% and 15.11% and FN rates are 7.49% and 10.38%, respectively.
