Abstract. Performance of Language Identification (LID) System using Gaussian Mixture Models (GMM) is limited by the convergence of Expectation Maximization (EM) algorithm to local maxima. In this paper an LID system is described using Gaussian Mixture Models for the extracted features which are then trained using Split and Merge Expectation Maximization Algorithm that improves the global convergence of EM algorithm. It improves the learning of mixture models which in turn gives better LID performance. A maximum likelihood classifier is used for classification or identifying a language. The superiority of the proposed method is tested for four languages
Introduction
Language Identification (LID), as the name suggests is an issue of identifying the language of any utterance irrespective of its length (duration of speech), context (topic and emotions) and speaker (gender, age and demographic region). "Humans have the best capability to identify the language" [1] . Due to the increasing demand of global communications, it is required to break the boundaries of languages. This gives new challenges to machine translation system of languages and speech recognition system also. For that the first step is identifying the language of the speech. Once a particular language has been identified, a translation or a recognition system can be trained to solve the problem based on the identified language.
LID based on language independent phoneme recognition followed by language modeling (PRLM) [2] needs phoneme recognizer. LID based language dependent parallel phoneme recognition (PPR) [2] requires labeled speech. It needs language dependent phoneme recognizer for each language. Both PRLM and PPR perform very well but are computationally very expensive. Alternate methods which do not require labeled speech have also been proposed but their reliability depends on the speech quality and the parameterization technique.
Parallel syllable like unit recognizers [3] can also be used in place of parallel phoneme recognizer for LID. This approach does not require annotated corpora. But its performance depends on how efficiently speech is segmented into syllables like sounds. Recently Auto Associative Neural Network (AANN) [4] are also used for LID. Which does not require transcribed database, butuses heuristics for modelling. Gaussian Mixture Models (GMM) are also used for LID [2] . Although performance of this approach is comparable to other approaches, it still suffers from the problem of its convergence to local maxima.
Feature extraction methods play important role in language discrimination. Mel Frequency Cepstral Coefficients (MFCC), Perceptual Linear Predictive (PLP) coefficients, Linear Prediction Coefficients (LPC) etc are some of the most commonly used feature extraction methods in speech applications. Recently new feature extraction techniques such as Modified Group Delay Feature (MGDF) [5] , Time Frequency Principal Component (TFPC) [6] are explored.
In this paper, we first extract the MFCC and their delta as well as deltadelta coefficients as the features for the speech utterences. These features are then modelled as GMM and a split and merge EM(SMEM) algorithm is used to obtain the model parameters. The use of SMEM overcomes the difficulty of local maxima dur to EM. We show that the accuracy of the system can be improved by using split and merge EM algorithm.
The rest of the paper is organized as follows: section 2 discusses in brief about the GMM, their learning using EM algorithm and its limitations. In section 3 the split and merge is described which is used to overcome the limitation of EM algorithm. Section 4 shows the experiments and performance results of LID system using SMEM.
Gaussian Mixture Models and Expectation Maximization Algorithm
Gaussian mixture models (GMMs) play a very important role in pattern recognition. GMMs are used to approximate the distribution of the data as weighted sum of the multivariate Gaussian probability density function (pdf). Efficient computation of the maximum likelihood parameter estimates of the GMM can be done with the EM(expectation maximization) algorithm. It optimizes the likelihood that the given data points (feature points as used in this study) are generated by a mixture of Gaussian probability density function [7] .
In EM algorithm two steps are repeated iteratively. The first step also called Estep is used to calculate the expected data log-likelihood function. In the second step called M-step estimates of new parameter are obtained by maximizing the log-likelihood function. Finally, these two steps give estimated parameters.
1. EM algorithm breaks down when any Gaussian component has its covariance matrix singular. It happens when clusters contain insufficient observations or too many components are used to fit the data set where there are actually fewer clusters [9] . 2. Another limitation of EM algorithm is it does not give the global maximum of the log-likelihood of the data, instated it gives us the local maxima.
Split and Merge Expectation Maximization Algorithm
SMEM algorithm was basically proposed by Ueda et al. [8] . It overcomes the problem of local maxima in parameter estimation of mixture models using EM algorithm. The main idea behind SMEM algorithm is that after usual convergence of EM algorithm split and merge operations are performed to update the parameters of some mixture components. Then again EM is performed. This process is repeated iteratively until log-likelihood is increased. The number of components are kept constant. This process improves the global convergence of the EM algorithm. This make GMMs to learn the languages better and the result is better LID performance. Split and merge criterion are described as below.
Split Criterion
For splitting, a local Kullback divergence can be defined as [8] :
which is a splitting measure for the mth component of mixture model, ∀ θ is the model parameter vector. The above equation actually represents the distance between two distributions: the local data density f m (x) around the mth model and the density of the mth model specified by the current parameter estimate Θ [8] . The local data density is written as:
The expression given in Eqn. (2) is a modified empirical distribution weighted by the posterior probability so that the data around the mth model is focused on. When the weights are equal, i.e., p(m|x n ; Θ) = 1/M , then f m (x; Θ) becomes p m (x; Θ) where:
The splitting measure J split (m; Θ) is calculated for all components in the mixture model and the component corresponding to the maximum value of J split (m; Θ) has the worst estimate of the local density and this is the best candidate for split.
Merge Criterion
If there are two mixture components such that the posterior probabilities of several data points belonging to these two components are same, then the two components should get merged. To calculate a suitable measure of this, a merge criterion is defined as follows:
where
N is an Ndimensional vector consisting of the posterior probabilities for data points to belong component ı . t denotes the transpose operation and ||.|| denotes the Euclidean vector norm. Two components ı and j with large value of J merge (i, j; Θ) are supposed to be good candidates for merge.
To get the parameters of the components after split and merge operation a method proposed by Zhang et al. [11] is used.
Experimental Results
Testing of thealgorithm has been done on four language viz. English, HIndi, Gujarati and telegu. For English language IViE corpus is used. The statistics of speech samples that are used for training and testing of different languages are shown in Table ( 1) and (2) correspondingly. First of all, the speech files are hand-segmented to remove silence regions. with the help of WAVE-PAD software. Then speech is segmented into frames of length 23 msec (256 samples) and the overlapping between two frame was taken half of the frame length which is 11.5 msec (128 samples). Hamming window is used for smoothing. Then 12-dimensional Mel Frequency Cepstral Coefficients (MFCC) are extracted for each frame and were augmented in their time context. After taking MFCC its Delta and Delta-Delta Cepstral Coefficients are also extracted. The window length for delta and Delta-Delta Coefficients is K=9 and K=5 respectively. Cepstral Mean Subtraction (CMS) is applied to remove the effect of convoluting noises.
Separate GMM is used for each of the coefficient stream(MFCC, its Delta and Delta-Delta ) for each language. Number of components in each GMM are kept 40. Now, for every language there are three GMMs, one each corresponding to different feature stream. In the first experiment all GMMs are trained using EM algorithm. Next we apply the split and merge algorithm and perform the usual EM iteratively until the log-likelihood is increasing. The log-likelihood is given by
where Θ x l are the parameters of GMM modeled using MFCC for language l, Θ y l are the parameters of GMM using delta Cepstral coefficients for language l and Θ z l are the parameters of GMM using delta-delta Cepstral coefficients for language l. x n , y n , z n are Cepstral coefficients, delta Cepstral coefficients and delta-delta Cepstral coefficients correspondingly. It is assumed that these three streams are jointly statistically independent of each other. The maximum likelihood classifier hypothesizes i as the language of the unknown utterance, where Table( 3) it is clear that SMEM outperform simple EM algorithm and gives better performance for LID.
Conclusions
A Split and Merge EM algorithm based approach is proposed to solve the language identification problem by using Gaussian mixture models.The problem of local maxima occurs in a mixture model is avoided by this split and merge EM (SMEM) algorithm. SMEM algorithm changes the parameters of some GMM components by split and merge operations. It improves the distribution of Gaussian components in the space which in-turn increases the log-likelihood of observing the data. This makes GMMs to learn the languages better in comparison to using the simple EM algorithm.
