Introduction
At present, the music becomes part of our lives both listening and singing to entertain and relax ourselves. The prevalent of problem, most users forget the name of the song, but they want to find a song for listening and singing. However, traditional approaches for retrieving music data were based on the textual information such as titles, composers, file names or singers. Because of their incompleteness, there are many difficulties in satisfying particular requirements of applications.
Therefore, many researchers have proposed techniques to query a song base on humming which is called Query-By-Humming (QBH) system [2, 13, 14, 20, 21, 26] . QBH system allows the user to retrieve an intended song based on humming some part of the song. The general framework of QBH system contains three main components, which are query processing module, melody database and matching engine [2] . Firstly, the system handles the Musical Instrument Digital Interface (MIDI) in database. Subsequently, the system process the users input humming signal then extract signal fundamental frequency, humming query is converted into melody representation. Finally, when a search is initiated, melody representation is used to match against the melody in the feature database, according to their similarities and return a rank list of songs.
Normally, natural sounds are a composition of a fundamental frequency with a set of harmonics. The frequency that the human ear interprets as the pitch of a sound is this fundamental frequency, even if it is absent in the sound. The pitch of natural sounds is important in many contexts. Pitch is the perception of how high or low a musical note sounds, which can be considered as a frequency which corresponds closely to the fundamental frequency or main repetition rate in the signal [15] . It is one of the most important parameters in the voice signal analysis and can be determined by the fundamental frequency of the unit frame [6] . For QBH system, pitch is the key feature of melody. As the humming sound consists of noise, pitch needs to be extracted and in order to get the most significant information.
Related Works
For early work, pitch is used in QBH as a feature [2, 8, 14] . There are many techniques to analyse and extract pitch contour, pitch interval and duration from voice humming query [2] . In general, traditional methods for detecting pitches have been proposed in the past, it can be divided roughly into two domains to identify the pitch: time-domain based, frequency domain based [11, 15] .
Pitch and fundamental frequency are important features, therefore it must be extracted pitch. A Pitch Determination Algorithm (PDA) based on Subharmonic-to-Harmonic Ratio (SHR) is developed in the frequency domain and describes the amplitude ratio between subharmonics and harmonics [23, 24] . For our system, we have implemented pitch tracking using SHR.
The Mel Frequency Cepstral Coefficients (MFCC) was adopted in many speech analysis applications. This type of feature extraction is being widely used in robust speech recognition systems inspired by human auditory perception and focusing on effective signal processing in the ear using cochlear filterbanks [1] . MFCCs were also used as features [7, 12] . From these experiments it shows that using MFCC with the dimension 13 and audio recognition will give better results than other dimensions. MFCC is used in our pre-processing.
Generally, to gather all attributes to use all at once might not give good result. Some features are appropriate but some are not. However, we need to find many classifiers to help with the result. To improve the performance of the system, there are many researches used a lot of information, such as pitch, duration, rhythm, inter-onset interval, start and end time to be mutually considered and make feature in [10, 14] . The most often used classifiers combination approaches in Multiple Classifiers System (MCS) include classifier selection, the majority voting, the weighted combination (weighted averaging), the probabilistic schemes, various rank-ordered rules and etc., [4] . Besides, MCS and majority vote is applied for off-line Arabic handwriting recognition, the accuracy is higher than individual classifier [9] . Therefore, MCS will be used to find the result and the easiest way to do is majority voting.
However, the feature still has variable length in the form of melody contour, hence the traditional Dynamic Time Warping (DTW) cannot be used for this feature. Multi-Dimensional Dynamic Time Warping time series (MD-DTW) algorithm was proposed for DTW on multi-dimensional time series, which the algorithm utilises all dimensions to find the best synchronization [3] . Multi-dimensional (time) series are series in which multiple measurements are made simultaneously. MD-DTW is applied with image texture [19] , gesture recognition [3] , time series [25] , thus we have an idea to apply this to the QBH.
The segment of a note in the humming waveform is model by a Hidden Markov Model (HMM) while the pitch of the note is model by a pitch model using a Gaussian mixture model. The frame based analysis is performed on a note segment which usually has several frames. Multiple frames of a segmented note are used for pitch model analysis. After applying autocorrelation to those frames, pitch features are extracted. The first stage of the proposed algorithm is note segmentation, where the process of segmenting notes of a humming piece is conducted. First, a feature set which can characterize a note is chosen. Next, the HMM definition is chosen before training. During the training phase, notes' phone level HMMs are trained using the selected feature set. The trained note models are then used by the note decoder for note segmentation. Finally, the duration of a segmented note is label according to its relative duration change [5, 18, 19, 22] .
Materials and Methods

Melody Contour Extraction Algorithm
The following algorithm describes how to extract pitch from humming sound to obtain the melody contour. Melody Contour Extraction, we have proposed in [16] . Let m represents melody contour and let p be the pitch. The variables of algorithm are described as follows: s is the size of the window for filtering, g is the gap of pitch difference, T is the threshold of standard deviation, and v is the variance of pitch interval. The Algorithm proceeds as follows: The first step of this technique is to take a pitch to pass through the noise filtering process which uses the median filter in order to make the signal go smoothly. Then, find the different value of p by comparing with the defined g value by selecting only the exceed value. The value of s is determined in order to apply to find the range of signal that changes a little at that period of time. In other words, it discards the signal that changes rapidly in a short time comparing with this interval. There is the spread around the signal and it only needs the group of significant signals. Hence, it finds the range of signal which has a small value of the spread when comparing with the threshold of standard deviation (T) as shown in Figure 1 . The output of the algorithm melody contour contains significant pitch. Finally, when this technique is applied to retrieval task, it to do retrieval process, the result will be more correct than the traditional method.
Pitch (Hz) Figure 1 . Example of pitch extraction by melody contour extraction.
Note Segmentation by Humming Sound
For this paper, we have proposed the method of note segmentation by humming sound to differentiate the sounds part from the silence parts in order to choose the most important part, which is the sound part, to use in the next process [17] . From the sound wave in Figure 2 , the silence interval is removed manually as preprocessing before being fed to the HMM. As shown in Figure 3 , the HMM contain 3 states with left-to-right topology using 2 Gaussian mixture distributions. Both the note and the silence are used to train these HMMs.
Multi-Dimensional Dynamic Time Warping
Multi-dimensional series consist of a number of measurements made at each instance. The number of measurements is the dimensionality of the series, the number of time instances its length. Note that multidimensional series need not be time signals, any situation in which several measurements are made simultaneously depending on one variable that gives a multidimensional series. They assume that measurements are stored in a matrix, in which columns are features and rows are time instances. MD-DTW was proposed [3] as an approach to calculate the DTW by synchronizing multidimensional series, which is basically an extension of the original DTW, where the matrix D is created by computing the distance between k-dimensional points (where, differently from the original approach, k can be larger than This approach pre-processes the multidimensional series, which must have the same number of dimensions. The last step of this algorithm is the execution of the traditional DTW. However, in many cases, all dimensions will contain information needed for synchronisation therefore proposes MD-DTW for synchronising such series. The MD-DTW algorithm runs in 4 steps: 
Step 4: Use this distance matrix to find the best synchronization with the regular DTW algorithm.
Take two series A and B. DTW involves the creation of a matrix in which the distance between every possible combination of time instances A(i)↔B(j) is stored. This distance is calculated in terms of the feature values of the points. Various norms are possible. In 1D-DTW, the distance is usually calculated by taking the absolute or the squared distance between the feature values of each combination of points.
For MD-DTW, a distance measure for two Kdimensional points must be calculated. This distance can be any p-norm. They use the 1-norm, i.e., the sum of the absolute differences in all dimensions. To combine different dimensions in this way, it is necessary to normalize each dimension to a zero mean and unit variance. For this, the dimensions must be comparable. If for instance one dimension contains real valued measurements and one is binary, comparing them directly is not possible and a more sophisticated distance measure must be found [3, 19] .
Our Approach
In our approach, it consists of two steps which are preprocessing and processing. Pre-processing is process of note segmentation by humming sound. Processing, it consists of feature extraction and soft majority voting. We propose two methods in our framework as shown in Figure 4 which are feature extraction sections 4.1, 4.2 and 4.3 and majority voting extraction section 4.4. Our framework starts from pre-processing by using a feature to facilitate note segmentation by a humming sound. The process consists of four steps as follows: Firstly, the MIDI is already a sequence of pitch while the pitch in humming sound is needed to extract by SHR [23, 24] . Consequently, the pitch is extracted by our new feature extraction method and then multiple classifiers are applied to classify the multiple subsets of these features. Afterwards, MD-DTW is used for similarity measurement. Finally, Nearest Neighbors (NN) and soft majority voting are used to obtain the retrieval results in case of equal scores.
Feature Extraction
In this process, the principle function used for making feature extraction of input (humming sound) and reference songs in database MIDI.
• F 1. Normalized pitch:
( ) where t represents note durations in seconds and T is the summation of duration time.
• F 3. Melody contour extraction (Melslope):
( ) ( ) 
Feature Extraction of MIDI
Conducting feature extraction of MIDI has four approaches as following:
• Normalized pitch: 
Feature Extraction of Input
Conducting feature extraction of hum has six approaches as following:
• Normalized pitch: where pseg represents pitch passed note segmentation. The MIDI is already a sequence of pitch while the pitch in humming sound is needed to extract by SHR [23, 24] .
Due to the difference characteristic of MIDI and humming sound, the feature extraction P 1 to P 6 are performed to both of them as P 7 to P 10 are only used for humming sound. While 1 Afterwards, the extracted pitch can be used to calculate all above attributes and then multiple classifiers are applied to classify the multiple subsets of these features. In case of the subset contain the multiple attributes, MD-DTW is used instead of DTW for similarity measurement. Finally, NN and soft majority voting are used to obtain the retrieval results.
Soft Majority Voting
Majority voting method is widely used in many tasks classification. Voting is a method for a group to make a decision. By the principle of voting, in general, the final decision is based on highest score. Nevertheless, in terms of equal vote, there are many ways of making decision, depending on particular situation. Thus, we propose to make important decisions if the vote is equal, based on the principle of minimum distance, which it is called soft majority voting. From Figure 5 , if there is the only one highest score, it will return the class that has the highest score as the result. But if there are multiple highest scores, all members will be reconsidered minimum distance by soft majority voting method. The principle of soft majority voting makes all members reconsidered through distance.
Results
We have conducted extensive experiments to measure retrieval performance in terms of accuracy. Experiments have shown the effectiveness of the system and according to the various conditions. For effectiveness of this system, the measures were setup to explore such as the variation of number of songs in database, feature extraction, top-n rank and combination of feature.
Dataset
In this dataset, there are 500 MIDI format songs and they are divided into three subsets which are 100, 300 and 500. We used 100 tests humming sound to query songs in database. The test query is a humming sound which consists of hummed tunes with Da Da Da. We used 100 humming sounds from different people to test our system. The recording was done at 8kHz sampling rate, mono and time duration 10seconds, start at the beginning of song. The results are showed that when the number of MIDI in database is smaller, the accuracy rate is higher.
Variation of Feature Sets
In this paper, some single attribute are used for creating multiple attributes, such as P1, P2, P4 and P7, as described in Tables 1 and 2 . Experiments have shown the effectiveness of the system and according to the various conditions such as the variations of number of songs in database, feature extraction, top-n rank and combination of feature. In this experiment, the number of classifiers was varied from two to ten. The feature sets for each classifier are defined in Table 4 . It is fixed as P7 in every classifiers. Since, our experiment, we have found that combining attribute P7 with other features can achieve 100% accuracy rate, which faster than using random method. The detail of classifier is used in experimental as shown in Tables 3 and 4. Table 3 shows the attribute of each feature. Table 4 contains a feature set that is used as each classifier. The performance evaluations vary top-n from top-1 to top-60. The experiments are shown in Tables 5, 6 and 7 for each dataset. The results of using five classifiers give the best performance in all datasets. That is, it can achieve 100% of top-n which are top-10 in case of 100 MIDI songs, top-20 in case of 300 MIDI songs, and top-35 in case of 500 MIDI songs. The feature set of five classifiers consists of features, 7, 14, 15, 16, 28, as shown in Table 4 . That is the sets of attributes {P7}, {P2, P3, P8}, {P2, P4, P9}, {P2, P4, P6} and {P1, P4, P6, P8, P10}, as shown in Table 3 . From this result, we found that P5 is not included in this set. While P8, which note segmentation, was processed, is employed. Feature sets that use two classifiers can achieve 100% accuracy rate at top 60 or feature set of ten classifiers can achieve 100% accuracy rate at top-30 for MIDI 100 songs in database, as shown in Table 5 . Meanwhile, if MIDI songs in database increase feature set of 2 classifiers can only achieve 97% accuracy rate while feature set of 10 classifiers can achieve 100% accuracy rate at top-50 and top-60 for MIDI 300 and 500 songs in database, as shown in Tables 6 and 7 In addition, query time is used to measure the complexity of our proposed technique, as shown in Table 8 . We performed all the tests on a notebook with a CPU of Intel® Core™2 Duo processor 2.26GHz, 2GB of RAM. Normally, MCS with more classifiers take more query times. 
Conclusions
In this paper, we propose new method for feature extraction and soft majority voting to make important decision if the vote is equal in application of QBH. Our approach consists of two processes which make humming sound go through note segmentation and then extract the feature to create many feature sets by using six approaches for input and four approaches for MIDI.
The main feature we use in each set, it obtains from melody contour extraction algorithm, which we have proposed earlier. Next, soft majority voting will be used for making a decision to choose the best result. The advantage of our approach is to increase efficiency and accuracy for retrieving data. From the use of multiple classifiers system by using soft majority voting as we have proposed, if the score is equal, all the members will get to reconsider by finding minimum distance, which we can look at this as an advantage. Moreover, using more than one feature can achieve better accuracy rate than one feature because of including more information and obtaining multiple aspects of that. From the experiments, using feature set which consists of 5 classifiers will get 100% accuracy at the early top-n rank in retrieving. Nevertheless, using a greater number of classifiers makes the system higher complexity and longer query time.
