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Constructing four six-dimensional mutually unbiased bases (MUBs) is an open problem in quan-
tum physics and measurement. We investigate the existence of four MUBs including the identity,
and a complex Hadamard matrix (CHM) of Schmidt rank three. The CHM is equivalent to a con-
trolled unitary operation on the qubit-qutrit system via local unitary transformation I2 ⊗ V and
I2⊗W . We show that V and W have no zero entry, and apply it to exclude examples as members of
MUBs. We further show that the maximum of entangling power of controlled unitary operation is
log2 3 ebits. We derive the condition under which the maximum is achieved, and construct concrete
examples. Our results describe the phenomenon that if a CHM of Schmidt rank three belongs to an
MUB then its entangling power may not reach the maximum.
PACS numbers: 03.65.Ud, 03.67.Mn
I. INTRODUCTION
The existence of four six-dimensional mutually unbi-
ased bases (MUBs) is one of main open problems in
quantum mechanics and information [1–3]. The problem
is equivalent to showing the existence of identity matrix,
and three 6×6 complex Hadamard matrices (CHMs) sat-
isfying certain constraint. The CHM is a unitary matrix
with entries of idental modulus. By regarding the column
vectors of each CHM as an orthonormal basis in the six-
dimensional Hilbert space C6, the constraint says that
every two vectors from different bases has inner product
of modulus 1/
√
6. We shall denote an MUB trio as the set
of three CHMs with above constraint, though it is widely
believed that the set does not exist [4–13]. MUBs play a
key role in quantum tomography, key distribution, error
correction, uncertainty relation, and more quantum cor-
relations. The incompatibility of MUBs has been quanti-
fied using the noise robustness [14]. Recently, the MUB
problem has been investigated using the extensively use-
ful notion in quantum information, i.e., Schmidt rank
[15], [29], see also Figure 1. It has been shown that the
CHM with Schmidt rank one or two does not belong to
any MUB trio. As far as we know, the approach of study-
ing MUBs in terms of Schmidt rank is not much under-
stood. Ref. [15] displays a promising perspective on this
long-standing problem. It is both physically meaningful
and mathematically operational to investigate CHMs of
larger Schmidt rank.
In this paper we shall investigate the CHM M with
Schmidt rank three. We review the preliminary results in
Lemma 1 and 3. We also construct examples of Schmidt-
rank-three CHMs satisfying certain linear dependence in
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FIG. 1: The CHM M consists of four blocks C,D,E, F .
They are all 3× 3 submatrices of entries of modulus
1/
√
6. The Schmidt rank of M is the number of linearly
independent blocks in C,D,E, F . So the Schmidt rank
is at most four. Recently it has been shown that if M
belongs to an MUB trio then M has Schmidt rank three
or four. We show that if UAB has Schmidt rank three
then M = (I2 ⊗ V )UAB(I2 ⊗W ) with 3× 3 unitary
matrices V,W containing no zero entry, though
numerical tests indicate that such M may not exist. We
further regard M as a bipartite unitary operation, and
investigate its entangling power. It is equal to the
entangling power of UAB , namely the maximum
entanglement E[UAB |δ〉Aa|〉Bb] of the bipartite state
UAB |δ〉Aa|〉Bb over all input states |δ〉Aa|〉Bb with
ancilla system a, b.
Lemma 2. Next, we characterize the expressions and
properties of Schmidt-rank-three CHMs M in Lemma 4
and 5. It has been proven in [16] that M is a controlled
unitary operation on C2 ⊗ C3, see Figure 2. So we ob-
tain the decomposition M = (I2 ⊗ V )UAB(I2 ⊗W ) with
some 3× 3 unitary matrices V,W , and UAB a controlled
unitary operation controlled from the B side in the com-
putational basis {|j〉}. Assisted by Lemma 4 and 5, we
show that if V or W has a zero entry then M does not
belong to any MUB trio in Theorem 6. We show that
some examples of M do not belong to any MUB trio. It
indicates that no Schmidt-rank-three CHM may belong
to an MUB trio. Since M has Schmidt rank three, the
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2FIG. 2: The CHM M of Schmidt rank three is a
bipartite controlled unitary operation on the space
C2 ⊗ C3 controlled by system B. This is expressed as
M = (I ⊗ V )(∑3k=1 Uk ⊗ |k〉〈k|)(I ⊗W ), where V , Uk,
and W are local unitary gates. The output systems A′
and B′ have the same size as that of A and B,
respectively. It implies that the CHM M may be
reliably implemented by experiments.
maximum of entangling power of UAB is log2 3 ebits. In
Eq. (8), we analytically derive the condition under which
the maximum is achieved. In Example 7 we construct a
concrete UAB by which the condition is satisfied. We also
describe the lower bound of entangling power of general
UAB in Figure 3, 4 and 5. In particular, the lower bound
of a CHM as bipartite unitary operation may not reach
the maximum entangling power, if the CHM belongs to
an MUB trio. Our results show the potential connection
between the open problem on the existence of four six-
dimensional MUBs, and the entangling power of bipartite
unitary operations in terms of Schmidt rank.
In quantum physics, the bipartite unitary operation is
used for implementing quantum computing and cryptog-
raphy. If the operation has Schmidt rank larger than
one then it is nonlocal and can create entanglement. We
ask for the maximum entanglement a nonlocal operation
can create using a product state as an input state. The
maximum is called the entangling power of the nonlocal
operation. The input state contains ancilla systems not
affected by the operation. The study of entangling power
has received extensive attentions in the past decades [17–
22]. The entanglement power of a bipartite unitary op-
eration is a lower bound of the entanglement required for
realizing the operation under local operations and classi-
cal communications (LOCC). It is known that bipartite
unitary operation with Schmidt rank at most three is a
controlled unitary operation, and thus may be more eas-
ily implemented in experiments [16, 21]. Hence, studying
the six-dimensional CHM in terms of Schmidt rank con-
nects the MUB problem and bipartite unitary operations.
Besides, the technique employed in our results relate the
MUB problem to other fundamental notions like multi-
qubit entangled states, unextendible product basis and
Birkhoff matrices [23–25]. Very recently, bipartite oper-
ator of Schmidt rank three has been applied to the study
of entanglement distillability of three bipartite reduced
density operators from the same tripartite state [26].
The rest of this paper is structured as follows. In Sec.
II we introduce preliminary results from linear algebra
and quantum information. In Sec. III we characterize the
properties of Schmidt-rank-three CHMs. The proofs are
given in Appendix A, B and C. In Sec. IV we investigate
the entangling power of Hadamard matrix, taken as a
bipartite unitary operation on C2 ⊗ C3. We conclude in
Sec. V.
II. PRELIMINARIES
In this section we introduce the fundamental knowl-
edge used throughout the paper. Let Cd be the d-
dimensional Hilbert space, and d =
∏n
j=1 d
kj
j the prime
factor decomposition such that dk11 < d
k2
2 < ... < d
kn
n . It
has been shown that there are at most d+ 1 and at least
dk11 +1 MUBs [2, 3]. In particular, the upper bound d+1
is achieved when n = 1, namely d is the prime power.
On the other hand, if n > 1 say d = 6 then constructing
MUBs becomes a hard problem. The traditional way of
studying the existence of MUBs employs Pauli groups,
while we will do it using the Schmidt rank of CHMs.
We say that two mn × mn matrices A,B are equiva-
lent if there exists a monomial unitary matrix P ⊗ Q
and R ⊗ S with P,R on Cm and Q,S on Cn, such that
(P ⊗Q)A(R⊗S) = B. If A is a CHM then one can show
that B is also a CHM, and has the same Schmidt rank
as that of A. The following result is from Lemma 13 of
[15]. It characterizes the expressions of order-six CHM
of Schmidt rank up to three.
Lemma 1 Any Schmidt-rank-three order-six CHM can
be written as
H3 := (I2 ⊗ V ) ·
cosα1 0 0 e
iγ1 sinα1 0 0
0 cosα2 0 0 e
iγ2 sinα2 0
0 0 cosα3 0 0 e
iγ3 sinα3
eiβ1 sinα1 0 0 −ei(β1+γ1) cosα1 0 0
0 eiβ2 sinα2 0 0 −ei(β2+γ2) cosα2 0
0 0 eiβ3 sinα3 0 0 −ei(β3+γ3) cosα3

·(I2 ⊗W ), (1)
3where V and W are order-three unitary matrices, the first
column vector of W have all nonnegative and real ele-
ments, the matrix
H4 :=
cosα1 eiβ1 sinα1 eiγ1 sinα1 −ei(β1+γ1) cosα1cosα2 eiβ2 sinα2 eiγ2 sinα2 −ei(β2+γ2) cosα2
cosα3 e
iβ3 sinα3 e
iγ3 sinα3 −ei(β3+γ3) cosα3

(2)
has rank three by the parameters α1, α2, α3 ∈
[0, pi/2], β1, β2, β3, γ1, γ2, γ3 ∈ [0, 2pi). Hence (i.a) If H3
is a member of some MUB trio, then α1, α2, α3 ∈ (0, pi/2)
and two of them are not equal.
Recently, Ref. [15] has shown that the CHM of
Schmidt rank one or two does not belong to any MUB
trio. So the next step is to treat CHMs of Schmidt rank
three. Such CHMs exist. For example
1√
6

y −y z 1 1 1
yω2 −yω2 zω 1 1 ω
yω −yω zω2 1 1 ω2
1 1 1 x −x −z∗
1 1 ω xω2 −xω2 −z∗ω
1 1 ω2 xω −xω −z∗ω2
 , (3)
where x, y, z are complex numbers of modulus one and
z
y 6= −z
∗
x . By applying Lemma 1, we construct more
examples of Schmidt-rank-three CHMs satisfying certain
linear dependence.
Lemma 2 Let M be a Schmidt-rank-three order-six
CHM whose four order-three submatrices are A,B,C,D.
Then M exists when one of the following two conditions
is satisfied.
(i) Any three of A,B,C,D are linearly independent.
(ii) A,B,C are linearly dependent and any two of
A,B,C are linearly independent.
Proof. (i) We choose αi =
pi
4 , V =
1√
3
1 1 11 ω ω2
1 ω2 ω
,
and W = I3 in (1). Then H3 is an order-six CHM. The
assertion is equivalent to finding βi and γi such that any
order-three submatrix of H4 in (2) has rank three. An
example is β1 = 0, β2 =
pi
6 , β3 =
pi
3 , γ1 = 0, γ2 =
pi
3 , γ3 =
2pi
3 .
(ii) We need find αi, βi, γi such that the leftmost order-
three submatrix M of H4 has rank two, and any 3 × 2
submatrix of M also has rank two. An example is α1 =
α2 = α3 = 1, β1 = β2, γ1 = γ2, and β3−β1 6= γ3−γ1. uunionsq
Next we review the following observation from [15,
Lemma 11]. It explains the necessary condition by which
a 6×6 CHM is a member of some MUB trio. It will used
frequently in the proofs for the claims in the next sec-
tion. We shall refer to a subunitary matrix as a matrix
proportional to a unitary matrix.
Lemma 3 Any MUB trio contains no a real 3 × 2 or
2× 3 real submatrix, or a 3× 3 subunitary matrix.
For example, one can show that the CHM in (3) does not
belong to any MUB trio by Lemma 3.
III. CHM OF SCHMIDT RANK THREE: MUB
In this section we characterize CHMs of Schmidt rank
three. In Lemma 4, we investigate the cases when V
in (4) is a unitary matrix having exactly six and four
zero entries, respectively. In Lemma 5, we investigate the
cases when V in (4) is a unitary matrix having exactly
one zero entry. In Theorem 6 we present the main result
of this section, namely the exclusion of CHM H3 with
V,W containing at least one zero entry. We construct
examples of M and show that they do not belong to any
MUB trio. It indicates that no Schmidt-rank-three CHM
may belong to an MUB trio.
Lemma 4 Let H3 be the Schmidt-rank-three order-six
CHM in (1). We shall use the matrices V,W and pa-
rameters αi, βi, γi in (1).
(i) If V is a monomial unitary matrix, then α1 =
α2 = α3 = pi/4, β1, β2, β3, γ1, γ2, γ3 ∈ [0, 2pi), such that
the matrix (2) has rank three. Further W = W1D1
where W1 =
1√
3
1 1 11 ω ω2
1 ω2 ω
 or 1√
3
1 1 11 ω2 ω
1 ω ω2
, D1 =
diag(1, eiδ2 , eiδ3), and δ2, δ3 ∈ [0, 2pi).
(ii) If V is a unitary matrix with exactly four zero en-
tries, then V is equivalent to 1⊕ 1√
2
[
1 eiθ
1 −eiθ
]
where θ =
±pi/2 when α2 6= 0, pi/2. Next α1 = pi/4, α2 +α3 = pi/2,
α2 ∈ [0, pi/4) ∪ (pi/4, pi/2], β1, β2, β3, γ1, γ2, γ3 ∈ [0, 2pi),
such that the matrix (2) has rank three. Further W =
W2D2, where W2 =
1√
3
1 1 11 ω ω2
1 ω2 ω
 or 1√
3
1 1 11 ω2 ω
1 ω ω2
,
D2 = diag(1, e
iδ2 , eiδ3) and δ2, δ3 ∈ [0, 2pi).
The proof of this lemma is given in Appendix A. Next
we investigate the more complex case, namely H3 when
V in (1) has exactly one zero entry.
Lemma 5 Let H3 be the Schmidt-rank-three order-six
CHM in (1). If V in (1) is a unitary matrix with exactly
one zero entry. Then V is equivalent to
v11 v12 0v21 v22 v23
v31 v32 v33
,
where vjk 6= 0. Next V is the product of two unitary
matrices p1 ⊕ 1√2
[
1 eiθ
1 −eiθ
]
and
[
g21 g23
g22 g24
]
⊕ p2, where
|g21|2 = |g24|2 = cos 2α2cos 2α2−cos 2α1 . Third cos2 α1+cos2 α2+
cos2 α3 =
3
2 , β1, β2, β3, γ1, γ2, γ3 ∈ [0, 2pi), such that the
matrix (2) has rank three. Further W = W3D3, where
W3 =
d1 e1 f1d2 e2 f2
d3 e3 f3
, d1, d2 and d3 are nonnegative and
4real numbers, and D3 = diag(1, e
iδ2 , eiδ3) is a diagonal
unitary matrix, δ2, δ3 ∈ [0, 2pi).
The proof of this lemma is given in Appendix B. Now
we present the main result of this section.
Theorem 6 Let H3 be the Schmidt-rank-three order-six
CHM in (1).
(i) If V is a monomial unitary matrix then H3 is not
a member of any MUB trio.
(ii) If V is a unitary matrix with exactly four zero en-
tries, then H3 is not a member of any MUB trio.
(iii) If V is a unitary matrix with exactly one zero
entry then H3 is not a member of any MUB trio.
Proof. (i) Since V is a monomial unitary matrix,
Lemma 4 (i) shows that H3 has a 3×3 subunitary matrix.
An example is the upper-left 3×3 submatrix of H3. This
is the matrix Y3 in Lemma 3. So assertion (i) holds.
(ii) Since V = p ⊕ G is a unitary matrix, Lemma 4
(ii) shows that H3 has a 2 × 3 matrix of rank one. An
example is the submatrix in the first and fourth rows,
and the first three columns of H3. This is the matrix Y2
in Lemma 3. So assertion (ii) holds.
(iii) The proof is based on Lemma 5 and given in Ap-
pendix C. uunionsq
By Theorem 6, we conclude that the Schmidt-rank-
three CHM H3 in (1) in an MUB trio satisfies that the
3×3 unitary matrix V in (1) has no zero entry. Since H†3
also belongs to an MUB trio, Theorem 6 shows that the
3×3 unitary matrix W in (1) has no zero entry too. This
fact shows that the CHM in the proof of Lemma 2 (i) is
excluded as a member of an MUB trio. Furthermore, the
CHMs in (3) and Lemma 2 (ii) are excluded by Lemma 3
and its full version in [15]. The above facts and Theorem
6 indicate that the MUB trio may not contain any CHM
of Schmidt rank three.
On the other hand, the idea of constructing CHMs M
using the four blocks in Figure 1 has been introduced
by studying a four-parameter family of CHMs in [27].
It firstly determines the block C of M , then finds out
finitely many blocks D and E, and finally determines
whether the block F exists. It is operational that we
may choose suitable D,E, F such that M has Schmidt
rank three. Furthermore, Ref. [27] constructs a four-
parameter family of CHMs, and conjectures that it may
be the full characterization of all CHMs. So the construc-
tion assisted by computer may bring about all CHMs of
Schmidt rank three, especially H3 with V,W having no
zero entries.
IV. CHM OF SCHMIDT RANK THREE:
ENTANGLING POWER
In this section, we regard the six-dimensional CHM
H3 in (1) as a bipartite unitary operation on C2⊗C3. It
is known that H3 is a controlled unitary operation con-
trolled from system B [16, 28], see Figure 2. We evaluate
the entangling power of H3. Since the entangling power
is invariant under local unitary transformation, we ob-
tain that the entangling power of H3 is the same as that
of
UAB =
3∑
k=1
Uk ⊗ |k〉〈k|, (4)
where Uk =
[
cosαk e
iγk sinαk
eiβk sinαk −ei(βk+γk) cosαk
]
, and the
real parameters αj , βj , γj satisfy Eq. (2) and cos
2 α1 +
cos2 α2+cos
2 α3 =
3
2 . This equation is from the fact that
H3 has entries of modulus 1/
√
6.
Suppose UAB acts on the the input state, which is a
bipartite product state |δ〉Aa⊗|〉Bb ∈ (C2⊗Cm)⊗(C3⊗
Cn), and a, b are the ancilla systems. Up to local unitary
transformation on system a, b we may assume that
|δ〉Aa = (c1|1, 1〉+ c2|1, 2〉+ c3|2, 2〉)Aa, (5)
|〉Bb = (d1|1, x1〉+ d2|2, x2〉+ d3|3, x3〉)Bb, (6)
where c1, c2, d1, d2, d3 ≥ 0, c21+c22+ |c3|2 = d21+d22+d23 =
1. The output state is the bipartite entangled state
|ψ〉Aa:Bb = UAB(|δ〉Aa ⊗ |〉Bb). (7)
By definition, the entangling power of UAB is the maxi-
mum entanglement of state |ψ〉 over all |δ〉⊗|〉. It follows
from (4) that |ψ〉 has Schmidt rank at most three. So it
has the maximum entanglement log2 3 ebits. Using (4)-
(7), the maximum entanglement is achievable if and only
if there exists |δ〉Aa such that the three states (Uj)A|δ〉Aa,
j = 1, 2, 3 are pairwise orthogonal. That is,
〈δ|Aa(U2)†A(U1)A|δ〉Aa
= 〈δ|Aa(U3)†A(U2)A|δ〉Aa
= 〈δ|Aa(U1)†A(U3)A|δ〉Aa = 0. (8)
Using (4)-(8), we can determine whether UAB has the
maximum entanglement. A concrete example reaching
the maximum is constructed as follows.
Example 7 Let the input state be |δ〉Aa = |11〉+|22〉√2 by
choosing c1 = c3 =
1√
2
, c2 = 0 in (5). Then (8) is
equivalent to the statement that H4H†4 is diagonal, where
H4 is from (2). Let UAB in (4) satisfy β1 + γ1 =
β2+γ2 = β3+γ3+pi, cos
2 α1+cos
2 α2 =
1
2 . By choosing
α1 = α2 = pi/3 and cos(β1 − β2) = − 13 , we have
(α1, α2, α3, β1, β2, β3, γ1, γ2, γ3)
= (pi/3, pi/3, 0, β1, β1 − arccos(−1
3
), β3,
γ1, γ1 + arccos(−1
3
), β1 + γ1 − β3 − pi). (9)
By choosing good β1 and γ1 we can obtain that H4 in
(2) has rank three. For example, β1 = γ1 = 0 or
5β1 = γ1 = pi/2. To conclude, we have shown that UAB
corresponds to the six-dimensional CHM H3 in (1). Fur-
ther, UAB is a Schmidt-rank-three bipartite unitary op-
eration of maximum entangling power log2 3 ebits. Nev-
ertheless, Lemma 1 (i.a) and Theorem 6 show that such
an H3 is not a member of any MUB trio. uunionsq
In the remaining of this section, we investigate the en-
tangling power of |ψ〉. Using (7), one can obtain that the
reduced density operator of system Aa is the two-qubit
state
ρAa = d
2
1(U1)A|δ〉〈δ|Aa(U1)†A
+d22(U2)A|δ〉〈δ|Aa(U2)†A
+d23(U3)A|δ〉〈δ|Aa(U3)†A. (10)
Evidently ρAa has a zero eigenvalue. Suppose the three
remaining eigenvalues are λ1, λ2 and λ3. Then the en-
tanglement of |ψ〉 is S(ρAa) = −
∑3
j=1 λj log2 λj , where
S(ρ) is the von Neumann entropy of a quantum state ρ.
So the entangling power of UAB is
max
c1,c2,d1,d2,d3≥0,
c21+c
2
2+|c3|2=d21+d22+d23=1
−
3∑
j=1
λj log2 λj . (11)
The analytical derivation of this maximum is out of reach
yet, and we shall investigate its lower bound. We still
use the parameters in Example 7, except that we replace
α1 = α2 = pi/3 by pi/3 + x with x ∈ [−pi/6, 0]. Corre-
spondingly we replace UAB in Example 7 by UAB(x).
Note that the function −∑3j=1 λj log2 λj is a lower
bound of the entangling power of UAB in (11). By
using (10) we describe how the function changes with
β1, β3 and d1, d2, d3 in Figure 3-5. They imply that
−∑3j=1 λj log2 λj has the maximum log2 3 only if x = 0.
Note that UAB(0) is exactly the bipartite unitary oper-
ation in Example 7. So UAB(0) reaches the maximum
entangling power and does not belong to any MUB trio.
The above pictures shows that the lower bound of en-
tangling power of UAB(x) is smaller than that of UAB(0)
as x < 0. At the same time, we have not excluded the
possibility that UAB(x) may belong to some MUB trio
when x < 0. It implies that the entangling power of a
CHM may not reach the maximum, if it belongs to some
MUB trio. It shows the potential connection between the
existence of four MUBs and entangling power.
FIG. 3: Let (β1, β3, d1, d2, d3) = (pi, β3,
1√
3
, 1√
3
, 1√
3
), and
β3 = 0, pi/6, pi/4, pi/3, pi/2, pi, 3pi/2, respectively. The
curves show that the function −∑3j=1 λj log2 λj in (11)
increases monotonically with x ∈ [−pi/6, 0]. The curves
β3 = 0 and β3 = pi coincide, and the curves of β3 = pi/2
and β3 = 3pi/2 also coincide. The curve β3=pi/6 is above
the curve β3 = pi/4, and the curve β3=pi/4 is above the
curve β3 = pi/3.
FIG. 4: Let (β1, β3, d1, d2, d3) = (β1, 0,
1√
3
, 1√
3
, 1√
3
), and
β1 = 0, pi/6, pi/4, pi/2, respectively. The curves show
that −∑3j=1 λj log2 λj increases monotonically with x ∈
[−pi/6, 0]. The curves β1 = 0 and β1 = pi/2 coincide.
The curve β1=0 is above the curve pi/6, and the curve
β1=0 is above the curve β1 = pi/6.
6FIG. 5: Let (β1, β3, d1, d2, d3) = (0, 0, d1, d2, d3), and
(d1, d2, d3) = (
1√
3
, 1√
3
, 1√
3
), ( 12 ,
1
2 ,
√
2
2 ), (
1√
5
, 1√
5
,
√
3√
5
),
( 1√
6
, 1√
6
, 2√
6
), ( 1√
3
, 1√
6
, 1√
2
), ( 1√
7
,
√
2√
7
, 2√
7
), ( 1
2
√
2
, 12 ,
√
5
2
√
2
),
respectively. The curves show that −∑3j=1 λj log2 λj
increases monotonically with x ∈ [−pi/6, 0]. And
−∑3j=1 λj log2 λj has the maximum log2 3 when x = 0
and (d1, d2, d3) = (
1√
3
, 1√
3
, 1√
3
).
V. CONCLUSIONS
The existence of four six dimensional MUBs consist-
ing of an identity matrix and three CHMs has been a
fundamental problem for decades. We have excluded a
large subset of CHMs of Schmidt rank three from the four
MUBs, and apply it to exclude examples constructed in
this paper. It imposes a strict constraint on the existence
of four six-dimensional MUBs, and this is supported by
numerical tests. We also have constructed the condition
by which the entangling power of CHM as a bipartite con-
trolled unitary operation is achieved. Our results indicate
the conjecture that if a CHM of Schmidt rank three be-
longs to an MUB then its entangling power may not reach
the maximum. The next target is to prove this conjec-
ture, and analytically exclude any CHM of Schmidt rank
three as a member of four MUBs including the identity
matrix.
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Appendix A: Proof of Lemma 4
Proof. (i) Since V is a monomial unitary matrix,
there exists some unitary D such that V ′ = DV is a
diagonal unitary matrix. So V ′ is equivalent to V . Sup-
pose V ′ =
a 0 00 b 0
0 0 c
,where a, b and c have modulus
one. Suppose W = W1D1, where W1 =
d1 e1 f1d2 e2 f2
d3 e3 f3
,
d1, d2 and d3 are nonnegative and real numbers, and
D1 = diag(1, e
iδ2 , eiδ3) is a diagonal unitary matrix,
δ2, δ3 ∈ [0, 2pi). Then (1) is equivalent to
H3 = (I2 ⊗ V ′)(I2 ⊗ P1) ·
cosα1 0 0 e
iγ1 sinα1 0 0
0 cosα2 0 0 e
iγ2 sinα2 0
0 0 cosα3 0 0 e
iγ3 sinα3
eiβ1 sinα1 0 0 −ei(β1+γ1) cosα1 0 0
0 eiβ2 sinα2 0 0 −ei(β2+γ2) cosα2 0
0 0 eiβ3 sinα3 0 0 −ei(β3+γ3) cosα3

·(I2 ⊗W ), (A1)
where P1 is an arbitrary 3× 3 permutation matrix.
In (A1), let H3 = [hjk], and |hjk| = 1√6 . Then we can
obtain
|ad1 cosα1| = |ae1 cosα1| = |af1 cosα1| = 1√
6
,
(A2)
|bd2 cosα2| = |be2 cosα2| = |bf2 cosα2| = 1√
6
,(A3)
|cd3 cosα3| = |ce3 cosα3| = |cf3 cosα3| = 1√
6
.(A4)
7So we have
cosαi =
1√
6di
, (A5)
|ei| = |fi| = di, i = 1, 2, 3. (A6)
By using W1W
†
1 = W
†
1W1 = I, we know
didj + eie
∗
j + fif
∗
j =
{
1 i = j,
0 i 6= j. (A7)
They imply
|ei| = |fi| = di = 1√
3
, (A8)
ai = pi/4, βi, γi ∈ [0, 2pi), (A9)
ei, fi ∈ 1√
3
{1, ω, ω2}, (A10)
ei 6= ej , fi 6= fj . (A11)
So we have W1 =
1√
3
1 1 11 ω ω2
1 ω2 ω
 or 1√
3
1 1 11 ω2 ω
1 ω ω2
.
(ii) If V is a unitary matrix which has four zero en-
tries, then there exist permutation matrices P2, P3 such
that P2V P3 = p ⊕ G, where G =
[
g1 g3
g2 g4
]
is a non-
monomial unitary matrix. Since I2⊗P3 only changes its
right matrix by row permutations, (1) is equivalent
H3 = (I2 ⊗ (p⊕G)) ·
cosα1 0 0 e
iγ1 sinα1 0 0
0 cosα2 0 0 e
iγ2 sinα2 0
0 0 cosα3 0 0 e
iγ3 sinα3
eiβ1 sinα1 0 0 −ei(β1+γ1) cosα1 0 0
0 eiβ2 sinα2 0 0 −ei(β2+γ2) cosα2 0
0 0 eiβ3 sinα3 0 0 −ei(β3+γ3) cosα3

·(I2 ⊗W ), (A12)
up to the switching of αj , βj and γj and entries of W .
Suppose W = W2D2, where W2 =
d1 e1 f1d2 e2 f2
d3 e3 f3
, d1, d2
and d3 are nonnegative and real numbers, and D2 =
diag(1, eiδ2 , eiδ3) is a diagonal unitary matrix, δ2, δ3 ∈
[0, 2pi).
Since G is unitary we have GG† = G†G = I. Equiva-
lently
|g2|2 = |g3|2 = 1− |g1|2 = 1− |g4|2, (A13)
g1g
∗
2 + g3g
∗
4 = g
∗
1g3 + g
∗
2g4 = 0. (A14)
By using W2W
†
2 = W
†
2W2 = I, we know
didj + eie
∗
j + fif
∗
j =
{
1 i = j,
0 i 6= j. (A15)
In (A12), let H3 = [hjk], and |hjk| = 1√6 . Then we can
obtain
|pd1 cosα1| = |pe1 cosα1| = |pf1 cosα1| = 1√
6
, (A16)
|pd1eiβ1 sinα1| = |pe1eiβ1 sinα1| = |pf1eiβ1 sinα1| = 1√
6
,
(A17)
|pd1eiγ1 sinα1| = |pe1eiγ1 sinα1| = |pf1eiγ1 sinα1| = 1√
6
,
(A18)
|g1d2 cosα2 + g3d3 cosα3| = |g2d2 cosα2 + g4d3 cosα3| = 1√
6
,
(A19)
|g1e2 cosα2 + g3e3 cosα3| = |g2e2 cosα2 + g4e3 cosα3| = 1√
6
,
(A20)
|g1f2 cosα2 + g3f3 cosα3| = |g2f2 cosα2 + g4f3 cosα3| = 1√
6
.
(A21)
8Simplifying (A16), (A17) and (A18), we have
α1 = pi/4, βi, γi ∈ [0, 2pi), (A22)
d1 =
1√
3
, (A23)
|e1| = |f1| = 1√
3
. (A24)
Using (A13), (A14) and (A19) we know
d22 cos
2 α2 + d
2
3 cos
2 α3 =
1
3
, (A25)
d22 sin
2 α2 + d
2
3 sin
2 α3 =
1
3
. (A26)
They imply that
d22 cos 2α2 + d
2
3 cos 2α3 = 0. (A27)
Similarly, one can obtain
|e2|2 cos2 α2 + |e3|2 cos2 α3 = 1
3
, (A28)
|e2|2 sin2 α2 + |e3|2 sin2 α3 = 1
3
, (A29)
|f2|2 cos2 α2 + |f3|2 cos2 α3 = 1
3
, (A30)
|f2|2 sin2 α2 + |f3|2 sin2 α3 = 1
3
. (A31)
From (A25), (A28) and (A30), we have d22 d23 −1/3|e2|2 |e3|2 −1/3
|f2|2 |f3|2 −1/3
cos2 α2cos2 α3
1
 = 0. (A32)
Then (A15) and (A32) imply that cos2 α2 + cos
2 α3 = 1.
Note that α2, α3 ∈ [0, pi/2], so we have
α2 + α3 = pi/2. (A33)
From (A23), (A27) and (A33), d2 and d3 are nonnegative
and real numbers, we know d2 = d3 =
1√
3
. Similarly, we
obtain
|e2| = |e3| = |f2| = |f3| = 1√
3
. (A34)
Recall that the first and second row vectors of (A12) are
orthogonal, the first and third row vectors of (A12) are
orthogonal. We have
e1 + e2 + e3 = 0, (A35)
f1 + f2 + f3 = 0. (A36)
So we obtain
(e1, e2, e3) ∝ (1, ω, ω2) or (1, ω2, ω), (A37)
(f1, f2, f3) ∝ (1, ω, ω2) or (1, ω2, ω). (A38)
Hence W2 =
1√
3
1 1 11 ω ω2
1 ω2 ω
 or 1√
3
1 1 11 ω2 ω
1 ω ω2
.
In the following we have two cases (ii.a) and (ii.b) in
terms of α2.
(ii.a) if α2 = pi/4, then (A33) implies that α3 =
pi/4. By using (A13), (A14) and (A19), we obtain
|g1|2 + |g3|2 = 1, |g1 + g3| = 1. They imply g1g3 = 0. It is
a contradiction with the fact that G is a non-monomial
unitary matrix.
(ii.b) if α2 6= pi/4, then from (A15) and (A19)-(A21),
we have
|g1|2 cos2 α2 + |g3|2 cos2 α3 = 1
2
, (A39)
|g2|2 cos2 α2 + |g4|2 cos2 α3 = 1
2
. (A40)
Using (A13) and (A33) we obtain
|g1| = |g2| = |g3| = |g4| = 1√
2
. (A41)
Eqs. (A19) and (A41) imply that
sin 2α2(g1g
∗
3 + g
∗
1g3) = 0, (A42)
sin 2α2(g2g
∗
4 + g
∗
2g4) = 0. (A43)
So we have two subcases (1) and (2).
(1) If sin 2α2 = 0 then α2 = 0 or pi/2. Then we have
|g1| = |g2| = |g3| = |g4| = 1√2 . So G is equivalent to
1√
2
[
1 eiθ
1 −eiθ
]
, where θ ∈ [0, 2pi).
(2) If g1g
∗
3 + g
∗
1g3 = 0 and g2g
∗
4 + g
∗
2g4 = 0, then we
can obtain g1 = g2 =
1√
2
and g3, g4 = ± i√2 . Namely
G = 1√
2
[
1 eiθ
1 −eiθ
]
where θ = ±pi/2.
We have proven assertion (ii). uunionsq
Appendix B: Proof of Lemma 5
Proof. From Lemma 1 (i.a), we obtain that if H3 is
a member of some MUB trio, then α1, α2, α3 ∈ (0, pi/2)
and two of them are not equal.
(i) If V is a unitary matrix with exactly one zero entry,
then there exist permutation matrices P4, P5 such that
V
′′
= P4V P5 =
v11 v12 0v21 v22 v23
v31 v32 v33
, where vjk 6= 0. Since
I2⊗P5 only changes its right matrix by row permutations,
(1) is equivalent
9H3 = (I2 ⊗ V ′′) ·
cosα1 0 0 e
iγ1 sinα1 0 0
0 cosα2 0 0 e
iγ2 sinα2 0
0 0 cosα3 0 0 e
iγ3 sinα3
eiβ1 sinα1 0 0 −ei(β1+γ1) cosα1 0 0
0 eiβ2 sinα2 0 0 −ei(β2+γ2) cosα2 0
0 0 eiβ3 sinα3 0 0 −ei(β3+γ3) cosα3

·(I2 ⊗W ), (B1)
up to the switching of αj , βj and γj and entries of W .
Suppose W = W3D3, where W3 =
d1 e1 f1d2 e2 f2
d3 e3 f3
, d1, d2
and d3 are nonnegative and real numbers, and D3 =
diag(1, eiδ2 , eiδ3) is a diagonal unitary matrix, δ2, δ3 ∈
[0, 2pi).
Since V
′′
can be expressed as the product of two uni-
tary matrices p1⊕G1 and G2⊕ p2, where G1 and G2 are
non-monomial unitary matrices. Namely
V
′′
= (p1 ⊕G1) · (G2 ⊕ p2)
=
p1 0 00 g11 g13
0 g12 g14
 ·
g21 g23 0g22 g24 0
0 0 p2

=
 p1g21 p1g23 0g11g22 g11g24 p2g13
g12g22 g12g24 p2g14

=
v11 v12 0v21 v22 v23
v31 v32 v33
 . (B2)
By using W3W
†
3 = W
†
3W3 = I, we know
didj + eie
∗
j + fif
∗
j =
{
1 i = j,
0 i 6= j. (B3)
In (B1), let H3 = [hjk], and |hjk| = 1√6 . Then we can
obtain
|d1v11 cosα1 + d2v12 cosα2|
= |e1v11 cosα1 + e2v12 cosα2|
= |f1v11 cosα1 + f2v12 cosα2| = 1√
6
, (B4)
|d1v11eiβ1 sinα1 + d2v12eiβ2 sinα2|
= |e1v11eiβ1 sinα1 + e2v12eiβ2 sinα2|
= |f1v11eiβ1 sinα1 + f2v12eiβ2 sinα2| = 1√
6
, (B5)
|d1v11eiγ1 sinα1 + d2v12eiγ2 sinα2|
= |e1v11eiγ1 sinα1 + e2v12eiγ2 sinα2|
= |f1v11eiγ1 sinα1 + f2v12eiγ2 sinα2| = 1√
6
, (B6)
|d1v21 cosα1 + d2v22 cosα2 + d3v23 cosα3|
= |d1v31 cosα1 + d2v32 cosα2 + d3v33 cosα3| = 1√
6
,
(B7)
|e1v21 cosα1 + e2v22 cosα2 + e3v23 cosα3|
= |e1v31 cosα1 + e2v32 cosα2 + e3v33 cosα3| = 1√
6
,
(B8)
|f1v21 cosα1 + f2v22 cosα2 + f3v23 cosα3|
= |f1v31 cosα1 + f2v32 cosα2 + f3v33 cosα3| = 1√
6
,
(B9)
|d1v11ei(β1+γ1) cosα1 + d2v12ei(β2+γ2) cosα2|
= |e1v11ei(β1+γ1) cosα1 + e2v12ei(β2+γ2) cosα2|
= |f1v11ei(β1+γ1) cosα1 + f2v12ei(β2+γ2) cosα2| = 1√
6
.
(B10)
Using (B2) and (B4) we obtain
|v11|2 cos2 α1 + |v12|2 cos2 α2 = 1
2
. (B11)
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From (B2), (B3)-(B4) and (B7)-(B9), we have
|v21|2 cos2 α1 + |v22|2 cos2 α2 + |v23|2 cos2 α3 = 1
2
,
(B12)
|v31|2 cos2 α1 + |v32|2 cos2 α2 + |v33|2 cos2 α3 = 1
2
,
(B13)
d21 cos
2 α1 + d
2
2 cos
2 α2 + d
2
3 cos
2 α3 =
1
2
, (B14)
|e1|2 cos2 α1 + |e2|2 cos2 α2 + |e3|2 cos2 α3 = 1
2
,
(B15)
|f1|2 cos2 α1 + |f2|2 cos2 α2 + |f3|2 cos2 α3 = 1
2
.
(B16)
Eqs. (B3) and (B14)-(B16) imply that
cos2 α1 + cos
2 α2 + cos
2 α3 =
3
2
. (B17)
Recall that the first and second column vectors of (B1)
are orthogonal, the first and third column vectors of (B1)
are orthogonal, the second and third column vectors of
(B1) are orthogonal. We have
d1e1 + d2e2 + d3e3 = 0, (B18)
d1f1 + d2f2 + d3f3 = 0, (B19)
e∗1f1 + e
∗
2f2 + e
∗
3f3 = 0. (B20)
By simplifying (B2) and (B4)-(B6), we can obtain
sinα1 sinα2(g
∗
21g23(e
i(β2−β1) − ei(γ2−γ1))
+g21g
∗
23(e
i(β2−β1) − ei(γ2−γ1))∗) = 0, (B21)
sinα1 sinα2(e
∗
1e2g
∗
21g23(e
i(β2−β1) − ei(γ2−γ1))
+e1e
∗
2g21g
∗
23(e
i(β2−β1) − ei(γ2−γ1))∗) = 0, (B22)
sinα1 sinα2(f
∗
1 f2g
∗
21g23(e
i(β2−β1) − ei(γ2−γ1))
+f1f
∗
2 g21g
∗
23(e
i(β2−β1) − ei(γ2−γ1))∗) = 0. (B23)
Using (B4) and (B10) we have
cosα1 cosα2(g
∗
21g23(e
i(β2+γ2−β1−γ1) − 1)
+g21g
∗
23(e
i(β2+γ2−β1−γ1) − 1)∗) = 0, (B24)
cosα1 cosα2(e
∗
1e2g
∗
21g23(e
i(β2+γ2−β1−γ1) − 1)
+e1e
∗
2g21g
∗
23(e
i(β2+γ2−β1−γ1) − 1)∗) = 0, (B25)
cosα1 cosα2(f
∗
1 f2g
∗
21g23(e
i(β2+γ2−β1−γ1) − 1)
+f1f
∗
2 g21g
∗
23(e
i(β2+γ2−β1−γ1) − 1)∗) = 0. (B26)
From (B2) and (B11) we have
|g21|2 = |g24|2 = cos 2α2
cos 2α2 − cos 2α1 , (B27)
|g22|2 = |g23|2 = − cos 2α1
cos 2α2 − cos 2α1 , (B28)
where α1 ∈ (0, pi/4), α2 ∈ (pi/4, pi/2) or α1 ∈
(pi/4, pi/2), α2 ∈ (0, pi/4). So G2 =
[
g21 g23
g22 g24
]
where
|g21|2 = |g24|2 = cos 2α2cos 2α2−cos 2α1 and |g22|2 = |g23|2 =− cos 2α1
cos 2α2−cos 2α1 . And there exist a diagonal unitary matrix
diag(eiϑ1 , eiϑ2 , 1) such that diag(eiϑ1 , eiϑ2 , 1)(G2 ⊕ 1) =eiϑ1g21 eiϑ1g23 0eiϑ2g22 eiϑ2g24 0
0 0 1
, where eiϑ1g21 and eiϑ2g22 are real
numbers, ϑ1, ϑ2 ∈ [0, 2pi). Hence G2 =
[
g21 g23
g22 g24
]
is equivalent to
√ cos 2α2cos 2α2−cos 2α1 eiϑ1g23√
− cos 2α1
cos 2α2−cos 2α1 e
iϑ2g24
, where
|eiϑ1g23| =
√
− cos 2α1
cos 2α2−cos 2α1 , |eiϑ2g24| =
√
cos 2α2
cos 2α2−cos 2α1 .
Simplifying (B12)-(B13) and (B27)-(B28) we can ob-
tain |g11| = |g12| = |g13| = |g14| = 1√2 . So G1 is equiva-
lent to 1√
2
[
1 eiθ
1 −eiθ
]
where θ ∈ [0, 2pi]. uunionsq
Appendix C: Proof of Theorem 6 (iii)
Proof. In Lemma 5, we characterize H3. Here we
prove that if V is a unitary matrix with exactly one zero
entry then H3 is not a member of any MUB trio.
From (B21)-(B23) and (B24)-(B26), we know
sinα1 sinα2 = 0 or cosα1 cosα2 = 0 is a contradiction
with the condition α1, α2, α3 ∈ (0, pi/2) and two of them
are not equal. So we have
11
g∗21g23(e
i(β2−β1) − ei(γ2−γ1)) + g21g∗23(ei(β2−β1) − ei(γ2−γ1))∗ = 0, (C1)
e∗1e2g
∗
21g23(e
i(β2−β1) − ei(γ2−γ1)) + e1e∗2g21g∗23(ei(β2−β1) − ei(γ2−γ1))∗ = 0, (C2)
f∗1 f2g
∗
21g23(e
i(β2+γ2−β1−γ1) − 1) + f1f∗2 g21g∗23(ei(β2+γ2−β1−γ1) − 1)∗ = 0, (C3)
g∗21g23(e
i(β2+γ2−β1−γ1) − 1) + g21g∗23(ei(β2+γ2−β1−γ1) − 1)∗ = 0, (C4)
e∗1e2g
∗
21g23(e
i(β2+γ2−β1−γ1) − 1) + e1e∗2g21g∗23(ei(β2+γ2−β1−γ1) − 1)∗ = 0, (C5)
f∗1 f2g
∗
21g23(e
i(β2+γ2−β1−γ1) − 1) + f1f∗2 g21g∗23(ei(β2+γ2−β1−γ1) − 1)∗ = 0. (C6)
They imply the following two cases (i) and (ii).
(i) If g∗21g23(e
i(β2−β1) − ei(γ2−γ1)),
e∗1e2g
∗
21g23(e
i(β2−β1) − ei(γ2−γ1)), f∗1 f2g∗21g23(ei(β2−β1) −
ei(γ2−γ1)), g∗21g23(e
i(β2+γ2−β1−γ1) − 1),
e∗1e2g
∗
21g23(e
i(β2+γ2−β1−γ1) − 1) and
f∗1 f2g
∗
21g23(e
i(β2+γ2−β1−γ1) − 1) are all pure imagi-
naries. Then e∗1e2 and f
∗
1 f2 are real numbers. Evidently
there exists a diagonal unitary D′3 = diag(1, e
iζ1 , eiζ2)
such that W3D
′
3 =
d1 eiζ1e1 eiζ2f1d2 eiζ1e2 eiζ2f2
d3 e
iζ1e3 e
iζ2f3
 =
d1 e′1 f ′1d2 e′2 f ′2
0 e′3 f
′
3
 is
a unitary where e′1, e
′
2, f
′
1, f
′
2 are real, e
′
3, f
′
3 are complex,
ζ1, ζ2 ∈ [0, 2pi]. Then from (B18)-(B20), we can obtain
e3 = f3 = 0 or d3 = 0.
If e3 = f3 = 0 then W in (B1) is equivalent
to the case V = 1 ⊕ G in Lemma 4. Since if
I6, B1, B2 and B3 are four MUBs in six-dimensional sys-
tem then there exists B†1 such that I6, B1, B2 and B3
become B†1, I6, B
†
1B2 and B
†
1B3, respectively. So
B†1, I6, B
†
1B2 and B
†
1B3 are still four MUBs. Hence if
e3 = f3 = 0 then H†3 is equivalent to the case V = 1⊕G
in Lemma 4.
If d3 = 0, then from (B14), W3W
†
3 = W
†
3W3 = I, d1
and d2 are nonnegative and real numbers, one can obtain
d1 =
√
cos 2α2
cos 2α2 − cos 2α1 , (C7)
d2 =
√ − cos 2α1
cos 2α2 − cos 2α1 . (C8)
Then from (B18)-(B20), we know
e1
e2
= −
√− cos 2α1
cos 2α2
, (C9)
f1
f2
= −
√− cos 2α1
cos 2α2
. (C10)
And (B4) becomes
|d1g21 cosα1 + d2g23 cosα2| = |e′1g21 cosα1 + e′2g23 cosα2|
= |f ′1g21 cosα1 + f ′2g23 cosα2| =
1√
6
. (C11)
Eqs. (C7)-(C11) imply that (e′1, e
′
2) = ±(f ′1, f ′2). Let
(e′1, e
′
2) = (f
′
1, f
′
2), so W3D
′
3 becomes
d1 e′1 e′1d2 e′2 e′2
0 e′3 f
′
3
. Since
the second column and the third column vectors of W3D
′
3
are orthorgonal, we know e′3 = −f ′3, |e′3| = |e3| = 1√2 ,
e′21 + e
′2
2 =
1
2 . Then from (B17) and (C9), we have
|e′1| =
1√
2
√ − cos 2α1
cos 2α2 − cos 2α1 , (C12)
|e′2| =
1√
2
√
cos 2α2
cos 2α2 − cos 2α1 . (C13)
So W3D
′
3 =
d1
1√
2
d2
1√
2
d2
d2 − 1√2d1 − 1√2d1
0 1√
2
eiζ1 − 1√
2
eiζ1
, where d1 =
√
cos 2α2
cos 2α2 − cos 2α1 , d2 =
√ − cos 2α1
cos 2α2 − cos 2α1 , ζ1 ∈
[0, 2pi].
From (B27)-(B28), we can obtain that G2 is equivalent
to
[
d1 d2e
iϑ1
d2 −d1eiϑ1
]
, where d1 =
√
cos 2α2
cos 2α2 − cos 2α1 , d2 =√ − cos 2α1
cos 2α2 − cos 2α1 , ϑ1 ∈ [0, 2pi). Hence
V ′′ = (p1 ⊕G1) diag(e−iϑ1 , e−iϑ1 , 1) (C14)
diag(eiϑ1 , eiϑ1 , 1)(G2 ⊕ p2)
=
 d1 d2 01√
2
d2 − 1√2d1 1√2
1√
2
d2 − 1√2d1 − 1√2
 ·
e−iϑ1 0 00 1 0
0 0 eiθ
 ,(C15)
W = (W3D
′
3)D
′−1
3 D3
=
1 0 00 1 0
0 0 eiζ1
 ·
d1
1√
2
d2
1√
2
d2
d2 − 1√2d1 − 1√2d1
0 1√
2
− 1√
2
 · (C16)
1 0 00 e−iζ1 0
0 0 e−iζ1
 ·
1 0 00 eiδ1 0
0 0 eiδ2
 , (C17)
where d1 =
√
cos 2α2
cos 2α2 − cos 2α1 , d2 =√ − cos 2α1
cos 2α2 − cos 2α1 , ϑ1, θ, ζ1, δ1, δ2 ∈ [0, 2pi). Then
(B1) is equivalent to
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H3 = (I2 ⊗ (
 d1 d2 01√
2
d2 − 1√2d1 1√2
1√
2
d2 − 1√2d1 − 1√2
e−iϑ1 0 00 1 0
0 0 eiϑ2
)) ·

cosα1 0 0 e
iγ1 sinα1 0 0
0 cosα2 0 0 e
iγ2 sinα2 0
0 0 cosα3 0 0 e
iγ3 sinα3
eiβ1 sinα1 0 0 −ei(β1+γ1) cosα1 0 0
0 eiβ2 sinα2 0 0 −ei(β2+γ2) cosα2 0
0 0 eiβ3 sinα3 0 0 −ei(β3+γ3) cosα3

·(I2 ⊗
d1
1√
2
d2
1√
2
d2
d2 − 1√2d1 − 1√2d1
0 1√
2
− 1√
2
), (C18)
where ϑ1, ϑ2 ∈ [0, 2pi] are the functions of α1, α2. Next we compute ϑ1, ϑ2 such that (C18) is a Schmidt-rank-three
order-six CHM. In (C18), |hjk| = 1√6 , so we have
|d21e−iϑ1 cosα1 + d22 cosα2| =
1√
2
|d1d2e−iϑ1 cosα1 − d1d2 cosα2| = 1√
6
, (C19)
1
2
|d22e−iϑ1 cosα1 + d21 cosα2 + eiϑ2 cosα3| =
1
2
|d22e−iϑ1 cosα1 + d21 cosα2 − eiϑ2 cosα3| =
1√
6
, (C20)
|d21ei(γ1−ϑ1) + d22eiγ2 sinα2| =
1√
2
|d1d2ei(γ1−ϑ1) sinα1 − d1d2eiγ2 sinα2| = 1√
6
, (C21)
1
2
|d22ei(γ1−ϑ1) + d21eiγ2 sinα2 + ei(γ3+ϑ2) sinα3| =
1
2
|d22ei(γ1−ϑ1) + d21eiγ2 sinα2 − ei(γ3+ϑ2) sinα3| =
1√
6
, (C22)
|d21ei(β1−ϑ1) sinα1 + d22eiβ2 sinα2|
1√
2
|d1d2ei(β1−ϑ1) sinα1 − d1d2eiβ2 sinα2| = 1√
6
, (C23)
1
2
|d22ei(β1−ϑ1) + d21eiβ2 sinα2 + ei(β3+ϑ2) sinα3| =
1
2
|d22ei(β1−ϑ1) + d21eiβ2 sinα2 − ei(β3+ϑ2) sinα3| =
1√
6
,(C24)
|d21ei(β1+γ1−ϑ1) + d22ei(β2+γ2) cosα2| =
1√
2
|d1d2ei(β1+γ1−ϑ1) cosα1 − d1d2ei(β2+γ2) cosα2| = 1√
6
, (C25)
1
2
|d22ei(β1+γ1−ϑ1) cosα1 + d21ei(β2+γ2) cosα2 + ei(β3+γ3+ϑ2) cosα3|
=
1
2
|d22ei(β1+γ1−ϑ1) cosα1 + d21ei(β2+γ2) cosα2 − ei(β3+γ3+ϑ2) cosα3| =
1√
6
. (C26)
Simplifying (C20) and (C26) one can obtain
cos(ϑ1 + ϑ2) cosα1 cos 2α1 = cosϑ2 cosα2 cos 2α2,
cos(ϑ1 + ϑ2 + β3 + γ3 − β1 − γ1) cosα1 cos 2α1
= cos(ϑ2 + β3 + γ3 − β2 − γ2) cosα2 cos 2α2. (C27)
Similarly, from (C22) and (C24), we have
cos(ϑ1 + ϑ2 − γ3 − γ1) sinα1 cos 2α1 = cos(ϑ2 + γ3 − γ2) sinα2 cos 2α2, (C28)
cos(ϑ1 + ϑ2 + β3 − β1) sinα1 cos 2α1 = cos(ϑ2 + β3 − β2) sinα2 cos 2α2. (C29)
By Comparing (C19) and (C25), (C21) and (C23), we obtain
cos(ϑ1 + β2 + γ2 − β1 − γ1) = cosϑ1, (C30)
cos(ϑ1 + γ2 − γ1) = cos(ϑ1 + β2 − β1). (C31)
They imply
ϑ1 +
γ2 + β2 − γ1 − β1
2
= k1pi or
γ2 + β2 − γ1 − β1
2
= k2pi, (C32)
ϑ1 +
γ2 + β2 − γ1 − β1
2
= k1pi or
γ2 − γ1 − (β2 − β1)
2
= k3pi, (C33)
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where k1, k2, k3 ∈ Z. Thus in the following we have two subcases (i.a) and (i.b) in terms of (C32) and (C33).
(i.a). If γ2+β2−γ1−β12 = k2pi and
γ2−γ1−(β2−β1)
2 = k3pi, then γ2−γ1 = (k2+k3)pi, β2−β1 = (k2−k3)pi, s = (k1−k3)pi.
Then (C27)-(C29) can be simplified as
cosα2 cos 2α2
cosα1 cos 2α2
= ±1, (C34)
sinα2 cos 2α2
sinα1 cos 2α2
= ±1. (C35)
So we have
cosα2 sinα1
cosα1 sinα2
= ±1. (C36)
It implies that α1 = α2 or α1 + α2 = pi. It is a contradiction with the condition α1 ∈ (0, pi/4), α2 ∈ (pi/4, pi/2) or
α1 ∈ (pi/4, pi/2), α2 ∈ (0, pi/4).
(i.b) If ϑ1 +
γ2+β2−γ1−β1
2 = k1pi. From (C19) and (C27), we have
cosϑ1 =
−(cos 2α1 − cos 2α2)2 + 6 cos2 2α1 cos2 α2 + 6 cos2 α1 cos2 2α2
12 cosα1 cos 2α1 cosα2 cos 2α2
, (C37)
cos2 ϑ2 =
(−2 + cos 2α1)2 sec2 α2 + 8 cos 2α1 sec 2α2(4 + cos 2α1(2 + sec 2α2))
24(1 + 3 cos 2α1 + 3 cos 2α2)
.
(C38)
Note that in (C18),
(I2 ⊗
e−iϑ1 0 00 1 0
0 0 eiϑ2
) ·

cosα1 0 0 e
iγ1 sinα1 0 0
0 cosα2 0 0 e
iγ2 sinα2 0
0 0 cosα3 0 0 e
iγ3 sinα3
eiβ1 sinα1 0 0 −ei(β1+γ1) cosα1 0 0
0 eiβ2 sinα2 0 0 −ei(β2+γ2) cosα2 0
0 0 eiβ3 sinα3 0 0 −ei(β3+γ3) cosα3

is unitary. We have
1 + e2i(β1+γ1) = 1 + e−2i(β2+γ2) = 1 + e2i(β3+γ3). (C39)
It implies that β1 + γ1 = (m1 +
1
2 )pi, β2 + γ2 = (m2 +
1
2 )pi, β3 + γ3 = (m3 +
1
2 )pi, where m1,m2,m3 ∈ Z. Together with
(C27)-(C29), one can obtain
ϑ1 = k1pi +
γ1 + β1 − γ2 − β2
2
=
1
2
(2k1 +m1 −m2)pi, (C40)
ϑ2 =
1
2
(β2 + γ2 − β3 − γ3 − 2k1pi + k2pi) = 1
2
(−2k1 + k2 +m2 −m3)pi. (C41)
Hence ϑ1 + ϑ2 =
1
2 (k2 + m1 − m3)pi. It means that cos(ϑ1+ϑ2)cosϑ2 = cosα2 cos 2α2cosα1 cos 2α1 is equal to -1,0 or 1. So (cos(ϑ1 +
ϑ2), cosϑ2) = (1,−1), (−1, 1) or (0, 0). In the first or second case we have cosϑ1 = −1. From the expressions of cosϑ1
and cos2 ϑ2 in (C37)-(C38), one can obtain that (cosϑ1, cos
2 ϑ2) = (−1, 1) has no solutions with α1 ∈ (0, pi/4), α2 ∈
(pi/4, pi/2) or α1 ∈ (pi/4, pi/2), α2 ∈ (0, pi/4). Similarly, the third case is excluded by (cosϑ1, cos2 ϑ2) = (0, 0) from the
expressions in (C37)-(C38).
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(ii) If β2 − β1 − (γ2 − γ1) = 0 and β2 + γ2 − β1 − γ1 = 0 then β2 = β1, γ2 = γ1. Then (1) is equivalent to
(I2 ⊗

eiϑ2
√
cos 2α2
cos 2α2−cos 2α1 −eiϑ2
√
− cos 2α1
cos 2α2−cos 2α1 0
1√
2
√
− cos 2α1
cos 2α2−cos 2α1
√
cos 2α2
cos 2α2−cos 2α1
1√
2
1√
2
√
− cos 2α1
cos 2α2−cos 2α1
√
cos 2α2
cos 2α2−cos 2α1 − 1√2
) ·

e−iϑ2 cosα1 0 0 ei(γ1−ϑ2) sinα1 0 0
0 cosα2 0 0 e
iγ1 sinα2 0
0 0 eiθ cosα3 0 0 e
i(γ3+θ) sinα3
ei(β1−ϑ2) sinα1 0 0 −ei(β1+γ1−ϑ2) cosα1 0 0
0 eiβ1 sinα2 0 0 −ei(β1+γ1) cosα2 0
0 0 ei(β3+θ) sinα3 0 0 −ei(β3+γ3+θ) cosα3
 ·
(I2 ⊗
d1 e1 f1d2 e2 f2
d3 e3 f3
). (C42)
In (C42), let |hjk| = 1√6 . One can obtain
| − d2eiϑ2 cosα2
√ − cos 2α1
cos 2α2 − cos 2α1 + d1 cosα1
√
cos 2α2
cos 2α2 − cos 2α1 | =
1√
6
, (C43)
|eiβ1(d1
√
cos 2α2
cos 2α2 − cos 2α1 sinα1 − d2e
iϑ2
√ − cos 2α1
cos 2α2 − cos 2α1 sinα2)| =
1√
6
, (C44)
| − eiϑ2e2 cosα2
√ − cos 2α1
cos 2α2 − cos 2α1 + e1 cosα1
√
cos 2α2
cos 2α2 − cos 2α1 | =
1√
6
, (C45)
|eiβ1(e1
√
cos 2α2
cos 2α2 − cos 2α1 sinα1 − e
iϑ2e2
√ − cos 2α1
cos 2α2 − cos 2α1 sinα2)| =
1√
6
. (C46)
Simplifying (C43) and (C44) we have
d21
cos 2α2
cos 2α2 − cos 2α1 + d
2
2
− cos 2α1
cos 2α2 − cos 2α1 − 2d1d2
√ − cos 2α1
cos 2α2 − cos 2α1
√
cos 2α2
cos 2α2 − cos 2α1 cos(α1 − α2) cosϑ2 =
1
3
,
(C47)
d21
cos 2α1 cos 2α2
cos 2α2 − cos 2α1 + d
2
2
− cos 2α1 cos 2α2
cos 2α2 − cos 2α1 − 2d1d2
√ − cos 2α1
cos 2α2 − cos 2α1
√
cos 2α2
cos 2α2 − cos 2α1 cos(α1 + α2) cosϑ2 = 0.
(C48)
By solving the above equations, we obtain
cosϑ2 =
cos 2α2 − cos 2α1 + 3d22 cos 2α1 − 3d21 cos 2α2
6d1d2 cos(α1 − α2)(cos 2α1 − cos 2α2)
√
− cos 2α1
cos 2α2−cos 2α1
√
cos 2α2
cos 2α2−cos 2α1
, (C49)
cosϑ2 =
(d22 − d21) cos 2α1 cos 2α2
2d1d2 cos(α1 + α2)(cos 2α1 − cos 2α2)
√
− cos 2α1
cos 2α2−cos 2α1
√
cos 2α2
cos 2α2−cos 2α1
. (C50)
They imply that
d21 =
3d22 sin 2(α1 − α2) + (2− 3d22) sin 2(α1 + α2)
6 sin 2α1 cos 2α2
,
(C51)
so we know (3d21 − 1) sin 2α1 cos 2α2 + (3d22 − 1) cos 2α1 sin 2α2 = 0. Note that α1 ∈ (0, pi/4), α2 ∈ (pi/4, pi/2) or
α1 ∈ (pi/4, pi/2), α2 ∈ (0, pi/4), d1, d2, d3 are nonnegative and real numbers. So d1 = d2 = d3 =
√
3
3 . Then (C49)-(C50)
imply that cosϑ2 = 0. Hence ϑ2 =
pi
2 or
3pi
2 .
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Similarly, simplifying Eqs.(C44)-(C46) we have
|e1|2 cos 2α2
cos 2α2 − cos 2α1 + |e2|
2 − cos 2α1
cos 2α2 − cos 2α1 +
√− cos 2α1 cos 2α2
| cos 2α2 − cos 2α1| [(−e
iϑ2e2)
∗e1 + (−eiϑ2e2)e∗1] cos(α1 − α2) =
1
3
,
(C52)
|e1|2 cos 2α1 cos 2α2
cos 2α2 − cos 2α1 + |e2|
2− cos 2α1 cos 2α2
cos 2α2 − cos 2α1 +
√− cos 2α1 cos 2α2
| cos 2α2 − cos 2α1| [(−e
iϑ2e2)
∗e1 + (−eiϑ2e2)e∗1] cos(α1 + α2) = 0.
(C53)
If ϑ2 =
pi
2 then −eiϑ2 = −i. Then (C53) implies that
√− cos 2α1 cos 2α2(|e1|2 − |e2|2)
±(e1e∗2 − e∗1e2) cos(α1 + α2)i = 0. (C54)
Since α1 ∈ (0, pi/4), α2 ∈ (pi/4, pi/2) or α1 ∈
(pi/4, pi/2), α2 ∈ (0, pi/4), we know |e1| = |e2|, e1e∗2 −
e∗1e2 = 0. Applying them to (C52) we have |e1| =
|e2| = |e3| =
√
3
3 . Then suppose e1 = a + bi. Since
e1e
∗
2 − e∗1e2 = 0, we obtain e2 = e1 = a + bi. And
(B18) implies that e3 = −2a − 2bi. It is a contra-
diction with |e1| = |e2| = |e3| =
√
3
3 . Hence W3
does not exist with α1 ∈ (0, pi/4), α2 ∈ (pi/4, pi/2) or
α1 ∈ (pi/4, pi/2), α2 ∈ (0, pi/4).
If ϑ2 =
3pi
2 , one can similarly show that W3 does
not exist with α1 ∈ (0, pi/4), α2 ∈ (pi/4, pi/2) or α1 ∈
(pi/4, pi/2), α2 ∈ (0, pi/4). uunionsq
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