Abstract. In this article, the nonviscous shallow water equations with topography are considered. Two types of characteristic boundary conditions (linear and nonlinear) for subcritical and supercritical flows are associated with these equations. The semidiscrete cental-upwind method is applied for the space discretization and the RungeKutta method of second order is chosen for the time discretization. The way to properly implement these two types of boundary conditions into the discretization schemes is described. Several successful numerical experiments for which we tested the proposed boundary conditions and the numerical schemes are described.
Introduction
The background of this work is based on a major computational issue for geophysical fluid dynamics. Limited Area Models (LAMs) are often used to achieve high resolution over a region of interest. The challenge for using such models arises from open lateral boundary conditions. Namely, there is no physical laws which provide natural boundary conditions at the lateral boundary. Furthermore, we want these lateral boundary conditions to be transparent. The difficulty for the lateral boundary conditions are of two types. On the computational side, if the proposed boundary conditions are not appropriate, it is well-known that errors at the lateral boundary can propagate into the modeled domain and make a major impact inside the domain. On the mathematical side, Oliger and Sunstrom [15] showed that there could not be any well-posedness result, for a class of equations of geophysical fluid mechanics, supplemented with any set of local boundary conditions. This class of equations includes the inviscid Primitive Equations and the Shallow Water equations in the multi-layer case. Now, concerning the later equations, the single layer Shallow Water equations are generally expected to produce well-posedness for boundary conditions of local type, but this result has not yet been mathematically proven, although this problem is currently investigated and some progress has been made recently (see [18] , [17] ).
In this article, before investigating the multi-layer Shallow Water equations or the Primitive Equations, we are interested in the single layer Shallow Water equations and numerically investigate boundary conditions which are believed to be mathematically justified (see [18] , [17] ); furthermore, comparison is made below and in the text with boundary conditions studied by other authors ( [9] , [11] , [7] , [6] ). For the Primitive Equations, we refer the interested readers to [20] , [21] , [5] .
The shallow water equations which are derived from the Navier-Stokes equations under the assumption that the horizontal length scale is much larger than the vertical one describe the evolution of a hydrostatic homogeneous incompressible fluid in response to gravitational and rotational accelerations. In fluid dynamics, the situations where the horizontal length scale is much larger than the vertical one are very common and include the modeling of the circulation patterns and the effects of the waves and tidal motions in relatively shallow ocean regions; hence, the shallow water equations are widely applicable. In the atmospheric and oceanic modeling, the shallow water equations with Coriolis forces are a simplification of the primitive equations which govern the motion of the flow in the ocean or the atmosphere. In this present article, the one-dimensional shallow water equations with Coriolis force are considered.
Two types of characteristic boundary conditions (linear and nonlinear) are associated with these equations. Linear characteristic boundary conditions have been applied for a long time; see e.g. [16] , [13] , [12] , and [4] . In [13] , the authors took into account open boundary conditions for the linearized shallow water equations. The nonlinear characteristic boundary conditions that we implemented are based on the theoretical work of Benzoni and Serre [3] which relates to boundary value problems for linear and nonlinear hyperbolic equations. After our work was completed, we found that these boundary conditions were also proposed in [14] . In [14] , the authors added lateral viscosity terms in the momentum equations and performed numerical simulations of both one-layer and two-layer shallow water models with the proposed linear and nonlinear characteristic open boundary conditions. But, in the present article, the fully nonviscous shallow water equations are considered. The purpose of this article is to perform numerical simulations using suitable boundary conditions and suitable numerical schemes which guarantee efficiency, accuracy and transparency of the boundary so that the waves freely move in and out of the domain. The semidiscrete central-upwind method is applied for the space discretization as presented in [1] , [10] . One of the important features of this method is that it respects the direction of wave propagation by measuring the one-sided local speeds. Furthermore, this method is simple because there are no Riemann solvers and characteristic decompositions involved. For the time discretization, the Runge-Kutta method of second order is used. This is one of the standard ODEs' solvers. Several successful numerical experiments for which we tested the proposed boundary conditions and the numerical schemes are described.
This article is organized as follows. We will first present the boundary conditions for the linearized shallow water equations in Section 2. In Section 3, two types of boundary conditions for subcritical flows in the nonlinear equations are presented. In Section 4, we present the numerical method which is the semi-discrete central-upwind method in space and the Runge-Kutta method of second order in time and we also describe how B(x) h Figure 1 . The shallow water model to implement these boundary conditions for subcritical flows. Several numerical experiments for subcritical flows are presented in Section 5. For supercritical flows, we describe the boundary conditions in the nonlinear equations in Section 6, present the numerical method in Section 7, and perform several numerical experiments reported in Section 8. Finally, we make some concluding remarks in Section 9.
The Model Equations
The one-dimensional shallow water equations with topography read (see e.g. [8] ):
Here u and v are the x and y components of the velocity, B = B(x) is the bottom function of the topography, h is the height of the water , h + B is the water level of the free surface (see Figure 1) , g is the gravitational acceleration and f is the Coriolis parameter; f is usually a linear function of y, f = f 0 (1 + βy). Here we take f constant for the sake of simplicity, f = f 0 ; L is the length of the domain. Equations (2.1) involves the two horizontal components of the velocity, but all quantities only depend on the x-variable. The first and second equations in (2.1) are derived from the conservation of momentum, and the third one in (2.1) expresses the conservation of mass. We can rewrite Equations (2.1) in terms of the conservative variables uh , vh, h. They
Equations (2.1) are now linearized around the simple uniform flow:
where u 0 , v 0 , h 0 are positive constant reference values of the velocity and the height. We set
Substituting Equations (2.4) into Equations (2.1), and dropping the nonlinear terms, we obtain the linearized shallow water equations:
Multiplying (2.5) 1 byũ, (2.5) 2 byṽ, (2.5) 3 by gh h 0 , adding these three equations and integrating with respect to x over the interval (0, L), we obtain:
Then, Equation (2.6) becomes
We rewrite I(x, t) in matrix form:
We set
The constant matrix A has three eigenvalues α i , i = 1, 2, 3, where
The nature of the flows depend on the signs of these three eigenvalues. If all the three eigenvalues are positive, this flow is called a supercritical flow, and if one of these three eigenvalues is negative, then this flow is called a subcritical flow. Here we will first propose distinct boundary conditions for subcritical and supercritical flows in the linearized equations. We diagonalize the matrix A and write A = P t DP, where
Since this energy integral decreases with time, the right hand side of Equation (2.9) should be non-positive.
For subcritical flows, we propose the following boundary conditions in the linearized equations:
For supercritical flows, we propose the following boundary conditions in the linearized equations:
and (2.13)
Thus, for subcritical flows, two boundary conditions at x = 0 and one boundary condition at x = L are proposed. For supercritical flows, all three boundary conditions are proposed at x = 0. Notice that these boundary conditions are proposed for perturbed variables in the linearized shallow water equations. Although we are looking for suitable boundary conditions for the nonlinear shallow water equations, these proposed boundary conditions (2.12), and (2.13) still give us a direction to find out what we need.
Boundary Conditions for Subcritical Flows in the Nonlinear Equations
In this section, we will propose the boundary conditions for subcritical flows in the nonlinear case. According to Equation (2.12), there are two possible suggestions of boundary conditions for the nonlinear equations. The first one (denoted I) is a linear type of boundary condition that reads:
For convenience, we introduced the following auxiliary variables:
Note that the original variables u, v and h can be expressed in terms of the variables α 1 , β 1 and γ 1 as follows:
Now, we rewrite Equation (2.1) in matrix form as follows:
By direct calculation, we see that these auxiliary variables α 1 , β 1 , and γ 1 satisfy the following equations:
where the matrix D is the diagonal matrix defined in Section 1, and
The second set of boundary conditions denoted II is a nonlinear type of boundary conditions that we write:
For convenience, we have introduced the following auxiliary variables:
Note that the original variables u, v and h can be expressed in terms of the variables α 2 , β 2 and γ 2 as follows:
According to Equation (3.4), these new variables α 2 , β 2 and γ 2 satisfy the following equations: 
Numerical Method for Subcritical Flows
In this section, we discuss how to practically implement the proposed boundary conditions. The semidiscrete central-upwind scheme will be applied to solve (2.2) numerically. Note that we will not solve (2.1) but instead (2.2) because (2.2) is in conservative form which is useful when applying the semidiscrete central-upwind scheme. We first describe the semidiscrete central-upwind scheme for the 1-D shallow water equations. We rewrite the 1-D shallow water equations (2.2) in the form:
Consider a uniform spatial grid Figure 2 ), where
Integrating Equation (4.1) over the j-cell
Based on Equation (4.4), a central-upwind scheme is derived for the approximation of the space integral of the source term over the j-cell
), and for the approximation of the fluxes F (U ) at the points x = x j± 1 2 . Here two issues are present:
1. The approximations of the spatial integrals of the source terms over the j-cell
) can be obtained by using the midpoint rule for the spatial integrals. For example, (4.5) 1 ∆x
2. The approximations of the fluxes F (U ) at the points x = x j± 1 2 are given by (see [1] , [10] ):
where
].
Here U + j+
) and U − j+
), where p j (t, x) are nonoscillatory linear polynomial reconstructions, which are used to obtain a second order scheme. For higher order schemes, we would use higher degree piecewise non-oscillatory polynomial approximations. In the numerical experiments below, we have used a linear piecewise minmod reconstruction to obtain a second order scheme. Namely,
and θ ∈ [1, 2] . Finally, the one-sided local speeds of propagation a ± j+ 1 2 are given by (4.10)
where λ max ( ∂F ∂U (Ũ )) and λ min ( ∂F ∂U (Ũ )) are the largest and smallest eigenvalues of the differential ∂F ∂U at the point U =Ũ .
Consequently, the approximation of Equation (4.1) now becomes:
Remark 4.1. 
Equations (4.11) are valid for the
For irregular topographies , the first derivatives of the bottom functions are not supposed to be explicit. For more treatments, we refer the reader to [9] , [11] .
Let T > 0 be fixed, and set ∆t =
T N
, where N is the number of time steps. For n = 0, · · · , N , we define U n j as the approximate value of U at time t n = n∆t, and at the position x j = (j −1)∆x. For the time discretization, we use a second order Runge-Kutta method (RK2). The formulation is as follows:
where (4.14) F n j+
and F * j+ 1 2 (resp. F * * j+ 1 2 ) is the value of F j+
. Now, we describe how to update the boundary values for subcritical flows. For Boundary Conditions (I) or (II), two boundary conditions are prescribed at x = 0, and one boundary condition is prescribed at x = L. These boundary conditions do not give enough information to recover the variables u, v and h at each boundary. Thanks to Equations (3.6) or (3.11), we can recover the variables u, v and h numerically at the boundary.
In the case of Boundary Conditions (I), at x = x 1 = 0, β n+1 1,1 = β 1 (0, (n + 1)∆t) and γ n+1 1,1 = γ 1 (0, (n + 1)∆t) are known. We need to approximate α n+1 1,1 . For that purpose, we take the semi-implicit upwind method for Equation (3.6) 1 . Namely, we have
Here B n x,1 is the first derivative approximation of B(x) evaluated at x = x 1 , t = n∆t. To compute the boundary value α n+1 1,1 , we need the value α n+1 1,2 which has been updated by solving the ODEs (4.11) or (4.13). Combining with the proposed boundary conditions (3.1) 2 and (3.1) 3 , the values (u, v, h) at x = 0 can be totally determined. Similarly, for x = x M +1 = L, we take the semi-implicit upwind method for (3.6) 2 and (3.6) 3 . Namely, we set For (3.6) 2 ,
and for (3.6) 3 , In the case of Boundary Conditions (II), following Boundary Conditions (I), at x = x 1 = 0, we want to solve (3.11) 1 numerically. Namely, we have
2 .
To update the boundary value α n+1 2,1 , we need the value α n+1 2,2 which has been updated by solving the ODEs (4.11) or (4.13). Combining with the proposed boundary conditions (3.11) 2 and (3.11) 3 , the values (u, v, h) at x = 0 can be totally determined.
2 . 11) 1 , the values (u, v, h ) at x = L can be totally determined, too.
Numerical Experiments for subcritical flows
In this section, we present several examples for which we test the proposed boundary conditions and the numerical schemes. In all cases the gravitational constant is taken as g = 9.812 m/s 2 , the Coriolis parameter is taken as f = 10 −4 s −1 , and the length of the physical domain is taken as L = 10 3 km. The CFL number is chosen satisfying the hyperbolic CFL condition.
Small perturbations of a steady-state solution.
The following example is modified from [11] or [9] . In [11] or [9] , the authors did not impose boundary conditions but instead used zero-order extrapolation boundary conditions which belongs to numerical boundary conditions by extending the data to a set of ghost cells adjacent to the boundary at each time step and setting numerical boundary conditions on the set of ghost cells. This is different from our present work since no suitable boundary conditions are imposed here. We solve the one dimensional shallow water equations with topography by applying the numerical method mentioned in Section 4. The bottom topography consists of one hump,
where δ controls the height of the hump, and κ measures the width of the hump. In this example, we take the height of the hump δ = 5000 m and the width of the hump κ = L/10. The initial data is the stationary solution with a small perturbation,
Here u 0 = 0 m/s , v 0 = 0 m/s , h 0 = 10 4 m and the nonzero constant parameter ϵ which controls the amplitude of the perturbation is taken as ϵ = 0.2 or −0.2. We use and compare the boundary conditions (I) and (II) proposed in Section 3. Namely, for Boundary Conditions (I), we have
and for Boundary Condition (II), we have 
Small global perturbations of the quasi-steady flow.
In this example, we consider the quasi-steady flow in which the momentum hu is a nonzero constant with a small global perturbation. We start with the following initial data:
where the parameter ε controls the magnitude of the perturbation and is taken as ε = 0. Figure 7 shows the computed free surface h + B(x) at times t = 0, T /5, 2T /5, 3T /5, 4T /5 and T , where T is the computation time which is taken to be 7200 seconds. In all simulations the number of grid points is taken as M = 400 and the number of time step is N = 5 × 10 5 . For both Boundary Conditions (I) and (II), the free surface arrived at the same steady state but more oscillations are produced with Boundary Conditions (I) (see Figure 7 ). produces a slight effect in this example as shown in Figures 7 and 8 . The reason why Figure 7 is unsymmetrical is explained in Appendix A.
Transcritical flows.
This problem is also modified from [11] or [9] . We start with the following initial data,
where u 0 = 30 m/s, v 0 = 0 m/s, h 0 = 10 3 m, and B(x) is given by Equation (5.1) with δ = 5 × 10 2 m, and κ = L/10.These parameters are chosen so that the freestream Froude number is less than one but the Froude number increases to be supercritical over the hump and then decreases to be less than one through a shock wave on the downwind side of the hump. Figures 9 and 11 show the computed free surface h + B(x) and local Froude number at time t = T , where T is the computation time which is taken to be 10800 seconds. In all the simulations, the number of grid points is taken as M = 400 and the number of time steps is N = 5 × 10 5 . Figure 10 and 12 also show the computed free surface h + B(x) at different times using the same physical parameters except for the Coriolis force (f = 0 s −1 ). The Coriolis force produces a slight effect in this example as shown in Figures 9 to 12. As we mentioned in Example Two, the reason why Figure 9 is unsymmetrical is explained in Appendix A.
Boundary Conditions for Supercritical flows in the nonlinear equations
In this section, we propose the boundary conditions for supercritical flows in the nonlinear equations. As suggested by the boundary conditions for supercritical flows in the linearized equations (2.13), there are two possible suggestions of boundary conditions for the nonlinear equations, too. The first ones (denoted III) are a linear type of boundary conditions which read:
For convenience, we can similarly define the variables α 1 , β 1 and γ 1 at all points x. They are the same as in Equation (3.2), and they satisfy Equation (3.6), too. The second set of supercritical flows boundary conditions (denoted IV) is a nonlinear type of boundary conditions that reads:
For convenience, we can also define the variables α 2 , β 2 and γ 2 at all points x. They are the same as in Equation (3.9), and they satisfy Equation (3.11) too.
Remark 6.1. 
Consequently, the variables u, v, h are known at the left boundary x = 0. However, no boundary conditions are prescribed at the right boundary x = L. To update the boundary values at the right boundary, we will perform two different numerical approximations based on (3.6) and (3.11) (see Section 7). The boundary value problems for supercritical flows which produce shocks will be studied elsewhere.
Numerical Methods for Supercritical flows
In this section, we describe how to implement the proposed boundary conditions (III) and (IV). The semidiscrete central-upwind method is applied as in the subcritical case. The differences between subcritical and supercritical flows appear in the way we update the boundary values. For subcritical flows, the update of the boundary values was described in Section 3. Now, we describe how we update the boundary values for supercritical flows. For Boundary Conditions (III) or (IV), three boundary conditions are prescribed at x = 0, and no boundary condition is prescribed at x = L. Therefore, the information at x = 0 is known. For x = L, thanks to Equations (3.6) or (3.11), we can compute the variables u, v and h numerically by applying a partly implicit upwind method. In the case of Boundary Conditions (III), we implement the following numerical scheme at x = L: α 
In the case of Boundary Conditions (IV), we enforce the following numerical scheme at x = L: 
Numerical experiments for Supercritical flows
In this section, we describe the numerical experiments that we performed for supercritical flows. The gravitational constant g and the length of the physical domain are the same as for the subcritical flows. In all examples, the CFL number is taken as to satisfy the hyperbolic CFL condition, too.
8.1. Supercritical flow over a hump. This problem is modified from [7] in which the authors only considered periodic boundary conditions to avoid the necessity of imposing suitable boundary conditions. We start with the following initial data:
where u 0 = 450 m/s, v 0 = 0 m/s, h 0 = 5 × 10 3 m, and B(x) is given by Equation (5.1) with δ = 2.5 × 10 3 m, and κ = L/10. The initial Froude number is about 1.9 and the ratio of the maximum height of the hump over the height of the initial free surface h + B(x) is 0.5. According to the classification in [7] , the free surface of the steady state rises symmetrically over the hump (see Appendix A). Figure 13 shows the computed free surface h + B(x) and the local Froude number at time t = T , where T is the computation time which is taken to be 10800 seconds. In all the simulations, the number of grid points is taken as M = 400 and the number of time steps is N = 5 × 10 5 . For the two boundary conditions (III) and (IV), the free surface of the steady state produces a large elevation of the surface above the hump, and this matches the results in [7] . Furthermore, these two boundary conditions give similar results as shown in Figure 13 . Figure 14 also shows the computed free surface h + B(x) at different times using the same physical parameters except for the Coriolis force (f = 0 s −1 ). The Coriolis force produces a slight effect in this example as shown in Figures 13 and 14 . The free surface for the steady state appears slightly unsymmetrical as shown in Figure 13 (see Appendix A).
Supercritical flows over a trapezoidal obstacle.
This example is modified from [6] . In [6] , the authors considered steady flows in a channel of constant width, uniform and of the same depth at infinity in both directions. Equivalently, the boundary conditions are periodic. In this example, we perform numerical simulations with the boundary conditions proposed in Section 6. We start with the following bottom functioñ B(x):
otherwise , where δ 0 = 5 × 10 2 m, and κ = L/10, and the initial conditions are given as follows:
In this example, we present the effect of the Froude number. Figure 15 displays the computed free surface h +B(x) at time t = T for different values of the Froude numbers varying from 2.02 to 5.05, where T = 10800 seconds.
The maximum height of the free surface decreases while the Froude number increases. The results are similar to those in [6] . 
Concluding Remarks
In this article, we have numerically studied boundary value problems for the shallow water equations with topography. We have imposed two types of boundary conditions (linear and nonlinear) and performed numerical simulations by using the semi-discrete central-upwind method for the space discretization and the Runge-Kutta method of the second order for the time discretization. The way to properly implement these two types of boundary conditions into the discretization schemes is to solve the corresponding equations numerically with respect to the variables introduced in Section 3 and 6 at the boundary. The numerical results which have remained bounded and stable and also shown that the waves freely move in and out of the domain demonstrate the suitability of the boundary conditions and numerical schemes.
In our future work, we plan to extend this research project by considering first two dimensional shallow water equations with topography. Namely, we will consider the In this two-dimensional case, the goal will be the same as for the one-dimensional case. But considerations for suitable boundary conditions and numerical implementation are different and more complicated due to the additional y direction. Another important and interesting issue would be to consider a time dependent bottom topography, and more specifically a stochastically defined bottom to account for the roughness of the bottom and incertitudes on the function B. In this case, the bottom function satisfies an SDE of the type: (9.2) dB =αdt +βdW.
As we said, such a bottom equation would be useful to account for the roughness and the uncertainties in the bottom topography. However, we enter here in the difficult domains of stochastic partial differential equations with white noise in the boundary conditions [19] . We will also consider the boundary value problems for the multi-layer Shallow Water equations. For example, the two-layer Shallow Water equations in space dimension one read: and the ρ i are the density constants, i = 1, 2, r = ρ 2 ρ 1 < 1 and g is the gravitational
constant. In this case we will meet the additional difficulty already pointed out in [15] for the choice of the boundary conditions. Indeed, already in (9.3), we encounter some form of the difficulty shown in [15] and addressed in our other work [5] for the primitive equations, that the boundary conditions can not be of local type.
Due to Equation (A.1) 3 , we obtain (A.2) uh = u 0 h 0 = constant.
Here u 0 and h 0 are the velocity and the height of the approaching flow far from the bump respectively. Multiplying Equation (A.1) 2 by h and due to (A.2), we find Equation (A.8) is of the same type as Equation (3.4) in [7] . Therefore, the analysis of the classification of the asymptotic flow conditions is also valid if the variable M is replaced by the new variable M f . Furthermore, the free surface for the steady states may appear unsymmetrical over the symmetrical hump due to asymmetry of the function M f with respect to center of the domain.
