Abstract-For problems of data compression, gambling, and prediction of individual sequences 1 the following questions arise. Given a target family of probability mass functions ( 1 ), how do we choose a probability mass function ( 1 ) so that it approximately minimizes the maximum regret /belowdisplayskip10ptminus6pt max (log 1 ( 1 ) log 1 ( 1^) ) and so that it achieves the best constant in the asymptotics of the minimax regret, which is of the form ( 2) log( 2 ) + + (1), where is the parameter dimension? Are there easily implementable strategies that achieve those asymptotics? And how does the solution to the worst case sequence problem relate to the solution to the corresponding expectation version min max (log 1 ( 1 ) log 1 ( 1 ))?
( 1) 2 log 2 + + (1) strategies. Instead of a stochastic analysis of performance, our focus is the worst case behavior of the difference between the loss incurred and a target level of loss.
The following game-theoretic problem arises in the applications we discuss. We are to choose a probability mass function on such that its conditionals provide a strategy for coding, gambling, and prediction of a sequence
We desire large values of or equivalently small values of relative to the target value achieved by a family of strategies. Specifically, let be a family of probability mass functions on One may think of it as a family of players, where the strategy used by player achieves value for a sequence Though we are not constrained to use any one of these strategies, we do wish to achieve for every a value nearly as good as is achieved by the best of these players with hindsight. Thus the target level is where achieves the maximum of
The game-theoretic problem is this: choose to minimize the maximum regret evaluate the minimax value of the regret, identify the minimax and maximin solutions, and determine computationally feasible approximate solutions. Building on past work by Shtarkov [30] and others, we accomplish these goals in an asymptotic framework including exact constants, in the case of the target family of all memoryless probability mass functions on a finite alphabet of size
The asymptotic minimax value takes the form where is a known constant. The choice of that is a mixture with respect to Jeffreys' prior (the Dirichlet in this case) is shown to be asymptotically maximin. A modification in which lower dimensional Dirichlet components are added near the faces of the probability simplex is shown to be asymptotically minimax. This strategy is relatively easy to implement using variants of Laplace's rule of succession. Moreover, unlike the exact minimax strategy, our strategies are also optimal for the corresponding expectation version of the problem studied in Xie and Barron [39] .
The above game has interpretations in data compression, gambling, and prediction as we discuss in later sections. The choice of determines the code length (rounded up to an integer) of a uniquely decodable binary code; it leads to a cumulative wealth after sequentially gambling according to proportions on outcome with odds for and, for prediction, a strategy based on incurs a cumulative logarithmic loss of Likewise for each there is a code length , wealth , and cumulative log loss
The target value corresponds to the maximum likelihood. The regret measures the difference in code lengths, the log wealth ratio, and the difference in total prediction loss between and the target level in the parametric family.
Recent literature has examined the regret for individual sequences in the context of coding, prediction, and gambling, in some cases building on past work on expected regret. Shtarkov [30] introduced and studied the minimax regret problem for universal data compression and gave asymptotic bounds of the form for discrete memoryless and Markov sources where is the number of parameters. Extensions of that work to tree sources are in Willems, Shtarkov, and Tjalkens [38] , see also [35] and [36] . Shtarkov et al. [31] identified the asymptotic constant in the regret for memoryless sources and addressed the issue of adaptation to an unknown alphabet. Rissanen [28] and Barron, Rissanen, and Yu [4] relate the stochastic complex criterion for model selection to Shtarkov's regret and show that the minimax regret takes the form plus a constant identified under certain conditions (shown to be related to the constant that arises in the expectation version in Clarke and Barron [6] ). Feder, Merhav, and Guttman [12] , Haussler and Barron [17] , Foster [14] , Haussler, Kivinen, and Warmuth [18] , Vovk [34] , and Freund [15] studied prediction problems for individual sequences. Cover and Ordentlich ([7] , [24] ) presented a sequential investment algorithm and related it to universal data compression. Opper and Haussler [25] examine minimax regret for nonparametric problems.
Other related work considered expected regret. Davisson [9] systematically studied universal noiseless coding and the problem of minimax expected regret (redundancy). Davisson, McEliece, Pursley, and Wallace [11] as well as Krichevsky and Trofimov [22] identified the minimax redundancy to the first order. Other work giving bounds on expected redundancy includes Davisson and Leon-Garcia [10] , Rissanen [26] , [27] , Clarke and Barron [5] , [6] , Suzuki [32] , and Haussler and Opper [19] .
Typically, the minimax expected regret with smooth target families with parameters is of order The constant and asymptotically minimax and maximin strategies for expected regret are identified in Clarke and Barron [6] (for the minimax value over any compact region internal to the parameter space) and in Xie and Barron [39] (for the minimax value over the whole finite-alphabet probability simplex). In these settings, [6] and [39] showed that the mixture with respect to the prior density proportional to (Jeffreys' prior [20] ) is asymptotically maximim.
In general, Bayes strategies for expected regret take the form of a mixture , where denotes a distribution on the parameter . In the expected regret setting (asymptotically) maximin procedures are based on a choice of prior (or sequences of priors ) for which the average regret is (asymptotically) maximized [6] . Here we will seek choices of prior that yield asymptotically minimax values not just for the expected regret but also for the worst case pointwise regret. In addition to providing possibly natural probability assignment to the parameters the advantages of such a program are threefold. First, they afford ease of interpretation and computation (of predictions, gambles, and arithmetic codes) via the predictive distribution not readily available for the exact minimax strategy of [30] . Secondly, the mixtures admit analysis of performance using information theory inequalities ( [2] , [3] , [9] ), and approximation by Laplace integration ( [5] , [6] ).
Finally, achievement of an asymptotic regret not smaller than a specified value by a mixture strategy with a fixed prior permits the conclusion that this is a pointwise lower bound for most sequences ( [1] , [4] , [23] , [35] ). In particular, we find that for the class of memoryless sources, the Dirichlet prior yields a procedure with regret possessing such a lower bound (Lemma 1), with what will be seen to be the minimax optimal value of Consequently, no sequence of strategies can produce regret much smaller than this for almost every data sequence (in a sense made precise in Section III below). These pointwise conclusions complement the result given below that the Dirichlet mixture is asymptotically maximin.
One is tempted then to hope that the Dirichlet mixture would also be asymptotically minimax for the simplex of memoryless sources. However, it is known that this mixture yields regret larger than the minimax level (by an asymptotically nonvanishing amount) for sequences that have relative frequencies near the boundary of the simplex (Lemma 3, in agreement with Suzuki [32] and Shtarkov [29] ). Furthermore, Laplace approximation as in [6] suggests that this difficulty cannot be rectified by any fixed continuous prior. To overcome these boundary difficulties and to provide asymptotically minimax mixtures we use sequences of priors that give slightly greater attention near the boundaries to pull the regret down to the asymptotic minimax level. In doing so, the priors involve slight dependence on the target size (or time horizon) of the class Before specializing to a particular target family we state some general definitions and results in Section II. Among these are characterization of the minimax and maximin solution for each and the conclusion that asymptotically maximin and asymptotically minimax procedures merge in relative entropy as
In Section III we examine the target class of memoryless sources over the whole probability simplex and identify an asymptotically minimax and maximin strategy based on a sequence of priors. Modifications to the Dirichlet prior achieve these ob-jectives and possess simple Laplace-type update rules. Proof of the asymptotic properties are given in Sections IV and V. Applications in gambling, prediction, and data compression are given in Sections VI, VII, and VIII. Finally, in Section IX, we treat the problem of prediction (or gambling or coding) based on the class of more general models in which the observations may be predicted using a state variable (or side information) from an alphabet of size The asymptotic minimax regret is shown to equal An asymptotically minimax procedure is to use a modified Dirichlet mixture separately for each state.
II. PRELIMINARIES
Now we introduce some notation and preliminary results. Let a target family be given. We occasionally abbreviate to and omit the subscript from probability functions such as , , and Let the regret for using strategy be defined by
The minimax regret is A strategy is said to be minimax if and it is said to be an equalizer (constant regret) strategy if for all The maximin value of the regret is defined to be where the maximum is over all distributions on A strategy is average case optimal with respect to a distribution if it minimizes over choices of It is known from Shannon that the unique average case optimal strategy is A choice is said to be a maximin (or least favorable) strategy if
The following is basically due to Shtarkov [30] in the coding context.
Theorem 0:
Let where is the maximum-likelihood estimator. The minimax regret equals the maximin regret and equals Moreover, is the unique minimax strategy, it is an equalizer rule achieving regret for all , and it is the unique least favorable (maximin) distribution. The average regret for any other equals
We let denote the minimax maximin value.
Proof of Theorem 0: Note that and that for all , thus is an equalizer rule. For any other with , we must have for some and hence for that Thus is minimax and Now the last statement in the theorem holds by the definition of relative entropy and hence the maximin value where is the relative entropy (Kullback-Leibler divergence). It is uniquely optimized at , and therefore, Thus the normalized maximum-likelihood is minimax. However, it is not easily implementable for online prediction or gambling which requires the conditionals, nor for arithmetic coding which also requires the marginals for
The marginals obtained by summing out is not the same as See Shtarkov [30] for his comment on the difficulty of implementing in the universal coding context. In an asymptotic framework we can identify strategies that are nearly minimax and nearly maximin which overcome some of the deficiencies of normalized maximum likelihood. We say that a procedure is asymptotically minimax if
It is an asymptotically constant regret strategy if for all A sequence is asymptotically maximin if
It turns out that in general there is an information-theoretic merging of asymptotically maximin and minimax procedures in the sense stated in the following theorem. Here we focus on the case that the target family is the class of all discrete memoryless sources on a given finite alphabet. In this case where is the model of conditionally independent outcomes with on the probability simplex and The alphabet is taken to be . Jeffreys' prior in this case is the Dirichlet distribution. Earlier, Shtarkov [30] showed that the mixture with this prior achieves maximal regret that differs from the minimax regret asymptotically by not more than a constant.
Theorem 2:
The minimax regret satisfies where and The choice with being the Dirichlet prior is asymptotically maximin. It has asymptotically constant regret for sequences with relative frequency composition internal to the simplex. But it is not asymptotically minimax. The maximum regret on the boundary of the simplex is which is higher than the asymptotic minimax value. Finally, we give a modification of the Dirichlet prior that provides a strategy of the form that is both asymptotically minimax and maximin. Here is a mixture of Jeffreys' prior on and a small contribution from a prior with on the lower dimension spaces where makes have the Dirichlet distribution and makes be fixed at
Here .
Remark 1:
The above strategies and based on Jeffreys' prior and its modification, here shown to be asymptotically maximin and minimax for regret, are the same as shown to be asymptotically maximin and minimax for the expected regret in Xie and Barron [39] formulated there using expected regret defined by
Other satisfactory modifications of Jeffreys' prior are given in Section V.
In contrast, concerning the normalized maximum-likelihood strategy, though it is minimax for pointwise regret, it is not asymptotically minimax for expected regret as pointed out to us by Shtarkov. Indeed, the value studied in Shtarkov [29] is asymptotically larger than the minimax expected regret identified in [39] .
Remark 2: By asymptotic minimaxity the difference between the worst case regret of the strategy and the asymptotic value converges to zero with (i.e., this difference is
We do not seek here to determine the optimal rate at which this difference converges to zero. Nevertheless, some bounds for it are given in Section V. 
Therefore, simple recursive computations suffice. The total computation time is not more than the order of Note, however, that our strategy requires knowledge of the time horizon when evaluating the conditionals for given for (also see Remark 9).
Remark 4:
The answer is in agreement with the answer that we would expect to hold more generally for smooth -dimensional families with Fisher information , and parameter restricted to a set , in accordance with Rissanen [28] . It also corresponds to the answer for expected regret from Clarke and Barron [6] . However, the present case of the family of all distributions on the simplex does not satisfy the conditions of [6] or [28] .
Remark 5:
Comparing with the minimax value using expected loss in [39] and [6] , , we see that there is a difference of The difference is due to the use in the expected loss formulation of a target value of rather than which differ by which, for internal to the simplex, is approximately one-half the expectation of a chi-square random variable with degrees of freedom. It may be surprising that in the present setting there is no difference asymptotically between the answers for minimax regret for individual sequences and a minimax expected regret formulated here as In general, the minimax expected value is less than the minimax pointwise regret
To uncover situations when and agree asymptotically consider the maximin formulations of and The difference is that in the former case the maximum is restricted to distributions of mixture type Asymptotically, and will agree if a sequence of mixture distribution is asymptotically least favorable (maximin) for the pointwise regret, as is the case in Theorem 2. Combining this conclusion with Remark 1 we see that the modified Jeffreys procedure is asymptotically minimax and maximin for both formulations of expected regret and as well as for the pointwise regret.
Remark 6:
The constant in the asymptotic minimax regret is also identified in Ordentlich and Cover [24] in a stock market setup and by Freund [15] (for ) and Xie [40] (for ) using Riemann integration to analyze the Shtarkov value. Szpankowski [33] (see also Kløve [21] ) gives expansions of accurate to arbitray order (for ). This constant can also be determined from examination of an inequality in Shtarkov [30, eq. (15) ] and it is given in Shtarkov et al. [31] . Here the determination of the constant is a by-product of our principal aim of identifying natural and easily implementable asymptotically maximin and minimax procedures.
Remark 7:
Since and by Stirling's approximation to the Gamma function (see [37, p. 253] ), an alternative expression for the asymptotic minimax regret from Theorem 1 is where as and the remainder in Stirling's approximation is between and Thus with the remainder terms ignored, the minimax regret equals plus a universal constant .
Remark 8: Theorem 2 has implications stochastic lower bounds on regret, that is, lower bounds that hold for most sequences. We use the fact that the Jeffreys' mixture using the fixed prior achieves regret never smaller than (which we have shown to be the asymptotically minimax value).
Note that the sequence of mixtures is compatible with a distribution on infinite sequences. It follows from [1, Theorem 3.1] (see also [4] , [23] , and [35] 
Remark 9:
As we mentioned in Section I, our priors that provide asymptotically minimax strategies have slight dependence on the sample size , through the value that sets for the th cordinate of and also through the choice of Fortunately, the behavior of the regret is relatively insensitive to the values of and
In the theorem statement, we set and A range of choices provide the same conclusions. In particular, the proof will show that if tends to zero but not too fast, in the sense that with if is any sequence not greater than and, to prevent from being too small, if , then the conclusion of the theorem holds.
An implication is robustness of the procedure to misspecification of the time horizon. Indeed, suppose we set the prior in accordance with an anticipated time horizon , say with and , but for whatever reason compression or prediction stops at time , with for some constant Then the resulting procedure still satisfies the conditions for the conclusion of the theorem to hold.
IV. PROOF OF THE MAIN THEOREM
The statements of the theorem and the corollary are based on the following inequalities which we will prove.
where Since both ends in the above are asymptotically equal, it follows that (5) and, therefore, is the asymptotic constant in the minimax regret, Jeffreys' mixture is asymptotically maximin (least favorable), and the modified Jeffreys' mixture is asymptotically minimax. We consider the regret using Jeffreys' mixture From Lemma 1 of the Appendix, this regret is asymptotically constant (independent of ) for sequences with relative frequency composition internal to the simplex, that is, when However, Lemma 3 exhibits a constant higher regret on vertex points when using Jeffreys' mixture. Thus Jeffreys' mixture is not asymptotically minimax on the whole simplex of relative frequencies. Now we verify inequalities (3) and (4). The three inequalities between them follow from the definitions and from maximin minimax.
The proof for line (3) follows directly from Lemma 2, where it is shown that is greater than for all sequences
To prove inequality (4) we proceed as follows. We denote the count of symbol in a sequence by Let be a sequence with
Observe that for in the region of where for all using the upper bound from Lemma 1 in the Appendix, we have (6) where the remainder term in (6) It follows that (7) where if we follow the convention that When this middle term is bounded by , whereas, when , it is bounded by which is not more than The third term of (7) can be bounded using the conclusion of Lemma 1 of the Appendix for the Jeffreys' mixture (here for the observations that do not involve symbol ). Thus we have By our choices of and we have that the first term is bounded and the second term by so that the sum of these contributions represents a cost quantifiably less than the saved from the other terms (for sequences with at least one count less than
We have that for
We see that the contribution from the boundary regions produces regret not more than for all sufficiently large in particular for such that (9) Then, putting this near boundary analysis together with the interior analysis from (6), we have that overall our regret exceeds by not more than Typically, this tends to zero at rate in accordance with the behavior of (A negligibly faster rate of is available if and are set to both be of order ) As we have seen, the asymptotic value is the same for the upper and lower bounds in inequalities (3) through (4). Thus these collapse into asymptotic equalities and the conclusions follow.
Finally, we show that the modification to produce an asymptotically minimax procedure retains the asymptotic least favorable (maximin) property of Jeffreys' mixture. That is, or, equivalently, Indeed, we have which by convexity is not greater than
We already showed the first term goes to zero. The second term also converges to zero since and faster than logarithmically. Thus as .
V. OTHER MODIFICATIONS OF JEFFREYS' PRIOR
In this section we briefly mention another possible modification of Jeffreys' mixture that can achieve a somewhat faster rate of convergence to the asymptotic minimax value. In Section IV we added some point mass to the Jeffreys' prior near the boundary of the simplex to pull down the regret incurred by sequences with relative frequencies close to or on the boundary. Here instead we add a Dirichlet prior with parameters less that . Consider the modified Jeffreys' prior Dirichlet Dirichlet , where . As before we let tend to zero with This prior yields a mixture probability mass function that is also asymptotically minimax. To see why, note first for in the region where , for all we have by the same reasoning as before, that (10) Here we set for some For in the region of where for some , we use Lemma 4 of the Appendix to get that where is a constant depending only on Then as long as , for large enough , we have the bound (11) Examining (10) and (11), we conclude that for certain choice of and the regret is asymptotically upperbounded by , uniformly for all It is wise to choose (to balance the remainder terms of order and in (10)). For example, a choice of and satisfies (11) . Consequently, is asymptotically minimax. Moreover, the maximal regret converges to the asymptotic minimax value at rate A more delicate choice of and provides for the largest and satisfying condition (11) and yields a procedure with maximal regret that converges to the asymptotic minimax value at rate These rates may be compared to what is achieved by the exact minimax value which for is shown in [33] to approach the asymptotic value at rate
The procedure is readily computed using the predictive density with where The total computation time of this iterative algorithm is of order
VI. APPLICATION IN GAMBLING
We now study some applications of the main result in this current and the following sections.
Suppose in a horse race we index the horses by and we are going to bet on races. For race , let the odds be to for horse to win. We bet our fortune according to some proportion at game Let be the indices of the winning horses. Then the asset at time would be where If the horse races were random, with outcomes if the win probabilities for each race were and if we knew the parameter we would bet with proportion on horse (see Cover and Thomas [8, Ch. 6] ). Whether or not the races are random, the wealth at time with such a constant betting strategy is where and is the number of wins for horse With hindsight, the best of these values is at the maximum likelihood. Hence the ratio of current wealth to the ideal wealth is We want to choose a to optimize this ratio, in the worst case. That is, we pick a to achieve This is the quantity our paper has analyzed, and we have provided an asymptotic minimax We achieve (12) uniformly for all horse race outcomes where is the best such constant. Here expresses the cost (as a factor of wealth) of the lack of foreknowledge of A gambling procedure that achieves (12) is to bet proportion of our wealth on the possible outcomes of successive races using the modified Jeffreys' mixture as in (1) .
There is an extension of this gambling problem to the stock market with stocks. In this case where is the wealth factor (price ratio) for stock during investment period (day) and is the proportion of wealth invested in stock at the beginning of day Recent work of Cover and Ordentlich [7] , [24] shows that for all sequences the minimax log wealth ratio for stocks is the same as the minimax log wealth ratio for horse racing with horses where on the left side the maximum is over all with each stock vector in and on the right side the maximum is over all with each in Thus from our analysis of the latter problem we have for the stock market that the asymptotic minimax wealth ratio is in agreement with Cover and Ordentlich [24] . However, it remains an open problem whether there is an asymptotically minimax strategy that can be evaluated in polynomial time in and for the stock market. The best available algorithms in Cover and Ordentlich [24] runs in time of order compared to time obtained here for the horse race case.
VII. APPLICATION IN PREDICTION
Suppose we have observed a sequence We want to give a predictive probability function for the next based on the past observations, and we denote it by for all When occurs we measure the loss by Thus the loss is greater than or equal to zero (and equals zero iff the symbol that occurs is the one that was predicted with We initiate with a choice of an arbitrary probability. We denote by the probability mass function obtained as the product of the predictive probabilities. The total cumulative log-loss is (13) A class of memoryless predictors incurs cumulative log-loss of for each and with hindsight the best such predictor corresponds to the maximum likelihood. (Using this target class the aim of prediction is not to capture dependence between the but rather to overcome the lack of advance knowledge of
The log-loss for prediction is chosen for the mathematical convenience of the chain rule (13) . Direct evaluation of regret bounds is easier for such a loss than for other loss function. Moreover, log-loss regret provides bounds for minimax regret for certain other natural cumulative loss functions including loss and squared error loss, see [18] , [34] , and [17] . The minimax cumulative regret is for which we have identified the asymptotics.
The Laplace-Jeffreys update rule is asymptotically maximin and its modification (as given in Theorem 1) is asymptotically minimax for online prediction.
VIII. APPLICATION IN DATA COMPRESSION
Shannon's noiseless source coding theory states that for each source distribution , the optimal code length of is , ignoring the integer rounding problem (if we do round it up to integer, the extra code length is within one bit of optimum), where in Shannon's theory optimality is defined by minimum expected code length. Kraft's inequality requires that the code-length function of a uniquely decodable code must satisfy for some subprobability When is unknown, we use a probability mass function such that for all and all , the code length using is (to the extent possible) close to the smallest of the values over That is, we want to to achieve
The choice is not available because Kraft's inequality is violated. Shtarkov showed that the minimax optimal choice is the normalized maximum-likelihood Implementation of such codes for long block length would require computation of the marginals and conditionals associated with such a For the normalized maximum likelihood, these conditionals (as required for arithmetic coding) are not easily computed. Instead, we recommend the use of equal to Jeffreys' mixture or its modification, for which the conditionals are more easily calculated (see Remark 3). The arithmetic code for is expressed in binary to an accuracy of bits. We can recursively update both and using the conditionals in the course of the algorithm. For details see [8, pp. 104-107] . We remark here that the distribution constructed in Section V also provides a straightforward algorithm for this arithmetic coding.
IX. PREDICTION WITH SIDE INFORMATION
So far we have looked at prediction (as well as gambling and coding) based on a sequence of 's with a memoryless target class. In practice, one often has observed some side information to help in the prediction of In this section, we give the minimax regret for the prediction problem with side information.
Suppose a sequence of data is to be observed, where and We call the response variable and the explanatory variable. We wish to provide a choice of conditional distribution for prediction, gambling, and data compression that perform well compared to a target family of competitors, uniformly over all sequences. The target family of procedures act according to an assumption that are conditionally independent given with the following conditional probability distribution:
for and These 's are called parameters of the model. Denote the collection of these parameters by that is, with for (These parameters may be organized into a matrix.) Then the joint conditional probability under the competitor's model can be written as where is subsequence for which (with the understanding that when there are no observations with , the factor is set to one so that it has no effect on the product). Here treats the observations in this subsequence as if they were independent and identically distributed. The maximum-likelihood estimator is for where is the number of observations for which the response is when the explanatory variable is We define the regret for using a conditional probability function as the log ratio between the best of the competitors probability to our choice at data points , that is,
We are interested to know the asymptotic minimax value and a probability that asymptotically achieves this minimax value. Moreover, we desire a "causal" in which the distribution assigned to each depends on past 's and past and present 's but not on future 's.
We will prove that the asymptotic minimax value for the prediction problem with side information is given by Note that the solution can be interpreted as times the value we had before, but with in place of The asymptotic upper bound for the minimax value is derived from the following argument. Observe that For each let be the set of indices corresponding to the subsample of observations for which the explanatory variable takes value (the subsample with context ). With slight abuse of notation we also use to denote the size of this subsample, i.e., the cardinality of By choosing to have the property that where , we obtain an upper bound on the minimax regret (14) The terms in this bound for each subsample is of the type we have studied in this paper. Thus we are motivated to take to be a modified Dirichlet mixture of for observations in the subsample Now the subsample size is not known in advance (though the total sample size is presumed known). To produce a causal strategy we set values of and (or ) in our modified mixture as if the anticipated subsample sizes were , in a manner that, for realized subsample sizes different from this by not more than a constant factor, tight bounds of the type we have presented still hold. For example, we may set and either (for the first modification) or (for the second modification). The regret bound in (14) may be written (15) Suppose is large enough that (9) (or its counterpart (11)) is satisfied with in place of Then from the result of Section IV (or V) we bound by for where the remainder is which, as we have seen, tends to zero as For the cases where it is sufficient to use the coarser bound from Lemma 1 of Thus we obtain a bound on the regret of (16) The maximum in (16) is over choices of nonnegative that add to We shall argue that (with sufficiently large ) the maximum in this bound occurs at Toward this end we reexpress the bound as (17) (18) where the minimum is over nonnegative that sum to one. Here (17) reveals the desired bound once we show that the minimum in (18) is indeed positive. We recognize the sum in (18) as a multiple of the Kullback divergence between the uniform distribution and Now since these distributions both sum to one, the sum in (17) is unchanged if we add to each summand. The new summands are then (19) We see that this is nonnegative for each , whether (such that the indicator term does not appear) or whether , provided is chosen large enough that
The terms in (19) are zero only when Thus we have the upper bound on the minimax regret of as desired.
For a lower bound on we use minimax maximin (in fact as Theorem 0 shows). The maximin value is (20) We obtain a lower bound in (20) Here it is not necessary to condition on future values as in the general decomposition Moreover, the conditional distribution of given and depends only on the subsample of past of which when The advantage of using such a is that we can give an "online" prediction as data are revealed to us. 
In particular (23) which, to state a somewhat cruder bound, is not greater than valid for all and .
Note: Expression (22) shows that we have an accurate characterization of regret in the interior of the relative frequency simplex. On the full simplex, the bound in (23) is somewhat larger (as it must be since the regret at each vertex of the relative frequency simplex, corresponding to a constant sequence, is higher than in the interior, see Lemma 3). Similar bounds for Jeffreys' mixture in the case are in Freund [15] . We use inequality (23) with a modification of Jeffreys' prior on a reduced dimension simplex in the proof of the main theorem.
Proof: We leave the lower bound proof to Lemma 2 and only prove the upper bound here. By Stirling's formula for realvalued (see [37, p. 253 
where the remainder satisfies Thus Jeffreys' mixture can be approximated as the following:
where the remainders and are bounded by and , respectively. Hence (25) where, collectively, the remainder term from the Stirling's approximation satisfies (26) Other remainder terms in (25) are analyzed in the following. We use the following inequality, valid for positive : (27) to get that (28) where Summation of (26) and (28) yields the upper bound in (22) . Thus continuing from (25) we obtain that with satisfying the upper bound in (22) (the lower bound is shown in Lemma 2). Inequality (23) follows using Lemma 2: (A uniform lower bound for the log-ratio of maximum likelihood and Jeffreys's mixture). Using the same notation as in Lemma 1, we have Moreover,
is a decreasing function of the counts Proof: Define where Once we show that is decreasing in each variable, it will then follow that (29) where from which it follows that Now we show that
We have (30) The factor is decreasing in as seen by examining its logarithm. Indeed, has derivative which (upon setting equals , which is negative by examination of the Taylor expansion of Consequently, replacing with in this factor, we obtain (31) where (31) is equivalent to which is verified using the binomial expansion of
Recalling (30), we have shown that so it is decreasing in The same arguments show that is decreasing in each of the counts.
Finally, the limit of as is obtained from and then using Stirling's approximation.
Note: A similar monotonicity argument is given in [38] for the case.
Lemma 3: (Asymptotic regret on vertex points). At the vertices of the frequency composition simplex (such as , and for the regret of the Jeffreys' mixture is higher than the asymptotic regret in the interior.
Proof: On the vertex we have see also Suzuki [32] and Freund [15] . The asymptotic regret for interior point is (in agreement with ). Thus the regret on the vertex is larger by the amount asymptotically. where is the residual from the Stirling approximation and thus satisfies (32) Take the logarithm to get (33) To further bound (33) we use Meanwhile, we use and to simplify some other terms in (33) . Collectively these yield an upper bound for (34) where the constant satisfies By Stirling's approximation, hence there exists some such that
This completes the proof.
