Abstract. The lattice reduction algorithm of Gauss is shown to have an average case complexity which is asymptotic to a constant.
Introduction. The "reduction" algorithm of Gauss plays an important r6le in several areas of computational number theory, principally in matters related to the reduction of integer lattice bases. It is also intimately connected with extensions to complex numbers of the Euclidean gcd algorithms and continued fraction expansions.
Continued Fractions. Every rational or real number has a continued fraction expansion. For instance, the number 193/71 w 2.71830 leads to which is obtained by the rule with CF(I) = I if I is an integer. For algorithms' analysts, such expansions are of interest as they relate to the standard Euclidean GCD algorithm: The number of stages in the computation of gcd (p, q ) is precisely equal to the number of stages in the continued fraction expansion of the rational p / q . Knuth [7, Sec. 4.5 .31 has a nice exposition of this theory. The complexity of the standard GCD algorithm applied to numbers p , q at most N is known in the worst case (WC) as well as in the average case (AC): 
and again CCF(I) = I if I is an integer. There exist corresponding results for the. complexity of this process, due to DuprC [2] for the worst case and Knuth [7, for the average case. One obtains:
For complex rationals or general complex numbers, i.e. numbers in Q ( i ) or C , continued fraction expansions that, in a way, generalize (1) 
Every (nonreal) complex number admits such an expansion that terminates. It is called a Gaussian fraction and it has the property that all "quotients" but the last one are integers while the last quotient is a complex number which is furthermore constrained to be close to the imaginary axis, i.e., to belong to a suitably defined "fundamental domain" F. More precisely, the expansion is obtained by a rule similar to rule (6),
together with the termination condition:
Lattice Reduction. Gaussian continued fractions like (9) are also of special interest in relation to the reduction of lattice bases in dimension 2, see for instance
Two different bases ( u , v ) and ( u ' ,~' ) of the same lattice are connected by a unimodular transformation with integer coefficients, with a d -bc = f l . Given a lattice, an important operation consists in reducing it. Informally, the reduction of a lattice, defined by one of its bases ( U , v), consists in finding a "good" basis (U*, v') in the sense that it is nearly orthogonal'.
Viewed in terms of their ratios z = v/u and z* = v*/u*, reducing a lattice means that we start from an arbitrary z and try to derive a Z* that is "near" the imaginary axis. (Formally, this means z* E F.)
In the reduction perspective, the tools of the reduction trade that correspond to standard linear operations on bases, namely
are the homographic transformations, 1
We then see that the process of reducing a lattice L(u, U) and the process of expanding into a Gaussian continued fraction the complex number z = v / u , with (U, V ) E C2, are two aspects of one and the same thing.
'Out of such a basis inter alia closest points and the Voronoi diagram can be determined easily, see Higher dimensions. The interest of Gauss' reduction process is also largely due to the fact that it enters as a basic component of lattice reduction algorithms in higher dimensions, most notably the Lenstra-LenstraLovasz's algorithm, nicknamed LLL [6, 121. These reduction algorithms have far reaching implications in numerous areas, like polynomial factorization, cryptography and the like. The present paper could be seen as just a very first step in the direction of the average case analysis of this rich class of semi-numerical algorithms. (We briefly discuss some conjectures that naturally suggest themselves at the end of the paper.) Linear Tkansformations. Our subject is closely related to the classical study of the so-called modular group [3, 10, 111. The three transformations S, T , J are known to generate the group U of all unimodular transformations
The continued fraction algorithm can be used to effectively decompose a transformation of U in terms of the generators S, T , J. As we shall see in Section 2, the Gauss reduction algorithm can serve as an alternative algorithm in order to compute such a decomposition.
Here is what now awaits the reader. This paper proposes to study the average case complexity of the complex continued fraction algorithm and thus of lattice reduction as well. The results differ somewhat from the real variable case summarized by Eq. (4) or (8). The worst case of Gauss' reduction algorithm applied to numbers of Q ( i ) whose size is bounded by N was determined by VallCe [13] and is of the form which is the same bound as in the centered Euclidean Algorithm. However, in sharp,contrast with this situation, the average case for such numbers is asymptotically constant. Actually, considering a suitable variant of the algorithm, we are able to prove that the average case complexity of the "core" of the algorithm is of the form (16/n)p + o( l ) , where the constant , f 3 admits the nice closed form, log,+& N + 0(1), (11) with c $ being the golden ratio, and C(4) = x4/90. Numerically, = .2138681, so that the average case complexity is small, being close to 1.09. In addition, we prove that the probability distribution of the algorithm's cost has an exponential tail. For instance, the number of iterations hardly ever (i.e., with probability << exceeds 5.
The Gauss reduction algorithm, is reviewed in Section 1. In order to make the algorithm amenable to analysis, we first carry out a normalizing task. We show that the algorithm decomposes into some preparation steps and a "core" (called Algorithm In-Gauss) that itself consists of a succession of elementary geometric transformations of quite a "regular" form. It is from this core that most of the complexity of the algorithm arises in the worst case, and this is also the place where the interesting operations take place.
Section 2 analyses this suitably regularized version of the algorithm and it constitutes the kernel of our analysis. The major point is a characterisation of the reduction transformations in number-theoretic terms which is combined with elementary geometric arguments. The average-case complexity is obtained in terms of the /? constant. Also as correlates of this analysis we obtain through Theorem 2 an exponential tail result-large deviations are thus extremely unlikelyas well as quantitative estimates that relate the discrete lattice-points model to our continuous probabilistic model (Theorem 3).
Section 3 brings the analysis to its final conclusion by taking care of all the steps in the standard algorithm (Theorem 4). The developments there are a continuation of the techniques of Section 2, only a little more intricate, and they lead to a full analysis. 
The basic algorithms
Gauss's reduction generalizes the centered continued fraction algorithm, as we saw with Eq (10,lO') . In this section, we examine with a geometrical point of view the iterative version of the algorithm.
The algorithm operates on the right half plane R of non-real complex numbers with a non-negative real Part, 
= B\Co.
The collection of all p ( 3 ) , p E U forms a tessellation of the plane in the following sense. First, given p , u E U, two distinct domains p ( 3 ) and u ( 3 ) are quasi-disjoint in the sense that their intersection, if non-empty, is wholly contained in their frontier (and thus, in particular, has measure O!). Second, the collection of the p ( F ) covers the complex plane.
Thus the Gauss reduction maps C into 3. Our probabilistic model for the analysis is the simplest possible with a uniform model over the legal inputs to the algorithm: In this continuous model, the probability that point z belongs to a domain s2 C C is equal to the ratio of the areas lQl/lCl. At the end of the next section, we shall show that analysis under this model coincides asymptotically with analysis under discrete lattice point models.
Here comes now the iterative definition of the basic Gauss algorithm: After a preliminary step, it performs a sequence of steps which we call Step-Gauss; in each of these steps, one uses successively the homographic transformations S, T , J. More precisely, we define:
Step-Gauss(z) = c(-)
and we take sign(0) = 1. The preliminary step brings z into C1 = C n 8, with the help of T and J ; it is only effective when z belongs to CZ = C \ C1.
Algorithm Gauss(%);
Input: a number z that belongs to C. Output: a number z that belongs to 3.
It is clear that the Gauss Algorithm has an execution trace which is precisely isomorphic to the Gaussian fraction process defined by the rule (10). If n is the number of calls of Step-Gauss, we denote by z-1 the input, by zo the value of z after the preliminary step, and by z, (1 5 i 5 n ) the value of z at the end of the i-th call of Step-Gauss. Each of these calls uses a pair mi,^): mi is the positive integer found in the translation step; it is defined by mi = [Re(l/zj-l)J, while ci = f l , is defined by the relation c; = sign(Re(l/z;-l) -mi).
So each elementary transition can be written, for l < i < n , a s
(We denote by J, the transformation defined by J,(z) = c z , so that J+1 = I , the identity transformation, and J-1 = J.)
In fact, as we are going to show, the execution traces (16) These six domains are quasi-disjoint.
In the next section, we shall concern ourselves with the segment of those computations of the Gauss reduction algorithm that operate on the disk 2). This represents the "core" of the algorithm since it includes all steps save at most three (the preparation step of PreGauss and the last two steps described by Prop. l), namely
Equivalently, we may introduce a simple variant of the Gauss algorithm, called In-Gauss and defined below; our problem then transforms into that of analyzing the In-Gauss algorithm. Input: a number z that belongs to V .
Output: a number z that belongs to B \ V . 
The regularized algorithm
The main theorem of this paper gives an evaluation of the expected number of loops E ( L ) performed by the regularized algorithm In-Gauss. As we saw already this represents the analysis of the core of the reduction algorithm, since in the general case, almost all the interesting computations of a reduction take place there.
Two major ingredients enter the analysis. First, the linear fractional transformations G defined by the regularized algorithm are "regular" enough, so that the expected cost E ( L ) can be expressed as a simple sum indexed by G (Prop. 2). Second, the transformations of G can be characterized in arithmetical terms (Prop. 3), so that E ( L ) becomes expressible in some explicit form.
This analysis is the essential part of the paper. Technical refinements of it later lead to a full analysis of the complete reduction process which is discussed in Section 3. In-Gauss satisfies
For our developments, we shall resort to a fundamental relation between Gaussian fractions and centered con tinued fraction expansions. The proof relies on a few definitions and two lemmas. of Gc x (B\D) such that zo = b ( z f ) . Since domains u(B \ V ) are quasi-disjoint, we deduce the equality U E G~ On the other hand, an element a of Gc is sufficiently "regular" so that it can be split into two factors of G, in .f different ways; in symbols: = pp' with p' E G k , p E G f -k and 1 5 k 5 e. We thus encapsulate the previous remarks into a definition. Here, we consider the rationals p(1/2) whose last stage in their centered continued fraction expansion (either proper or improper) involves the integer 2; so, the 2-antecedents play a central role in the sequel, and we call a grand-antecedent an antecedent that is not a 2-antecedent.
We first derive a relation between successive antecedents that we use further in an inductive characterization of grand-antecedents and 2-antecedents. Distributional Bounds. The tools that we have just developed also enable us t o derive qualitatitive information on the probability distribution of the quantity L.
Theorem 2.-The probability distribution of the number L of iterations of the In-Gauss algorithm admits an exponential tail:
Discrete Probabilistic Models. We now digress a little and examine the discrete lattice-point model for the probabilistic analysis. Under that model, one considers numbers of Q(i) with denominator equal to n, and we naturally exclude real number where the algorithm fails to terminate. We denote this set by Q("). We take into account the preliminary step only if it is actually used. The probabilistic model assumes that the input z is uniformly distributed on the unit half disk C.
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Proof. A).
We first need to dispose of the preliminary step "PreGauss". We let E(") denote the expected number of reduction steps when z is taken uniformly over C1 = C n B. In that case the preparation step of PreGauss is the identity transformation.
The two expectations E ( N ) and E(") are related as follows: B). Next we need to examine the situations where one or two more reduction steps are effected after algorithm In-Gauss in order to complete the reduction process.
It is convenient to let E ( L * ) denote the expected value of L relative to the In-Gauss algorithm when the input z is taken uniformly over C1 instead of V.
According to Prop. 1, we have
We can estimate each term of this sum: But, we have B \ 2) = (Cl \ 2)) U F , and we get On the other hand, At this stage, we introduce the constant cy defined by
Using it, we obtain:
and finally, with Eq. (22), we obtain the result. w In order to complete the proof of Theorem 4, we need to estimate the constant 7 of Lemma 3. A more concise form of that constant is obtained if we regroup terms using two special subsets, H+ and K, of G .
An element p of G+ can be written as p = rST" J,, with r E G and ( m ,~) satisfying conditions (D). We individuate two cases according to the value of the last pair ( m , E ) ; if it is equal to (2, +1), we say that p is an element of K; if E = +1 and m 2 3, we say that p is an element of H + . An element p of H+ has a twin defined to be equal to p J ; an element p of K is a priori "alone", but we define its twin as pJS. This notion is guided by the geometry of adjacent triangular regions, see Fig. 4 . The twin function is involutive.
Remark that we have a good transfer of these definitions on the pair built on the denominator coefficients Furthermore, we remark that the disk 2) coincides with ST2(R). Thus, we get a new expression for the constant P:
T E G P E K
We use now the two subsets H+ and K to write the sum that expresses the constant 7 as the sum of two constants 7(H+) and 7(K) that we define as follows 
Conclusion.
We have performed a precise average case analysis of the Gauss reduction algorithm. The average complexity was found to equal a certain constant under the continuous model where the complex input z varies uniformly over the unit disk. (see Theorems 1 and 4). For the corresponding discrete model, the notable result (Theorem 3) is that the average cost over inputs of a fixed size is asymptotically constant, and thus is asymptotically independent of input size.
Therefore, there is a ratio from worst case to average case complexity which is of the order of logN when operating with inputs of the order of N : The algorithm behaves on average appreciably better than in the worst case. Our worst-case to average-case complexity ratio of logN is expected to "propagate" inside other algorithms based on the reduction of Gauss, most notably the LLL algorithm. This should entail a practical reduction of complexity by a factor of log N at least when numbers of the order of N are processed by these algorithms. Such phenomena have not been studied yet, we are not even aware of the existence of detailed empirical studies.
The number of iterations performed by the LLL algorithm in dimension equal to d with inputs of norm bounded by M is known to satisfy the worst case bound
with t > 1 a control parameter. In view of our results, it is then tempting to conjecture that there is a constant ,@dl such that the expected cost of the LLL reduction algorithm (measured by the number of iteration steps) is asymptotic to P(d). It is likely that an argument similar to the one used in the proof of Theorem 2 regarding exponential tail should constitute a major step. An appreciably harder problem would consist in establishing uniform bounds valid for all dimensions; this essentially amounts to quantifying the dependence of constant P(d) with respect to d .
Finally, the exponential tail result of Theorem 2 is of intrinsic interest. Apart from showing that costly runs are rather unlikely, it entails that the result relative to constant average case complexity remains valid under a fairly large class of probabilistic models, for instance all those with bounded density. Thus we expect our theoretical conclusions to be of some practical relevance as well because of this model independence property.
