A current major focus in genomics is the large-scale collection of genotype data in populations in order to detect variations in the population. The variation data are sought in order to address fundamental and applied questions in genetics that concern the haplotypes in the population. Since almost all the collected data is in the form of genotypes, but the downstream genetics questions concern haplotypes, the standard approach to this issue has been to try to first infer haplotypes from the genotypes, and then answer the downstream questions using the inferred haplotypes. That two-stage approach has potential deficiencies, giving rise to the general question of how well one can answer the downstream questions using genotype data without first inferring haplotypes, and also giving rise to the goal of computing the range of downstream answers that would be obtained over the range of possible inferred haplotype solutions. This paper provides some tools for the study of those issues, and some partial answers. We present algorithms to solve downstream questions concerning the minimum amount of recombination needed to derive given genotypic data, without first fixing a choice of haplotypes. We apply these algorithms to the goal of finding recombination hotspots, obtaining as good results as a published method that first infers haplotypes; and to the case of estimating the minimum amount of recombination needed to derive the true haplotypes underlying the genotypic data, obtaining weaker results compared to first inferring haplotypes using the program PHASE. Hence our tools allow an initial study of the two-stage versus one-stage issue, in the context of specific downstream questions, but our experiments certainly do not fully resolve the issue.
INTRODUCTION
The field of genomics is now in a phase where largescale data in populations is collected in order to study population-level variations 8 . Variations between individuals are used to provide insight into basic biological processes such as meiotic recombination, or to locate genes that are currently under natural selection 36 , and to help locate the genes that influence genetic disease or economic traits (through a technique called "association mapping" or "LD mapping") 15 ). Algorithms and computation play a central role in all of these efforts, and there is a growing literature on several key problems involved in both the acquisition and the downstream analysis of population variation data. In discussing acquisition and analysis problems, and in order to introduce the theme of this paper, we must first define some basic terms, concepts and issues.
In diploid organisms (such as humans) there are two (not completely identical) "copies" of each chromosome, and hence of each region of interest. A description of the data from a single copy is called a haplotype, while a description of the conflated (mixed) data on the two copies is called a genotype. Today, the underlying data that forms a haplotype is usually a vector of values of m single nucleotide polymorphisms (SNP's). A SNP is a single nucleotide site where exactly two (of four) different nucleotides occur in a large percentage of the population. Genotype data is represented as an n by m 0-1-2 (ternary) matrix G. Each row is a genotype. A pair of binary vectors of length m (haplotypes) generate a row i of G if for every position c both entries in the haplotypes are 0 (or 1) if and only if G(i, c) is 0 (or 1) respectively, and exactly one entry is 1 and one is 0 if and only if G(i, c) = 2. The international Haplotype Map Project 7, 8 is focused on determining, both molecularly and computationally, the common haplotypes in several diverse human populations.
The Key Issue The key technological fact is that it is very difficult and costly to collect largescale haplotype data, but relatively easy and cheap to collect genotype data. But mutation, recombination, selection, evolution, all operate on haplotypes, not genotypes, and therefore the "downstream" biological questions that we want to answer using population variation data (for example, about recombination hotspots, linkage disequilibrium, natural selection, association mapping, phylogenetic networks, etc.) are all questions that are most naturally framed in terms of haplotypes. So, we have the ability to gather large-scale genotypes in populations, but we have the need to ask and answer questions about the underlying haplotypes in populations. To date, the resolution of this issue has overwhelmingly involved two independent stages: First, try to infer the "correct" haplotypes from the genotypes, either inferring a pair of haplotypes for each genotype in the sample, or inferring just the frequencies of the haplotypes in the sample; Second, do the downstream analysis using those inferred haplotypes.
There is a very large literature on haplotype inference (HI), and on an absolute scale, the underlying haplotypes can be inferred with remarkable fidelity 25 , although problems remain and the field of haplotype inference is still very active (for example, even the developer of the most widely used program PHASE 35 has recently introduced a totally different approach in order to address much larger data than PHASE can handle 33 ). So, the two-stage approach may in the end be the best way to address many of the downstream biological questions of interest, but in general there is some (potential) loss of information in any two-stage approach, and certainly this particular approach has both problems and missed opportunities. The main problem is that the haplotype inferences are likely to be incorrect to some extent and is not clear what effect those inaccuracies will have on the downstream analysis. The missed opportunities inherent in the two-stage approach is that by choosing just one set of haplotypes, we do not address questions about the range of possible answers to the downstream questions that the collected genotype data support. Range questions are of interest because they provide a kind of "sensitivity analysis" for any particular chosen answer (for example for an answer derived from the two-stage approach), and they address the general question of "how much does it really help to know the underlying haplotypes that gives rise to the genotypes" 6, 27, 28 ? The answer to that question helps determine how much effort or money one would be willing to spend to determine the correct haplotypes (by molecular means or by gathering more genotype data). Indeed, we are seeing results in this general direction. For example, Halperin, et al. developed a method for tag SNP selection with genotype data 14 . The Main Theme of This Paper: Motivated by the above discussion, this paper concerns the solution to certain downstream biological questions using genotypic data, without first fixing a choice of haplotypes. In particular, we are concerned with estimating, and bracketing the range of the minimum amount of recombination needed to derive haplotypes that can pair to form the observed genotypes, and with problems of inferring an explicit evolutionary history of haplotypes that can pair to form the observed genotypes. As a byproduct, turning the two-stage process on its head, we can use some of these computations to solve the haplotype inference problem itself. We develop polynomial time algorithms for some problems, non-polynomial but practical algorithms for other problems, and show the results of applying these methods to simulated and real biological data. Our methods provide some tools to study the two-stage versus one-stage issue, in the context of specific problems involving recombination. However, we do not claim that our experimental results resolve the issue of which approach is best.
ADDITIONAL DEFINITIONS
Before discussing our results in detail, we need some additional definitions.
Given an input set (or matrix) of n genotype vectors G of length m, the Haplotype Inference (HI) Problem is to find a set (or matrix) H of n pairs of binary vectors (with values 0 and 1), one pair for each genotype vector, such that each genotype vector in G is generated by the associated pair of haplotypes in H. H is called an "HI solution for G". Genotype data is also called "unphased data", and the decision on whether to expand a 2 entry in G to [ 0 1 ] or to [ 1 0 ] in H, is called a "phasing" of that entry. The way that all the 2's in a column are expanded is called the phasing of the column.
The standard assumption in population genetics 15, 16 is that at most one mutation has occurred in any sampled site in the evolution of the haplotypes. This is called the "infinite sites model". In addition to mutation, haplotypes may evolve due to recombination between haplotype sequences. Meiotic recombination takes two equal length sequences and produces a third sequence of the same length consisting of some prefix of one of the sequences, followed by a suffix of the other sequence. Meiotic recombination is one of the principal evolutionary forces responsible for shaping genetic variation within species. Efforts to deduce patterns of historical recombination or to estimate the frequency or the location of recombination are central to modern-day genetics 26 , and recombination is at the heart of the logic of association mapping, a technique that is widely hoped to help locate genes influencing genetic diseases and important traits 15 . For a given set of haplotypes, computing the minimum number of recombinations needed to explain their evolution (under the infinite sites model) is a standard question of interest, for both practical and fundamental reasons. For a matrix of haplotypes H, we define Rmin(H) as the minimum number of recombination events needed in a derivation of H from some unknown (or sometimes known) ancestral haplotype, under the infinite sites model. The problem of computing Rmin(H) exactly is NP-hard, but there is a growing literature on polynomial-time methods that work on problems of special structure; on practical heuristics that are exact on small data; and on efficient methods to compute close bounds on Rmin(H).
The evolutionary history of a set of haplotypes H, which evolve by site mutations (assuming the infinite sites model) and recombination, is displayed on a directed acyclic graph called a "Phylogenetic Network" or an "Ancestral Recombination Graph (ARG)". For a formal definition of these graphs, see Gusfield, et 
RECOMBINATION LOWER BOUNDS OVER GENOTYPES
Let L denote a particular recombination lower bound method that works on haplotype data, and let L(H) be the lower bound given by L when applied to haplotype matrix H. That is, L(H) ≤Rmin(H). Given a genotype matrix G, we define M inL(G) as the minimum value of L(H) taken over every HI solution H for G, that is, over all haplotype matrices that generate G. Similarly, we define M axL(G) by changing "minimum" to "maximum" in the definition. The two quantities, M inL(G) and M axL(G), precisely define the range of results that method L will produce, over all possible HI solutions for G. Note that
where H * is the true (but unknown) set of haplotypes that gives rise to G, but it is not true that
The motivation for wanting to know M axL(G) may be a bit unintuitive. One situation is where we are interested in the amount of recombination that must have occurred in the generation of the true haplotypes underlying the observed genotypes G, and the available tool for studying recombination levels is the ability to compute L(H) given haplotypes H. An obvious question in this situation is whether it is valuable to expend additional resources to better determine more information about the true H (in the laboratory or by collecting more data). The difference M axL(G) − M inL(G) indicates the most that can be learned about recombination (through the use of L(H)), even with additional efforts to learn the true H. In particular, if the difference is small, determination of the true H has little value in this context, and if the difference is large, M axL(G) bounds the most that can be learned, even if the true H is known.
In the next three sections we develop lower bound methods that work on a genotype matrix G. These methods will also be useful in Section 4 where we develop a method to build a minimum ARG for a set of genotypes.
The case of the Hudson-Kaplan (HK) lower bound
The first and best-known lower bound on Rmin(H) is the HK bound 19 . When L is the HK method, we use M inHK(G) and M axHK(G) in place of M inmL(G) and M axL(G). Previously, Wiuf 38 showed that M inHK(G) can be computed in polynomial time. In this section, we show that M axHK(G) can also be computed in polynomial time. We first have to define the incompatibility graph and to briefly describe the HK bound and method.
The "incompatibility graph" IG(H) for H is a graph containing one node for each site in H, and an edge connecting two nodes p and q if and only if sites p and q are incompatible. We will refer to a node of IG(H) and to the site of G it corresponds to, interchangeably. The HK lower bound on Rmin(H) can be described and computed as follows: Arrange the nodes of IG(H) on a line in the order that the corresponding sites appear in the underlying chromosome. Then compute the maximum number of nonoverlapping edges in the embedded graph IG(H). Two edges that only share a single node are still non-overlapping. The computed number is the HK bound, denoted HK(H). It is easy to establish that HK(H) ≤ Rmin(H), and that HK(H) can be computed in time that is linear in the number of edges of IG(H).
Efficient algorithm for MaxHK(G)
Given a genotype matrix G, we define the maximal incompatibility graph for G, denoted M IG(G), as follows: Each node in M IG(G) corresponds to a site in G, and there is an edge between nodes p and q if there exists an HI solution H for G so that the pair p, q is incompatible. Note that the existence of an edge (p, q) is determined independently of all other pairs of sites; the HI solution that is used for one pair can be completely different from the HI solution used for another pair. Therefore, we only need to look at sites p and q to determine if edge (p, q) is in M IG(G). Graph M IG(G) is a supergraph of every incompatibility graph IG(H) where H is an HI solution for G. For example, suppose sites p and q in G are
Then there is an edge (p, q) in M IG(G) because we can phase the 2's in row four as [ 0 0 1 1 ] to make p, q incompatible. We now describe the algorithm.
Algorithm M axHK
Arrange the nodes of M IG(G) on a line, in the order that the sites appear in the underlying chromosome. Then find a maximum-size set, E G , of non-overlapping edges in M IG(G). 
To show the converse, it is sufficient to show that |E G | ≤ HK(H) for some HI solution H for G. This is not immediate because it is not necessarily true that M IG(G) = IG(H) for some HI solution H for G. But, if we can find an HI solution H for G where all the edges of E G are in IG(H) (where they will be non-overlapping), then |E G | ≤ HK(H). The edges in E G induce a graph, and consider one of the connected components, C, of that graph. Because the edges in E G are non-overlapping and C is a connected component, the edges in C form a simple connected path along the nodes in C ordered from left to right in the embedded M IG(G). Let s 1 , s 2 , . . . , s k denote the ordered nodes in C. To construct the desired H, we first phase sites s 1 , s 2 to make pair s 1 , s 2 incompatible (that is possible since edge (s 1 , s 2 ) is in M IG(G)). Now we move to site s 3 . We want to make pair s 2 , s 3 incompatible but we have already chosen how s 2 will be phased with respect to s 1 . The critical observation is that this prior decision does not constrain the ability to make pair s 2 , s 3 incompatible, although one has to pay attention to how s 2 was phased. In choosing how to phase s 3 relative to s 2 , the only rows in G where a phasing choice has any effect on whether pair s 2 , s 3 will be incompatible, are the rows where both those sites have value 2 in the genotype matrix G. For one such row k of G, suppose we need to phase the 2's in s 2 , s 3 to produce the pair 0,1 or the pair 1,0 or both, in order to make pair s 1 In this way, we can construct a haplotyping solution H for G where all the edges of E G (and possibly more) appear in IG(H), and hence
, completing the proof of the correctness of Algorithm MaxHK.
The case of connected-component lower bound
A "non-trivial" connected component, C, of a graph is a connected component that contains at least one edge. A trivial connected component has only one node, and no edges. For a graph I, we use cc(I) to denote the number of non-trivial connected components in graph I. It has previously been established 13, 1 that for a haplotype matrix H, cc(IG(H)) ≤ Rmin(H), and that this lower bound can be, but is not always, superior to the HK bound when applied to specific haplotype matrices. Therefore, for the same reasons we want to compute M inHK(G) and M axHK(G), we define M inCC(G) and M axCC(G) respectively as the minimum and maximum values of cc(IG(H)) over every HI solution H for G. In this section we show that M inCC(G) can be computed in polynomial time by Algorithm MinCC, using an idea similar to one used for M axHK(G)
Time analysis: Constructing M IG(G) takes O(nm 2 ) time. Finding all components takes O(m) time. Checking all components for PPH solutions takes O(nm) time. Thus, the entire algorithm takes O(nm 2 ) time. Correctness. We first argue that cc(IG(H)) ≥ K c for every HI solution H for G. Let H be an arbitrary HI solution for G, and consider one of the K c remaining connected components, C, found by the algorithm. Since G(C) does not have a PPH solution, there must be at least one incompatible pair of sites in H, and so at least one edge in C must also be in IG(H). Further, since IG(H) is a subgraph of M IG(G), every connected component of IG(H) must be completely contained in a connected component of M IG(G). Therefore, there must be at least one non-trivial connected component of IG(H) contained in C, and so cc(IG(H)) ≥ K c .
To finish the proof of correctness, it suffices to find an HI solution H ′ for G where cc(IG(H ′ )) = K c . Note that we can phase the sites in each connected component of M IG(G) separately, assured that no pair of sites in different components will be made incompatible. This is due to the maximality of connected components, and the definition of M IG(G). To begin the construction of H ′ , for a non-trivial component C of M IG(G) where G(C) has a PPH solution, we phase the sites in C to create a PPH solution. As a result, none of those sites will be in-compatible with any other sites in G. Next we phase the sites of one of the K c remaining components, C, so that in H ′ , the nodes of C form a connected component of IG(H ′ ). To do this, first find an arbitrary rooted, directed spanning tree T of C. Then phase the site at the root and one of its children in T so that those two sites are made incompatible. Any other site can be phased as soon as its unique parent site has been phased. As in the proof of correctness for Algorithm MaxHK, and because each node has a unique parent, each site can be phased to be made incompatible with its parent site, no matter how that parent site was phased. The result is that all the sites of C will be in a single connected component of
and the correctness of Algorithm MinCC is proved.
Final comments on the polynomial-time methods
Above, we developed polynomial-time methods to compute M axHK(G) and M inCC(G), given genotypes G. These are two specific cases of our interest in efficiently computing M inL(G) and M axL(G) for different lower bounding methods L that work on haplotypes. Clearly, for the best application of such numerical values, we would like to compute M inL(G) and M axL(G) for the lower bound methods L that obtain the highest lower bounds on Rmin(H) when given haplotypes H. The HK and the CC lower bounds are not the best, but are of interest because they allow provably polynomial-time methods to compute M inHK(G), M axHK(G) and M inCC(G). Those results contribute to the theoretical study of lower bound methods, and may help to obtain polynomial-time, or practical methods, for better lower bound methods. In the next section we discuss a practical method (on moderate size data) to compute better lower bounds given genotypes.
Parsimony-based lower bound
One of the most effective methods to compute lower bounds on Rmin(H), for a haplotype matrix H, was developed in Myers, et al. 30 , further studied in Bafna, et al. 2 , and optimized in Song et al 34 . All of the methods in those papers produce lower bounds on Rmin(H) that are much superior to HK(H) and CC(H), particularly when n > m. Therefore, given G, we would like to compute the minimum and/or maximum of these better bounds over all HI solutions for G. Unfortunately, we do not have a polynomialtime method for that problem, and we presently solve it only for very small data. However, we have developed a lower bounding method that works on genotype matrices of moderate size, using an idea related to the cited methods, and we have observed that when n > m, the lower bound obtained is often much superior to M inHK(G) and M inCC(G).
All the lower bound methods in the papers cited above work by first finding (local) lower bounds for (selected) intervals or subsets of sites in H, and then combining those local bounds to form a composite lower bound on Rmin(H). The composition method was developed in Myers, et al. 30 and is the same for all of the methods. What differs between the methods is the way local bounds are computed. We do not have space to fully detail the methods, but all the local bounds are computed with some variation of the following idea 30 : Let Hap(H) be the number of distinct rows of H, minus the number of distinct columns, minus 1. Then Hap(H) ≤ Rmin(H). Hap(H) is called the Haplotype lower bound. When applied to the entire matrix H, Hap(H) is often a very poor lower bound, but when used to compute many local lower bounds in small intervals, and these local bounds are combined with the composition method, the overall lower bound on Rmin(H) is generally quite good.
Similar to the methods that work on haplotype data, given a genotype matrix G, we compute relaxed Haplotype lower bounds for many small intervals, and then use the composition method to create an overall number Ghap(G) which is a lower bound on the minimum Rmin(H) over every HI solution H for G. Of course, to be of value, it must be that Ghap(G) is larger than M inHK(G) and M inCC(G) for a large range of data.
We now explain how we compute the local bounds in G that combine to create Ghap(G). When restricted to sites in an interval, we have a submatrix 
We call this bound P ar(G ′ ). To compute Ghap(G), we compute the local bound P ar(G ′ ) for each submatrix of G defined by an interval of sites of G, and then combine those local bounds using the composition method from Myers, et al 30 . It is easy to show that Ghap(G) ≤ Rmin(H) for every HI solution H for G.
The problem of computing a pure parsimony haplotyping solution is known to be NP-hard 17, 22 , so computing P ar(G ′ ) is also NP-hard. But, a pure parsimony HI solution can be found relatively efficiently in practice on datasets of moderate size by using integer linear programming 10 . Other papers have shown how to solve the problem on larger datasets 4, 5 . Therefore, each local P ar(G ′ ) bound can be computed in practice when the size of G ′ is moderate, and so Ghap(G) can be computed in practice for a wide range of data.
Our experiments show that Ghap(G) is often smaller than M inHK(G) or M inCC(G) when n < m and when the recombination rate is low. However, when n increases, Ghap(G) becomes higher than M inHK(G) or M inCC(G). Our simulation shows that for dataset with 20 genotypes and 20 sites, Ghap(G) is larger than M inHK(G) or M inCC(G) for over 80% of the data. As an example, a real biological data (from Orzack, et al. 31 ) has 80 rows and 9 sites. M inHK(G) = M inCC(G) = 2, while Ghap(G) is 5 (which is equal to R min (G) as shown in Section 5.3).
CONSTRUCTING A MINIMUM ARG FOR GENOTYPE DATA USING BRANCH AND BOUND
In this section, we consider the problem of constructing an ancestral recombination graph (ARG) that derives an HI solution H and uses the fewest number of recombinations for the genotype matrix G. We call such an ARG a minimum ARG for G and denote the minimum number of recombination in this ARG Rmin(G). Formally, Haplotyping on a minimum ARG: Given a genotype data G, find an HI solution H for G, such that we can derive H on an ARG with the fewest number of recombinations. Here, as usual, we assume the infinite sites model of mutations.
It is easy to see this problem is difficult. After all, there is no known efficient algorithm for constructing the minimum ARG for haplotype data 37, 3 and haplotype data can be considered to be a subset of genotype data. Here, we show that under certain conditions, we can solve this problem by a branch and bound method. The intuition of our method comes from the concept of hypercube of length m binary sequences.
Note that there are up to 2 m possible sequences in the hypercube that can be on the an ARG that derives an HI solution for G. Conceptually we can build the ARG as follows. We start from every sequence node in the hypercube as the root of the ARG. Each time, we try all possible ways of deriving a new sequence by (1) an (unused) mutation from a derived sequence, or (2) a recombination of two derived sequences. The ARG grows when we derive new sequences. Once the ARG derives an HI solution for G, we have found an ARG that is potentially the solution. We can find the minimum ARG by searching through all possible ways of deriving new sequences and finding the ARG with smallest number of recombinations.
Directly applying the above idea is not practical when the data size increases. We develop a practical method using branch and bound. We start building the ARG by staring from a sequence as the root. At each step, we maintain a set of sequences that have been derived. We also maintain the best ARG found so far, i.e. the ARG that derives an HI solution for G and use the smallest number of recombinations (denoted Rmin). We derive a new sequence by a recombination of two already derived sequences or an unused mutation from a derived sequence. We check whether the current ARG derives an HI solution. If so, we store this solution if this ARG uses less recombinations than Rmin. If not, we compute a lower bound on the minimum number of recombinations we need to derive an HI solution, given the choices we make in the search path. If the lower bound is not smaller than Rmin, we know the current partially built ARG can not lead to a better solution and thus stop this search path. Otherwise, we continue to derive more sequences from the current derived sequences. We illustrate the basic procedure of the branch and bound method in Algorithm GenoMinARG.
Algorithm GenoM inARG 1. Root We maintain a set of sequences called derived set (containing sequences that are part of the ARG already built so far). Initialize the derived set with a binary sequence s r as the root of the ARG. Maintain a variable Rmin as the currently known minimum number of recombinations. Initialize Rmin to be ∞ (or some pre-computed upper bound). The key to the success of branch and bound is the use of genotype recombination lower bounds we presented earlier. We use the lower bound methods in Section 3 and also improve them with some additional ideas, which speed up the method significantly. We omit the details due to the space limit.
Remarks. The branch and bound method seems to work for many datasets with up to 8 sites. This method is still useful because there are real biological data that contain small number of sites and many rows. We provide such an example in Section 5.3. Given a set of genotypes G, we move a sliding window with a small number of (say 6) SNPs. We denote the submatrix within a window by G ′ . For each window, we compute Rmin(G ′ ). Each time, we move the window by half of its width. We use Rmin(G ′ ) on these intervals to calculate the average minimum number of recombinations per kB along the genome. We first analyze the MHC data. After removing missing values, there are 277 (out of 296) SNPs and 50 genotypes. On a Pentium 2.0 GHz machine, the computation takes 242 seconds when the window size is 5, and it takes 2865 seconds when the sliding window size is set to 6. For a few intervals, the computation of the exact minimum number of recombinations is slow. We simply time out and use an efficiently computed recombination lower bounds instead for these intervals. Figure 1 plots the average minimum number of recombinations per KB across the region of interest. The results we obtained by computing over genotypes match the results over haplotype data quite well. The DNA1/2, DNA3, DMB1/2 and TAP2 hotspots are clearly identifiable and match the results in Bafna, et al. 2 quite well. We also tested our method on the MS32 data 21 . The result is shown in Figure 2 . Again, we see good matches with the results reported in Bafna, et al.
2 . Five hotspots are identifiable: NID2, NID1, MS32, MSTM1 and MSTM2. As in Bafna, et al.
2 , NID3 is not significant and not detected. Overall, our results by computing minimum number of recombination on genotype data match quite well with the results in Bafna, et al 2 .
Comparing minimum recombination on genotypes and haplotypes
In Section 4, we demonstrated that for certain genotype data, we can build a minimum ARG that derives an HI solution explaining the given genotypes. This allows us to compare the minimum recombination on genotypes, original haplotypes and HI solutions found by program PHASE. We generated simulation genotype data as follows. We first run Hudson's program MS 18 to generate 2n haplotypes (denoted H o ). We choose various scaled recombination rate (denoted ρ) when running MS. Genotype matrix G with n rows is then generated by pairing haplotype 2i with haplotype 2i − 1. We fix the number of sites in the sequences to be a small number, say 7. We run our method on G, and obtain an HI solution H. We compare H with the original haplotypes H o . As a comparison, we run program PHASE on G, and compare the PHASE HI solution (denoted H p ) with H o . For each data size and scaled recombination rate, we generate 100 datasets.
For each dataset, we compute Rmin(G), the minimum number of recombinations on G. We also compute Rmin(H o ) using program beagle 24 . As a comparison, we compute Rmin(H p ). Note that Rmin(G) ≤ Rmin(H o ) and Rmin(G) ≤ Rmin(H p ). Table 1 shows the comparison among Rmin(G), Rmin(H o ) and Rmin(H p ) for various data size and ρ. One can see that for a large portion of the data we simulated, Rmin(G) = Rmin(H o ). Thus, haplotyping on a minimum ARG may be an effective approach for the range of data we tested. Another interesting observation is on the performance of PHASE. PHASE is known to be quite accurate for many data. Our simulation here shows that PHASE tends to minimize the number of recombinations to some extent, at least implicitly. Our simulation results show that often, but not always, Rmin(H p ) is between Rmin(G) and Rmin(H o ).
From the simulation we performed, we observed that for some data, Rmin(H o ) is much closer to Rmin(G) than Rmin(H p ). But on average, Rmin(H o ) is usually closer to Rmin(H p ) than Rmin(G). Overall, these experiments suggest that for the downstream question of computing the minimum number of recombination, the two stage approach by first using PHASE to obtain an HI solu- tion H p and then compute Rmin(H p ) is an effective approach for the range of data we tested. We want to point out however that this conclusion would not be possible without our method of computing Rmin(G), thus allowing one to study this issue.
Haplotyping on a minimum ARG
Since we can build a minimum ARG for the input genotypes, we can construct a HI solution from this minimum ARG, since the ARG gives a set of haplotypes that can explain the genotypes. Naturally, we want to study the haplotyping accuracy of this minimum-ARG method. Here, we use the same simulated data in 5.2. Table 2 shows the haplotyping accuracy of our method, and is related to the incorrectly phased neighboring heterozygotes, and (c) the percentage of mis-phased 2s. The results show that our method is comparable to the solutions by PHASE in accuracy. Sometimes, our method produces an HI solution better than PHASE, although statistically PHASE is still slightly more accurate for the range of data we tested. This indicates that finding a single minimum ARG that derives an HI solution may not be enough to produce more accurate HI solutions than PHASE. Finding an ARG, either a minimum one or a near-minimum one, that gives the best haplotyping accuracy remains an in-teresting research problem. Finally, we test our method with the APOE data from Orzack, et al 31 . This data has 47 non-trivial genotypes (i.e. the genotype contains more than one 2) and 9 sites. This genotype data has a real solution (i.e. experimentally determined phases). Program PHASE produces a solution within 16 seconds with 4 incorrectly phased genotypes. Our method takes about 2 minute to find an HI solution with 5 incorrectly phased genotypes, performing slightly worse than PHASE. A benefit of our method is that it computes the minimum number of recombinations for the given genotype data (under the infinite sites model). For this data, Rmin(G) = 5. We also note that Rmin(H p ) = 6 and for the real solution, Rmin(H o ) = 7. This is a small indication that haplotyping on a minimum (or near-minimum) ARG may be useful, i.e. real data may be derived on a minimum or near-minimum ARG.
