15:le3, 2 CBE-Life Sciences Education • 15:le3, Winter 2016 C. Liu and R. Zhu We believe that the combination of Venn diagrams and basic propositional logic-in particular, the notion that a conditional statement is logically equivalent to its contrapositive-lays a foundation for introducing more complex topics of tail probability and hypothesis testing (Figure 1, C and D) . Valid deductions can be performed based purely on the structure of propositions. If a certain observation (e.g., sample mean) is under an assumed distribution, then the probability of making this observation (or more extreme observations) should be fairly big; this "tail probability" is empirically considered "big" when greater than 5%. If, however, this probability is fairly small (lower than 5%), then it can be reliably inferred that the sample is under a different distribution ( Figure 1C) . A natural next step from the concept of tail probability is hypothesis testing, in particular why the test conclusion has to go with "unable to reject the null hypothesis" (i.e., the assumed distribution) rather than "accept the null hypothesis," given a p value greater than 5%. Otherwise, it would be a fallacy of affirming the consequent. Finally, propositional logic can also be used to understand how one-sided versus two-sided hypothesis tests differ in their stringencies ( Figure 1D ).
We believe that engaging students in qualitative reasoning through the use of set theory and Venn diagrams (e.g., visualization of tail probability and "rejection region") and the use of propositional logic (e.g., law of contraposition) holds unique potential to support students in learning basic statistics with quantitative data. We hope Masel and colleagues will continue to study how to effectively support students in qualitative reasoning that promotes their statistical understanding. Perhaps they or others will measure how informal experiences such as ours could contribute to developing the quantitative biologists of the future. Using propositional logic to explain tail probability, which is the basis for hypothesis testing. (D) Illustration of the relationship between one-sided and two-sided hypothesis tests. α = 0.05 indicates rejection region of a one-sided test, with α/2 = 0.025 being that of a two-sided test. Observations: x 3 = two-sided significant; x 2 = two-sided nonsignificant but one-sided significant; and x 1 = both two-sided and one-sided nonsignificant. Arrows indicate deductively valid inferences; barred arrows indicate deductively invalid inferences.
