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The purpose of this paper is to develop a Bayesian approach for the log-Weibull-negative-binomial regres-
sion model under latent failure causes and presence of a randomized activation mechanism. We assume
the number of competing causes of the event of interest follows a negative binomial distribution while
the latent lifetimes are assumed to follows a Weibull distribution. Markov chain Monte Carlo methods
are used to develop a Bayesian approach. Model selection to compare the fitted models is discussed.
Moreover, we develop case deletion influence diagnostics for the joint posterior distribution based on the
ψ-divergence, which has several divergence measures as particular cases. The developed procedures are
illustrated on artificial and real data sets.
Keywords: case deletion influence diagnostics; latent failure causes; negative-binomial distribution;
survival analysis; Weibull distribution
1. Introduction
In recent years, various new classes of distributions have been introduced based on the Weibull
distribution, which is one of the most widely used distributions for modelling lifetime data. For
instance we can cite, the Weibull-exponentiated (WE) distribution introduced by Mudholkar and
Srivastava,[1] further considered by Mudholkar et al., [2] Nadarajah and Kotz,[3] and Bolfarine
et al., [4] the extended Weibull distribution proposed by Xie et al., [5] the modified Weibull
(MW) distribution introduced by Lai et al., [6] the beta-Weibull (BW) distribution introduced by
Famoye et al., [7] the modified BW distribution introduced by Silva et al., [8] which generalizes
the MW, WE and BW distributions. Barreto-Souza et al. [9] proposed the Weibull-geometric
distribution obtained by compounding the Weibull and the geometric distributions, in a latent
competitive causes scenario,[10] where only the minimum lifetime was observed. This distribu-
tion generalizes the extended geometric exponential distribution proposed by Adamidis et al.,
[11] the geometric exponential distribution introduced by Adamidis and Loukas [12] and the
Weibull one. Louzada et al. [13] proposed the exponentiated exponential-geometric distribution,
also a generalization of the distribution proposed by Adamidis and Loukas,[12] while Tojeiro
et al. [14] proposed the a complementary distribution the one proposed by Barreto-Souza et al.[9]
∗Corresponding author. Email: louzada@icmc.usp.br
c© 2014 Taylor & Francis
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Overall, the main idea is to embed former distributions in more general distributional structures
allowing for more flexibility and better data fitting.
Following this trend, in this paper, we introduce the Weibull-negative-binomial (WNB) dis-
tribution, obtained by compounding, but within a latent activation structure to explain the
occurrence of the event of interest, where the number of competing causes are modelled by a
negative binomial (NB) distribution and the competitive causes may have different activation
mechanisms. Its genesis is based on a latent competing causes scenario,[10,15] in the sense that
there is no information about which cause was responsible for the component failure and only
an ordered lifetime value among all causes is observed. On many occasions this information is
not available or it is impossible that the true cause of failure is specified by an expert. Further-
more, the true cause of failure can be masked from our view. In a simplistic way, in reliability,
we observe only an ordered component lifetime value between the minimum and the maximum
ones. When the minimum component lifetime is observed we are on a serial system scenario.
When the maximum component lifetime is observed we are on a parallel system scenario. That
is, the observable quantities for each component are the minimum or random or maximum life-
time value to failure among all risks. Our general formulation is reduced to a modelling without
activation mechanisms if we assume the existence of only a cause of failure. This is however a
traditional and simplistic modelling structure for survival data, which incapacitates us to consider
a framework for competitive causes, inherent in the practice of survival analysis.
The proposed distribution includes as particular cases the models proposed by Adamidis and
Loukas,[12] Kus,[16] Barreto-Souza et al., [9] Louzada et al., [15] and Cancho et al.[17] More-
over, since in many practical applications the lifetime is affected by covariates, we propose in
this paper a log-location-scale regression model based on the WNB distribution, denoted by Log-
WNB (LWNB) regression model. Besides, we point out the reasons on why should one consider
such general formulation over the model without activation mechanisms.
After fitting the model, it is important to check the model assumptions and conduct sensitivity
studies to detect possible influential or extreme observations that can cause distortions on the
results of the analysis. Diagnostic methods have been an important tool in regression analysis.
Following the pioneering work by Cook,[18] case-deletion and local influence diagnostics have
been widely applied to many regression models. Influence diagnostics for polyhazard models in
the presence of covariates are presented by Fachini et al.[19] In this paper we discuss influence
diagnostic on a Bayesian approach. The objective is to develop diagnostic measures based on
the ψ-divergence [20,21] between the posterior distributions of the parameters of the proposed
model. A real data set from the ecological field is used to compare the sensitivity of the parameter
estimates from models.
The paper is organized as follows. In Section 2 we formulate the model. We explore the use
of Markov chain Monte Carlo (MCMC) methods to develop a Bayesian analysis in Section 4. A
simulation study with the different models is presented in Section 5. An application to a real data
set is developed in Section 6. Finally, Section 7 ends up with some general remarks.
2. The model
For an individual in a population, let M denote the unobservable number of causes of the event of
the interest (number of latent factors) for such a individual. Assume M is a discrete random vari-
able assumed to have a zero truncated NB distribution with parameters η and θ , with probability
mass function (pmf) given by
pm = (η
−1 + m)
(η−1)m!
(
ηθ
1 + ηθ
)m
(1 + ηθ)−1/η(1 − (1 + ηθ)−1/η)−1, (1)
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m = 1, 2, . . . , for θ > 0, η ≥ −1, and η > −1/θ , so that E[M ] = θ/[1 − (1 + ηθ)−1/η] and
Var[M ] = [ηθ2 + θ − (ηθ2 + θ2 + θ)(1 + ηθ)−1/η]/[(1 − (1 + ηθ)−1/η)2].
The time of the cause to produce the event of interest (latent event times) is denoted by Tj,
j = 1, . . . , M ,. We assume that, T1, T2, . . . are independent of M and Tj are independent and
identically distributed (i.i.d.). The observed lifetime can be define by the random variable Y =
T(R), R = 1, . . . , M , where T(1) ≤ · · · ≤ T(M ) are the ordered Tj and R is dependent on M . We
can fix R as a constant, a function of M , or even treated it as random by specifying a conditional
distribution for R|N . From the practical point of view, R can be seen as a threshold variable in
the sense that R out of M causes are required to produce the event of interest.
In this paper, we deal with three specifications for R, random R directing to a random activa-
tion mechanism, R = 1 directing to a first activation mechanism and R = M directing to a last
activation mechanism. Thus we scan all possible mechanisms of activation.
2.1. Activation mechanisms
Considering firstly the random activation mechanism, we assume that given M , the conditional
distribution of R is a uniform on 1, 2, . . . , M . Under this setup, the distribution function of Y
given M = m and R = r, is given by
FY |m,r(y) = P[Y ≤= y|M = m, R = r] =
m∑
j=r
(
m
j
)
(G(y))j(1 − G(y))m−j. (2)
We can demonstrate the marginal distribution function of Y is given by
Frandom(y) =
∞∑
m=1
m∑
r=1
P[T(R)≤y|M=m,R=r]P[R = r | M = m]P[M = m]
= 1 −
∞∑
m=1
{
m∑
r=0
(m − 1)B(r, m, G(y))
}
1
m
P[M = m]
= 1 − (1 − G(y))
∞∑
m=1
pm = G(y), (3)
where B(x, m, G(y)) is the pmg of the binomial distribution with parameters m and G(y), and
P[M = m] is given in Equation (1). In this case, the distribution function of Y is the same the
distribution of latent random variable Tj’s.
If we consider R = r (fixed), then the marginal distribution of Y is given by
F(y) =
∞∑
m=1
IB(G(y); r, m − r + 1)pm =
∞∑
m=1
m
(
m − 1
r − 1
)∫ G(y)
0
ur−1(1 − u)m−r dupm, (4)
where IB(x; a, b) is incomplete beta function and pm = P[M = m] is given in Equation (1).
As a second setup, we consider the so-called first activation mechanism by supposing that the
event of interest happens due to any one of these causes (latent events). Therefore, for R = 1,
conditional upon M , Y = T(1) = min{T1, . . . , TM }. In this case, the marginal distribution of Y in
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Equation (4) is given by
Ffirst(y) = 1 − (1 + ηθG(y))
−1/η
1 − (1 + ηθ)−1/η , y > 0. (5)
From Equation (5) the probability density function is
ffirst(y) = θg(y)(1 + θηG(y))
−(1/η+1)
1 − (1 + θη)−1/η . (6)
Considering Equations (5) and (6), the surviving and hazard function of Y are given
Sfirst(y) = (1 + θηG(y))
−1/η − (1 + θη)−1/η
1 − (1 + θη)−1/η , (7)
and
hfirst(y) = θg(y)(1 + θηG(y))
−(1/η+1)
(1 + θηG(y))−1/η − (1 + θη)−1/η . (8)
As a third setup, we consider the so-called last activation mechanism by assuming that the
event of interest happens after all the M causes have been reached. This implies R = M and
Y = T(M ) = max{T1, . . . , TM }. Considering this setup, the marginal distribution of Y in Equation
(4) is given by
Flast(y) = (1 + ηθ − ηθG(y))
−1/η − (1 + ηθ)−1/η
1 − (1 + ηθ)−1/η , y > 0. (9)
The corresponding probability density function is given
flast(y) = θ f (y)(1 + θη(1 − G(y)))
−(1/η+1)
1 − (1 + θη)−1/η . (10)
Considering Equations (9) and (10), the surviving and hazard function of Y are given by
Slast(y) = 1 − (1 + θη(1 − G(y)))
−1/η
1 − (1 + θη)−1/η , (11)
and
hlast(y) = θ f (y)(1 + θη(1 − G(y)))
−(1/η+1)
1 − (1 + θη(1 − G(y)))−1/η . (12)
2.2. On the comparison of the activation mechanisms
The following proposition shows the relationship between the distribution functions Ffirst(y),
Frandom(y) and Flast(y).
Proposition 2.1 Under conditions of the models (3), (5) and (9) for any distribution function
G(y), we have Flast(y) ≤ Frandom(y) ≤ Ffirst(y) for all y > 0.
Proof We know that (1 − (1 + ηθG(y))−1/η)/G(y) is an increasing function with respect
to y, so lim inf(1 − (1 + ηθG(y))−1/η)/G(y) = limy→0(1 − (1 + ηθG(y))−1/η)/G(y) = 1 −
(1 + ηθ)−1/η, hence (1 − (1 + ηθG(y))−1/η)/G(y) ≥ 1 − (1 + θη)−1/η, ∀y. So, G(y) ≤ (1 −
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Table 1. The surviving S(y) and density fdp f (y) function of the WNB distribution under the three activation schemes.
Activation S(y) f(y)
First
(1 + ηθ(1 − exp(−yα eλ)))−1/η − (1 + ηθ)−1/η
1 − (1 + ηθ)−1/η
θαyα−1 exp(λ − yα eλ)[1 + ηθ(1 − exp(−yα eλ))]−(1/η+1)
1 − (1 + ηθ)−1/η
Random exp(λ − tα eλ) αtα−1 exp(λ − tα eλ)
Last
θαβαyα−1 e−(βy)α (1 + ηθ e−(βy)α )−1−1/η
1 − (1 + ηθ)−1/η
1 − (1 + ηθ e−(βy)α )−1/η
1 − (1 + ηθ)−1/η
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Figure 1. Survival functions populational (left panel) and non-cured populational (right panel) for the GBScr models
with λ = 1.0, α = 3.0 and θ = 0.5 under different activations (first: dashed, random: solid and last: dotted).
(1 + ηθG(y))−1/η)/(1 − (1 + ηθ)−1/η), i.e. Ffirst(y) ≥ Frandom(y). Similarly we can proof
Flast(y) ≤ Frandom(y). 
Note that by considering different choices for the distribution of latent random variables Tj’s,
new families of distributions can be obtained. In this paper, we consider that the random variables
{Ti}Mi=1 follow a Weibull distribution W(α, λ) with scale parameter λ > 0, shape parameter α > 0
and density function is given
f (t) = αtα−1 exp(λ − tα eλ). (13)
Thus, from Equation (3), (5) and (9), we obtain the WNB distribution under the random acti-
vation scheme, the WNB distribution under first activation scheme (WNB-FA) and the WNB
distribution under last activation scheme (WNB-LA), respectively. The surviving S(y) and den-
sity f (y) function of the WNB distribution under the first, last and random activation schemes
are presented in Table 1. Figure 1 shows the behaviours of the survival functions under the three
activation mechanisms.
On a general base, one may have information beforehand about with activation mechanism
should be considered for a particular application. However, as in many situations we may have
difficulties to know, in a simplistic way, which is the underlining activation mechanism. In this
context, our approach is, at least in principle, more intuitive, with ability to scan all the possibil-
ities between the first and last activation mechanisms. Particularly, since there is no information
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about which risk was responsible for causing the event of interest. For instance, focusing in
the medical area, it may be difficult to decide for a particular activation mechanism acting on the
recurrence of a disease. Although a tumour recurrence can be attributed to metastasis-component
tumour cells left active after initial treatment, which is the underlining activation mechanism. In
this context, the WNB distribution under different types of activation mechanisms may be con-
sidered. We then may decide among its particular cases in the light of the data set via a model
comparison criteria as it shall be pointed out further in the paper.
3. The LWNB regression model
In this section we develop a class of log-location-scale models based on the WNB distribution,
which shall be denoted by LWNB regression model as stated before.
The covariate vector is denoted by x = (x1, . . . , xp)	, which is related to responses Z = log(Y )
through a regression model. Let us consider the parametrization λ = −μ/σ and α = 1/σ . Hence,
it follow that the probability density function of Z, for which Y has a WNB-FA distribution, is
given by
ffirst(z; ξ) =
(θ/σ ) exp[(z − μ)/σ − exp((z − μ)/σ)]
(1 + ηθ[1 − exp(1 − exp((z − μ)/σ))])−(1/η+1)
1 − (1 + ηθ)−1/η , (14)
where −∞ < z < ∞. This new distribution will be referred to as the Log WNB-FA (LWNB-
FA).
Its corresponding survival function is given by
Sfirst = (z; ξ) (1 + θη[1 − exp{− exp((z − μ)/σ)}])
−1/η − (1 + ηθ)−1/η
1 − (1 + ηθ)−1/η , (15)
where ξ = (η, θ , σ , μ), η > −1/θ , θ > 0, σ > 0 and −∞ < μ < ∞.
Note that the probability density function given in Equation (14) can be written as
ffirst(y; ξ) =
∞∑
m=1
pm
log m
f (z | m, μ, σ), (16)
where f (z | m, α, λ) = (m/σ) log(m) exp{(z − μ)/σ − m exp((z − μ)/σ)} has an extreme value
distribution with scale parameter σ/ log(m), shape parameter μ, and pm given in Equation (1).
The moment generating function Mfirst(t) = Efirst[exp(tZ)] follows from the power series
expansion for an exponential function and Equation (16) as
Mfirst(t) = exp(μt)
∞∑
m=1
pm
log(m)

(
1 + σ t
log(m)
)
, t > − log(m)/σ . (17)
Then, the kth ordinary moment of Z can be obtained by Efirst[Y k] = M (k)first(t) = (dkMfirst/dtk)(0).
Similarly, the probability density function of Z, for which Y has a WNB-LA distribution, is
given by
flast(z; xi) =
(θ/σ )[exp{(z − μ)/σ − exp((z − μ)/σ)}]
(1 + ηθ[exp{− exp((z − μ)/σ)}])−(1/η+1)
1 − (1 + ηθ)−1/η , (18)
where −∞ < z < ∞. This new distribution will be referred to as the Log WNB-LA (LWNB-
LA).
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Its corresponding survival function is given by
Slast(z; ξ) = 1 − (1 + ηθ[exp{− exp((z − μ)/σ)}])
−1/η
1 − (1 + ηθ)−1/η , (19)
where ξ = (η, θ , σ , μ), η > −1/θ , θ > 0, σ > 0 and −∞ < μ < ∞.
Note that the probability density function given in Equation (18) can be written as
flast(y; ξ) =
∞∑
m=1
m−1∑
k=0
(−1)k
(
m − 1
k
)
mpm
(k + 1) log(k + 1) f (z | m, μ, σ), (20)
where f (z | m, α, λ) = ((k + 1) log(k + 1)/σ ) exp{(z − μ)/σ − (k + 1) exp((z − μ)/σ)} has an
extreme value distribution with scale parameter σ/ log(k + 1), shape parameter μ, and pm given
in Equation (1).
The mgf Mlast(t) = Elast[exp(tZ)] follows from the power series expansion for the exponential
function and from Equation (20) as
Mlast(t)) =
∞∑
m=1
k=0∑
m−1
(−1)k
(
m − 1
k
)
mpm exp(μt)
(k + 1) log(k + 1)
(
1 + σ t
log(k + 1)
)
, (21)
for t > − log(k + 1)/σ . Then, the kth ordinary moment of Z can be obtained by Efirst[Y k] =
M (k)first(t) = (dkMfirst/dtk)(0).
Moreover, we can rewrite the above models in a log-linear model manner, that is,
Z = μ + σW ,
where, for the first activation scheme the variable W follow the density given by
ffirst(w) = (θ/σ ) exp[w − exp(w)](1 + ηθ[1 − exp(1 − exp(w))])
−(1/η+1)
1 − (1 + ηθ)−1/η , (22)
where −∞ < w < ∞, and for last activation scheme the variable W follow the density given by
flast(w) = (θ/σ )[exp{w − exp(w)}](1 + ηθ[exp{− exp(w)}])
−(1/η+1)
1 − (1 + ηθ)−1/η , (23)
where −∞ < w < ∞.
Now, it is also considered that the scale parameter μ of the LWNB models depend on the
covariates, X . That is, μi = x	i β, where β = (β0, . . . , βp)	 is an unknown parameter vector and
x	i = (xi1, ·, xip) is the covariate vector. Then, it follows the regression model based on the LWNB
structure, relating the response Z and the covariates vector x, so that the distribution of Z | x can
be represented as zi = xiβ + σwi, i = 1, . . . , n.
If W follows the standard extreme value distribution, the density function of Z | x is given by
f (Z | X) = 1
σ
exp
{
Z − X 	β
σ
− exp
(
Z − X 	β
σ
)}
. (24)
The corresponding survival function is given by
S(Z | X) = exp
{
− exp
(
Z − X 	β
σ
)}
. (25)
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If W follows the distribution in Equation (22), the density function of Z|x is given by
ffirst(Z | X) =
(θ/σ ) exp[(Z − X 	β)/σ − exp((Z − X 	β)/σ)]
(1 + ηθ[1 − exp(1 − exp((Z − X 	β)/σ))])
1 − (1 + ηθ)−1/η . (26)
The corresponding survival function is given by
Sfirst(Z | X) = (1 + θη[1 − exp{− exp((Z − X
	β)/σ)}])−1/η − (1 + ηθ)−1/η
1 − (1 + ηθ)−1/η . (27)
If W follows the distribution in Equation (23), the density function of Z | x is given by
flast(Z | X) =
θ/σ [exp{(Z − X 	β)/σ − exp((Z − X 	β)/σ)}]
(1 + ηθ[exp{− exp((Z − X 	β)/σ)}])−(1/η+1)
1 − (1 + ηθ)−1/η . (28)
The corresponding survival function is given by
Slast(Z | X) = 1 − (1 + ηθ[exp{− exp((Z − X
	β)/σ)}])−1/η
1 − (1 + ηθ)−1/η . (29)
4. Inference
For inference we consider a fully Bayesian approach. Considering the situation where the lifetime
Z in the Section 3 cannot observed and it is subject to right censoring. Let Ci denote the censoring
time. In a sample of size n, we observe ti = min{Zi, Ci} and δi = I(Zi ≤ Ci) if δi = 1 if ti is a
lifetime and δi = 0 if it is a right censored. The overall likelihood function for the parameter
vector ϑ = (ξ	, σ ,β	)	, under non-informative censoring, for the models given in Equation
(24), (26), and (28), is given by
L(ϑ ;D) ∝
n∏
i=1
f (ti;ϑ)δi S(ti;ϑ)1−δi , (30)
where ξ = (η, θ) is a parameter vector for the models given in Equations (26) and (28), D =
(t, δ, x), t = (t1, . . . , tn)	, x = (x1, . . . , xn)	 and δ = (δ1, . . . , δn)	, whereas f(·;ϑ) and S(·;ϑ)
are the improper density and surviving given in Section 3.
We assume the following prior densities for the parameters σ , η, θ , β	:
• σ ∼ N(μσ , σ 2σ )I(σ > 0), μσ and σσ known;
• η, θ ∼ N(μη, σ 2η )I(η > −1/θ)N(μθ , σ 2θ )I(θ > 0), μη, ση, μθ and σθ known;
• βj ∼ N(μ0j, σ 20j), μ0j and σ0j known, j = 0, . . . , p.
We also assume σ and βj are independent parameters, and η and θ are independence of them.
Then, the prior density for ϑ can be written as
π(ϑ) =
p∏
j=1
π(σ)π(η, θ)π(βj). (31)
For expressing prior non-information, we considering μσ = μη = μ0j = 0, with large σ 2σ , σ 2η ,
σ 2θ and σ 20j.
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Combining the likelihood function (30) and the prior distribution in Equation (31), the joint
posterior distribution for ϑ is obtain as π(ϑ |D) ∝ L(ϑ ;D)∏pj=1 π(σ)π(η, θ)π(βj). This joint
posterior density is analytically intractable. So, we based our inference on the MCMC simula-
tion methods. In particular, the Gibbs sampler algorithm (see [22]) has proved to be a powerful
alternative. In this direction, we observed that there is no closed form available for any of the
full conditional distributions needed to implement the Gibbs sampler. Thus, we instead resort to
the Metropolis–Hastings algorithm.
We begin by making a change of variables to ϕ = (log(η), log(θ), log(σ ),β) = (ϕ1, ϕ2, ϕ3,β).
This transforms the parameter space to Rp+3 (necessary to work with Gaussian proposal densi-
ties). According for the Jacobian of this transformation, our joint posterior density (or target
density) is now
π(ϕ;D) ∝ (1 − (−e−ϕ2))−1 × L(ϕ;D)
× exp
⎧⎨⎩−12
⎡⎣ p∑
j=1
(
β20j
σ0j
)2
+ 2 exp(ϕ1)
ση2
+
(
exp(ϕ2) − μθ
σθ
)2
+2 exp(ϕ3)
σσ 2
+ ϕ1 + ϕ2 + ϕ3
⎤⎦⎫⎬⎭ . (32)
To implement the Metropolis–Hastings algorithm, we proceed as follows:
(1) start with any point ϕ(0) and stage indicator j = 0;
(2) generate a point ϕ′ according to the transitional kernel Q(ϕ′,ϕj) = Np+3(ϕj, ˜), where ˜ is
the covariance matrix of ϕ is same in any stage;
(3) update ϕ(j) to ϕ(j+1) = ϕ′ with probability pj = min{1, π(ϕ′ |D)/π(ϕ(j) |D)};
(4) repeat Steps (2) and (3) by increasing the stage indicator until the process reaches a stationary
distribution.
4.1. Model comparison criteria
There exist a variety of methodologies to compare several competing models for a given data set
and to select the one that best fits it. One of the most used in applied works is derived from the
conditional predictive ordinate (CPO) statistic. For a detailed discussion on the CPO statistic and
its applications to model selection, see [23,24]. LetD the full data andD(−i) denote the data with
the ith observation deleted. In our model, for an observed time to event (δi = 1) we have from
Section 3 that g(yi |ϑ) = fpop(yi;ϑ) and, for a censored time, g(yi |ϑ) = Spop(yi;ϑ). We denote
the posterior density of ϑ given D(−i) by π(ϑ |D(−i)), i = 1, . . . , n. For the ith observation,
CPOi can be written as
CPOi =
∫
ϑ
g(yi |ϑ)π(ϑ |D(−i)) dϑ =
{∫
ϑ
π(ϑ |D)
g(yi |ϑ) dϑ
}−1
. (33)
The CPOi can be interpreted as the height of the marginal density of the lifetime yi. Thus, large
values of CPOi imply a better fit of the model. For the proposed model a closed form of the CPOi
is not available. However, a Monte Carlo estimate of the CPOi can be obtained by using a single
MCMC sample from the posterior distribution π(ϑ |D). Let ϑ (1), . . . ,ϑ (Q) be a sample of size
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Q of π(ϑ |D) after the burn-in. A Monte Carlo approximation of CPOi [25] is given by
ĈPOi =
⎧⎨⎩ 1Q
Q∑
q=1
1
g(yi |ϑ (q))
⎫⎬⎭
−1
.
For model comparison we use the log pseudo marginal likelihood (LPML) defined by LPML =∑n
i=1 log(ĈPOi). The larger is the value of LPML, the better is the fit of the model.
Other criteria such as, the deviance information criterion (DIC) proposed by Spiegelhalter
et al.,[26] the expected Akaike information criterion (EAIC) proposed by Brooks,[27] and the
expected Bayesian (or Schwarz) information criterion (EBIC) proposed by Carlin and Louis [28]
can also be considered. These criteria are based on the posterior mean of the deviance, which can
be approximated by d¯ =∑Qq=1 d(ϑq)/Q, where d(ϑ) = −2∑ni=1 log[g(yi|ϑ)].
The DIC criterion can be estimated by using the MCMC output as D̂IC = d¯ + ρˆd = 2d¯ − dˆ,
where ρD is the effective number of parameters, which is defined as E{d(ϑ)} − d{E(ϑ)}, where
d{E(ϑ)} is the deviance evaluated at the posterior mean and is be estimated as
Dˆ = d
⎛⎝ 1
Q
Q∑
q=1
β(q),
1
Q
Q∑
q=1
γ
(q)
1 ,
1
Q
Q∑
q=1
γ
(q)
2
⎞⎠
.
Similarly, the EAIC and EBIC criteria can be estimated by means of ̂EAIC = d¯ + 2#(ϑ) and
̂EBIC = d¯ + #(ϑ) log(n), where #(ϑ) is the number of model parameters.
4.2. Bayesian case influence diagnostics
Since regression models are sensitive to the underlying model assumptions, generally performing
a sensitivity analysis is strongly advisable. Cook [18] uses this idea to motivate his assessment of
influence analysis. He suggests that more confidence can be put in a model which is relatively sta-
ble under small modifications. The best known perturbation schemes are based on case-deletion
[29] in which the effects of completely removing cases from the analysis are studied. This rea-
soning will form the basis for our Bayesian global influence methodology and in doing so it will
be possible to determine which subjects might be influential for the analysis.
Let Dψ(P, P(−i)) denote the ψ-divergence between P and P(−i), where P denotes the posterior
distribution of ϑ for full data, and P(−i) denotes the posterior distribution of ϑ without the ith
case. Specifically,
Dψ(P, P(−i)) =
∫
ψ
(
π(ϑ |D(−i))
π(ϑ |D)
)
π(ϑ |D) dϑ . (34)
where ψ is a convex function with ψ(1) = 0. Several choices of ψ are given in [30]. For instance,
ψ(z) = − log(z) defines the Kullback–Leibler (K–L) divergence, ψ(z) = (z − 1) log(z) gives
the J-distance (or the symmetric version of K–L divergence), ψ(z) = 0.5|z − 1| defines the
variational distance or L1 norm and ψ(z) = (z − 1)2 defines the χ2-square divergence.
The relationship between the CPO (33) and the ψ-divergence measure is described in next
proposition.
Proposition 4.1 The ψ-divergence measure can be written as
Dψ(P, P(−i)) = Eϑ |D
[
ψ
(
CPOi
g(yi |ϑ)
)]
, (35)
where the expected value is taken with respect to the joint posterior distribution π(ϑ |D).
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Proof From the Bayes theorem the posterior distribution of ϑ is given by
π(ϑ |D) = π(ϑ)
∏
j∈D g(yj |ϑ)∫
ϑ∈ π(ϑ)
∏
j∈D g(yj|ϑ) dϑ
,
where π(ϑ) and
∏n
i=1 g(yi |ϑ) represents the prior distribution and the likelihood function ϑ ,
respectively. The ratio of the posterior distributions is given by
π(ϑ |D(−i))
π(ϑ |D) =
π(ϑ)
∏
j∈D(i) g(yi |ϑ)∫
ϑ∈ π(ϑ)
∏
j∈D(i) g(yj |ϑ) dϑ
×
∫
ϑ∈ π(ϑ)
∏
j∈D g(yj |ϑ) dϑ
π(ϑ)
∏
j∈D g(yj |ϑ)
= 1
g(yi |ϑ) ×
∫
ϑ∈ π(ϑ)
∏
j∈D g(yj |ϑ) dϑ∫
ϑ∈(1/g(yi |ϑ))π(ϑ)
∏
j∈D g(yj |ϑ) dϑ
=
(∫
ϑ∈(1/g(yi |ϑ))π(ϑ |D) dϑ
)−1
g(yi |ϑ) =
CPOi
g(yi |ϑ) .
Then, Equation (35) can be obtained, completing the proof. 
From Proposition 4.1, the K–L divergence can be expressed as a posterior expectation given
by
DK−L(P, P(−i)) = −Eϑ |D{log(CPOi)} + Eϑ |D{log[g(yi |ϑ)]}
= − log(CPOi) + Eϑ |D{log[g(yi |ϑ)]}. (36)
From (35), we can compute Dψ(P, P(−i)) by sampling from the posterior distribution of ϑ via
MCMC methods. Let ϑ (1), . . . ,ϑ (Q) be a sample of size Q of π(ϑ |D). Then, a Monte Carlo
estimate of K(P, P(−i)) is given by
Dˆψ(P, P(−i)) = 1Q
Q∑
q=1
ψ
(
ĈPOi
g(yi |ϑ (q))
)
. (37)
From Equation (37) a Monte Carlo estimate of K–L divergence DK−L(P, P(−i)) is given by
DˆK–L(P, P(−i)) = − log(ĈPOi) + 1Q
Q∑
q=1
log[g(yi |ϑ (q))]. (38)
The Dψ(P, P(−i)) can be interpreted as the ψ-divergence of the effect of deleting of ith case
from the full data on the joint posterior distribution of ϑ .
As pointed by Peng and Dey [20] and Weiss,[21] it may be difficult for a practitioner to judge
the cutoff point of the divergence measure so as to determine whether a small subset of observa-
tions is influential or not. In this context, we shall use the proposal given by Peng and Dey [20]
and Weiss.[21] Consider a biased coin, which has success probability p. Then the ψ-divergence
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Table 2. Comparison between the LWNB-FA, LWNB-LA and extreme value distributions
fitting by using different Bayesian criteria.
Criterion
Generating model Fitting model DIC EAIC EBIC LPML
LWNB-FA LWNB-FA 476.5004 484.5609 506.5456 −239.1799
LWNB-LA 525.8179 535.8806 557.8652 −264.4000
EV 526.5438 529.5035 542.6943 −263.2291
LWNB-LA LWNB-FA −552.9179 −543.1026 −521.118 275.0185
LWNB-LA −575.0591 −557.6462 −536.6616 281.5897
EV −552.5393 −549.4593 −536.2686 276.2594
Extreme LWNB-FA −45.0730 −29.6031 −7.6184 17.9563
Value LWNB-LA −43.9017 −27.7461 −5.7614 17.2582
EV −37.2117 −34.2013 −21.0105 18.6886
Table 3. Estimative of the survival function at the median point, SE and RMSE.
β0 β1
Generate model Fitting model Sˆ(ymed) SE RMSE Sˆ(ymed) SE RMSE
LWNB-FA LWNB-FA 0.485 0.0203 0.0250 0.496 0.0209 0.0197
LWNB-LA 0.534 0.0216 0.0402 0.511 0.0222 0.0250
EV 0.533 0.0216 0.0398 0.511 0.0219 0.0243
LWNB-LA LWNB-FA 0.470 0.0218 0.0375 0.473 0.0220 0.0350
LWNB-LA 0.507 0.0217 0.0237 0.507 0.0213 0.0242
EV 0.472 0.0225 0.0360 0.476 0.0218 0.0324
Extreme LWNB-FA 0.481 0.0217 0.0288 0.481 0.0249 0.0315
Value LWNB-LA 0.492 0.0211 0.0219 0.492 0.0238 0.0246
EV 0.499 0.0204 0.0212 0.496 0.0232 0.0241
between the biased and an unbiased coin is
Dψ(f0, f1) =
∫
ψ
( f0(x)
f1(x)
)
f1(x) dx, (39)
where f0(x) = px(1 − p)1−x and f1(x) = 0.5, x = 0, 1. Now if Dψ(f0, f1) = dψ(p) then it can be
easily checked that dψ , satisfies the following equation:
dψ(p) = ψ(2p) + ψ(2(1 − p))2 . (40)
It is not difficult to see for the divergence measures considered, that dψ , increases as p moves
away from 0.5. In addition, dψ(p), is symmetric about p = 0.5 and dψ , achieves its minimum at
p = 0.5. In this point, dψ(0.5) = 0 and f0 = f1. Therefore, if we consider p > 0.75 (or p ≤ 0.25)
as a strong bias in a coin, then, dL1(0.75) = dχ2(0.75) = 0.25. This equation implies that the
ith case is considered influential when dL1(0.75) > 0.25 or dχ2 > 0.25. Thus, if we use the K–L
divergence, we may consider an influential observation when dK–L > 0.14. Similarly, using the
J-distance, an observation with dJ > 0.27 may be considered as influential.
5. Artificial data study
We conducted a misspecification study in order to comparing the proposed WNB regression
model in the presence of the two different activation schemes, namely WNB-FA and WNB-LA,
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with the usual Weibull distribution. For model comparison we consider the DIC, EAIC, EBIC,
and LPML criteria. Moreover, the behaviour of the Bayesian estimates were shown, based on
the frequentist mean (Mean) calculated in the survival function estimative for each covariant at
the median point, its standard error (SE) and the square root of the mean-squared error (RMSE),
which was also calculated.
We performed the simulation with the models given in Equations (24), (26) and (28), namely,
the extreme value, LWNB-FA, and WNB-LA regression models. We considered a single binary
covariate xi, generated from a Bernoulli distribution with parameter 0.5. We set the parameter
values at β0 = 5.0, β1 = −0.5, η = 3, θ = 10 and σ = 0.2. A lifetime data set was simulated
from the quantile function of the distribution (via inversion method) with the chosen parameters.
Three different artificial data sets were considered, for each one we took a sample of size 200,
for which we fit the three proposed models.
The following priors were considered to perform the Gibbs sampler. We assumed βi ∼
N(0, 202), for i = 0, 1, σ ∼ N(0, 20)I(0,∞), η, θ ∼ N2
(
10, 202 0
0, 0 102
)
I(0,∞)(θ)I(−1/θ ,∞)(η). Thus,
our choice is to assume no informative priors. For each sample the survival function estimative
for β0 and β1 at the median point and the EAIC, EBIC, DIC and LPML are recorded.
In the Table 2, we present the Bayesian EAIC, EBIC, DIC and LPML criteria for model
comparison. Note that for each simulated data set, the corresponding model presents the best
fit according to theses criteria, so it is possible to discriminate among the three models for a
given data set. Moreover, the estimative of the survival function for each covariate value at the
median point are closer the nominal one (0.5) for the best fitting model, and its RMSE are always
the smallest in comparison with the other distributions, as it can be observed in Table 3.
One of our main goals in this study is to show the need for robust models to deal with the
presence of outliers in the data. In this paper we studied the models given in Equations (26) and
(28), considering the same set-up as before. That is, a single binary covariant xi, generated from
a Bernoulli distribution with parameter 0.5, and the parameter values set at β0 = 5.0, β1 = −0.5,
η = 3, θ = 10 and σ = 0.2. Two sets of data of size 600 were generated from the LWNB-FA
and LWNB-LA models.
We selected cases 45 and 350 for perturbation. To create influential observation in the data
set, we choose one or two of these selected cases and perturbed the response variable as follows
z˜i = zi + 4Sz for i = 45 and 350, where Sz is the standard deviations of the zi’s. Then, for each
data set three perturbations were considered, leading to for different set-ups. Set-up A: original
data set, without outliers; Set-up B: data with outlier 45; Set-up C: data with outlier 300 and
Set-up D: data with outliers 45 and 300.
The MCMC computations were made similar to those in the last section. For each generated
data set we simulate one chain of size 35,000 for each parameter, disregarding the first 17,500
iterations to eliminate the effect of the initial values and to avoid correlation problems, thus
obtaining a effective sample of size 17,500 upon which the posterior is based on. Further to
monitor the convergence of the Gibbs samples we used Geweke’s convergence diagnostic pro-
posed by Geweke,[31] which is based on a test for mean equality of the first and last part of
the Markov chain iterates. We assume as default the first 10% and the last 50% of the iterates.
Assuming the samples are drawn from a stationary distribution of the chain, the two means are
equal and Geweke’s statistic, based on a test statistic equals to a standard Z-score, has an asymp-
totically standard normal distribution. Hence values of Z which not fall in the extreme tails of
the standard normal distribution, which is our case, suggest that the chain fully converged.
Table 4 reports the estimative of the survival function for each covariate at the median point,
SE and RMSE from the fitting model for the simulated LWNB-FA and LWNB-LA data sets. The
posterior inferences are little sensitive to perturbation of the selected cases, indeed the estimative
of the survival function for each covariate at the median point are close the theoretical value, its
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Table 4. Estimative of the survival function at the median point, SE and RMSE from fitting a
LWNB-FA and LWNB-LA.
Generating model
LWNB-FA
β0 β1
Fitting model Set-up Perturbed case Sˆ(ymed) SE RMSE Sˆ(ymed) SE RMSE
LWNB-FA A None 0.485 0.0203 0.0250 0.496 0.0209 0.0197
B 45 0.471 0.0245 0.0377 0.537 0.0227 0.0433
C 350 0.512 0.0241 0.0268 0.540 0.0227 0.0459
D {45, 350} 0.510 0.0250 0.0269 0.489 0.0236 0.0259
LWNB-LA A Set up 0.534 0.0216 0.0402 0.511 0.0222 0.0250
B 45 0.454 0.0248 0.0525 0.525 0.0242 0.0349
C 350 0.484 0.0260 0.0306 0.517 0.0232 0.0285
D {45, 350} 0.507 0.0257 0.0266 0.492 0.0243 0.0256
Generating model
LWNB-LA
LWNB-FA A None 0.470 0.0218 0.0375 0.473 0.0220 0.0350
B 45 0.483 0.0221 0.0276 0.489 0.0219 0.0243
C 350 0.430 0.0220 0.0734 0.437 0.0217 0.0665
D {45, 350} 0.435 0.0227 0.0689 0.439 0.0223 0.0647
LWNB-LA A None 0.507 0.0217 0.0237 0.507 0.0213 0.0242
B 45 0.521 0.0232 0.0315 0.516 0.0228 0.0276
C 350 0.477 0.0222 0.0316 0.478 0.0219 0.0310
D {45, 350} 0.472 0.0235 0.0368 0.475 0.0221 0.0333
Table 5. Artificial data. Comparison between LWNB-FA and LWNB-LA fitting by using different Bayesian
criteria.
LWNB-FA LWNB-LA
Generating model Set up DIC EAIC EBIC LPML DIC EAIC EBIC LPML
LWNB-FA A 476.5 484.6 506.5 −239.2 525.8 535.9 557.9 −264.4
B 501.0 509.6 531.6 −252.3 506.8 514.6 536.6 −255.0
C 576.7 582.4 604.4 −291.5 561.3 567.8 589.8 −282.9
D 506.5 513.9 535.9 −255.6 503.8 512.7 534.7 −253.2
LWNB-LA A −552.9 −543.1 −521.1 275.0 −575.0 −557.6 −536.7 281.6
B −538.6 −528.2 −506.2 266.3 −557.9 −548.9 −526.9 276.1
C −434.7 −425.6 −403.6 213.9 −490.2 −483.5 −461.6 242.0
D −434.9 −425.1 −403.1 215.6 −466.1 −456.3 −434.3 230.5
SE and RMSE are greater. Table 5 presents the EAIC, EBIC, DIC and LPML Bayesian criteria
for each perturbed version of the two simulated data sets under the LWNB-FA and LWNB-LA
models.
Now we consider the two samples from the posterior distributions of the parameters of the
LWNB-FA and LWNB-LA to computer the φ-divergence, as described in Section 4.2, in order
to study adequability of these models for outline points detection. For each data set the four
divergence measures, K–L, J, L1 and χ2, were calculated. The results are reported in Table 6,
and in Figures 2 and 3, which show the divergence measures before the perturbation (set-up A),
the model indicate the absence outline observations, and after perturbation observations (set-
ups B, C and D), where the outline observation can be detected for each fitting model. Clearly
we can see that all measures performed well to identifying influential case(s), providing larger
ψ-divergence measures when compared to the other cases.
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Table 6. ψ-divergence measures for the simulated data fitting LWNB-FA model.
Generate model Set-up Case number dK−−L dJ dL1 dχ2
LWNB-FA A 45 0.0302 0.0606 0.0981 0.0631
350 0.0017 0.0034 0.0234 0.0034
B 45 1.6921 5.1701 0.7181 436.4556
C 350 4.4551 10.8891 0.9388 2272.9823
D 45 0.7509 1.5741 0.4716 4.0828
350 1.5507 3.5841 0.6505 57.104
LWNB-LA A 45 0.0007 0.0017 0.0149 0.0014
350 0.0007 0.0015 0.0156 0.0015
B 45 3.3478 5.3579 0.7691 11.6334
C 350 4.8699 8.2215 0.8722 70.3746
D 45 0.5024 1.0418 0.3933 1.9664
350 3.5514 6.9089 0.8392 108.6190
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Figure 2. Index plots of φ-divergence measures from the fitted of the LWNB-FA model. Upper left panels: Set-up A,
data set without outliers. Upper right panels: Set-up B, data set with outlier 45. Lower left panels: Set-up C, data set
with outlier 350. Lower right panels: Set-up D, data set with outliers 45 and 300. For each data set the four divergence
measures were calculated.
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Figure 3. Index plots of φ-divergence measures from the fitted of the LWNB-LA model. Upper left panels: Set-up A,
data set without outliers. Upper right panels: Set-up B, data set with outlier 45. Lower left panels: Set-up C, data set
with outlier 350. Lower right panels: Set-up D, data set with outliers 45 and 300. For each data set the four divergence
measures were calculated.
6. Application
In this section we work out a real data set employing the models presented in Section 2. The
data refer to the adult numbers of flour beetle Tribolium castaneum (red flour beetle) with 252
observations and Tribolium confusum (confused flour beetle) with 690 observations cultured at
29 ◦C presented by Eugene et al.[32] Our data source was the grouped frequency distribution of
adult numbers recorded at day 360 onward. A basic descriptive analysis of the data is presented
in Table 7.
Table 7. The descriptive analysis of the data.
Type Observed number Min. 1st Quantil Median Mean 3rd Quantil Max. Standard deviation
confusum 690 30.0 110.0 130.0 139.9 170.0 330.0 46.6
castaneum 252 25.0 65.0 85.0 81.8 95.0 145.0 26.4
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Table 8. Real data set. Bayesian criteria for select
models.
Activation
Criteria First Last Random
DIC 628.6610 675.9823 677.9761
EAIC 636.6785 687.6043 681.1316
EBIC 660.9026 711.8284 695.6661
LPML −316.7407 −340.3857 −339.0835
It is well known the flour beetles considered here are a worldwide pest of stored products.
They are one of the most common and most destructive insect pests for grain and other food
products stored in silos, warehouses, grocery stores, and home. In literature, there are many
researches about the pest population control. According to Silveira Neto et al. [33] growth and
size of the population of insects vary over time, floating on the presence or absence of ecological
factors. These factors may include: climatic factors (solar radiation, temperature, light, humidity,
rainfall, wind, pressure, etc), physical factors (edaphic, gravity, sound and type of plant grown),
dietary factors and biotic (intra and interspecific competition, and natural enemies such as para-
sitoids, predators and entomopathogenic microorganisms). Although in practice it is difficult to
know exactly which factors cause population growth of insects. In the above context, our LWNB
regression model under the different activation mechanisms seems to be aligned, offering the
possibility of seeking for the more adequate activation mechanism in the light of the data.
We then fitted the data set with the proposed WNB-FA and WNB-LA regression models. In
order to consider priori non information, the following priors were considered to perform the
Gibbs sampler: η, θ ∼ N2
(
10, 202 0
0, 0 102
)
, σ ∼ N(0, 20) and βi ∼ N(0, 202), for i = 0, 1.
According to the DIC, EAIC, EBIC and LPML criteria values in Table 8, the WNB-FA regres-
sion model under the first activation scheme stand outs as the best one. We then select it as
our working model. The posterior summaries of the parameters of the LWNB-FA model are
presented in the upper lines of Table 9.
The Kaplan–Meier curves overridden by the estimated survival function and the Index plots of
φ-divergence measures from Section 4.2 are presented in Figure 4. It shows the LWNB-FA model
provides a good approximation of the Kaplan–Meier curves but we can note the observations
numbered 686 and 687 are indicated as outlier by the φ-divergence values.
We then adjusted the data by LWNB-FA regression model again, but now, without observa-
tions 686 and 687. The posterior summaries of the parameters of the fitting model are presented in
Table 9. Real dataset. Posterior summaries of the parameter for the LWNB-FA regression model.
HPD interval (95%)
Data set Parameter Mean Median Standard derivation LI LS
Original η 2.873 2.513 1.6147 0.522 5.911
θ 12.251 11.036 5.7329 2.843 23.129
σ 0.194 0.193 0.0141 0.166 0.220
β0 5.389 5.387 0.0416 5.304 5.473
β1 −0.544 −0.543 0.0270 −0.596 −0.492
Without observations 686 and 687 η 6.981 5.776 4.5215 0.959 16.326
θ 11.902 10.351 7.0346 1.580 25.658
σ 0.178 0.177 0.0148 0.150 0.207
β0 5.356 5.357 0.0319 5.288 5.414
β1 −0.549 −0.549 0.0256 −0.599 −0.499
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Figure 4. Original data set. Left panel: the empirical distribution function and the distribution function from the fitted
the LWNB-FA regression model. Right panels: Index plots of φ-divergence measures from the fitted the LWNB-FA
regression model.
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Figure 5. Dataset without outliers 686 and 687. Left panel: the empirical distribution function and the distribution
function from the fitted the LWNB-FA regression model. Right panels: Index plots of φ-divergence measures from the
fitted the LWNB-FA regression model.
the lower lines of Table 9. We note that just the posterior estimative of the parameter η increased
significantly. The Kaplan–Meier curves overridden by the estimated survival function and the
Index plots of φ-divergence measures from Section 4.2 are presented in Figure 5. The LWNB-FA
model provides a good approximation of Kaplan–Meier curves but we can note that observation
685 is indicated as an outlier by two divergence measures, namely J-distance and χ2-divergence,
and it could be investigated further.
7. Conclusions
In this paper we propose the LWNB regression model under the different activation mechanisms
to adjust lifetime data. We use the MCMC methods to obtain a Bayesian inference approach for
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the proposed model. Moreover, we propose a case influence diagnostic Bayesian procedure based
on the variational distance, J-distance, Kullback–Leibler divergente and χ2-square divergence
in order to study the sensitivity of the Bayesian estimates under perturbations in the model/data.
Finally, we fitted the LWNB regression model to a real data set to show the potentiality of the
methodology.
The proposed methodology may be extended in several directions, perhaps the first one related
to the incorporation of the presence of immunes. In this context, for instance, survival regres-
sion modelling marked out by the model structure developed by Bolfarine and Cancho [34] and
Perdona and Louzada-Neto [35] may be considered.
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