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A comparative analysis of ALOS PALSAR L-band and RADARSAT-2 C-band data for land-cover classification in a tropical moist region 
Introduction
Land-cover classification based on remotely sensed data has attracted great attention since the launch of Landsat in the 1970s. Many classification methods, such as artificial neural networks, regression tree classifiers, support vector machines, object-based classifiers, and subpixel-based methods have been developed (Blaschke, 2010; Franklin and Wulder, 2002; Lu and Weng, 2007; Rogan et al., 2008; Tso and Mather, 2001) . Although Landsat and other optical sensors have been successfully and heavily used for land-cover classification throughout the world's humid tropical biomes, cloud cover still presents a challenge to continuous observation that might be overcome or addressed using complementary techniques such as radar. As the electromagnetic waves in the microwave regions are almost not influenced by atmospheric interference, synthetic aperture radar (SAR) data can be acquired even in atmospheric conditions inappropriate for optical sensors (Kasischke et al., 1997) . Therefore, radar data have become an important source for land-cover classification in the past decade (Baghdadi et al., 2009; Dutra and Huber, 1999; Martinez and Le Toan, 2007; Park, 2010; Park and Chi, 2008; Rajesh et al., 2001; Saatchi et al., 2000) . The launches of satellite radar sensors such as RADARSAT (http://www.radarsat2.info/, accessed 29 March, 2012) and Advanced Land Observing Satellite (ALOS) Phased Array type L-band Synthetic Aperture Radar (PALSAR) (Rosenqvist et al., 2007) provide an alternative source for land-cover classification in the tropical moist regions (Evans et al., 2010; Rakwatin et al., 2010) , because they can provide all-weather land observation, which is especially valuable when optical sensor data are not available due to cloud cover.
Radar data are often acquired at one wavelength with different polarization options. How to effectively use the spatial information inherent to the radar data to generate new images becomes an important research topic. Texture is often referred to as the pattern of intensity variations in an image, and has become valuable in improving land-cover classification accuracy (Augusteijn et al., 1995; Chen et al., 2004; Franklin et al., 2000; Marceau et al., 1990; ndi Nyoungui et al., 2002; Podest and Saatchi, 2002; Saatchi et al., 2000; Sawaya et al., 2010) . Although many texture measures have been developed (Haralick et al., 1973; Kashyap et al., 1982; Milne and Dong, 2002; Rajesh et al., 2001) , it is unclear which textures are useful in improving the separability of vegetation types (e.g., different primary forest types and successional stages) (Sawaya et al., 2010) , especially in tropical moist regions due to the complex forest stand structure and species composition. The difficulty in identifying suitable textural images for a specific study is due to textures that vary with the characteristics of the landscape under investigation, the texture measure selected, the size of the moving window, and the image itself (Chen et al., 2004; Franklin et al., 1996) . It is also poorly understood which polarization option corresponding to which wavelength allows better vegetation classification in the tropical moist region (Evans et al., 2010) . Therefore, this study aims to explore the use of ALOS PALSAR L-band (hereafter L-band) and RADARSAT-2 C-band (hereafter C-band) data in land-cover classification in tropical moist region. Specifically, this study is designed to (1) identify which polarization options corresponding to L-band and C-band and which texture measures are most suitable for vegetation separation, (2) determine how detailed a vegetation classification system can be while maintaining high accuracy, and (3) explore the incorporation of textural images and radiometric data for improving land-cover, especially vegetation, classification.
In land-cover classification, selection of a suitable classification algorithm is another important research topic (Lu and Weng, 2007) . Although a large number of algorithms, from traditional maximum likelihood classifier to advanced algorithms such as neural network, decision tree, support vector machines, objectbased algorithms, subpixel-based algorithms, and contextual algorithms (Blaschke, 2010; Franklin and Wulder, 2002; Frery et al., 2007; Lu and Weng, 2007; Rogan et al., 2008; Tso and Mather, 2001) are available, it is not clear which classification algorithm is suitable for radar data for vegetation classification in the tropical moist region. Therefore, another objective of this study is to compare different classification algorithms-maximum likelihood classifier, classification tree analysis, Fuzzy ARTMAP (a neural-network method), k-nearest neighbor, object-based classification, and support vector machine-based on the identified best scenarios for identifying a suitable algorithm for land-cover classification.
Study area
Altamira is located along the Transamazon Highway (BR-230) in the northern Brazilian state of Pará (Fig. 1) . The study area covers approximately 3116 km 2 . The dominant native vegetation types are mature moist forest and liana forest. Major deforestation began in the early 1970s, coincident with the construction of the Transamazon Highway (Moran, 1981) . Extensive deforestation has occurred since the 1980s, which has led to a complex landscape consisting of different succession stages, pasture, and agricultural lands (Moran and Brondízio, 1998; Moran et al., 1994a,b 
Methods

Field data collection and determination of land-cover classification systems
Sample plots for different land cover types, especially for different stages of secondary succession and pasture were collected in the Altamira study area during July-August 2009. In this study area, primary forest is distributed away from the roads, and different succession stages, pastures, and agricultural lands are distributed along the main and secondary roads, forming the familiar ''fishbone'' pattern of deforestation. Because of the difficulty in accessing forested sites in tropical moist regions like this study area, random allocation of sample plots for field survey is not feasible. Therefore, candidate sample locations of complex vegetation areas were first selected in the laboratory. The majority of sample plots relevant to non-forest vegetation and pastures were allocated along the road sides. In each sample area, the locations of different vegetation types and detailed descriptions of vegetation stand structures (e.g., height, canopy cover, composition of dominant tree species) were recorded during the field survey. Meantime, photos were taken for each vegetation type. The sample plots were used to create representative Region of Interest (ROI) polygons. A total of 432 sample plots were collected, including 220 ROIs for use as training sample plots during image classification and the rest 212 ROIs for use as test sample plots for accuracy assessment. According to the research objectives, compatibility with previous work (Mausel et al., 1993; Moran and Brondízio, 1998; Moran et al., 1994a,b) and field surveys, three forest classes (upland, flooding, and liana forest), three succession stages (initial [SS1], intermediate [SS2] , and advanced [SS3]), agropasture, and three non-vegetated classes (water, wetland, and urban) were designed for the land-cover classification system. Meanwhile, a second classification system consisting of forest (by merging upland, flooding and liana forest as one class), succession (by merging SS1, SS2 and SS3 as one class), agropasture, water, wetland, and urban was also examined.
Radar data collection and preprocessing
In this study, we used the ALOS PALSARFBD (Fine Beam Double Polarization) Level 1.5 products with HH and HV polarization options (ground range, unsigned 16-bit integer number, 12.5-m pixel spacing) (http://www.eorc.jaxa.jp/ALOS/en/about/palsar.htm), and RADARSAT-2 standard beam mode SGX (SAR Georeferenced Extra) product with HH and HV polarization options (ground range, unsigned 16-bit integer number, 8-m pixel spacing) (http:// www.radarsat2.info/). The ALOS PALSAR L-band images were acquired on 2 July 2009 and RADARSAT-2 C-band images were acquired on 30 August 2009. The radar image quality was carefully examined. Some null pixels in the urban area were found in the L-band data due to the impacts of tall objects. The null pixels were first detected, and then replaced with a median value from the pixels within a 5 Â 5 window based on the null pixel as a center point. Both L-band and C-band images were registered to a georectified Landsat 5 Thematic Mapper (TM) image (UTM coordinate system, zone 22, south). For L-band images, the root mean square error (RMSE) was 1.020 pixels (x error: 0.914, y error: 0.452) based on 28 control points. For C-band, the RMSE was 1.395 pixels (x error: 1.067, y error: 0.899) based on 15 control points. Both radar images were resampled to a pixel size of 10 m by 10 m with the nearestneighbor technique during the image-to-image registration. In order to make full use of both HH and HV data features, a new image was calculated by NL = (HH Ã HV)/(HH + HV). Both L-band and Cband data were saved in digital number (amplitude) with unsigned 16-bit integer data range. The speckle in a radar image is often a problem and should be reduced before the radar image is used for further quantitative analysis. Different speckle reduction methods such as median, Lee-Sigma, Gamma-Map, local-region, and Frost (Lee et al., 1994) have been developed. One important decision is to select a suitable window size for use in the filtering method. In general, the following criteria are used to identify the best filtering method: (1) speckle reduction, (2) edge sharpness preservation, (3) line and point target contrast preservation, (4) retention of texture information, and (5) computational efficiency (Lee et al., 1994; ndi Nyoungui et al., 2002) . In this study, median, Lee-Sigma, Gamma-Map, local-region, and Frost with window sizes of 3 Â 3, 5 Â 5, 7 Â 7, and 9 Â 9, respectively, were examined. A comparative analysis by visual interpretation of the filtered images and the time required for image processing indicated that Lee-Sigma and Frost methods were similar, but the Frost method required much longer time for image processing than the Lee-Sigma method. Finally, the Lee-Sigma with a window size of 5 Â 5 pixels was selected for this study. The speckle-reduced radar images were directly used for land-cover classification. Meanwhile, textural images were developed from the raw radar images by using different texture measures and various window sizes.
Selection of suitable textural images
Of the many texture measures, the gray-level co-occurrence matrix (GLCM) may be the most common method used for improving land-cover classification (Franklin et al., 2000; Li et al., 2011; Marceau et al., 1990; ndi Nyoungui et al., 2002) . In this study, six GLCM-based texture measures (variance, homogeneity, contrast, dissimilarity, entropy, and second moment; see Table 1 for the formulas) with six window sizes (5 Â 5, 9 Â 9, 15 Â 15, 19 Â 19, 25 Â 25, and 31 Â 31) were applied to the HH, HV and NL images from both L-band and C-band data for identifying the best texture measure and associated best window size for producing the textural images. Separability analysis was conducted based on different scenarios, that is, individual images and combinations of two or more textural images, in order to identify the best single textural images and the best combination of textural images for vegetation classification.
Different separability analysis methods, such as Euclidean distances, divergence, transformed divergence, and Jeffries-Matusita distance can be used (Landgrebe, 2003; Mausel et al., 1993; Sheoran, 2009 ). In particular, the transformed divergence algorithm is often used in practice and thus used in this study. The transformed divergence values range from 0 to 2000. Usually, a value of greater than 1900 implies a good separability between two land cover types, while a value of less than 1700 is regarded as poor Notes: P i;j ¼ V i;j = P NÀ1 i;j¼0 V i;j ; ME ¼ P NÀ1 i;j¼0 iðP i;j Þ, where V i;j is the value in the cell i, j (row i and column j) of the moving window and N is the number of rows or columns. separation between two classes. When two or more textural images are used, the separability analysis may provide many potential pairs with the same or similar transformed divergence values. Lu et al. (2008) proposed to identify the best combination based on transformed divergence values and correlation coefficients. However, due to the similar transformed divergence values, this method cannot determine the best combination for vegetation classification. Because not all textural images are useful in improving vegetation classification, or many textures have similar information, it is necessary to identify the best textural images for maximizing the separation of land-cover classes of interest. In general, a higher standard deviation value of an image indicates a higher information load, implying better performance for landcover classification. Therefore, this study modified the previously used method by replacing transformed divergence with standard deviation. When the potential combinations of textural images are selected on the basis of transformed divergence analysis, the best combination is determined from the analysis of standard deviation and correlation coefficients according to Eq. (1):
where STD i is the standard deviation of the textural image i, R ij is the correlation coefficient between textural images i and j, and n is the number of textural images. A higher best combination value indicates a better combination of textural images for vegetation classification.
Land-cover classification with maximum likelihood classifier based on different scenarios
In order to identify which polarization option and which texture measure provide the best classification, and to explore the roles of textural images in improving land-cover classification, especially for vegetation, in the tropical moist region, different scenarios were designed and summarized in Table 2 . Maximum likelihood classifier was used to conduct land-cover classification for each scenario. Based on the field survey and a 2008 QuickBird image, a total of 220 sample plots (over 3500 pixels) covering the 10 land cover types, each consisting of 15-30 plots, were used for image classification. The classification results were evaluated with the error matrix method, as discussed in Section 3.6. The best scenario was further analyzed with different classification algorithms.
Comparison of land-cover classification results from different classification algorithms
Six classification algorithms -maximum likelihood classifier, knearest neighbor, Fuzzy ARTMAP (a neural network classification method that synthesizes fuzzy logic and Adaptive Resonance Theory models), classification tree analysis, object-based classification, and support vector machine -were selected to examine which classification algorithm provided the best classification. Maximum likelihood classifier is the most common parametric classifier that assumes normal or near normal distribution for each feature of interest and an equal prior probability among the classes. This classifier is based on the probability that a pixel belongs to a particular class. It takes the variability of classes into account by using the covariance matrix (Jensen, 2005) . Because maximum likelihood classifier is often criticized for its requirement of normal distribution, other nonparametric algorithms are regarded as having more advantages than traditional parametric classification algorithms (Lu et al., 2004; Pal and Mather, 2003) , thus they are examined in this study. Much previous literature has detailed these methods, such as classification tree analysis (Elnaggar and Noller, 2010; Friedl and Brodley, 1997) , Fuzzy ARTMAP (Carpenter et al., 1991; Gamba and Dell'Aqua, 2003; Li, 2008) , k-nearest neighbor (Maselli et al., 2005; McRoberts and Tomppo, 2007) , object-based classification (Blaschke, 2010; Yu et al., 2006) , and support vector machine (Camps-Valls and Bruzzone, 2009; Mountrakis et al., 2011; Perumal and Bhaskaran, 2009 ). Therefore, this paper did not provide a detailed description of these classification algorithms. The same training samples were used for each classification method.
Evaluation of classification results
The error matrix method is often used for evaluation of landcover classification results. This method provides a detailed assessment of the agreement between the classified result and reference data, and provides information on how the misclassification happened (Congalton and Green, 2008) . Other accuracy assessment parameters, such as overall classification accuracy, producer's accuracy, user's accuracy, and kappa coefficient are calculated from the error matrix, as much previous literature has described (e.g., Congalton, 1991; Congalton and Green, 2008; Foody, 2002 Foody, , 2009 Smits et al., 1999; Wulder et al., 2006) . Both overall accuracy and kappa coefficient reflect the overall classification performance but cannot provide a measure of reliability of each land-cover class; thus, producer's accuracy and user's accuracy for each class are often used to provide the complementary analysis of the accuracy assessment. In this study, a total of 212 test sample plots from the field survey and a 2008 QuickBird image were used for accuracy assessment, with 12-33 plots for each land cover. An error matrix was developed for each classified image, producer's accuracy and user's accuracy for each class and overall accuracy and kappa coefficient for each classified image were calculated from the relevant error matrix. Although randomly sampling method for collecting test samples was not used in this study because of the difficulty in accessing field sites, use of the same test samples from field survey and a QuickBird image for each scenario and Table 2 Design of different scenarios based on ALOS PALSAR L-band and RADARSAT-2 C-band data for land-cover classification. for each classification algorithm can make sure that the comparison of these classification results is reliable.
Results and discussion
Identification of best polarization option and textural images
The separability analysis based on training samples implies that a single HV, HH, or NL image cannot effectively separate the vegetation types. For example, the average transformed divergence values based on the training sample plots of vegetation types for the L-band HH and HV images were only 1739 and 1756, respectively. A combination of L-band HH and HV images improved the separability, and the average value became 1908. This study indicates that the radiometric data, either L-band or C-band, are not sufficient to separate vegetation types. New images need to be developed from the radiometric data. Texture measures can produce new images by making use of spatial information inherent in the image.
For each polarization image, such as HH, there are 36 textural images based on six texture measures and six window sizes. The transformed divergence analysis indicates that the majority of single textural images have relatively poor capability of vegetation separation. Table 3 provided the textural images when average transformed divergence values were over 1950. A window size of 25 Â 25 for HH and HV images from both L-band and C-band data was best, but a 31 Â 31 window size for the NL image was best. The best texture measure varied, depending on different polarization images. Overall, the transformed divergence analysis indicates that a single textural image cannot effectively separate vegetation types, especially between succession stages.
For a combination of two textural images on a single polarization image, there are 630 potential combinations. According to transformed divergence analysis based on two textural images, the results show that a combination of two textural images can improve vegetation separability. When both minimum and average transformed divergence values for vegetation types based on training samples were more than 1950, the potential textural images with the highest transformed divergence values (some combinations have the same values of 2000) are summarized in Table 3 too. Analysis of the best combination values indicates that the best combinations of two textural images vary, depending on different polarization options. For L-band HH or HV image, both second moment and contrast with window sizes of 19 Â 19, 25 Â 25, and 31 Â 31 provided the best results. For C-band HH or HV image, textural images based on homogeneity with a 31 Â 31 window and with dissimilarity or contrast associated with a 25 Â 25 window size provided the best results. Fig. 2 provides a comparison of HH, HV, and NL from L-band and C-band data and two selected textural images corresponding to each polarization option, indicating the different features between them. For example, the selected textural images in Fig. 2b and c have significantly different appearances with respect to land features, such as water (river here) and urban. Therefore, the combination of both texture images that have complementary information provides the potential to improve land-cover classification.
Comparison of classification results among scenarios on a fineclassification system
A comparison of classification results among single polarization options, textural images corresponding to the polarization image, and combinations of single polarization images and related textural images are summarized in Table 4 . Table 4 shows that L-band HH and NL images perform similarly in land-cover classification and both are better than the HV image. The NL-derived textural images are better than HH-or HV-derived textural images. A combination of individual polarization images and corresponding textural images improved classification accuracy by 5.7-9.9% compared to a single polarization image, and such a combination is especially valuable for improving vegetation classification. For C-band data, pure radiometric or textural images cannot classify some land-cover types such as liana forest, SS2, and SS3. The classification results based on C-band HH, HV, and NL images, their textures, and their combinations have much lower classification accuracy than corresponding L-band data, implying that longwavelength data (i.e., L-band) perform better in classification, especially for vegetation, than short-wavelength data (i.e., C-band). Table 4 also indicates that NL image did not provide better classification than HH for L-band, but the textures from NL image improved classification than the textures from HH or HV images. In addition to the similar results for textures from C-band NL image, incorporation of textures into NL image improved land-cover classification than the combination of HH or HV and corresponding textures.
A comparison of classification results based on the combination of different polarization options, textural images, and their combinations are summarized in Table 5. Compared to Table 4 , for Lband data, the combination of HH and HV, the combination of their textural images, or the combination of both polarization options and textural images improved land-cover classification compared to individual polarization options or related textures. However, Table 3 Identification of textural images for land-cover classification.
Data
Potential textures Selected textures Table 1 . The number with each texture measure represents window size; for example, SM25 represents the second moment with a window size of 25 Â 25 pixels.
the addition of the NL image into the HH and HV combination slightly reduced the classification accuracy, possibly due to the high correlation coefficients of the NL image with the HH and HV images. For example, the correlation coefficients for L-band were 0.63 between HH and HV, 0.83 between HH and NL, and 0.96 between HV and NL. For C-band data, a simple combination of C-band HH and HV or the combination of HH, HV, and NL did not significantly improve classification, possibly due to the poor performance of each polarization in land-cover, especially vegetation classification, as shown in Table 4 . However, incorporation of NL-derived textural images either from L-band or C-band is valuable. Table 5 also shows that the L-band images provided much higher accuracies than the C-band images. A comparison of classifications among different scenarios is better illustrated in Fig. 3 based on the kappa coefficient. For L-band data, the combination of HH, HV, and their related textural images or the combination of HH, HV, NL, and their related textural images provided the best classifications with kappa coefficients of over 0.5. For C-band, the best results were from the same combination as Lband data, but also included the scenario based on all textural Table 3 for the selected textures), which were identified as the best combinations of textural images based on the best combination method. a, b, and c are ALOS PALSAR L-band HH image and HH-derived SM25 and CON31 textural images; d, e, and f are ALOS PALSAR L-band HV image and HV-derived CON25 and SM19 textural images; g, h, and i are ALOS PALSAR L-band NL image and NL-derived SM25 and VAR31 textural images; j, k, and l are RADARSAT-2 C-band HH image and HH-derived DIS25 and HOM31 textural images; m, n, and o are RADARSAT-2 C -band HV image and HV-derived CON25 and HOM31 textural images; p, q, and r are RADARSAT-2 C-band NL image and NL-derived SM19 and ENT31 textural images; CON, DIS, ENT, HOM, SM, and VAR represent contrast, dissimilarity, entropy, homogeneity, second moment, and variance as summarized in Table 1 ; the number with each texture measure represents window size, for example, SM25 represents the second moment with a window size of 25 Â 25 pixels.
images from HH, HV, and NL. For the same scenario between L-and C-band data, L-band data provided much better classification than C-band data.
The above analyses are based on overall classification performance, and producer's accuracy and user's accuracy for each individual class, but do not show the misclassification among landcover types. As examples, Table 6 provides the error matrices from the combination of HH, HV, and their related textural images for both L-band and C-band data. L-band data can provide relatively good classification accuracy for flooding forest, SS2, agropasture, water, and urban, but perform poorly for liana forest, SS3, and wetland. C-band data perform relatively well for agropasture, water and urban, but very poorly for other land cover types, especially the vegetation classes. Therefore, this study indicates that neither L-band nor C-band data are suitable for the classification of detailed vegetation types such as different SS stages in the tropical moist region.
Since individual L-band or C-band data are difficult for landcover classification in this study, we evaluated whether the combination of L-band and C-band data would improve classification. Table 7 provides the classification results based on the combination of L-band and C-band data. As a comparison, overall accuracy and kappa coefficient for the same scenarios from individual L-band and C-band data were also included in this table. Table 7 showed that the combination of pure radiometric or textural images did not improve classification compared to only L-band data, but the combination of all radiometric and textural images from both L-and C-band data improved overall accuracy by 6.6% compared to only L-band data. The error matrix in Table 8 shows the same misclassification problem, as shown in Table 6 , but the combination of L-and C-band data improved upland forest and non-vegetation classes such as agropasture, water, wetland, and urban.
Comparison of classification results among scenarios on a coarse classification system
The above section showed the difficulty of detailed vegetation classification and the misclassification among upland forest, flooding forest, liana forest, SS2, and SS3, among agropasture, wetland, and SS1, and between upland forest and urban. Therefore, three forest classes were merged as forest and three succession classes were merged as succession to examine the classifications of both L-band and C-band data. Table 9 provides the classification results based on the scenarios of a coarse classification system. For L-band data, the combination of HH, HV, and their textural images or the combination of HH, HV, NL, and their textural images provided the best classification with overall accuracy values of 72% and 74%, respectively. For C-band data, the combination of NL and relevant textural images has the best classification accuracy, followed by the same scenarios as L-band data. Also the overall accuracy and kappa coefficient from C-band data are much lower than they are from L-band data. As indicated in Table 10 , wetland was confused with other land cover types, and neither L-band nor C-band can separate it from other land cover types. Urban is a complex landscape because its different shapes and sizes result in a wide data range in L-band or C-band; thus, urban is often difficult to be separated from other land-cover types based on radar data. Fig. 4 provides a comparison of color composites of HH, HV, and NL as red, green and blue, respectively, from L-band (a) and C-band (b) data, and the land-cover classification images from the combination of
HH, HV, and their textures based on L-band (c) and C-band (d).
Comparing the color composites indicates that upland forest, flooding forest, and deforested areas (succession and agropasture) can be better visually interpreted in a L-band image than in a Cband image (Fig. 4a and b) . Comparing the classified images c and d in Fig. 4 indicates that urban and agropasture seem overestimated, especially in Fig. 4d . Notes: Abbreviations (1) used in the land cover classification system, (2) used in accuracy assessment, and (3) for images are the same as Table 4 . (4 Notes: Abbreviations (1) used in the land cover classification system, (2) used in accuracy assessment, and (3) for images are the same as Table 4 . (4) RT and CT represent row total and column total.
Table 7
Comparison of land-cover classification results from the combination of ALOS PALSAR L-band and RADARSAT-2 C-band data among different combination options. Notes: Abbreviations (1) used in the land cover classification system, (2) used in accuracy assessment, and (3) for images are the same as in Table 4 . Notes: Abbreviations (1) used in the land cover classification system, (2) used in accuracy assessment, and (3) for images are the same as in Table 4 . (4) RT and CT represent row total and column total.
The role of textural images in land-cover classification
The above analysis indicated that the incorporation of textural images from either L-band or C-band data into radiometric data is valuable for improving vegetation classification in the tropical moist region. One critical step in a study is to identify suitable textural images that can provide the best separability for the specified classes. This study designed a two-step method for identifying the best combination of textural images: (1) select the potential combination of textural images based on separability analysis of training sample plots, and (2) identify the best combination according to the standard deviation and correlation coefficients between the textural images. The results indicate that this method is effective in identifying suitable textural images for improving vegetation classification from a large number of textural images. However, use of textural images cannot assure improvements in all vegetation types, because textures vary with the characteristics of the landscape under investigation and the images used. In particular, the selection of a suitable size of moving window is important for a textural image, but no window size is perfect for all vegetation types because the patch sizes of the vegetation types vary greatly, from less than 1 ha for some successional vegetation to hundreds of hectares for primary forests. Therefore, there are tradeoffs among moving window size, spatial resolution of images, and the sizes of vegetation areas on the ground. For the selection of a single textural image, one can select the textural image with the highest separability, but for the selection of two or more textural images, the best combination approach provides an easy way to identify the combination of textural images suitable for improving land-cover classification. This study indicated that a single textural image has limited capability in land-cover classification, while more than two textures cannot significantly improve the classification performance. This conclusion based on radar data is similar to that based on optical sensor data (Lu et al., 2008; Li et al., 2011) .
Comparison of classification results from different algorithms
A comparison of classification results from different algorithms indicated that compared to maximum likelihood classifier, both classification tree analysis and ARTMAP improved overall Notes: CT and RT represent column total and row total; OCA and OKC represent overall classification accuracy and overall kappa coefficient; PA and UA represent producer's accuracy; and user's accuracy. accuracy by 3.3%, mainly increasing upland forest and flooding forest classification accuracies (Table 11 ). Although object-based classification and support vector machine performances are similar to maximum likelihood classifier, object-based classification indeed improved flooding forest, liana forest, and agropasture, and support vector machine improved agropasture; however, knearest neighbor reduced overall accuracy by 8.5%. Considering the time required for image classification, the order from shortest to longest times for the classification algorithms is maximum likelihood classifier, classification tree analysis, k-nearest neighbor, support vector machine, object-based classification, and ARTMAP. The order for highest to lowest overall accuracy is classification tree analysis, ARTMAP, object-based classification, support vector machine, maximum likelihood classifier, and k-nearest neighbor. After training samples were collected, maximum likelihood classifier rapidly finished the land-cover classification without further analyst involvement. Other nonparametric classifiers such as classification tree analysis, k-nearest neighbor, and ARTMAP require a lot of analyst's involvement in identifying suitable parameters for land-cover classification. Based on the classification accuracy, image processing time, and analyst's involvement in the classification procedure, maximum likelihood classifier and classification tree analysis were recommended methods for this type of study.
Conclusions
This study shows the difficulties presented by working with radar data and the importance of combining radiometric and textural images in land-cover classification in tropical moist regions. Overall, L-band data provided much better classification than C-band data. However, neither L-band nor C-band data can accurately separate detailed forest (e.g., upland forest, flooding forest, and liana forest) or succession (e.g., SS1, SS2, and SS3) classes. L-band data provided reasonably good classification accuracies for a coarse set of classes such as forest, secondary succession, agropasture, water, wetland, and urban with overall accuracy and kappa coefficient of 72.2% and 0.64, respectively. However, C-band provided overall accuracy and kappa coefficient of only 54.7% and 0.42 for the same classification system. Compared to classification results from maximum likelihood classifier, both classification tree analysis and ARTMAP performed better by increasing overall accuracy of 3.3%, object-based classifier and support vector machine performed similarly, and k-nearest neighbor performed poorly. Classification tree analysis and ARTMAP improved upland forest and flooding forest classification accuracies, but no algorithms can successfully separate different succession stages.
Based on this study, more specific conclusions are summarized as follows:
(1) The best texture measure varies, depending on different polarization options and wavelengths, but the best window sizes were 25 Â 25 and 31 Â 31. A combination of two textural images provided the best vegetation separability, and the combination of three or more textural images did not significantly improve vegetation separability. (2) Considering single polarization images: The HH image from either L-band or C-band performs better than HV, and NL images did not improve performance compared to HH. Textural images from L-band HH, HV, or NL images provided similar or poor performances compared to corresponding radiometric images, but the textural images from C-band allow better performance than corresponding radiometric images. The combination of radiometric and textural images from either L-band or C-band polarizations improved classification compared to their individual datasets. For Lband data, textural images were less important than radiometric bands, however inversely for C-band data. (3) Considering the combinations of different polarization images: For L-band data, the combination of HH and HV images improved classification, but adding the NL image did not; for C-band data, the combination of HH and HV or adding NL cannot improve classification compared to individual polarization images. Again, incorporation of textural images into radiometric data improved the classification compared to individual datasets. (4) Considering combinations of different radar data: The combination of L-band and C-band HH and HV images yields very limited improvement, and combination of their textural images cannot improve the classification, but a combination of all radiometric and textural images indeed improved classification accuracy by 6.6%. (5) Comparison of classification results indicated that L-band data perform much better than C-band data, but both datasets cannot effectively separate fine vegetation classes. They are valuable for coarse land-cover classification. (6) Compared to classification result from maximum likelihood classifier, the classification tree analysis and ARTMAP improved overall accuracy by 3.3%. Considering image processing time and analyst's involvement in the classification procedure, maximum likelihood classifier and classification tree analysis are recommended for this type of study.
This study indicates that land-cover classification with radar data, either L-band or C-band, is a challenge, especially for fine land-cover classification system. However, radar data are valuable for coarse land-cover classification system, especially when optical sensor data are not available due to the cloud problem. More research should be on the exploration of using multitemporal radar data or the integration of radar and optical sensor data.
