Abstract. This work is about a slow-fast data assimilation system under Gaussian noisy fluctuations. First, we obtain its low dimensional reduction via an invariant slow manifold. Second, we prove that the low dimensional filter on the slow manifold approximates the original filter in a suitable metric. Finally, we illustrate this approximate filter numerically in an example.
Introduction
Stochastic dynamical systems evolving on multiple time scales arise widely in engineering and science. For example, dynamics of chemical reaction networks often take place on notably different time scales, from the order of nanoseconds to the order of several days. The approximation by two time scales is common in various situations. This is especially true for gene regulatory networks ( [11] ), as the mRNA synthesis process is significantly faster than the protein dynamics, and this leads to a two-time-scale system ( [13] ).
Treating stochastic differential equations with two-time scales, Khasminskii and Yin ( [12] ) developed a stochastic averaging principle that enables one to average out the fastvarying variables. The main idea is as follows: under appropriate conditions, with the slow-varying component fixed, if the fast-varying component has a stationary distribution, it can be shown that the process represented by the slow-changing component converges weakly to a limit averaging system.
For random dynamical systems generated by stochastic differential equations with twotime scales, the theory of invariant manifolds provides another approach for qualitative analysis of dynamical behaviors, as invariant manifolds are geometric structures to describe or reduce stochastic dynamics ( [5, 14, 20] ). Under suitable conditions, Fu-Liu-Duan ( [5] ) obtained low dimensional reduction of stochastic evolutionary equations with twotime scales via random slow invariant manifolds.
Filtering is a procedure to extract system state information with the help of observations (see [16] ). The state evolution and the observations are usually under noisy fluctuations. The general idea is to achieve the best estimate for the true system state, given only noisy observations for the system. It provides an algorithm for estimating a signal or state of a random dynamical system based on noisy measurements. Stochastic filtering is important in many practical applications, from inertial guidance of aircrafts and spacecrafts to weather and climate prediction. Filtering problems for systems with two-time scales have been studied, with help of stochastic averaging (see [7, 8, 9, 10] and references therein).
The goal of this present paper is to investigate filtering for stochastic differential equations with slow and fast time scales. First, we obtain a low-dimensional reduced system on a random slow manifold, as in [5] . Then we show that the filter of the low dimensional reduced system converges to the original filter in an appropriate sense, and this will be numerically illustrated in an example. As far as we know, this is the first study of filtering on random slow manifolds.
It is worthwhile to mention that our assumption conditions and method are different from those in available literature on nonlinear filtering problems for stochastic differential equations with slow and fast time scales. On one hand, existence of random slow manifolds need some special conditions. On the other hand, on random slow manifolds these original stochastic differential equations have no Markov property. That means that some techniques, such as the Zakai equations in [8, 9, 10] and backward stochastic differential equations in [7] , do not work. Therefore, we make use of an exponential martingale technique to deal with these nonlinear filtering problems. This paper is organized as follows. In Section 2, we recall basic concepts in random dynamical systems and random invariant manifolds. The framework for our method for reduced filtering is presented in Section 3. In Section 4, we present the nonlinear filtering problem and prove the approximation theorem of the filtering. And then a specific example is tested to illustrate our method in Section 5. Finally, we summarize our work in Section 6.
The following convention will be used throughout the paper: C with or without indices will denote different positive constants (depending on the indices) whose values may change from one place to another.
Preliminaries
In the section, we introduce some notations and basic concepts in random dynamical systems.
2.1. Notation and terminology. B(R n ) stands for the Borel σ-algebra on R n and B(R n ) is the set of all real-valued uniformly bounded Borel-measurable functions on R n . Let C(R n ) denote the set of all real-valued continuous functions on R n , and C Definition 2.1. Let (Ω, F , P) be a probability space, and (θ t ) t∈R a family of measurable transformations from Ω to Ω. We call (Ω, F , P; (θ t ) t∈R ) a metric dynamical system if for each t ∈ R, θ t preserves the probability measure P, i.e., θ * t P = P, and for s, t ∈ R,
Definition 2.2. Let (X, X ) be a measurable space. A mapping
with the following properties is called a measurable random dynamical system (RDS), or in short, a cocycle:
(ii) Cocycle property: ϕ(t, ω) is continuous for t ∈ R, and further satisfies the following conditions
for all s, t ∈ R and ω ∈ Ω.
2.3. Random invariant manifolds ( [3, 20] ). Let ϕ be a random dynamical system on the normed space (X, · X ) . Then we introduce a random invariant manifold with respect to ϕ. A family of nonempty closed sets M = {M(ω)} ω∈Ω is called a random set if for every y ∈ X, the mapping
In the sequel, we consider random sets defined by a Lipschitz continuous graph. Define a function by
Consider the following stochastic slow-fast system
where A and B are n×n and m×m matrices respectively, and the interaction functions f :
Moreover, V, W are mutually independent standard Brownian motions taking values in R n and R m respectively, σ 1 and σ 2 are nonzero real noise intensities, and ε is a small positive parameter representing the ratio of the two time scales. We make the following hypotheses:
(H 1 ) There exists a γ 1 0 such that
where A stands for the norm of the matrix A such that |Ax| A |x| for every x ∈ R n , and A has no eigenvalue on the imaginary axis.
(H 2 ) There exists a γ 2 > 0 such that
and
(H 5 ) There exist two positive constants C f , C g such that
Under the assumptions (H 3 ) and (H 5 ), the system (3) has a global unique solution (x ε (t), y ε (t)), with a given initial value (x 0 , y 0 ). Define the solution operator ϕ ε t (x 0 , y 0 ) := (x ε (t), y ε (t)), and then ϕ ε is a random dynamical system. Introduce two auxiliary systems
So, by [20, Lemma 3.1] , there exist two random variables η, ξ ε such that η(θ
t ω 2 ) solve two above equations, respectively. Set
, and then (x ε ,ȳ ε ) satisfy the following system 
where for ω ∈ Ω,
and α is a positive number satisfying γ 2 − α > L.
Based on the relation between ϕ ε andφ ε , it holds that ϕ ε also has a random invariant manifold
By the same deduction as [5, Theorem 4.4], we could get a reduction system on M ε .
Theorem 3.2. (Reduced system on the random slow manifold) Assume that ε > 0 is sufficiently small and (H 1 )-(H 5 ) hold. Then for the system (3), there exists the following reduced low dimensional system on the random slow manifold:
such that for t > 0 and almost all ω,
) is the solution of the low dimensional system (4) with the initial valuez ε (0) = (x 0 ,ỹ 0 ) and C L,γ 2 ,α > 0 is a constant depending on L, γ 2 and α.
An approximate filter on the slow manifold
In the section we introduce nonlinear filtering problems for the system (3) and the reduced system (4) on the random slow manifold, and then study their relation. 4.1. Nonlinear filtering problems. In the subsection we introduce nonlinear filtering problems for the system (3) and the reduced system (4).
For T > 0, an observation system is given by
where U is a standard Brownian motion independent of V and W . For the observation system r ε , we make the following additional hypothesis: (H 6 ) h is bounded and Lipschitz continuous in (x, y) whose Lipschitz constant is denoted by h Lip .
Under the assumption (H 6 ), r ε is well defined. Denote
and then (Λ ε t ) −1 is an exponential martingale under P. By use of (Λ ε t ) −1 , we can define a probability measure P ε via dP
By the Girsanov theorem for Brownian motions, we can obtain that under the probability measure P ε , r ε is a standard Brownian motion. Rewrite Λ 
, and study the nonlinear filtering problem forx ε . Seth
and thenΛ ε t is an exponential martingale under P ε . Thus, we define the nonnormalized filtering forx ε byρ
Proof. Let us compute E |ρ ε t (1)| −p . By the Hölder inequality, it holds that
. And then it follows from the Jensen inequality that
Thus, the definition ofΛ ε t allows us to obtain that
where the last step is based on the fact that exp −2p
is an exponential martingale under P ε . Similarly, we know that E ε (Λ 
where the constant C > 0 is independent of ε.
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Proof. For φ ∈ C 1 b (R n ), it follows from the Hölder inequality that
In the following, we estimate E ε |ρ
Based on the definitions of ρ ε t (φ),ρ ε t (φ) and the Jensen inequality, it holds that
First, we deal with I 1 . By the Hölder inequality, it holds that
where the last step is based on Theorem 3.2 and the fact that the process exp 4p
Next, for I 2 , we know that
Note that by the Itô formula, Λ ε t andΛ ε t satisfy the following equations, respectively,
Thus, by BDG inequality and the Hölder inequality it holds that
For I 21 , by the similar deduction to I 1 we have
].
And for I 22 , it follows from the bounded property of h that
So,
The Gronwall inequality leads us to obtain that
Furthermore,
Finally, combining (5) with (6)and (7), we have that
and then
This proves the lemma. Now, we are ready to state and prove the main result in the paper. First, we give out two concepts used in the proof of Theorem 4.5. φ(x n ) = φ(x), ∀φ ∈ M, for some x, x n ∈ R n , implies that lim
is convergence determining for the topology of weak convergence of probability measures, if µ n and µ are probability measures on B(R n ), such that lim n→∞ R n φ dµ n = R n φ dµ for any φ ∈ N, then µ n converges weakly to µ. 
Thus, for the distance d(·, ·) in the space of probability measures that induces the weak convergence, the following approximation holds:
This means the filter for the low dimensional system on the random slow manifold approximates the original filter in this distance d(·, ·).
To complete the proof, we only consider E ε |z ε (0) −z ε (0)| 8p . By the Hölder inequality, it holds that
By simple calculations, we obtain that
where the last step is based on the fact that exp −16p
is an exponential martingale under P. Thus,
Next, we know that there exists a countable algebra {φ i , i = 1, 2, · · · } of C 1 b (R n ) that strongly seperates points in R n . Thus, it follows from Theorem 3.4.5 in [4] that {φ i , i = 1, 2, · · · } is convergence determining for the topology of weak convergence of probability measures. For two probability measures µ, τ on B(R n ), define
Then d is a distance in the space of probability measures on B(R n ). Since {φ i , i = 1, 2, · · · } is convergence determining for the topology of weak convergence of probability measures, d induces the weak convergence. The proof is complete.
Numerical experiments
In this section, we present an example to illustrate our filtering method on a random slow manifold.
Consider the following slow-fast stochastic system
sin(y ε ) + 0.01V ,
where
sin y and g(x, y) = 1 4 cos x. It is easy to justify that A, B, f, g satisfy (
. Then the system (8) has a unique solution (x ε , y ε ), which generates a random dynamical system ϕ ε . Introduce the following two auxiliary systems dη = ηdt + 0.01dV,
Then two equations have the following stationary solutions, respectively,
and then (x ε ,ȳ ε ) solve the following equation
Thus, by Theorem 3.1, we can get the following random invariant manifold for (x ε ,ȳ ε )
By (9) , it holds that ϕ ε has a random invariant manifold
Thus, one can obtain the following reduced one dimensional system on M ε (ω)
. Next, the observation system is given by
where h(x, y) = arctan(x). And h(x, y) satisfies (H 6 ).
To facilitate numerical simulation, we make some preparations. First, note that
Here Y 0 , Y 1 satisfy the following equations, respectively,
Second, note that 
