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We consider an extension of the gauge-xing procedure in the framework of
the Lagrangian supereld BRST and BRST-antiBRST quantization schemes
for arbitrary gauge theories, taking into account the possible ambiguity in the
choice of the supereld antibracket. We show that this ambiguity is xed by
the algebraic properties of the antibracket and the form of the BRST and
antiBRST transformations, realized in terms of superspace translations. The
Ward identities related to the generalized gauge-xing procedure are obtained.
1. Introduction
Much attention has been paid recently to setting up a superspace framework for gauge
theory quantization (see, e.g., [1, 2, 3]). The inspiration for these studies is provided by
the interpretation of the BRST [4] and antiBRST [5] symmetries in terms of superspace
translations, rst realized for theories with a gauge group [6].
In the papers [2, 3], a supereld Lagrangian formalism for arbitrary gauge theories was
proposed. Namely, [2] provides a supereld description of the BV formalism [7], based on
the BRST symmetry, while [3] is a supereld form of the Sp(2) covariant scheme [8], based
on the extended BRST symmetry (including BRST and antiBRST transformations).
The superspace framework [2, 3] is based on a choice of gauge-xing that allows one
to combine the variables of the quantum theory into supervariables. These supervariables
are applied to introduce superspace counterparts of the basic ingredients of the original
schemes [7, 8], i.e. the antibracket and its generating operator. Along with these ingredi-
ents, a crucial role in the supereld formalism belongs to a set of operators that generate
the transformations of supervariables related to superspace translations. The (extended)
BRST symmetry is realized as the transformations generated by these new operators,
accompanied by the transformations induced by the antibracket.
Because the supervariables contain an extended set of eld components, in comparison
with the set of eld-antield variables [7, 8], they can be used to construct dierent
algebraic structures similar to the antibracket. This raises a natural question of a possible
ambiguity in a supereld description of the quantization rules [7, 8] along the lines of [2, 3].
This question is related to generalizations of the supereld approach [2, 3], respecting the
principle of the gauge-independence of the S-matrix.
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In reference with such generalizations, it is relevant to take into account an extension
of the original BV and Sp(2) covariant schemes proposed in [9, 10, 11]. Namely, it was
demonstrated that a possible way of extending the BV formalism and the Sp(2) covariant
approach, in a manner respecting the gauge-independence of the S-matrix, is to impose
the gauge with the help of a special generating equation for the action of gauge-xing.
In this paper, we generalize the supereld approach [2, 3] along the lines of [9, 10, 11],
taking into account the possible ambiguity in the choice of the supereld antibracket,
respecting the superalgebra satised by the operators generating the antibracket and
superspace translations [2, 3]. We demonstrate that the form of the antibracket is xed by
the superalgebra [2, 3], with allowance for the requirement of (extended) BRST symmetry,
encoding the gauge-independence of the S-matrix. The compatible form of the antibracket
is limited to its representations found in [2, 3].
The resulting quantization formalism provides an extension of the gauge-xing proce-
dures used in the original BV and Sp(2) covariant schemes [7, 8], which is exemplied by
a generalized form of the Ward identities. At the same time, the present generalization
of the approach [2, 3] can be regarded as a supereld description of the studies [9, 11].
The paper is organized as follows. In Sections 2, 3, we present the generalization of the
supereld formalism [2, 3] and discuss the corresponding transformations of (extended)
BRST symmetry. In Section 4, we use these transformations to derive the Ward identities
and prove the gauge independence of the S-matrix. In Section 5, we discuss the relation
of the generalized supereld formalism to the quantization schemes [2, 3, 7, 8, 9, 11].
We apply the conventions used in [2, 3]. Integration over supervariables is assumed
as integration over their components. Derivatives with respect to (super)elds are taken
from the right (unless otherwise specied), while those with respect to (super)antields
and supersources are taken from the left. At the classical level, we consider an arbitrary
gauge theory, implying the well-known structure of the space of elds φA, ε(φA) = εA,
given by [7].
2. Generalized Superfield BRST Quantization
In this section, we shall generalize the procedure of supereld BRST quantization [2]. We
begin by introducing a superspace (xµ, θ), where xµ are space-time coordinates, and θ is
an anticommuting coordinate. Let A(θ) be a set of superelds A(θ), associated with




A) = εA + 1, and satisfying the boundary condition
A(θ)jθ=0 = φA. (2.1)








W (, ) + X(, ) + S0(, )
]}
, (2.2)

















In (2.2), we have used a functional ρ(), which denes the weight of integration over






Besides, we have introduces the functional
S0(, 




Notice that integration over the anticommuting coordinate θ is dened as follows:∫
dθ = 0,
∫
dθ θ = 1,
which implies that any function f(θ)







′ − θ)f(θ′), δ(θ′ − θ) = θ′ − θ
















where derivatives with respect to θ are taken from the left.
In (2.3), (2.4), we have used the notations , ~ for Fermionic operators of the form
 =  +
i
h
V, ~ = − i
h
U, (2.7)
where U , V are rst-order dierential operators, assumed to have the properties of nilpo-
tency and anticommutativity
U2 = 0, V 2 = 0, UV + V U = 0, (2.8)
whereas  is a second-order dierential operator subject to the algebraic conditions
2 = 0, U + U = 0, V + V  = 0. (2.9)
With allowance for (2.7), equations (2.3), (2.4) can be recast in the equivalent form
1
2
(W, W ) + V W = ihW, (2.10)
1
2
(X, X)− UX = ihX, (2.11)
where ( , ) denotes an antibracket dened by the action of the operator  on the product
of arbitrary functionals F , G
(F, G) = (−1)ε(F )(FG)− (−1)ε(F )(F )G− F (G). (2.12)
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The antibracket possesses the properties
ε((F, G)) = ε(F ) + ε(G) + 1,
(F, G) = −(−1)(ε(F )+1)(ε(G)+1)(G, F ),
D(F, G) = (DF, G)− (F, DG)(−1)ε(F ), (2.13)
(F, GH) = (F, G)H + (F, H)G(−1)ε(G)ε(H), (2.14)
((F, G), H)(−1)(ε(F )+1)(ε(H)+1) + cycle (F, G, H)  0, (2.15)
where D = (, U, V ).
Notice that (2.13) is a consequence of (2.9) and (2.12). The property (2.14) follows
from the fact that  in (2.12) is a second-order dierential operator, while the Jacobi
identity (2.15) follows from (2.9){(2.14).
With allowance for (2.8), (2.9), (2.13), the operators , ~, dened by (2.7), possess
the properties
2 = 0, ~2 = 0, ~ + ~ = 0
and
(F, G) = ( F, G)− (F, G)(−1)ε(F ),
~(F, G) = ( ~F, G)− (F, G(−1)ε(F ).
To nd a manifest realization of equations (2.3), (2.4), or, equivalently, (2.10), (2.11),
we shall assume that U and V are identied with the operators which generate the trans-







































= (−1)εA+1δ(θ′ − θ)δBA .
As a consequence, the manifest form (2.16) implies the required algebraic properties (2.8).
Let us now construct an operator  satisfying the conditions (2.9). For this purpose,
we consider the class of Fermionic dierential operators of second-order, such that the
4








Consider the subclass of θ-local functionals with the integrands constructed from various
combinations of θ, ∂
∂θ
, and the derivatives (2.17), where summation over the indices A
is assumed. Notice that the analysis of such expressions is simplied with the help of
integration by parts and the use of the anticommutator fθ, ∂
∂θ
g = 1. The specied subclass
contains only one linearly independent operator satisfying the conditions (2.9) imposed





















(−1)εA+1 − (−1)(ε(F )+1)(ε(G)+1)(F $ G)
}
. (2.19)
From the set of generating equations (2.10), (2.11), given in terms of the manifestly
specied ingredients U , V , , ( , ), it follows that the integrand in the vacuum functional
(2.2) is invariant under the transformations of global supersymmetry
δA(θ) = µUA(θ) + (A(θ), X −W )µ,




A(θ), X −W )µ, (2.20)
with an anticommuting parameter µ.
Let us analyse the variation of the integrand in the vacuum functional (2.2) with
respect to the transformations (2.20). To examine the change of the exponential in (2.2),
we notice that
δ(W + X + S0) = µ
(
(W, W )− (X, X) + (U + V )(W + X) + (S0, W −X)
)
. (2.21)
To examine the change of the integration measure in (2.2), we observe that the weight
functional ρ() (2.5) is invariant under the transformations (2.20), δρ() = 0, while the
corresponding Jacobian J has the form
J = exp(2µW − 2µX). (2.22)
Denote by I the integrand in (2.2). Then, with allowance for (2.10), (2.11), (2.21) and
(2.22), its variation δI with respect to the transformations (2.20) is given by
δI = ih−1µI
(
(U − V )(W −X) + (S0, W −X)
)
. (2.23)
Taking into account the explicit form of the operators U , V and the antibracket ( , ),
given by (2.16), (2.19), we observe the identity
(S0, F ) = (V − U)F,
where F is an arbitrary functional. Therefore, according to (2.23), we nd δI = 0, and
the integrand in (2.2) is actually left invariant by the transformations (2.20). The trans-
formations (2.20) are the transformations of BRST symmetry in the supereld formalism
with the gauge xed by a solution of the generating equation (2.11).
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3. Generalized Superfield BRST–antiBRST Quanti-
zation
Consider now a generalization of the supereld BRST-antiBRST quantization [3]. To this
end, we shall introduce a superspace with coordinates (xµ, θa), where xµ are space-time
coordinates, and θa (a = 1, 2) are anticommuting coordinates. Let us consider superelds
A(θ), ε(A) = εA, subject to the boundary condition (2.1), and supersources A(θ)
possessing the same Grassmann parity, ε(A) = εA. Let us dene the vacuum functional








W (, ) + X(, ) + S0(, )
]}
, (3.1)


































where raising and lowering the Sp(2) indices is carried out by the rule θa = εabθb, θa =
εabθ
b, with εab being a constant antisymmetric tensor, ε12 = 1. The above denitions
imply that any function f(θ)










d2 θ0 δ(θ0 − θ)f(θ0), δ(θ0 − θ) = (θ0 − θ)2
















where derivatives with respect to θa are taken from the left.
In (3.2), (3.3), we have used the notations a, ~a for doublets of Fermionic operators
of the form
a = a +
i
h
V a, ~a = a − i
h
Ua, (3.6)
where Ua, V a are rst-order dierential operators, assumed to have the properties of
nilpotency and anticommutativity
UfaU bg = 0, V faV bg = 0, V aU b + U bV a = 0, (3.7)
while a is a doublet of second-order dierential operators subject to
fabg = 0,
faV bg + V fabg = 0,
faU bg + Ufabg = 0, (3.8)
with symmetrization over Sp(2) indices in (3.7), (3.8) introduced according to AfaBbg =
AaBb + AbBa.




(W, W )a + V aW = ihaW, (3.9)
1
2
(X, X)a − UaX = ihaX, (3.10)
where ( , )a denotes an extended antibracket dened by the action of the operator doublet
a on the product of arbitrary functionals F , G
(F, G)a = (−1)ε(F )a(FG)− (−1)ε(F )(aF )G− F (aG). (3.11)
The extended antibracket possesses the properties1
ε((F, G)a) = ε(F ) + ε(G) + 1,
(F, G)a = −(−1)(ε(F )+1)(ε(G)+1)(G, F )a,
Dfa(F, G)bg = (DfaF, G)bg − (F, DfaG)bg(−1)ε(F ), (3.12)
(F, GH)a = (F, G)aH + (F, H)aG(−1)ε(G)ε(H),
((F, G)fa, H)bg(−1)(ε(F )+1)(ε(H)+1) + cycle (F, G, H)  0,
where Da = (a, Ua, V a).
With allowance for (3.7), (3.8), (3.12), the operators a, ~a, dened by (3.6), possess
the properties
fa bg = 0, ~fa ~bg = 0, fa ~bg + ~fa bg = 0,
and
fa(F, G)bg = ( faF, G)bg − (F, faG)bg(−1)ε(F ),
~fa(F, G)bg = ( ~faF, G)bg − (F, faG)bg(−1)ε(F ).
1These relations are analogous to the properties (2.13)–(2.15) of the previous section.
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To nd a manifest realization of equations (3.2), (3.3), or, equivalently, (3.9), (3.10),
we shall assume that Ua and V a are identied with the operators which generate the
transformations of supervariables induced by the translations θa ! θa + µa with respect










































′ − θ)δBA .
As a consequence, the manifest form (3.13) implies the required algebraic properties (3.7).
An explicit form of the extended operator a with the properties (3.8) is not unique.
Consider the class of Fermionic second-order dierential operators such that the entire








In the specied class, there exist only two linearly independent Sp(2) doublets having the
form of θ-local functionals2 and possessing the algebraic properties (3.8) of the extended
delta-operator. Because of an additional property of anticommutativity with each other,
these operators span a two-dimensional linear space of operators possessing the properties
of a. The basis elements a1, 
a








































, assuming summation over the indices A. Notice that the analysis of such expressions
is simplified with the help of integration by parts and the use of the anticommutator fθa, ∂∂θb g = δab .
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(−1)εA − (−1)(ε(F )+1)(ε(G)+1)(F $ G)
}
. (3.17)
We dene the transformations of extended BRST symmetry as the following transfor-
mations of global supersymmetry:
δA(θ) = µaU
aA(θ) + (A(θ), X −W )aµa,
δ A(θ) = µaV
a A(θ) + (A(θ), X −W )aµa, (3.18)
providing a straightforward generalization of BRST transformations (2.20), given in the
previous section. Before the introduction of transformations (3.18), the manifest form of
the extended antibracket (3.16) has no obvious advantage over (3.17). It can be shown,
nevertheless, that (3.16) is compatible with the given form of extended BRST symmetry,
while (3.17) is not.
Let us examine the variation of the integrand in the vacuum functional (3.1) with
respect to the transformations (3.18). To this end, notice that in both cases of the
antibracket realization, (3.16), (3.17), we have
δ(W + X + S0)=µa
(
(W, W )a − (X, X)a + (Ua + V a)(W + X) + (S0, W−X)a
)
, (3.19)
while the weight functional ρ() (3.4) is invariant under these transformations, δρ() = 0,
and the Jacobian J has the form
J = exp(2µa
aW − 2µaaX), (3.20)
where the operator a corresponds to the choice of the antibracket.
Denote by I the integrand in the vacuum functional (3.1). Then, with allowance for
(3.9), (3.10), (3.19) and (3.20), its variation δI with respect to (3.18) is given by
δI = ih−1µaI
(
(Ua − V a)(W −X) + (S0, W −X)a
)
. (3.21)
The invariance of the integrand depends on a manifest choice of the extended an-
tibracket. Thus, in the case of the antibracket (3.16) the condition δI = 0 is satised in
accordance with the identity
(S0, F )
a = (V a − Ua)F,
where F is an arbitrary functional. At the same time, in the case of the antibracket (3.17)
we have
(S0, F )
a 6 (V a − Ua)F,
and therefore, according to (3.21), the integrand in (3.1) is not invariant under the trans-
formations (3.18) without imposing additional restrictions on the functionals W and X.
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4. Gauge Independence and Ward Identities
In this section, we shall investigate the consequences implied by the transformations of
(extended) BRST symmetry (2.20), (3.18). Namely, we shall apply these transformations
to obtain the corresponding Ward identities and prove the gauge-independence of the
S-matrix in the framework of the generalized supereld quantization.
The study of gauge-dependence is based on the equivalence theorem [12] stating that
the gauge-independence of the S-matrix is ensured by the independence of the vacuum
functional under small gauge variations. Let us examine the gauge-dependence of the
vacuum functional Z (2.2). Note, rst of all, that any admissible variation δX of the
gauge-xing functional X should satisfy the equation
(X, δX)− UδX = ihδX,
which can be recast in the form
Q^(X)δX = 0. (4.1)
In (4.1), we have introduced a nilpotent operator Q^(X),
Q^(X) = B^(X)− ih ~, Q^2(X) = 0.
Here, B^(X) stands for an operator acting by the rule
(X, F )  B^(X)F








The nilpotency of the operator Q^(X) implies that any functional of the form
δX = Q^(X)δΨ,
with δΨ being an arbitrary Fermionic functional, obeys equation (4.1). Furthermore, by
analogy with the theorems proved in [8], one can establish the fact that any solution of
(4.1), vanishing when all the variables entering δX are equal to zero, has the form (4.2)
with a certain Fermionic functional δΨ.
Let ZX  Z be the vacuum functional (2.2) corresponding to the gauge condition
chosen as the functional X. In the vacuum functional ZX+δX we shall perform the change
of variables (2.20) with µ = µ(, ), accompanied by an additional change,
δA = (A, δY ), δA = (

A, δY ), ε(δY ) = 1,












In (4.2), we have denoted
δX1 = 2
(









ZX+δX = ZX ,
which means that the vacuum functional and the S-matrix in the generalized supereld
BRST formalism do not depend on the gauge.
To derive the Ward identities related to the BRST transformations (2.20), we shall









W (0, 0) + X(0, 0) + (0 − )0
]}
, (4.3)
which is identical with the vacuum functional (2.2) in the case of vanishing super-antields,
Z(0) = Z.
In (4.3), we shall make a change of the integration variables in the form of the BRST










Z() = 0, (4.4)























We now generalize the above considerations to the case of extended BRST symmetry.
Let us examine the gauge-dependence of the vacuum functional Z (3.1), using the an-
tibracket (3.16) and the corresponding delta-operator (3.14), which provide the invariance
of the integrand (3.1) under the transformations of extended BRST symmetry (3.18).
Notice that any admissible variation δX of the gauge functional X must satisfy the
equation
(X, δX)a − UaδX = ihaδX,
which can be recast in the form
Q^a(X)δX = 0. (4.6)
In (4.6), we have introduced an operator Q^a(X) possessing the property of generalized
nilpotency,
Q^a(X) = B^a(X)− ih ~a, Q^fa(X)Q^bg(X) = 0, (4.7)
where B^a(X) stands for an operator acting by the rule
(X, F )a  B^a(X)F
11














parameterized by an arbitrary Boson δF , satises (4.6). By analogy with the theorems
proved in [8], one can establish the fact that any solution of (4.6), vanishing when all the
variables entering the functional δX are equal to zero, has the form (4.8) with a certain
Bosonic functional δF .
Denote by ZX  Z the vacuum functional (3.1) corresponding to the choice of gauge
conditions in the form of the functional X. In the vacuum functional ZX+δX we rst
perform the change of variables (3.18), with µa = µa(, ), and then the additional
change of variables
δA = (A, δYa)
a, δ A = (A, δYa)
a, ε(δYa) = 1,















a − UaδYa − ihaδYa
)
= 2Q^a(X)δYa .





Then we nd that δX + δX1 = 0 and conclude that the relation ZX+δX = ZX holds
true. Therefore, the vacuum functional and the S-matrix in the generalized supereld
BRST-antiBRST quantization do not depend on the gauge.
To derive the Ward identities corresponding to the extended BRST symmetry trans-
formations (3.18), we shall introduce a generating functional of Green’s functions, Z(),
dened as the path integral
Z() =
∫





W (0, 0) + X(0, 0) + (0 − )0
]}
, (4.9)
identical with the vacuum functional (3.1) in the case of vanishing supersources, Z(0) = Z.
In (4.9), we shall make a change of the integration variables in the form of extended
























where hF (0, 0)i stands for the expectation value
hF (0, 0)iZ() =
∫





W (0, 0) + X(0,0) + (0 − )0
]}
of an arbitrary functional F (0, 0).
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5. Discussion
In this paper, we have presented a generalization of the supereld Lagrangian formalism
[2, 3] for arbitrary gauge theories on the basis of xing the gauge with the help of special
generating equations, (2.11), (3.10).
The present approach takes into account the possible ambiguity in the form of the
supereld antibracket, respecting the algebraic properties of its generating operator (2.9),
(3.8). In the case of BRST symmetry (Section 2), the antibracket is xed (2.19) by the
properties (2.9), which leads to the BRST transformations (2.20). In the case of extended
BRST symmetry (Section 3), the antibracket is xed (3.16) by the properties (3.8), with
allowance for the requirement of extended BRST symmetry (3.18), being a straightforward
generalization of (2.20). In this respect, we should emphasize the remarkable similarity
between the relations of Sections 2 and 3, with the formal dierence in most of the cases
concerning only the presence of Sp(2) indices.
The formalism given in Section 2 provides an extension of the supereld BRST quan-
tization [2] in the part of gauge-xing. Indeed, the operators U , V ,  and the antibracket
( , ), given by (2.16), (2.18), (2.19), coincide with the corresponding ingredients of the
approach [2]. At the same time, any functional
X() = UΨ(),
parameterized by an arbitrary Fermion, Ψ = Ψ(), satises the generating equation
(2.11). This solution coincides with the action of gauge-xing used in [2].
Let us analyse the component form of the supereld prescription given in Section 2,
with the purpose of establishing its relation to other quantization schemes. The compo-
nent form of the superelds A(θ) and super-antields A(θ) is given by
A(θ) = φA + λAθ, A(θ) = φ

A − θJA,
ε(φA) = ε(JA) = εA, ε(φ

A) = ε(λ
A) = εA + 1.






− (−1)(ε(F )+1)(ε(G)+1)(F $ G) ,





coincide with the corresponding ingredients of the BV formalism. The operators U , V in
(2.16) are given by
U = −(−1)εAλA δl
δφA
,
V = −JA δ
δφA
. (5.2)
Taking into account the component form of the integration measure in (2.2)
d d ρ() = dφ dφ dλ dJ δ(J),
















where integration over JA has been carried out, which places the functionals W , X on the
surface JA = 0. The functionals W = W (φ, φ
, λ), X = X(φ, φ, λ) satisfy their respective
generating equations (2.10), (2.11), restricted to JA = 0. The given restriction does not
aect the form of (2.11), whereas (2.10) simplies to the equation that determines the
quantum action in the BV approach,
1
2
(W, W ) = ihW, (5.4)
since the operator V in (5.2) vanishes on the surface JA = 0.
The generating functional of Green’s functions (4.3), corresponding to the vacuum








W (φ0, φ0, λ0)+X(φ0, φ0, λ0)+(φ0 − φ)λ0+Jφ0
]}
, (5.5)
where the variables JA acquire the meaning of sources to the elds φ
A. The functional













Taking into account the antibracket and delta-operator (5.1), entering equation (5.4),
one can restrict the consideration to functionals W independent of λA, thus supposing












There is a close connection between the above path integral and the vacuum functional
[9] proposed to modify the gauge-xing procedure within the BV formalism. In [9], it was









W (φ, φ) + X(φ, φ, λ)
]}
(5.8)
satisfy the generating equation (5.4) of the BV formalism, then (5.8) does not depend
of X. By virtue of (5.4) and the component form (5.2) of the operator U , one can see
that the functional X 0 = X−φAλA satises the generating equation (2.11), and therefore
in terms of X 0, the path integral (5.7) coincides with the vacuum functional (5.8). This
implies that the quantization scheme of Section 2 can be considered as a supereld form
of the prescription (5.8) proposed in [9].
Let us demonstrate that the vacuum functional (5.7), equivalent to (5.8), provides
an extension of the BV formalism in terms of gauge-xing. Indeed, the quantum action
W = W (φ, φ) satises the generating equations (5.4) of the BV formalism. At the same
time, as we have mentioned above, the gauge functional X() = UΨ() satises (2.11).
Owing to the component form (5.2) of the operator U , with the functional Ψ chosen to
be independent of the variables λA, the functional




coincides with the action of gauge-xing applied by the BV formalism in the case of gauge
conditions depending on the elds φA, whereas the variables λA acquire the meaning of
Lagrange multipliers introducing the gauge. In the particular case of the gauge-xing
functional X = X(φ, λ), the Ward identities (5.6) for the corresponding generating func-





As is well-known, the form of the Ward identities (5.9) in the BV approach is not
sensitive to the choice of gauge-xing and its dependence on the eld-antield variables
(φA, φA). By comparison of (5.6) and (5.9), we can see that xing the gauge by equation
(2.11) actually introduces an extension of the gauge-xing procedure used in the BV
formalism.
The approach of Section 3 provides a generalization of the supereld BRST-antiBRST
quantization [3] in the part of gauge-xing. Indeed, the operators Ua, V a, a and the
extended antibracket ( , )a, given by (3.13), (3.14), (3.16), are identical with the corre-






parameterized by an arbitrary Boson F = F (), satises the generating equation (3.10).
This solution coincides with the action of gauge-xing used in [3].
Let us analyse the component form of the supereld prescription given in Section 3 with
the purpose of establishing its relation to other quantization schemes. The component
form of the superelds A(θ) and supersources A(θ) is given by
A(θ) = φA + piAaθa + λ
Aθ2, A(θ) = φA − θaφAa − θ2JA,
ε(φA) = ε(λA) = ε( φA) = ε(JA) = εA, ε(pi
Aa) = ε(φAa) = εA + 1.

















− (−1)(ε(F )+1)(ε(G)+1)(F $ G) (5.11)

















The antibracket and delta-operator (5.10), (5.12) coincide with the corresponding ingre-
dients of the (modied) triplectic formalism [10, 11], while (5.11), (5.13) are identical
with those of the Sp(2) covariant approach [8]. The operators Ua, V a in (3.13) have the
representation












Taking into account the component form of the integration measure in (3.1)
d d ρ() = dφ dφdpi dφdλ dJ δ(J)

















where integration over JA has been carried out, thus placing the functionals W , X on the
surface JA = 0. The functionals W = W (φ, φ
, φ, pi, λ), X = X(φ, φ, φ, pi, λ) satisfy the
generating equations (3.9), (3.10), restricted to JA = 0, where it has been assumed that
the corresponding antibracket and delta-operator are chosen in the form (5.10), (5.12),
which guarantees the gauge-independence of the S-matrix. The restriction JA = 0 does
not aect the form of (3.10), whereas (3.9) is transformed to a similar equation with the
operator V a (5.14) replaced by a truncated one,




The generating functional of Green’s functions (4.9), corresponding to the vacuum
functional (5.15), is given by
Z(J, φ, φ)=
∫





W +X+(φ0 − φ)pi0+(φ0 − φ)λ0+Jφ0
]}
, (5.17)
where W , X depend on the integration variables. The functional Z = Z(J, φ, φ) satises























Taking into account the antibracket (5.10), the delta-operator (5.12), and the trun-
cated operator V a (5.16), entering the equation that determines the quantum action in
(5.15), one can restrict the consideration to functionals W independent of λA, thus sup-













There is a close connection between the above path integral and the vacuum functional
of the modied triplectic approach [11]
Z =
∫









proposed to extend the gauge-xing procedure of the Sp(2) covariant formalism [8]. In
(5.20), W obeys the same equation that is satised by the quantum action in (5.19),
while X is a gauge-xing functional satisfying (3.10), with Ua in (5.14) replaced by the
truncated operator (corresponding to λA = 0)




In [11], it was demonstrated that the vacuum functional (5.20) does not depend on the
choice of X. It is easy to see that the functional X 0 = X − φAλA obeys the generating
equation (3.10), with the complete operator Ua (5.14), and therefore in terms of X 0, the
path integral (5.19) is identical with the vacuum functional (5.20). This means that the
quantization scheme of Section 3 can be considered as a supereld form of the prescription
(5.20) proposed in [11]
Let us show that the vacuum functional (5.19), equivalent to (5.20), provides an ex-
tension of the gauge-xing procedure used in the Sp(2) covariant formalism [8]. For this
purpose, we restrict the consideration to the subclass of functionals W in (5.19) chosen




thus supposing W = W (φ, φ, φ), where the set of variables (φA, φAa, φA) is identical
with the eld-antield variables of the Sp(2) covariant formalism. The restriction (5.22)
simplies the corresponding equation for W . Namely, in (3.9) one replaces the antibracket
and delta-operator by (5.11), (5.13), respectively. Taking into account the truncated
operator V a (5.16), substituted into (3.9) in the given case, we nd that the equation for
W = W (φ, φ, φ) coincides with the equation that determines the quantum action in the













As mentioned above, the gauge functional X() = 1
2
εabU
aU bF () satises (3.10). Owing
to the component form (5.14) of the operator Ua, with the functional F chosen to be
independent of the variables (piAa, λA), the functional









coincides with the action of gauge-xing applied by the Sp(2) covariant formalism in the
case of gauge conditions depending on the elds φA, where (piAa, λA) acquire the meaning
of auxiliary gauge-xing variables. In the specied case of the gauge-xing functional
X = X(φ, pi, λ), the Ward identities (5.18) for the corresponding generating functional of








Notice that the form of the Ward identities (5.24) in the Sp(2) covariant approach
is not sensitive to the choice of gauge-xing and its dependence on the eld-antield
variables (φA, φAa, φA). By comparison of (5.18) and (5.24), we can see that xing the
gauge by equation (3.10) actually introduces an extension of the gauge-xing procedure
used in the Sp(2) covariant approach.
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