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RESUMO
O estudo da sincronização em redes neuronais tem revelado importantes aspectos 
como caso especial, a sincronização de rajadas de disparos dos potenciais de ação de 
uma rede neuronal, chamada de bursting synchronization, ou sincronização de bursts. 
Esse tipo de sincronização tem sido associada a patologias, como epilepsias e mal de 
Parkinson. Portanto, controlar estes rítmos indesejáveis é um objetivo de grande 
interesse. Nos últimos anos técnicas foram desenvolvidas para suprimir esse tipo de 
sincronização. Neste trabalho consideraram-se redes de 100, 1000 e 10000 sítios, 
cada sítio representando um neuônio, para realizar o estudo do comportamento 
dinâmico dessas redes com o mapa de Rulkov. A sincronização dessas redes foi 
alcançada acoplando seus sítios. O tipo de acoplamento usado foi o acoplamento 
global, via campo médio, no qual considera-se que cada sítio da rede conecta-se com 
todos os demais. Após a sincronização das redes ser atingida estaremos interessados 
em métodos que possam suprimir o estado sincronizado. Analisou-se a eficiência de 
dois métodos empregados para suprimir a sincronização em redes neuronais.
Palavras chave: sincronização, sincronização de bursts, supressão.
ABSTRACT
The study of synchronization in neuronal networks has revealed important aspects, 
as a special case, the synchronization of firing of action potentials of a neuronal 
network, called Bursting Synchronization. This type of synchronization in neuronal 
networks, has been associated with diseases such as epilepsy and Parkinson’s disease. 
Once the synchronization of neuronal networks is related to diseases, to control these 
undesirable rhythms is a goal of great interest. In recent years techniques have been 
developed to suppress this kind of synchronization. In this work it was considered 
neuronal networks of 100, 1000 and 10000 sites, each site representing a neuron . The 
dynamic behavior of these networks was simulated with the map of Rulkov and the 
synchronization of these networks was achieved by coupling the network sites. The 
type of coupling used was the global coupling, via mean field in which it is assumed 
that each site of the network connects to the other. Once synchronization is 
warranted, we are interested in suppressing the synchronized state. We analized the 
efficiency of the two methods to suppress neural network synchronization.
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Capítulo
Introdução
Entender como os neurônios se organizam no cerebro humano pode ser a chave para 
o tratam ento de doenças neurodegenerativas como mal de Parkinson e Alzheimer, e epi­
lepsias. Com este objetivo simulações do comportamento dinâmico de neuronios tem sido 
realizadas, utilizando modelos que descrevem aproximadamente a dinâmica dos disparos 
do potencial de açõo1. Sabe-se que os neuronios podem conectar-se uns aos outros por 
meio das sinapses2, essas podem ser de origem eletrica (impulsos eletricos) ou de origem 
química (por meio de uma substância mediadora). Atraves das sinapses os neurânios for­
mam redes. Tendo esses fatores em vista e conveniente estudar o comportamento global 
dos neurâonios.
As redes neuronais podem ter morfologias diversas e muito complexas. Imagens de res­
sonância magnetica indicam que em algumas areas do cerebro os neuronios se organizam 
de maneira semelhante à uma rede livre de escala [1]. Tal rede foi proposta por Barabasi e 
Albert[2 ], nessa rede os novos sítios adicionados ligam-se preferencialmente aos sítios com 
maior conexao. Este comportamento determina que o número de conexoes entre os sítios 
apresenta uma dependencia estatística, na qual poucos sítios possuem muitas conexoes 
e muitos sítios possuem poucas conexoes. Os sítios com muitas conexoes sõo as vezes 
referidos como hubbs, esse tipo de rede pode estar presente em varios sistemas, como as 
redes de computadores e as redes de relacoes sexuais humanas [3]. Considerando uma pe­
quena area do córtex cerebral, em que os neuronios estao altam ente conectados, e possível 
simular que os neuronios formam uma rede completa, ou seja, cada neuronio conecta-se 
com os demais neuronios da rede. Levando este fato em consideracõo, simulacões com 





Doenças neurodegenerativas, como o mal de Parkinson, sao doenças que atacam  os 
sistemas cerebrais responsáveis pelos movimentos, os sistemas ganglio-basais [7]. Em tra ­
balhos recentes, observou-se que os circuitos dos gânglios basais de pacientes com mal de 
Parkinson apresentam sincronização excessiva e atípica dos neurânios [8]. Este fato tem 
motivado a pesquisa sobre sincronizacao em redes neuronais. Observou-se, por meio de 
simulaçcãoes com alguns modelos que descrevem o comportamento de um neurâonio, que 
em uma rede neuronal pode ocorrer a sincronizacão de rajadas de disparos do potencial 
de acao dos neurônios, se as conexoes entre esses for suficientemente forte. Ha modelos 
matemáaticos que descrevem neurâonios que apresentam uma sequâencia de disparos do po­
tencial de acao [4][9]. Tais rajadas de disparos sao denominadas de bursts. A sincronizacão 
das rajadas de disparos e conhecida na literatura por sincronização de bursts ou bursting 
synchronization[4).
Uma vez que a sincronizacao de redes neuronais esta relacionada a doenças neurode­
generativas, pesquisas tem sido realizadas na tentativa de encontrar metodos que possam 
suprimir essa sincronizacao. Tecnicas de estimulacao cerebral tem  sido testadas, essas 
tecnicas são conhecidas por Deep Brain Stimulation  - DBS [8]. A estimulacao cerebral 
geralmente consiste na estimulaçao eletrica de neuronios, por meio de microeletrodos ou 
marcapassos cerebrais. Esses dispositivos enviam impulsos eletricos a area afetada.
Pesquisas relataram  que pacientes com mal de Parkinson tiveram uma significativa 
diminuicao dos tremores característicos atraves da estimulacao eletrica em regiães do 
córtex cerebral [8 ]. Beuter et. al mediram a frequencia dos tremores em pacientes com 
mal de Parkinson utilizando um laser de helio-neonio. Estimularam eletricamente areas 
do cortex cerebral desses pacientes, atraves da implantacão de sondas quadripolares, e 
mediram novamente a frequencia dos tremores. Atraves desse procedimento observaram 
uma expressiva diminumão da frequencia dos tremores associadas ao mal de Parkinson 
[8].
Tendo em vista esses resultados, e possível simular a estimulação cerebral em redes 
neuronais que apresentam um comportamento patoláogico. Afim de reproduzir esse com­
portam ento busca-se a sincronizaçcãao de uma rede de neurâonios acoplando-os, com uma 
intensidade suficientemente forte. A partir do momento que a rede esta sincronizada 
o práximo passo e verificar se os neuronios dessincronizam devido a acão de correntes 
externas. As correntes externas fazem o papel da estimulacao cerebral.
Primeiramente, simula-se o comportamento dinâamico de um neurâonio por meio de um 
modelo matemaático que apresenta rajadas de disparos de potencial de açcãao, em seguida, 
os neurâonios sãao acoplados de acordo com alguma foármula matemáatica. O modelo mais
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simples de acoplamento entre neurâonios, do ponto de vista computacional, íe aquele que 
nõao leva em consideraçcõao a intensidade das conexõoes entre os neurâonios e considera que 
cada sítio da rede conecta-se com os demais sítios. E e o chamado acoplamento global. 
Por fim, termos referentes a estímulos eletricos sõo acrescidos no modelo matematico 
que descreve o comportamento dos neurâonios, a fim de verificar se estes dessincronizam 
sob a acõo de correntes externas. A sincronizacõo e dessincronizacao da rede pode ser 
quantificada pelo parâm etro de ordem3 de Kuramoto [10].
Ivanchenko et. al [5] simularam uma rede de 1000 neurânios por meio de um m apa4 
que reproduz o comportamento de neuronios que apresentam bursts, o m apa de Rulkov5 
[4]. Esta rede foi gerada considerando o acoplamento global entre os sítios. Esse tipo de 
acoplamento foi empregado considerando um term o proporcional ao campo medio produ­
zido pela rede de neurâonios, com um valor suficiente para a intensidade de acoplamento 
para gerar a sincronizaçcõao dos disparos neuronais. Em seguida adicionaram um termo em 
uma das equacoes do m apa de Rulkov, o qual representa um sinal externo periodico, do 
tipo: dsen(ut), onde d e amplitude do sinal externo e u  a frequencia externa.
O sinal externo funciona como um controle da sincronizacao dos sítios da rede. Esse 
sinal foi aplicado em apenas um sítio. Nessas simuladões, Ivanchenko et. al verificaram 
que os sítios da rede sincronizam agora sob a acao de uma frequencia externa e nao apenas 
devido a acao do acoplamento. B atista et.al [11] tambem estudaram  o efeito de um sinal 
externo periodico sobre neuronios acoplados pelo m apa de Rulkov, contudo o acoplamento 
utilizado foi o acoplamento que descreve uma rede de neurâonios livre de escala. Nesse 
estudo, B atista et.al [11] observaram que para a topologia de rede considerada os sítios da 
rede tambem sincronizam sob a acao da frequencia externa e por isso a eficiencia desse tipo 
de controle da sincronizacao e muito sensível a mudanças nos parâm etros do sinal externo, 
como amplitude e frequâencia. Portanto, a supressõao da sincronizaçcaõo seria atingida para 
uma pequena faixa de valores dos parâametros.
Rosenblum e Pikovsky [6][12][13] propuseram um metodo para a supressõo da sin­
cronizacao em uma rede de neurânios de Hidmarsh-Rose [14] e Rulkov [4] globalmente 
acoplados, baseado no esquema de controle de Pyragas [15]. Esse metodo foi cunhado 
de delayed feedback control - controle de realimentacõo atrasada. Rosenblum e Pikovsky 
[6] consideraram que o termo da corrente com atraso de realimentaçcõao íe uma compa- 
racao entre o campo medio atual da rede e o campo medio da rede medido t  iteracoes 





£f [X (t) — X  (t — t  )], onde e a  amplitude da corrente e [X (t) — X  (t — t  )] e a diferença 
entre o campo medio atual e o campo medio t  iterações antes. Rosenblum e Pikovsky [6] 
verificaram que esse tipo de controle áe eficaz para dessincronizar uma rede de neurâonios 
globalmente acoplados. Verificaram que o termo que representa o sinal de realimentacao 
tende a desaparecer com o tempo, ou seja, e um controle que “desliga” automaticamente 
com o tempo, sendo, por isso, nao-invasivo. Essa característica viabiliza uma possível 
aplicacão nos tratam entos das doencas neurodegenerativas. Este tipo de controle ja  foi 
empregado para uma rede de neurânios de Rulkov livre de escala [16], os resultados ob­
tidos indicaram que esse tipo de controle áe eficaz para uma ampla faixa de valores dos 
parâametros do sinal de feedback.
Com base nesses estudos este trabalho tem  como objetivo implementar os dois metodos 
citados: um sinal externo periodico e um sinal com atraso de realimentacão - time delayed 
feedback signal, a fim de comparar a eficacia de ambos os metodos em suprimir ou controlar 
a sincronizacao em redes neuronais. A fim de simular o comportamento de uma rede 
neuronal em que os sítios apresentam o fenomeno da sincronizaçao de bursts os dois 
máetodos foram empregados em uma rede de mapas de Rulkov globalmente acoplados.
No capítulo 2 sao apresentados alguns conceitos basicos sobre neurociencia e alguns 
modelos matematicos que descrevem neuronios que apresentam bursts. O capítulo 3 apre­
senta alguns conceitos básicos de dinâmica nao-linear. No capítulo 4 discute-se as pro­
priedades dinâmicas do m apa de Rulkov. No capítulo 5 descreve-se a metodologia do 
acoplamento dos neuronios com o m apa de Rulkov e como e feito o diagnístico de sincro­
nizaçao de uma rede. O capítulo 6 e destinado a descrRao dos dois tipos de esquemas de 
controle de sincronizacao empregados e à discussao dos resultados obtidos e, por fim, no 
capítulo 7 a conclusao da implementaçao dos dois metodos obtidos.
Capítulo
Conceitos Básicos de Neurociência
2.1 N eurônios
Os neurônios sao unidades básicas do sistema nervoso (celulas). Eles são responsáveis 
pela condução de informação a outras celulas por meio de conexões elétricas ou químicas. 
A figura 2.1 m ostra o desenho, feito pelo histologista espanhol Ramon y Cajal em 1899, de 
neurônios do cerebro de um pombo. Cajal utilizou o metodo de coloracao de Golgi, o qual 
tinha a propriedade de corar dentre os milhoães de cáelulas em um bloco de tecido somente 
poucas. Essas celulas acumulavam um precipitado de p ra ta  que delineava completamente 
suas formas [17].
Um neurônio e constituído de um corpo celular, axônios e dentritos, como mostra a 
figura 2.2. Os dendritos formam uma áarvore ramificada a partir do corpo celular. Eles 
recebem pulsos eláetricos provenientes de outros neurôonios e os transm item  ao corpo celular, 
que processa e integra esses sinais, gerando um pulso eláetrico que áe transm itido ao longo 
do axônio, em direcao a outros neuronios [19].
A maioria dos neuronios dos cerebros de vertebrados e multipolar (com muitos den- 
dritos e um unico axonio) mas ha tambem neuronios bipolares (um dendrito e um axonio) 
encontrados em árgaos sensoriais, como a retina e o bulbo olfativo e ha os neurônios uni­
polares (com um ánico ramo que se subdivide em dois) [19]. De acordo com sua funçao 
os neuronios sao classificados como: sensoriais, motores, receptores e interneuronios. Os 
neurônios sensoriais sao responsaveis pelo transporte de informaçao das extremidades do 
nosso corpo para o sistema nervoso central; os motores conduzem o a informacao do sis­
tem a nervoso central para as periferias do corpo (másculos, pele); os receptores codificam 
a informaçao fornecida pelo ambiente (luz, som, toque) em mensagens eletroquímicas,
5
2.2. Potencial de Açao 6




Figura 2.2: Esquema de um neuronio. Figura reproduzida de [20].
que sao transm itidas pelos neuronios sensoriais; os interneurônios sao responsaveis pela 
conexao de varios neuronios dentro do cerebro e da medula espinhal.
2.2 P otencia l de A cão
Simplificadamente, o potencial de açao e um impulso nervoso, uma descarga eletrica 
que ocorre no interior do axonio de um neuronio, ou seja na membrana plasm atica do 
neurônio. A membrana de um neuronio e constituída de finas camadas, da ordem de 
poucos nanômetros, de lipídios e proteínas. As proteínas estao incrustadas nas camadas
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de lipídios, formando os canais ionicos. Nesses canais os íons podem passar de dentro para 
fora do neuronio ou vice-versa. Os canais ionicos tem  a capacidade de deixar passar íons de 
modo seletivo (como os íons de sódio e potassio) continuamente ou em resposta a estímulos 
eletricos, químicos ou mecanicos. Os canais que deixam passar os íons continuamente 
sao chamados canais abertos e os que só abrem em resposta a estímulos específicos sao 
chamados fechados [17]. A figura 2.3 apresenta esquematicamente a membrana plasmatica 
de um neuronio.
Figura 2.3: M embrana plasm atica de um neuronio. Figura reproduzida de [17].
Considera-se que fora da membrana, no meio intercelular, o potencial eletrico e nulo. 
Dentro da membrana ha uma diferença de potencial da ordem de — 50m V  a — 90m V  em 
relaçao ao meio intercelular, em situacoes de repouso, e o chamado potencial de membrana, 
o qual pode ser considerado o valor do potencial dentro do neuronio.
De acordo com a figura 2.3 percebe-se que a concentracao dos íons de sódio (Na) 
e maior no meio intercelular do que dentro do neuronio e, a concentracao dos íons de 
potóssio (K ) e maior dentro do neurônio do que fora. Portanto, existe uma tendencia 
em m anter K  + dentro do neurônio e Na+ fora, devido ao processo chamado bomba de 
Sodio-Potassio, no qual os canais transportam  Na+ para fora do neuronio e K + para 
dentro da membrana neuronal, por meio da hidrílise de ATP1.
Por meio de um microeletrodo intracelular, conectado ao axôonio de um neurôonio, 
pode-se fazer passar uma corrente eletrica atraves da membrana do neuronio, a fim de 
visualizar o comportamento do potencial de acao. Se o potencial torna-se menos negativo, 
dizemos que a corrente aplicada íe despolarizante. Ao aplicar uma corrente despolarizante 
pode ocorrer tambem um rapido aumento do potencial se a corrente despolarizante exceder 
um certo valor crítico e, logo apos, uma queda síb ita . O pulso de voltagem, ou seja, o 
limiar de potencial denomina-se potencial de acao. Nesta situacao diz-se que ocorreu um
1Trifosfato de Adenosina - nucleotídeo responsável pelo arm azenam ento de energia
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disparo do potencial de ação ou spike, o qual se propaga atraves do axônio do neurônio 
na forma de uma descarga eletrica. Esse valor crítico esta na faixa de 10 a 20mV. A 
amplitude do potencial de acão e aproximadamente +40m V . A figura 2.4 apresenta o 
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Figura 2.4: Potencial de Açao. Figura reproduzida de [17].
2.3 Sinapses
O contato entre neurônios e chamado de sinapse. O corpo celular de um neurônio 
pode gerar um sinal eletrico, que se propaga atraves do axonio. Atraves das terminações 
do axonio (contato pre-sinaptico), outros neurônios podem receber esse sinal por meio 
de seus dentritos (contato pos-sinaptico). O processamento de informação atraves de um 
sinal eletrico e denominado sinapse eletrica. Há tambem o contato entre neuronios pelo 
intermedio de algumas substancias, denominadas neurotransmissores, nesse caso o contato 
e uma sinapse química. Em uma sinapse química, o neuronio pre-sinaptico libera neuro- 
transmissores que se propagam pelo seu axoônio e se conectam com moláeculas presentes 
nos dentritos do neuronio pás-sináptico, essas moleculas sao chamadas de receptores. O 
tipo mais comum de sinapse e a sinapse química.
2.4 R edes N euronais
O conjunto de neurônios e sinapses formam uma rede neuronal. Em uma sinapse 
eletrica o contato ocorre entre vizinhos. Contudo, em uma sinapse química um grande 
námero de neuronios podem conectar-se, formando uma rede complexa (figura 2.5). Os
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potenciais de acao produzidos pelo conjunto dos neurônios prê-sinapticos produzem uma 
corrente sinaptica de características semelhantes a corrente injetada externamente, tal 
que ambas causam a formaçao de um potencial de acao no neurônio pós-sinóptico. Este 
potencial de acao propaga-se pelo axonio sem distorção ou amortecimento e vai continuar 
a se propagar ao longo da rede [19].
Figura 2.5: Rede neuronal. Figura reproduzida de [21].
2.5 D inâm ica N euronal
A atividade neuronal pode ser descrita com o auxílio de alguns modelos matemáticos 
e biofísicos. Dentre os modelos conhecidos, para explicar a dinâmica neuronal, destaca-se 
o modelo proposto pelos medicos fisiologistas Alan Hodgkin e Andrew F. Huxley, em 1952 
(prêmio nobel de medicina ou fisiologia de 1963). Nesse modelo descrevem os mecanismos 
basicos da biofísica da atividade neuronal por meio de um conjunto de equacões diferenciais 
para o impulso nervoso e suas generalizações para outros tecidos [2 2 ]. A dinamica neuronal 
pode apresentar um comportamento complexo, contudo ha dois tipos de comportamentos 
típicos, descritos por modelos do tipo integra e dispara e os modelos do tipo rajadas de 
disparo.
•  Modelos do tipo integra e dispara
Os modelos que descrevem o comportamento “integra e dispara” consideram que a mem­
brana neuronal funciona como um capacitor e os canais ionicos funcionam como um re­
sistor. Deste modo, o capacitor pode ser carregado por correntes sinapticas ou correntes 
externas e descarregado pelo resistor. Ha uma variavel que representa o limiar do po­
tencial de açcõao, se este limiar for atingido ou ultrapassado pelo potencial de membrana
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inicia-se a descarga do capacitor ate o valor de repouso do potencial Vreset. Nessa situação 
diz-se que o neuronio disparou um potencial de acao. Este tipo de modelo e bastante 
simplificado, porem e util quando se deseja saber apenas informações relacionas a taxas 




T M =  - ( V  -  E l ) +  R I -
onde t  e a constante de tempo do circuito R C , V e o potencial de membrana, E L e o 
potencial devido a uma corrente de fuga e I  representa uma corrente externa. A figura
2 .6  apresenta o potencial de membrana em funcao do tem po para uma corrente externa 
I  =  2.
Para a ocorrência de um disparo, temos as seguintes condições:
V(í + ) =  Vreset, Se V (í") = (2 .2 )
Deste modo, se num dado instante de tempo o potencial atingir o limiar 0, o neurônio 
dispara. Em decorrência do disparo o potencial sobe rapidamente para V =  0 e cai 
imediatamente para o valor de base Vreset .
Figura 2.6: Potencial de membrana em funçao do tempo para o modelo integra e dispara, 
com I  =  2 e um limiar de potencial 0. Figura reproduzida de [19].
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Neste modelo há apenas um único ponto de equilíbrio, correspondente ao potencial:
V* =  E l +  R I,  (2.3)
que, para I  =  0, leva ao potencial de reversao V* =  E l  . Escrevendo o potencial como: 
V =  f  (V) e denotando a derivada de f  em relação a V como: f ' ( V ), a estabilidade do 
equilíbrio e determ inada por:
1
f '( V ) =  -  -  <  0. (2.4)
T
Sendo, portanto V* sempre um ponto de equilibrio assintoticamente estavel. Quando o
ponto de equilíbrio estú abaixo do limiar (V* <  0) não ha disparo e o potencial tende
assintoticamente ao valor de equilíbrio. Se V* >  0, ou R I  > 0 — E l , o neurônio irú 
disparar repetidam ente devido ao mecanismo 2.2 [19].
• Modelos de Rajadas de Disparos “Bursting"
Alguns neurônios podem produzir uma serie de disparos com períodos quiescentes antes da 
próxima sequencia de disparos, dependendo da corrente externa aplicada, como mostra 
a figura 2.7. Conforme mencionado anteriormente, uma sequencia de disparos de um 
neurônio e conhecida como burst. Os neurônios respiratórios no complexo Pre-Botzinger2 
apresentam bursts como m ostra a figura 2 .8 .
Figura 2.7: Rajadas de disparos com períodos quiescentes. Figura adaptada de [19].
A seguir serâo descritos dois modelos que apresentam comportamento de bursting: 
o modelo de tempo contínuo proposto por Izhikevich [9] e o modelo de tempo discreto 
proposto por Rulkov [4].
2C onjunto de neurônios essencial para  a geração do ritm o respiratório  em mamíferos.
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Figura 2.8: Burtings no complexo Pró-Botzinger. Figura adaptada de [9].
2.5 .1  M od elo  de Izhikevich
Este modelo descreve o comportamento de tipos conhecidos de neurônios corticais 
que apresentam uma sequencia de bursts. De acordo com [9], o modelo de Izhikevich 
combina plausibilidade biológica, como o modelo de Hodgkin-Huxley [22] e a eficiencia 
computacioanal dos modelos do tipo integra e dispara. A dinamica neuronal nesse modelo 
e descrita por um sistema de duas equações diferenciais:
dv
—  =  0, 0016 +  5v +  140 — u +  I , 
dt
du




onde v e o potencial de membrana do neuronio e u e  uma variavel de recuperação, I  e uma 
corrente externa aplicada ou uma corrente sinaptica, a e b sao parâm etros com valores 
t ípicos de 0,02 e 0, 2 respectivamente. Todas as variaveis são adimensionais, contudo, 
convenientemente, interpreta-se o tem po t em m s  e a variavel v em m V , uma vez que os 
valores para o potencial de membrana de um neuronio sao da ordem de m V . Quando o 
potencial de membrana excede o valor limiar (valor do potencial de açao) as variaveis v e 
u assumem um valor característico v =  c =  —50mV e u =  d =  2, logo apos um disparo. 
De acordo com o modelo de Izhikevich, o potencial de membrana e estimado entre —70 e 
—60mV dependendo do valor do parâm etro b. A figura 2.9 apresenta a evolucao temporal 
do potencial de membrana do cortex motor de um rato  e a evolucao temporal do potencial 
de membrana v segundo o modelo de Izhikevich.
2.5 .2  M ap a de R ulkov
A descrição numerica da dinâmica de burstings tambe m pode ser estudada a tempo 
discreto, isto e , utilizando modelos de mapas. Utilizando mapas e possível obter infor­
mações im portantes do sistema em estudo e uma maior eficiencia computacional. Uma
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Figura 2.9: Evolução temporal do potencial de membrana do córtex motor de um rato (a) e 
(b) de acordo com o modelo de Izhikevich. Figura adaptada de [9].
família de mapas que produzem rajadas de disparos obedece a forma generica:
vn+ 1 F  (vn,u n), (2.7)
Un+i =  un +  e(un — avn — fi), (2 .8 )
onde vn e un representam as escalas de tempo râpida e lenta do mapa, respectivamente. 
A funçao F (v n,u n) descreve o comportamento sub-limiar do potencial de membrana. A 
variável e e a razão entre as escalas lenta e rápida e portanto, e e suficientemente pequeno 
e consequentemente as variações da escala lenta tambem. Os parâm etros a  e fi descrevem 
o comportamento da variavel lenta e estao relacionados com correntes intrínsecas. Para o 
estudo fenomenologico de sistemas neurobiologicos de bursting podemos utilizar o m apa de 
Rulkov, ou m apa de Rulkov caótico. Uma vez que os impulsos nervosos sao transmitidos 
atraves de um potencial de acao, no m apa de Rulkov associamos os tempos de escala 
rapido e lento às duas variaveis de estado xn e yn respectivamente:
a
xn+1 =  I +  2  +  ynj (2.9)I +  xn
yn+1 =  yn — aXn — fi. (2.I0)
Portanto, a variavel rápida representa a atividade de um conjunto de picos de disparos 
spikes, enquanto a variavel lenta representa o decaimento ate o um valor mínimo do po­
tencial de acao, período quiescente. O parâm etro a  produz oscilacoes caoticas na variavel 
râpida xn para valores no intervalo [4,I:4,4]. Os parâm etros a  e fi representam estímulos 
externos. As series temporais das variíveis râpida e lenta, xn e yn respectivamente, estão 
representadas na figura 2.I0, para a  =  4,I e a  =  fi =  0, 00I. As propriedades dinamicas 
do m apa de Rulkov serâo discutidas com maiores detalhes no capítulo 4.
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Figura 2.10: Evolução temporal da variável rápida do mapa de Rulkov xn (a) e da variável 
lenta yn (b), com a =  /3 =  0 , 001
Conceitos Básicos de Dinâmica Náo-Linear
3.1 M apas
Mapas sao representações a tem po discreto de sistemas dinâmicos. Os mapas são 
obtidos por iterações sucessivas de uma função a partir de uma condição inicial. Deste
modo, uma m apa e uma relaçao de recorrência para a qual, dado o valor da variavel num
dado instante, obtemos o valor da variavel no instante seguinte, por exemplo o mapa 
linear:
xt+i =  a xt +  n  (3.1)
Para a primeira iterada do m apa temos:
Xi =  f  (xo) =  axo +  n, (3.2)
supondo conhecida a condiçao inicial, na próxima iteracao teremos:
x 2 =  f  (x1) =  a x 1 +  n. (3.3)
A orbita de um m apa e gerada atrave s da sequencia de iteradas sucessivas de uma fun- 
cao f  (x) a partir da condiçao inicial. Essa orbita pode ter um comportamento periodico 
ou caotico. Dizemos que uma orbita e periodica se apos m iteracoes o m apa retorna a 
um dado valor de x. Na figura 3.1 temos duas orbitas periodicas para o m apa logístico, 
x t+ 1 =  rx t (1 — xt), para r  =  3, 0, com duas condiçoes iniciais ligeiramente diferentes. Uma 
orbita caotica e caracterizada por dois comportamentos:
(i) Aperiodicidade: ocorre quando um valor obtido para uma iteracão não se repete mais,
15
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Figura 3.1: (Orbitas regulares para o mapa logístico com condições iniciais ligeiramente diferen­
tes: xo =  0 ,1  para a curva verde e x'0 =  0 ,10001  para a curva com quadrados vermelhos, com 
r  =  3, 0.
a sequência gerada não apresenta um padrão identificável de comportamento.
(ii) Sensibilidade às condições iniciais: ocorre quando os graficos dos mapas utilizando 
condições iniciais ligeiramente diferentes apresentam à longo prazo comportamentos sig­
nificativamente diferentes. Como mostra a figura 3.2 as órbitas do m apa logístico para 50 
iteracães com condkcães iniciais x0 =  0, 01 e Xo =  0, 01001, com um valor de r  =  3,9, o 
qual produz comportamento caótico no m apa logístico.
O afastamento de duas orbitas caóticas ocorre a uma taxa exponencial, quantificada 
pelo que chamamos de expoente de Lyapunov da órbita. Quando o expoente de Lya­
punov e positivo temos a confirmacão da ocorrência de caos. A seguir seró descrita a 
caracterizacão da dinâmica de mapas: pontos fixos, expoente de Lyapunov, digrama de 
bifurcacoes.
3.2 P ontos F ixos em  M apas
Um ponto fixo representa uma situação de equilíbrio. Ele ocorre quando:
x" =  /  (X*), (3.4)
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Figura 3.2: Órbitas caóticas para o mapa logístico com condicões iniciais ligeiramente diferentes: 
xo =  0, 01 para a curva vermelha e x0 =  0, 01001 para curva em preto, com r  =  3, 9.
ou seja, podemos visualizar pontos fixos atraves da intersecção da reta y =  x com a função 
do m apa f  (xt). Considerando o m apa linear f  (xt) =  xt+i =  2xt , figura 3.3, vemos que o 
único ponto fixo ocorre para x* =  0 . O conhecimento da estabilidade de um ponto fixo nos
Figura 3.3: Interseccao do mapa linear xt+i =  2xt com a reta y =  x.
permite saber se a orbita de um m apa se afasta ou se aproxima desse ponto fixo. Quando 
uma orbita diverge a partir de um ponto fixo, esse sera instavel, se a orbita converge para 
um ponto fixo, esse sera estúvel. Quantitativam ente determinamos a estabilidade linear 
de um ponto fixo da seguinte maneira:
(i) Consideramos uma iteracão x t prúxima a um ponto fixo x*, tal que a distância entre
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as duas iteracoes seja:
St — | xt — x*|,
considerando agora a xt+i iterada proxima a um ponto fixo x*, temos:
St+i =  |xt+i — x* 1,
St+i =  | f  (xt) — x*|,
St+i =  | f  (x* +  St) — x *1-
(ii) Expandimos em serie de Taylor f  (x* +  St) e obtemos:
(3.5)





Quando St+i <  Sn as iteracoes estao convergindo para o ponto fixo x*, se St+i >  St as 
iteracães estão divergindo de x*. Portanto, podemos resumir os crit e rios de estabilidade 
atraves da eqs. 3.8 e 3.9. Um ponto fixo e dito estavel se:
df (x*)
dx*
< 1 . (3.8)
Um ponto fixo e dito instavel se
df (x*)
dx*
> 1 . (3.9)
Quando a derivada em relacao ao ponto fixo, | f r(x*)|, e zero o ponto fixo e dito 
superestavel e quando | f  r(x*)| — 1 o ponto fixo e neutro.
3.3 D efinição do E xp oen te  de Lyapunov
Podemos escolher duas condicães iniciais muito proximas x0 e x0, em um m apa ar­
bitrário xt+i — f  (xt), a fim de que a distância inicial entre estas duas condicães iniciais
3.3. Definição do Expoente de Lyapunov 19
d0 =  |x0 — x0| seja muito pequena. Após a primeira iteraçao do m apa esta distancia sera:
di =  K  -  x i| =  | f  (x0) -  f  (x0)|,
na segunda iterada temos:
d 2 =  | f  (xi ) — /  (xl )| =  | f  [2](x0) — /  [2](x0) |,
por inducão finita apos t iteraçães do m apa x t+i =  / (xt), as orbitas geradas a partir das 
condiçães iniciais x0 e x0 estarâo distantes de [23]:
dt =  |xt -  x t | =  | f  [t](x0) -  f  [t](xo) |- (3.10)
Assumindo que a distaância entre duas orbitas dependa exponencialmente com o tempo 
(numero de iteraçcoães do mapa) temos que:
dt ~  d0etx (3.11)
onde À e o expoente de Lyapunov. Tomando o limite da equacão 3.11, com a distancia 
inicial tendendo a zero e numero de iteraçcãoes tendendo a infinito, temos:
1





Substituindo dt em 3.12 temos:
À =  lim lim — ln
do—0 t—ro t
f  [t](x0) -  f  [t](xo)
d 0
(3.13)
Mas x0 =  x0 +  d0, perm utando os limites, temos o limite de uma razao incremental, ou 
seja, uma derivada:




f  [t](x0 +  d0) -  f  [t](x0)
(3.14)
1




Podemos usar repetidas vezes a regra da cadeia para escrever a derivada da funçao t vezes 
composta como o produto das derivadas de /  (x) em cada ponto da orbita x* [23],
d0
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Finalmente temos:
df [t](xo)
t- indf (x,)dx0 -*■ dx,0 i=o 1
1 t - i  1 t - i






xi =  f(xo), x 2 =  f (x i) , xt =  f [t](xo). (3.18)
3.4 D iagram a de B ifurcacoes
Uma bifurcacão significa uma mudanca qualitativa na dinamica de um sistema. Atra- 
ves de um diagrama de bifurcações, podemos visualizar o comportamento dos pontos fixos 
conforme um parâm etro do m apa e variado. Dizemos que ocorre uma bifurcacão quando:
df (x*)
dx* =  1 , (3.19)
ou seja, quando a funçao nao-linear f  (xt) tangencia a re ta  y =  x. Neste ponto um ponto 
fixo pode ser criado ou destruído e a orbita periódica do m apa pode aum entar seu período. 
A figura 3.4(a) mostra o diagrama de bifurcacoes do m apa logístico x t+i =  rx t (1 — xt). 
Conforme variamos o parâm etro de controle r  ocorre uma sequencia de bifurcacoes que 
duplicam o período da úrbita do mapa. Com o aumento de r, o período da orbita aumenta 
e torna-se cada vez mais “complicado”. A partir de um determinado valor do parâmetro, 
r  ~  3, 57, a úrbita do m apa torna-se aperiúdica e um comportamento caotico se inicia. 
O expoente de Lyapunov para o m apa logístico e mostrado na figura 3.4(b). Vemos que, 
para r  <  3, 57, fora do regime caotico, seu valor e essencialmente negativo e nulo nos 
pontos de bifurcaçao.
3.4 .1  B ifurcação S ela -N o ou  B ifurcaçao  T angente
Uma bifurcacao sela-no e o mecanismo búsico pelo qual dois pontos fixos, um instável 
e outro estável, sao criados ou destruídos. Conforme um parâm etro de um sistema, con­
tínuo ou discreto, e variado, dois pontos fixos se aproximam, colidem e sao mutuamente
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Figura 3.4: Diagrama de bifurcação para o mapa logístico (a), expoente de Lyapunov (b) em 
funcao do parâmetro r.
aniquilados [24]. Um exemplo de bifurcacão sela-no ocorre no m apa exponencial [23]:
xt+i =  pext, (3.20)
onde p e o parâm etro variavel. Os pontos fixos do m apa sao dados pela eq. 3.4. Atrave s 
da interseccão da reta y =  x (figura 3.5) observa-se que o m apa possui dois pontos fixos 
para p =  0,2 em 3.5(a), um ponto fixo esrável e um insrável. No ponto de bifurcacao, 
dado pela eq. 3.19, temos:
pe1 =  1, (3.21)
1
p =  pb =  e , (3.22)
p b indica ponto de bifurcação. Portanto, para este valor do parâm etro p, p =  pb, ocorre a 
aniquilaçao dos pontos fixos est avel e insrável, figura 3.5(b). Quando p >  pb o m apa não 
tem  pontos fixos, figura 3.5(c).
3.5 Crise
O mecanismo de crise ocorre devido a colisão de uma orbita caotica com uma or­
b ita  periodica insrável. Apos a crise, ocorre uma mudança subita da orbita caotica. A
orbita pode se tornar periodica ou aum entar seu período, ou ainda divergir para menos
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Figura 3.5: Bifurcaçõo sela-nó no mapa exponencial para p =  0, 2 < pb (a), para p =  pb =  1/e 
(b) e p =  0,45 > pb (c).
infinito[23]. O m apa logístico apresenta o comportamento de crise para um valor do pa­
râm etro r  ligeiramente superior ao limite do regime caotico, o qual e r  =  r c =  4. A 
serie temporal do m apa logístico para um valor de r  ligeiramente superior ao valor crítico, 
r  =  r c, diverge para menos infinito. Isto ocorre pois, para r  >  4 a aplicacão / (xt) mapeia 
pontos fora do intervalo [0, 1] [23].
tempo
Figura 3.6: Serie temporal do mapa logístico para r  =  4, 0 0 1 .
Capítulo 4
Dinâmica do Mapa de Rulkov
Este capítulo e destinado a discutir algumas propriedades da dinamica do m apa de 
Rulkov. Na seçao 4.1 sera explicitado como e possível associar uma fase a variavel lenta 
yn. Na seção 4.2 discute-se o mecanismo dos bursts devido à ocorrência de bifurcaçães e 
a estabilidade dos pontos fixos do mapa.
4.1 Fase de Bursting
Conforme visto no capítulo 2, o m apa de Rulkov e um modelo que descreve o compor­
tam ento de neurônios que apresentam uma sequencia de disparos do potencial de acao, 
os bursts, as equacães que governam o m apa sao:
Na figura 4.1(a) observa-se que a serie temporal de xn apresenta um comportamento 
regular antes dos disparos, caracterizado pelo período quiescente e um comportamento 
irregular durante os disparos, os spikes. A serie temporal de yn, figura 4.1(b), cresce line­
armente durante o período regular de xn e decresce linearmente durante o comportamento 
irregular (disparos) de xn, apresentando um comportamento regular antes e depois dos 
disparos.
E possível estim ar uma fase 0 (n) para a serie tem poral yn uma vez que, os m íxim os da 
variível lenta yn coincidem com o início de uma sequencia de disparos da variível ríp ida  
xn, figura 4.1. Dizemos que 0(n) e a fase de bursting. Portanto, os míximos da serie
(4.1)
yn+i =  yn — a x n — (4.2)
23
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temporal yn precisam ser computados. Na figura 4.1(b) observa-se que a escala lenta não 
cresce de maneira perfeitamente linear ate o ponto maximo, apresentando alguns “vales” 
e “morros”. Esses “morros” podem ser computados pelo programa como falsos maximos. 
Devido a isto, na implementacao do programa esse fato deve ser levado em consideracao, 
a fim de se obter uma contagem confiavel dos maximos da se rie temporal yn. Os maximos 
da variavel lenta yn estão representados na figura 4.1(b).
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Figura 4.1: Mínimos de xn (a) e máximos de yn (b), com a =  4,1 e a=fi =  0, 001.
Para uma serie tem poral periodica considera-se uma fase da seguinte maneira: 0(n) — 
2nk, onde k e o  numero do pico da serie. Contudo, observa-se que a serie yn não e uma 
funçao perfeitamente periodica, ou seja, os intervalos entre um maximo e o seguinte nao 
são do mesmo tamanho. Portanto, precisamos levar em conta uma frequencia fi da serie, 
a qual sera a frequencia de bursting. Deste modo, podemos expressar a fase por meio da 
equaçao:
0(n) — 2nk +  fi(n  — n k), (4.3)
onde n  e o  tempo discreto e n k indica um maximo na serie yn, portanto (n — n k) e o tempo 
to tal de contagem dos maximos. Podemos expressar a frequencia fi como:
fi — %  — (nk+^— n k ), <4-4>
onde (nk+i — n k) e o intervalo entre um maximo e outro da serie tem poral yn, ou seja o
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período T . Portanto a fase 0(n) torna-se:
0 n =  2 nk +  2n-
n  — n k
n k+i — n k
Podemos estabelecer a frequencia fi dos bursts atraves da fase
^ (n ) — ^ (0 )
(4.5)
=  lim =
n (4.6)
A fase 0(n) varia de maneira quase linear, cresce monotonicamente com o tempo, como 
mostra a figura 4.2.
Figura 4.2: Fase <frn da variável lenta yn.
Com o aumento do parâm etro a  o período dos bursts diminui, ou seja, a frequencia fi 
aumenta, como e possível observar na figura 4.3. A partir de a  =  4.5 a serie nao apresenta 
períodos de bursts bem definidos. Para a  =  4.9 observa-se apenas uma sequencia caotica 
de disparos.
4.2 P ontos F ixos do M apa de Rulkov
De acordo com [4], a evolucão da variavel lenta yn para cada passo m e governada por
yn+i =  yn — m(fí +  râ^m ), (4.7)
sendo xn,m o valor medio de xn calculado para m iteraçoes. O valor de yn aum enta se 
xn, m <  — e diminui se xn, m > — . Podemos considerar a variúvel yn como constante,
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Figura 4.3: Serie temporal para a variavel rópida xn para diferentes valores de a, com a=fl 
0 , 001 .
yn =  y , uma vez que sua evoluçao e lenta. Deste modo, o m apa de Rulkov assume a forma 
unidimensional:
a
Xn+1 -  r + Y  + y ’




1 +  x* +  Y-
(4.9)
Portanto, os pontos fixos serao as soluçoes da equaçao de terceiro grau:
(x*)3 — y (x*)2 +  (x*) — y — a  =  0 . (4.10)
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Xi/3  6 / 1  7  2
(4.13)
6 x i/3  V 3 9
A constante x  e dada em funcão de a  e 7 :
X — 7 2 7  +  108a +  8y 3 +  12^/12 +  24y2 +  1 2 7 4 +  1 0 8 7 a  +  81a2 +  12a 7 3. (4.14)
4.3 E stabilidade dos P ontos F ixos e D iagram as de 
Bifurcação
As raízes da equação 4.10 podem ser reais ou complexas. Quando xi e um numero 
complexo, x2 e o complexo conjugado de xi e o m apa tera  apenas o ponto fixo real x3- 
Quando as raízes sao reais o m apa tera  três pontos fixos. Conforme visto, a estabili­
dade dos pontos fixos e dada pelas eqs. 3.8 e 3.9, para a  — 4,1 e 7  — —2, 85 temos: 
|f '(x j) | — 0, 6 ; |f '(x2)| — 1, 561 e |f'(x3)| — 2, 6013. Portanto, para este valor de 7 , o 
ponto fixo x i e estavel, x2 e instavel e x3 pode mudar de estabilidade de acordo com 
o valor de 7 . A tribuindo valores para 7  e poss ível verificar o mecanismo de surgimento 
ou desaparecimento dos pontos fixos na figura 4.4, para a primeira iterada do m apa de 
Rulkov simplificado, e compreender a dinamica dos bursts.
Na figura 4.4(a) quando ha apenas o ponto fixo instavel x3, temos yn — 7  — —2, 65. A 
orbita esta em um atra to r caotico e nessa situacao inicia-se os disparos de xn. Diminuindo 
o valor de 7  ocorre uma bifurcaçao sela-no, figura 4.4(b), quando yn — 7 sn — —2, 75. Nesse 
momento, surgem dois pontos fixos, x i (estavel) e x2 (instavel). Quando 7  — —2, 85, figura 
4.4(c) os três pontos fixos do m apa estão presentes e a variavel xn ainda esta no regime de 
bursts. Diminuindo o valor de yn, quando yn — 7 c, o ponto fixo instavel x2 aproxima-se 
de x3 e ocorre a colisao do ponto fixo instavel x2 com o a tra to r caotico x3. Essa colisao 
representa o mecanismo de crise do atra to r caotico e o fim de um burst. Nessa situacão 
a orbita se encontra sobre o ponto fixo estavel x i, quando inicia-se o per iodo quiescente 
de xn. Deste modo, a dinâmica dos disparos e controlada pelo parâm etro 7  e pelo ponto 
fixo instavel x 2-
O valor mínimo que o ponto fixo x 2 deve ter para que ocorra a crise no a tra to r caotico, 
devido a colisao do ponto fixo x 2 com o ponto fixo x3, e dado pela iteracao do valor maximo 
xn que o m apa 4.8 pode assumir. O valor maximo de uma iteracçaão no m apa de Rulkov e 
dado por:
f  (0 ) — xn — a  +  7 , (4.15)
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Figura 4.4: Mapa de Rulkov com a=4,1, para três valores de 7  (a) 7  =  - 2 , 65, (b) 7  =  - 2 , 75 
e (c) 7  =  -2 , 85.
consequentemente, o valor mínimo de x 2 para a ocorrência de crise e dado pela iteraçao
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do valor maximo de xn
xm!n — f  ( f  (0 )) —
a
+  7. (4.16)
1 +  (a  +  7 ) 2
Igualando a equaçao 4.12 com 4.16 obtemos a curva de bifurcacao de a  em funcão de
7.
a —
—3 7  ± 8
(4.17)
Essa curva representa a dependâencia de a  com 7  para a ocorrâencia de crise no a tra tor 
caotico. As curvas de bifurcacão sela-no de a  em funcao de 7  podem ser obtidas igualando 
a equação 4.11 e 4.12, pois uma bifurcaçao sela-no ocorre quando os pontos fixos xi e x2 
são iguais, uma vez que xi e estavel e x2 e instavel. Essas curvas são dadas por [4]:
a  — —2 [(7 2 +  9) — (7 2 — 3)3/2] /  27. 
a  — —2 [(7 2 +  9) +  (7 2 — 3) 3/2 ]/27,
(4.18)
(4.19)
A figura 4.5 mostra a curva de bifurcacao para a ocorrência de crise, Lh, e a curva de 
bifurcação sela-no L i2 (eq. 4.19). E poss ível notar que o aumento de a , at e o valor 
aproximado de a  — 5, aproxima as duas curvas (crise) e L i2 (bifurcação sela-no), isto 
e , aumentando a  os valores de 7  para os quais ocorrem crise no a tra to r caotico e bifurcacao 
sela-no se aproximam. Portanto, quanto maior o valor de a , maior e a frequâecia dos bursts. 
Os diagramas de bifurcacao xn x 7  e do expoente de Lyapunov À x 7  estão representados
2
Y
Figura 4.5: Curvas de bifurcacão. 
na figura 4.6. Em 4.6(a), conforme aumentamos o parâm etro 7  verifica-se que o mapa
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segue para uma regiao estavel, o que e confirmado atraves de 4.6(b), pois o expoente de 
Lyapunov e negativo nesta regiao. Quando 7  esta entre 0 e 1 o m apa se encontra numa 
regiao estavel e o o expoente de Lyapunov e negativo. Na regiao caotica o expoente de 
Lyapunov e positivo, exceto nas janelas periodicas de 4.6(a) em que este e negativo. Nos 
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Figura 4.6: Diagrama de bifurcacão xn x 7  (a) e diagrama de bifurcação para o expoente de 
Lyapunov A x 7  (b), com a =  4,1.
- (b) -
A Y ' - ----- v v --- y ----
1 1 1 1 1 1 1 1 1 1 "
Capítulo
Acoplamento em Redes Neuronais
Conforme exposto anteriormente, os neuronios formam redes por meio das sinapses, 
portanto, e conveniente estudar o comportamento coletivo dos neuronios, ou seja, as 
redes neuronais. Segundo [4], em experimentos neurobiolígicos e simulacoes numericas, 
neuronios individuais apresentam bursts descorrelacionados, ou seja, o início e fim das 
rajadas de disparo sao diferentes para cada neuronio. Contudo, quando um conjunto 
de neuronios e acoplado, esses neuronios podem sincronizar o início e fim de um burst 
a despeito de suas características individuais. Portanto, o acoplamento suficientemente 
forte gera a sincronizaçcãao dos bursts.
Sabendo que, o numero de conexães de cada neurônio e da ordem de 104 [19], considerou- 
se o acoplamento global dos sítios. Esse tipo de comportamento pode ser empregado se 
considerarmos uma pequena íarea do cortex cerebral e nãao levarmos em conta a intensi­
dade das conexoes. Em bora esse tipo de acoplamento não seja muito realístico, pode-se 
obter interessantes informaçcãoes a respeito da dinôamica neuronal.
Na seçao 5.1 serí discutido o acoplamento de uma rede de neuronios que produzem 
rajadas de disparos atraves do m apa de Rulkov. A seção 5.2 destina-se ao estudo da 
dinômica do sistema acoplado, por meio dos diagramas de bifurcaçao e na seçao 5.3 serâo 
expostos alguns conceitos referentes a sincronização e, como esta pode ser medida atraves 
do parâm etro de ordem de Kuramoto.
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5.1 A coplam ento de N euronios com  o M apa de R ul­
kov
Podemos simular o acoplamento de neuronios utilizando o m apa de Rulkov, equacoes
2.6 e 2.7, atraves da adicão de um termo a variavel rópida xn. Esse termo e proporcional 
ao campo medio da rede. O campo medio e definido como a media sobre todas as variíveis 
x «  da rede:
1 N
X  (t) =  ^  Z > " > ; ( i  = ! ’ 2 . - N ),
i=1
(5.1)
onde N  e o numero de sítios. Multiplicando o campo medio por uma intensidade de 
acoplamento e, o modelo com acoplamento torna-se:
(i) =  a
xn+1 =
(i)
1 +  (x(i))2
(ip 2 + yni ) + e x  (t)-
n
(5.2)
A intensidade de acoplamento e não deve ser muito elevada, a fim de que a serie temporal 
da variavel xn exiba o comportamento de burst, pois um valor muito elevado de e destroi 
esse comportamento. Em simulacães e não ultrapassa 0, 2. A figura 5.1 mostra a evolucao 




























Figura 5.1: Evolucão temporal do campo medio para uma rede de 100 (a), 1000 (b) e 10000(c) 
mapas de Rulkov acoplados, para e =  0, 025.
Atribuindo valores para a intensidade de acoplamento e, no modelo 5.1, observa-se 
o fenômeno da sincronizaçao de bursts. Consideraram-se dois sítios distintos da rede.
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Inicialmente considerou-se e =  0,01, figura 5.2(a), onde o efeito de sincronização ainda 
não esta evidenciado. Aumentando a intensidade de acoplamento verifica-se que os sítios 
tendem a sincronizar o início de seus disparos. A sincronização torna-se mais evidente 
quando e =  0,2, como mostra a figura 5.2(d).
58000 58500 59000 58000 58500 59000
tempo tempo
Figura 5.2: Série temporal para a variável rápida xn, para diferentes valores de e, com a=4,1 
para a serie em preto e a=4,3 para a serie em azul.
A serie tem poral para a variavel rápida x n torna-se menos sensível ao valor do parâm e­
tro a, conforme aumentamos o valor de e, como mostra a figura 5.3. Esse comportamento 
indica que, embora cada neurônio possua sua “identidade”, caracterizada pelos diferentes 
valores de a  atribuídos, os sítios, quando acoplados, passam a ignorar essas diferencas 
e apresentam um comportamento coletivo [4]. A dinômica dos disparos ainda apresenta 
um comportamento caótico, contudo, o período dos disparos de cada neurônio e s tí  sin­
cronizado com os demais. O utra observacão que deve ser levada em consideracão e a 
sensibilidade do período dos bursts com a variacão de e. Conforme aumentamos a inten­
sidade do acoplamento verifica-se que a duraçcãao dos disparos aumenta, provocando um 
alargamento dos picos na serie tem poral de xn.











































Figura 5.3: Séries temporais para a variável rápida xn, para uma rede de 100 sítios, com a =4,1; 
4,2 e 4,3, para e =  0, 01 (a), £=0,1 (b) e £=0,2 (c), com a=/3 =  0, 001.
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5.2 D inâm ica da R ede de R ulkov G lobalm ente A co­
plada
A fim de facilitar o estudo da dinamica de bursts quando os sítios estão acoplados, 
podemos considerar o termo de acoplamento no modelo simplificado do m apa de Rulkov
4.6 [4], em que yn pode ser aproximado pelo parâm etro de controle y . Com o termo de 
acoplamento a equaçao 4.6 torna-se:
r-\ a (i)
x”'+1 =  1 +  7 7 2 + Y + eX  (t). (5'3)
Quando consideramos apenas a dinamica individual dos neurônios, constatamos que 
a duracao de um disparo esta relacionada com a variação do parâm etro a, pois, conforme 
aumentamos o parâm etro a , as curvas L h e L 12 se aproximam, o que representa uma 
râpida variaçao de yn e consequentemente uma diminuição do período de burst. Quando 
os neuronios esrâo acoplados observa-se, atraves da figura 5.4, que a duracao de um disparo 
nao esta mais relacionada com o parâm etro a . Agora a “rapidez” da atividade neuronal 
está relacionada com a intensidade de acoplamento e, pois conforme a intensidade de 
acoplamento aumenta, os períodos dos bursts aumentam. A figura 5.4 apresenta a variacão 
da frequencia media de burst (frequencia media da rede) em funcão da intensidade de 
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Figura 5.4: Variação da frequencia media de uma rede de 10000 sítios, (R) com a intensidade 
de acoplamento e
a frequencia de burst diminui com o aumento da intensidade de acoplamento, ou seja, a
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frequência dos bursts não depende mais das características intrínsecas de cada neuronio. 
De fato, este comportamento e esperado em sistemas acoplados, uma vez que, quando 
os osciladores passam a “andar juntos” a inercia do sistema aumenta, a fim de que os 
osciladores aproximem suas frequencias [25].
5.2 .1  D iagram as de B ifurcação para os N eu rôn ios A cop lados
A fim de compreender o mecanismo de dependencia da duracao de um burst com a 
intensidade de acoplamento, podemos obter uma nova curva de bifurcação sela-nó L'l2, 
agora em funcao da intensidade de acoplamento e, considerando que, apenas dois sítios de 
uma rede estejam sincronizados, de acordo com [4]. Antes de um disparo, cada sítio esta 
em seu período quiescente, a varióvel xn de cada sítio estó localizada sobre o ponto fixo 
estavel x* e os valores de yn(i,n )  e das coordenadas x l(i, n) crescem lentamente. Nesse 
caso a evolucao de xn em cada sítio pode ser descrita pelo m apa simplificado (eq. 4.8) e 
o termo de acoplamento pode ser aproximado por e x (i,n )  [4]:
a
x ( i ,n  +  1) =  — — - — — +  y +  ex(i, n). (5.4)
[1 +  x(i, n )2]
A curva de bifurcacão que determina o limiar de y (i,n )  para que ocorra o início de um 
burst e agora dada pela equacao:
27a(1 +  e)2/2  =  - [ y2 +  9(1 -  e)2f t  -  [y2 -  3(1 -  e)2]3/2. (5.5)
Comparando as curvas de bifurcaçao na ausencia e na presenca do acoplamento, figura
Y
Figura 5.5: Curvas de bifurcacão para diferentes valores de e
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5.5, e possível compreender porque o aumento do fator e e responsável pelo aumento 
da duração de um burst. Com o aumento da intensidade de acoplamento e nota-se um 
distanciamento das curvas de bifurcaçao sela-no L 12 em relação à curva de crise Lh. Os 
valores de y para os quais ocorre a crise do a tra to r caótico se afastam dos valores de 
Y para os quais ocorre uma bifurcaçao sela-no, ocasionando uma variacao mais lenta de 
=  Y e consequentemente um aumento na duracão dos disparos.
5.3 Parâm etro de O rdem  de K uram oto
Sistemas de osciladores interagentes, em certas condicoes, podem ser descritos pelo 
modelo de Kuramoto [10], o qual preve que, se o acoplamento entre osciladores for su­
ficientemente forte, esses comecam a oscilar na mesma frequencia. De acordo com [10] 
qualquer sistema de osciladores aproximadamente identicos globalmente acoplados pode 
ser descrito por:
— =  w* +  ^ r j -  0*),i =  1, - N ,  (5.6)
j=i
onde wç sao as frequencias naturais de cada oscilador e r ^  e uma funcão de interacao 
que descreve a forma do acoplamento entre o oscilador j  e o oscilador i. Kuramoto [10] 
assumiu um sistema em que cada oscilador afeta os demais osciladores. Nesse tipo de 
interacão, tambem chamada de acoplamento global, ele assumiu que as interaçoes entre 
os osciladores sãao de mesma intensidade e que essas dependem sinusoidalmente com a 
diferenca de fase entre os osciladores. A funçao de interacão e, portanto, descrita por:
K
r ( $ j — ^  =  n  sen(^ j — ^i) ,i  =  1j (5.7)
onde K  e a intensidade do acoplamento e N  e o numero de osciladores. Deste modo, 
podemos reescrever a equaçcãao 5.7 como:
-JT =  w* +  T i 2 ^ sen(0j -  ) ,i  =  1  ...N . (5.8)dt N ^j=i
As frequencias naturais w* sao geralmente distribuídas de acordo com uma densidade de 
probabilidade g(w), a qual e simetrica em alguma frequencia w0, g(w0 +  w) =  g(w0 — w).
O diagnostico de sincronizacao de um sistema e obtido atraves do parâm etro de ordem
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z de Kuramoto[10] dado por:
1 N
z =  R ( t)e ^ (í) =  — ^ 2  ei9j (t), (5.9)
N  
j=i
onde -0(t) e a fase global do sistema em estudo, R(t) e o modulo do param etro de ordem, 
e 0j e a fase de cada oscilador no sistema. Uma vez que z e uma quantidade complexa 
pode-se considerar seu modulo:
1
|z| =  R(t) =  N \
N N
E  cos(0j )]2 +  E  sen(0j )]2. (5.10)
j=l j=l
Definindo R(t) dessa maneira, quando as fases esrâo descorrelacionadas, a soma e pequena 
e R(t) tende a zero e diz-se que o sistema esta dessincronizado. Quando as fases esrâo
correlacionadas R(t) tende a 1 e diz-se que o sistema esta sincronizado. O modelo de
Kuramoto assegura que ha uma transicao de fase do estado dessincronizado para o estado 
sincronizado, dada por [10]:
r = \A -  K , (5-u )
onde K c e o acoplamento crítico para ocorrer a transição de fase.
Podemos considerar a equacao 5.8 em funçao do param etro de ordem, multiplicando 
os membros de 5.9 por e0i, decompondo na formula de Euler e igualando as partes imagi­
narias, temos:
1 N
R sen(^ -  0i) =  n  ^ 2  sen(0j -  di), i =  1, ...N, (5.12)
j=i
substituindo esse resultado em 5.8, temos:
d0
— =  wi +  K R sen(^  -  0i), i =  1, ...N. (5.13)
Utilizando o metodo de Runge-K utta de quarta ordem, integraram-se as equacães de
Kuramoto para uma rede de 1000 osciladores, para os casos de K  =  0, 7; 1,0 e 1,3,
utilizou-se uma distribuicão de densidades lorentziana [26] para as frequencias naturais:
g (w) =  ( 2\  2\ , (5.14)n(Y2 +  w2)
onde y e uma constante que define a largura da distribuicão. Utilizou-se y =  1. Para 
uma distribuicão lorenziana e possível obter o valor crítico de acoplamento K c para o qual 
ocorre a transição de fase [10]. Esse valor e K c =  2y . Substituindo esse valor na equação
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5.11 temos:
r  = (5.15)
A figura 5.5 mostra o comportamento das fases dos osciladores conforme a intensidade de
acoplamento K  cresce.
Em 5.6(a), K  <  K c, observa-se uma distribuição aleatória das fases. Com o aumento 
da intensidade de acoplamento observa-se a transiçao de fase quando para K  =  K c =  1 
em 5.6(b) e as fases dos osciladores começam a se agrupar. Em 5.6(c) as fases continuam 
o processo de agrupamento e agora para K  >  K c estão mais correlacionadas.
Embora o parâm etro de ordem de Kuramoto seja considerado um diagnostico de sin- 
cronizacao para um sistema de osciladores a tempo contínuo, podemos utiliza-lo tambem 
como diagnostico de sincronizaçao para uma rede de mapas acoplados de Rulkov, uma 
vez que, e possível observar a sincronizacão de frequencias em mapas [27]. Para o sistema 
em estudo, o calculo do parâm etro de ordem e realizado substituindo 0, na equacão 5.10 
pelas fases de bursting 0n(i).
onde o índice n  indica uma medida a tem po discreto uma vez que, o sistema em estudo sao 
os mapas de Rulkov globalmente acoplados. A fim de fornecer uma medida mais precisa, 
podemos com putar a media tem poral do param etro de ordem (Rn):
Como pode ser visto na figura 5.7, o conjunto de osciladores globalmente acoplados pelo 
m apa de Rulkov apresenta uma transicao de fase e seu comportamento se aproxima 
da equaçao 5.11 conforme o tam anho da rede aumenta. Em 5.7, observa-se que para 
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Figura 5.6: Fase dos osciladores no modelo de Kuramoto para K  =  0, 7; 1, 0e1, 3
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Figura 5.7: Transição de fase para mapas de Rulkov acoplados, para redes de: 100, 1000 e 
10000.
Capítulo V / _________________________________________
Controle da Sincronização dos Disparos 
Neuronais
Conforme exposto anteriormente, diversos estudos tem relatado que o estímulo ce­
rebral, por meio de um sinal eletrico, funciona como um tratam ento para doencas neu- 
rodegenerativas. Deste modo, este capítulo e destinado a discutir a implementacao de 
dois metodos para supressão da sincronizaçao em redes neuronais, baseados na estimula- 
cao eletrica cerebral, e analisar a eficiencia destes metodos em tirar o sistema do estado 
sincronizado. O primeiro metodo de controle empregado simula uma corrente externa 
periódica. O segundo metodo simula uma corrente com atraso de realimentacão - delayed 
feedback control.
6.1 C ontrole por M eio de um  Sinal E xterno Periódico
Conforme visto no capítulo 5, quando os mapas de Rulkov sãao acoplados, a equaçcãao 
da variavel rópida para cada sítio torna-se a equacão 5.2:
í -\ z-N
X”'+1 =  1 +  (Xi? )2 +  ^  +  eX  ( í) ' (6,1)
Adicionando uma corrente externa periodica =  dsen(wt) a equacao 5.2 torna-se:
Xn'+1 =     (') +  yn' +  eX  (t) +  ^ext, (6.2)
1 +  (xi'j)2
Xn+1 =    - 7 ^ 2  +  ^  +  eX  (t) +  dsen(w t) (6.3)
1 +  (xn )
42
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onde d e a amplitude da corrente externa, u  a frequencia externa e o tem po t indica tempo 
discreto.
Com a aplicacao do sinal externo, a dinamica do sistema mudara, portanto podemos 
recalcular o campo medio produzido pela rede na presença do controle, chamando-o agora 
de X f para diferenciar. De acordo com a figura 5.1, quando os neurônios estao acoplados 
o campo medio apresenta oscilacoes regulares com o tem po e, portanto, a sua variancia e 
diferente de zero. Na presenca do controle a variancia do campo medio tende a diminuir 
(se o controle for efetivo), ou seja, as oscilacoes tendem a se extinguir com o tempo. Deste 
modo, podemos obter um diagnostico de supressao da sincronizacao atraves da compa- 
racao da variancia do campo medio na ausencia do controle com a variôncia do campo 
medio na presenca do controle. A variancia de X (t) e X f (t) são dadas respectivamente 
por:
onde (X (t)) e (X f (t)) sao medias temporais do campo medio na ausencia e na presença 
do controle respectivamente, N  e o  numero de sítios. Portanto, o diagnóstico de supressão 
da sincronizacão e o coeficiente de supressao S [6][28], dado por:
Quanto menor for a variância do campo medio na presença do controle X f , maior o valor 
de S e consequentemente mais efetivo e o controle empregado. Quando o controle nao 
ocasiona uma diminuicao da variancia do campo medio o coeficiente de supressao tende
Considerando simulacoes com redes de ate 10000 sítios e, sabendo de acordo com a 
figura 5.7, que para e =  0, 025 mais de 80% dos sítios das redes de 100, 1000 e 10000 
estão sincronizados, fixou-se este valor para a intensidade de acoplamento. Analisou-se 
para quais valores da frequencia externa u  as redes entram  em ressonancia, considerando
tam anhos de redes considerados, N =100; 1000 e 10000, o comportamento dos grêficos ó 
semelhante.
Para um valor pequeno da amplitude d, observa-se, de acordo com a figura 6.1, que 
a diferença (fi) — u  decresce linearmente ate u  ~  0, 03, onde nota-se um pequeno desvio 
da curva, que vai ate u  ~  0, 0375. Contudo, o valor de d ainda ó muito pequeno para que
V orX (í) =  VKXW > -  X  (í)]2,
V arX f (í) =  \/[(X 7(í)> -  X f (í)]2,
(6.4)
a 1.
diferentes valores para amplitude d como mostram as figuras 6.1, 6.2 e 6.3. Para os três
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d=0,01 E = 0,025
(c)
Figura 6.1: ((O) — w) x w, para redes de tamanho 100(a), 1000(b) e 10000(c).
esta regiaão de desvio forme um platôo de sincronizaçcãao. Podemos dizer que pontualmente 
o sistema pode ter entrado em ressonôancia, como um oscilador linear.
Com o aumento da amplitude do sinal, como em 6.2, para d =  0, 05 jó e possível 
observar a existencia de alguns platôs de sincronização. Na figura 6.3, para d =  0,1, este 
comportamento torna-se mais evidente e ó possível notar um aumento no tam anho dos 
platôs. Esse comportamento indica que, conforme aumentamos o valor da amplitude d, o 
sistema sincroniza mais facil com a frequencia externa u  e para uma faixa cada vez maior 
de valores de u.
De acordo com [29] cada platô de sincronizacao esta relacionado com uma língua de 
Arnold 1. De forma geral nota-se que a ocorrência dos platôs não estó centrada em zero, 
ou seja, quando fi =  u. O fato de que esses platôs não estejam centrados em zero ocorre 
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Figura 6.2: ((O) — w) x w, para redes de tamanho 100(a), 1000(b) e 10000(c).
O
sendo excitados 2. De fato, quando apenas um sítio da rede ó perturbado, o intervalo de 
sincronização estó centrado em zero, como pode ser visto em [5].
Os valores de u  para os quais o sistema entra em ressonancia, estao organizados 
na tabela 6.1, de acordo com cada valor da amplitude d considerado. Sabendo que o 
comportamento dos graficos não muda expressivamente com o aumento da rede, esses 
valores de u  foram considerados para uma rede de 10000 sítios.




primeiro plato: 0,012 a 0,0135 




primeiro plato: 0,016 a 0,019 
segundo platô: 0,022 a 0,024 
terceiro plato: 0,08 a 0,083
0,01 sincronização pontual: 0,03
2 ver apendice A
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Figura 6.3: ((O) — w) x w para redes de tamanho 100(a), 1000(b) e 10000(c).
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A fim de encontrarmos uma faixa de valores de e para os quais a corrente externa 
periódica e eficaz em suprimir a sincronizacao, verificou-se o comportamento do coeficiente 
de supressao S em função da intensidade de acoplamento e, conforme m ostra a figura 6.4, 
para diferentes valores de u  e da amplitude d. O valor maximo considerado para amplitude 
foi d =  0,1, pois, para um valor muito elevado da amplitude d, a serie temporal da variavel 
rapida xn, perde sua característica original, os bursts. consideraram-se valores de u  para 
os quais uma rede de 10000 sítios acoplados entra em ressonância, de acordo com a tabela 
6.1.
Simulacães com valores de u  fora da ressonancia tambem foram realizadas, a fim de 
verificar se a faixa de valores de e, para os quais o coeficiente de supressao S e considerado 
bom, alarga-se ou diminui quando o sistema esta ou naão em ressonâancia. Os resultados 
estao apresentados nas figuras 6.4, 6.5, e 6.6.
Como comportamento geral, observa-se nas figuras 6.4, 6.5 e 6.6, que para pequenos 
valores de e o coeficiente de supressão e menor que 1, uma vez que, para valores de e
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Figura 6.4: Coeficiente de supressão S em funcao da intensidade de acoplamento e para d =  0,1 
e w =  0, 013 (a), w =  0, 019 (b), w =  0,18 (c) e w =  0, 24 (d).
próximos a zero o sistema ainda não estó sincronizado e, portanto, a variôncia do campo 
módio X (t) ainda ó muito pequena, próxima a zero. Na figura 6.4 observa-se que o 
coeficiente de supressão em funçao de e não apresenta um pico expressivo para os valores 
de u  em que o sistema esta em ressonôncia, 6.4(a) e 6.4(b), sendo que, S nao chega a 1,5. 
Para os valores de u  fora da ressonancia, figuras 6.4(c) e 6.4(d), o coeficiente de supressao 
apresenta um pico para uma faixa de valores de e, onde S estóa entre 3 e 4, para u  =  0, 24, 
em 6.4(d).
Diminuindo o valor da amplitude d, agora d =  0, 05, figura 6.5, tambóm verifica-se 
que para os valores de u  da ressonancia, figuras 6.5(a) e 6.5(b), o coeficiente de supressão 
naão apresenta valores considerados bons quando comparados a valores de u  fora da res- 
sonôncia, figuras 6.5(c) e 6.5(d), onde S esta entre 4 e 5. O coeficiente de supressão para 
d =  0,05 apresenta picos mais estreitos, poróm com amplitude um pouco mais elevada
6.1. Controle por Meio de um Sinal Externo Periódico 48
(d) d=0,05 0= 0 ,2 4
3 -
N =10000
Figura 6.5: Coeficiente de supressão S em funçao da intensidade de acoplamento e para d =  0, 05 







do que para d =  0, 1. Para d =  0, 1, com u  fora da ressonaôncia observa-se picos de S 
mais largos do que para d =  0, 05. Deste modo, com o aumento da amplitude d, cresce a 
faixa de valores de e para os quais a supressao ó boa. Na figura 6.6, embora o coeficiente 
de supressaão naão apresente valores expressivos, pois a amplitude considerada, d =  0, 01 
óe muito pequena, confirma-se mais uma vez que para valores de u  na ressonôancia a su­
pressão nao ó boa. Como m ostra a figura 6.6(a), o coeficiente de supressão S apresenta 
um pico de amplitude mais baixa para a frequôencia de ressonôancia u  =  0, 034 comparado 
com os demais valores de u  fora da ressonôncia, figuras 6.6(b), 6.6(c) e 6.6(d).
De maneira geral, observa-se nas figuras 6.4, 6.5 e 6.6 que o comportamento das 
curvas de S x e, após um certo valor de e, apresentam uma saturacao de S . Isto pode 
ocorrer devido ao que se chama de sistema “mestre-escravo”. O termo eX (t), após um 
determinado valor de e, passaria a determ inar o comportamento do sistema.
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Figura 6.6: Coeficiente de supressão S em funcão da intensidade de acoplamento 5 para d =  0, 01 




Analisou-se o comportamento do parâm etro de ordem medio (R) e do coeficiente de 
supressao S em função da frequencia externa u  para os três valores considerados para 
amplitude, d =  0,1; 0, 05 e 0, 01 com a intensidade de acoplamento fixa para e =  0, 025, 
conforme mostra a figura 6.7 e 6.8.
Na figura 6.7(a) e 6.7(b), o início da curva de (R) em fumrâo de u  apresenta um 
vale e logo depois uma crescimento ate (R) aproximadamente 1 e logo após ocorre um 
descrescimento mais pronunciado. Ocorre que, para pequenos valores de u , o sistema 
começa a dessincronizar e, portanto, o parâm etro de ordem comeca a decair. Contudo, 
quando u  atinge a faixa de valores da ressonância o sistema começa a sincronizar com a 
frequâencia externa u  e, portanto, o paraâmetro de ordem aumenta. Com o aumento de u  
o sistema volta a dessincronizar e o paraâmetro de ordem diminui. Em u  em torno de 0, 2, 
o parâm etro de ordem tem  um mínimo para d =  0,1 em 6.7(a). Em 6.7(b) o mínimo mais 
pronunciado no parâm etro de ordem aparece para u  =  0, 017. Comparando as figuras
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Figura 6.7: Parâmetro de ordem medio (R) em funçao da frequencia externa w, com e =  0, 025, 
para d =  0,1 (a), d =  0, 05 (b), e d =  0, 01 (c).
6.7(a) e 6.7(b), com respeito aos valores de d, verifica-se que para d =  0 , 1 a  faixa de 
valores de u  para os quais o parôametro de ordem óe baixo óe maior do que para d =  0, 05. 
Deste modo, o controle óe mais eficaz para d =  0, 1, aplicando u  de 0,2 atóe 0,4. Na 
figura 6.7(c), o parâm etro de ordem apresenta flutuacoes em torno de 1, pois a amplitude 
considerada, d =  0, 01, ó muito pequena e, portanto nao ó eficaz para dessincronizar o 
sistema.
Nas figuras 6.8(a) e 6.8(b), verifica-se que o início da curva de S em funçao de u  
cai para valores pouco abaixo de 1. Isto ocorre na mesma faixa de valores de u  das 
figuras 6.7(a) e 6.7(b) em que o parôametro de ordem tem  um crescimento antes de decair 
novamente. Como discutido anteriormente, este intervalo de valores de u  corresponde 
aos valores em que a frequóncia módia de burst (fi) se iguala a frequóncia externa u. 
Deste modo, para valores pequenos de u ,o  coeficiente de supressao começa a aum entar 
a partir 1, quando a variôncia do campo módio na ausóncia e na presença do controle
N=10000
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Figura 6.8: Coeficiente de Supressão S em função da frequencia externa w, com e =  0, 025, 
para d =  0,1 (a), d =  0, 05 (b), e d =  0, 01 (c).
são aproximadamente iguais. Contudo, quando a frequência externa passa pelo intervalo 
ressonante as frequencias de burst de cada oscilador sincronizam com a frequencia externa 
e, nesse intervalo a variancia do campo medio na presença do controle V a r(X f) e maior 
do que a variancia do campo medio na ausencia do controle V a r(X ). Disto decorre a 
queda de S nesse intervalo para valores abaixo de 1.
Portanto, o intervalo de frequencias ressonantes faz com que o controle externo, I ext, 
colabore para sincronizar o sistema. Em concordância com a figura 6.7, observa-se na 
figura 6.8 que os maximos de S correspondem aos mínimos de (R). A figura 6.10 confirma 
esta assenrâo, onde plotou-se S contra w /(fi). Na figura 6.8(c), S apenas flutua em torno 
de 1, evidenciando que o controle naão íe efetivo para suprimir o estado sincronizado para 
d =  0,01. As figuras 6.9 e 6.10 mostram que o aumento e queda no início da curva 
do parâm etro de ordem e do coeficiente de supressao respectivamente, ocorrem proximo 
da ressonância, onde -râ- =  1- Portanto, a faixa de valores para a aplicaçao do controle
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Figura 6.9: Parâmetro de ordem (R) em funcão da frequencia normalizada , com e =  0, 025. 
para d =  0,1 (a), d =  0, 05 (b).
(a) d=0,1 E = 0,025 (b)
d=0,05 E = 0,025
2 3
o/<̂ >
Figura 6.10: Coeficiente de Supressão S em funcao da frequencia normalizada , com e 
0, 025, para d =  0,1 (a), d =  0, 05 (b).
0 4 5
m/<£2>
externo periódico deve estar acima das frequóncias de ressonancia.
Investigou-se o comportamento do paraômetro de ordem e do coeficiente de supressaão 
em funcão da frequóncia externa para uma ampla faixa de valores de u , como mostra a 
figura 6.11. De acordo com a figura 6.11 observa-se que tanto  o coeficiente de supressão, 
quanto o parômetro de ordem, são periódicos em relacão a frequóncia externa. Os móximos 
de S coincidem exatamente com os mónimos de (R).
Atribuindo um valor de u  =  0, 24, analisou-se a evoluçao do coeficiente de supressao 
em funcao da amplitude d, como mostra a figura 6.13.
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Figura 6.11: Coeficiente de Supressão S (curva preta) e parâmetro de ordem medio (R) (curva 
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Figura 6.12: Coeficiente de Supressao S em funcao da amplitude d.
Com base nos gróficos apresentados atribuiu-se alguns valores para os parâmetros, u  
e d, a fim de examinar a evolucao temporal do campo medio, na presença do controle e 
do parâm etro de ordem, para uma rede de 10000 sítios, bem como, calcular a energia do 
sinal externo, para os valores atribuídos.
De acordo com a figura 6.13, os dois valores da amplitude considerados, d =  0, 07 e 
d =  0,1 sao eficazes em tirar o sistema do estado sincronizado, uma vez que, estes valores 
escolhidos para a amplitude estao dentro da faixa dos valores para d em que o coeficiente 
de supressao e elevado, figura 6.12. As figuras 6.13(a) e 6.13(c),para d =  0, 07, mostram 
que a evolucão do campo medio (quando o controle e ligado) apresenta amplitude menor
ffl=0,24 e=0,025
d=0,1 e =  0,025
N =10000
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L/ y j \ a I









d=0,07 e = 0,025 «=0,18
T























d=0,07 e = 0,025 «=0,2














-0,05 -  
-0,1 -
52000 54000 56000 58000
54800 54900 55000 55100 55200
tempo tempo
Figura 6.13: Evolução temporal para o campo medio na presença do controle, corrente externa 
e parâmetro de ordem, para d =  0, 07, w =  0,18 (a), d =  0,1, w =  0,18 (b), d =  0, 07, w =  0, 2
(a) e, d =  0,1, w =  0, 2 (a). O controle foi ligado para t=55000.
60000
comparada as figuras 6.13(b) e 6.13(d) quando d =  0,1. Ou seja, para d =  0, 07, o campo 
módio tende a aniquilar-se mais rapidamente do que para d =  0,1. Deste modo, pode-se 
dizer que o controle ó menos invasivo para este valor de amplitude, pois a amplitude da 
corrente externa óe menor e o campo móedio tende a extinguir-se mais rapidamente.
Estabeleceram-se domínios de supressao no espaço de parômetros. Plotou-se a ampli­
tude d em função da frequóncia normalizada u /( f i) ,  quando S >  1, 5, para uma rede de 
10000 sítios, como mostra a figura 6.14. De acordo com a figura 6.14, os espacos são pre­
enchidos após a ressonôncia, quando a razão ó maior que 1, pois, conforme analisado 
anteriormente, o coeficiente de supressaão óe menor que 1 na faixa ressonante.
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Figura 6.14: Domínios de supressão para d e w, quando S > 1, 5.
e=0,025
6.1 .1  E nergia  A sso c ia d a  ao C ontrole E xtern o  P eriód ico
Pode-se estim ar a energia media associada ao controle externo periódico, considerando 
uma potencia P  =  gext(l2xt), onde gext e uma condutancia associada ao controle externo. 
Assumindo gext =  1, a energia será:
E ext =  P T  =  (Ie2xt) ) (6.5)
onde T  e o tempo de aplicação da corrente externa. A media quadrática da corrente I ext 
e dada por:
/ t 2 \ d2 [1 -  sen(4n(T/T0))] (66) 
( /ex‘) =  T ------ S e T /T y -------- ’ (6'6)
onde T0 e o período da corrente externa, T0 =  2 n /u , portanto a fórmula da energia em 
termos da frequâencia externa torna-se:
E d2 [1 -  sen(2uT)] T  (67)
E ex, =  y ------ 2Ut --------T - (6'7)
Considerando d =  0,07, e =  0,025 e u  =  0, 2, calculou-se a energia gasta durante o tempo 
de aplicaçao da corrente externa. A figura 6.15 apresenta a energia gasta em funcão do 
tempo, para uma rede de 10000 sítios.
6.2. Controle por Meio de um Sinal com Atraso de Realimentacao - Delayed Feedback
Control 56
d-0,07 w—0,2 £ — 0,025
tempo
Figura 6.15: Energia associada ao controle externo em função do tempo.
6.2 C ontrole por M eio de um  Sinal com  A traso de 
R ealim entação - Delayed Feedback Control
Conforme exposto anteriormente, Rosenblum e Pikovsky [6] propuseram um metodo 
para suprimir a sincronização de uma rede de osciladores globalmente acoplados, o qual 
baseia-se na aplicação de um sinal com atraso de realimentacao em um circuito ou sistema. 
O circuito ou sistema em estudo, recebe um estímulo inicial, uma corrente eletrica por 
exemplo, um receptor recebe esse sinal e reenvia ao sistema com um certo atraso. A 
realimentacao com atraso pode reduzir o sinal recebido inicialmente. No caso de uma 
rede osciladores que simulam sítios de uma rede neuronal, esse sinal inicial e o campo 
eletrico medio associado à rede.
O metodo consiste na comparaçao entre o campo medio atual da rede e o campo 
medio medido t iterações antes. Sendo X (t) o campo medio atual da rede, a corrente 
com atraso de realimentacao sera: / / eed =  £/ [X (t) — X  (t — t )], onde e a  amplitude da 
corrente e [X (t) — X (t — t )] e a diferenca entre o campo medio atual da rede e o campo 
medio de t iteraçães antes. A figura 6.16 mostra um esquema de um circuito de feedback 
implantado em uma rede neuronal por meio de dois eletrodos.
Do mesmo modo, que o controle externo periódico, o termo que representa esse con­




1 +  (xii))
+  yii) +  (t) +  feed; (6.8)2
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Figura 6.16: Esquema do metodo proposto por Rosenblum e Pikovsky [6]. O campo elétrico 
local da rede e medido por um eletrodo de gravação e reinjetado na rede, após um certo tempo 
de atraso, pelo eletrodo de aplicacao. Figura adaptada de [12].
x (i) _xn+1 =
a (i)
1 +  (xii))
+  yi° +  gX (t) +  g/ [X(t) -  X (t -  t )]. (6.9)
Analisou-se incialmente para quais valores da amplitude da corrente de feedback g/ e 
do tempo de atraso t o emprego desse controle e mais eficaz, conforme m ostra a figura 
6.17. Fixou-se a intensidade de acoplamente para g =  0, 025, conforme foi feito para o 
primeiro controle empregado. A figura 6.17 m ostra os domínios de supressao de g/ e t 
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Figura 6.17: Domínios de supressao de /  e t para S > 1, 5.
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para t  de 0 a 1000. De acordo com a figura 6.17, uma ampla faixa de valores de £f que 
vai de £f ~  0,01 a 0,1, e eficiente em tirar o sistema do estado sincronizado, porem, uma 
pequena faixa de valores de t  e eficaz na supressão da sincronizacao. Essa faixa de valores 
de t  aumenta, conforme cresce a amplitude £ f. Quando £ =  0,1, esta faixa vai de t  ~  50 
e chega a t  250.
De acordo com Rosenblum [30], os domínios de t estão relacionados ao período medio 
de oscilaçao do campo medio. Se o valor de t e da ordem do período de oscilacão do campo 
medio, a soma £X (t) +  £f [X(t) — X (t — t )] na equacão 6.9, ocasiona uma interferência 
construtiva entre os campos medios atual X  (t) e atrasado X  (t — t ), o que representa um 
reforço para a sincronizaçao, uma vez que ao imrês de extinguir as oscilacoes do campo 
medio, conforme desejado, a interferência construtiva aum entara essas oscilacoes. Deste 
modo, Rosenblum [30] argumentou que os domínios de t devem ser escolhidos de forma que 
t seja aproximadamente da ordem de meio período de oscilacao do campo medio, a fim de 
fornecer uma interferência destrutiva entre os campos, ocasionando a dessincronizacao da 
rede. Em concordância com essa asserção, a figura 6.18(a) mostra que os valores maximos 
de t , no grafico de S em funcao de t , são da ordem de meio período de oscilacão do campo 
medio, como mostra a figura 6.18(b), o qual corresponde T  ~  368.
Figura 6.18: Coeficiente de supressão S em função de t  (a). Campo medio X (t) mostrando o 
período de oscilação para uma rede de 10000 sítios (b).
Por meio da análise dos valores eficazes na supressao da amplitude £f e do tempo
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de atraso t , analisou-se o comportamento do coeficiente de supressão S e parâm etro de 
ordem medio em fumrâo da intensidade de acoplamento £, para £f =  0,1; 0,04 e 0,01, com 













Figura 6.19: S versus e, para f  =  0,01 (a); 0,04 (b) e 0,01 (c)








a faixa de valores de £ alarga-se com o aumento da amplitude da corrente de feedback 
£f . Contudo, mesmo para uma amplitude elevada £f =  0,1, figura 6.19(c), o coeficiente 
de supressao só comeca a decair para um valor muito levado de £, em torno de £ =  0,08, 
mas S ainda continua maior do que 1 para este valor de acoplamento. Para t =  160, a 
supressao e ligeiramente melhor, apresentando uma faixa um pouco maior dos valores de 
£ em que a supressão e boa. Para £f =  0, 01, figura 6.19(a), esta faixa de valores e muito 
estreita.
Na figura 6.20, verifica-se que o controle de feedback prejudica a transição do estado 
naão sincronizado para o estado sincronizado, pois o parâametro de ordem demora mais para 
ficar proximo de 1. Este comportamento fica mais evidente com o aumento da amplitude




Figura 6.20: (R) versus g  para £■/ =  0,01 (a); 0,04 (b) e 0,01 (c).
g / . Para g/ =  0,1, figura 6.20(c) a transicao para o estado sincronizado demora mais 
para ocorrer. Para t =  160 a transicão ocorre ligeiramente mais lentamente do que para 
t =  140.
Analisou-se o comportamento do coeficiente de supressão e do parâm etro de ordem 
médio em funçao da amplitude g / , para intensidades de acoplamento g =  0, 025 e g =  0, 05 
conforme mostram as figuras 6.21 e 6.22. Em 6.21(a), verifica-se que para g =  0, 05 a 
supressão e mais sensível aos valores de t , uma vez que a curva de S para t =  160, possui 
um limiar mais baixo de g / , valor para o qual S e maior que 1. Isto e, com t =  160 o 
coeficiente de supressão cresce mais rapidamente do que para t =  140. Contudo, para 
g =  0, 025 as curvas de S em função de g/ se aproximam para os dois valores de t 
considerados. Em 6.22(a), o mesmo comportamento e evidenciado para g =  0, 05. As 
curvas do parâm etro de ordem medio para este valor da intensidade de acoplamento são 
sensíveis aos valores de t , sendo que para t =  160, o parâm etro de ordem medio decai




Figura 6.21: S versus ef para e =  0, 05 (a) e e =  0, 025 (b).
Figura 6.22: Parâmetro de ordem medio em funçao de ef para e =  0, 05 (a) e e =  0, 025 (b).
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mais rapidamente do que para t =  140. Em 6.22(b), com £ =  0,025 as curvas de (R) se 
aproximam para os dois valores de t .
Uma vez que, para £f =  0, 01 comeca a ocorrer a supressao para alguns valores de t , 
conforme mostra a figura 6.17, atribuiu-se £f =  0, 01 e 0, 04 para aplicação da corrente de 
feedback, como mostra a figura 6.23, com £ =  0, 025 e t =  160. De acordo com a figura 
6.23, a am plitude £f =  0, 04 e mais eficiente para destruir o campo medio, uma vez que o 
parâm etro de ordem vai a zero. A evolução tem poral da corrente de feedback mostra que 
sua amplitude e menor do que a corrente externa periodica, o que indica que este tipo de 
controle e menos invasivo.
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Figura 6.23: Evolução temporal para o campo medio, corrente de feedback e parâmetro de 





6.2 .1  E nergia  A sso c ia d a  ao C ontrole de R ea lim en tacão  A tra­
sada
Podemos associar uma energia a esse tipo de controle, conforme feito para a corrente 
externa periódica. Atribuindo g/ =  0,04, podemos calcular a energia gasta por este 
controle. Assumindo uma condutância g jeed =  1, temos a seguinte formula para a energia:
E /eed =  P T  =  (I/eed)2T (R 10)
onde T  e o período de aplicacão do controle. A figura 6.24 mostra a evolucao temporal 
da energia E /eed para os valores atribuídos a corrente, para uma rede de 10000 sítios. De 
acordo com a figura 6.24, observa-se que no inicio da aplicação do controle a energia possui 
uma amplitude muito elevada, isto ocorre no transiente da aplicacão do controle, após o 
período transiente a energia decai ate zero. Devido à corrente de feedback ser composta 
pela diferença entre o campo medio no instante atual e o campo medio t  iterações antes, 
conforme a rede dessincroniza, a amplitude do campo medio diminui e consequentemente a 
diferença X (t) — X (t — t ) .Portanto, o controle desliga automaticamente, o que representa 
mais uma vantagem deste tipo de controle, pois a corrente de realimentacao nao e aplicada 
continuamente.
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tempo
Figura 6.24: Evoluçao temporal da energia associada ao controle de feedback, E feed, com 
e =  0, 025, t =  160, para ef =  0, 04.
Capítulo /  ________________________________________________
Considerações Finais e Perspectivas Futuras
Neste trabalho simulou-se computacionalmente, com o m apa de Rulkov [4], a dinamica 
de redes neuronais de 100, 1000 e 10000 sítios, cada sítio representando um neurônio. 
Acoplando essas redes foi possível obter a sincronizaçao das fases de bursting de cada 
sítio. Analisou-se a eficiencia de dois esquemas de controle empregados para suprimir a 
sincronizacão nessas redes, uma corrente externa periodica e uma corrente com atraso de 
realimentaçcãao.
Em concordancia com o modelo de Kuramoto [10], o qual descreve um sistema de osci- 
ladores globalmente acoplados, as redes de mapas de Rulkov apresentaram  uma transicão 
de fase do estado nãao sincronizado para o estado sincronizado.
O controle externo periodico possui uma faixa lim itada para aplicaçao dos seus parâ­
metros: a frequencia externa u  e a amplitude d. Os valores para a aplicacao da frequencia 
externa u  devem estar acima do intervalo ressonante, pois, para valores de u  abaixo desse 
intervalo, o controle nao e efetivo em suprimir a sincronização da rede. Para valores de u  
no intervalo ressonante, as frequencias de bursting estão sincronizadas com a a frequencia 
externa u  e o coeficiente de supressao S e menor do que 1. Neste caso, o controle favorece 
a sincronizaçao ao inves de suprimi-la.
A amplitude d deve estar entre d =  0, 07 e 0,1, uma vez que, uma amplitude muito 
baixa, como d =  0, 01, nao e eficaz para suprimir o estado sincronizado, ou acaba supri­
mindo para uma faixa muito estreita de valores de u. Contudo, a amplitude d nãao deve 
ser muito elevada, para que a rede continue apresentando bursts.
A periodicidade do coeficiente de supressãao S em relaçcãao a frequâencia externa u  íe um 
fator lim itante para a aplicaçao deste tipo de controle. Ha estreitos intervalos de u  em 
que S íe elevado. Contudo esses valores de u , para os quais o coeficiente de supressaão íe
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alto, saão valores elevados e a frequâencia externa naão deve ser muito elevado para que a 
energia aplicada aos sítios da rede nao seja excessiva e o controle não seja muito invasivo.
A corrente com atraso de realimentacao possui a vantagem de ser menos invasiva pois 
o sinal injetado na rede e um sinal produzido pela mesma. Conclui-se que a eficiencia deste 
tipo de controle nãao apresenta dependâencia expressiva com a amplitude da corrente de 
realimentacao £ f, sendo que, para pequenos valores da amplitude £f o sistema apresenta 
uma boa supressãao da sincronizaçcãao.
O coeficiente de supressão apresenta valores satisfatórios apenas para uma pequena 
faixa de valores do tem po de atraso da corrente de realimentacao t . Os valores de t em 
que S e elevado sao da ordem de meio período de oscilaçao do campo medio. Deste modo, 
a eficiencia desse controle decorre de uma interferência destrutiva entre o campo medio e 
o campo medio com atraso, de acordo com [30].
A eficiencia de ambos metodos empregados dependem de uma combinacao dos parâ­
metros de controle. Em trabalhos futuros pretende-se comparar os resultados obtidos com 
o controle externo periídico, aplicando esse controle em apenas um sítio da rede.Pretende- 
se implementar os dois tipos de controle da sincronizaçcãao em uma rede do tipo pequeno 
mundo small world, onde as conexoes ocorrem entre primeiros vizinhos com algumas co- 
nexãoes naão locais, chamadas de atalhos.
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A .1 Forcam ento E xterno e Línguas de A rnold
Conforme exposto anteriormente a fase 0(n) e a frequência fi de bursting são dadas 
respectivamente por:
n — n k
0n =  2nk +  2n--------------, (A.1)
n k+1 -  n k
n = U m =  0(n) -  0 <o>. (A.2)
n^ra n
Se passamos para o limite do contínuo.
0n+1 — 0n =  A 0 —— -0 , n  —— t (A.3)
fi =  -dt, ou 0 =  fi. (A.4)
Adicionando um forcamento externo periódico -sen(wt) podemos definir uma fase de for- 
çamento externo 0 , tal que 0  =  w. O forcamento e acoplado aos osciladores (neurônios) 
supostamente sincronizados com uma mesma frequencia de burst fi. Entao temos:
0 =  fi +  -G (0 ,0 ) . (A.5)
Onde G e uma funcão periodica em 0 e 0.
G (0 +  2 n , 0  +  2n) =  G (0 ,0). (A.6)
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Trabalhamos com a diferença de fase:
9 — 0 — 0,
0 — 0 — 0  — +  d G (0 ,0 ) — w. (A.7)
Definindo o descasamento de frequências.
(A.8)
teremos:
0 — Aw +  dG (0 ,0). (A.9)
Como o forçamento e dsenwt =  dsen0 vamos supor que G (0 ,0 ) =  sen(0 — 0 ) =  sen9, tal 
que:
9 =  Aw +  dsen9, (A.10)
e a equaçao de Adler (osciladores nao-uniformes).
A .2 A nálise D inâm ica
•  Se Aw =  0 ^  =  w ^  ressonância,
9 =  dsen9. (A.11)
Neste caso só há um ponto de equilíbrio estavel, 9* =  0 =  dsen9*, que e 9* =  0, para
Figura A.1: Figura adaptada de [24].
o qual 0 — 0  =  0. Disto decorre que a fase dos osciladores crescem linearmente com o
tempo:
0 — 0  — Wt. (A.12)
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Se | Aw|( d.
Figura A.2: Figura adaptada de [24]. 
Neste caso ha dois pontos de equilíbrio:
d* estável:
d* instável.









Para o equilíbrio estável: 0 — 0  =  d* =  constante ^  a diferença de fase entre os os- 
ciladores e o forçamento permanece constante com o tempo (“travamento de fase” ou 
“phase-locking1). Como 0  =  wt,
0 =  d* +  wt. (A.15)
Os osciladores sincronizam com o forçamento externo, ou seja, a frequencia de burst 
sincroniza com a frequencia do forçamento (“frequency entrainm ent”):
n  =  0  =  d(d* +  wt)
dt
=  0 +  w =  w. (A.16)
Como |send*| ^  1 ^  | —|^ |  =  |̂ 1 ^  1 ^  |Aw| ^  d. Ou,
— d <  Aw <  d. (A.17)
Ou seja, a sincronizaçao ocorre para d =  0, dentro de um intervalo centrado em Aw =  0, 
ou fi =  w (intervalo de sincronizacão). No diagrama d x Aw este intervalo e chamado 
de “língua de Arnold”. O utra forma de visualizar esse resultado e com putar a chamada
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Figura A.3: Intervalo de Sincronização.
“frequencia media perturbada”, definida por:
(fi) =  0 =  fi +  -G (0 ,0 ), (A.18)
ou,
(fi) =  fi +  -sen(0  — 0 ) =  fi +  -sen0. (A.19)
Se temos travamento de fase em 0* =  constante,
(fi) =  fi +  -sen0* =  fi +  - ( ^, (A.20)
(fi) =  fi — A u =  fi — (fi — u) =  u , (A.21)
(fi) =  u. (A.22)
Então, no travamento temos:
(fi) — u  =  0. (A.23)
Fora do travamento, |Aw| >  -  e não ha ponto de equilíbrio 0*. O movimento e quase-
periódico e assíncrono. Não temos mais 0* constante. Entao, (fi) =  fi +  -sen0, depende
da fase de cada oscilador. Consequentemente, (fi) — w=Aw +  -sen0, sera diferente de zero.
Alem da sincronizacao “pura”(ou 1 para 1, 1:1) pode haver sincronizacao de ordem
mais alta entre o forcamento e os osciladores. Em geral, uma sincronizacão m : n  (onde 
m e n  são inteiros positivos) e caracterizada por:
m
(fi) =  —w, (A.24)
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1
< Q >  -  w
Figura A.4: Plato de sincronização.
onde m /n  e um numero racional. Temos:
0 =  : (osciladores sincronizados nos bursts), (A.25)
0  =  u  :— 0  =  u t  (forçamento),
0 =  u  +  -G (0 ,0 ) : oscilador nao-uniforme. 
Define-se a diferença de fase agora como:
(A.26)
(A.27)
0 =  m 0 — n 0  =  m 0 — nwt, (A.28)
com o descasamento de frequências:




(9 =  m 0 — nw =  m[fi +  dG(0, -0)] — nw, 
0 =  Aw +  m dG (0 ,0).
G (0 ,0 ) =
sen(m0 — n 0 ) sené
m m





que e a equacao de Adler novamente, com a mesma analise dinâmica. Portanto, há 
uma língua de Arnold m : n  para cada par de inteiros (m, n) caracterizando um estado 
sincronizado (figura A.5). A figura A.5 mostra as línguas de Arnold para o m apa seno-
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1/2 3/5 2/3 3/4 1/1 5/4 4/3 7/5 3/2 U
Figura A.5: Línguas de Arnold no mapa seno-círculo. Figura adaptada de [29].
círculo, o qual e uma discretizacao da equaçao de Adler A.31. Para cada valor de d, vemos 
diversos platos de sincronizacao no diagrama d versus w.
