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a b s t r a c t
The problem that motivates the considerations here is the construction of mathematical
models of natural phenomena that depend upon past states. The paper divides naturally
into two parts: in the first, we expound the inter-connection between ordinary differential
equations, delay-differential equations, neutral delay-differential equations and integral
equations (with emphasis on certain linear cases). As we show, this leads to a natural
hierarchy of model complexity when such equations are used in mathematical and
computational modelling, and to the possibility of reformulating problems either to
facilitate their numerical solution or to provide mathematical insight, or both. Volterra
integral equations include as special cases the others we consider. In the second part, we
develop some practical and theoretical consequences of results given in the first part. In
particular, we consider various approaches to the definition of an adjoint, we establish
(notably, in the context of sensitivity analysis for neutral delay-differential equations)
rôles for well-defined adjoints and ‘quasi-adjoints’, and we explore relationships between
sensitivity analysis, the variation of parameters formulae, the fundamental solution and
adjoints.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We have previously (severally, jointly, and with others—see, e.g. [1,4–6,8]) been involved in the determination of
computational models that describe mathematically the evolution of phenomena that depend upon past states. However,
adoption of a multidisciplinary and holistic approach has here been restrained by publication requirements, and we
concentrate on the mathematical issues, with the motivation indicated but relegated to a lesser rôle.
In the context of this paper, a mathematical model comprises a set of equations, and possibly constraints, that purport to
generate insight into some specified phenomena. The models we have employed have been, in a general sense, differential
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equations [DEs], ordinary differential equations [ODEs], delay-differential equations [DDEs], neutral delay differential
equations [NDDEs] cf. [2], or related integral and integro-differential equations; see Section 2. We consider such equations
here.
Our material divides into two parts, of which the first comprises a review of a variety of models, and explores
interconnections between different types of models. This has a bearing on theoretical insight and the use of different
methods for computational solution, and we hope this part will be of wide interest. The second part presents a search for
a theory relating variation of parameters and adjoint theory to the issue of sensitivity, and an indication of its subsequent
application. Here, we address a number of issues concerning the analysis and numerics of NDDEs that previously appeared
uncertain, because of the complexity of NDDEs. For the second part we target, as a readership, a mathematical audience.
Indeed, our main motivation lies in the construction of parametrized models that provide a quantitatively consistent
simulation of observed data. This involves a formulation of a family of putative models and the determination
(computationally) of an actual model that is, in some sense, best of those available for selection. Frequently, this selection
process can be effected using methods based on sensitivity and adjoint theory. The need to compute numerical solutions
arises at every stage in computational modelling; the models can therefore be quite complex, which lessens the need to
sacrifice realism for simplicity.1
For some modellers, parsimony2 is important in the choice of a model. The material in Sections 2 and 3 indicates a
natural hierarchy of model equations that can be used in an informal ranking of parsimony whereby equations at the lower
end of the hierarchy can be rewritten as a special case of more general equations higher up the hierarchy. The different
types of equations listed present differing challenges both numerically and theoretically. We give particular attention to
NDDEs3 (which are commonly termed either explicit or implicit but can sometimes be transformed from one type to another
[Section 3.1]). We emphasize a rôle in the analysis played by Volterra integral equations [Section 3.2].
It is both of theoretical and of practical interest to know the sensitivity of a solution of a model [Section 5] to a change
in the parameters. In particular, sensitivity with respect to changes in the model is an important topic in model selection;
we therefore explore variation of parameters’ formulae, and their relation to resolvent and adjoint theory. To summarize:
in Section 2 we introduce various classes of equation; we indicate in Section 3 how equations can be rewritten as a different
type of equation subject to certain conditions; in Section 4 we concentrate on mathematical concepts such as adjoint
operators and equations, fundamental solutions and solvent equations; finally, we are concerned with sensitivity theory
in Section 5.
2. A variety of nonlinear hereditary models (a review)
Causal models can be classified as discrete, continuous, or hybrid. ODEs, DDEs, NDDEs and Volterra integral equations
[VIEs] (and discrete analogues—or similar partial differential equations, which we do not discuss here) provide classes of
equations competing to be chosen as models, but there is a rich variety of possibilities going beyond these. Our emphasis in
the paper on restricted classes of equations involves a simplification since, in practical modelling situations, parametrized
models are actually based on combinations of such equations. For example, Marchuk’s nonlinear equations in [30],
y′1(t) = βy1(t)− γy2(t)y1(t), y′2(t) = ρy3(t)− γηy1(t)y2(t)− µ2y2(t),
y′3(t) = αξ(y4(t))y2(t − τ)y1(t − τ)− µ3{y3(t)− y∗3}, y′4(t) = ςy1(t)− µ4y4(t),
are of varying types, some ODEs and some DDEs. Some modellers emphasize the need for a model that is dimensionless and
scaled (cf. [33]).
To focus attention, we shall be considering the formal, parametrized, model,
d
dt
{y(t)− cy(t − τ)} = ay(t)+ by(t − τ) (t ∈ [0, T]); y(t) = φ(t) (t ∈ [−τ, 0], τ ≥ 0). (2.1)
This is a linear scalar NDDE and selected parameters4 [a, b, c, τ]T and φ define an actual (as opposed to a formal) model with
solution y(t) ≡ y([a, b, c, τ]T,φ; t). More generally, supposing τ > 0, the solution of the non-autonomous system of NDDEs
d
dt
{y(t)− C(t)y(t − τ)} − {A(t)y(t)+ B(t)y(t − τ)} = f (t) (t ∈ [0, T]) (2.2)
with y(t) = φ(t) (t ∈ [−τ, 0]), depends on the functions A( · ), B(·), and C(·)with values in RN×N , on τ ≥ 0, and on the vector-
valued functions f (·) and φ(·) (each potentially serving as a parameter). ODEs and DDEs result (respectively) on setting
c = b = τ = 0 or c = 0 and τ > 0 in (2.1) or alternatively C(t) = B(t) = 0 and τ = 0 or C(t) = 0 and τ > 0 in (2.2).
1 Models whose choice is motivated by an ability to treat them analytically can lead to equations inadequate for the purpose.
2 Parsimony is a complex subject: a literature search for “Occams razor” will yield some further reading.
3 DDEs and ODEs are special cases of NDDEs. In Remark 3.2 we introduce a novel type of delay equation derived from an NDDE.
4 RN is the space of N-dimensional real column vectors and the notation T denotes transpose: yT(t) is [y(t)]T . The prime (′) denotes differentiation; see
Remark 2.2 for the unrelated notation yt .
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Remark 2.1. (a) The coefficients A(t), B(t), C(t), and inhomogeneous term f (t) in (2.2) often depend upon a vector parameter
p, so that A(t) = A(p; t), B(t) = B(p; t), C(t) = C(p; t), f (t) = f (p; t). The number of parameter components is a poor measure
of relative parsimony across models of different types. Regarding our motivation, it is important to note that most forms of
modelling involve, at some stage, the determination of an actual parameter p? that minimizes an objective function Φ(p)
defined in terms of observation data [8]; see (5.12).
2.1. DDEs, explicit NDDEs, implicit NDDEs & related equations
Suppose y : [0, T] → RN; equations on [0,∞) correspond to the absence of a bound on T. A classical system of ODEs with
a specified initial value can be represented as
y′(t) = f (t, y(t)) (t ∈ [0, T])with initial condition y(0) = y0. (2.3a)
Here, f : [0, T] × RN → RN; to write (2.3a) as y′ = f(t, y) or y′(t) = f(t, y) would be a mild abuse of notation. On integration,
the Cauchy problem (2.3a) assumes the form
y(t) = y0 +
∫ t
0
f (s, y(s)) ds (t ∈ [0, T]) (2.3b)
which is a Volterra integral equation. An absolutely continuous function y that satisfies (2.3b) satisfies the differential equation
in (2.3a) almost everywhere on [0, T] and y(0) = y0. Closely related to (2.3b) are general Volterra integral equations, e.g.,
y(t) = g(t)+
∫ t
0
k (t, s, y(s)) ds (t ≥ 0)where, automatically, y(0) = g(0). (2.4)
By integration (cf. (2.3b)) we can recast Volterra integro-differential equations such as
y′(t) = γ
(
t, y(t),
∫ t
0
k(t, s, y(s))ds
)
(t ∈ [0, T]), y(0) = y0, (2.5)
as Volterra integral equations. Conversely, given sufficient differentiability, differentiation of a Volterra integral equation
yields a Volterra integro-differential equation.
Now suppose that τˆ(t) ≥ 0 denotes a (time-)lag; if τˆ(t) is constant, we write its value as “τ”. Explicit NDDEs with one
time-dependent lag τˆ(t) commonly have the form
y′(t) = f (t, y(t), y(t − τˆ(t)), y′(t − τˆ(t))) (t ∈ [0, T]; f : [0, T] × RN × RN × RN → RN). (2.6)
The corresponding (so-called) implicit NDDEs commonly have the form
d
dt
{
y(t)− g∗ (t, y(t), y(t − τˆ(t)))} = f∗ (t, y(t), y(t − τˆ(t))) . (2.7)
To determine a solution of a DDE or NDDE we require an initial condition of the form
y(t) = φ(t), for t ∈ [−τmin, 0](for suitable τmin ≥ 0). (2.8)
(For equations with a single lag τˆ(t), τmin = inf t∈[0,T] τˆ(t).) Dependence of y(·) on φ can be denoted by writing y(φ; ·).
The smoothness of y(φ; ·) is an important issue in the numerics [2,11] of DDEs and NDDEs (the solution or its derivatives
may inherit jumps from the behaviour of the initial function, through the lag). In consequence, a distinction between two-
sided and right-hand derivatives may be necessary. We may suppose that φ(t) is, on [−τmin, 0], (a) bounded (b) piecewise-
continuous, (c) continuous, (d) differentiable, or (e) continuously differentiable. For (2.6) we need differentiability; for (2.7)
we assume condition (b) for simplicity.
Implicit NDDEs (2.7) can be regarded as a system of constrained DDEs:
u′(t) = f∗ (t, y(t), y(t − τˆ(t))) , u(t) = y(t)− g∗ (t, y(t), y(t − τˆ(t))) .
The expression y(t) − g∗ (t, y(t), y(t − τˆ(t))) is called the difference part (cf. the difference equation (3.10) below).
Solvability of (2.7) was discussed in [7,9] with the condition that equations u = g(t, u, v) + w can be solved in the form
u = γ(t, v,w)where γ is continuous and satisfies a certain Lipschitz condition.
For cases with multiple lags, refer to, e.g., [24,25]. A DDE with a single lag, say
y′(t) = f◦ (t, y(t), y(t − τˆ(t))) (2.9)
is a special case of (2.6) and of (2.7). In contrast, the integro-differential equation in (2.5) generalizes, on replacing integrals
by Riemman–Stieltjes integrals, to a more general form
y′(t) = γ
t, y(t), ∫ t
0
k\ (t, s, y(s)) ds+
∑
τˆi(t)∈[0,t]
k\
(
t, τˆi(t), y(τˆi(t))
) (t ∈ [0, T]), (2.10)
and when only the sum is present we obtain a novel form of DDE; see Remark 3.2.
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Remark 2.2. In past decades (starting with Krasovskii’s Russian school and Hale and his co-workers), the analysis of
hereditary problems developed from the perspective of functional DEs. In common usage vt denotes (given a function v
with a suitable domain, and τ > 0) the function such that vt(s) = v(t+ s) for s ∈ [−τ, 0], for appropriate t. An implicit NDDE
(2.7) with a fixed lag τ > 0,
d
dt
{y(t)− g∗ (t, y(t), y(t − τ))} = f∗ (t, y(t), y(t − τ)) , (2.11)
can be seen as defining the evolution of {yt|t ≥ 0} with y0 = φ. Hale and contemporaries (see [20,21,23] and the original
papers) considered functional DEs ddtD\(t, yt) = f\(t, yt), where D\ and f\ are continuous mappings of R+ × C([−τ, 0] → RN)
into RN . If the difference operator D\ is atomic at zero (see [20,23–25]), the initial value problem for the above equation is
well-posed, and existence and uniqueness theorems have been given. (The terminology ‘atomic’, ‘non-atomic’, appears to
be related to measure theory [21, p. 69].) The class includes functional differential equations of retarded and neutral type
d
dt
{
y(t)− g\(t, yt)} = f\(t, yt) (t ≥ 0), with y0 = φ. (2.12)
This equation can be rewritten [7] as
{
y(t)− g\(t, yt)} = ∫ t0 f\(s, ys)ds+ {φ(0)− g\(0,φ)}.
Remark 2.3. Discrete analogues of the foregoing equations also have a direct rôle in modelling, and an indirect rôle in
numerical simulation of the models in this section. One can construct discrete parallels for many of the results given for DEs
and VIEs in the remainder of the paper.
2.2. Causal, or Volterra, equations
Proposition 2.1. ODEs are special cases of DDEs, which are special cases of NDDEs. All the equations displayed above can be
recast as Volterra integral equations.
It follows from Proposition 2.1 that a facility in the theory and numerics of Volterra integral (and integro-differential)
equations is an advantage. The close relationship between various types of models, and the possibility of regarding many
of them as special cases of Volterra integral equations (or, in the discrete case, Volterra summation equations) opens the
study of DDEs, NDDEs, etc., to the application of numerical and theoretical techniques used to study Volterra integral (or,
summation) equations. This route may lose advantages associated with the special structure of DDEs and NDDEs. However,
there are areas in the study of NDDEs in particular – notably variation of parameters and adjoint theory – where one is
uncertain how to proceed (the uncertainty appears to be widely shared, though largely unexpressed); the integral equation
theory may then provide guidance on possible routes to pursue. The relationships also indicate a simple hierarchy of
complexity that can be used, in the quest for parsimony, to rank various types of model.
Remark 2.4. From an abstract perspective, our models are expressible in terms of causal operators (also called Volterra
operators): An operator V acting on a space of functions S each defined on D ⊆ R is said to be causal if Vy1(t) = Vy2(t)
whenever y1(s) = y2(s) for all s ≤ t with s, t ∈ D. Classical causal equations can generally be expressed in the form
Vy(t) = f (t) (with t ∈ D, and for the unknown y ∈ S) and a neutral functional differential equation counterpart (cf. [14,
p. 123 onwards]) has the form ddtV1y(t) = V2y(t)+ f (t) (t ∈ D) where V1,2 are both causal.
3. Relation of one type of model to another
We now concentrate on linear equations, since (a) nonlinear equations are often solved by iterative techniques involving
linearization (e.g., Newton iteration), (b) qualitative analysis of nonlinear equations often proceeds via a study of an
approximating linearized equation, and (c) linear equations are simpler to investigate. To discuss the relation of each type
of model equation to the other types we study evolutionary equations having the form
L?{y}(t) = f (t) (t ∈ [0, T]). (3.1)
This equation is to be satisfied, given f , by a solution y that (in general) satisfies a supplementary initial condition on an initial
interval [−τ, 0].
One may regardL? as defining an integral or differential expression, or one may introduce a corresponding the operator,
also denoted, without loss of clarity, by L? (or by L? : F → F1), on a suitable function space F that includes the solutions
of the problems under consideration. As examples of L? we introduce, below, LODE,LDDE,LNDDE,LVIE, etc. corresponding
to ODEs, DDEs, NDDEs, and VIEs. In general, the models incorporate parameters {p`} which correspond to features of the
phenomenon under investigation. If appropriate, we write f (·) = f (p; ·) (p ∈ RL has components p`, ` = 1, 2, . . . , L) and
L? ≡ Lp?. (ForL?, we place a parameter in a superscript, rather than an additional argument, for clarity in expressions such
asLp?{y(p; t)}; F = dom(Lp?)may depend on p (then, F ≡ Fp)).
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3.1. From implicit to explicit NDDEs & vice versa
In the choice of mathematical models, one may ask which form (explicit or implicit) of NDDE is to be preferred. A general
explicit NDDE cannot be rewritten (see [24, p. 54], [25, p. 119]) as an implicit NDDE. However, setting aside modelling
or algorithmic considerations, we can show that subsets of NDDEs of explicit and of implicit types can (with sufficient
differentiability conditions) be transformed to the alternative type.
Consider, as example, the linear explicit equation
?LEXP{y}(t) = f (t), (3.2a)
with
?LEXP{y}(t) := y′(t)− {A∗(t)y(t)+ B∗(t)y(t − τ)+ C∗(t)y′(t − τ)}. (3.2b)
Our equations are considered on [0, T], with initial conditions that determine the solution and its smoothness. By implication,
a solution of (3.2) has a derivative on [−τ, T] so we here suppose φ differentiable. Eq. (3.2) yields, if C′∗ exists,
?LIMP{y}(t) = f (t), for t ∈ [0, T], (3.3a)
with
?LIMP{y}(t) = ddt {y(t)− C∗(t)y(t − τ)} −
{
A∗(t)y(t)+ {B∗(t)− C′∗(t)}y(t − τ)} (3.3b)
(t ∈ [0, T]). This is an implicit neutral equation of the form
LIMP{y}(t) = f (t), for t ∈ [0, T], (3.4a)
with
LIMP{y}(t) := ddt {y(t)− C(t)y(t − τ)} − {A(t)y(t)+ B(t)y(t − τ)}. (3.4b)
If C′ and φ′ exist and the solution of (3.4) has a derivative, thenLEXP{y}(t) = f (t), where
LEXP{y}(t) := y′(t)− {A(t)y(t)+ {B(t)+ C′(t)}y(t − τ)+ C(t)y′(t − τ)} . (3.5)
Note that (3.4) and (3.5) reduce, if C(t) ≡ 0, to the simplerLDDE{y}(t) = f (t), with
LDDE{y}(t) := y′(t)− {A(t)y(t)+ B(t)y(t − τ)}. (3.6)
Lemma 3.1. Eqs. (3.2), (3.4) and (3.5) are equivalent if their solutions are differentiable, φ′, C′∗ and C′ exist, and A∗(t) =
A(t), B∗(t)− C′∗(t) = B(t), and C∗(t) = C(t).
Notation 3.1. If we concentrate on simple linear NDDEs, we may base models either on the explicit form (3.2) or the implicit
(3.4). When (assuming adequate differentiability) the discussion refers to both (3.4) and the equivalent (3.5),
LNDDE represents either LIMP or LEXP. (3.7)
For definiteness, the notationLNDDE is taken as synonymous withLIMP in the manipulation.
The definition of an operator requires specification of the space on which it acts, and both of the operatorsLDDE andLNDDE
can be regarded as mapping certain functions defined on [−τ, T] to functions defined on [0, T]; later, we define quasi-adjoint
operators that map functions defined on [0, T + τ] to functions defined on [0, T] (for T <∞). The difference in the domains
is the source of some difficulties for which differing remedies can be proposed.
3.2. From linear implicit NDDEs to Volterra integral equations
We consider the implicit form (3.4) under the assumption φ ∈ C[−τ, 0], and we show that the problem can be rewritten
as the Volterra integral equation (3.17). This is primarily of theoretical significance; the equivalent result for DDEs or ODEs
is a special case.
If x ∈ R, ceiling(x) and floor(x) are, respectively, dxe = min{µ ∈ Z | x ≤ µ}, and
bxc = max{µ′ ∈ Z | µ′ ≤ x}. (3.8a)
Thus, dxe = bxc + 1 for real x 6∈ Z, but dxe = bxc if x ∈ Z. We therefore introduce the notation:
ddxee = bxc + 1 for all x ∈ R. (3.8b)
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Definition 3.1. We let I denote the identity matrix and define
C−1(t) = I, C0(t) = C(t) (t ∈ [0, T]), (3.9a)
Cr(t) = Cr−1(t)C(t − rτ), for t ≥ rτ (r ∈ {1, 2, 3, . . .}). (3.9b)
Thus, Cn(t) = C(t)C(t− τ) · · · C(t− nτ), for t ≥ nτ (and integer n ≥ 1). With y(t) = φ(t) for t ∈ [−τ, 0], consider, for t ∈ (0, T]
or for t ∈ [0, T], the relation
y(t)− C(t)y(t − τ) = u(t). (3.10)
Remark 3.1. If 1 ≤ ν ∈ Z and (3.10) holds for t ∈ (0, T] or for t ∈ [0, T]we have, respectively,
y(ντ) = {u(ντ)+ C0(ντ)u((ν− 1)τ)+ · · · + Cν−2(ντ)u(τ)} + Cν−1(ντ)φ(0); (3.11a)
y(ντ) = {u(ντ)+ C0(ντ)u((ν− 1)τ)+ · · · + Cν−1(ντ)u(0)} + Cν(ντ)φ(−τ). (3.11b)
Lemma 3.2. For t ∈ [0, T], let t = (bt/τc + s)τ with s ∈ [0, 1). Given (3.10) for t ∈ [sτ, T],
y(t) =
n−1∑
r=−1
Cr(t)u(t − [r + 1]τ)+ Cn(t)φ(t − [n+ 1]τ) . (3.12)
In this result, n = bt/τc, n+ 1 = ddt/τee, and t − [n+ 1]τ = (s− 1)τ ∈ [−τ, 0).
Proof. : Multiply y(t − rτ)− C(t − rτ)y(t − [r + 1]τ) = u(t − rτ) by Cr−1(t), and sum. 
Now (3.4) with (3.10) gives u(t) = ∫ t0{A(s)y(s)+B(s)y(s−τ)+f (s)}ds+u(0) and this yields the next lemma, on substituting
u(0) = φ(0)− C(0)φ(−τ). Here,
x0+ := 1 if x ≥ 0, x0+ := 0 if x < 0. (3.13)
Lemma 3.3. The functions u ≡ u(φ; ·) and y ≡ y(φ; ·) in (3.10) satisfy
u(t) =
∫ t
0
K(t, s)y(s)ds+ g(t), for t ∈ [0, T], (3.14)
where g(t) = ∫ 0−τ B(s+ τ)φ(s)ds+ {φ(0)− C(0)φ(−τ)} + ∫ t0 f (s)ds and
K(t, s) = A(s)(t − s)0+ + B(s+ τ)(t − τ − s)0+. (3.15)
Let I be the identity operator, andK the integral operator on C[0, T]with kernel K(t, s). If C(t) ≡ 0 (the DDE case), u = y
and (3.14) is an integral equation {I−K}y = g for y.
Definition 3.2. Recalling (3.8) and (3.9), define
n = bt/τc, C(t) =
n−1∑
r=−1
Cr(t), (3.16a)
f(t, s) =
n−1∑
r=−1
Cr(t)f (s)(t − s− [r + 1]τ)0+, (3.16b)
γ(φ; t) = C(t)
{∫ 0
−τ
B(s+ τ)φ(s)ds+ {φ(0)− C(0)φ(−τ)}
}
+ Cbt/τc(t)φ(t − ddt/τee τ)+
∫ t
0
f(t, s)ds
(where Cbt/τc(t) ≡ Cn(t)), (3.16c)
K(t, s) =
n−1∑
r=−1
Cr(t)K(t − [r + 1]τ, s). (3.16d)
Thus, K(t, s) =∑bt/τc−1r=−1 Cr(t){A(s)(t − [r + 1]τ − s)0+ + B(s+ τ)(t − [r + 2]τ − s)0+}.
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Theorem 3.4. The solution y ≡ y(φ, ·) of (3.4), with y(t) = φ(t) for t ∈ [−τ, 0], is the unique solution of the Volterra integral
equation
y(t) =
∫ t
0
K(t, s)y(s)ds+ γ(φ; t), (3.17)
which can be written
LINT{y}(t) = γ(φ; t) whereLINT{y}(t) := y(t)−
∫ t
0
K(t, s)y(s)ds. (3.18)
Proof. Recall (3.8) and (3.13), and apply Lemma 3.2 to (3.14). 
Remark 3.2. As an alternative to the approach above, one may proceed from (3.2) to obtain a delay-differential equation
for y of a more general type than (2.9): it involves lags τ, 2τ, . . . nτ where n = bt/τc. Indeed, Eq. (3.2) yields (for t ≥ rτ, and
r ∈ {0, 1, 2, · · · , n})
y′(t − rτ)− C∗(t − rτ)y′(t − [r + 1]τ)+ f (t − rτ) = u∗(t − rτ), (3.19a)
u∗(t − rτ) := A∗(t − rτ)y(t − rτ)+ B∗(t − rτ)y(t − [r + 1]τ). (3.19b)
If we multiply (3.19) by Ĉr−1(t), where (compare (3.9)),
Ĉ−1(t) = I, Ĉ0(t) = C∗(t), Ĉj(t) = Ĉj−1(t)C∗(t − jτ) for j = 1, 2, 3, . . . , (3.20)
we obtain, on summing, an equation of the form
Lˆ{y}(t) = f̂ (t) (t ∈ [0, T]) (3.21a)
where (with the notation (3.8))
Lˆ{y}(t) := y′(t)−
bt/τc∑
r=0
Ĝr(t)y(t − rτ). (3.21b)
Here, f̂ (·) = f̂ (φ,φ′; ·) where y(t) = φ(t), y′(t) = φ′(t) for t ∈ [−τ, 0]. We regard this as the basis for plausible algorithms;
we leave the reader to verify expressions for f̂ (·) and {Ĝr(t)}.
4. Routes to variation of parameters formulae
Variation of parameters (VoP) formulae – or ‘variation of constants’ formulae – are a regular feature in the mathematics
associated with modelling. They arise in methods of identifying actual parameters or initial conditions, in the correct analysis
of perturbations in initial conditions and in studies of stability and of periodicity or bifurcation. As is well-known, VoP
formulae [26] can be used [3] to show how solutions of differential and related equations vary with the parameters of
the problem. Such formulae are often associated with fundamental solutions, or resolvent or solvent equations, or adjoint
equations (see [3] and its references).
4.1. Solvent equations for NDDEs
Here, we apply integral equation theory to NDDEs. Let us return to the study of the solution y = y(φ; ·) (which we now
suppose to be continuous) of the NDDE (3.4), viz.
d
dt
{y(t)− C(t)y(t − τ)} = A(t)y(t)+ B(t)y(t − τ)+ f (t) (t ∈ [0, T]),
y(t) = φ(t) (t ∈ [−τ, 0]); φ ∈ C[−τ, 0].
(4.1)
We concentrate on linear equations, to gain insight into more general NDDEs. The solution of (4.1) satisfies (3.17), so the
theory of Volterra integral equations of the type (3.17) allows us to deduce the form of y from Theorem 3.4. (Likewise, if
w ∈ C[0, T], w−Kw = v, and this equation is of the type in (3.17), w satisfies an NDDE of the type (4.1)).
We recall the rule of integration by parts; the usual case of vanishing∆` often suffices.
Lemma 4.1. Suppose, for 1 ≤ m ∈ Z, ` ∈ {0, 1, . . . ,m − 1}, the functions u, v have continuous first derivatives on [t`, t`+1]
(0 = t0 < t1 · · · ≤ tm = T), and∆` = limt↘t` uT(t)v(t)− limt↗t` uT(t)v(t) denotes the jump in u(t)v(t) at t` (if u, v ∈ C[0, T], all
∆` vanish). Then,
∫ t
0[u(s)]Tv′(s)ds =
{
uT(t)v(t)+∑t`<t ∆` − uT(0)v(0)}− ∫ t0[u′(s)]Tv(s)ds, for t ∈ [0, T].
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Definition 4.1 (The solvent kernels, cf [13, p. 56 & pp. 59–60]). The resolvent kernel R(t, s) for K(t, s) satisfies
R(t, s)−
∫ t
s
K(t,ς)R(ς, s)dς = K(t, s) (for 0 ≤ s ≤ t ≤ T) (4.2)
and R(t, s) = 0 for 0 ≤ t < s ≤ T. The kernel U(t, s) of the differential resolvent is I+ ∫ ts R(t,ς)dς, if 0 ≤ s ≤ t ≤ T, U(t, s) = 0
if s > t, where I is the identity matrix and 0 is the zero matrix.
Lemma 4.2. Denote by u(·) ≡ u[g; ·] the solution of u(t) − ∫ t0 K(t, s)u(s)ds = g(t) (t ∈ [0, T]). (a) When g ∈ C[0, T],
u(t) = g(t) + ∫ t0 R(t, s)g(s)ds. (b) When, in addition, g′ is continuous except for jumps at points {t`} ⊂ [0, T], u(t) =
U(t, 0)g(t)+ ∫ t0 U(t, s)g′(s)ds.
Denote by K the integral operator on C[0, T] with kernel K(t, s), and by R the integral operator on C[0, T] with kernel
R(t, s), then (I −K)(I +R) = I (the identity); part (a) follows. U(t, s) is continuous for s ∈ [0, t] though {∂/∂s}U(t, s) =
−R(t, s) for s < t is piecewise continuous, and if g is continuous and g′ is piecewise continuous, Lemma 4.1 applied to the
components of
∫ t
0 R(t, s)g(s)ds yields part (b). The obvious result that if g(t) = g1(t) + g2(t) then u[g; t] = u[g1; t] + u[g2; t]
can be useful.
Theorem 4.3. In the notation (3.16), the solution y(·) ≡ y(φ; ·) of (4.1) satisfies
y(φ; t) = γ(φ; t)+
∫ t
0
R(t, s)γ(φ; s)ds (t ∈ [0, T]), (4.3a)
y(φ; t) = U(t, 0)γ(0)+
∫ t
0
U(t, s)γ ′(s)ds (t ∈ [0, T]). (4.3b)
Note that γ(φ; t), defined in (3.16c), acquires its differentiability from that of C(t), Cbt/τc(t),φ(t), and ∫ t0 f(t, s)ds. If we
substitute γ(φ; t) into (4.3a) we obtain an equation for φ(·) given y(φ; ·); solution of this solves the inverse problem to (4.1);
see also (4.23). We define f?(t) ≡ f?(C; t) by setting
f?(t) :=
∫ t
0
f(t, s)ds where f(t, s) :=
n−1∑
r=−1
Cr(t)f (s)(t − s− [r + 1]τ)0+. (4.4)
Corollary 4.4. (a) If f vanishes, γ(φ; t) reduces to γ0(φ; t) = C(t)
{∫ 0
−τ B(s+ τ)φ(s)ds+ {φ(0)− C(0)φ(−τ)}
}
+ Cbt/τc(t)φ(t−
ddt/τee τ) and y(φ; t) reduces to y0(φ; t) = γ0(φ; t) + ∫ t0 R(t, s)γ0(s)ds. (b) If φ vanishes, y(φ; t) reduces to y(0; t) = f?(t) +∫ t
0 R(t, s)f?(s)ds. (c) The solution y(φ; t) of the general inhomogeneous problem is y(φ; t) = y0(φ; t)+ y(0; t).
4.2. Adjoint operators, adjoint equations, and related concepts
The term “adjoint” has a context-dependent meaning, in the literature. The discussion of adjoints in the case of integral
equations can be regarded as an extension of that for systems of algebraic equations. The expressions adjoint function, adjoint
equation, adjoint operator and adjoint expression or Lagrange adjoint are to be found in use [12,19,20] in the context of DDEs
and explicit NDDEs. Applied to DEs, the concepts date to Lagrange in the eighteenth century. The discussion in [15] relates to
DEs and differential expressions and the results required for DDEs and NDDEs may be viewed as generalizations of Green’s
formula and the bilinear concomitant.5 What one seeks in the literature is a clear statement of the definition and significance
of adjoints, but authors of some older texts introduce “adjoints” in an opportunistic (often informal) fashion while some
others write only for the cognoscenti. Especially for NDDEs, clear formulations are difficult to locate; our discussion below,
in particular the definition of a quasi-adjoint and of an adjoint function, is intended to overcome this problem.
Remark 4.1. Conventionally, one may study adjoints from a functional analytic approach; this permits a unified framework.
With that in mind, first let L be a bounded linear operator mapping a normed linear space F onto a normed linear space
F1, and let λ1 be a bounded linear functional on F1. If x1 = Lx0 then λ1(x1) = λ1(Lx0) defines a linear functional λ0 on F
such that λ0(x0) = λ1(Lx0). The mapL∗ assigning λ0 to λ1 is the functional analytic adjoint ofL. The above remarks sketch
concepts discussed rigorously in [31], in the context where F is a Banach space (complete normed linear space); cf. [18, p.
172], [27, p. 114], and [34] for further reading.
5 Integration by parts (Lemma 4.1) provides the simplest example. For an introduction to the concepts, and related material, see [15, p. 277et seq.], [29,
31,32].
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To simplify we now consider a special case where L acts on a linear space F is equipped with an inner-product 〈·, ·〉
over R. Occasionally, we consider a pseudo-inner-product: the notation≺ · in place of 〈·, ·〉 includes this possibility. When
equipped with this structure, we denote the resulting space by F := [F, 〈·, ·〉] or by F := [F,≺·, ·]; L is supposed to be
a linear operator defined on F . Now, ≺`, x0 defines an association between ` ∈ F and the functional λ (in the conjugate
space) with λ(x0) = ≺`, x0.
Definition 4.2. A “true adjoint” (or “functional analytic adjoint”) of the operator L on F is an operator L∗ such that
≺Lw0,w1 = ≺w0,L∗w1 for all w0,1 ∈ F . An adjoint equation corresponding to an equation Ly = f then has the
formL∗x = g.
The definition of a true adjoint here depends on the definition of F (that is, F and ≺·, ·); for an inner-product space
the true adjoint is unique. Definitions of f , g are needed to specify solutions y ∈ F , x ∈ F in Definition 4.2. A (real-valued)
inner-product generates a norm with which [F, 〈·, ·〉]may be a Hilbert space or a pre-Hilbert space; a pseudo-inner-product
generates a semi-norm. Throughout, we let (w1,w2) denote
∫ T
0 [w1(s)]Tw2(s)ds, the conventional inner-product, whenever
this is defined.
Functions in F may be required to satisfy certain homogeneous end conditions. In work involving adjoints found in the
literature, some part of the structure (such as the prescription of end conditions that contribute to the definition of a function
space, or the definition of 〈·, ·〉 or≺·, ·) is, often, not clearly specified or is assumed, and the term “formal” is applied to the
term adjoint or quotation marks are placed around the word adjoint; we use formal adjoint where detail or rigour seems,
initially, to be lacking.
Example 4.1. For the DDE case (3.6),
LDDE{y}(t) = f (t),
(for some f ) where
LDDE{y}(t) ≡ y′(t)− {A(t)y(t)+ B(t)y(t − τ)} (t ∈ [0, T]), (4.5a)
let us define a “formal adjoint” equation as an equation of the form
LĎDDE{x}(t) = g(t) (4.5b)
(for some g) where6
LĎDDE{x}(t) ≡ −x′(t)− {AT(t)x(t)+ BT(t + τ)x(t + τ)} (t ∈ [0, T]). (4.5c)
The “adjoint” in (4.5c) was motivated in [12] by considering an invariant bilinear function.
One can show (using integration by parts) a correspondence between (4.5c) and a true adjoint. Let F denote the space
consisting of functions defined on [−τ, T+τ], that have support [0, T] and are differentiable on [0, T]; for operators assumed
to act on F, this restricts the problems considered. For F = [F, (·, ·)], with (u, v) := ∫ T0 [u(s)]Tv(s)ds∫ T
0
[w1(s)]TLDDE{w2}(s)ds =
∫ T
0
[LĎDDE{w1}(s)]Tw2(s)ds (w1,2 ∈ F ); (4.6)
thus,LĎDDE is the true adjoint ofLDDE onF . However, if v1,2 ∈ C1[−τ, T+τ] do not have support [0, T] then the inner-product
and LĎDDE{v1}, LDDE{v2} defined by (4.5) have a meaning but, in general, (v1,LDDE{v2}) 6= (LĎDDE{v1}, v2). For such functions
(cf. Lemma 4.1),
(v1,LDDE{v2}) = κDDE(v1, v2)+ (LĎDDE{v1}, v2), (4.7)
where κDDE(v1, v2) is an extension of the bilinear concomitant in Green’s formula.
4.3. Towards an adjoint theory for NDDEs
We turn to NDDEs. A definition of a formal adjoint equation for the explicit NDDE
LEXP{y}(t) = f (t) (4.8a)
in (3.5) was proposed in [12, p. 320] and it reduces, if C(t) ≡ 0, toLĎDDE{x}(t) = g(t) in (4.5c). Our question, here, is what form
we should consider as suitable for the description “formal adjoint equation” in the case of implicit NDDEs,LIMP{y}(t) = f (t)
in (3.4), where
LIMP{y}(t) := ddt {y(t)− C(t)y(t − τ)} − {A(t)y(t)+ B(t)y(t − τ)}. (4.9)
6 Note that LĎDDE should be thought of as [LDDE]Ď; the Eq. (4.5b) is an advanced equation, not a DDE. Similar remarks apply to LĎEXP,LĎIMP,LĎNDDE,
L
]
NDDE etc., below, andL
Ď
VIE .
344 C.T.H. Baker et al. / Journal of Computational and Applied Mathematics 229 (2009) 335–349
Remark 4.2. Reviewing the literature, a candidate for the description “formal adjoint equation” is the equation
LĎIMP{x}(t) = g(t) (t ∈ [0, T]), (4.10a)
where
LĎIMP{x}(t) := −
d
dt
x(t)+ CT(t + τ) d
dt
{x(t + τ)} − {AT(t)x(t)+ BT(t + τ)x(t + τ)}. (4.10b)
While y(φ; ·) is specified by y(t) = φ(t) for t ∈ [−τ, 0], a solution x(ψ; ·) of LĚIMP{x}(t) = g(t) is specified by defining
x(ψ; t) = ψ(t) for t ∈ [T, T + τ]. and there are thus issues centered on the existence of x′, given ψ; indeed, (4.10) is not
in an advanced form that is analogous to the implicit NDDE, so much as one analogous to the explicit NDDE. Furthermore,
motivation for writing down (4.10) for the NDDE case is not immediate from a scan of the literature. (In [20,23], “adjoints”
and “true adjoints” are discussed using the notation referred to in Remark 4.2.)
Let us assume that C(t) is differentiable and consider the form
LĚIMP{x}(t) = g(t) for t ∈ [0, T], (4.11)
where
LĚIMP{x}(t) := −
d
dt
{x(t)− CT(t + τ)x(t + τ)} − {AT(t)x(t)+ [B(t + τ)+ C′(t + τ)]Tx(t + τ)}, (4.12)
for t ∈ [0, T], with x(t) = ψ(t) for t ∈ [T, T + τ] (with ψ ∈ C[T, T + τ]).
Recall that we takeLNDDE asLIMP in (4.9) and, assuming sufficient differentiability, it also representsLEXP in (3.5); then
LĚNDDE, taken asL
Ě
IMP in (4.12), also representsL
Ě
EXP .
4.4. Adjoints and quasi-adjoints for NDDEs
What we seek, for application in manipulation in this work, is a generalization of (4.7) to NDDEs (the case of DDEs is
subsumed in our discussion), of the general form (say)
≺v1,LNDDE{v2} = κ]NDDE(v1, v2)+≺L]NDDE{v1}, v2 (4.13)
for all v1,2 ∈ V ≡ [V;≺·, ·]. Here, V is some (pseudo-)inner-product space. But a relation of the type
≺v1,LNDDE{v2} = κ\(v1, v2) + ≺L\NDDE{v1}, v2 may be satisfied by more than one operator L\NDDE with differing κ\, if
the properties of κ\(v1, v2) are not pre-defined. We can term L] a quasi-adjoint of L if, for some pseudo-inner-product
space V := [V;≺, ·, ·,], there exist V1,2 ⊂ V such that, whenever v1 ∈ V1, v2 ∈ V2, (4.13) holds with κ](v1(·), v2(·)) = 0.
If κ](v1, v2) = 0 for arbitrary v1,2 ∈ V then we term L] a true adjoint of L on [V;≺·, ·], and we write L] as L?. In some
respects, it is simpler (in our applications to NDDEs) to implement a related definition of (quasi-) adjoint functions.
Definition 4.3. RegardLNDDE{u}(t) = f (t), andLĚNDDE{w}(t) = g(t) as equations for t ∈ [0, T]with solutions u(·) = u(f ,φ; ·),
w(·) = w(g,ψ, ·) satisfying u(t) = φ(t) for t ∈ [−τ, 0], and w(t) = ψ(t) for t ∈ [T, T + τ]. Then w is a quasi-adjoint function
for u if
≺w, f = κNDDE(w, u)+≺g, u (f = LNDDE{u}, g = LĚNDDE{w}); (4.14)
further, w is called an adjoint function for u if φ,ψ and f , g are such that κNDDE(w, u) = 0.
Lemma 4.5 has a bearing on our discussion of adjoint functions. LNDDE represents both LIMP and LEXP , assuming
differentiability, and LĚNDDE thus represents L
Ě
IMP and L
Ě
EXP . Part (b) based on the conventional inner-product, is open to
some ready generalizations.
Lemma 4.5. Suppose LNDDE{u}(t) = f (t) for t ∈ [0, T], u(t) = 0 for t ∈ [−τ, 0], and suppose LĚNDDE{v}(t) = g(t) for t ∈ [0, T],
v(t) = 0 for t ∈ [T, T + τ], where f , g ∈ C[0, T]. Then (a) u, v ∈ C[0, T] have derivatives that are continuous on [0, T] except
possibly at points t ∈ {`τ}`∈N ⊆ [0, T], and (b) ∫ T0 [v(s)]TLNDDE{u}(s)ds = ∫ T0 [LĚNDDE{v}(s)]Tu(s)ds.
Proof. Part (a) can be established using a method of steps. We focus on (b) and consider terms contributing to∫ T
0 [LĚNDDE{v}(s)]Tu(s)ds, i.e.,
∫ T
0 [LĚIMP{v}(s)]Tu(s)ds. Our proof is based on manipulation using integration by parts, selective
changes of variable, and the conditions u(t) = u′(t) = 0 for t ∈ [−τ, 0], and v(t) = v′(t) = 0 for t ∈ [T, T + τ]. Clearly,∫ T
0 [AT(s)v(s)]Tu(s)ds =
∫ T
0 [v(s)]TA(s)u(s)ds;
∫ T
0 [BT(s+ τ)v(s+ τ)]Tu(s)ds =
∫ T
0 [v(s)]TB(s)u(s− τ)ds. Apply integration by parts
to
∫ T
0 [{v(s) − CT(s + τ)v(s + τ)}′ − [C′(t)]Tv(s + τ)]Tu(s)ds, change variables of integration as appropriate, and exploit end
conditions, to obtain− ∫ T0 [v(s)]T{u(s)− C(s)u(s− τ)}′ds. Assembling the component parts, the result (b) follows. 
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4.5. The resolvent, and true adjoint of an integral operator
We now examine a true adjoint in the context of the integral equation formulation in Section 4.1. Our matrix-valued
kernel functions K , R, and U define operators K , R, U, on appropriate subspaces of the space L2[0, T] of real-vector-
valued functions, e.g.: Kw(t) := ∫ T0 K(t, s)w(s)ds = ∫ t0[K(t, s)]w(s)ds for w ∈ L2[0, T], t ∈ [0, T]. With (w1,w2) denoting∫ T
0 [w1(s)]Tw2(s)ds, we have (w1,Kw2) = (K∗w1,w2)whereK∗w(t) =
∫ T
t [K(s, t)]Tw(s)ds, (w ∈ L2[0, T], t ∈ [0, T]). Likewise,
the integral operator R on L2[0, T] has as true adjoint R∗, the integral operator with R∗w(t) = ∫ Tt [R(s, t)]Tw(s)ds; U, the
integral operator with kernel U(t, s), has as its adjoint the integral operator with kernel [U(s, t)]T.
Example 4.2. If, cf. (3.16d), K(t, s) = ∑bt/τc−1r=−1 Cr(t)K(t − [r + 1]τ, s), then [K(s, t)]T can be written ∑bs/τc−1r=−1 KT(s, t − [r +
1]τ)CTr (s); the true adjoint ofLINT on [L2[0, T]; (·, ·)] follows.
4.5.1. Further directions
Definition 4.4. The equation LˆĎ{x}(t) = gˇ(t) (t ∈ [0, T]) where LˆĎ{x}(t) := −x′(t) +∑bt/τcr=0 ĜTr (t + rτ)x(t + rτ), is a formal
adjoint equation for (3.21), and a solution is specified by defining gˇ(t), and requiring x(t) = ψˇ(t) for t ∈ [T, T + τ].
The following, which in some sense generalizes Example 4.1, justifies Definition 4.4.
Theorem 4.6. Let F denote the functions defined on R, that have support, and are differentiable on [0, T] and form an inner-
product space F := [F; (·, ·)] with the conventional inner-product (v1, v2) := ∫ T0 vT1(s)v2(s)ds. Suppose that v1,2 ∈ F and
for t ∈ [0, T] define operators Lˆ and L̂ Ď on F where Lˆ{v}(t) := ∑bt/τcr=0 Ĝr(t)v(t − rτ), as in (3.21), and L̂ Ď{v}(t) :=∑bt/τc
r=0 ĜTr (t + rτ)v(t + rτ) as in Definition 4.4. Then
∫ T
0 v
T
2(s)L̂{v1}(s)ds =
∫ T
0 [LĎ{v2}(s)]Tv1(s)ds, and L̂Ď is the true adjoint
L̂? of L̂ on F = [F; (·, ·)].
4.6. Linear functionals expressed using adjoints or quasi-adjoints
We now recall a result of Marchuk et al. (for further reading, see [29,31]). Following [32], we here consider, from a formal
perspective, a basic result in the use of operators on a Hilbert space, and their adjoints. We quote a result which states that
a certain linear functional can be evaluated in terms of an adjoint. Suppose (i) H := [H; 〈·, ·〉] is a Hilbert space (over R),
where the norm in H is defined as ‖ · ‖ = √〈·, ·〉; (ii) L is a linear operator with (for simplicity) domain H . By definition,
the true adjointL? satisfies
〈v1,Lv2〉 = 〈L?v1, v2〉, ∀v1,2 ∈ H (4.15)
(equally, 〈Lv1, v2〉 = 〈v1,L?v2〉, for all v1,2 ∈ H) and, again for simplicity,L? has domainH . Consider the “basic equation”,
Lσ = δ, where δ ∈ H, (4.16)
and the problem of evaluating a bounded linear functional, Mω[σ], of the solution σ, where
Mω[σ] := 〈ω,σ〉 ≡ 〈σ,ω〉 (wherein ω ∈ H is given). (4.17)
Consider, with (4.16), the ‘ adjoint equation’ with the non-homogeneous term ω in (4.17):
L?xω = ω. (4.18)
Theorem 4.7. Mω[σ] in (4.17) can be written 〈xω, δ〉 where xω satisfies (4.18).
Proof. From (4.16) and (4.18), 〈xω,Lσ〉 − 〈L?xω,σ〉 = 〈xω, δ〉 − 〈ω,σ〉, and using (4.15) we deduce 〈xω, δ〉 = 〈ω,σ〉, the
required result. 
To find the value Mω[σ] we may use either its definition (4.17), or 〈xω, δ〉 = 〈δ, xω〉. The preceding material is largely a
paraphrase of material in [32], somewhat simplified. In Theorem 4.8 we indicate a natural extension of Theorem 4.7. Our
assumptions presents no difficulty in the case of integral operators. DDEs and NDDEs are more complex: in a sense, some of
the difficulties can be associated with the fact that the definition ofLNDDE{u}(t) for t ∈ [0, T] requires knowledge of u(t) for
t ∈ [−τ, T]whereas, for the natural definitions of an adjoint or quasi-adjointL]NDDE, the definition ofL]NDDE{v}(t) for t ∈ [0, T]
requires v(t) for t ∈ [0, T + τ]. However, the following result is straightforward.
Theorem 4.8. Suppose LNDDE{σ} = δ, LĚNDDE{xω} = ω, M̂ω[σ] := ≺ω,σ. Then M̂ω[σ] = κNDDE(xω, δ) + ≺xω, δ when≺xω,LNDDE{σ} = κNDDE(xω,σ)+≺LĚNDDE{xω},σ.
We apply Theorem 4.8 below but note that it can be modified (cf. Theorem 4.7) for the case whereL] is a quasi-adjoint
for a bounded linear operator L, both operators acting on a pseudo-inner-product space V := [V;≺·, ·] and satisfying
≺v1,L{v2} = κ](v1, v2)+≺L]{v1}, v2 for all v1,2 ∈ V .
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4.7. The fundamental solution and adjoint equations
In the theory of linear DDEs, and NDDEs, the “adjoint” equation is associated, in a modified form, with the definition
of a function Cauchy matrix or ‘fundamental solution’. It provides a variation of parameters formula. We again make the
differentiability assumptions used in Lemma 3.1.
To motivate our discussion, we consider the case φ(t) = 0 for t ∈ [−τ, 0]. Suppose that
LNDDE{y0}(t) = f](t) (t ∈ [0, T]) where y0(t) = 0 for t ∈ [−τ, 0]. (4.19)
As is clear from Theorem 4.3, y0(t) ≡ y0(f]; t), can be expressed in the form ∫ t0 X(t, s)f](s)ds for some function X. (For the
integral equation theory based on the resolvent R, it suffices that f] is piecewise continuous.) Rather than use the integral
equation theory to investigate X, we use an alternative approach based, in part, on adjoint theory (see Remark 4.3).
Definition 4.5. (a) Denote by Y(s, t) the solution (for 0 ≤ s ≤ t ≤ T) of
− ∂
∂s
{Y(s, t)− Y(s+ τ, t)C(s+ τ)} = Y(s, t)A(s)+ Y(s+ τ, t)[B(s+ τ)+ C′(s+ τ)], (4.20)
which satisfies Y(s, t) = 0, for t < s, Y(t, t) = I. (b) Let Ci(t), C(t) be defined as in (3.9). We define the generalized fundamental
solution for the implicit NDDE (4.1)
(s, t) :=
bt/τc−1∑
i=−1
Ci(t)Y(s, t − (i+ 1)τ). (4.21)
Remark 4.3. Here, C−1(t) = I and Ci(t) := ∏ij=0 C(t− jτ) for i ∈ N (multiply left-to-right with increasing j) and C(t) := Cn(t),
n = bt/τc. Note the simplification in (4.20) if C′(t) ≡ 0. If C(t) vanishes then (s, t) = Y(s, t). Note the discontinuity in Y(s, t)
at s = t. Denote by ρT any chosen row of the identity matrix (and fix t∗ ∈ [0, T]); then (4.20) yields
− ∂
∂s
{
ρTY(s, t∗)− ρTY(s+ τ, t∗)C(s+ τ)
}
= ρTY(s, t∗)A(s)+ ρTY(s+ τ, t∗)D(s+ τ); (4.22a)
where
D(t) := B(t)+ C′(t). (4.22b)
Every row ρTY(·, t∗) satisfies the equation obtained on taking transposes in the “adjoint” (4.12).
Theorem 4.9 (Variation of Parameters). The solution y(t) ≡ y(φ; t) of the NDDE (4.1)) is expressible as
y(φ; t) = y0(φ; t)+
∫ t
0
(s, t)f (s)ds, (4.23a)
where (using the notation (3.8))
y0(φ; t) = (0, t) (φ(0)− C(0)φ(−τ))+
∫ 0
−τ
(s+ τ, t)B(s+ τ)φ(s)ds+
−
∫ 0
−τ
∂
∂s
{
(s+ τ, t)C(s+ τ)}φ(s)ds+ Cb tτ c(t)φ(t − ddt/τee τ). (4.23b)
Proof. Use (4.20) and (4.21); replace t in the NDDE (4.1) by s, multiply by (s, t), and integrate for s ∈ [0, t]. The result
follows after manipulation. 
Example 4.3. For the solution of the DDE (3.6) (C(t) = 0 in the preceding theorem) y(φ; t) = Y(0, t)φ(0)+∫ 0−τ Y(s+τ, t)B(s+
τ)φ(s)ds+ ∫ t0 Y(s, t)f (s)ds.
5. Sensitivity theory for DDEs and NDDEs
The preceding results supply tools for an analysis of DDEs or NDDEs, respectively
y′(t) = A(t)y(t)+ B(t)y(t − τ)+ f (t) (t ≥ 0), (5.1)
d
dt
{y(t)− C(t)y(t − τ)} = A(t)y(t)+ B(t)y(t − τ)+ f (t) (t ≥ 0), (5.2)
in each case with y(t) = φ(t) (t ∈ [−τ, 0]). The variation of parameter formulae for DDEs and for NDDEs, the related
theory for Volterra integral equation theory, and the direct use of adjoint equations, all provide alternative means of deriving
perturbation results.
C.T.H. Baker et al. / Journal of Computational and Applied Mathematics 229 (2009) 335–349 347
Remark 5.1. While there is an extensive theory for integral equations, some care should be exercised when employing
integral equation results in the case of DDEs or NDDEs. General perturbation theory will here permit changes that destroy the
connection with DDEs or NDDEs. For precision one requires careful specification of the permitted admissible perturbations
and F.
5.1. Sensitivity of y(·) with respect to the coefficient functions
We can now indicate how the solutions y(·) of (5.1) or of (5.2) respond to perturbations of the coefficients A(·), B(·), C(·).
With ‖δA(·)‖ = ‖δB(·)‖ = ‖δC(·)‖ = 1 we change
A(·) to A(·)+ εδA(·), B(·) to B(·)+ ε δB(·), and C(·) to C(·)+ ε δC(·); (5.3a)
D(t) := B(t)+ C′(t) changes to D(t)+ εδD(t), with δD(t) = δB(t)+ δC′(t). (5.3b)
These changes invoke changes of Y(t, s), (t, s), R(t, s) from which one can deduce the change in y(·) to within O(ε2).
Theorem 5.1. Given (5.3), Y(s, t) changes to Y(t, s)+ εδY(t, s) + O(ε2) where
∂
∂s
{δ Y(s, t) − δ Y(s+ τ, t)C(s+ τ)} + δ Y(s, t)A(s) + δ Y(s+ τ, t)D(s+ τ)
= − ∂
∂s
{Y(s+ τ, t)δC(s+ τ)} + Y(s, t)δA(s)+ Y(s+ τ, t)δD(s+ τ). (5.4)
and δY(t, s) = 0 for t ≤ s. Further, Ci(t) changes to Ci(t)+ εδCi(t)+O(ε2) where
δC−1 = 0, δC0(t) = δC(t), δCr(t) = δCr−1(t)C(t − rτ)+ Cr−1(t)δC(t − rτ), (5.5)
and the consequent change in (t, s) is εδ (t, s) + O(ε2) where
δ (t, s) =
bt/τc−1∑
i=0
{Ci(t)δY(s, t − iτ)+ δCi(t)Y(s, t − iτ)}.
Corollary 5.2. (a) Let y(·) ≡ y(A, B, C; ·) be the solution of (4.1) with a given (fixed) φ and τ, then y(A + ε δA, B + ε δB, C +
ε δC; t)− y(A, B, C; t) = εδy(t)+O(ε2) where δy(t) = δy1(t)+ δy2(t) with (using the notation (3.8))
δy1(t) = δ (0, t) (φ(0)− C(0)φ(−τ))+
∫ 0
−τ
δ (s+ τ, t)B(s+ τ)φ(s)ds
−
∫ 0
−τ
∂
∂s
{
δ (s+ τ, t)C(s+ τ)}φ(s)ds+ ∫ t
0
δ (s, t)f (s)ds,
δy2(t) = (0, t) (φ(0)− δC(0)φ(−τ))+
∫ 0
−τ
(s+ τ, t)δB(s+ τ)φ(s)ds
−
∫ 0
−τ
∂
∂s
{
(s+ τ, t)δC(s+ τ)}φ(s)ds+ δC(t)φ(t − ddt/τee τ).
Remark 5.2. There are parallel theories in which one considers the first-order perturbations from an integral equation
perspective. Theorem 5.4 provides an indication of this approach. Another alternative is to base the development on first-
order perturbations {εδGˆr} in (3.21).
5.2. Sensitivity with respect to the initial function
A number of difficulties are encountered when τ, the time-lag, is regarded as a parameter defining a model NDDE and
one considers the response of the solution to changes in τ (and hence, by inference, in φ). For reasons of space, we content
ourselves with a single result for this case.
Theorem 5.3. The sensitivity of y(φ; t) with respect to the lag τ may not be a continuous function of t.
We have enough theory to indicate how y(φ; ·) responds to changes in φ. For convenience we suppose that φ and δφ
(with ‖δφ‖ = 1) are both defined on a fixed interval [−τ, 0] and consider the solution y(φ+ εδφ; ·) of the NDDE (5.2) – or, in
particular, the DDE Example 4.1. We use the notation D , with suitable embellishments, to denote a Gateaux derivative. In
the case of the NDDE (5.2), Theorem 4.9 yields y(φ+ εδφ; t)− y(φ; t) and we define:
s(φ, δφ; t) := lim
ε→0
y(φ+ εδφ; t)− y(φ; t)
ε
where ‖δφ‖ = 1. (5.6)
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The limit in (5.6) is the first-order sensitivity of y(φ; t)with respect to changes in φ. It is the Gateaux (or directional) derivative
Dδφy(φ; t) of y(φ; ·) in the direction δφ. (A reassessment of the notation {∂/∂φ}y in [16] is suggested.) Our definition (5.6)
can also be applied when y(φ; t) is a solution of (2.6) or (2.7); however, for linear equations (5.2) s(φ, δφ; t) is independent
of φ.
Let y0(φ; t) be the solution (with initial function φ), corresponding to vanishing f , defined in Corollary 4.4. Then y0(δφ; t)
is the corresponding solution with initial function δφwhere ‖δφ‖ = 1. The next theorem results from Theorems 4.3 and 4.9.
We use the notation (3.8).
Theorem 5.4. When y(φ; ·) is the solution of (5.2), we have s(φ, δφ; t) = y0(δφ; t) (which is independent of φ), and in
consequence
s(φ, δφ; t) = (0, t) (δφ(0)− C(0)δφ(−τ))+ C(t)δφ(t − ddt/τee)
+
∫ 0
−τ
[
(s+ τ, t)B(s+ τ)− ∂
∂s
{
(s+ τ, t)C(s+ τ)}] δφ(s)ds. (5.7)
Further, s(φ, δφ; t) can also be written as γ(δφ; t)+ ∫ t0 R(t, s)γ(δφ; t)ds.
5.3. Sensitivity based upon adjoint functions; parameter selection
Suppose y(p; ·) satisfies (5.2), or the equivalent explicit form assuming C′, φ′ exist:
LNDDE{y(p; ·)}(t) = f (p; t), t ∈ [0, T]; y(t) = φ(t), t ∈ [−τ, 0] (5.8)
and (based on data relating to observed phenomena) y˜ ∈ F approximates y. The coefficients of the NDDE depend on p,
LNDDE = LpNDDE, and we discuss sensitivity with respect to p; we assume τ, φ fixed. The analogue of (5.6) is the first order
sensitivity of y(p; t)with respect to changes δp,
σ(p, δp; t) := lim
ε→0
y(p+ εδp; t)− y(p; t)
ε
(where ‖δp‖ = 1). (5.9)
Denoting Gateaux derivatives in the direction δp by the use ofDδp, (5.9) isDδpy(p; t). We suppose
y(p+ εδp; t) = y(p; t)+ εσ(p, δp; t)+ o(ε) as ε→ 0 (5.10)
is valid for t ∈ [0, T]. (Such a relationship is not always valid for every t (e.g., if τ is a perturbed component of p), but it may
be sufficient that it holds almost everywhere.)
Now suppose that Lp+εδpNDDE {u} = LpNDDE{u} + ε{δLp,δpNDDE}{u} + o(ε) and that f (p + εδp; t) = f (p; t) + εδf (p, δp; t) + o(ε)
(uniformly for all u with sufficiently small u(·)− y(p; ·) and for t ∈ [0, T]) as ε→ 0. Thus, we write the Gateaux derivatives
DδpLp{u} as {δLp,δp}{u} andDδpf (p; t) as δf (p, δp; t).
Lemma 5.5. With the preceding notation,
LpNDDEσ(p, δp; t) = δf (p, δp; t)− {δLp,δpNDDE}{y(p; t)} for t ∈ [0, T], (5.11a)
σ(p, δp; t) = 0 for t ∈ [−τ, 0]. (5.11b)
Adjoint theory can be used to discuss (5.9) but here we emphasize a different but related aspect: parameter selection; (cf.
the treatment for DDEs in [32, Section 6.2]) A common issue is determination of p? ∈ P to minimize
Φ(p) := J{y(p; ·)− y˜(·)} where J{u} := ≺u, u (5.12)
and J{u} is defined on [F,≺·, ·]. Thus,Φ(p) =∑Mj=1[y(p; tj)− y˜(tj)]TWj[y(p; tj)− y˜(tj)]with {tj}M1 ∈ [0, T] givesΦWLS(p) in [8]
(here,
∑M
j=1 uTj Wjuj is a discrete analogue of (u, u)). If the objective function Φ achieves a minimum at p? in the interior of P,
thenDδpΦ(p) = {∂/∂ε}{Φ(p+ εδp)}ε=0, vanishes for p = p? and all δp with ‖δp‖ = 1.
Now,DδpΦ(p) = DδpJ{y(p; ·)− y˜(·)} and, from (5.10),
J{y(p+ εδp; ·)− y˜(·)} = J{y(p; ·)− y˜(·)} + 2ε≺y(p; ·)− y˜(·),σ(p, δp; ·) + o(ε), (5.13)
as ε → 0. The first-order sensitivity of Φ(p; ·) with respect to perturbations δp is the coefficient of ε in (5.13), namely
DδpΦ(p) = 2≺y(p; ·)− y˜(·),σ(p, δp; ·). Evaluation of this term, which must vanish if p coincides with p? in the interior of
P, provides an opportunity to apply Theorem 4.8. Recall thatLĚNDDE is defined in (4.12).
Lemma 5.6. Suppose that x(·) ≡ x(p; ·) satisfies
LĚNDDE{x}(t) = ω(t) with ω(t) := 2{y(p; t)− y˜(t)}, t ∈ [0, T], (5.14a)
x(t) = 0, t ∈ [T, T + τ], (5.14b)
and σ(·) ≡ σ(p, δp; ·) satisfies (5.11). Then, in terms of the classical inner product (·, ·), x is an adjoint function to σ; that is
(x, δf (p, δp; ·)− δLp,δpy(p; ·)) = (ω,σ).
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The adjoint property of x (Definition 4.3) arises from the properties σ(p, δp; t) = 0, t ∈ [−τ, 0], x(t) = 0, t ∈ [T, T+ τ] and
integration by parts (see Lemma 4.5).
Theorem 5.7. Suppose that x in Lemma 5.6 is a quasi-adjoint function to σ, so that≺x, δf (p, δp; ·)−δLp,δpy(p; ·) = ≺ω,σ+
κ(x,σ). Then, 2≺y(p; ·)− y˜(·),σ(p, δp; ·), or = DδpΦ(p) is expressible as ≺x, δf (p, δp; t)− δLp,δpy(p; t)− κ(x,σ(p, δp; ·)).
Lemma 5.6 verifies the applicability of Theorem 5.7 in the case ≺·, · is the classical inner-product (·, ·) but to apply the
theorem in the case of a pseudo-inner product requires verification of the assumptions of the theorem and evaluation of the
term in κ.
Standard optimization algorithms for locating a minimum value Φ(p?) = J{y(p?; ·) − y˜(·)} can encounter practical
difficulties. Now, at a stationary value not on the boundary of P, DδpJ{y(p; ·) − y˜(·)} is to vanish, and Theorem 5.7 leads
to a computational alternative to standard algorithms for minimizing Φ. The details are omitted for reasons of space.
For further reading
Additional reading related to our discussion includes [10] (on identification), [17,22] (on theory) and [28] (relating to
applications).
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