Abstract-We present some results on systems for automatically detecting bridges in high-resolution satellite images.
I. INTRODUCTION
Automatically detecting geographical objects such as bridges, roundabouts or road crossings on high-resolution satellite images is useful for keeping up to date geographical databases, automatically locating the imaging satellite at low cost and easily and quickly assessing the extent of damages in case of natural disasters such as flooding or earthquakes. In addition, it may help in content-based indexing of such satellite images.
A very limited number of articles exist in this particular direction. However, a lot of work has been done on subproblems, such as terrain classification, that could be part of a geographical object detection system.
A system capable of detecting objects -such as chairs, cars, tables-which are large with respect to the image they appear in is described in [4] . It uses multiple cooperating, negotiating agents. No learning mechanism is used.
In [5] , a system capable of extracting objects and regions such as roads, lakes and fields from aerial images is presented. It uses a few agents or specialists which are trained using a corpus-based learning mechanism.
Neural networks are used in [6] to classify pixels in LAND-SAT images. [7] uses spatial regularities to do an unsupervised terrain classification. This kind of systems tend to give visually imperfect results: [8] proposes a rule-based system to improve the results of these classifications, but uses data which is not available to our system, such as terrain elevation.
Bridges appear together with other complex objects in these images, such as roundabouts, buildings, and road crossings. In addition, we not only want to decide the presence or absence of a bridge in an image, but also to determine its position, size and orientation.
We present a set of techniques and methodologies to automatically detect bridges on small high-resolution panchromatic satellite images. These are real images, provided by the French space agency (CNES), which feature bridges in different positions, orientations and sizes, and of different kinds (road over water, road over road, walkway over road, rail over water, . . . ). Even though modeling the "bridge" concept turns out to be a very difficult task, we decide to focus on a couple of models obtained by asking anyone to draw a bridge: a geometric representation or a region-based representation (See Fig. 1 ). 
II. TEXTURAL APPROACH

A. Overview
This detection approach relies on radiometric features and neural networks to classify each pixel into several terrain types, and fixed rules to find bridges in this classification. This approach corresponds to a region-based representation of a bridge.
We produced a hybrid system: a bottom-up part uses (mainly) texture analysis, neural networks and a voting mechanism to classify each image pixel into terrain classes: water, road, green, . . . A top-down part uses fixed rules to detect bridges given that classification. To detect the bridges in an image (see figure 2 are calculated for each pixel in the image; 2) for each pixel, the set of parameters corresponding to it are fed into a neural network. This network tries to determine the kind of terrain the pixel belongs to. The response is noisy and imperfect; a post-processing phase improves it; 3) a set of subroutines look for regions of a certain type and dimensions, according to some manually-produced detection rules (See Fig. 3 for some examples). 
B. Evaluation
Evaluation is performed on a set of small (100 × 100 and 200 × 200 pixels), gray-level, high-resolution satellite images (Ikonos-2 images at 1 m 2 or 16 m 2 per pixel) containing bridges, roundabouts and counterexamples (objects that look like bridges or roundabouts, but are not). The complete system using these techniques processes input images at one to two minutes per image on a 900 MHz Pentium III computer.
Performance of the whole system has been evaluated by running the detection process for each image in our database. Table I gives the number of images with scores of correct detections (real bridges that the system detects) and false alarms for a typical set of parameters.
A large part (43%) of our images were acquired in bad conditions (fuzzy images, images where not even a human observer could decide on the presence of a bridge, bad lightning or sensor saturation) or of significantly lower resolution than the others (see Fig. 4 ). Bad classification by the neural network module caused 29% of the errors. Low image quality caused 41% of the errors. Because of the strong effect of low image quality on the system's performances, we also give results taking into account only good-quality images.
The system correctly processes 21% of images containing bridges, and 85% of images containing false bridges (objects resembling bridges). This performance is satisfactory given the 
III. GEOMETRIC APPROACH
A. Overview
This approach relies on the detection of couples of parallel segments. Here, bridge detection is based on edge filtering techniques whereas in the previous approach bridge detection is based on region filtering techniques. Whether two segments are parallel depends on their distance (smaller than a threshold), a maximum allowed angle difference, and a minimum length of the two segments. Furthermore, the two segments have to overlap. As a side effect, a quality factor is calculated for each pair of parallels. The algorithm output is a list of rectangular regions potentially involved in a geometric bridge model. Like in the previous system, a top-down part uses fixed rules to detect bridges given that decomposition into rectangles. To detect the bridges in an image (see figure 5 ): 1) a global search for parallel segments is performed on the whole image; 2) a decomposition of the image into a limited number of rectangles is then obtained; 3) a set of subroutines look for specific arrangement of rectangles, according to some manually-produced detection rules (See Fig. 3 for some examples). 
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B. Evaluation
The evaluation and a complete set of rules dedicated to this geometric approach is still under construction. But, we can provide a basic illustration of expected results on figure 7 and figure 8 for the geometric processing of image 6.
After a decomposition into rectangles based on parallel segments extraction in the original image, a set of pre-defined rules allow to classify a rectangle as a bridge depending on the context. Current evaluations have shown good performances on the previous database but we are not yet able to give significant quantitative results. Of course, in the case of bridge over railroad for example, this method is not adapted because of the great amount of parallel segments for the rectanguler decomposition. Our initial goal was to develop a set of techniques and methods to automatically detect bridges in high-resolution satellite images. We have presented a couple of such techniques: terrain classification by neural networks operating on textural parameters and geometric decomposition of the image into rectangular regions. We have implemented and integrated them in running systems which can easily cooperate each other. For instance, the texture-based system can be extended to use the non-local geometrical information provided by the parallel-detection based system, by using the geometric output as an additional "feature" to be used by the terrain classifier.
We have evaluated their performances with preliminary satisfactory results. We believe that our techniques are easily generalizable to other kinds of objects; however we have not conducted experiments to show it.
These methods rely on static detection rules designed by the algorithm designer. We hope to make this model design automatic by using data mining and machine learning techniques.
