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Resumen
En este trabajo se desarrolla un sistema hardware / software de bajo costo para hacer
el seguimiento del movimiento de una persona realizando ejercicios de levantamiento
de pesas. Para lograr esto, se acudió al uso de la fotogrametŕıa. El objetivo de este
trabajo fue reducir costos a los entrenadores y atletas dedicados a este deporte a la
hora de analizar el rendimiento del deportista y que de esta manera se eviten lesiones o
accidentes. En la construcción del sistema se empleó una webcam “QHM495LM Web
Camera” como hardware principal y se utilizó Processing 2.2.1 junto con OpenCV.
Se creó el software que extrae la posición, la velocidad y la aceleración de la barra a lo
largo del desarrollo del ejercicio. Aśı mismo, en el documento se muestran las carac-
teŕısticas detalladas del sistema, tanto su software como el hardware y los respectivos
resultados en un escenario controlado. Los resultados preliminares muestran que el
sistema diseñado es capaz de determinar las medidas de posición, velocidad y acel-
eración con un porcentaje de error no mayor a 10%.
Palabras clave: Fotogrametŕıa, Halterofilia, Webcam, OpenCV, Processing, Ras-
treo.
Abstract
This project develops a low-cost hardware/software system to track the movement of
a person performing weightlifting. To make this possible, we used photogrammetry.
The objective of this work was to reduce the costs to the trainers and athletes dedi-
cated to this sport when it comes to analyze the performance of the sportsman and
avoid injuries or accidents. In the construction of the system a webcam is used as the
main Hardware and Processing 2.2.1 with the OpenCV library. The Software that
extracts the position, velocity and acceleration measurements of the bar along the
course of the exercise was created. Likewise, detailed characteristics of the system,
both Hardware and Software, with their results in a controlled setting are shown in
the document. The preliminary results show that the system is able to determine the
position, velocity and acceleration measurements with an error percentage less than
10%.
Keywords: Photogrammetry, Weightlifting, Webcam, OpenCV, Processing, Track-
ing.
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Caṕıtulo 1.
Introducción
En cualquier deporte, la biomecánica juega un papel muy importante en el mejo-
ramiento del desempeño de cada individuo que lo practica. Los entrenadores, sin
darse cuenta, han desarrollado emṕıricamente la habilidad de determinar si el movimiento
del atleta es el más adecuado y qué le conviene al atleta al diseñar su rutina de en-
trenamiento, pero la mayoŕıa de ellos no ve necesaria la adquisición e interpretación
de datos numéricos para la comprensión del deporte que ellos viven y experimentan
cada d́ıa. Al pensar de esta manera, niegan la posibilidad de realizar un seguimiento
eficaz a lo que está haciendo el deportista e incluso evitar posibles lesiones por algo
que el ojo humano, aunque entrenado, no pudo ver. Se utilizan diversas técnicas para
que los análisis de movimiento sean más sencillos de entender e interpretar.
El levantamiento de pesas, además de ser un deporte oĺımpico, es un ejercicio
ampliamente utilizado como entrenamiento y rehabilitación f́ısica para mejorar el
rendimiento de los músculos y articulaciones utilizados para este ejercicio. Por esto,
los entrenadores necesitan la información para analizar con mayor precisión el de-
sempeño del deportista y medir su desempeño. De esta manera se puede tener un
mayor entendimiento de los movimientos del cuerpo utilizando herramientas como la
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biomecánica.
El trabajo que se presenta en estas páginas, tiene como objetivo, que tanto los
entrenadores de atletas dedicados a la halterofilia como fisioterapeutas que usen este
deporte como parte de su programa de rehabilitación, observen con detenimiento y
localicen los aspectos a mejorar de la persona realizando el ejercicio. La meta de este
proyecto se concentra en crear un sistema de bajo costo y que no sea invasivo para la
persona, con el cual se puedan hallar la posición y las variables de movimiento realiza-
dos por la haltera durante la ejecución del levantamiento. Esto es de gran ayuda para
aquellas personas que quieren estudiar este tipo de movimiento, pero que no cuentan
con equipos sofisticados o capacidad para obtener una licencia de un Software que
pueda analizar esto. Aśı mismo, atletas con gran potencial en este deporte, pero sin
muchos recursos pueden tener un entrenamiento mejor guiado, permitiendo que sus
habilidades sean llevadas al máximo sin necesidad de un laboratorio con equipo muy
sofisticado y aparatos que puedan influir en el movimiento del deportista. En este
documento, se presenta una base de conocimientos básicos a tener en cuenta para
desarrollar este sistema.
En las diferentes secciones se expondrán conocimientos necesarios para el proyecto,
el desarrollo del mismo y los resultados obtenidos en sus pruebas experimentales. En
el marco teórico, se explican conceptos como la fotogrametŕıa, sus aplicaciones, cómo
esta técnica ha resuelto problemas en diferentes campos cient́ıficos y se realiza un re-
sumen de la historia de la fotogrametŕıa, con el fin de ilustrar sobre todos los avances
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tecnológicos por los que se ha pasado hasta ahora y cómo ha evolucionado. En el es-
tado del arte, se describirán otros sistemas de análisis de movimiento aplicados a difer-
entes deportes, pero aplicando el método de la fotogrametŕıa [29, 8, 48, 49, 46, 47, 45]
o el uso de sensores para la recolección de datos [73]. Se describen softwares tales
como: Kinescán [54], Kinovea [41], Dinascán [16], BiomSoft [25].
También se definirán las consideraciones del diseño del sistema presentado para
que aśı el lector comprenda más adelante las decisiones tomadas con respecto a cada
etapa del proyecto. En la sección de diseño y construcción se describe con más detalle
todo lo que se utilizó para crear el sistema, cómo se preparó la cámara y el escenario,
cómo se realizaron los experimentos y cómo funciona el código desarrollado junto
con el resto del sistema. Al realizar los experimentos, se tomaron datos tanto en
pixeles como en coordenadas reales calculadas por el programa, de esta manera se
realiza una mejor comparación con lo visto experimentalmente. Luego de analizar




La fotogrametŕıa ha estado entre nosotros desde la invención de la fotograf́ıa, y ambas
han logrado grandes avances en tecnoloǵıa, desarrollando varias técnicas y formas de
adquisición de imágenes. Al presentarse la fotogrametŕıa como una posibilidad para
realizar estudios de todo tipo, se fue expandiendo en muchas áreas, y conforme la
tecnoloǵıa avanzaba, la fotogrametŕıa también. Esta técnica se usa principalmente
para realizar medidas de objetos o espacios que estén fuera de alcance para métodos
normales de medición, o que no se pueda hacer contacto directo. Por ejemplo, la
fotogrametŕıa bio-estereométrica, se usa ampliamente al no ser un método invasivo
para el cuerpo humano, en el que ningún objeto exterior interfiere con los movimien-
tos que se están realizando.
2.1 Definición de fotogrametŕıa
La definición más aceptada para la fotogrametŕıa dice que es una técnica para obtener
información confiable acerca de las propiedades de superficies y objetos sin tener
contacto f́ısico con estos, y poder medir e interpretar esta información [68]. Esto
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quiere decir, que definiendo un buen sistema se puede recolectar información acerca
de varios aspectos de un objeto en particular, tales como [68]:
• La geometŕıa de un objeto: con esta información, se obtiene la posición y forma
de los objetos. La posición y geometŕıa de los objetos son tal vez la información
más importante y utilizada en los estudios de fotogrametŕıa y sus respectivas
aplicaciones.
• La información f́ısica: relacionada con las propiedades de radiación electro-
magnética.
• La información semántica: se refiere al significado de la imagen, pero este se
obtiene interpretando los datos recolectados.
• La información temporal: relacionada al cambio sufrido por el objeto estudiado
producido a lo largo del tiempo [68].
La fotogrametŕıa tiene varias aplicaciones útiles dentro del mundo cient́ıfico,
donde se incluyen la fotogrametŕıa espacial [22], la industrial [42, 75], la aérea
[39, 60, 14], la arquitectónica [12, 67] y la bio-estereométrica (biomecánica y bioin-
genieŕıa) [59, 53]. Cada una se especializa en un área, por lo que el sistema y la
forma de tomar los datos es diferente dependiendo del enfoque cient́ıfico. Cuando
las imágenes son tomadas dentro del rango de 100 mm (4 in) a 100 m (330 ft), la
fotogrametŕıa es denominada fotogrametŕıa de corto alcance. Cuando las imágenes
se toman desde el aire directamente hacia el suelo, y por lo tanto, son tomadas a
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distancias mucho mayores a 100 m (330 ft) y se denomina fotogrametŕıa aérea [74].
En la fotogrametŕıa de largo alcance se utilizan lentes telescópicos en las cámaras
digitales para medir pequeños desplazamientos de tierra en un terreno o montaña
[58].
2.2 Historia de la fotogrametŕıa
La fotogrametŕıa se ha desarrollado ampliamente desde su invención, dividiéndose en





Estas fases por las que ha pasado la fotogrametŕıa van de la mano con el avance
tecnológico en la fotograf́ıa, las computadoras, la aviación y la electrónica, permi-
tiendo que las aplicaciones de esta técnica sean mucho más amplias.
El inicio de la fotogrametŕıa se remonta a la invención de la fotograf́ıa, cuando Joseph
Nicéphore Niépce realizó la primera fotograf́ıa llamada “Punto de vista desde la ven-
tana de Gras” en 1826, que requirió ocho horas de exposición [83]. Esto dio paso a
que en 1839, Louis Daguerre inventara y divulgara el procedimiento del daguerrotipo,
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el cual redujo los tiempos de exposición a cuarenta minutos y fue conocido como el
primer método de fotograf́ıa práctica [84, 81].
2.2.1 Metrofotograf́ıa
Este primer periodo de la fotogrametŕıa (1850-1900), en el que Aimé Laussedat (con-
siderado el padre de la fotogrametŕıa) utilizó fotograf́ıas terrestres para la compi-
lación de mapas topográficos. En 1862, el uso de fotograf́ıas para realizar mapas fue
aceptado oficialmente en la Academia de Ciencias de Madrid [57]. En 1855, Nadar
(Gaspard Felix Tournachon) obtuvo la primera fotograf́ıa aérea a 80 m de altura desde
un globo aerostático. Esto significó un gran avance militar, porque se empezaron a
realizar fotograf́ıas de reconocimiento de terreno [82, 57]. Paulo Ignazio Pietro Porro,
en 1839 inventó el taqúımetro, con el que se empezaron a determinar distancias por
medición indirecta. En 1865, Porro diseñó el fotogoniómetro, avance importante den-
tro de la fotogrametŕıa porque remov́ıa la distorsión de los lentes [57]. Más tarde, en
1893, Albrecht Meydenbauer fue el primero en utilizar el término “fotogrametŕıa”.
Fundó el “Real Instituto Fotogramétrico Prusiano” (Königlich Preußische Meßbil-
danstalt) y fue el precursor de la fotogrametŕıa arquitectónica [57, 76].
2.2.2 Fotogrametŕıa analógica
De 1900 a 1960 hubo dos invenciones fundamentales para el desarrollo de las técnicas
fotogramétricas, la estereofotogrametŕıa y el desarrollo de plataformas adecuadas
para las cámaras (aeroplano y dirigible). El aeroplano, inventado por los hermanos
CHAPTER 2. MARCO TEÓRICO 20
Figure 2.1: Estereoplańıgrafo de Deville. Tomado directamente de Hugershoff [37].
Wright en 1903, permitió que Wilbur Wright fuera el primero en obtener imágenes
aéreas, pero las primeras imágenes adquiridas con el propósito de trazar mapas fueron
hechas por el Capitán Cesare Tardivo en 1913. Edouard Deville inventó el primer
estereoplańıgrafo en 1896, con el objetivo de realizar estereoscoṕıa [77, 57]. Pero a
través del estereoscopio de Wheatstone, inventado por Charles Wheatstone, el cual
utiliza dos imágenes 2D para crear la ilusión de una imagen 3D [86], Deville logra
crear un estereomodelo. Esto dio paso a la invención de la estereofotogrametŕıa,
que estima las coordenadas tridimensionales de un objeto mediante las fotograf́ıas
tomadas desde diferentes posiciones [57]. En 1934, fue fundada la ASPRS (American
Society for Photogrammetry and Remote Sensing) y cuyo objetivo es apoyar, desar-
rollar y promover el estudio de las disciplinas de la fotogrametŕıa, la teledetección,
sistemas de información geográfica (GIS), entre otras tecnoloǵıas geográficas [23].
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2.2.3 Fotogrametŕıa anaĺıtica
Este periodo que comprende los años de 1969 hasta 1980, es el ciclo que inició
gracias a la aparición de las computadoras [18]. Everett Merritt publicó trabajos
desde inicios de 1950 en fotogrametŕıa anaĺıtica en los que desarrolló una serie de
soluciones anaĺıticas para calibración de la cámara, resección espacial, orientación
interior y exterior y extensión de control anaĺıtico [57, 51]. Hellmut Schmid, en
1953, en el Laboratorio de Investigación de Baĺıstica, desarrolló los principios de la
fotogrametŕıa anaĺıtica usando notación matricial en la que pod́ıa dar solución si-
multánea a cualquier número de fotograf́ıas y un estudio completo de propagación
del error [57, 66]. Sam Karara, junto con Y.I. Abdel-Azis desarrollaron la transfor-
mación lineal directa (DLT) en 1971 [4], encontraron un método para transformar
directamente las medidas comparativas a coordenadas espaciales sin recurrir a la cal-
ibración de la cámara. Sam Karara también es conocido por ser coautor del “Manual
en fotogrametŕıa no topográfica”[40] publicado por la ASPRS. En este periodo se
puede ver cómo las aplicaciones de la fotogrametŕıa se fueron ampliando y todos
los modelos matemáticos que fueron desarrollados para obtener toda la información
posible de las fotograf́ıas tomadas.
2.2.4 Fotogrametŕıa digital
Finalmente, la cuarta etapa de la fotogrametŕıa, en la que nos encontramos hoy en
d́ıa y clasificada de esta manera desde 1980 por el lanzamiento del primer satélite
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artificial “Sputnik” y el uso del satélite “Landsat” [18], que permitió realizar estudios
topográficos más avanzados, que sumado al desarrollo de las computadoras y sus ca-
pacidades se pueden analizar muchas más imágenes en menor tiempo. Esta transición
también permitió la reducción de costos de este tipo de estudios fotogramétricos de-
bido a que las fotograf́ıas se pueden introducir a los diferentes software de análisis
fotogramétrico directamente, en vez de tener que escanear o introducir los datos a
mano y el proceso se realiza de manera más rápida [32].
2.3 Fotogrametŕıa en Colombia
La fotogrametŕıa en Colombia inició con la Armada Nacional para fomentar y asegu-
rar el tráfico maŕıtimo y por supuesto regular, reglamentar y controlar las actividades
maŕıtimas del páıs. En 1947, Colombia empezó a dar sus primeros pasos en la inves-
tigación de este campo estableciendo un convenio cooperativo entre el Ministerio de
Defensa (a través de la Dirección de Marina Mercante de la Armada Nacional) y el
Departamento de Defensa de los Estados Unidos de América (Representados por la
Oficina Naval Oceanográfica de la Marina), con objetivo de realizar levantamientos
hidrográficos de los puertos y aguas costeras. Colombia participó en estos levan-
tamientos hidrográficos a bordo de buques estadounidenses con personal técnico y
equipamiento de éstos. Esto continuó hasta 1965, cuando la Dirección de Marina
Mercante presentó el primer Plan de Cartograf́ıa Náutica Nacional, lo que apoyado
por el Instituto Geodésico Interamericano (IAGS) y el Instituto Geográfico “Agust́ın
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Codazzi” (IGAC) permitió que se publicara la primera carta náutica colombiana
en 1971 [52]. A partir de ah́ı se ha ido desarrollando esta técnica para los mapas
hidrográficos de todo el páıs.
En Cartagena de Indias, el Instituto “Agust́ın Codazzi”, en 1938, realizó varios
vuelos donde quedaron registradas imágenes de la ciudad utilizando la aerometŕıa.
Estos vuelos se realizaban cerca del mediod́ıa para evitar que las sombras interfirieran
con la visualización de las calles [17].
Evidentemente, en Colombia se ha utilizado en su mayoŕıa la fotogrametŕıa to-
pográfica, con estudios y proyectos apoyados por la Armada Nacional. Esto crea una
motivación para desarrollar la fotogrametŕıa con otras aplicaciones para ampliar el
potencial de Colombia en esta técnica.
2.4 Soluciones fotogramétricas a problemas de la
vida real
Cabezos y Cisneros presentan en [12], un método para obtener ortofotos usando
cámaras digitales convencionales y las consideraciones acerca de las condiciones en
las que se debe tomar la fotograf́ıa, como distancia focal, diafragma y enfoque y
distancia hiperfocal. También se describen métodos de calibración de la cámara.
La fotogrametŕıa se puede utilizar para mejorar los métodos de captura de imágenes
médicas teniendo en cuenta la geometŕıa del objeto a estudiar y evitar distorsiones
[59]. En este trabajo se describen los pasos necesarios para reconstruir una imagen
3D a partir de imágenes 2D con ayuda de la fotogrametŕıa.
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Figure 2.2: Sobrevuelo de 1938 en Cartagena de Indias, Colombia, donde se muestra
la zona del Camellón, Mercado Público, Parque del Centenario, Muelle de la Bode-
guita, Matuna con la estación del Tren y sus bodegas, trazas del derribo de murallas
delante de la actual avenida Carlos Escallón, etc. Imagen tomada con permiso de
Jorge Sandoval [17].
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Baltsavias en [6], realiza una comparación entre la adquisición de datos de la
fotogrametŕıa y el escaneo láser en sistemas aéreos, mostrando ventajas y desventajas
de cada técnica. Se concluye que ambas tecnoloǵıas son complementarias entre śı,
se considera que el escaneo láser es una subdivisión de la fotogrametŕıa, debido a
la importancia histórica y cient́ıfica que tiene para el desarrollo de este. El autor
invita a mejorar los métodos de procesamiento de las imágenes de una manera más
automática e integrar estos procesos junto con otras aplicaciones.
En Egipto, en la zona de Dayr al-Barshã, se necesitaba documentar y mapear
la herencia cultural del terreno para una investigación geo-arqueológica [33]. Se uti-
lizaron técnicas fotogramétricas como las ortoimágenes, estereoscopia y los modelos
de superficie digital para luego realizar un análisis antropogénico durante diferentes
periodos, dejando en claro la utilidad de la fotogrametŕıa en este tipo de investiga-
ciones.
El uso de la fotogrametŕıa ha generado confianza en la medición de desviaciones
de postura causadas por escoliosis idiopática por su precisión en vistas posteriores y
laterales de los individuos que la sufren [64]. Esto puede reducir significativamente el
uso de los rayos X para la revisión y seguimiento de la condición de estos pacientes.
2.5 Consideraciones de diseño
Al momento de desarrollar un sistema fotogramétrico, se necesita tener en cuenta
algunos aspectos tanto de la cámara como del método de captura. A continuación se
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definen las especificaciones necesarias para el sistema que se realizó en este proyecto.
Con estas definiciones se pueden tomar mejores decisiones para ayudar a que el
sistema sea útil en su respectiva aplicación.
2.5.1 Longitud focal
A la hora de utilizar fotogrametŕıa en un proyecto, es importante, entre muchas otras
cosas, tener en cuenta cuál es la longitud focal de la cámara que se está utilizando
para este propósito. Esta caracteŕıstica puede cambiar drásticamente la respuesta
dada por un sistema a la hora de hacer mediciones por medio de imágenes o videos.
La longitud focal es una caracteŕıstica fundamental en una cámara, es la de-
scripción básica de un lente. Puede entenderse como el alcance del objetivo en la
escena. Cuanto menor sea la distancia focal, el ángulo de visión será mucho más
amplio [62]. La distancia focal es representada normalmente en miĺımetros (mm).
Este valor nos dice cuánto de la escena que está viendo la cámara será capturado.
Dependiendo de este valor, los objetos en la escena se verán magnificados o no en la
imagen capturada [72].
2.5.2 Espacios de color
Para la detección exitosa de un marcador, es necesario tener en cuenta qué espacio
de color se va a utilizar, ya sea RGB, CMYK o HSV; esto afecta considerablemente
en los resultados del experimento dependiendo de cómo se comporta el algoritmo, es
decir, si trabaja mejor con un espacio u otro. Conociendo las caracteŕısticas de cada
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Figure 2.3: Diferentes distancias focales y cómo afecta el ángulo de visión. Basado
en González [27].
uno y el objetivo que se tiene, se puede elegir cuál seŕıa el más acertado.
2.5.2.1 Modelo RGB
Este es el modelo más utilizado tanto por las cámaras fotográficas, los televisores,
monitores y muchos editores de fotograf́ıa como Adobe Photoshop, GIMP, Picasa,
Photoscape, entre otros. Es un modelo aditivo con el que es posible representar
un color mediante la mezcla de los tres colores de luz primarios (R: red, G: green,
B: blue). Este espacio de color es representado por un cubo y el color deseado se
representa por tres coordenadas dentro del cubo [26]. Este modelo es ampliamente
utilizado en los lenguajes de programación como el HTML y javaScript, pero codifi-
cado en la notación hexadecimal [85].
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Figure 2.4: Cubo Modelo RGB. Basado en Maple worksheets [70].
2.5.2.2 Modelo HSV
El modelo HSV (H: hue, S: saturation, V: value), también conocido como HSB (H:
hue, S: saturation, B: brightness) fue creado como una transformación no lineal del
espacio RGB, el cual se representa por medio de un cono, en el cual el matiz (hue)
se representa en un ángulo de 0 a 360o, la saturación se representa por la distancia
al eje del cono, y el valor se representa por la altura del eje del cono. Este modelo
intenta representar los colores desde un punto de vista más cercano a la percepción
humana. El HSV es una importante herramienta para interactuar con las tecnoloǵıas
de representación de color. Al ser más intuitivo, ha resultado ser útil en aplicaciones
de procesamiento de imagen, diseño asistido por computadoras e incluso videojuegos
[80].
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Figure 2.5: Cono HSV. Basado en Wikipedia [80].
2.5.2.3 Modelo CMYK
Este modelo (C: cyan, M: Magenta, Y: yellow, K: Key) es un modelo sustractivo que
se utiliza en la impresión a color y se basa en la luz que absorbe la tinta impresa
en papel [19], esto se debe a que la mezcla aditiva de luz no puede ser representada
directamente en materiales impresos. Sin embargo, no se usa este modelo para rep-
resentar color en el monitor de una computadora, porque tienen diferentes gamas de
colores. Un ejemplo, es que el CMYK no puede representar con veracidad el azul
puro, como si se puede en RGB. Por esta razón, este espacio de color no se puede
utilizar para realizar análisis fotogramétrico por computadora a tiempo real [79].
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Figure 2.6: Modelo CMYK. Basado en DeskShare [19].
Caṕıtulo 3.
Estado del arte
En el estudio del movimiento humano, se desarrollan diferentes maneras y técnicas
para que esta tarea sea más fácil de llevar, dependiendo de la complejidad del
movimiento a querer estudiar. A continuación se describirán algunos programas
desarrollados con este objetivo.
El Instituto de Biomecánica de Valencia [1], ha desarrollado un sistema llamado
Kinescán [54], utilizado para el análisis de movimientos de forma automática y en
tiempo real, diseñado para registrar los movimientos humanos y realizar un análisis
cinemático de los mismos. El sistema incluye todo lo necesario para iniciar los análisis,
tales como cámaras para la reconstrucción 3D, cableado, PC, impresora láser, mar-
cadores reflectantes y la licencia del software [15].
La Association loi 1901, una organización sin ánimo de lucro apoyada por la ley
francesa, desarrolló el software llamado Kinovea [41]. Este programa permite analizar
videos previamente grabados, y medir variables como tiempos, ángulos, trayectorias,
perspectivas y coordenadas. Este es un software libre, pero no realiza un análisis a
tiempo real y automático de una variable en particular.
En otra investigación hecha por Torres [71], se utiliza una serie de programas para
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cada etapa. Estos programas están incluidos en un laboratorio con tecnoloǵıa “BTS
Bioengineering Corp” [38], en el que para la captura utilizan cámaras infrarrojas
optoelectrónicas [3]. La captura, el tracking y el análisis se realiza por medio de
tres programas diferentes disponibles en el laboratorio. Otra manera de realizar el
análisis, es con el uso del sensor Kinect, tal como lo explica Muñoz [56], donde el
usuario realiza el ejercicio propuesto en “Exergames” [55] (juego diseñado para la
rehabilitación f́ısica). El sistema luego genera un archivo compatible con el software
de análisis biomecánico llamado Bio-Cirac v. 1.0 desarrollado por los autores del
trabajo en el que posteriormente son introducidos para realizar todas las mediciones
pertinentes a través de los ángulos de euler.
En el Laboratorio de Biomecánica del Movimiento Humano y de Ergonomı́a de
la Facultad de Ciencias del Deporte de la Universidad de Extremadura, Gianikel-
lis [25] desarrolló el paquete “BiomSoft” en el entorno de MATLAB 5.3. Este pa-
quete permite el tratamiento y representación de los datos procedentes del análisis
biomecánico. Para poder utilizarlo, se necesita que el sistema operativo sea Windows
y tener el equipo electrónico que recolecte y exporte los datos a analizar en formato
ASCII. En este trabajo utilizan el sistema fotogramétrico Kinescán [54] y el sistema
de plataformas de fuerzas Dinascán [1, 16]. Los resultados obtenidos muestran que
el paquete “BiomSoft” permite la descripción y análisis biomecánico de los datos
recolectados en el laboratorio.
La fotogrametŕıa es usada en el estudio del levantamiento de pesas. De igual forma
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ésta técnica se puede aplicar a muchos otros deportes. Dependiendo del objetivo de
estudio, se toman imágenes de los distintos movimientos.
En el lanzamiento de peso, Grande [29] describe cómo con ayuda de la fotogrametŕıa
3D se puede estudiar la técnica individual e identificar las variables cinemáticas del
lanzamiento que mejor se correlacionen con la distancia obtenida. En este trabajo reg-
istraron 11 lanzamientos en condiciones reales, utilizando dos cámaras sincronizadas
a una frecuencia de 50 Hz para obtener la reconstrucción 3D. Esta reconstrucción
espacial se realizó con el programa Kinescán 8.0 [54] del IBV y utilizando un modelo
humano de 26 puntos. Se determinaron las variables más estables e inestables du-
rante la ejecución del movimiento. De esta manera se logró especificar qué variables
cinemáticas están relacionadas con el rendimiento del atleta para posteriormente
mejorar su técnica de lanzamiento.
Barbero [8], presenta el diseño de un sistema fotogramétrico aplicado a los de-
portes de equipo como el fútbol y fútbol sala, en el que utilizando varias cámaras
y filmando un encuentro deportivo, se sincronizan estos videos y a través de un
procesado de datos posterior se analizan los movimientos seguidos por los jugadores
en términos de distancia total recorrida y distancia a diferentes velocidades. Este
proceso permite calcular distancias, intervalos de tiempo, velocidades, aceleraciones,
picos de esfuerzos, áreas frecuentadas y trayectorias de los jugadores en el campo
durante el tiempo de juego. Este sistema resultó útil en el análisis del campo, con
la posibilidad de que su uso sea ampliado a otros deportes y de lograr que el análisis
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sea realice de forma automatizada y a tiempo real.
En el mundo del fútbol, la fotogrametŕıa es usada ampliamente para estudiar el
rendimiento de los jugadores y del árbitro mismo. Mallo [48, 49, 46, 47, 45] realizó
un análisis biomecánico para valorar el rendimiento del árbitro de fútbol. Para este
análisis se valieron de la fotogrametŕıa en dos dimensiones, pero esta técnica fue
aplicada de dos maneras distintas. En los trabajos realizados, dispusieron de tres
cámaras ubicadas en la tribuna principal del estadio para captar una parte del terreno,
con la suma de los videos capturados se obtuvo el campo completo. El número de
partidos grabados vaŕıa dependiendo del art́ıculo. Durante el juego, la frecuencia
cardiaca de los árbitros era registrada con pulsómetros Polar team System. Luego se
analizaba el encuentro grabado para determinar el momento en el que se impart́ıa una
infracción. Con estos momentos seleccionados, se procede a calcular la distancia que
hay entre el árbitro y el lugar de la infracción. A partir de los resultados, se determina
cuál es el rendimiento f́ısico del árbitro a lo largo del juego y qué estrategia se puede
utilizar para que mejore. También puede ser usado para determinar en qué zonas del
campo es más probable que se cometa una infracción. Este procedimiento no entrega
un resultado inmediato o automatizado, todav́ıa requiere que el usuario detecte las
infracciones en el video.
Velloso [73], hace uso de sensores que el atleta debe usar durante la ejecución del
ejercicio de levantamiento de pesas y lo compara con los datos de un atleta que realiza
el movimiento de manera correcta. Estos sensores contienen acelerómetros, girosco-
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pios y magnetómetros y los datos recolectados se env́ıan por Bluetooth a la com-
putadora. Luego estos datos se analizan con ayuda del Context Recognition Network
Toolkit (CNRT) [2, 7]. Al realizar la comparación, puede dar una retroalimentación
al atleta acerca de su rendimiento y evaluar las posibles técnicas de entrenamiento.
Dentro del estudio del movimiento de levantamiento de pesas, en los trabajos de Har-
bili [31], Garhammer [24], Gourgoulis [28] y Campos [13] se han usado dos cámaras
para capturar el movimiento y realizar un análisis fotogramétrico 3D.
Los trabajos aqúı mostrados, utilizan generalmente software comercial que nece-
sita una licencia especial o que requieren estar en un laboratorio con equipo sofisti-
cado para la toma de datos . Los sistemas con software libre no realizan un análisis
a tiempo real del atleta. Las similitudes entre los proyectos se basan en el uso de
la fotogrametŕıa para la toma de datos y el uso de marcadores para poder llevar un
seguimiento del movimiento del atleta. En este proyecto se desarrolla un sistema
que no hace uso de un equipo costoso o complicado y que además puede realizar las
mediciones a tiempo real y con software libre. Esto permite que se pueda organizar
la toma de datos en un entorno no tan controlado.
Caṕıtulo 4.
Sistema de captura y procesamiento
4.1 Diseño y construcción
El sistema implementado se basa en un co-diseño hardware-software, que captura la
imagen, procesa la información, y posteriormente entrega las medidas. El sistema de
captura que se propone en este proyecto consiste en una cámara “QHM495LM Web
Camera” [36], que registra una velocidad de captura de 30 fps. Se creará un software
implementado con Processing 2.0 [61] junto con la libreŕıa de OpenCV (Open Source
Computer Vision) [9] y OpenCV 2: javacvpro [35]. Esta última ofrece acceso a la
última versión de OpenCV (OpenCV 2.3.1) y es basada en los wrappers de java de
Samuel Audet [5]. El objetivo del software es que a partir de un video, detectar la
trayectoria de un marcador que se ubicará en la barra de levantamiento del atleta, y
a partir de este rastreo, se puede saber la posición de la barra en el espacio. Detalles
de los procesos usados se mostrarán en el caṕıtulo 5.
4.1.1 Hardware
El sistema se implementará con los siguientes materiales:
• Cámara, que en nuestro caso será la “QHM495LM Web Camera”.
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Figure 4.1: Diagrama de bloques del sistema.
• Computadora.
• Marcador.
• Escenario de prueba.
La Webcam será nuestro sensor y la que capturará los movimientos del marcador
seleccionado para el objeto a estudiar, luego estas imágenes serán procesadas en la
computadora.
4.1.1.1 Webcam
Los parámetros de la cámara que se utilizarán para este experimento son la altura
del sensor y la longitud focal. En el caso de la longitud focal, esta se halla por medio
de la calibración de la cámara que se verá con más detalle en la siguiente sección.
Para la altura del sensor, tenemos que el tamaño del sensor de una webcam es de
1/6”. Este tipo de sensor tiene las siguientes dimensiones:
Tipo de sensor Diagonal (mm) Ancho (mm) Alto (mm) Área (mm2)
1/6” 3 2.4 1.8 4.32
Table 4.1: Dimensiones de un sensor de 1/6”. [78]
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Figure 4.2: QHM495LM Web Camera [36].
Otros datos acerca de la cámara a tener en cuenta es la cantidad de cuadros por
segundo que la cámara puede captar, en nuestro caso son 30 fps.
4.1.1.2 Computadora
La computadora utilizada en los experimentos tiene como sistema operativo Windows
7 Home Premium 64-bits, 8GB de memoria RAM y un procesador Intel Core i7 de
2.30 GHz. Para realizar este experimento, no es necesario tener estas caracteŕısticas
exactas, se necesita que la computadora tenga la suficiente capacidad para procesar
las imágenes en tiempo real.
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Figure 4.3: Entorno controlado utilizado para la realización de los experimentos[44].
4.1.1.3 Marcador
En este proyecto se utilizan dos tipos de marcadores dependiendo del experimento que
se realiza. Una explicación de los experimentos se puede encontrar en la siguiente
sección. Se utilizó una pelota de tenis de 65 mm de diámetro y marcadores de
diferentes colores de 75 mm de diámetro. Este marcador es el que detecta el software
desarrollado.
4.1.1.4 Escenario de prueba
El escenario en el que se realizaron los experimentos de este trabajo, fue el estudio
fotográfico de Alexandre Magre [44]. Se utilizó un fondo negro para evitar que la luz
se refleje en lo posible y afecte los colores.
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4.1.2 Software
El análisis del movimiento capturado se realiza en la plataforma de Processing 2.0,
el cual es un software libre. Se determina cómo realizar el seguimiento de los mar-
cadores, y a partir de ah́ı determinar la posición de éstos y posteriormente determinar
la velocidad y aceleración al momento del movimiento. A continuación, se describirán
las distintas herramientas de software usadas para luego describir el trabajo realizado.
4.1.2.1 Processing
La principal herramienta usada en este desarrollo es Processing 2. Processing es un
lenguaje de programación, entorno de desarrollo y una comunidad online creado en
2001. Es un software libre que promueve el conocimiento de software y la enseñanza
de los fundamentos de programación dentro de un contexto visual. Hoy en d́ıa es
utilizado por profesionales de todas las ramas para aprender, crear y producir pro-
totipos [61]. Es una gran herramienta que sigue en desarrollo y crecimiento, por
lo que realizar proyectos en este lenguaje nos permite aportar dentro de esta gran
comunidad. Processing admite la inclusión de libreŕıas desarrolladas por terceros las
cuales le dan mayor funcionalidad, una de ellas es OpenCV.
4.1.2.2 OpenCV
OpenCV (Open Source Computer Vision Library) es una libreŕıa creada para proveer
una infraestructura común para aplicaciones de visión por computadora y para acel-
erar el uso de percepción de maquinaria en productos comerciales. Es una libreŕıa
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que sirve para todos los sistemas operativos (Windows, Linux, iOs), y tiene interfaces
en C, C++, Python, Java y MATLAB [21]. Para este proyecto se utilizó la libreŕıa
de OpenCV para Processing, realizada por Borenstein [9]. Esta libreŕıa está basada
en el OpenCV oficial [21], por lo que se pueden utilizar todas las funcionalidades
del mismo dentro de la plataforma de Processing. En nuestro desarrollo se utilizó la
versión 2.4.5.
4.2 Puesta en marcha
El proceso de calibración se puede realizar de diferentes formas, ya sea utilizando el
“Camera Calibration Toolbox for Matlab”, OpenCV en el lenguaje de programación
de preferencia (C, Python), o realizando los cálculos por śı mismo. Los métodos
más utilizados son los dos primeros métodos mencionados, debido a que tienen un
algoritmo eficiente. En esencia, estos dos métodos realizan los mismos pasos, la
diferencia está en el lenguaje, plataforma y su disponibilidad gratuita al usuario.
Ambos métodos se basan en un “tablero de ajedrez” como patrón a utilizar durante
el proceso.
Antes de iniciar el proceso de captura y procesamiento de fotogramas, se hace
necesario calibrar el sistema para poder garantizar el correcto funcionamiento. Paso
seguido, viene el proceso de seguimiento de los marcadores. Con estas caracteŕısticas
validadas, ya el sistema está habilitado para determinar las medidas de interés.
A continuación se presenta el procedimiento a seguir en cada etapa.
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4.2.1 Calibración de la cámara
El primer paso para cualquier proyecto de fotogrametŕıa es saber cuáles son las
caracteŕısticas inherentes de la cámara que se va a usar, independientemente de si
es una cámara de video, una webcam o si la cámara sólo toma fotograf́ıas. En este
proyecto, el objetivo de esta calibración es hallar el valor de la longitud focal de la
webcam. La razón por la que se debe realizar el proceso antes de empezar cualquier
medición se debe a que este valor cambia dependiendo de la configuración f́ısica de
la cámara.
Para la calibración se necesita una serie de imágenes de un patrón tomadas desde
diferentes distancias y ángulos. Se tomó como imagen de referencia una cuadŕıcula en
blanco y negro, esta imagen hace que la detección de las esquinas sea más sencilla para
el programa y obtener datos más precisos. La cantidad de imágenes recomendada
oscila entre 10 y 20 imágenes, pero el usuario es libre de escoger la cantidad de
fotograf́ıas que quiera utilizar para este proceso, teniendo en cuenta que la calibración
será mejor cuantas más imágenes se tengan.
El proceso de calibración se puede realizar de diferentes formas, ya sea utilizando
el “Camera Calibration Toolbox for Matlab”, OpenCV en el lenguaje de progra-
mación de preferencia (C, Python), o realizando los cálculos por śı mismo. Los
métodos más utilizados son los dos primeros métodos mencionados, debido a que
tienen un algoritmo eficiente. En esencia, estos dos métodos realizan los mismos
pasos, la diferencia está en el lenguaje, plataforma y su disponibilidad gratuita al
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Figure 4.4: Imágenes tomadas por la webcam “QHM495LM Web Camera” que
pasaron por el proceso de calibración.
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usuario. Ambos métodos se basan en un “tablero de ajedrez” como patrón a utilizar
durante el proceso.
4.2.1.1 Camera calibration Toolbox
Esta herramienta creada por Jean-Yves Bouguet para Matlab, se puede obtener en
[10] para su uso libre. Los pasos básicos a seguir para realizar la calibración con
este método son los siguientes (En este punto de la calibración ya se deben tener las
imágenes del patrón listas para su uso):
1. Ejecutar la función “calib gui.m”.
2. Seleccionar el modo “Standard”.
3. Seleccionar “Image names” e introducir el nombre base de tus imágenes.
4. Seleccionar “Extract grid corners” y especificar las dimensiones de la cuadŕıcula
y cuántas imágenes se van a procesar.
5. Seleccionar las cuatro esquinas de la cuadŕıcula de la primera foto procesada e
introducir el tamaño de cada cuadrado del patrón.
Luego de realizar estos pasos, Matlab entrega una aproximación de donde se
encuentran las esquinas de los cuadrados del patrón. Las cruces rojas deben estar
muy cerca de las esquinas reales de la cuadŕıcula, si no es aśı, se debe introducir un
factor de distorsión hasta que el resultado sea el deseado. Luego se repiten los pasos
4 y 5 (proceso de extracción de esquinas) para todas las imágenes.
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Figure 4.5: Detección y extracción de esquinas exitosa de una de las imágenes.
Luego de extraer las esquinas de todas las imágenes, Matlab crea un archivo
llamado “calib data.mat”. Con este archivo, se procede a seleccionar la opción “Cal-
ibration” del menú del Toolkit, Matlab genera los parámetros de calibración de la
cámara automáticamente. Estos parámetros incluyen la longitud focal, punto prin-
cipal, coeficiente de asimetŕıa y distorsiones [11]. En nuestro sistema, el parámetro
que nos interesa saber de nuestra cámara es la longitud focal. El resultado de esta
calibración se muestra en la sección 5.
4.2.1.2 OpenCV
La libreŕıa de OpenCV [21], ofrece una aplicación para la calibración de la cámara.
Se puede encontrar en la siguiente dirección de la carpeta de OpenCV:
sources/samples/cpp/tutorial code/calib3d/camera calibration.
Esta aplicación permite realizar la calibración por medio de un archivo XML/YAML
del listado de imágenes capturadas por la cámara que se va a calibrar. Para crear
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este archivo, se utiliza una aplicación llamada “imagelist creator” que se encuentra
en la carpeta de OpenCV: sources/samples/cpp/imagelist creator.
Estas aplicaciones están en lenguaje C, y la operación de calibración se puede realizar
en plataformas que soporten este lenguaje de programación. Antes de realizar la
calibración, se necesita crear un archivo de configuración, que se crea a partir de la
lista de imágenes XML/YAML. El programa sigue los siguientes pasos para crear
este archivo [20]:
1. Leer la lista de imágenes e iniciar calibración.
2. Encontrar patrón en las imágenes introducidas (En este caso, una cuadŕıcula).
3. Buscar y dibujar esquinas.
4. Mostrar y guardar resultados en un archivo XML/YAML.
Luego de obtener este archivo de configuración, se utiliza la función “calibrate-
Camera” para obtener los parámetros necesarios, entre estos se encuentra la matriz
de la cámara y la matriz de distorsión. La longitud focal de la cámara es uno de
los datos que componen la matriz de la cámara hallada por este procedimiento. Los
resultados de esta calibración se muestran en la sección 5.
4.2.2 Seguimiento de marcadores o tracking
El siguiente paso es verificar que la forma en la que funcionará el tracking del mar-
cador sea la más acertada. El seguimiento de los marcadores puede realizarse de
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Figure 4.6: Ubicación de esquinas en el patrón.
distintas maneras:
• Detección de movimiento.
• Detección de patrón o forma.
• Detección de color.
A continuación se describirán estos métodos de detección. En la sección de análisis
de resultados se explicará por qué se determinó que la detección de color HSV es la
mejor para el sistema desarrollado.
4.2.2.1 Detección de movimiento
La detección de un objeto mediante este método se puede realizar de varias formas.
La más sencilla es realizar la detección en función de una imagen base, normalmente
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considerada como fondo. Este método se utiliza usualmente para cámaras de se-
guridad, en las que solo se requiere detectar movimientos, pero no que el software
sea capaz de diferenciar la fuente del movimiento [50]. Otra forma de detección de
movimiento es restando el frame actual al frame anterior [43], este método solo nos
indica que hay movimiento por medio de los pixeles que sean distintos entre un frame
y otro, pero no indica otro tipo de información como la dirección del movimiento o un
reconocimiento de lo que se está moviendo. También existe otro método que consiste
en coger cada pixel y buscarlo en el siguiente frame, esto permite que se pueda dar
información acerca de la dirección del movimiento por medio de vectores [34].
4.2.2.2 Detección de patrón o forma
Esta forma de detección se utiliza cuando el sistema necesita reconocer y clasificar
diferentes objetos que aparecen en pantalla, o bien cuando se desarrollan sistemas de
reconocimiento facial o huellas dactilares. Este sistema consta de tres etapas: Seg-
mentación, extracción de rasgos, y clasificación [65]. Es una forma de detección bas-
tante robusta, pero que requiere de mucho entrenamiento del algoritmo y conocimien-
tos estad́ısticos de la aplicación que se va a desarrollar. Esto puede exigir mucha más
capacidad de procesamiento por parte de la computadora.
4.2.2.3 Detección de color
Para detectar el marcador, se inicia usando una función de búsqueda de color, en
el que el usuario hace un clic en el color del marcador y este sigue ese color a lo
largo del video. En el primer código desarrollado, se utiliza la ecuación de distancia
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Figure 4.7: Marcadores. Cuadrados de 8 cm de lado.
euclidiana [69, 63] para definir una “distancia” entre el color escogido por el usuario
y el que se verá durante la ejecución del movimiento dentro del ćırculo cromático en
el modelo de color RGB. El rango de distancia entre estos colores se tuvo que regular
a un valor que permitiera identificar el color correctamente, pero que a la vez fuera
flexible a las condiciones de iluminación de la escena de prueba.
La técnica de detección por color es muy sensible a las condiciones de iluminación,
debido a esto, se optó por utilizar el modelo de color HSV.
Para las pruebas con este espacio de color, se utilizaron marcadores de diferentes
colores. Se utilizaron cuadrados de 8 cm de lado sobre un fondo blanco (ver figura
4.7) y ćırculos de 7,5 cm de diámetro sobre un fondo negro (ver figura 4.8).
Utilizando el modelo de color HSV en el programa desarrollado en Processing,
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Figure 4.8: Marcadores. Ćırculos de 7,5 cm de diámetro de distintos colores.
se selecciona el color deseado por medio de un clic. En esta etapa, se necesitaba
un buen filtro para la detección del color. En este proyecto se aplicó como primera
opción para realizar este filtrado de cada fotograma, una comparación entre el rango
de matiz escogido y el que hay en el cuadro actual. Una segunda opción, que fue la
utilizada en la versión final, fue utilizar la función inRange() para realizar el filtro y
crear la imagen binaria de cada fotograma.
El programa desarrollado funciona de la siguiente manera:
Primero, se carga la imagen o fotograma en el que el usuario hizo clic y se indica que
se usará el espacio de color HSV. Luego, copia el canal del matiz de la imagen en el
canal de escala de grises. Luego se utiliza la función “inRange ()” como filtro de la
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Figure 4.9: Diagrama de flujo del filtro HSV utilizado para el seguimiento del mar-
cador. Este diagrama es el proceso “Filtro HSV” del algoritmo completo desarrollado
que se muestra en la figura 4.14.
imagen, esta función toma la imagen convertida a escala de grises y la convierte en
una imagen “binaria”, es decir, que cada pixel es blanco o negro dependiendo si se
encuentra dentro o fuera del rango seleccionado. Esta imagen luego se guarda como
referencia. Por último, busca los contornos que correspondan al objeto del color de-
seado y dibuja un rectángulo con un ćırculo rojo en el centro. En la figura 4.9 se
muestra el diagrama de flujo con el proceso del filtro del color HSV.
En la sección de resultados se muestra el resultado de los filtros utilizados y de
qué color debe ser el marcador para mejores mediciones.
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4.2.3 Determinación del tamaño y la posición del objeto
Para realizar esto, en un principio se utilizó una ecuación de la que se parte para
poder medir la altura a la que está el marcador en el video que se está grabando [30]:
H =




H = Altura real del objeto [mm].
X = Distancia de la cámara [mm].
IH = Altura de la imágen [pixels].
SH = Tamaño del sensor [mm].
FL = Distancia focal [mm].
CF = Altura de fotograma de la cámara [pixels].
Todos estos parámetros se pueden ver claramente en la figura 4.10:
Los parámetros SH, FL y CF son caracteŕısticas dadas por el fabricante de la
cámara utilizada. La distancia que hay entre la cámara y el objeto se conocen de
la escena. El algoritmo desarrollado calcula, con ayuda de la función de búsqueda
de color, las dimensiones en ṕıxeles que tiene el objeto estudiado (IH). Teniendo en
cuenta lo anterior, la única variable desconocida es la altura real del objeto.
En la figura 4.11 se pueden observar las variables que tiene en cuenta el algoritmo
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Figure 4.10: Diagrama de parámetros en el escenario de prueba.
Figure 4.11: Objeto visto en pantalla y variables que el algoritmo utiliza.
de medición y posición del objeto. La variable r.height, corresponde a la altura del
rectángulo que rodea al objeto. Esta es tomada como la altura en pixeles del objeto
en cuestión (IH). Se toman los puntos r.x y r.y como la posición de referencia del
objeto para más adelante medir la velocidad y aceleración.
A partir del tamaño del objeto, se selecciona la posición de uno de los puntos
del marcador como referencia para luego calcular la velocidad y la aceleración. Los
resultados de la medición del marcador son expuestos en la sección 5.
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4.2.4 Cálculo de la velocidad y aceleración
Para determinar la velocidad del objeto en la toma, se tiene en cuenta la posición del
objeto en el cuadro anterior y en el cuadro (frame) actual, aśı como el tiempo entre
cuadros. Este cálculo se realiza con la siguiente fórmula:
V elocidad =
Posición actual − Posición anterior
∆t
(4.2)
Para el cálculo de la aceleración se sigue el mismo proceso que con la velocidad,
con la diferencia de que en vez de usar la posición en cada cuadro, se utiliza la
velocidad calculada anteriormente.
Aceleración =
V elocidad actual − V elocidad anterior
∆t
(4.3)
El programa determina los valores en pixeles, pixeles/frame, y pixeles/frame2.
A partir de estas medidas, se requiere transformar estas unidades al sistema interna-
cional para que el usuario final pueda comprender fácilmente.
A partir de la medición del marcador, se tiene una equivalencia entre pixeles y mm.
También se cuenta con la información de cuántos frames por segundo graba la we-
bcam. Esta equivalencia de Pixeles/frame a mm/s puede resolverse de la siguiente
manera:
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Luego de transformar la medida a mm/frame, se puede convertir a mm/s cono-










4.3 Validación del sistema
Luego de diseñar el sistema, se debe verificar que los datos que nos arroje sean
confiables. A continuación se describirán los métodos usados para la validación de
todas las mediciones, y posteriormente, en la sección de resultados, se dan a conocer
los datos obtenidos y usados para la validación del sistema.
4.3.1 Tamaño y posición
La validación del tamaño y posición del marcador, consiste en que de antemano se
conoce el tamaño del marcador. Luego se realizan las mediciones y se verifica que
los resultados coinciden con lo que el programa calculó.
El experimento realizado consistió en colocar el marcador en el escenario de prueba y
luego ubicar la cámara a diferentes distancias del marcador y observar los resultados
de medición dados por el software desarrollado. La separación entre el marcador y
el lente de la cámara vaŕıa de los 2 m hasta los 4 m de distancia a intervalos de 0.25
m (ver figura 4.12).
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Figure 4.12: Montaje experimento de medición.
4.3.2 Velocidad y aceleración
La prueba para verificar que la velocidad y aceleración sean correctas, se realizó con
un montaje casi idéntico al de medición del marcador, pero en este experimento se
ubica la pelota a cierta altura y luego se suelta (ver figura 4.13). Se analizan los
frames que se grabaron para comprobar que los datos sean correctos. El dato con
el que podemos comparar los resultados es el de la gravedad, que es la aceleración
que toma un objeto en cáıda libre vertical. Esto convierte a este experimento en un
análisis de movimiento uniformemente acelerado. Al comprobar que la aceleración es
correctamente medida, se supone que la velocidad tiene valores correctos también.
El experimento se realizó treinta veces por cada distancia especificada, y de cada
lanzamiento se obtuvieron tres frames en los que se aprecia la cáıda del marcador.
Esto quiere decir que se tienen tres puntos de posición del marcador, lo que permite
que se calcule un solo valor de aceleración por cada lanzamiento. Con estos valores
calculados se verifica que la aceleración medida por el programa sea la misma, al
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Figure 4.13: Montaje para el experimento de velocidad y aceleración.
comprobar que coinciden, se procede a realizar un promedio de estos treinta val-
ores por cada distancia especificada y se compara con el valor real de la gravedad
(9810 mm/s2). En la sección de resultados se exponen los datos obtenidos de este
experimento.
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Figure 4.14: Diagrama de flujo del programa desarrollado.
Caṕıtulo 5.
Resultados
En esta sección se muestran los distintos experimentos realizados para validar los
datos medidos por el Software desarrollado y verificar que funciona correctamente y
cumple con el objetivo planteado al inicio del proyecto.
5.1 Resultados de la calibración de la cámara
La cantidad de imágenes tomadas para el proceso de calibración, fue de 16 imágenes.
A continuación se describen los resultados de calibración de las dos metodoloǵıas
descritas en la sección 4.
5.1.1 MATLAB - Camera calibration toolbox
Luego de realizar los pasos descritos en la sección 4, el resultado de la longitud focal
(fc), fue de 3.116 mm aproximadamente. Para realizar las mediciones pertinentes
al proyecto, se asignó este valor de longitud focal a nuestro programa. Los demás
valores mostrados en la calibración, no son de interés para el programa desarrollado
hasta ahora.
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5.1.2 OpenCV
El valor de la longitud focal (fx, fy) con este método fue de 3.19 mm. Los resulta-
dos entre ambos métodos son similares entre śı, esto nos dice que se puede utilizar
cualquiera de los dos métodos y obtener un buen resultado de calibración.
5.2 Resultados de seguimiento de marcadores o
tracking
Luego de realizar el análisis de uso de la detección de movimiento, de patrón o forma
y de color, se optó por desarrollar un sistema de detección de color. La detección
por color es un método de detección de marcadores muy útil en este tipo de sistemas
por la facilidad del usuario de hacer uso de él. No necesita previo entrenamiento y
se pueden crear las condiciones necesarias para que la detección sea correcta. Den-
tro de la detección de color, se escogió el espacio de color HSV, debido a que no se
ve afectada la detección por pequeños cambios de iluminación, como pasaba con el
espacio de color RGB.
En la sección 4, se habló de dos tipos de filtros utilizados para realizar el tracking del
marcador. El primer filtro utilizado detecta muy bien los colores a corta distancia de
la cámara (Hasta 2 m), pero a medida que la cámara se ubica a mayor distancia del
objeto, el programa no es capaz de detectarlos y señalarlos en pantalla.
Por esto, se buscó la segunda opción de filtrado, al probar el seguimiento del mar-
cador con este filtro, se pudo observar que el programa desarrollado detecta mejor
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Figure 5.1: Prueba de seguimiento del color amarillo a 4 m de distancia del objeto
sobre fondo blanco.
Figure 5.2: Prueba de seguimiento del color amarillo a 4 m de distancia del objeto
sobre fondo negro.
los colores a mayores distancias (Se probó hasta 4 m) en comparación con la función
de rastreo que se aplicó anteriormente. Se comprobó que se realiza el tracking a la
zona con más concentración del color que haya disponible en el escenario.
Se probó la detección de dos grupos de marcadores de diferentes colores del mismo
tamaño. Un grupo de marcadores se colocó sobre un fondo blanco y el otro grupo
sobre un fondo negro. Observando los distintos casos, se determinó que los colores
que funcionan mejor con este programa son el amarillo y el verde brillante en un
escenario con fondo negro. En las imágenes se puede notar la diferencia entre el uso
de un fondo o el otro, y como el programa detecta el color con ayuda de la imagen
binaria mostrada al lado de la imagen capturada por la webcam.
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Figure 5.3: Prueba de seguimiento del color verde a 4 m de distancia del objeto.
(a) Rojo (b) Rosa
(c) Violeta (d) Azul
Figure 5.4: Prueba de seguimiento de diferentes colores a 4 m de distancia del objeto.
Se observa que al tener el marcador amarillo sobre fondo blanco, el programa
confunde este fondo blanco con el color amarillo, pero al tenerlo sobre fondo negro,
la detección es mucho mejor. El contraste en general es mucho mejor cuando el
marcador está ubicado en un fondo negro, sobre todo con colores como el amarillo y
el verde claro.
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5.3 Resultados de medición del marcador
En el resultado de la prueba que se muestra a continuación, se muestra una pelota
de tenis como marcador dentro de nuestro escenario especificado anteriormente en la
figura 4.12.
El programa toma una captura de pantalla cada dos segundos, de esta manera es
posible tener un intervalo uniforme para tomar cada muestra. Se tomaron 50 datos
de medida del marcador, se promediaron y se compararon con la medida real del
objeto utilizado como marcador.
El diámetro de la pelota de tenis, que en este experimento fue nuestro marcador, es
de 65 mm. La tabla 5.1 muestra los datos recolectados con su respectivo porcentaje
de error y desviación estándar.
Distancia (mm) Valor medido (Pix) Valor medido (mm) Error (%)
2000 27 65.18 0.27
2250 24 66.19 1.84
2500 21 63.27 2.67
2750 19 62.81 3.37
3000 17 62.71 3.52
3250 16 61.57 5.28
3500 14 61.14 5.94
3750 13 60.06 7.59




Table 5.1: Datos obtenidos de la medición del marcador.
En la tabla 5.1 se puede apreciar cómo al aumentar la distancia entre el objeto y
la cámara, el error de medición va creciendo también. Esto se debe a que conforme
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la cámara se aleja, cada pixel equivale a más mm, por lo que al haber un error de
medición de un solo pixel, provoca que el resultado en mm vaŕıe notablemente. Las
medidas tomadas en todas las distancias, no superan el 10
5.4 Resultados de medición de velocidad y acel-
eración
Al realizar la prueba experimental descrita en la sección de diseño y construcción, se
obtuvieron los siguientes resultados de medición. Por cada cáıda de la pelota en la
escena, la cámara logra capturar tres frames, con estos frames se calcula y verifica que
la aceleración medida sea correcta y se compara con la medida real de la aceleración
del marcador al caer (gravedad). En la tabla 5.2 se muestran los resultados promedios
de 30 lanzamientos realizados por cada distancia con su respectivo error y desviación
estándar.













Table 5.2: Datos obtenidos de la medición de aceleración.
Como se puede apreciar en la tabla 5.2 , la medición de la aceleración es muy
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precisa, debido a que el error en las mediciones es menor al 5%.
Caṕıtulo 6.
Discusión y Trabajo Futuro
6.1 Discusión
Observando los resultados obtenidos por este sistema para determinar posición, ve-
locidad y aceleración, se puede concluir que los resultados son satisfactorios y cumplen
con el objetivo del proyecto propuesto. Existe una limitación en la velocidad de cap-
tura de la cámara, si ésta fuera más rápida, se podŕıa capturar más datos para el
análisis del movimiento.
6.2 Trabajo futuro
Un aspecto para mejorar y reducir un poco más el porcentaje de error de la medida,
es incluir en el sistema una forma de utilizar medidas conocidas en la escena para
corregir la distancia que hay entre el lente de la cámara y el marcador. Para un
próximo proyecto, se podŕıa almacenar los datos de una manera más sencilla para el
usuario y con estos datos construir gráficas de movimiento.
Caṕıtulo 7.
Conclusiones y Recomendaciones
En este trabajo se ha descrito el trabajo que se ha realizado hasta ahora en el de-
sarrollo de un sistema fotogramétrico de bajo costo para el análisis de las variables
cinéticas de un atleta realizando el ejercicio de levantamiento de pesas. La velocidad
de captura de la cámara utilizada limita la cantidad de frames capturados, por lo
que se obtienen menos detalles del movimiento realizado. El escenario es ideal para
este tipo de experimentos, en un futuro se iniciarán pruebas en un entorno menos
controlado. Los resultados obtenidos en los experimentos de medición de tamaño del
marcador son satisfactorios con el objetivo buscado al inicio del proyecto al tener un
porcentaje de error del 3.84%. Lo mismo ocurre con los resultados de la medición de
velocidad y aceleración, de los cuales se obtuvo un porcentaje de error del 1.01%. Se
espera que este sistema se pueda continuar mejorando y que a la vez se pueda aplicar
no solo en la halterofilia, sino en otros deportes y en el ámbito de la rehabilitación
f́ısica también. Los resultados prelliminares de este proyecto fueron presentados en el
CIIMA 2014 (Congreso Internacional de Ingenieŕıa Mecatrónica y Automatización).
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