In many quality control applications, use of a single (or several distinct) quality characteristic(s) is insufficient to characterize the quality of a produced item. In an increasing number of cases, a response curve (profile), is required. Such profiles can frequently be modeled using linear or nonlinear regression models. In recent 
INTRODUCTION
In statistical process control (SPC) applications, manufactured items are sampled over time and quality characteristics are measured. Often a product's quality can be determined through measuring several characteristics at each sampling interval.
Multivariate T 2 control charts and other methods have been developed for this scenario. See, for example, Fuchs and Kenett [2] and Mason and Young [3] . Increasingly, however, a sequence of measurements of one or more quality characteristics are taken across some continuum producing a curve or surface that represents the quality of the item. This curve or surface is referred to as a profile. Woodall, Spitzner, Montgomery, and Gupta [4] give an introductory overview of the emerging field of profile monitoring.
Profile data consist of a set of measurements with a response variable y and one or more explanatory variables x j , j = 1, . . . , k, which are used to assess the quality of a manufactured item. For example, the density profile of a particleboard is measured on a vertical cross-section, which reveals patterns in board density across the depth of the board. Another example is the estimated dose-response curve of a manufactured drug. Once a batch of the drug is produced, several different doses of the drug are administered to subjects and the responses measured. The resultant dose-response curve summarizes the quality of the particular batch of the drug, indicating the maximal effective response, minimal effective response, and the rate in which the response changes between the two (see Williams, Birch, Woodall, and Ferry [5] ).
In these examples, a single measurement is insufficient to adequately assess quality.
Instead, a relationship between two variables, referred to as the profile, should be monitored over time. Profile data is multivariate, but it is not appropriate to apply standard multivariate control chart methods since this leads to overparameterization.
It is more efficient to model the structure of the data via regression techniques.
In Phase I analysis, we are concerned with distinguishing between in-control conditions and the presence of assignable causes so that in-control parameters may be estimated for further product or process monitoring in Phase II analysis. If out-ofcontrol observations are included in the estimation of in-control parameters, then the subsequent monitoring procedure will be less effective. Therefore it is imperative in Phase I that abnormal profiles be identified and excluded from further analysis.
Further, we seek to identify step or ramp shifts (if any) in the mean profile, so that in-control parameters may be estimated to reflect what would be expected from a stable process.
Profiles can take on several different functional forms, depending on the specific application. For many calibration problems, the profile can be represented by a simple linear regression model (see, e.g., Mahmoud and Woodall [6] and Gupta, Montgomery, and Woodall [7] ). Kang and Albin [8] proposed two methods, including a multivariate that the values of x ij are the same for all i. This assumption is often reasonable since in many engineering applications product or process profiles are measured at fixed values of the explanatory variable at each sampling stage. Kang and Albin's [8] multivariate T 2 chart is used to monitor simultaneously the β 0 , the y-intercept, and β 1 , the slope. Kim, Mahmoud, and Woodall [9] proposed an alternative approach with better statistical properties such that individual control charts can be used for the y-intercept and slope independently.
In general we refer to any profile that can be modeled by the linear regression function 
model (1) can be written in matrix form as
We assume that X i is the same for each profile and that the vectors i are independent and identically distributed (i.i.d.) multivariate normal random vectors with mean vector zero and covariance matrix σ 2 I. For an example of profile monitoring where the covariance matrix is allowed to take on a more general form, see Williams, et al.
[5].
Jensen, Hui, and Ghare [10] proposed a control chart based on the F -distribution to monitor the k + 1 parameters (coefficients) from a multiple linear regression model for Phase II applications. Given the parameter vector estimator for item i,β i , and the target parameter vector β 0 , one plots on their control chart the well-known F statistic
. A Phase I procedure for this general linear case has yet to be developed.
In many cases, however, profiles cannot be well-modeled by a linear regression function. Walker and Wright [1] proposed a nonparametric approach for comparing profiles using additive models. Such models do not have a specific functional form and have no model parameters to estimate, but rather one employs smoothing techniques such as kernal smoothing or spline smoothing to model a profile. Nonparametric regression techniques provide great flexibility in modeling the response. One disadvantage of nonparametric smoothing methods is that the subject-specific interpretation of the estimated nonparametric curve may be more difficult, and may not lead the user to discover as easily assignable causes that lead to an out-of-control signal. Ding, Zeng, and Zhou [11] proposed an alternative nonlinear profile monitoring method based on a two stage process of (1) data reduction from a high-dimensional space to a lower-dimensional subspace and (2) employing the control charts methods described in Sullivan [12] .
Often, however, scientific theory or subject-matter knowledge leads to a natural nonlinear function that well-describes the profiles. Hence, an alternative method is to model each profile by a nonlinear regression function. A nonlinear profile of an item can be modeled by the nonlinear regression model given generally by 
where y ij is the measured response of the subject exposed to dose x ij for batch i, Note that for any given application, the specific form of the nonlinear function, f , in Equation (2) must be specified by the user.
In Section 2 of this paper we give a brief review of nonlinear regression. We introduce the multivariate T Finally, we discuss a nonparametric regression approach to monitoring the profiles.
In Section 3 we illustrate the T 2 control charts and the nonparametric approaches using the vertical density profile data of Walker and Wright [1] . In Section 4 we discuss the effects that autocorrelation in the error terms may have on the analysis.
Finally, in Section 5 we discuss potential alternative methods and give directions for future research topics in nonlinear profile monitoring.
METHODOLOGY
We begin a Phase I analysis with a baseline dataset consisting of m items sam- 
Nonlinear Model Estimation
For simplicity of notation, we write the scalar model given in Equation (2) in matrix form by stacking the n observations within each profile as
tor form is then given by
For the nonlinear regression model given in Equation (4), estimates of β i for each sample must be obtained. This is usually accomplished by employing the GaussNewton procedure and iterating until convergence to obtain the maximum likelihood estimates. Upon convergence of the algorithm, the estimated covariance matrix of β i is the estimated Fisher information matrix. See Myers [13] or Schabenberger and
Pierce [14] for a concise discussion of nonlinear regression model estimation. A more detailed treatment can be found in Gallant [15] and Seber and Wild [16] .
Unlike linear regression, the small-sample distribution of parameter estimators in nonlinear regression is unobtainable, even if the errors ij are assumed to be i.i.d.
normal random variables. Instead, asymptotic results must be applied. Seber and
Wild [16] give the asymptotic distribution ofβ i and the necessary assumptions and regularity conditions for the asymptotic distribution to be obtained. In the nonlinear regression model given in Equation (2), β i is a p × 1 vector of parameters that determines the curve f (X i , β i ). We employ the the multivariate T 2 statistic to assess stability of the the p parameters simultaneously, i.e., to evaluate the assumption β i = β, i = 1, . . . , m. We do not employ individual control charts for each of the p nonlinear regression parameters since this may give misleading results due to the built-in correlation structure of the parameter estimators in nonlinear regression.
Onceβ i is obtained from each sample in the baseline dataset, we calculate the average vectorβ and some corresponding estimate of the covariance matrix, replace w i withβ i andw withβ in Equation (5) to obtain The first choice we consider for S is the sample covariance matrix, given by
Consequently, the T 2 i statistics take on the form
Use of the T 2 C values was mentioned by Brill [17] in the context of monitoring nonlinear profiles of a chemical product. The advantage of this statistic is that it is very well understood and widely used. However, as was shown by Sullivan and Woodall [18] and Vargas [19] , a T 2 statistic based on S C is ineffective in detecting sustained shifts in the mean vector during the Phase I period. In fact, it was shown that as the step shift size increased, the power to detect the shift actually decreased.
An alternative choice of S is one based on successive differences, proposed originally by Hawkins and Merriam [20] and later by Holmes and Mergen [21] . To obtain the estimator, we definev i =β i+1 −β i for i = 1, . . . , m − 1 and stack the transpose of these m − 1 difference vectors into the matrixV aŝ
The estimator of the variance-covariance matrix is
Sullivan and Woodall [18] showed that S D is an unbiased estimator of the true covariance matrix if the process is stable in Phase I. The resulting
Sullivan and Woodall [18] and Vargas [19] showed that a T Our third choice for S is a robust estimator of the variance-covariance matrix known as the minimum volume ellipsoid (MVE) estimator, first proposed by Rousseeuw [22] and studied in profile monitoring for Phase I analysis by Jensen, Birch, and
Woodall [23] . In our application of the MVE method, we find outlier-robust estimates for both the in-control parameter vector and the variance-covariance matrix based on finding the ellipsoid with the smallest volume that contains at least half of theβ i vectors, i = 1, . . . , m. The MVE estimator of β is the mean vector of the smallest ellipsoid, and the estimator of the variance-covariance matrix is the sample covariance matrix of the observations within the smallest ellipsoid multiplied by a constant to make the estimator unbiased for multivariate normal data. In a simulation study, Vargas [19] studied the power properties of several different choices of S in the context of the T 2 statistic given in Equation (5) and found that the T 2 statistic based on the MVE estimators of β and the variance-covariance matrix was very powerful in detecting multivariate outliers. We denote the MVE estimators of β and the covariance matrix byβ M V E and S M V E , respectively. Hence, the fourth choice of
Control Limits
The distribution of the T In order to control the overall probability of a false alarm, based on some appropriate UCL, the joint distribution of the T In their simulation study, Mahmoud and Woodall [6] found that this approximation used to determine the UCLs performed well.
As noted in Tracy, Young, and Mason [24] , Gnanadesikan and Kettenring [25] proved that for a stable process the marginal distribution of T 2 C,i is proportional to a beta distribution, i.e.,
A formal proof can be found in Chou, Mason, and Young [26] . Note that it is assumed that the distribution ofβ i is approximately normal. Therefore, an approximate UCL is
where B 
For small sample sizes, defined by m ≤ p 2 + 3p and p < 10, the UCL is a vector given by
where given by Williams, et al. [27] , are included in the Appendix.
The exact marginal distribution of T 
Monitoring the Variance
In addition to checking the stability of each profile in the baseline dataset, it is important to check the stability of the variability about each profile. This is analogous to monitoring the process variance in the standard univariate case. In the case of monitoring profiles, we seek to monitor the variability about each profile, or the within-profile variability. 
Nonparametric Approach
When a parametric form of a profile would be overly complex, nonparametric procedures may be more appropriate. These include fitting each profile via some smoothing method, such as local polynomial regression, spline smoothing, or wavelets.
Walker and Wright [1] give a spline-fitting approach to the vertical density profile (VDP) of particleboard, which we use as an illustration in Section 3. However, these authors discussed using splines to assess variation, not to monitor profiles in a Phase I analysis to check for process stability. Winistorfer, Young, and Walker [30] illustrated the use of splines to model the VDP of oriented strandboard generated from a 3 profiles in a Phase I or Phase II analysis.
For the case of a single explanatory variable, we denote the nonparametric fit of profile i byẏ ij , for the corresponding value of the explanatory variable equal to x j , j = 1, . . . , n. The general nonparametric approach to monitoring profiles in Phase I analysis is to establish a "baseline" curve with which to compare all other curves. A natural choice of baseline profile is the average estimated profile across all m profiles, denoted by y j = m i=1ẏ ij /m, j = 1, . . . , n. Once a baseline curve is found, some appropriate distance metric can be used to measure how "different" each individual curve is from the baseline. Researchers at Boeing [31] proposed the following three metrics:
The three metrics, M i1 , M i2 , and M i3 , are referred to as the maximum deviation, sum of absolute deviations, and the mean absolute deviation, respectively. Further, it may be of interest to compute the absolute value of M i1 , which obviously reflects the magnitude of the dissimilarity betweenẏ ij and y ij disregarding the direction of dissimilarity. We denote this metric by M i4 . Other metrics are proposed in Gardner, et. al. [32] , who note that metrics can be defined to detect changes in profiles resulting from particular known process faults. One of these metrics is the sum of squared differences between each estimated profile and the average profile, denoted
. For a given metric, one plots the metric value for profile i against i (i = 1, . . . , m) and checks for unusual observations. Researchers at Boeing [31] suggested using a standard univariate I-chart on the metrics to establish control limits. The method of smoothing splines with several dissimilarity metrics is illustrated in Section 3.
EXAMPLE
In this example to illustrate the application of the various approaches we use the vertical density profile data from Walker and Wright [1] , available at the website http://filebox.vt.edu/users/bwoodall/VDP%20nonlinear%20profile%20data.txt.
In the manufacture of particleboard, the density properties of the finished boards are quality characteristics that are monitored through time. It is well known that the density (in pounds per ft 
where β = (a 1 , a 2 , b 1 , b 2 , c, d Table 1 . We plot the six parameter estimates for each of the twenty-four boards in Figure 3 .
[Insert Table 1 control chart is given in Table 1 .
In Phase I analysis, we are interested in identifying "outlying" or out-of-control boards or a shift in the process which might affect the estimation of in-control parameters. We compared the four T 2 control charts for assessing process stability and identifying outlying profiles. In Figure 4 we illustrate all four T given in Table 1 , it seems reasonable that the boards 15 and 18 are outliers, with boards 4, 9, and 24 worthy of further investigation.
As discussed in Section 2.5, an alternative approach to modeling the profiles with a parametric curve is to employ nonparametric smoothing techniques to model the profiles. Walker and Wright [1] employed spline smoothing with 16 degrees of freedom to model the twenty-four boards of the VDP data. We replicated their spline fits to each profile. After obtaining the spline fits to each profile,ẏ ij , i = 1, . . . , m; j = 1, . . . , n, the average spline, y j , is calculated. For example, the spline fit to board 1 and the average spline are illustrated in Figure 5 .
[Insert Figure 5 
about here.]
The spline fit with 16 degrees of freedom provides a concise summary of the shape of the profile from board 1. The average spline fit is systematically lower than the spline fit to board 1. In order to determine which boards are in-control we calculated dissimilarity metrics as given in Section 2.5. Since the metrics M i2 and M i3 differ only by a constant, it is not helpful to consider both metrics simultaneously. Instead we calculate the metrics M i1 , M i3 , M i4 , and M i5 , and then employ an I-chart based on the moving range to establish control limits, as suggested by researchers at Boeing [31] .
We plot each metric versus i with associated control limits to obtain control charts.
The four charts are given in Figure 6 .
[Insert Figure 6 This value represents the maximum (absolute) deviation of the spline fit to board 14 from the average spline fit.
Similarly, the charts based on metrics M i3 and M i5 both give the same conclusion, that the profile for board 6 is out-of-control. Referring to Figure 1 , board 6 is the one with the profile that is consistently lower than all other boards. The next most extreme value of the two metrics is that of board 3, although it does not give an out-of-control signal. Again, referring to Figure 1 , board 3 is the one with the profile that is consistently higher than all the other boards. It is apparent that these two metrics measure how consistently different each profile is from the average profile across the depth values, whereas metrics M i1 and M i4 measure the greatest extent to which a profile is from the average at any particular depth value. It is important to note that the results for the control charts on the metrics ( Figure 6 ) do not show the same results as the control charts based on the regression estimators in Figure   4 . If the profile can be adequately represented by a parametric model, then this, in general, will lead to more effective charts.
In addition to monitoring the regression parameter vectors of the profiles in a
Phase I analysis, we should monitor the variation about the profiles to check for stability. As mentioned in Section 2.4, we recommend using the methods of Wludyka and Nelson [28] to monitor the variance σ profile, while accounting for autocorrelation in the error structure. In the presence of an autocorrelated error term, Jensen and Birch [34] show that profile analysis based on a nonlinear mixed model offers an improved control chart performance over a nonlinear profile analysis assuming an independent error term. A more detailed treatment of these methods can be found in Schabenberger and Pierce [14] and Hardin and Hilbe [35] . In the context of analyzing nonlinear profiles for Phase I applications, this approach is a topic that requires further investigation.
DISCUSSION
In Phase I, we are interested in identifying outlying observations as well as identifying step or ramp shifts in the mean vector over time. As shown by Vargas [19] , the robust variance-covariance matrix and mean vector estimators employed in the T M V E charts simultaneously, the former chart sensitive to step shifts and the latter sensitive to outliers. However, in examining both charts simultaneously, one must be cautious of inflating the false alarm probability. This approach is also a topic for further research.
We have not given a detailed treatment of the nonparametric approaches to monitoring profiles discussed in Section 2.5. Rather, we have only described some methods that have been proposed and then illustrated their use with the VDP data. Some issues that need to be addressed, for example, are the best nonparametric estimation technique for a given scenario, the best metrics to apply, the strengths and weaknesses of each metric, and the distributional properties of the metrics in order to establish valid control limits.
The field of profile monitoring using control charts has potential to extend statistical process control to a wide variety of engineering and pharmaceutical applications.
With the increasing ease and efficiency in which processes and products can be measured, there is a need for statistical methodology to be developed which can accommodate the growing needs of industry. We have encountered a number of engineering applications in which a response curve is needed to assess quality. In some cases, the shape of the response curve can be well-represented by a parametric nonlinear regression function. In this paper we have developed control chart methodology to monitor such nonlinear profiles for Phase I applications. When a profile cannot be easily described by a parametric function, nonparametric methods may be applied. 
