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improve	 video	 transmission	 performance	 (such	 as	
end-to-end	delay)	in	video	telephony	applications	in	
cellular	 network	 scenarios 	 There	 exists	 a	 definite	
need	 for	 quality-of-service	 (QoS)	 and	 guaranteed	
throughput	when	using	streaming	media 	However,	
in	 wireless	 environments	 where	 resources	 are	 pre-
cious,	 this	 is	 often	 not	 possible,	 especially	 with	 a	












 indEx tErms 




ingly	 important	 and	 relevant	 in	 the	 past	 twenty	
years 	With	a	growing	market	push	for	on-demand	
media,	the	foundational	substructure	of	current	cel-
lular	 networks	 must	 incorporate	 streaming	 media	
functionality 	Streaming	media	is	the	term	used	spe-
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cifically	 for	 media	 that	 is	 immediately	 consumed	
upon	 deliverance	 to	 its	 intended	 party	 [1] 	 This	 is	

















The	 main	 difficulty	 with	 streaming	 media	 is	
the	immediate	consumption	of	the	data 	This	means	







and	 other	 undesirable	 issues 	 To	 avoid	 this,	 or	 at	
least	mitigate	it	to	an	acceptable	extent,	the	current	
methodology	 behind	 streaming	 media	 is	 to	 merely	
avoid	the	issue	entirely	by	a	process	known	as	buff-
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has	a	“backup”	store	of	video	which	it	can	show	to	
the	user	if	the	stream	is	somehow	interrupted,	pack-
ets	 are	 lost,	 or	 corruption	 is	 seen	 in	 the	 incoming	
video 	This	method	works	relatively	well;	however,	it	
often	requires	long	delays	in	order	to	buffer	enough	
video	 to	 be	 an	 acceptable	 method 	 Additionally,	 it	
is	only	a	“cover-up”	method	which,	 in	the	event	of	
packet	 corruption,	 causes	 the	 user	 to	 still	 experi-
ence	unwanted	delays	in	his	or	her	streaming	video 	
This	is	the	main	cause	of	user	frustration	in	stream-




Current	 protocols	 such	 as	 TCP	 [3]	 have	 ro-





in	 [4] 	 Even	 UDP,	 the	 simplest	 transport	 protocol	
[5],	 is	 not	 entirely	 ideal	 for	 streaming	 video 	 This	






tipped,	and	 indeed	 mediation	can	 occur,	 the	 main	
focus	 is	 reliable	 content	 delivery	 at	 whatever	 cost	
is	necessary 	The	opposite	approach	is	required	for	
streaming	 media 	 Users	 are	 far	 more	 content	 with	
a	slightly	distorted	 image	 in	a	video	 that	 lasts	 for	
milliseconds	than	with	a	stoppage	of	video	while	re-
buffering	can	occur	every	ten	seconds	or	so 


















UDP	 protocol	 to	 enhance	 video	 telephony	 perfor-
mance 	 Sections	 6	 and	 7	 provide	 our	 experimental	
results 	Section	8	concludes	the	entire	paper 		
ii.  umts: an adVanCEd CEllular nEtWorK 
Currently,	 the	 European	 and	 Asian	 cellular	 tele-
phone	 markets	 are	 saturated	 with	 a	 technology	
known	as	the	Global	System	for	Mobile	Communi-
cations,	or	GSM 	GSM	is	capable	of	9 6	kbps	of	user	
data	 rate	 for	services	such	as	videotext,	 facsimile,	
and	 teletext	 [6] 	 This	 kind	 of	 data	 transfer	 rate	 is	






























iii.  mpEg-4: a popular VidEo format
MPEG-4	is	a	popular	format	for	many	handheld	de-
vices,	 such	 as	 the	 Apple	 video	 iPod	 [9]	 and	 many	
popular	cellular	phones	(such	as	the	Motorola	Razr	
v3	[2]) 	Each	individual	picture	in	an	MPEG-4	video	
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is	referred	to	as	a	frame 	Each	frame	is	made	up	of	
a	 series	 of	 8x8	 pixel	 squares	 called	 blocks 	 A	 row	
of	blocks	is	known	as	a	group	of	blocks,	or	GOB 	A	
GOB	 also	 contains	 a	 header	 in	 MPEG-4 	 (Although	
this	is	optional,	it	is	typically	used	if	any	errors	in	






Figure 1. Case 1: A piece of frame data is corrupt 
(image from [10])
However,	 to	 combat	 this,	 a	 known	 data	 pattern	 is	




Figure 2. Case 2: Corrupt data with Resync Markers [10]
Although	 this	 method	 leaves	 undecodable	 data,	 it	
is	clearly	preferable	to	the	option	of	simply	losing	
an	entire	frame 	This	method	is	actually	 improved	






Figure 3. Case 3: Corrupt data with bidirectional 




when	 faced	 with	 the	 decision	 to	 accept	 a	 corrupt	
packet	or	reject	it	entirely	due	to	unknown	corrup-
tions	 within	 the	 packet,	 the	 advantageous	 choice	
is	to	accept	the	packet	and	allow	the	built-in	error	





remains	entirely	valid	that	clearly	packets are better 
off used than discarded in MPEG-4, even with corrup-
tion.	Our	improved	UDP	scheme	(to	be	discussed	in	
Section	5)	utilizes	this	principle 
iV.  umts VulnErability and 
 stability analysis  
Ideally,	 any	 network	 would	 exhibit	 the	 same	 per-
formance	 under	 any	 level	 of	 load	 on	 the	 system 	









The	 approach	 we	 take	 here	 is	 to	 attempt	 to	
identify	core	components	of	the	UMTS	system	that	
may	cause	a	bottleneck	 in	video	telephony	perfor-
mance 	 If	 such	 performance-critical	 components	
could	 be	 identified,	 a	 best-effort	 approach	 could	
be	 taken	 to	 ensure	 that	 their	 utilization	 does	 not	
exceed	 some	 “critical	 mass”—that	 is,	 a	 utilization	


















tem	 utilization	 are	 of	 particular	 importance 	 The	
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variables	 and	 their	 altered	 values	 may	 be	 seen	 in	
Table	1	along	with	a	summarized	rationale 	
The	 simulation	 setup	 (as	 shown	 in	 Figure	 4)	
was	 a	 simple	 two-node	 UMTS	 system	 exchanging	
heavy	 amounts	 of	 normal	 resolution	 video	 traffic 	
This	encompasses	the	same	type	of	traffic	seen	un-
der	 a	 many-node	 scenario 	 (In	 this	 case,	 however,	
two	nodes	form	multiple	connections	and	exchange	
data	rather	than	multiple	nodes;	however,	the	effect	






system utilization on	 any	 particular	 UMTS	 device	
would	be	greater	or	less	when	compared	with	other	
devices	under	a	similar	strain 	In	other	words,	this	




Figure 4. OPNET simulation setup for parametric 
testing
Table I. Specific parameters and the explored permutations
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Figure 5. End-to-end delay under system utilization of 
10%, 50%, and 90% respectively
These	results	clearly	indicate,	when	looking	top	to	
bottom	in	Figure	5,	the	occurrence	of	a	single	cutoff	




mance	 degradation	 from	 the	 further	 utilization 	
This	indicates	that	the	system	can	adequately	han-
dle	the	traffic	with	only	90%	of	the	system	resourc-
es	 and	 will	 not	 see	 further	 degradation	 given	 the	
system	resources	until	after	90%	utilization 	Thus,	
the	 system	 utilization	 itself	 is	 not	 enough	 to	 con-
stitute	a	“bottleneck”	in	the	UMTS	system;	however, 
an important lesson is revealed through this experi-
ment: system utilization affects performance even 

























Figure 5 (a): RNC System Utilization = 10%
X-axis: Simulation Time; 
Y-axis: end-to-end delay.
Figure 5 (b): RNC System Utilization = 50%
X-axis: Simulation Time; 
Y-axis: end-to-end delay.
Figure 5 (C): RNC System Utilization = 90%
X-axis: Simulation Time; 
Y-axis: end-to-end delay.
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The	next	step	was	to	outfit	all	devices	with	the	max-









not	 appear	 that	 there	 are	 significant,	 if	 any,	 gains	
from	 multiple	 processing	 at	 any	 level,	 since	 there	
does	not	appear	to	be	any	exploitable	parallelism 
If	 packets	 are	 coming	 too	 quickly	 at	 any	
component	 that	 is	 required	 to	 forward	 them,	 it	 is	
conceivable	 that	 such	 a	 component	 could	 become	
clogged	and	be	forced	to	drop	packets	accordingly 	
Therefore,	 it	 stands	 to	 reason	 that	 increasing	 the	
buffer size	could	result	in	better	performance	due	to	
fewer	dropped	packets 	This	would	translate	to	the	













sue	but	the	forwarding protocol that	might	be	used 	
Figure 6 (a): Number of CPUs in RNC = 1
X-axis: Simulation Time; 
Y-axis: end-to-end delay.
Figure 6 (b): Number of CPUs in RNC = 20
X-axis: Simulation Time; 
Y-axis: end-to-end delay.
Figure 6 (C): Number of CPUs in RNC = 32
X-axis: Simulation Time; 
Y-axis: end-to-end delay.
Figure 6. RNC multiple CPU simulation results  
(a) 1 CPU (b) 20 CPUs (c) 32 CPUs
Figure 7. Simulation performance results with all 
components using 32 CPUs
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OPNET	 has	 a	 built-in	 forwarding efficiency proto-
col	which	can	be	used 	Although	no	specific	details	
are	given	in	the	OPNET	documentation,	the	results	








tion	 into	 this	 phenomenon	 would	 be	 useful	 since	
such	sensitivity	was	found	in	this	simple	test 	There	
is	the	possibility	that	the	forwarding	protocol	could	
hold	 significant	 ability	 to	 improve	 performance	




plored	 elements:	 the multiple CPU option coupled 













space	 scenario 	 However,	 this	 improvement	 is	 not	
enough	to	warrant	a	bottleneck	discovery,	although	
further	 research	 into	 this	 phenomenon	 may	 yield	
intriguing	results 	The	probable	cause	of	the	perfor-
mance	 improvement	here	 is	simply	that	the	faster	
processing	 ability,	 coupled	 with	 the	 buffer	 space	
improvements,	 have	 removed	 a	 few	 packet	 drops	
somewhere	 in	 the	 simulation 	 The	 results	 are	 not	
drastic	enough	to	be	convincing 
The	final	phenomenon	investigated	is	the	po-
tential	 for	 a	 datagram forwarding buffer	 of	 1000	
packets	as	opposed	to	 the	default	value	of	10 	 In-
stead of buffering at the IP level, this would buffer 
at the datagram, or transport layer.	In	this	case	the	
idea	is	presented	that	at	the	UDP	layer,	perhaps	cor-






dent	 in	 the	graph 	This	shows	that	perhaps	at	 the	
UDP	layer	there	are	some	exploitable	performance	
enhancement	techniques 	
Figure 8. IP Buffer modification simulation results,  
top left to bottom right, 16 MB, 64 MB, 128 MB, 256 MB 
IP buffer memory
Figure 9. Forwarding efficiency protocol simulation 
results
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bound	 bottleneck,	 memory-bound	 bottleneck,	 and	




The	 most	 significant	 result	 was	 the	 UDP	 da-
tagram	 forwarding	 protocol	 enhancements	 which	
yielded	 a	 slight	 but	 noticeable	 change;	 besides	 a	
small	performance	improvement,	an	end-to-end	de-
lay	match	was	found	between	sender	and	receiver 	
This	 means	 that	 there	 is	 no	 packet	 loss	 or	 other	





V.  improVEd transport protoCol dEsign 
Many	 different	 methods	 have	 been	 attempted	 to	
improve	performance	of	videos	across	congestion-



















from	 frame	 to	 frame	 are	 transmitted 	 This	 means	












The	 figure	 below	 (Figure	 12)	 shows	 the	 UDP	
and	IP	pseudo	headers	[13]	as	seen	in	RFC	768 	In	
order	 to	 accomplish	 the	 stated	 goal	 of	 improved	









Figure 10. Simulation results of all components with 32 
CPU and 256 MB IP buffer
Figure 11. Simulation results from datagram 
forwarding buffer at 1000 packets







packet	 corruption 	 Furthermore,	 many	 protocols	
contain	header	information	or	important	details	at	
the	front	of	the	packet	that	are	important 	Thus	it	

















Figure 12. The UDP/IP pseudo-header from RFC 768 [13]
Figure 13. UDP lite headers from [11], closely related to 
the proposed approach (field names are the same)
To	 understand	 this	 approach,	 a	 flowchart	 is	
shown	in	Figure	14	with	the	specific	process	high-
lighted 	 This	 method	 is	 a	 strictly	 transport-layer	





Figure 14. Ordinary UDP versus proposed UDP, 
differences highlighted
The	unique	aspects	of	this	new	protocol	will	now	be	
outlined	 and	 discussed 	 For	 outgoing	 information,	




the	 checksum	 from	 being	 erroneously	 included	 in	
any	checksum	calculations 	The	checksum	coverage	











checksum,	 making	 the	 approach	 identical	 to	 ordi-
nary	UDP	 in	this	case 	The	checksum	is	computed	
through	16-bit	additions	of	each	16-bit	word	until	
the	 checksum	 is	 complete,	 pursuant	 to	 the	 afore-
mentioned	rules 	The	one’s	complement	of	this	sum	



















not	 entirely	 discarding	 the	 lower	 layer	 of	 protec-
tion	provided	at	the	UDP	layer 	In	the	standard	UDP	
lite,	 which	 has	 slight	 differences	 compared	 to	 the	
proposed	model,	performance	has	increased	signifi-
cantly	 in	 real-time	 audio-visual	 data	 transmission	
with	sources	reporting	improvements	in	end-to-end	
delay	 of	 26%	 and	 50%	 less	 packet	 loss	 than	 tradi-
tional	UDP	[14] 	Hence 	although	the	differences	be-
tween	 the	 protocols	 may	 seem	 trivial,	 its	 impacts	
are	certainly	far	from	it 




ideas	 exactly	 as	 previously	 specified	 were	 imple-
mented	in	OPNET	code 	
Since	 OPNET’s	 built-in	 video	 conferencing	
functionality	 is	 not	 sufficient	 to	 properly	 test	 an	
idea	of	this	magnitude	accurately,	actual	trace	foot-
age	from	an	MPEG-4	video	was	used 	The	video	trace	
used	 was	 a	 verbose	 trace	 from	 the	 movie	 Jurassic 
Park	[15] 	This	should	be	an	acceptable	video	since	
it	has	wildly	varying	colors,	 landscapes,	and	other	
interesting	 landmarks	 that	 would	 be	 seen	 in	 real	
streaming	 videos	 and	 would	 properly	 “stress”	 the	
MPEG-4	codec’s	ability	to	recognize	shapes	and	pat-
terns	and	compress	them	adequately 
Of	course,	 the	vital	aspect	here	 is	 the	actual	
implementation	 of	 the	 code	 in	 OPNET 	 First	 the	
length	is	computed	from	the	packet	size 	Next	the	

















checksum	 coverage	 larger	 than	 the	 packet	 itself 	
Provided	 the	 packet	 passes	 these	 “sanity	 checks,”	
after	the	checksum	is	computed	it	 is	added	to	the	







Vii.  simulation and rEsults 
Two	main	parameters	were	focused	on	during	the	
simulation:	 end-to-end (video transmission) delay 
and	video jitter. End-to-end delay	 is	 the	amount	of	
time	seen	from	the	sending	of	a	packet	initially	and	
its	correct	reception	by	a	receiver 	Video jitter	is	the	
amount	 of	 delay	 and	 unwanted	 interruptions	 or	
“skipping”	seen	by	the	user	in	the	video	experience 	




A	 high	 update	 interval	 (once	 every	 100,000	






Averaging	 the	 above	 data	 and	 comparing	
them	yields	an	overall	average	improvement	of	10%	
in	end-to-end	delay	and	5%	 in	 jitter 	The	 jitter	 im-
provement	is	difficult	to	see	directly,	because	jitter	




lation	 required	 significantly	 more	 resources	 than	
were	 available;	 however,	 this	 scale	 simulation	 is	 a	
good	 indication,	 especially	 in	 terms	 of	 end-to-end	
delay,	that	the	new	transport	protocol	is	a	success 
Thus	 the	 results	 of	 the	 simulation	 show	 that	
indeed	there	is	an	improvement	in	the	performance	
of	the	proposed	scheme	over	the	traditional	UDP	ap-
proach 	 The	 purpose	 and	 stated	 intent	 of	 the	 new	
protocol	is	end-to-end	delay	reduction	in	high-noise	
environments,	and	this	has	been	achieved	with	sig-
nificant	 results	 even	 in	 a	 non-congested	 network 	





























	Figure 15. End-to-end delay –  
(a) original UDP (b) proposed UDP
Figure 16. Video jitter–  
(a) original UDP; (b) proposed UDP
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