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This paper presents new convex optimization procedures for full order robustH2 andH1
ﬁlter design for continuous and discrete-time uncertain linear systems. The time-
invariant uncertain parameters are supposed to belong to a polytope with known
vertices. Thanks to the use of a larger number of slack variables, linearmatrix inequalities
for the design of robust ﬁlters can be derived from the proposed conditions, out-
performing the existing methods. The superiority and efﬁciency of the proposed method
for ﬁlter design are illustrated by means of numerical comparisons in benchmark
examples from the literature.
& 2010 Elsevier B.V. Open access under the Elsevier OA license.1. Introduction
The problem of ﬁltering is an important topic in signal
processing and control theory [1]. As performance criteria,
the H1 and H2 norms of the transfer function from the
input noise to the output estimation error are among the
most used.
The problem becomes more complex when uncertain-
ties affect the model and a robust ﬁlter is needed. In this
case, a popular approach is the one based on the existence
of a common Lyapunov function for the entire domain of
uncertainty, assuring the quadratic stability of the dynamic
system associated to the estimation error and bounds to
the values of the normused as performance criterion.Many
works provided quadratic stability based conditions for the
existence of a robust ﬁlter in the form of linear matrix
inequalities (LMIs), for continuous-time systems [2–4],
discrete-time systems [5], with pole location [6,7], for
time-delay systems [8,9] or considering other performance
criteria, like the energy-to-peak norm [10].n agencies FAPESP,
eres).
Elsevier OA license.Less conservative results, based on parameter-depen-
dent Lyapunov functions, appeared ﬁrst in the discrete-
time case, due to the separation of the Lyapunov matrix
from the system matrices in the conditions used for the
ﬁlter design [11,12] and, more recently, in the continuous-
time case, using LMIs with extra matrices that satisfy a
particular structure [13–16]. It is also worth mentioning
recent results based on LMIs for ﬁlter design in several
different contexts [17–26].
In [27,28], quadratic in the state Lyapunov functions
with polynomial dependence of degree greater than one in
the parameter were used, improving the best available
results [16] to date.Manyof the aboveworks also use scalar
variables that need to be searched to provide better results
with smaller guaranteed costs. It is also worth of mention
the optimization method proposed in [29], working
directly in the parameter space of the ﬁlter matrices, and
[30], that synthesizes robustH2 ﬁlters starting from larger
state-space realizations for further order reduction.
This work deals with the problem of robustH2 andH1
ﬁlter design for uncertain linear systems with time-invar-
iant parameters belonging to a polytope. Both continuous
and discrete-time systems are investigated. The main
contribution of this paper is to provide new parameter-
dependent LMIs forH2 andH1 robust ﬁltering of uncertain
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Fig. 1. Filtering problem scheme.
M.J. Lacerda et al. / Signal Processing 91 (2011) 1115–11221116linear systems, continuous and discrete-time cases. By
means of Finsler’s lemma, the LMIs usually associated to
the H2 norm (i.e. the controllability and observability
Gramians) as well as the bounded real lemma for the
H1 norm are lifted to a larger parameter space. In this new
parameter space, extra degrees of freedom provided by
slack variables can be used to reduce the conservativeness
when deriving LMI conditions for ﬁlter design. The pro-
posed conditions are more general and contain, as parti-
cular cases, other conditions from the literature. By
imposing a structure to the decision variables, LMI relaxa-
tions based on homogeneously polynomially parameter-
dependent matrices of arbitrary degree are derived for the
robust ﬁlter design. As illustrated by several benchmark
examples borrowed from the literature, the proposed
conditions provide less conservative results than other
existing methods. A preliminary conference version con-
taining part of the conditions proposed in this paper, for the
H2 ﬁlter design, can be found in [28].
The paper is organized as follows. Section 2 presents the
preliminary results. Themain results are given in Section 3.
Section 4 presents numerical experiments that illustrate
the advantages of the proposedmethodwhen compared to
other techniques from the literature and Section 5 con-
cludes the paper.
2. Preliminaries
Consider the uncertain time-invariant linear system
described by
d½x ¼ AðaÞxþB1ðaÞw
z¼ C1ðaÞxþD11ðaÞw
y¼ C2ðaÞxþD21ðaÞw ð1Þ
with
AðaÞ 2 Rnn, B1ðaÞ 2 Rnr , C1ðaÞ 2 Rpn
D11ðaÞ 2 Rpr , C2ðaÞ 2 Rqn, D21ðaÞ 2 Rqr
where x 2 Rn is the state vector, w 2 Rr is the noise input,
z 2 Rp is the signal to be estimated and y 2 Rq is the
measured output. The operator d½x denotes the time-
derivative for continuous-time systems and the shift
operator for discrete-time systems.
The uncertain matrices belong to a polytopic domain
parameterized in terms of a vector a, being given by
ZðaÞ ¼
XN
i ¼ 1
aiZi, a 2 LN ð2Þ
where ZðaÞ represents any matrix of the system in (1), Zi,
i=1,y, N are the vertices, N is the number of vertices of the
polytope and LN is the unit simplex, given by
LN ¼ a 2 RN :
XN
i ¼ 1
ai ¼ 1, aiZ0, i¼ 1, . . . ,N
( )
ð3Þ
The dynamic matrix AðaÞ is said to be Hurwitz (Schur)
stable if the eigenvalues lie in the open left-half plane
(inside the unit disk) for all a 2 LN .The problem addressed in this paper is: ﬁnd a full order
robust linear stable ﬁlter given by
d½xf  ¼ Af xf þBf y
zf ¼ Cf xf þDf y ð4Þ
with
Af 2 Rnfnf , Bf 2 Rnfq, Cf 2 Rpnf , Df 2 Rpq
where xf 2 Rnf , nf=n, is the estimated state and zf 2 Rp is
the estimated output, such that the error dynamics is
asymptotically stable and the H2 or the H1 norm of the
transfer function fromw to the error e = zzf isminimized,
as illustrated in Fig. 1.
Deﬁning the augmented system
d½x
d½xf 
" #
¼
AðaÞ 0
Bf C2ðaÞ Af
" #
x
xf
" #
þ
B1ðaÞ
BfD21ðaÞ
" #
w
e¼ ½C1ðaÞDf C2ðaÞ Cf 
x
xf
" #
þ½D11ðaÞDfD21ðaÞw
with ~xu¼ ½xu xuf , one has
d½ ~x ¼ ~AðaÞ ~xþ ~BðaÞw
e¼ ~C ðaÞ ~xþ ~DðaÞw ð5Þ
where
~AðaÞ ¼
AðaÞ 0
Bf C2ðaÞ Af
" #
2 R2n2n, ~BðaÞ ¼
B1ðaÞ
BfD21ðaÞ
" #
2 R2nr
ð6Þ
~C ðaÞ ¼ ½C1ðaÞDf C2ðaÞ Cf  2 Rp2n
~DðaÞ ¼ ½D11ðaÞDfD21ðaÞ 2 Rpr ð7Þ
and the transfer function from w to e is given by
HðtÞ ¼ ~C ðaÞðtI ~AðaÞÞ1 ~BðaÞþ ~DðaÞ ð8Þ
where t denotes s for continuous-time or z for discrete-
time systems, respectively.
By imposing D11=0 and Df=0 in (6), to ensure ﬁnite H2
norms in the continuous-time case, one has ~DðaÞ ¼ 0
and, consequently, the transfer function from w to e is
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HðtÞ ¼ ~C ðaÞðtI ~AðaÞÞ1 ~BðaÞ ð9Þ
2.1. H2 norm
The H2 norm of (9), for a ﬁxed a, is deﬁned as [31,32]
JHJ22 ¼
1
2p
Z þ1
1
Tr ðHðjoÞHðjoÞÞ do ð10Þ
for continuous-time systems and
JHJ22 ¼
1
2p
Z p
p
Tr ðHðexp joÞHðexp joÞÞ do ð11Þ
for discrete-time systems. The symbol ðÞ means the
conjugate transpose of ðÞ. For single-input single-output
systems, theH2 norm can be interpreted as the root mean-
square response of the system when the input is a white
noise, or as the energy of the impulse response of the
system [31].
Note that ~DðaÞa0would produce unboundedH2 norms
for continuous-time systems and constant terms to be
added to the H2 norm in the discrete-time case.
Bounds to the H2 norm can also be computed in the
state-space for all a 2 LN , by means of parameter-depen-
dent LMIs related to the observability and controllability
Gramians, as stated below.
Lemma1. Let ~AðaÞ be a Hurwitz stablematrix. The inequality
JHðsÞJ2om is valid for all a 2 LN if and only if there exist
parameter-dependent symmetric positive deﬁnite matrices
PðaÞ 2 R2n2n, MðaÞ 2 Rrr such that
Tr ðMðaÞÞom2 ð12Þ
~C ðaÞPðaÞ ~C ðaÞu-MðaÞo0 ð13Þ
~AðaÞPðaÞþPðaÞ ~AðaÞuþ ~BðaÞ ~BðaÞuo0 ð14Þ
are satisﬁed, being Tr ðÞ the trace of a matrix.
Lemma 2. Let ~AðaÞ be a Schur stable matrix. The inequality
JHðzÞJ2om is valid for all a 2 LN if and only if there exist
parameter-dependent symmetric positive deﬁnite matrices
PðaÞ 2 R2n2n, MðaÞ 2 Rrr such that (12), (13) and
~AðaÞPðaÞ ~AðaÞuPðaÞþ ~BðaÞ ~BðaÞuo0 ð15Þ
are satisﬁed for all a 2 LN .
If a stable ﬁlter (Af,Bf,Cf) is given a priori, Lemma 1
(continuous-time) and Lemma 2 (discrete-time) character-
ize a bound to the H2 norm of the transfer function (9) in
terms of the existence of parameter-dependent matrices
PðaÞ 2 R2n2n andMðaÞ 2 Rrr satisfying a set of parameter-
dependent LMI conditions. Additionally, the computation
of theminimumvalue of m in terms of standard LMIs (ﬁnite
dimension) can be done, for instance, using the relaxation
techniques proposed in [33] to construct homogeneous
polynomial solutions of arbitrary degree for parameter-
dependent LMIs. As discussed in [33], the worst case of the
H2 norm for all a 2 LN is obtained for a large enough
degree. The same discussion is valid for the H1 case
presented in the following.2.2. H1 norm
The H1 norm of (8), for a ﬁxed a, is deﬁned as [31,32]
JHJ1 ¼ sup
JwJa0
JzJ2
JwJ2
ð16Þ
for energy signals w, and can be interpreted as the
maximum gain from the input w to the output e when w
is an energy signal. As in the H2 case, bounds to the H1
norm for all a 2 LN can be computed in the state-space by
means of parameter-dependent LMIs, known as the
bounded real lemma [32].
Lemma3. Let ~AðaÞ be a Hurwitz stablematrix. The inequality
jjHðsÞjj1og is valid for all a 2 LN if and only if there exist
parameter-dependent symmetric positive deﬁnite matrices
PðaÞ 2 R2n2n such that (the symbol % means a symmetric
block)
~AðaÞuPðaÞþPðaÞ ~AðaÞ ~C ðaÞu PðaÞ ~BðaÞ
% Ip ~DðaÞ
% % g2Ir
2
64
3
75o0;8a 2 LN ð17Þ
Lemma 4. Let ~AðaÞ be a Schur stable matrix. The inequality
jjHðzÞjj1og is valid for all a 2 LN if and only if there exist
parameter-dependent symmetric positive deﬁnite matrices
PðaÞ 2 R2n2n such that
PðaÞ PðaÞ ~AðaÞu PðaÞ ~BðaÞ 02np
% PðaÞ 02nr ~C ðaÞu
% % Ir ~DðaÞu
% % % g2Ip
2
66664
3
7777540; 8a 2 LN ð18Þ
Before presenting the main contributions, Finsler’s
Lemma is reproduced for the sake of completeness (see
[34] for the proof).
Lemma 5. Let x 2 Rn, Q 2 Rnn and B 2 Rmn with rank
ðBÞon and B? such that BB? ¼ 0. Then, the following
conditions are equivalent:(i) xuQxo0,8xa0 : Bx¼ 0
(ii) B?uQB?o0
(iii) (m 2 R : QmBuBo0
(iv) (X 2 Rnm : QþXBþBuX uo03. Main results
3.1. H2 ﬁlteringLemma6. Let ~AðaÞ be a Hurwitz stablematrix. The inequality
jjHðsÞjj2om is valid for all a 2 LN if and only if there
exist parameter-dependent symmetric positive deﬁnite
matrices WðaÞ 2 R2n2n, MðaÞ 2 Rrr and parameter-depen-
dent matrices EðaÞ 2 R2n2n, KðaÞ 2 R2n2n, Q ðaÞ 2 Rr2n
such that
Tr ðMðaÞÞom2 ð19Þ
MðaÞ ~C ðaÞ
% WðaÞ
" #
40 ð20Þ
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WðaÞþEðaÞ ~AðaÞKðaÞu EðaÞEðaÞu %
~BðaÞuKðaÞuþQ ðaÞ ~AðaÞ ~BðaÞuEðaÞuQ ðaÞ Q ðaÞ ~BðaÞþ ~BðaÞuQ ðaÞuIr
2
64
3
75o0
ð21Þ
hold for all a 2 LN .
Proof. Applying Schur complement in (20), one gets
MðaÞ4 ~C ðaÞW1ðaÞ ~C ðaÞu, which is equivalent to condition
(13), with PðaÞ ¼WðaÞ1. By selecting
X ¼
KðaÞ
EðaÞ
Q ðaÞ
2
64
3
75, Bu¼
~AðaÞu
I2n
~BðaÞu
2
64
3
75, B? ¼
I2n 02nr
~AðaÞ ~BðaÞ
0r2n Ir
2
64
3
75 ð22Þ
in conditions (ii) and (iv) of Lemma 5, with
Q¼
02n2n WðaÞ 02nr
% 02n2n 02nr
% % Ir
2
64
3
75
one gets
~AðaÞuWðaÞþWðaÞ ~AðaÞ WðaÞ ~BðaÞ
% Ir
" #
o0
or, equivalently,
WðaÞð ~AðaÞWðaÞ1þWðaÞ1 ~AðaÞuþ ~BðaÞ ~BðaÞuÞWðaÞo0
which, with PðaÞ ¼WðaÞ1, implies (14). &
The discrete-time counterpart result is given in the
following lemma.
Lemma 7. Let ~AðaÞ be a Schur stable matrix. The inequality
jjHðzÞjj2om is valid for all a 2 LN if and only if there exist
symmetric parameter-dependent positive deﬁnite matrices
WðaÞ 2 R2n2n, MðaÞ 2 Rrr and parameter-dependent
matrices EðaÞ 2 R2n2n, KðaÞ 2 R2n2n, Q ðaÞ 2 Rr2n such that
(19), (20) and
WðaÞþ ~AðaÞuKðaÞuþKðaÞ ~AðaÞ %
EðaÞ ~AðaÞKðaÞu WðaÞEðaÞEðaÞu
~BðaÞuKðaÞuþQ ðaÞ ~AðaÞ ~BðaÞuEðaÞuQ ðaÞ
2
64
%
%
Q ðaÞ ~BðaÞþ ~BðaÞuQ ðaÞuþIr
3
7540 ð23Þ
hold for all a 2 LN .
Proof. As in the continuous-time case, (20) is equivalent to
condition (13), with PðaÞ ¼WðaÞ1. Considering conditions
(ii) and (iv) of Lemma 5, X , B, B? as in (22) and
Q¼ diagðWðaÞ,WðaÞ,IrÞ, one gets
WðaÞ ~AðaÞuWðaÞ ~AðaÞ  ~AðaÞuWðaÞ ~BðaÞ
% Ir ~BðaÞuWðaÞ ~BðaÞ
" #
40
which, by Schur complement and rearranging, yields
WðaÞ ~AðaÞuWðaÞ 02nr
% WðaÞ WðaÞ ~BðaÞ
% % Ir
2
64
3
7540
Post-multiplying by T ¼ diagðWðaÞ,WðaÞ,IrÞ the above
inequality and pre-multiplying by T u, one gets, by Schur
complement, that (15) holds with PðaÞ ¼WðaÞ1. &It is important to stress that the equivalence between
Lemmas 1 and 6 (as well as, in the discrete-time case,
the equivalence between Lemmas 2 and 7) has been
established without deﬁning a particular structure for
the parameter-dependent matrix variables. Moreover,
the decision variables of interest (i.e. Af, Bf and Cf) appear
in sub-matrices multiplying other matrices. As it has been
presented, the robust ﬁlter design is a nonconvex problem
of inﬁnite dimension (since the parameter-dependent
inequalities need to be veriﬁed for all a 2 LN). In this
sense, the search for a convex LMI nonconservative solu-
tion for the robust ﬁlter design problem is still an open
problem.
Note that the parameter-dependent inequalities in
Lemmas 6 and 7 have three parameter-dependentmatrices
KðaÞ, EðaÞ and Q ðaÞ that can represent extra degrees
of freedom when sufﬁcient LMI conditions are derived.
Moreover, if Q ðaÞ ¼ 0, the proposed conditions reduce to
the parameter-dependent inequalities given in [16] (also
explored in [27]). In fact, as illustrated later, Q ðaÞ can
effectively provide less conservative results.
In order to derive tractable LMI conditions for the ﬁlter
design, structural constraints are imposed to the para-
meter-dependent matrices KðaÞ, EðaÞ and Q ðaÞ as follows:
KðaÞ ¼ K11ðaÞ l1K^
K21ðaÞ l2K^
" #
, EðaÞ ¼ E11ðaÞ K^
E21ðaÞ K^
" #
Q ðaÞ ¼ ½Q1ðaÞ 0rn ð24Þ
where K^ 2 Rnn and l1, l2 are scalar variables to be
determined. For convenience, matrix WðaÞ is also parti-
tioned in n n blocks
WðaÞ ¼
W11ðaÞ W12ðaÞ
W12ðaÞu W22ðaÞ
" #
ð25Þ
and the following change of variables is adopted K1 ¼ K^Af ,
K2 ¼ K^Bf . With this particular choice for the decision
variables, the conditions in Lemmas 6 and 7 become only
sufﬁcient for the existence of a robust H2 ﬁlter, as
presented below.
The following theorem gives a sufﬁcient condition for
the existence of a solution to Lemma 6.
Theorem 1. If there exist symmetric parameter-dependent
positive deﬁnite matrices WðaÞ as in (25) and MðaÞ 2 Rrr ,
matrices Q ðaÞ, KðaÞ, EðaÞ as in (24), K1 2 Rnn, K2 2 Rnq,
Cf 2 Rpn, m40 and scalars l1, l2 such that
min
m
TrðMðaÞÞom2 ð26Þ
MðaÞ C1ðaÞ Cf
% W11ðaÞ W12ðaÞ
% % W22ðaÞ
2
64
3
7540 ð27Þ
K11ðaÞAðaÞþAðaÞuK11ðaÞu
þl1ðC2ðaÞuK u2þK2C2ðaÞÞ AðaÞuK21ðaÞuþl2C2ðaÞuK u2þl1K1
% l2ðK1þK u1Þ
% %
% %
% %
2
6666666664
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þC2ðaÞuK u2 W12ðaÞl1K^ þAðaÞuE21ðaÞuþC2ðaÞuK u2
W12ðaÞuK21ðaÞþK u1 W22ðaÞl2K^þK u1
E11ðaÞE11ðaÞu K^E21ðaÞu
% K^K^ u
% %
K11ðaÞB1ðaÞþl1K2D21ðaÞþAðaÞuQ1ðaÞu
K21ðaÞB1ðaÞþl2K2D21ðaÞ
E11ðaÞB1ðaÞþK2D21ðaÞQ1ðaÞu
E21ðaÞB1ðaÞþK2D21ðaÞ
Q1ðaÞB1ðaÞþB1ðaÞuQ1ðaÞuIr
3
7777775
o0 ð28Þ
hold for alla 2 LN , thenAf ¼ K^
1
K1, Bf ¼ K^
1
K2 and Cf are the
matrices of the robust stable ﬁlter that assures a guaranteed
cost H2 given by m.
A sufﬁcient parameter-dependent LMI condition assur-
ing a solution to Lemma 7 is given by the following
theorem.
Theorem 2. If there exist symmetric parameter-dependent
positive deﬁnite matrices WðaÞ as in (25) and MðaÞ 2 Rrr ,
matrices Q ðaÞ, KðaÞ, EðaÞ as in (24), K1 2 Rnn, K2 2 Rnq,
Cf 2 Rpn, m40 and scalars l1, l2 such that (26), (27) and
W11ðaÞþK11ðaÞAðaÞþAðaÞuK11ðaÞu W12ðaÞþAðaÞuK21ðaÞu
þl1ðC2ðaÞuK u2þK2C2ðaÞÞ þl2C2ðaÞuK u2þl1K1
% W22ðaÞþl2ðK1þK u1Þ
% %
% %
% %
2
666666664
K11ðaÞþAðaÞuE11ðaÞuþC2ðaÞuK u2 l1K^þAðaÞuE21ðaÞuþC2ðaÞuK u2
K21ðaÞþK1u l2K^þK u1
W11ðaÞE11ðaÞE11ðaÞu W12ðaÞK^E21ðaÞu
% W22ðaÞK^K^ u
% %
K11ðaÞB1ðaÞþK2D21ðaÞþAðaÞuQ u1
K21ðaÞB1ðaÞþl2K2D21ðaÞ
E11ðaÞB1ðaÞþK2D21ðaÞQ1ðaÞu
E21ðaÞB1ðaÞþK2D21ðaÞ
Q1ðaÞB1ðaÞþB1ðaÞuQ1ðaÞuþIr
3
7777775
40 ð29Þ
hold for all a 2 LN , then Af ¼ K^
1
K1, Bf ¼ K^
1
K2 and Cf are
the matrices of the robust stable ﬁlter that assures a guaran-
teed cost H2 given by m.3.2. H1 FilteringLemma 8. Let ~AðaÞ be a Hurwitz stable matrix. The inequality
jjHðsÞjj1og is valid for all a 2 LN if and only if there exist a
parameter-dependent symmetric positive deﬁnite matrixWðaÞ 2
R2n2n and parameter-dependent matrices EðaÞ 2 R2n2n,KðaÞ 2 R2n2n, Q ðaÞ 2 Rr2n and FðaÞ 2 Rp2n such that
KðaÞ ~AðaÞþ ~AðaÞuKðaÞu %
WðaÞKðaÞuþEðaÞ ~AðaÞ EðaÞEðaÞu
~BðaÞuKðaÞuþQ ðaÞ ~AðaÞ ~BðaÞuEðaÞuQ ðaÞ
FðaÞ ~AðaÞþ ~C ðaÞ FðaÞ
2
66664
% %
% %
~BðaÞuQ ðaÞuþQ ðaÞ ~BðaÞIr %
FðaÞ ~BðaÞþ ~DðaÞ g2Ip
3
77775o0; 8a 2 LN ð30Þ
Proof. The equivalence is obtained by considering
X ¼
KðaÞ
EðaÞ
Q ðaÞ
FðaÞ
2
66664
3
77775, Q¼
02n2n WðaÞ 02nr ~C ðaÞu
% 02n2n 02nr 02np
% % Ir ~DðaÞu
% % % g2Ip
2
66664
3
77775, Bu¼
~AðaÞu
I2n
~BðaÞu
0p2n
2
66664
3
77775
ð31Þ
in condition (iv) of Lemma 5 with
B?u¼
I2n ~AðaÞu 02nr 02np
0r2n ~BðaÞu Ir 0rp
0p2n 0p2n 0pr Ip
2
664
3
775
that provides, using condition (ii) of Lemma 5, condition
(17) (except by the exchange of rows and columns 2
and 3). &
Lemma 9. Let ~AðaÞ be a Schur stable matrix. The inequality
jjHðzÞjj1og is valid for all a 2 LN if and only if there exist
parameter-dependent symmetric positive deﬁnite matrices
WðaÞ 2 R2n2n, and parameter-dependent matrices EðaÞ 2
R2n2n, KðaÞ 2 R2n2n, Q ðaÞ 2 Rr2n and FðaÞ 2 Rp2n such
that
WðaÞþKðaÞ ~AðaÞþ ~AðaÞuKðaÞu %
KðaÞuþEðaÞ ~AðaÞ WðaÞEðaÞEðaÞu
~BðaÞuKðaÞuþQ ðaÞ ~AðaÞ ~BðaÞuEðaÞuQ ðaÞ
FðaÞ ~AðaÞþ ~C ðaÞ FðaÞ
2
66664
% %
% %
~BðaÞuQ ðaÞuþQ ðaÞ ~BðaÞþIr %
FðaÞ ~BðaÞþ ~DðaÞ g2Ip
3
7777540;8a 2 LN ð32Þ
Proof. The proof of Lemma 9 follow the same steps of the
proof of Lemma 8, with
Q¼
WðaÞ 02n2n 02nr ~C ðaÞu
% WðaÞ 02nr 02np
% % Ir ~DðaÞu
% % % g2Ip
2
66664
3
77775
Note that the parameter-dependent inequalities in
Lemmas 8 and 9 have four parameter-dependent matrices
KðaÞ, EðaÞ, Q ðaÞ and FðaÞ that can represent extra degrees of
freedomwhen sufﬁcient LMI conditions are derived. More-
over, if Q ðaÞ ¼ 0 and FðaÞ ¼ 0 , the proposed conditions
reduce to the parameter-dependent inequalities given in
[16]. The following theorem presents a sufﬁcient para-
meter-dependent condition for the existence of a solution
M.J. Lacerda et al. / Signal Processing 91 (2011) 1115–11221120to Lemma8. In addition tomatricesKðaÞ, EðaÞ andQ ðaÞ as in
(24), matrix FðaÞ is partitioned as
FðaÞ ¼ ½F1ðaÞ 0pn ð33Þ0Theorem 3. If there exist a symmetric parameter-dependent
positive deﬁnite matrix WðaÞ as in (25) and parameter-
dependent matrices Q ðaÞ, KðaÞ, EðaÞ as in (24), FðaÞ as in
(33), K1 2 Rnn, K2 2 Rnq, Cf 2 Rpn, Df 2 Rpq, g40 and
scalars l1, l2, such that
K11ðaÞAðaÞþAðaÞuK11ðaÞu
þl1ðC2ðaÞuK u2þK2C2ðaÞÞ AðaÞuK21ðaÞuþl2C2ðaÞuK u2þl1K1
% l2ðK1þK u1Þ
% %
% %
% %
% %
2
666666666664
W11ðaÞK11ðaÞþAðaÞuE11ðaÞu
þC2ðaÞuK u2 W12ðaÞl1K^ þAðaÞuE21ðaÞuþC2ðaÞuK u2
W12ðaÞuK21ðaÞþK u1 W22ðaÞl2K^ þK u1
E11ðaÞE11ðaÞu K^E21ðaÞu
% K^K^ u
% %
% %
K11ðaÞB1ðaÞþl1K2D21ðaÞþAðaÞuQ1ðaÞu AðaÞuF1ðaÞuþC1ðaÞuC2ðaÞuDuf
K21ðaÞB1ðaÞþl2K2D21ðaÞ Cuf
E11ðaÞB1ðaÞþK2D21ðaÞQ1ðaÞu F1ðaÞu
E21ðaÞB1ðaÞþK2D21ðaÞ 0np
Q1ðaÞB1ðaÞþB1ðaÞuQ1ðaÞuIr B1ðaÞuF1ðaÞuþD11ðaÞuD21ðaÞuDuf
% g2Ip
3
7777777775
o
ð34Þ
holds for all a 2 LN , then Af ¼ K^
1
K1, Bf ¼ K^
1
K2, Cf and Df
are the matrices of the robust stable ﬁlter that assures a
guaranteed cost H1 given by g.
The result for the discrete-time case is given in the
following theorem, in terms of a sufﬁcient parameter-
dependent condition for the existence of a solution to
Lemma 9.Theorem 4. If there exist a symmetric parameter-dependent
positive deﬁnite matrix WðaÞ as in (25) and parameter-
dependent matrices Q ðaÞ, KðaÞ, EðaÞ as in (24), FðaÞ as in
(33), K1 2 Rnn, K2 2 Rnq, Cf 2 Rpn, Df 2 Rpq, g40 and
scalars l1, l2, such that
W11ðaÞþK11ðaÞAðaÞþAðaÞuK11ðaÞu W12ðaÞþAðaÞuK21ðaÞu
þl1ðC2ðaÞuK u2þK2C2ðaÞÞ þl2C2ðaÞuK u2þl1K1
% W22ðaÞþl2ðK1þK u1Þ
% %
% %
% %
% %
2
666666666664K11ðaÞþAðaÞuE11ðaÞuþC2ðaÞuK u2 l1K^þAðaÞuE21ðaÞuþC2ðaÞuK u2
K21ðaÞþK u1 l2K^ þK u1
W11ðaÞE11ðaÞE11ðaÞu W12ðaÞK^E21ðaÞu
% W22ðaÞK^K^ u
% %
% %
K11ðaÞB1ðaÞþK2D21ðaÞþAðaÞuQ u1 AðaÞuF1ðaÞuþC1ðaÞuC2ðaÞuDuf
K21ðaÞB1ðaÞþl2K2D21ðaÞ Cuf
E11ðaÞB1ðaÞþK2D21ðaÞQ1ðaÞu F1ðaÞu
E21ðaÞB1ðaÞþK2D21ðaÞ 0np
Q1ðaÞB1ðaÞþB1ðaÞuQ1ðaÞuþIr B1ðaÞuF1ðaÞuþD11ðaÞuD21ðaÞuDuf
% g2Ip
3
7777777775
40
ð35Þ
holds for all a 2 LN , then Af ¼ K^
1
K1, Bf ¼ K^
1
K2, Cf and Df
are the matrices of the robust stable ﬁlter that assures a
guaranteed cost H1 given by g.
3.3. LMI conditions for robust ﬁltering
Theorems 1–4 are parameter-dependent sufﬁcient LMI
conditions for the existence of a robust H2 or H1 ﬁlter,
obtained directly from Lemmas 6–9 by imposing a particular
structure to KðaÞ, EðaÞ, Q ðaÞ and FðaÞ. Moreover, they depend
on scalar variables l1 and l2 (similarly to the conditions
proposed in [16,27]) that need to be searched. The main
difference with respect to Lemmas 6–9 is that Af, Bf, Cf and Df
can be readily obtained from a feasible solution by a simple
change of variables. Another important point is concerned
with the scalar parameters l1 and l2. As, for instance, in
[16,27], the role of the scalar variables in the LMI conditions is
to provide extra degrees of freedom and, possibly, to reduce
the conservativeness of the LMI tests. In most cases, simple
choices such as 0 or 1, for l1 and l2, provide less conservative
results than the existing ones. This is mainly due to the
presence of extra variables in the proposed conditions.
A systematic way to search for the best tuning parameters
could further improve theresults,but this topic is left for future
investigation.
Althoughonly theH2 andH1 normshavebeenused in this
paper, other performance criteria could be investigated aswell
for ﬁlter design by means of polynomial Lyapunov functions.
Among others, one can mention the extensions to take into
account strict positive realness conditions and nonlinearities
in the model, following the lines depicted in [35].
To solve the parameter-dependent LMI conditions of
Theorems 1–4 the technique proposed in [36] to handle
parameter-dependent LMIs with parameters in the unit
simplex can be applied. To this end, the polynomial
matrices (decision variables in the parameter-dependent
LMIs, i.e.WðaÞ, K11ðaÞ, K21ðaÞ, E11ðaÞ, E21ðaÞ, Q1ðaÞ and F1ðaÞ)
are treated as homogeneous polynomials of arbitrary
degree g and sufﬁcient LMI conditions, more and more
precisewith the increase of g, are expressed only in termsof
the vertices of the polytope.
4. Numerical experiments
The objective of the experiments is to compare the
conditions proposed in this paper with other approaches
Table 1
H2 costs for Example 1 obtained by Theorem 1 (T1) and other methods.
Cases T1 (g=3) T1 (g=2) [30] [27] (g=3) [16] [14]
(a) 13.6553 13.6560 13.7425 14.0900 14.2400 14.6200
(b) 15.7432 15.7433 15.8921 15.8000 15.8000 15.8000
Table 2
H1 costs for Example 3 using Theorem 3 (T3), l1 ¼ l2 ¼ 1, and [16], with
l1 ¼ l2 ¼ 1.
a 1 1.3 1.5 2 2.5
T3 (g=1) 0.7017 0.7059 0.7094 0.7208 0.7366
T3 (g=2) 0.6964 0.6967 0.6970 0.6987 0.7028
[16] 0.7496 0.7763 0.7976 0.8653 0.9584
M.J. Lacerda et al. / Signal Processing 91 (2011) 1115–1122 1121from the literature. The routines were implemented in
MATLAB, version 7.1.0.246 (R14) SP 3 using Yalmip [37] and
SeDuMi [38]. The computer used was an Intel s Quad Core
(3.0 GHz), 4 GB RAM, Windows Vista.
Example 1. H2 continuous-time.
Consider the continuous-time system, also treated in
[30,27,16,14].
A¼ 0 1þ0:3a
1 0:5
 
, B1 ¼
2 0
1 0
 
,
C2 ¼ ½100þ10b 100
C1 ¼ ½1 0, D21 ¼ ½0 1
Table 1 shows theH2 costs associated to the robust ﬁlter
obtained with Theorem 1, for g=2 and 3, compared to the
methods in [14], [16, l1 ¼ l2 ¼ 1], [27, g ¼ 3,a1 ¼ a2 ¼ 1]
and [30], in two situations: (a) jajr3 and a¼ b, and (b)
jajr3 and jbjr1. A search procedure has been used to ﬁnd
l1 ¼1:941, l2 ¼ 3:174 (a) and l1 ¼ 0:496, l2 ¼ 0:382 (b),
that yielded the smallest costs. Note that the proposed
method provides the best results, yielding the smallest H2
costwithg ¼ 2. Thebound is slightly reducedwithg=3.Note
also that the ﬁlter in [30] has order equal to (number of
vertices) x (number of states), i.e. four in this case, and the
method in [27] has degree g=3 in the polynomial matrices.
Example 2. H2 discrete-time.
Case A: Consider the randomly generated discrete-time
system (n=2, N=2) given by
A1 ¼
0:7 0:1
0:8 0:3
 
, A2 ¼
0:6 0:6
0:2 0:6
 
, B11 ¼
0:8 0:2
0:9 0:3
 
,
B12 ¼
0:3 1:2
0:2 0:8
 
C11 ¼ ½0:1 1:0, C12 ¼ ½1:7 0:5, C21 ¼ ½0:5 0:2
C22 ¼ ½1:2 1:0, D211 ¼ ½0:4 0
D212 ¼ ½0:2 0:4
The H2 guaranteed costs obtained by Theorem 2
ðl1 ¼ l2 ¼ 1Þ are 11.8113 (g=1) and 9.8195 (g=2), while
by the conditions in [27, a1 ¼ a2 ¼ 1], one gets 18.8988
(g=1) and 15.3342 (g=2). For this example the method in
[30] provides a guaranteed costH2 of 30.8397. In this case,
theH2 guaranteed cost obtained by Theorem 2with g=1 is
smaller than the one provided by [27] with g=2 and much
smaller than the H2 bound obtained by [30], illustrating
clearly that the proposed approach is less conservative.
Case B: Consider the discrete-time system borrowed
from [30].
A¼ 0 0:8187þd
1 0:9854þ2d
" #
, B1 ¼
6 0
1 0
 
,
C2 ¼ ½100 10
C1 ¼ ½1 0, D21 ¼ ½0 1where jdjr0:08. For this example Theorem 2, with
l1 ¼ 10 000,l2 ¼ 0:001, provides a guaranteed H2 cost of
54.2116 (g=2), while [30] yields 56.0013 and [27,
g ¼ 2,a1 ¼ a2 ¼ 0] provides 63.9823. Note that, if a larger
uncertainty domain is considered, for instance jdjr0:15,
Theorem 2 with l1 ¼ 10 000,l2 ¼ 1e5, provides a guaran-
teed H2 bound of 72.4853 (g=2), the method in [30] yields
76.3454 and [27, g ¼ 2,a1 ¼ a2 ¼ 0] provides 122.9226,
illustrating that the proposed method can outperform the
others when the system is subject to more uncertainty.
Case C: Consider the discrete-time system borrowed
from [16]
A¼
0:9 0:1þ0:06a
0:01þ0:05b 0:9
" #
, B1 ¼
1 0 0
0 1 0
 
, jajr1, jbjr1
C2 ¼ ½1 0, C1 ¼ ½1 1, D21 ¼ ½0 0 1:414
The H2 guaranteed cost obtained by Theorem 2 (T2),
l1 ¼0:883,l2 ¼0:913, is 10.7730 (g=2). Using the con-
ditions from [16, l1 ¼0:89,l2 ¼0:921], one gets 13.46,
the method proposed by [27, g ¼ 2,a1 ¼0:89,a2
¼0:921] provides 10.82 and [30] yields 11.3220 as H2
guaranteed cost. Again, this example illustrates the fact that
the proposed approach can provide robust ﬁlters assuring
H2 bounds smaller than other methods. It is important to
note that the ﬁlter obtained by [30] is a fourth order system,
while Theorem 2 provides the second order ﬁlter given by
Af ¼
0:3484 0:0297
0:1657 0:9006
 
, Bf ¼
0:8457
0:1354
 
,
Cf ¼ ½1:0078 0:1910
Example 3. H1 continuous-time.
Consider the following continuous-time system bor-
rowed from [39]
A¼ 0:6 4þa4 0:6
 
, B1 ¼
0 0
1:5 0
 
, C1 ¼D21 ¼ ½0 1,
C2 ¼ ½0 1:2
where jajra. Table 2 shows the H1 guaranteed bounds
obtained with Theorem 3 l1 ¼ l2 ¼ 1, (g=1,2), and those of
[16, l1 ¼ l2 ¼ 1], for several values of a. As can be seen, the
proposed approach provides the smallest attenuation
levels, specially for large a.
Example 4. H1 discrete-time.
Consider the discrete-time system borrowed from [16]
A¼ 0 0:5
1 1þd
" #
, B1 ¼
6 0
1 0
 
,
C2 ¼ ½100 10
C1 ¼ ½1 0, D21 ¼ ½0 1
M.J. Lacerda et al. / Signal Processing 91 (2011) 1115–11221122where jdjr0:45. For this example Theorem 4 with
l1 ¼1:43,l2 ¼0:08 and g=1, provides a guaranteed
H1 cost of 1.6577, while [16] ðl1 ¼ 0:05,l2 ¼0:33Þ yields
1.7030 and [40, Corollary 5] provides 1.8600 for g=1 and
1.8208 for g=2. In this case, the H1 guaranteed cost
obtained by Theorem 4 with g=1 is smaller than the one
provided by [40] with polynomial matrices of degree g=2.
5. Conclusions
Newparameter-dependent LMI conditions for the design
of full order robust H2 and H1 ﬁlters have been proposed,
for both continuous-time and discrete-time uncertain poly-
topic linear systems with time-invariant parameters. LMI
relaxations based onhomogeneous polynomials of arbitrary
degrees provided less conservative results when compared
to other existing techniques. As future research, the authors
are investigating a systematic way to handle the scalar
parameters involved in the problem and the design of
parameter-dependent linear ﬁlters.Acknowledgements
The authors thank the anonymous reviewers for their
comments and suggestions that helped to improve the paper.
References
[1] B.D.O. Anderson, J.B. Moore, Optimal Filtering, Prentice-Hall, Engle-
wood, NJ, 1979.
[2] J.C. Geromel, Optimal linear ﬁltering under parameter uncertainty,
IEEE Transactions on Signal Processing 47 (1) (1999) 168–175.
[3] C.E. de Souza, A. Troﬁno, A linear matrix inequality approach to the
design of robust H2 ﬁlters, in: L. El Ghaoui, S.I. Niculescu (Eds.),
Advances in Linear Matrix Inequality Methods in Control, Advances
in Design and Control, SIAM, Philadelphia, PA2000, pp. 175–185.
[4] J.C. Geromel, M.C. de Oliveira,H2 andH1 robust ﬁltering for convex
bounded uncertain systems, IEEE Transactions on Automatic Control
46 (1) (2001) 100–107.
[5] J.C. Geromel, J. Bernussou, G. Garcia, M.C. de Oliveira, H2 and H1
robust ﬁltering for discrete-time linear systems, SIAM Journal on
Control and Optimization 38 (5) (2000) 1353–1368.
[6] R.M. Palhares, P.L.D. Peres, Robust H1 ﬁltering design with pole
constraints for discrete-time systems: an LMI approach, in: Proceed-
ings of the 1999 American Control Conference, vol. 1, San Diego, CA,
1999, pp. 4418–4422.
[7] R.M. Palhares, P.L.D. Peres, Robust H1 ﬁltering design with pole
placement constraint via LMIs, Journal of Optimization Theory and
Applications 102 (2) (1999) 239–261.
[8] C.E. de Souza, R.M. Palhares, P.L.D. Peres, RobustH1 ﬁlter design for
uncertain linear systems with multiple time-varying state delays,
IEEE Transactions on Signal Processing 49 (3) (2001) 569–576.
[9] R.M. Palhares, C.E. de Souza, P.L.D. Peres, Robust H1 ﬁltering for
uncertain discrete-time state-delayed systems, IEEE Transactions on
Signal Processing 49 (8) (2001) 1096–1703.
[10] R.M. Palhares, P.L.D. Peres, Robust ﬁltering with guaranteed energy-
to-peak performance—an LMI approach, Automatica 36 (6) (2000)
851–858.
[11] J.C. Geromel, M.C. de Oliveira, J. Bernussou, Robust ﬁltering of discrete-
time linear systems with parameter dependent Lyapunov functions,
SIAM Journal on Control and Optimization 41 (3) (2002) 700–711.
[12] L. Xie, L. Lu, D. Zhang, H. Zhang, Improved robustH2 andH1 ﬁltering for
uncertain discrete-time systems, Automatica 40 (5) (2004) 873–880.
[13] H.D. Tuan, P. Apkarian, T.Q. Nguyen, Robust and reduced-order
ﬁltering: new LMI-based characterizations and methods, IEEE
Transactions on Signal Processing 49 (12) (2001) 2975–2984.
[14] K.A. Barbosa, C.E. de Souza, A. Troﬁno, RobustH2 ﬁltering for uncertain
linear systems: LMIbasedmethodswithparametric Lyapunov functions,
Systems & Control Letters 54 (3) (2005) 251–262.[15] Z. Duan, J. Zhang, C. Zhang, E. Mosca, A simple design method of
reduced-order ﬁlters and its applications to multirate ﬁlter bank
design, Signal Processing 86 (5) (2006) 1061–1075.
[16] Z.S. Duan, J.X. Zhang, C.S. Zhang, E.Mosca, RobustH2 andH1 ﬁltering
for uncertain linear systems, Automatica 42 (11) (2006) 1919–1926.
[17] W.A. Zhang, L. Yu, X.F. Jiang, Delay-dependent generalized H2
ﬁltering for uncertain systems with multiple time-varying state
delays, Signal Processing 87 (4) (2007) 709–724.
[18] R.A. Borges, V.F. Montagner, R.C.L.F. Oliveira, P.L.D. Peres, P.-
A. Bliman, Parameter-dependent H2 and H1 ﬁlter design for linear
systems with arbitrarily time-varying parameters in polytopic
domains, Signal Processing 88 (7) (2008) 1801–1816.
[19] C. Chen, H. Liu, X. Guan,H1 ﬁltering of time-delay T–S fuzzy systems
based on piecewise Lyapunov–Krasovskii functional, Signal Proces-
sing 89 (10) (2009) 1998–2005.
[20] H. Dong, Z. Wang, H. Gao, H1 ﬁltering for systems with repeated
scalar nonlinearities under unreliable communication links, Signal
Processing 89 (8) (2009) 1567–1575.
[21] Y.He, G.-P. Liu,D. Rees,M.Wu,H1 ﬁltering for discrete-time systems
with time-varying delay, Signal Processing 89 (3) (2009) 275–282.
[22] Y. Chen, A. Xue, S. Zhou, New delay-dependent L2–L1 ﬁlter design for
stochastic time-delay systems, Signal Processing 89 (6) (2009) 974–980.
[23] M.V. Basin, P. Shi, D. Calderon-Alvarez, Central suboptimalH1 ﬁlter
design for nonlinear polynomial systems, International Journal of
Adaptive Control and Signal Processing 23 (10) (2009) 926–939.
[24] M.V. Basin, P. Shi, D. Calderon-Alvarez, J. Wang, Central suboptimal
H1 ﬁlter design for linear time-varying systems with state or
measurement delay, Circuits Systems and Signal Processing 28 (2)
(2009) 305–330.
[25] M.V. Basin, P. Shi, D. Calderon-Alvarez, Central suboptimal H1 ﬁlter
design for linear time-varying systemswith state ormeasurement delay,
International Journal of Systems Science 41 (4) (2010) 411–421.
[26] R.A. Borges, R.C.L.F. Oliveira, C.T. Abdallah, P.L.D. Peres, H1 ﬁltering
for discrete-time linear systems with bounded time-varying para-
meters, Signal Processing 90 (1) (2010) 282–291.
[27] H. Gao, X. Meng, T. Chen, A new design of robust H2 ﬁlters for
uncertain systems, Systems& Control Letters 57 (7) (2008) 585–593.
[28] M.J. Lacerda, R.C.L.F. Oliveira, P.L.D. Peres, RobustH2 ﬁlter design for
polytopic linear systems via LMIs and polynomial matrices, in:
Proceedings of the 49th IEEE Conference on Decision and Control,
December 15–17, 2010, Atlanta, GA, USA.
[29] E.N. Gonc-alves, R.M. Palhares, R.H.C. Takahashi, H2/H1 ﬁlter design
for systems with polytope-bounded uncertainty, IEEE Transactions
on Signal Processing 54 (9) (2006) 3620–3626.
[30] J.C. Geromel, R.H. Korogui, H2 robust ﬁlter design with performance
certiﬁcate via convex programming, Automatica 44 (4) (2008) 937–948.
[31] S.P. Boyd, C.H. Barratt, Linear Control Design: Limits of Performance,
Prentice-Hall, Englewood Cliffs, NJ, USA, 1991.
[32] S. Boyd, L. El Ghaoui, E. Feron, V. Balakrishnan, Linear Matrix
Inequalities in System and Control Theory, SIAM Studies in Applied
Mathematics, Philadelphia, PA, 1994.
[33] R.C.L.F. Oliveira, P.L.D. Peres, A convex optimization procedure to
computeH2 andH1 norms for uncertain linear systems in polytopic
domains, Optimal Control Applications and Methods 29 (4) (2008)
295–312.
[34] M.C. de Oliveira, R.E. Skelton, Stability tests for constrained linear
systems, in: S.O. Reza Moheimani (Ed.), Perspectives in Robust
Control of Lecture Notes in Control and Information Science, vol.
268, Springer-Verlag, New York2001, pp. 241–257.
[35] Z. Duan, J. Wang, L. Huang, Parameter-dependent Lyapunov function
method for a class of uncertain nonlinear systems with multiple
equilibria, Circuits Systems and Signal Processing 26 (2) (2007) 147–164.
[36] R.C.L.F. Oliveira, P.L.D. Peres, Parameter-dependent LMIs in robust
analysis: characterization of homogeneous polynomially para-
meter-dependent solutions via LMI relaxations, IEEE Transactions
on Automatic Control 52 (7) (2007) 1334–1340.
[37] J. Lo¨fberg, YALMIP: A toolbox for modeling and optimization in
MATLAB, in: Proceedings of the 2004 IEEE International Symposium
on Computer Aided Control Systems Design, Taipei, Taiwan, 2004,
pp. 284–289, /http://control.ee.ethz.ch/ joloef/yalmip.phpS.
[38] J.F. Sturm, Using SeDuMi 1.02, a MATLAB toolbox for optimization
over symmetric cones, Optimization Methods and Software 11 (1)
(1999) 625–653 /http://sedumi.mcmaster.ca/S.
[39] S.H. Jin, J.B. Park, RobustH1 ﬁltering for polytopic uncertain systems
via convex optimisation, IEE Proceedings—Control Theory and
Applications 148 (1) (2001) 55–59.
[40] H. Gao, X. Meng, T. Chen,H1 ﬁlter design for discrete delay systems:
a new parameter-dependent approach, International Journal of
Control 82 (6) (2009) 993–1005.
