ABSTRACT In this paper, a new double-sparse representation scheme for wireless channel is proposed based on the modified Takenaka-Malmquist basis (MTMB) functions. Given a series of wireless channel samples with different Doppler shifts, the MTMB functions are first generated from these samples, and then an initial dictionary is constructed by these functions. What is more, the completeness and orthogonality of this dictionary have been proved, which is the theoretical support that the dictionary can be used for the above sparsity model. Second, in order to make the MTMB functions fit into the sparsity model better, a training method is developed to obtain the adaptive public weighted MTMB (PWMTMB) functions based on the proposed weighted K-SVD algorithm. In this method, the unnecessary extra storage and computational complexity can be reduced by only storing the basis functions strongly associated with the wireless channels in the initial dictionary. Besides, different weights are given to the basis functions according to the prior information of these channels, so each has the proper level of influence in the weighted sparse coding stage of the weighted K-SVD algorithm. As a result, sparser representations of wireless channels can be achieved through these PWMTMB functions. In addition, the proposed method can also be implemented in parallel via updating multiple basis functions each time, forming the parallel PWMTMB (PPWMTMB) functions which can also be used as the sparse basis functions for these channels. Our results show that the PWMTMB and the PPWMTMB are able to suit these types of wireless channels, giving a sparse representation per each.
I. INTRODUCTION
The sparse representation of wireless channel is a very important problem for channel estimation by compression sensing. The channel can be estimated only when it is sparse or can be sparsely represented by a set of sparse basis functions [1] , [2] . In other words, the transfer function G(z) of a wireless channel should be represented as a linear combination of these sparse basis functions. To solve this problem, a series of frequency-domain samples H = [H 1 , · · · , H N ] T ∈ C N ×1 ought to be obtained from the wireless channel with realvalued impulse responses.
where C N ×1 is the complex matrix of dimension N ×1, the sampling frequency {ω k : k = 1, · · · , N } can be any distinct points in the interval [0, 2π ), and N is the total sampling points. In the equidistant case, it takes ω k = 2π (k − 1)/N . V = [V 1 , · · · , V N ] T is a white Gaussian noise sequence that has a zero mean and variance σ 2 < +∞ [3] . Then the sparse representation problem can be transformed into the representation of H. Using the dictionary matrix D ∈ C N ×N that contains N sparse basis functions,
} N ξ =1 , as its columns, it is assumed that the representation of H can be exact H = DX [4] . The vector X = [x 1 , x 2 , · · · , x N ] T contains the representation coefficients of H. This sparsest representation is the solution of min X X 0 subject to H = DX. (2) where · 0 is the l 0 norm, counting the non-zero entries of a vector [4] - [6] . In order to solve (2) , it is necessary to find the proper basis functions {d ξ } N ξ =1 , and then its approximate solution X * can be obtained through the pursuit algorithms [7] - [10] . If most elements of X * are zero, the sparse representation of channel samples H can be achieved.
Nowadays, the most commonly used sparse basis functions in the sparse representations of wireless channels are DCT basis (DCTB), DHT basis (DHTB), DWT basis (DWTB), complex-exponential basis (CEB) and so forth. These sparse basis functions can yield sparse representation of the wireless channel samples H, but the approximate solution X * will still have many non-zero elements, especially when the wireless environments are complex [11] - [14] . For example, the Doppler shift is very high in the high-speed moving environment, and this will cause the increase of the non-zero entries of X * . Then X * will lose the sparsity, and H cannot be represented sparsely. So it is a very important task to find a sparse basis that fits the sparse representation model of the wireless channel.
Recently, researches have shown that the TakenakaMalmquist basis (TMB) can be used in the identification of single input, single output (SISO) discrete linear timeinvariant (LTI) system [3] , [15] - [17] . And it is defined as a function outside the unit circle,
where F l (z) stands for TMB function, b j ∈ D, D represents the open unit circle, andb j denotes the conjugation of b j . If the pole locations of the TMB match the poles of the LTI system closely, this system can be represented accurately with only a limited number of TMB functions [16] . However, the true poles of LTI system are generally difficult to estimate. Although they can be estimated via the best linear approximation (BLA) [16] , the input signal must contain enough frequency components, which is difficult to achieve in engineering. So researchers have proposed an adaptive Fourier decomposition (AFD) algorithm using TakenakaMalmquist (TM) system to realize the sparse representation of LTI system [3] , [15] , [18] - [21] . We do not care about where the true poles of the system are for the LTI system. Instead, it uses the maximal selection principle (MSP) of energy to select the poles b j one by one, thus the corresponding TMB is adaptive and can fit the sparse representation model. In this paper, the TMB functions are introduced to construct the dictionary for sparse representation. However, because the constructed dictionary is always changing through the one-by-one selection of b j [3] , [15] , the sending and receiving sides of the wireless channel cannot share a same dictionary. This will result in a significant increase in the amount of data that needs to be transmitted in the estimation of wireless channel, and the energy consumption will be increased. In the researches of [22] - [30] , many methods can be used to save energy. For example, the proposed routing method of these references can address this problem well. However, in order to express our work well, energy is saved from another angle. In this paper, the dictionary used in the sending and receiving sides is the same. Therefore, a fixed dictionary that fits the sparsity model well should be preset. In our proposed training method, the proper dictionary can be obtained by a double-sparse step. First, a set of predetermined poles {a j } need to be given. What's more, the poles must be adaptive to these frequency-domain channel samplesḦ = {H t } P t=1 ∈ C N ×P with Doppler shifts uniformly selected from a frequency range, where P denotes the number of samples. Since {b j } is adaptively selected according to these channel samplesḦ, {a j } can be generated by the distribution of sequence {b j } [31] . Then the modified TMB (MTMB) can be obtained via these new poles {a j }, forming an initial dictionary. This dictionary only contains the basis functions strongly associated with the wireless channels, thus it will reduce the unnecessary extra storage and computational complexity. Second, in order to make the dictionary fit the sparsity model of wireless channels better, these MTMB functions should be trained by the training algorithm, such as K-SVD algorithm, online dictionary learning and so on [5] , [6] , [32] - [34] . Then the needed dictionary can be obtained to realize sparse representations of wireless channels. In this paper, a weighted K-SVD training algorithm which can select the trained-sparse basis functions directionally according to the prior information of wireless channels is proposed [35] , [36] . The method will accelerate the convergence of the sparse representations. As a result, sparser representations of the channel samplesḦ can be approximately achieved with only a limited number of the basis functions in the needed dictionary.
whereD consists of the adaptive public weighted modified Takenaka-Malmquist basis (PWMTMB) functions. The dictionaryD is named of the double-sparse dictionary in this paper, which can also be used to give a sparse representation of the each training channel sample and other channel samples with different Doppler shifts randomly selected from the same frequency range. In this paper, the weighted K-SVD MTMB training method is proposed for sparse representations of wireless channels. Rest of this paper is organized as follows. Section II proposes the procedure of this new training method, including how to construct the initial dictionary, obtain the double-sparse dictionary and accelerate the training method via updating the basis functions in parallel. Section III conducts the sparse representations results of wireless channels based on the double-sparse dictionary and comparison with other sparse bases dictionary. Finally, Section IV concludes this paper.
II. PROPOSED METHOD
In this section, a double sparsity method is proposed. Firstly, an initial dictionary is constructed by the MTMB functions, and then the dictionary is trained by our weighted K-SVD algorithm. Finally, the adaptive PWMTMB matching the structures of wireless channels can be obtained, forming the double-sparse dictionary. In addition, the proposed training method can be implemented in parallel, improving the training speed in the dictionary training stage.
A. THE CONSTRUCTION OF INITIAL DICTIONARY
In order to realize the sparse representations of the wireless channels, a complete and orthogonal dictionary should be constructed. The completeness and orthogonality of our proposed initial dictionary will been proved in Theorem 1 and Theorem 2, respectively. And this is the theoretical support that the dictionary can be used for the above sparsity model. So the MTMB functions can be used to construct the initial dictionary D 0 and the construction process is as follows.
Firstly, the sequence poles {a j } N j=1 are generated according to the given wireless channel samplesḦ = {H t } P t=1 with different f m . Without loss of generality, the Jakes wireless channel samples with different Doppler shift f m are taken as an example. Here the high-speed moving environment are considered, and the Doppler shift f m is uniformly selected from the high frequency range 1075 − 1450Hz, and P = 15. The distributions of {b j } 500 j=1 with decomposition level T = 500 of wireless channel samplesḦ are shown in Fig.1 . Then the poles {a j } N j=1 can be generated from these 15 sequences poles {b j } 500 j=1 , which are shown in Fig.2 [31] . Secondly, set the column vector {d ξ } N ξ =1 by
Then the initial dictionary D 0 can be obtained through the column vector .
Proof: Define a n-th order Blaschke product
Suppose the transfer function of wireless channel is
where ρ i s are the poles of G(z). It can be decomposed into
where
l=1 is the best approximation of G(z). E n (z) is the reduced remainder [18] . E n (z)B n (z) and G * (z) are orthogonal to each other. In order to simplify this proof, it is assumed that the poles ρ i s of G(z) are all inside the open unit circle D, Equation (9) can be converted into
(10) 
dλ. (11) where λ represents the variable that is introduced to our paper, i=1 . According to residue theorem,
The rate of convergence to zero of the right-hand side as n tends to infinity is depends on the size of
Research in [37] shows that the proof of the completeness of the dictionary constructed by MTMB is equal to the proof of the n-th reduced remainder E n (z) → 0 as n tends to infinity. Then the problem can be transformed into the proof of E n (z) → 0. Since the rate of convergence to zero of E n (z) is closely coupled to the size of |[B n (ρ i )] −1 | according to (12) , it just needs to prove |[B n (ρ i )] −1 | → 0 as n tends to infinity at this point. The upper boundary of |[B n (ρ i )] −1 | can be obtained by [37] ,
should be satisfied with the condition n j=1 (1 − |a j |) = ∞. Then we can draw a conclusion that if there holds the condition (6), the dictionary consisting of MTMB is complete; if the dictionary consisting of MTMB is complete, the condition (6) is satisfied. Therefore, the proof of Theorem 1 is finished. What's more, it can be easily proved that the values of {a j } l j=1 selected by our method satisfy (6) . Thus, the dictionary consisting of the MTMB functions is complete.
Theorem 2: The dictionary consisting of MTMB used in this paper is orthogonal.
where l stands for any positive integer. The poles of (14) are a l and 1/ā l . Since a l is taken from D, only a l locates in the area surrounded by ∂D. According to the residue theorem, the expression (14) can be reduced to
Second, for all l = m ≥ 1, it assumes that l > m and have
The poles of (16) are 1/ā m , · · · , 1/ā l , which are outside the area surrounded by D. In addition, the integrand of (16) is analytic in the area surrounded by D. So according to the Cauchy integral theorem, the result of (16) is 0.
From the proof given in the previous step, we can get
So MTMB is an orthogonal basis. The proof is finished.
B. THE WEIGHTED K-SVD MTMB TRAINING METHOD FOR SPARSE REPRESENTATIONS
After the initial dictionary D 0 is firstly constructed by the above MTMB functions, in this subsection, a training method is developed based on our weighted K-SVD algorithm, and the adaptive PWMTMB matching the structures of wireless channels can be obtained. Then, sparser representation of each wireless channel can be achieved by the double-sparse dictionary consisting of the adaptive PWMTMB. The K-SVD algorithm is a classic dictionary training algorithm, and its target is to find a dictionary that best suits a given set of signals, giving a sparse representation per each. In recent research, it has been used for image processing, audio processing, and other aspects. Since the discrete samplesḦ = {H t } P t=1 of transfer functions can also be taken as a given series of signals, the K-SVD algorithm can be used to obtain the updated dictionary for sparse representation of each discrete sample H t by solving Norm of the matrix, X t is the t-th column of the coefficient matrixẌ, ||X t || 0 is the number of non-zero elements of X t . The procedure of our weighted K-SVD algorithm mainly includes the sparse coding stage, dictionary update stage and weighted sparse coding stage.
1) SPARSE CODING STAGE
The penalty term of (18) can be written as
where the initial value of D is equal to D 0 . The problem posed in (19) can be decoupled to P distinct problems of the following form
This problem can be adequately addressed by the pursuit algorithms [7] - [10] , and we have found that if T 0 is much smaller than N , its solution is a good approximation to the ideal one that is numerically infeasible to calculate [5] .
2) DICTIONARY UPDATE STAGE
Assume that D andẌ are all fixed, we only focus on the column d i of D and its corresponding coefficients X i T (this is the i-th row of the coefficient matrixẌ, and is different from X i ). Equation (18) can be rewritten as (21) .
The multiplication DẌ should be decomposed into the sum of N rank-1 matrices. Among those, N -1 terms are assumed fixed, and one -the i-th column -is updated. Because the matrix E i of (21) is a fixed value, it just needs to decompose E i by singular value decomposition (SVD) in order to obtain a rank-1 matrix that is the closest matrix to E i . However, such a step will modify d i and X i T at the same time, which will undermine the sparsity ofẌ. To avoid this situation, X i nz and E i nz are defined as the matrix with only the non-zero elements of X i T and E i , respectively. Then, E i nz can be decomposed directly via SVD. Taking the matrix E i nz , SVD decomposes it to E i nz = U V T . We define the solution for d i as the first column of U, and X i nz as the first column of V multiplied by (1, 1) [5] , [6] . The other columns and the corresponding coefficients can be obtained by analogy.
3) WEIGHTED SPARSE CODING STAGE
After the above stage is finished, the adaptive public Takenaka-Malmquist basis (PMTMB) can be obtained, forming a first updated dictionary. Since the first updated dictionary is adaptively selected according to these channels, the channels' prior information must be contained in this dictionary. Therefore, in order to accelerate the convergence of our training method, the distribution locations of these selected PMTMB functions in this dictionary should be counted during the sparse decomposition of these channel samplesḦ. The more times the basis function appears in the distribution, the more prior information it contains. So, when the statistics are normalized, they can be used as the weights to these PMTMB functions in the weighted training process. After that, the basis functions with higher frequency can be more easily selected in the weighted sparse coding stage, and then the second updated dictionary consisting of PWMTMB can be obtained. Simply speaking, in the weighted training process, we give more weights to these PMTMB functions which appear frequently and vice versa. Then the proper basis functions can be chosen faster during the sparse decomposition of the wireless channels, and the convergence of our training method is accelerated. The specific description is as follows:
The PMTMB functions {F l } 600 l=1 is generated from the first updated dictionary by orthogonal matching pursuit (OMP) algorithm for these channel samplesḦ. Secondly, the distribution locations of these {F l } 600 l=1 in the first updated dictionary are counted. Thirdly, the scheme turns to the sparse coding stage and give different weights to the basis functions of the first updated dictionary according to the prior information. Then repeat the modified-above two stage until training number J reaches the predetermined training number. Finally, the double-sparse dictionary, or called second updated dictionary, can be received, and the sparse representations of wireless channels will be realized.
Based on the weighted K-SVD algorithm, we propose a training method to obtain the adaptive PWMTMB matching the structures of wireless channels. This method contains two steps, including how to construct the initial dictionary and use the weighted K-SVD to obtain the double-sparse dictionary. The process of the proposed weighted K-SVD MTMB training method suitable for the sparse representations of wireless channels is shown in Scheme 1. Specifically, the training method is based on the proposed weighted K-SVD algorithm. Its initial dictionary is constructed by these MTMB functions, and the weights are selected by the first updated dictionary during the decomposition of the wireless channels.
C. THE PARALLEL WEIGHTED K-SVD MTMB TRAINING METHOD FOR SPARSE REPRESENTATIONS
From the above analysis, it can be seen that the sparse basis functions PWMTMB can yield sparse representations for the wireless channel samplesḦ, and the approximate solution X * has a few non-zero entries. However, the training time can be accelerated. The proposed training method can be optimized via the parallel calculation. Specifically, in the earlier proposed scheme, the basis function is updated oneby-one, which is the most time-consuming part of the algorithm. Therefore, the basis functions are updated in parallel in our proposed new training method in this subsection [38] . The new method is denoted as the parallel public weighted K-SVD MTMB training method.
||Ḧ − DẌ||
In the parallel training method, 5 arbitrary basis functions are updated each time. When updating the arbitrary 5 columns of the dictionary (the i-th, j-th, α-th, β-th and γ -th columns), the remaining terms are all assumed to be fixed. Also, X ε nz and E ε nz are defined here, which only contains the nonzero elements of X ε T and E ε , respectively. Then, E ε nz can be decomposed via SVD, namely The subsequent processing is the same as the original training method, and there are also two training step. The first step is composed of sparse coding stage, dictionary update stage. And the second step is the weighted sparse coding stage. After the two step, we can get the new basis functions named as parallel public weighted modified Takenaka-Malmquist basis (PPWMTMB) functions. The parallel training method can not only accelerate the training speed, but also form the PPWMTMB that is able to realize the sparse representations of the wireless channels. The flowchart of the proposed training method is shown in Fig. 3 .
III. EXPERIMENTAL RESULTS
In this section, the Jakes wireless channels are firstly simulated, and the simulation diagram of the channel with f m = 1200Hz is given in Fig. 4 [39] . Secondly, the initial dictionary is generated by (5) . Then, the PWMTMB suitable for these samples with different f m can be obtained by our proposed training method. The relevant parameters 
, select the corresponding index value of the maximum from {u ξ } N ξ =1 , and sort them in Q. c. Update D and calculate the corresponding coefficient vector X t , where = Q. d. Define the standard remainder R n+1 = H t − D X t [18] , and set n = n + 1. End for e. Set t = t + 1, n = 1. are set here, T = 100, Num = 2, N = 2567. Thirdly, the sparse representation of the 15 Jakes channel samples and other Jakes channel samples with f m randomly selected from 1075−1450Hz can be realized by PWMTMB, and the results are compared with those represented by PMTMB, PTMB, PDCTB, PDHTB, PDWTB-II, PCEB, MTMB, TMB, DCTB, DHTB, DWTB, and CEB. PDCTB, PDHTB, PDWTB-II, and PCEB are also obtained by our training method with the initial dictionary consisting of DCTB, DHTB, DWTB, and CEB, respectively. Next, this section gives the results of noise suppression of the wireless channels that contain random noises through PWMTMB. Finally, two training methods are compared in terms of their achieved performance and their consuming time.
A. SPARSE REPRESENTATIONS OF JAKES WIRELESS CHANNELS
Firstly, the sparse basis PWMTMB functions obtained by our training method are used to deal with the Jakes wireless channels. Afterward, to illustrate the performance of the proposed method, the correlated factors should be given just like the factors used in [40] - [43] . In this paper, the mean square error (MSE) of each reconstructed channel after sparse representation of the original channel is used. The expression of MSE is shown in (23) .
T is the constructed wireless channel of the t-th wireless channel sample H t . Here, T is set to 200. The sparse representation results of the channel samples randomly selected from the 15 samples are shown in TABLE 1. In addition, the comparison figures of the reconstructed channels via these sparse basis functions with T = 800 are also given from Fig. 5 to Fig. 17 .
It can be seen from the TABLE 1 that the sparse representations of wireless channels by MTMB is the sparsest among the TMB, DCTB, DHTB, DWTB, and CEB. And the second sparsest representation result is handled by TMB. Their corresponding trained public sparse bases also show the same results. It means that the MTMB functions fit the sparsity model of the wireless channels, and it can be well used as the initial dictionary of the K-SVD algorithm. What's more, the PWMTMB functions trained by our proposed weighted K-SVD algorithm is the best sparse basis. Under the same decomposition level, it shows the lowest MSE, so the convergence speed of our proposed method is accelerated. From the above two points we can find that the proposed double sparsity method is effective. As a result, sparser representations of wireless channels can be achieved through the double-sparse dictionary consisting of PWMTMB.
PWMTMB can also be used for the sparse representations of other Jakes wireless channels with different f m . These channels are not taken from the 15 channel samples, but f m is also selected from the same frequency range 1075 − 1450Hz. The results are shown in TABLE 2, and the same conclusion can be drawn as we do in TABLE 1. 
B. SPARSE REPRESENTATIONS OF JAKES WIRELESS CHANNELS WITH WHITE GAUSSIAN NOISES
In this subsection, the white Gaussian noises with SNR 1 = 2dB, 5dB, 8dB are added to these Jakes wireless channel samples, respectively.
where H t noise represents the t-th wireless channel polluted by white Gaussian noises, H t denotes the t-th pure wireless channel, and V t is the t-th white Gaussian noise whose energy is smaller than that of H t .
During the sparse decompositions of these channels by PWMTMB, the pure signal will be extracted firstly [4] , [44] , [45] . Therefore, we can select the first T decomposition levels to approximate the pure signal. Because denoising aims to make ||H t * − H t || 2 2 as small as possible, the denoised channel H t * should be able to minimize
As T increases, the energy of H t * increases and that of H t noise − H t * decreases, respectively. That is to say, the equation (26) increases monotonically when T increases [46] . So the maximal suitable T by (25) and (26) will be got. Then we can get the denoised channels {H t * } P t=1 . In this subsection, eight results randomly selected from the denoised results by the obtained PWMTMB are given, including the channels that are selected and not selected from the 15 samples. To illustrate the performance of the denoised channels, the correlated two factors T 0 and SNR 2 should be considered [47] . T 0 denotes the non-zero number of the estimated coefficients and SNR 2 is defined by As can be seen from the TABLE 3, SNR 2 of the denoised channel samples is bigger than SNR 1 . It means that the performance of the denoised channel samples has been improved and the white Gaussian noises in the wireless channels can be well suppressed through the sparse representations based on PWMTMB.
C. THE COMPARISONS OF TIME CONSUMING AND PERFORMANCE OF THE RECONSTRUCTED CHANNELS HANDLED BY THE ORIGINAL TRAINING METHOD AND THE PARALLEL TRAINING METHOD
The training time of the two methods are compared in this subsection. And there are two steps in the training method. In addition, comparisons between the performance of the constructed channels via the two training methods are also conducted.
It can be seen from TABLE 4 and TABLE 5 that the parallel training method can improve training speed in the dictionary training stage. Although the performance of the reconstructed channel is not as good as the results handled by the previous algorithm, it is only slightly different. And if we can choose a proper number in the parallel updating of the basis functions, the coordination between the training time and performance of the reconstructed channels can be realized.
IV. CONCLUSION
In this paper, a weighted K-SVD MTMB training method is proposed to obtain the adaptive PWMTMB, forming a double-sparse dictionary that matches the the structures of wireless channels. By only storing the basis functions strongly associated with the wireless channels in the initial dictionary, the unnecessary extra storage and computational complexity of our training method have been reduced. Furthermore, using the prior knowledge of the wireless channels, different weights are given to the basis functions, resulting in faster convergence of the algorithm. In addition, the proposed parallel training method can accelerate the training speed. The experimental results show that the obtained PWMTMB and PPWMTMB can both be used as the sparse basis for Jakes wireless channels with different Doppler shift, giving a sparse representation of each wireless channel well. The simulation results also show that the noise suppression of the polluted wireless channels can also be realized via the proposed training method. Her research interests include image processing, pattern recognition, signal processing, computer vision, multimedia applications, E-commerce, and IT in education.
