The findings from an integrated program of short-and long-term monitoring, individual particle analyses (IPA), and mechanistic modeling to characterize and simulate the turbidity (T n ) effects of an extreme runoff event (2011) on a water supply reservoir were documented. A robotic profiling platform and rapid profiling instrumentation resolved turbidity and temperature (T) patterns in time and space in the reservoir. Metalimnetic enrichment in T n following the event was reported and attributed to the entry of turbid stream water as density currents, or plunging inflows. The diminishment of high T n levels following the event was well represented by a first-order loss rate of about 0.023 d −1
Introduction
Terrigenous inputs of inorganic, or minerogenic, particles can have important ecological and water quality effects for receiving lakes and reservoirs by (1) influencing the transport and cycling of nutrients (Hupfer et al. 1995) and contaminants (Chapra 1997) , (2) affecting metabolic activity (Phlips et al. 1995) and the composition of biological communities (Newcombe 2003) , (3) increasing net sedimentation rates (Gelda et al. 2012) , and (4) increasing light scattering, with coupled deterioration in related optical metrics of quality (Swift et al. 2006 . Increases in turbidity (T n ), a surrogate metric of the light scattering coefficient (b; Kirk 2011), in water supply lakes and reservoirs are particularly problematic in the United States because of regulatory requirements to maintain low T n levels in water supplied to users. The persistence of minerogenic particles in water columns has been linked to their sizes (Gelda et al. 2009 (Gelda et al. , 2012 . Disproportionately large loads of these particles are delivered by streams to many lentic systems during runoff events (Longabucco and Rafferty 1998, O'Donnell and ) because of increases in particle concentrations in tributaries, driven by the energy associated with elevated flows. This problem will be exacerbated in regions with more frequent and intense runoff events associated with ongoing climate changes (Thodsen et al. 2008 , Li et al. 2011 .
The short time scales of runoff events offer challenges to monitoring programs intended to quantify cause-effect relationships with respect to resolution of patterns of drivers and lake (or reservoir) responses, which cannot be met with common fixed-frequency, limited spatial resolution efforts. Contemporary robotic (O'Donnell and Effler 2006) and rapid profiling technologies are better suited to provide robust representations of the patterns imparted by these events. Moreover, patterns imparted to lentic systems may be vertically and longitudinally complex (Effler et al. 2006, O'Donnell and . Tributaries are often seasonally cooler, and thereby more dense, than the surface waters of receiving lakes and reservoirs in north temperate climates, resulting in a tendency to plunge upon entry (Martin and McCutcheon 1999) . Sediment enrichment during runoff events further augments these density differences due to the effect of high suspended solids concentrations (Martin and McCutcheon 1999) . A plunging inflow (or density current) generally moves over the bottom in upstream shallow areas of the basin as an underflow, entraining ambient water (Alavian et al. 1992, Rueda and MacIntyre 2010) . Upon encountering a depth of equal density, the neutrally buoyant inflow separates from the bottom and intrudes into the water column as an interflow (Martin and McCutcheon 1999) . These features of fate and transport are important in water supply lakes and reservoirs related to the position and depth(s) of water supply intakes (Gelda et al. 2009) .
Optimal mathematical models of T n are those that couple the patterns of the driver, terrigenous loads of particles, with those imparted to the receiving lentic system(s) associated with runoff events. Following successful testing, such quantitative frameworks can serve as invaluable management tools to potentially guide short-term management responses to events (Chung et al. 2009 , Gelda et al. 2009 , Liu and Chen 2013 as well as support the development of long-term strategies . Mechanistic models also serve as valuable research tools (Chapra 1997) , which in the case of T n can be used to investigate influences such as hydrodynamic processes and particle characteristics, including the effects of particle size distribution (PSD; Effler 2007, Peng et al. 2009 ).
This paper documents the findings of an integrated program of monitoring, particle characterization, and mechanistic modeling to describe and quantify the turbidity effects of an extreme runoff event (Hurricane Irene, 28 Aug 2011) on a water supply reservoir. Patterns of temperature (T) and T n are resolved at the necessary fine time and space scales based on monitoring with robotic and rapid profiling technologies. The light scattering (T n -causing) and settling attributes of particles are characterized with an individual particle analysis (IPA) technique that supports parameterization of the model. The development, testing, and application of a mechanistic T n model, supported by the detailed monitoring and IPA characterizations, are described.
Methods

System description and Hurricane Irene
Rondout Reservoir (Fig. 1) is one of New York City's (NYC) 19 water supply reservoirs, located (41°49′21.36″N, 74°28′15.6″W) ~130 km northwest of the city. This narrow (10.5 km long, 1.3 km wide) dimictic reservoir has a volume of 200×10 6 m 3 , a surface area of 8.3 km 2 , and a maximum depth of 52 m. This is a downstream reservoir in the overall system that receives withdrawals from 3 upstream reservoirs (Cannonsville, Pepacton, and Neversink). The NYC Department of Environmental Protection (NYCDEP) monitors inflows from the upstream reservoirs, outflows from Rondout Reservoir, and its surface elevation daily. Together the upstream reservoir inputs represent more than 80% of the total inflow, on average. The long-term average completely mixed flushing rate is 5 times per year. Four water supply Fig. 1 . Rondout Reservoir, robotic profiling platform location, upstream reservoir inflows, 2 natural tributaries, water supply intake position (multiple intake depths, as an inset), model segments, and position in New York (as inset). Characterizations and modeling of turbidity in a water supply reservoir following an extreme runoff event Inland Waters (2013) 3, pp. 377-390 intakes for the reservoir allow withdrawal from various depth intervals (Fig. 1) . Water withdrawn from Rondout Reservoir enters an aqueduct for conveyance to a further downstream reservoir where it mixes with water from other parts of the system before disinfection and supply to NYC (no filtration treatment). NYCDEP has conducted a fixed frequency water quality monitoring program (weekly or biweekly) of the reservoir since the late 1980s that has included T profiles and T n measurements at selected (n = 3 to 4) depths.
The largest natural inputs to the reservoir are Rondout Creek and Chestnut Creek, which on average contribute 9 and 4% of the total inflow, respectively. Flow (Q) is monitored continuously in both streams by the United States Geologic Survey (USGS site No. 0136500 and 01365500, respectively). The beds and banks of these streams, like most of those in this region , are positioned in clay mineral-rich glacial deposits. These deposits are subject to mobilization during elevated Q and are the primary source of high T n levels in the streams during runoff events. NYCDEP also conducts water quality monitoring of these tributaries at variable frequencies and reports measurements of T n and T on water withdrawn from the reservoir 5 days per week.
Hurricane Irene was a large Atlantic hurricane that was downgraded to a tropical storm just prior to reaching the NYC area on 28 August 2011. Record rainfalls were observed as it moved inland and approached NYC reservoirs, including approximately 20 cm near Rondout Reservoir. The associated runoff event had a recurrence interval of 30 y for Rondout Creek (log Pearson Type III analysis).
Monitoring: robotic and rapid profiling
In 2009, a robotic solar-powered profiling platform (Yellow Springs Instruments [YSI] 6951) was deployed in ~42 m of water along the main axis of the reservoir, approximately 2.2 km from the dam (Fig. 1) , to measure T n (YSI 6136; resolution of 0.3 NTU) and T (YSI 6560; resolution of 0.01 °C). The profiles were conducted at a 1 m depth resolution 4 times a day, separated by ~6 h. The robotic units were maintained weekly, including replacement of probes with newly calibrated ones. The same sensors were deployed in Rondout Creek at the USGS site, with measurements made at 15 min intervals.
Additionally, vertical profiles of T n (or a surrogate) and T were collected at multiple sites (n ≥ 9) along the main axis of the reservoir on 8 dates over the 31 August to 9 November 2011 interval to resolve longitudinal patterns. The instrumentation was either (1) a YSI unit (No. 6600), outfitted with the same probes as the profiling platform, with measurements made at 1 m depth intervals (first of 8 surveys), or (2) a SeaBird profiling package, with T and beam attenuation coefficient (at wavelength of 660 nm; c(660), WetLabs C star) sensors configured in a steel cage, with measurements made at a depth resolution of 0.25 m. The c(660) measurement, like T n , is also a surrogate of b (Babin et al. 2003) , and thereby T n . A strong linear relationship prevailed between T n and c(660) (T n = 1.84 × c(660); R 2 = 0.98; n = 154), which supported reliable specification of T n patterns from the c(660) measurements.
Particle characterizations related to turbidity and settling
The IPA technique used to characterize the light scattering (i.e., T n -causing) and settling attributes of the particle populations of number concentration, PSD, and elemental composition, was scanning electron microscopy interfaced with automated image and X-ray analysis (SAX). The sample handling, preparation, and analytical protocols have been described in detail previously (Peng and Effler 2007) . Approximately 2000 particles of sizes ≥0.4 µm were characterized for each of the 57 samples; 41 of these were collected from the water column of the reservoir at the primary (robotic buoy) site (Fig. 1) , and 4 were collected in Rondout Creek close to its mouth following Hurricane Irene. Reservoir samples were collected at 0, 5, 10, 15, 20, 25, 30 , and ~40 m on 31 August and 22 September. Subsequent samples (n = 5) from the primary reservoir site were collected at a depth of 20 m, proximate to the maximum T n impact.
SAX results were used to make direct estimates of the scattering coefficient associated with minerogenic particles (b m ) through Mie theory calculations (Peng and Effler 2007) . Turbidity, T n , is a surrogate metric of b m in this system because of the dominance of minerogenic particles ). The SAX characterizations served to support parameterization of the T n model by guiding partitioning of T n levels according to different size classes, a major factor influencing the rate of diminishment of the effects following runoff events (Gelda et al. 2009 (Gelda et al. , 2012 . The projected area of all particles and the minerogenic subset per unit volume, PAV and PAV m , respectively, were calculated for each sample as the summation of the projected areas (per unit volume) determined from the SAX analyses. These are fundamental metrics of the optical impacts of these particles because they are linearly related to the associated levels of scattering (i.e., T n ; Peng and Effler 2007) .
The overall water quality model is composed of 2 submodels, a hydrothermal/transport submodel, and a T n submodel. The adopted hydrothermal/transport submodel corresponded to that embedded in CE-QUAL-W2 (designated here as W2/T). This is a dynamic, laterally averaged, 2-dimensional model (Cole and Wells 2002) well suited for the morphometry of this reservoir (e.g., long, narrow, lack of dendritic features), with the desired attributes of simulation capabilities for (1) seasonal and shorter-term features of the stratification regime (Gelda and Effler 2007b) , (2) behavior of density currents (Chung and Gu 1998) , and (3) supporting resolution of longitudinal features of water quality Effler 2007a, Gelda et al. 2009 ). The model is based on the finite-difference solution of equations for laterally averaged fluid motion and mass transport. The basic equations of the model that describe horizontal momentum, hydrostatic pressure, free water surface elevation, continuity, density dependencies, and constituent transport have been presented previously Gu 1998, Cole and Wells 2002) . The heat budget of the model represents the effects of evaporative heat loss, short-and long-wave radiation, convection, conduction, and back radiation (Cole and Wells 2002) . The equation of state (calculates density) of the model accommodated the effects of T, the concentration of suspended particulate material (SPM), and salinity (Martin and McCutcheon 1999) ; salinity was not a factor here. SPM was estimated from T n according to an empirical expression developed for local reservoirs (unpublished data, NYCDEP).
The guidelines of Cole and Wells (2002) were followed in establishing the computational grid, utilizing the bathymetry of the reservoir. The adopted segmentation represented the reservoir by 38 longitudinal segments ( Fig. 1) , with 1 m thick vertical layers. Features of the outflows were also represented, including the water supply withdrawals (n = 4), dam outlet, and spillway length (Cole and Wells 2002) . The model is operated to maintain a hydrologic budget, as described by Owens et al. (1998) . The withdrawal algorithm (Cole and Wells 2002) describes the decreasing contributions from water column depths with increasing distances from the intake depths (e.g., "cone effect"). Inputs necessary to drive this submodel include inflows, outflows, inflow T and SPM, the light attenuation coefficient for downwelling irradiance (K d , specifies light penetration), and meteorological conditions (air temperature, wind speed and direction, dewpoint temperature, and cloud cover, or solar radiation; hourly time step). This submodel has 5 coefficients ( Table 1 ) that may be adjusted in the calibration process, although these are generally observed to not vary greatly among systems (Gelda et al. 2009) . The values of the coefficients for longitudinal eddy viscosity, longitudinal eddy diffusivity, the Chezy coefficient, and the wind sheltering coefficient influence simulated features of transport and the distribution of heat. Fraction of solar radiation absorbed at the water surface (Table 1) influences the heat budget of the model. The time step of calculations is automatically adjusted between 1 s and 1 h by the model to maintain numerical stability (Cole and Wells 2002) .
The hydrothermal/transport submodel was calibrated for the 1 January 2010-31 December 2011 interval, for Coagulation rates (class 1, 2)* 0.001, 0.0035 m
Half-saturation constant* 1 NTU † calibrated; others set to model default values *for coagulation/aggregation version of submodel only Characterizations and modeling of turbidity in a water supply reservoir following an extreme runoff event Inland Waters (2013) 3, pp. 377-390 which the most temporally detailed reservoir monitoring (robotic buoy) was conducted. This submodel was validated for the 1987-2009 period, during which T profiles were collected less frequently. Stream flows (USGS) were specified at a time step of 15 min. Inflows from upstream reservoirs and outflows from Rondout Reservoir were specified as daily averages, based on the daily measurements. The value of K d (0.4-0.95 m −1 ) was based on irradiance profiles collected in 2005 and 2006 and 2 profiles during this study, calculated according to standard protocols (Kirk 2011 ). Meteorological inputs were specified from on-site measurements for the 1995-2011 interval, and by regional observations (Binghamton Airport, 132 km away) for other years.
Turbidity submodel(s)
These submodels adopt T n as the state variable, conducting mass-balance-type calculations on this metric of light scattering. This approach has previously received extensive support in the literature, which has included review of theoretical and practical advantages over the use of SPM as an alternative and demonstrations of success (Gelda and Effler 2007a , Gelda et al. 2009 . Two interactive ubiquitous processes are primarily responsible for the loss of T n -causing particles from a water column over time: settling (Davies-Colley et al. 2003) and aggregation (or coagulation; Weilenmann et al. 1989) . Two alternative T n submodels were tested here, one that considers settling only, and the other that includes explicitly both settling and coagulation. Gelda et al. (2009 Gelda et al. ( , 2012 successfully validated a T n submodel for reservoirs where clay minerals dominated by explicitly representing only the settling process, describing it as a parsimonious (only as complex as necessary to address the issue; Chapra 1997, Martin and McCutcheon 1999) approach. Accordingly, the settling loss of T n is described by (1) where S i = settling sink term for the i th size class of T n (NTUs ), c i = T n due to i th size class of particles (NTU), and z = vertical coordinate (m). In the finite difference representation, particles (turbidity) settling from one layer serve as a source to the layer below. The settling velocity of the i th size class of turbidity (ci; i.e., the associated particles), v i , is computed for spherical particles according to Stokes Law, ). Both, ρ w and µ are temperature dependent (Martin and McCutcheon 1999) . The total T n associated with N size classes of particles is computed according to: (3) consistent with the additivity of the components of inherent optical properties and their surrogates (Kirk 2011) . Three size classes were found to represent the observed patterns well in this system (Table 1) , as adopted for other nearby reservoirs (Gelda et al. 2009 (Gelda et al. , 2012 . Three inputs to this T n submodel were specified (Table 1) as part of calibration: (1) the sizes of 3 particle size classes (1, 2, and 3), (2) the fractional contributions of these size classes to T n levels in external loads, and (3) the density of the particles (ρ p ). These specifications were guided by the SAX characterizations (subsequently) that served to constrain the extent of tuning in the calibration process.
The likelihood that effects of particle coagulation were embedded within the above representation of settling has been acknowledged (Gelda et al. 2009 ) because the platelet morphometry of clay minerals is known to impede settling relative to spheres (Davies-Colley et al. 2003) . Hofmann and Filella (1999) reported that sedimentation alone was insufficient to simulate the clay mineral-based decrease in T n observed in deep portions of the hypolimnion of Lake Lugano (Switzerland, Italy) and concluded that coagulation needed to be represented. They adopted a modeling approach (e.g., O'Melia et al. 1985) that was relatively complex, requiring specification of a number of inputs/coefficients including particle collision frequencies and the efficiency of coagulation associated with the collisions for multiple particle sizes. Such models generally require substantial input adjustments ("tuning") for calibration.
We have instead adopted the following, more parsimonious, approach to accommodate the effects of coagulation in the second T n submodel, acknowledging an element of empiricism. The same 3 size classes (1, 2, and 3) are considered, and all 3 are subject to continuing settling. The smallest 2 classes (1 and 2) are also subject to coagulation losses through conversion to the largest size class (i.e., source to class 3) that settles the fastest, as described by, for i = classes 1 and 2:
and (4) for class 3: ). The coagulation rate constant (k c,i ) is adjusted according to the depth and T n , as described by:
where K = Michaelis-Menten constant (NTU); and H = depth from the surface (m). This last relationship is a form widely used in water quality modeling that here acts to limit the coagulation sink at low T n levels, a feature consistent with the effects of reduced collision frequencies for lower particle concentrations (O'Melia 1985) . The aggregation/ coagulation version of the T n submodel requires 3 additional model inputs, coagulation rates for the 2 smallest size classes, and a half-saturation constant value for T n (Table 1) , which were determined through calibration.
Results and discussion
Runoff event drivers
A typical inflow pattern from the upstream reservoirs was manifested during the 15-27 August 2011 period, before the runoff event, with progressive increases to about 40 m 3 ·s -1 (as a daily average) and subsequent decreases (Fig. 2a) controlled by reservoir operations to maintain nearly full conditions. The dramatic large and abrupt increases in Rondout Creek and Chestnut Creek Qs from Hurricane Irene represented a strong contrast (Fig. 2a) . Peak daily average flows of ~102 and 31 m 3 ·s -1 and instantaneous peaks of ~ 232 and 74 m 3 ·s −1 were observed for these 2 streams, respectively. These flows are the highest on record for both streams (since 1987).
The daily average T of Rondout Creek remained in a narrow range of 13.9 to 16.1 °C from 20 August to 5 September. Substantial diurnal variations (e.g., ~3 °C) in the T of the stream prevailed for most days (Fig. 2b) , a widely observed phenomenon associated with cyclic variations in heat inputs (e.g., incident radiation, air T) within a day (Sinokrot and Stefan 1993) . This variation was modulated on the day of the runoff event. The stream T was distinctly lower (i.e., the stream water was more dense) than the surface waters of the reservoir over the entire 10 d interval, including during the runoff event (Fig. 2b) . The stream was also cooler than the 5 m depth of the reservoir, although the difference was diminished relative to the surface waters. These differences establish the propensity of the stream to plunge below the near surface waters of the reservoir over this interval, including during the event. This is a generally recurring feature for the summer to fall interval in the stream-reservoir systems of this area (O'Donnell and Effler 2006 , Gelda et al. 2009 , O'Donnell et al. 2011 . Chestnut Creek T conditions were assumed to track those of Rondout Creek for the model analysis.
Temporal coverage of T n measurements for Rondout Creek was incomplete for the event ( Fig. 2c ; disabled from the elevated flow). The abrupt rise of T n that attended the rising limb of the event hydrograph was captured by the monitoring, but T n measurements were not available past the time of the peak flow. The observed T n maximum of ~1000 NTU was at the upper operating bound of the sensor. T n values for the falling limb of the hydrograph were estimated from Q based on the T n -Q relationship observed for a 2005 runoff event (Fig. 2c,  see inset) , the second longest return interval event (14 y) of the record (peak instantaneous flow of 178 m ). T n dynamics for Chestnut Creek were specified based on a T n -Q relationship developed from long-term monitoring (Fig. 2d, see inset) . The extremely high Qs of the Hurricane Irene event required some extension of the T n -Q relationships beyond the bounds of supporting measurements. 
Spatial and temporal variations in turbidity
Values of T n were <2 NTU throughout the water column at the robotic monitoring site before the runoff event (Fig. 3a) . Within ~10 h of the peak stream Q, the leading edge of a subsurface turbid plume had reached the downstream position of the buoy deployment in the reservoir, with a T n maximum of ~15 NTU at a depth of 18 m (Fig. 3a) . Approximately 28 h after the peak stream Q, the maximum turbidity impact was observed at that site, with a T n ~135 NTU at a depth of 11 m; values >100 NTU extended from about 9 to 16 m at that time (Fig. 3b) . The impact was clearly localized within stratified (metalimnetic) layers. This vertical T n signature is compelling evidence for the entry of the streams as turbid plunging inflows, or density currents. This vertical structure could not be well resolved by the long-term monitoring protocols conducted widely for other systems because of the limited number of depths (n = 3 or 4) sampled. Note that while the vast majority of the enrichment in T n was manifested in subsurface stratified depths, some modest increases to ~5 NTU occurred in the upper waters, consistent with the effects of mixing processes. The substantial thickness of the turbid plume (Fig. 3b) likely reflects not only the effects of mixing but also short-term variations in the density (e.g., T and SPM) differences between the streams and the reservoir during the event. The density current phenomenon occurs widely in lakes and reservoirs (Rueda and MacIntyre 2010, O'Donnell et al. 2011) .
Depth-length contours of T n are presented for 3 d based on observations with rapid profiling instrumentation collected from sites along the main axis of the reservoir (Fig. 4a-c) . Corresponding detailed profiles of T and T n are presented for the robotic site for reference. The highest T n values were observed on the first of the longitudinal survey days. Variations in the longitudinal direction were manifested for all of these cases, although T n enrichment extended along the entire reservoir at subsurface metalimnetic depths. The highest T n levels were positioned upstream of the robotic monitoring site and the intakes for the water supply on 31 August (Fig. 4a ) and 9 September (Fig. 4b) . On 22 September the highest T n levels extended to the dam (Fig. 4c) . These observations depict a progressive decrease in T n in the enriched layers noteworthy change in the withdrawal T n , consistent with the similar levels that prevailed in the upper and deep layers of the water column at that time (e.g., Fig. 4c ). The return to T n levels that approached the baseline (~2 NTU) in the withdrawn water took ~50 d following Hurricane Irene. and a broadening of the affected metalimnetic depths (Fig. 4a-c) , features consistent with the progression of particle loss (settling/coagulation) and mixing processes, respectively (Martin and McCutcheon 1999) .
The progression of the decrease in T n for the first 45 d following the event in the most impacted depths (8-18 m), based on robotic monitoring, was well represented by a log-linear relationship (Fig. 5) with a slope consistent with a first-order loss rate (0.024 d
−1
). This can be considered a lumped, or aggregate, rate that includes the effects of multiple processes (e.g., mixing and particle settling). This rate is within the broad range reported for similarly determined values following multiple runoff events at nearby (60 km) Schoharie Reservoir that receives large quantities of minerogenic sediment during runoff events . Levels of T n remained relatively uniform after ~45 d (between 3 and 8 NTU), although above pre-event conditions (Fig. 5) .
The time series of the withdrawal T n , extending from approximately 1 month before to 2 months following the runoff event, depicts substantial impacts (Fig. 6a) , despite withdrawal from intakes to avoid the most enriched layers. The pre-event levels (0.5-1.5 NTU) are the dominant case for this reservoir. Rarely have levels >2 NTU been observed (unpublished data, NYCDEP). The exceedance of 5 NTU for about 1 month after the event was an unprecedented occurrence for this reservoir. Note that withdrawal T n values can deviate from those of the water column depths that correspond to the dimensions of the intakes (Fig. 1) because of the cone effect for the withdrawal (Gelda and Effler 2007c) . The uppermost intake was being used at the time of the event, which would provide substantial avoidance benefit (Fig. 3b) for static stratification conditions; however, the effects of a seiche, reflected in short-term dynamics in T profiles (Fig. 6c) , induced by the hurricane-driven wind even of 28 August, probably caused the abrupt increase in withdrawal T n to nearly 15 NTU at the time of measurement on 29 August (Fig. 6a) . The period of seiche (Wetzel 2001) for the stratification conditions that prevailed was estimated to be 19 h. This high T n prompted a shift of the withdrawal to the bottom intake for avoidance, a change that was clearly manifested in the abrupt decrease in the withdrawal T (Fig. 6b) . Values of T n in the withdrawal over the following week were in the 6 to 9 NTU range. A change to the top intake on 9 September, depicted by the abrupt increase in the withdrawal T (Fig. 6b) , resulted in the second abrupt increase in T n to ~20 NTU (Fig. 6a) and the subsequent return to use of the deeper intake. This short-term increase in T n was likely a transitory effect from mid-depth inputs because it exceeded levels that could have been brought into the intake from the upper layers of the reservoir (no seiche at that time). On 16 September there was a return to the use of the upper intake (Fig. 6a) , without Characterizations and modeling of turbidity in a water supply reservoir following an extreme runoff event Inland Waters (2013) 3, pp. 377-390
Turbidity-causing particles
The contributions of the various chemical classes to the overall particle populations of Rondout Creek and the reservoir are presented in the context of contributions to PAV (Table 2) , which is linearly coupled to b, and thereby T n (Peng and Effler 2007) . Minerogenic particles, particularly clay minerals (Fig. 7a), dominated (i.e., b ≈ b m ) . On average, clay minerals represented 78 and 80% of PAV and PAV m in the reservoir, respectively, and 75 and 78% in Rondout Creek (Table 2 ). The second most important minerogenic particle type was quartz. Similar compositions were observed for this stream and the reservoir. Moreover, similar characteristics have been reported for other systems in the region ). Based on this composition breakdown, the T n -causing particles in Rondout Reservoir primarily had terrigenous origins. Note that over the monitored interval, despite the wide range of T n , only small variations in the composition of the responsible particles were observed. The dominance of minerogenic particles was further supported by the strong dependence of T n on PAV m and the small value of the y-intercept of the best-fit relationship (Fig. 7b) . Variations in PAV m explained 95% (p < 0.001) of the differences in T n according to linear least-squares regression.
Two PSDs are presented from the sampling of 31 August, from depths of 10 and 20 m at primary robotic profiling buoy site (Fig. 7c) . All the PSDs demonstrated a general shape found to recur for natural minerogenic particle populations in inland waters Effler 2007, Peng et al. 2009 ). Peaks in number concentrations were observed between ~0.2 and 0.6 µm (Fig. 7c ). Distinct differences in the trajectories of the 2 PSDs are evident, with relatively greater contributions by the smaller particles at the 10 m depth where T n and PAV m were higher. Corresponding size dependencies of b m (i.e., T n ; Peng et al. 2009 ) from Mie theory calculations based on the SAX results are presented for the same 2 samples in a cumulative format (Fig. 7d) . The different trajectories are consistent with the differences in the PSDs, with larger particles contributing more to T n at the deeper depth. The size associated with the 50 th percentile of these calculations (d 50 ; Fig. 7d) 78.2 ± 5.5 75.0 ± 3.7 quartz 10.3 ± 3.5 12.9 ± 4.6 Si-rich 3.5 ± 1.5 2.1 ± 0.3 Fe/Mn-rich 2.3 ± 1.9 1.2 ± 0.5 misc.
2.3 ± 0.9 2.5 ± 0.9 organics 1.0 ± 0.8 0.6 ± 0.2 diatom 2.4 ± 3.0 5.7 ± 2.9 associated with runoff events elsewhere . Nearly 20% of b m (i.e., T n ) was associated with particles with d ≥ 10 µm at the 20 m depth (Fig. 7d) . The other sample, from 10 m, had a size dependency (d 50 = 3.12 µm) more commonly reported in SAX characterizations, with much smaller contributions by particles outside of the 1-10 µm range Effler 2007, Peng et al. 2009 ). Profiles of T (Fig. 8a) and selected features of the SAX results for 2 d following the event, one 3 d after, the other 25 d after (Fig. 8b-8d) , provide valuable insights into the behavior of the minerogenic particle population delivered to the reservoir. This representation depicts the entry of minerogenic particles primarily into stratified depths from the event and the subsequent diminishment over the 22 d interval (Fig. 8b) , generally consistent with the T n patterns (Fig. 4) . The peak PAV m decreased ~6-fold and shifted downward ~10 m by the second date, acknowledging these are coarse vertical representations given the 5 m depth interval for SAX samples. Both of these features are qualitatively consistent with the progression of the effects of settling/coagulation losses over the interim.
The quartz (% of PAV m ; Fig. 8c ) and d 50 (Fig. 8d ) profiles depict patterns qualitatively consistent with the effects of the operation of morphometry-based sorting in the settling process. Quartz percentages were the highest at a depth below the PAV m peak and deeper on 31 August. These percentages remained lower in the upper waters 22 d later but with a maximum at mid-depths (Fig. 8c ) within stratified layers (Fig. 8a) . Despite the similarity in the light-scattering characteristics of clay and quartz for this system (e.g., similar initial PSDs and refractive indices; Peng and Effler 2007) , quartz is expected to settle faster because these particles have shapes that more closely approach sphericity compared to the platelet morphometry of clay particles. Thicknesses one-sixth of the length-width dimensions are not unusual for clay particles (Bates 1971) . The platelet effect has been described as contributing to the persistence of these particles in water columns and has been represented by a "shape factor" multiplier (<1) in certain settling velocity relationships (Davies-Colley et al. 2003 ; but not included in equation 2). Size sorting effects were also manifested in the changes in the d 50 profiles for the same days (Fig. 8d) . Distinctly higher d 50 values were observed on 31 August below the PAV m (and T n ) peak, presumably as a manifestation of the preferential settling of larger particles of the population from the overlying layers. Moreover, substantial systematic decreases in d 50 occurred throughout the water column over the subsequent 22 d, depicting a shift to populations with greater contributions from the smaller sizes, consistent with the preferential settling of the larger particles.
Model performance and selected applications
Hydrothermal submodel
Performance of this submodel is depicted through selected graphical representations (Fig. 9 ) and the root mean square error (RMSE) statistic. The calibrated 2-dimensional hydrothermal/transport model (see Table 1 ) performed well in tracking the seasonal stratification dynamics of the reservoir in 2010 and 2011, as represented in the patterns of volume-weighted epilimnetic and hypolimnetic Ts (Fig. 9a) . The timing of turnovers and T differences between the layers were well simulated, including the warmer hypolimnetic conditions of 2010, although hypolimnetic Ts were somewhat underpredicted in late summer of that year. The RMSE for the 2 calibration years was 0.93 °C. More vertically detailed performance is represented in comparisons of predicted and observed T profiles for months bracketing the runoff event at the robotic monitoring site (Fig. 9b) . The vertical details were generally well simulated. The largest deviations were observed in mid-September as somewhat underpredicted upper metalimnetic Ts. Validation of the submodel (coefficients from calibration unchanged) is demonstrated for 2 recent years (of the 23 y) for a deep water site, again in the format of seasonal volume-weighted epilimnetic and hypolimnetic Ts (Fig. 9c) . Performance for these 2 recent years, as well as for the other 21 y of validation testing, was good. The RMSE for the entire validation period was 1.16 °C. This level of performance compares favorably to other published modeling studies where this metric was reported for multiple years , Owens 1998 , Gelda and Effler 2007a . Moreover, the duration of successful continuous simulations of thermal stratification exceeds the previous maximum of 22 y (Gelda et al. 2012) . Finally, the model also performed reasonably well in simulating the temporal pattern of the withdrawal T over the August-October interval of 2011 that bracketed the event, including the abrupt changes in late August through mid-September associated with shifts in the intakes (depths) used (Fig. 6b) . Imperfect representation of the cone effect Effler 2007b, 2007c) and input from more than one intake may have contributed to the deviations from observations (Fig. 6b) .
Overall T n model(s)
Multiple attributes of the overall T n model(s) are considered here. The primary longitudinal and vertical features of the T n plume initially formed from the runoff event, as documented for 31 August (Fig. 10a) , was reasonably well simulated by both versions of the T n model ( Fig. 10b ; coagulation version shown) in the context of previously published modeling efforts Effler 2007a, Gelda et al. 2009 ), although vertical gradients were underpredicted. A statistical basis of performance is the normalized RMSE (RMSEN), obtained by dividing the RMSE by the observed peak at each profile site Effler 2007a, Gelda et al. 2009 ). The average RMSEN for the profile sites of 31 August of 21% compares favorably to the performance reported for T n modeling at other reservoirs Effler 2007a, Gelda et al. 2009 ). This primarily reflects good performance of the hydrothermal/transport submodel (e.g., features of transport initially dominate compared to kinetics), not only with respect to the entry of the tributary density currents, but also for transport along the reservoir's primary axis. Moreover, the total T n content of the reservoir on this date, based on the detailed reservoirwide profiling, was well matched (within 2%) by the model predictions. This also supports the estimates of T n loading for the event from the 2 tributaries that were based on the combination of monitoring and T n -Q relationships. The loads for the event were within 13% of the estimated reservoir-wide increase in T n assessed from the 31 August observations, adjusted for losses over the intervening 48 h since the event (according to the rate depicted in Fig. 5) .
The predicted diminishment of the elevated T n levels in the most enriched (metalimnetic) reservoir layers (8-18 m) tracked the observations well over the 45 d following the event with both of the T n submodels (Fig. 5) , although T n predictions were higher for the version without coagulation. The predicted values of the apparent loss rate for the 45 d following the event were within 10% of that based on observations. The somewhat higher T n levels that persisted into November, relative to the common pre-event baseline (T n ~ 1 NTU), were also well simulated by the coagulation version, but overpredicted by the version without coagulation (Fig. 5) .
Vertical performance was assessed by comparing the simulations to detailed profiles (n = 6) of T n collected by the robotic monitoring platform (Fig. 10c) . The initial vertical pattern was well simulated (30 Aug) by both T n models, with modest overprediction indicated for the near-surface waters. Differences in predictions of the 2 models became greater thereafter, with generally higher and progressively deeper peaks for the T n model without coagulation (Fig. 10c) . The metalimnetic peaks for both models were somewhat broader than the observations, suggesting vertical mixing may have been somewhat overpredicted. The coagulation version of the model tracked the magnitude and vertical position of the observed peak better starting a week after the event, and was clearly superior in simulating T n in the deeper near-bottom layers extending later in September and through October (Fig. 10c) . These features led us to select the model that includes coagulation as the best of the 2 T n submodels considered here. This comparative performance of T n models with and without coagulation is similar to that reported by Hofmann and Filella (1999) for Lake Lugano, where inclusion of the effects of coagulation was necessary to simulate the decrease in clay-based T n in that lake's hypolimnion. Inclusion of the effects of coagulation for the Rondout Reservoir model resulted in far better predictions of T n in the withdrawal during the 18 d interval when the bottom intake was used ( Fig. 6a ; 30 Aug-16 Sep).
The comprehensive monitoring that supported T n modeling for this extreme event was not conducted for earlier smaller events for this system; however, the withdrawal T n record offers an opportunity for further model validation, albeit in a less comprehensive manner. Simulations were conducted for the [2004] [2005] interval that included several small events and the major one in April 2005. The T n model (with coagulation) performed well in simulating the temporal signature of the withdrawal T n imparted by both the smaller events and the major April 2005 event (Fig. 10d) .
Model applications and utility
Selected applications of the tested model are presented here to illustrate the importance of representing both operational conditions (Fig. 11a and b) and the PSD of the minerogenic particles delivered to the reservoir during the runoff event (Fig. 11c) . The scenario predictions are compared to those of the calibrated model as vertical profiles for 1 September at the robotic platform site. The operational scenario corresponds to use of the deep intake since 1 January 2011 instead of the upper intake that actually prevailed. A major difference in the reservoir's stratification (and thereby the attendant mixing; Martin and McCutcheon 1999) regime is predicted for the deep intake scenario, which would have resulted in a substantially warmer water column overall and a deeper hypolimnion (Fig. 11a) . Clearly, this operational feature, the intake (i.e., depth of withdrawal) used, has a major effect on the stratification regime consistent with the high flushing rate of the reservoir. Moreover, such an guished from previous T n modeling contributions by the parsimonious expansion of the kinetic framework of the T n submodel to explicitly represent the effects of particle coagulation, which is critical to simulating deep layer T n patterns and T n dynamics in the withdrawal. Wider applications of this more robust T n model are recommended where similar issues prevail. The integrated program of contemporary monitoring protocols, individual particle characterization, and modeling (hydrothermal/transport and T n submodels) is highly transferable to other systems where inorganic particles cause turbidity problems. operational mode would have resulted in a different vertical pattern of T n following the event (Fig. 11b) , with somewhat lower levels distributed deeper and over a wider depth interval. The scenarios for PSD illustrate the importance of adopting a representative PSD, in this depiction, soon after the event. Placing all the T n in the smallest size class causes overprediction on that date, while specifying the largest size class results in gross underprediction for the impact depth and a near bottom peak that was not observed (Fig. 11c) . Features of the PSD specifications have importance in simulating the time course of the diminishment of impact over the subsequent interval (Fig. 10) , not shown here. These example applications illustrate the utility of the model for investigating the effects of operations, limnological processes, and particle behavior.
The modeling effort has served as an effective integrator of both long-term and event-based monitoring of inputs and the reservoir, detailed characterization of T n -causing particles, and basic features of transport and the thermal stratification regime. The model has both management and research utility and is recommended for management guidance (e.g., expectations for duration and preferred intake choices) in response to future events for this reservoir and for incorporation into the larger modeling tool under development to support operations of the overall multi-reservoir system (Gannet Fleming & Hazen and Sawyer 2007) . This larger modeling framework features the integration of robotic monitoring and modeling to provide near real-time simulations to support operations decisions for the system (Effler et al. 2013) . Selected applications of the tested model have illustrated the added value of the tool to provide insights on the influence of various drivers on T n patterns such as reservoir operations, and the importance of supporting information, particularly PSDs. This model is distin-
