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COHOMOLOGIE DES VARIE´TE´S DE
DELIGNE-LUSZTIG
FRANC¸OIS DIGNE, JEAN MICHEL, AND RAPHAE¨L ROUQUIER
Abstract. We study the cohomology of Deligne-Lusztig varieties
with aim the construction of actions of Hecke algebras on such co-
homologies, as predicted by the conjectures of Broue´, Malle and
Michel ultimately aimed at providing an explicit version of the
abelian defect conjecture. We develop the theory for varieties as-
sociated to elements of the braid monoid and partial compactifica-
tions of them. We are able to compute the cohomology of varieties
associated to (possibly twisted) rank 2 groups and powers of the
longest element w0 (some indeterminacies remain for G2). We use
this to construct Hecke algebra actions on the cohomology of vari-
eties associated to w0 or its square, for groups of arbitrary rank. In
the subsequent work [12], we construct actions associated to more
general regular elements and we study their traces on cohomology.
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1. Introduction
L’objet de cet article est la construction d’actions d’alge`bres d’Iwahori-
Hecke sur la cohomologie de certaines varie´te´s de Deligne-Lusztig. L’ex-
istence de ces actions fait partie des conjectures pre´cisant, pour les
groupes re´ductifs finis, la conjecture de Broue´ sur les blocs a` de´faut
abe´lien des groupes finis.
Dans ce travail, nous e´tablissons des proprie´te´s ge´ne´rales des varie´te´s
de Deligne-Lusztig et de leur cohomologie et nous montrons l’existence
des repre´sentations d’alge`bres de Hecke pour deux types de varie´te´s de
Deligne-Lusztig, celles associe´es a` l’e´le´ment pi du mono¨ıde de tresses
et a` sa racine carre´e w0. Nous y parvenons graˆce a` un calcul de la
cohomologie de certaines varie´te´s pour des groupes de rang 2 (celles
associe´es a` des puissances quelconques de w0).
Rappelons maintenant les conjectures auxquelles nous nous inte´ressons.
Soit G un groupe re´ductif connexe sur une cloˆture alge´brique d’un
corps fini, muni d’une isoge´nie F dont une puissance est un endomor-
phisme de Frobenius. Nous notons GF le groupe (fini) des points fixes
de F . Soit W le groupe de Weyl de G et B+ le mono¨ıde de tresses as-
socie´ a` W . Pour w ∈ W , on dispose d’un releve´ de longueur minimale
w dans B+.
Soit pi = w20, ou` w0 est l’e´le´ment de plus grande longueur de W . Soit
w ∈ W tel que w est une « F -racine d-ie`me de pi », i.e., (wF )d = piF d.
Dans [5], une action a` droite de CB(wF ) sur H
∗
c (X(w),Qℓ) est constru-
ite (de´duite d’une action de CB+(wF ) sur X(w)) et il est conjecture´
que
(i) l’action de QℓCB(wF ) sur H
∗
c (X(w),Qℓ) se factorise en une ac-
tion d’une alge`bre de Hecke « cyclotomique » relative a` CW (wF ).
(ii) HomQℓGF (H
i
c(X(w),Qℓ), H
j
c (X(w),Qℓ)) = 0 si i 6= j.
On passe de la conjecture ge´ne´rale sur les ℓ-blocs a` de´faut abe´lien a`
cette conjecture en faisant trois restrictions :
– on suppose que le centralisateur d’un groupe de de´faut est un tore
(son type est alors un e´le´ment re´gulier)
– on e´tend les scalaires de Zℓ a` Qℓ
– on se restreint aux caracte`res unipotents.
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Les conjectures (i) et (ii) devraient eˆtre comple´te´es par une pre´diction
des parame`tres de l’alge`bre de Hecke et de sa trace sur la cohomologie.
Les parties §2 et §3 de´veloppent des proprie´te´s ge´ne´rales des varie´te´s
de Deligne-Lusztig ge´ne´ralise´es et de leur cohomologie. Nous reprenons
et comple´tons des re´sultats de Deligne-Lusztig et Lusztig.
Dans §2, nous pre´sentons la construction, suivant Deligne, de varie´te´s
associe´es a` des e´le´ments du mono¨ıde de tresses. Plus ge´ne´ralement, nous
introduisons des compactifications partielles de ces varie´te´s, associe´es
a` des e´le´ments d’un mono¨ıde « comple´te´ ». Nous e´tablissons en par-
ticulier une relation avec des varie´te´s pour des sous-groupes de Levi
(proposition 2.3.13).
Dans §3.2, nous de´veloppons diffe´rentes techniques reliant la coho-
mologie de la varie´te´ X(w) a` celle de varie´te´s X(w′) pour des e´le´ments
w′ plus courts que w. Les techniques utilise´es reposent sur l’e´tude de
de´compositions des varie´te´s, de certains morphismes propres et de sit-
uations de lissite´ rationnelle.
Nous e´tudions la structure comme (QℓG
F )-module de la cohomolo-
gie des varie´te´s X(w) dans la partie §3.3. Nous e´tudions les valeurs
propres de l’endomorphisme de Frobenius. Nous de´crivons la partie de
la cohomologie ou` le groupe agit trivialement ou par la repre´sentation
de Steinberg. Nous e´tudions les e´le´ments w de longueur minimale tels
qu’une repre´sentation irre´ductible donne´e apparaˆıt dansH∗c (X(w),Qℓ).
Nous e´tudions les proprie´te´s de rationalite´ des caracte`res desH∗c (X(w),Qℓ)
dans la partie §3.4.
Dans la partie §4, nous de´terminons la structure comme (QℓGF )-
module de la cohomologie des varie´te´s X(wn0 ) pour des groupes de type
A2,
2A2, B2,
2B2 et
2G2 (nous obtenons aussi des re´sultats partiels pour
G2). Nous proce´dons par re´currence et nous devons calculer pour cela
la cohomologie de certaines varie´te´s X(ww2m0 ). A` de´calage et twist
de Tate pre`s (qui ne de´pendent que de la famille de la repre´sentation
irre´ductible concerne´e), le re´sultat ne de´pend pas de m et nous conjec-
turons (cf. §3.3.23) que de tels phe´nome`nes de pe´riodicite´ sont ge´ne´raux.
Ces calculs sont rendus possibles par les outils de´veloppe´s au §3.
La dernie`re partie §5 est consacre´e a` l’e´tude de certains endomor-
phismes des varie´te´s X(w). Elle ge´ne´ralise des re´sultats de [24] et [5].
Nous expliquons comment l’e´tude d’endomorphismes associe´s a` des
e´le´ments contenus dans un sous-groupe parabolique se rame`ne au cas de
varie´te´s associe´es au sous-groupe de Levi correspondant. Nous utilisons
ceci pour de´montrer que certains endomorphismes des varie´te´s X(pi) et
X(w0) ve´rifient des relations quadratiques et nous en de´duisons l’action
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d’alge`bres de Hecke sur la cohomologie (conforme´ment a` la conjecture
(i)).
Dans une suite de ce travail [12], la conjecture (i) est e´tablie pour
diverses classes d’e´le´ments re´guliers et la trace de l’alge`bre de Hecke
cyclotomique sur la cohomologie est e´tudie´e.
Nous remercions Luc Illusie, Bruno Kahn et Ge´rard Laumon pour
des discussions utiles a` ce travail.
2. Varie´te´s de Deligne-Lusztig et groupes de tresses
2.1. Groupes de tresses.
2.1.1. Soit (W,S) un syste`me de Coxeter fini, c’est-a`-dire, un groupe
fini W et une partie ge´ne´ratrice S de W telle que, si mss′ est l’ordre de
ss′ pour s, s′ ∈ S, alors W admet comme pre´sentation
<s ∈ S | s2 = 1, ss′ · · ·︸ ︷︷ ︸
mss′
= s′s · · ·︸ ︷︷ ︸
mss′
>
Soit W un ensemble muni d’une bijection W
∼−→W, w 7→ w et soit
l la longueur sur W de´finie par l’ensemble de ge´ne´rateurs S. Nous
de´finissons le mono¨ıde de tresses d’Artin-Tits B+ associe´ a` W par la
pre´sentation
<w ∈W | w1w2 = w′ lorsque w1w2 = w′ et l(w1) + l(w2) = l(w′)>.
L’application w 7→ w induit un morphisme de mono¨ıdes β : B+ → W .
Notons S le sous-ensemble de W en bijection avec S. La pre´sentation
pre´ce´dente est e´quivalente (cf. e.g. [28, proposition 1.1]) a` la pre´sentation
« classique »
<s ∈ S | ss′ · · ·︸ ︷︷ ︸
mss′
= s′s · · ·︸ ︷︷ ︸
mss′
>.
Nous notons aussi l la longueur sur B+ de´finie par S. Alors,W = {w ∈
B+|l(w) = l(β(w))}.
On note B le groupe de meˆme pre´sentation que B+ : c’est le groupe
de tresses d’Artin-Tits. L’application canonique B+ → B est injective
(cf. e.g. [28, corollaire 3.2]). L’identite´ de S s’e´tend uniquement en un
anti-automorphisme de B+, appele´ retournement.
Nous notons « ≤ » l’ordre de Bruhat sur W . Pour w ∈ W , nous
appelons support de w l’ensemble {s ∈ S | s ≤ w}.
Pour I ⊂ S, nous notons WI le sous-groupe de W engendre´ par I.
On a w ∈ WI ou` I est le support de w. On note wI0 l’e´le´ment de plus
grande longueur deWI et on pose w0 = w
S
0 . Nous dirons que w ∈ W est
I-re´duit (resp. re´duit-I) si pour tout s ∈ I on a sw > w (resp. ws > w).
COHOMOLOGIE DES VARIE´TE´S DE DELIGNE-LUSZTIG 5
Notons que w ∈ W est I-re´duit (resp. re´duit-I) si et seulement si pour
tout v ∈ WI , on a l(v) + l(w) = l(vw) (resp. l(w) + l(v) = l(wv)).
Soit pi = w20 ; c’est un e´le´ment central deB (lorsqueW est irre´ductible,
c’est le ge´ne´rateur positif du centre du groupe des tresses pures, noyau
de β : B →W ).
2.1.2. Il nous sera commode de travailler avec une version enrichie de
B+.
Soit W un ensemble muni d’une bijection W
∼−→W , w 7→ w. Le
mono¨ıde de tresses comple´te´ B+ a pour ensemble de ge´ne´rateurs
{y(w), y(w′)}w∈W,w′∈W et pour relations
• y(1) = y(1) = 1,
• y(w1)y(w2) = y(w1w2) pour l(w1w2) = l(w1) + l(w2),
• y(w)y(w′) = y(ww′) lorsque w et w′ ont des supports disjoints,
• y(w)y(w′) = y(w′)y(w) lorsque wv = vw et l(wv) = l(w) + l(v)
pour tout v ≤ w′.
On a une injection B+ → B+ induite par w 7→ y(w) qui nous permet
d’identifier B+ avec le sous-mono¨ıde de B+ engendre´ par les y(w). On
note w = y(w) et on poseW = {w}w∈W . On munit B+ d’une fonction
longueur : c’est le morphisme de mono¨ıdes l : B+ → N donne´ par
l(w) = l(w) = l(w).
On dispose d’un morphisme ρ : B+ → B+ donne´ par y(w) 7→ w et
y(w) 7→ w. C’est une section de l’injection canonique.
Remarque 2.1.3. Une proprie´te´ remarquable de B+ est l’existence d’un
morphisme de mono¨ıdes B+ → ZB+ donne´ par y(w) 7→ w et y(w) 7→∑
v≤w v. Si ce morphisme s’ave´rait ne pas eˆtre injectif, il y aurait lieu
d’e´tudier si les relations supple´mentaires donnent lieu a` des relations
entre varie´te´s correspondantes (cf. §2.2.14).
2.1.4. Nous rappelons maintenant la construction et les proprie´te´s des
formes normales des e´le´ments de B+.
Nous notons 4 la divisibilite´ a` gauche dans B+, i.e., x 4 y s’il existe
z ∈ B+ tel que xz = y. Le mono¨ıde B+ e´tant simplifiable, la relation 4
est un ordre partiel. Nous notons B+I (resp. BI) le sous-mono¨ıde de B
+
(resp. le sous-groupe de B) engendre´ par I, ou` I ⊂ S (B+I s’identifie
au mono¨ıde des tresses du sous-groupe WI de W engendre´ par I). De
meˆme, nous notons B+I le sous-mono¨ıde de B
+ engendre´ par I ∪WI .
Lemme-De´finition 2.1.5. Soit w ∈ B+. Alors
(i) Il existe un unique diviseur a` gauche maximal de w dans W.
Nous le notons α(w), et nous posons ω(w) = α(w)−1w.
(ii) Il existe un unique diviseur a` gauche maximal de w dans B+I .
Nous le notons αI(w) et nous posons ωI(w) = αI(w)
−1w.
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De´monstration. Preuve (i) est, par exemple, [28, proposition 2.1]. (ii)
re´sulte imme´diatement de [28, lemme 1.4] car l’ensemble des x ∈ B+I
tel que x 4 w ve´rifie les hypothe`ses de loc. cit. 
Nous dirons qu’une de´composition w = w1 · · ·wk est la forme nor-
male de w si pour tout i on a wi = α(wiwi+1 · · ·wk). Le mono¨ıde B+
e´tant simplifiable, tout w posse`de une unique forme normale, qui en
donne une de´composition canonique en produit d’e´le´ments de W.
Le re´sultat suivant est classique (cf. par exemple [28, Corollaire 4.4]).
Proposition 2.1.6. Soit σ un automorphisme du syste`me de Coxeter
(W,S).
(i) (W σ, {tI}I∈S/σ) est un syste`me de Coxeter, ou` tI = wI0 et I
de´crit l’ensemble des orbites de σ dans S. De plus, les longueurs
dans ce syste`me de Coxeter s’ajoutent si et seulement si elles
s’ajoutent dans W .
(ii) On a un isomorphisme B+Wσ
∼−→CB+(σ), tI 7→ wI0.
2.2. Varie´te´s « classiques ».
2.2.1. Nous rappelons ici quelques re´sultats ge´ome´triques qui nous
seront utiles par la suite.
Soit k un corps alge´briquement clos. On appelle varie´te´ sur k un
sche´ma quasi-projectif sur k.
Soit {Zi} une famille finie de sous-varie´te´s localement ferme´es d’une
varie´te´ X . Nous notons
⋃
Zi l’union de ces sous-varie´te´s — ce sera une
sous-varie´te´ localement ferme´e lorsque nous utiliserons cette notation.
Nous notons aussi
∐
Zi cette union lorsque Zi ∩ Zj = ∅ pour i 6= j.
On utilisera le re´sultat suivant, pour montrer que certains mor-
phismes de varie´te´s sont des isomorphismes [2, proposition II.6.6 et
corollaire de 6.1].
The´ore`me 2.2.2. Soit f : X → Y un morphisme bijectif. On suppose
que les composantes irre´ductibles de X sont ses composantes connexes
et que Y est normal. Si f est se´parable (par exemple birationnel), alors
c’est un isomorphisme.
Proposition 2.2.3. Soit f : X → Y une fibration localement triviale
de fibre normale (resp. lisse). Alors, X est normale (resp. lisse) si et
seulement si Y est normale (resp. lisse).
De´monstration. Preuve En effet, localement pour la topologie de Zariski,
on a un produit carte´sien. Dans le cas d’un produit carte´sien, l’asser-
tion sur la lissite´ est e´tablie dans [6, VI, III the´ore`me 2] et celle sur la
normalite´ dans [6, V, I proposition 3]. 
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Nous aurons aussi besoin de comparer des proprie´te´s a` travers un
reveˆtement e´tale [29, I, remarque 2.24 et proposition 3.17].
Proposition 2.2.4. Soit f : X → Y un reveˆtement e´tale fini. Alors, X
est lisse (resp. normale) si et seulement si Y est lisse (resp. normale).
De´finition 2.2.5. Nous dirons qu’un endomorphisme fini φ d’une varie´te´
X « ve´rifie la formule des traces » si
∑
i(−1)iTrace(φ|H ic(X,Qℓ)) =
|Xφ|.
Rappelons la formule des traces de Lefschetz « classique » [29, The-
orem 12.3].
The´ore`me 2.2.6. Si X est une varie´te´ projective lisse et si le graphe
de φ est transverse a` la diagonale, alors, φ ve´rifie la formule des traces.
Le the´ore`me suivant (conjecture de Deligne) est duˆ a` Fujiwara [13] :
The´ore`me 2.2.7. Soit X une varie´te´ sur la cloˆture alge´brique d’un
corps fini, munie d’un endomorphisme de Frobenius F et soit φ un
endomorphisme fini de X. Alors pour n entier suffisamment grand et
tel que F n commute a` φ, l’endomorphisme φF n ve´rifie la formule des
traces. En particulier, pour un tel n on a∑
i
(−1)iTrace(φ|H ic(X,Qℓ)) = − lim
t→∞
∞∑
k=1
|XφFnk|tk.
2.2.8. Dans cet article nous utiliserons les notations suivantes : p est
un nombre premier, F¯p est une cloˆture alge´brique du corps fini Fp, G
est un groupe re´ductif connexe sur F¯p muni d’une isoge´nie F dont une
puissance est l’endomorphisme de Frobenius attache´ a` une structure
rationnelle de G sur un corps fini. Nous notons GF le groupe (fini) des
points fixes de G sous F . Nous notons δ le plus petit entier tel que
F δ soit un endomorphisme de Frobenius munissant G d’une structure
rationnelle de´ploye´e sur le sous-corps Fqδ a` q
δ e´le´ments de F¯p, ou` q est
un nombre re´el positif de´fini par cette condition (qδ est une puissance
entie`re de p).
Nous notons B la varie´te´ des sous-groupes de Borel de G et W le
groupe de Weyl de G : ses e´le´ments correspondent aux orbites de
G dans son action diagonale sur B × B. Muni de l’ensemble S de
ge´ne´rateurs correspondant aux orbites de dimension 1,W est un groupe
de Coxeter. Pour w ∈ W , nous notons O(w) l’orbite correspondante.
On a un isomorphisme canonique O(w)×B O(w′) ∼−→O(ww′) donne´ par
la premie`re et la dernie`re projection lorsque l(ww′) = l(w) + l(w′).
On dit que B1 est en position relative w avec B2 (et on note B1
w−→
B2) lorsque (B1,B2) ∈ O(w).
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L’action de F surW stabilise S. L’application correspondante S→ S
s’e´tend de manie`re unique en un automorphisme B → B. On a obtenu
ainsi une action de F sur B compatible (via β) avec l’action sur W .
On de´finit de meˆme une action de F sur B+ par F (y(w)) = y(F (w))
et F (y(w)) = y(F (w)). L’ordre de cette action est δ.
On fixe dans toute la suite un couple F -stable T ⊂ B forme´ d’un tore
maximal de G et d’un sous-groupe de Borel le contenant. La varie´te´ B
s’identifie a` G/B par l’isomorphisme gB 7→ gB. On identifie le groupe
de Weyl a`NG(T)/T, en associant l’orbite de (B,
wB) a` w ∈ NG(T)/T ;
avec l’identification ci-dessus, on a
O(w) ∼−→{(g1B, g2B) ∈ G/B×G/B | g−11 g2 ∈ BwB}.
La ge´ome´trie des orbites O(w) est lie´e a` celle des cellules de Bruhat
B(w) = {B′ ∈ B | B w−→ B′}, qui sont des espaces affines de dimension
l(w). L’adhe´rence de B(w) dans B est la varie´te´ de Schubert B(w) =∐
w′≤w B(w′).
Lemme 2.2.9. Soit O(w) l’adhe´rence de O(w) dans B × B.
(i) On a O(w) =∐w′≤wO(w′).
(ii) La varie´te´ O(w) est lisse si et seulement si B(w) est lisse.
De´monstration. Preuve Conside´rons le diagramme :
G×G q //
p

B × B
G r
// B
ou` les fle`ches sont donne´es par q(g1, g2) = (
g1B, g2B), p(g1, g2) = g
−1
1 g2
et r(g) = gB. Les morphismes p, q, r sont ouverts. On a r−1(B(w)) =
BwB. On en de´duit que l’adhe´rence de BwB est e´gale a` r−1(B(w)) =∐
w′≤wBw
′B, car cette dernie`re varie´te´ est une union de fibres de r.
De meˆme, l’adhe´rence dans G×G de p−1(BwB) = {(g1, g2) ∈ G×G |
g−11 g2 ∈ BwB} est {(g1, g2) ∈ G ×G | g−11 g2 ∈
∐
w′≤wBw
′B} ; enfin
ces deux dernie`res varie´te´s e´tant unions de fibres de q et ayant pour
images par q respectivement O(w) et ∐w′≤wO(w′), on en de´duit le (i)
du lemme.
Le (ii) se de´duit (cf. proposition 2.2.3) du fait que dans le diagramme
ci-dessus q et r sont des fibrations localement triviales de fibre B ×B
et B respectivement et que p est une fibration triviale de fibre G. 
Corollaire 2.2.10. Soit I ⊂ S. Alors, les varie´te´s B(wI0) et O(wI0)
sont lisses.
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De´monstration. Preuve On a B(wI0) ≃ BWIB/B ou` BWIB est un
sous-groupe parabolique de G, donc B(wI0) est une varie´te´ lisse. Par
conse´quent, O(wI0) est lisse d’apre`s le lemme 2.2.9. 
2.2.11. Pour w ∈ W , nous posons O(w) = O(w), B(w) = B(w),
BwB = BwB et nous e´crirons B1
w−→ B2 la proprie´te´ « (B1,B2) ∈
O(w) ».
Avec ces notations, nous avons la
De´finition 2.2.12. Pour t1, . . . , tk ∈ W ∪W , nous posons
O(t1, . . . , tk) = O(t1)×B O(t2)×B · · · ×B O(tk)
= {(B1, . . . ,Bk+1) ∈ Bk+1 | Bi ti−→ Bi+1}
∼−→{(g1B, . . . , gk+1B) ∈ (G/B)k+1 | g−1i gi+1 ∈ BtiB}.
Nous notons p′ : O(t1, . . . , tk) → B, (B1, . . . ,Bk+1) 7→ B1 la premie`re
projection et p′′ : (B1, . . . ,Bk+1) 7→ Bk+1 la dernie`re projection.
Lemme 2.2.13. Soient t1, . . . , tk ∈ W∪W . Alors, la varie´te´O(t1, . . . , tk)
est normale. Si la varie´te´ O(ti) est lisse pour tout i, alors la varie´te´
O(t1, . . . , tk) est lisse.
De´monstration. Preuve Notons q′k (resp. q
′′
k) l’oubli du premier (resp.
du dernier) sous-groupe de Borel ; nous allons de´montrer par re´currence
sur k que ces applications de´finissent des fibrations localement triviales
O(t1, . . . , tk) → O(t2, . . . , tk) (resp. O(t1, . . . , tk) → O(t1, . . . , tk−1)),
de fibres isomorphes a` B(t1) (resp. B(tk)).
De´montrons tout d’abord le re´sultat pour k = 1. On a un carre´
carte´sien
Z
s //
p

O(t1)
p′=q′′1

G r
// B
ou` Z = {(g,B′) ∈ G × B|(gB,B′) ∈ O(t1)}, r(g) = gB, s(g,B′) =
(gB,B′) et p est la premie`re projection. On a un isomorphisme G ×
B(t1) ∼−→Z, (g,B′) 7→ (g, gB′), donc p est une fibration triviale de fibre
B(t1). Puisque r est une fibration localement triviale de fibre B, on
en de´duit que p′ est une fibration localement triviale de fibre B(t1)
(localement, on a un produit direct).
Le cas de la seconde projection p′′ = q′1 se traite de manie`re syme´trique.
10 FRANC¸OIS DIGNE, JEAN MICHEL, AND RAPHAE¨L ROUQUIER
Nous traitons maintenant le cas ge´ne´ral par re´currence sur k. On
conside`re le carre´ carte´sien
O(t1, . . . , tk)
q′k //
q′′k

O(t2, . . . , tk)
q′′k−1

O(t1, . . . , tk−1)
q′k−1
// O(t2, . . . , tk−1)
Par re´currence, q′k−1 est une fibration localement triviale de fibre B(t1)
et q′′k−1 est une fibration localement triviale de fibre B(tk). Par conse´quent,
q′′k et q
′
k sont des fibrations localement triviales de fibres B(tk) et B(t1)
respectivement (localement on a des produits carte´siens au-dessus d’un
ouvert de O(t2, . . . , tk−1)).
On de´duit alors par re´currence que O(t1, . . . , tk) est normale (propo-
sition 2.2.3) car les varie´te´s de Schubert B(ti) sont normales [30, the´ore`me
3].
Si les varie´te´s O(ti) sont lisses, les varie´te´s B(ti) le sont aussi d’apre`s
le lemme 2.2.9 et on de´duit par re´currence que O(t1, . . . , tk) est lisse
(proposition 2.2.3). 
2.2.14. Nous allons maintenant ge´ne´raliser l’ide´e de [5, 8] consistant
a` associer une varie´te´ a` un e´le´ment de B+ au cas d’e´le´ments de B+.
Nous allons voir que la construction de [8] se recolle convenablement.
Pour t1, . . . , tk ∈ W∪W et t′1, . . . , t′k ∈ W , nous e´crirons (t′1, . . . , t′k) ⊂
(t1, . . . , tk) si pour tout i, on a t
′
i = ti ou ti = w ∈ W et t′i ≤ w. On a
une de´composition en union de sous-varie´te´s localement ferme´es
(2.2.15) O(t1, . . . , tk) =
∐
(t′1,...,t
′
k
)⊂(t1,...,tk)
O(t′1, . . . , t′k).
Proposition 2.2.16. Soient w,w′ ∈ W .
(i) On a une immersion ouverte canonique O(w)→ O(w).
(ii) Si w ≤ w′, alors on a une immersion ferme´e canonique O(w)→
O(w′).
(iii) Si l(ww′) = l(w) + l(w′), alors (p′, p′′) induit un morphisme
canonique O(w,w′) → O(ww′) qui se restreint en un isomor-
phisme canonique O(w,w′) ∼−→O(ww′).
(iv) Si w et w′ ont des supports disjoints, alors le morphisme canon-
ique
(p′, p′′) : O(w,w′) ∼−→O(ww′)
est un isomorphisme.
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(v) Si l(wv) = l(w)+ l(v) pour tout v ≤ w′, alors (p′, p′′) induit un
isomorphisme canonique O(w,w′) ∼−→∐v≤w′ O(wv). De meˆme,
si l(vw′) = l(v) + l(w′) pour tout v ≤ w, alors (p′, p′′) induit
un isomorphisme canonique O(w,w′) ∼−→∐v≤wO(vw′).
(vi) Si wv = vw ≥ w pour tout v ≤ w′, alors on a un isomorphisme
canonique
O(w,w′) ∼−→O(w′, w)
caracte´rise´ par la commutativite´ du diagramme
O(w,w′) ∼ //
(p′,p′′) &&LL
LL
LL
LL
LL
O(w′, w)
(p′,p′′)xxrrr
rr
rr
rr
r
O(ww′)
.
De´monstration. Preuve (i), (ii), (iii) sont conse´quences imme´diates des
de´finitions ou sont des proprie´te´s classiques de l’ordre de Bruhat.
De´montrons (iv). La caracte´risation de l’ordre de Bruhat par les
suites extraites d’une de´composition re´duite montre que {v | v ≤
ww′} = {v1v2 | (v1, v2) ⊂ (w,w′)}. Comme de tels v1, v2 ve´rifient les
hypothe`ses de (iii), le morphisme est un isomorphisme entre les ter-
mes de la de´composition (2.2.15), il est donc bijectif. Il se restreint en
un isomorphisme entre les ouverts denses O(w,w′) ∼−→O(ww′), donc il
est birationnel. Puisque les varie´te´s conside´re´es sont normales (lemme
2.2.13), c’est un isomorphisme (the´ore`me 2.2.2).
Pour de´montrer (v), nous commenc¸ons par un lemme.
Lemme 2.2.17. Soit I un sous-ensemble de S, soit w ∈ W un e´le´ment
re´duit-I, soit w′ ∈ WI et soit v ≤ ww′.
Si v ≥ w, alors v = ww′1 ou` w′1 ≤ w′. Sinon, v = w1w′1 ou` w1 < w,
w′1 ≤ w′ et l(w1w′1) = l(w1) + l(w′1).
De´monstration. Preuve Puisque v ≤ ww′, il existe v1 ≤ w et v′1 ≤ w′
tels que v = v1v
′
1. D’apre`s le lemme d’e´change, il existe w1 ≤ v1 et
w′1 ≤ v′1 tels que v = w1w′1 et l(v) = l(w1) + l(w′1).
Si v 6≥ w, alors w1 6= w, donc w1 < w, d’ou` la conclusion de l’e´nonce´
dans ce cas.
Supposons maintenant v ≥ w. Comme pre´ce´demment, il existe w2 ≤
w1 et w
′
2 ≤ w′1 tels que w = w2w′2 et l(w) = l(w2) + l(w′2). Puisque
w′2 ∈ WI et w est re´duit-I, on a w′2 = 1, donc w ≤ w1 et finalement
w = w1. 
Supposons l(wv) = l(w) + l(v) pour tout v ≤ w′. Alors, w est
re´duit-I, pour I le support de w′. Il re´sulte du lemme 2.2.17 que
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le comple´mentaire de
∐
w′1≤w′ O(ww′1) dans O(ww′) est l’union desO(w1w′1) ou` w1 < w, w′1 ≤ w′ et l(w1w′1) = l(w1) + l(w′1). Comme
les longueurs s’ajoutent, si w2 ≤ w1 et w′2 ≤ w′1 alors w2w′2 ≤ w1w′1 donc
cette union est une sous-varie´te´ ferme´e. Par conse´quent,
∐
w′1≤w′ O(ww′1)
est une sous-varie´te´ ouverte de la varie´te´ normale O(ww′), donc c’est
une varie´te´ normale. On conclut comme pre´ce´demment que (p′, p′′) :
O(w,w′)→∐w′1≤w′ O(ww′1) est un isomorphisme.
La seconde partie de (v) se de´montre de la meˆme manie`re.
L’hypothe`se de (vi) montre que w est re´duit-I et I-re´duit, ou` I est
le support de w′. L’assertion (vi) est alors conse´quence imme´diate de
(v). 
La proposition 2.2.16 fournit, par produits fibre´s, des morphismes
canoniques pour les varie´te´s associe´es a` des suites. Par exemple, (vi)
fournit un isomorphisme canonique
O(t1, . . . , tr, w, w′, tr+1, . . . , tk) ∼−→O(t1, . . . , tr, w′, w, tr+1, . . . , tk)
pour t1, . . . , tk ∈ W ∪W . Les isomorphismes donne´s par les (iii), (iv) et
(vi) de la proposition 2.2.16 sont associe´s a` chacun des trois types de
relations de B+ : en composant ces isomorphismes on dispose donc d’i-
somorphismes entre deux varie´te´s O(t1, . . . , tk) et O(t′1, . . . , t′k) lorsque
t = t1 · · · tk et t′ = t′1 · · · t′k′ sont e´gaux dans B+.
Proposition-De´finition 2.2.18. Soit t ∈ B+. Le syste`me d’isomor-
phismes entre varie´te´s O(t′1, . . . , t′k) telles que t′1 · · · t′k = t est transitif
et on note O(t) la limite projective du syste`me. Elle est munie d’une
application (premie`re et dernie`re projections, que nous notons (p′, p′′))
vers B × B.
De´monstration. Preuve Lorsque t ∈ B+, le re´sultat est duˆ a` Deligne
[8, application 2].
Dans le cas ge´ne´ral, les items (iv) et (vi) de la proposition 2.2.16 mon-
trent que les isomorphismes entre varie´te´s O(t1, . . . , tk) correspondant
a` une relation de B+ sont de´termine´s par des isomorphismes corre-
spondants donne´s par la proposition 2.2.16 (iii) entre les termes de la
de´composition (2.2.15) de ces varie´te´s, c’est-a`-dire des isomorphismes
dont la transitivite´ a e´te´ de´montre´e par Deligne. On en de´duit donc la
transitivite´ du syste`me d’isomorphismes en ge´ne´ral. 
Chaque de´composition t = t1 · · · tk avec ti ∈ W ∪W fournit un
isomorphisme canonique O(t) ∼−→O(t1, . . . , tk).
L’action de F sur B induit un morphisme
O(t1, . . . , tk)→ O(F (t1), . . . , F (tk)).
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Ces morphismes sont compatibles aux isomorphismes canoniques de la
proposition 2.2.16. Par conse´quent, F induit un morphisme O(t) →
O(F (t)), pour tout t ∈ B+.
2.3. Varie´te´s de Deligne-Lusztig ge´ne´ralise´es.
2.3.1. Nous allons maintenant introduire les varie´te´s de Deligne-Lusztig
attache´es aux e´le´ments du mono¨ıde de tresses et des compactifications
partielles de ces varie´te´s associe´es aux e´le´ments du mono¨ıde de tresses
comple´te´. Ces varie´te´s sont l’objet principal d’e´tude de cet article.
De´finition 2.3.2. Soit t ∈ B+ et soit Γ ⊆ B×B le graphe de F . Nous
appelons « varie´te´ de Deligne-Lusztig » attache´e a` t la varie´te´
X(t) = O(t)×(B×B) Γ = {x ∈ O(t) | p′′(x) = F (p′(x))}.
De meˆme, pour t1, . . . , tk ∈ W ∪W , nous posons
X(t1, . . . , tk) = {(B1, . . . ,Bk) | (B1, . . . ,Bk, F (B1)) ∈ O(t1, . . . , tk)}.
Nous noterons parfoisXG(t) (resp.X(t, F ), resp.XG(t, F )) pour pre´ciser
le groupe (resp. l’isoge´nie, resp. le groupe et l’isoge´nie) utilise´ dans la
de´finition de la varie´te´.
Les varie´te´s de Deligne-Lusztig sont munies d’une action de GF :
l’action diagonale de G sur Bk+1 se restreint en une action de GF sur
X(t1, . . . , tk).
L’endomorphisme F induit un morphisme X(t) → X(F (t)) pour
tout t ∈ B+. En particulier, les varie´te´s de Deligne-Lusztig sont munies
d’une action de F δ. Si t ∈ (B+)F , alors X(t) est munie d’une action
de F .
Notons que, de meˆme que pour les varie´te´sO(t), chaque de´composition
t = t1 · · · tk avec ti ∈W ∪W fournit un isomorphisme canonique
X(t)
∼−→X(t1, . . . , tk).
Par composition, on obtient un isomorphisme canonique
X(t1, . . . , tk)
∼−→X(t′1, . . . , t′k′)
pour t′1, . . . , t
′
k′ ∈ W ∪W tels que t1 · · · tk = t′1 · · · t′k′.
Pour w ∈W, la varie´te´ X(w) est isomorphe a` la varie´te´ de Deligne-
Lusztig « ordinaire » [9, de´finition 1.4]
X(w)
∼−→
p′
X(w) = {B′ ∈ B | B′ w−→ F (B′)} ∼−→{gB ∈ G/B | g−1F (g) ∈ BwB}.
Plus ge´ne´ralement, nous pouvons identifier les varie´te´s de Deligne-
Lusztig associe´es a` des e´le´ments du mono¨ıde de tresses a` des varie´te´s de
Deligne-Lusztig ordinaires pour un autre groupe et une autre isoge´nie
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en appliquant la proposition suivante dans le cas ou` les ti sont dansW
(cf. [23, §1.18]).
Proposition 2.3.3. Soit F1 l’isoge´nie de G
k de´finie par
F1(g1, . . . , gk) = (g2, . . . , gk, F (g1)).
Soit t = t1 · · · tk ∈ B+. Alors, on a un isomorphisme entre X(t) et la
varie´te´ XGk(t
′, F1) attache´e a` l’e´le´ment t′ = (t1, . . . , tk) du mono¨ıde
de tresses comple´te´ (B+)k du groupe de Weyl de Gk. L’action de F δ
correspond par cet isomorphisme a` l’action de F kδ1 et l’action de G
F a`
celle de (Gk)F1.
De´monstration. Preuve Notons OGk(t′) la varie´te´ associe´e a` t′ dans le
groupe Gk. Soit t′ = t′1 · · · t′l une de´composition en e´le´ments de Wk ∪
Wk avec t′i = (t
′
i,1, . . . , t
′
i,k) et t
′
i,j ∈ W ∪W. On a un isomorphisme
de la varie´te´
{(x1, . . . , xl+1) ∈ OGk(t′1, . . . , t′l) |
x1 = (B1,B2, . . . ,Bk), xl+1 = (B2,B3, . . . ,Bk,Bk+1)};
vers OG(t′1,1, . . . , t′l,k) donne´ par
(x1, . . . , xl+1) 7→
(p1(x1), . . . , p1(xl+1) = p2(x1), . . . , p2(xl+1), . . . , pk(x1), . . . , pk(xl+1))
ou` pi : G
k → G est la i-e`me projection.
Comme t = t′1,1 · · · t′l,k, on a un isomorphisme canonique
O(t′1,1, . . . , t′l,k) ∼−→O(t).
La varie´te´ X(t) e´tant la sous-varie´te´ de O(t) de´finie par p′′(x) =
F (p′(x)), on obtient l’isomorphisme annonce´.
Par cette identification, l’action de F kδ1 correspond bien a` celle de F
δ
et celle de (Gk)F1 a` celle de GF . 
2.3.4. La proposition suivante montre que pour b ∈ B+, les varie´te´s
X(b) sont lisses et montre aussi que si b = w1 · · ·wk est une de´composition
en produit d’e´le´ments de W d’un e´le´ment de B+ telle que O(wi) est
lisse pour chaque i, alors X(w1 · · ·wk) est une compactification lisse
de X(b).
Proposition 2.3.5. Soit t ∈ B+ ; alors, la varie´te´ X(t) est nor-
male. De plus, si pour tout e´le´ment w de W qui intervient dans une
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de´composition de t, la varie´te´ O(w) est lisse, alors, la varie´te´ X(t) est
lisse.
De´monstration. Preuve En conside´rant les e´le´ments (1, . . . , 1, ti, 1, . . . , 1) ∈
(B+)k, la proposition 2.3.3 rame`ne la preuve au cas ou` on a t = t1 · · · tk
avec ti ∈ W
⋃
W tel que pour tout (t′1, . . . , t
′
k) ⊂ (t1, . . . , tk) avec
t′1, . . . , t
′
k ∈ W , on a l(t′1 · · · t′k) =
∑
i l(t
′
i).
On noteBtB =
∐
(t′1,...,t
′
k)
Bt′1 · · · t′kB et B(t) =
∐
(t′1,...,t
′
k)
B(t′1, . . . , t′k),
ou` (t′1, . . . , t
′
k) ⊂ (t1, . . . , tk) et t′1, . . . , t′k ∈ W . On suit la preuve de [25,
lemme 4.3]. Soit L : G → G, g 7→ g−1F (g) l’application de Lang :
c’est l’application quotient par GF , pour son action par multiplication
a` gauche. C’est donc un reveˆtement e´tale de groupe de Galois GF . Soit
r : G→ B, g 7→ gB. On a r−1(B(t)) = BtB et r−1(X(t)) = L−1(BtB),
ou` on a identifie´ X(t) a` une sous-varie´te´ de B via p′.
On a un diagramme commutatif
L−1(BtB)
r

L // BtB
r

X(t) B(t)
Rappelons que r est une fibration localement triviale de fibre B
(cf. preuve du lemme 2.2.9). Par conse´quent, la normalite´ ou la lis-
site´ de B(t) est e´quivalente a` celle de BtB (proposition 2.2.3). Il en est
de meˆme pour X(t) et L−1(BtB) (proposition 2.2.4). La proposition
re´sulte alors de [30, the´ore`me 3] et du lemme 2.2.9. 
Notons que, puisque O(s) est lisse lorsque s ∈ S (cf. corollaire
2.2.10), l’hypothe`se de la proposition 2.3.5 sera ve´rifie´e si les seuls
e´le´ments de W qui interviennent dans t sont de la forme s ou` s ∈ S.
Proposition 2.3.6. Soit t ∈ B+.
(i) La varie´te´ X(t) est de dimension l(t) et ses composantes con-
nexes sont irre´ductibles.
(ii) Si t ∈ B+, alors X(t) est quasi-affine.
(iii) Si t = t1 · · · tr avec ti ∈ W et q ≥ h ou` h est le nombre de
Coxeter de G, alors X(t) est affine.
(iv) Si t est un produit d’e´le´ments de W, alors X(t) est projective.
De´monstration. Preuve Soit b l’e´le´ment du mono¨ıde de tresses produit
des e´le´ments obtenus en remplac¸ant dans t chaque e´le´ment w par w.
Alors, X(b) est un ouvert dense de X(t) ; d’autre part, la dimension
de O(b) est l(b)+dimB et on conclut que dimX(t) = l(t) en utilisant
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que l’intersection de Γ (qui est de dimension dimB) avec O(b) est
transverse.
La proposition 2.3.3 rame`ne (ii) au cas d’une varie´te´ de Deligne-
Lusztig ordinaire et le re´sultat est alors [19, the´ore`me 2.3]. De meˆme,
(iii) se de´duit du cas des varie´te´s ordinaires [9, the´ore`me 9.7], le nombre
de Coxeter de Gr e´tant le meˆme que celui de G.
Le point (iv) est imme´diat, puisque O(t) est projective dans ce cas.

2.3.7. La proposition suivante (cf. [22, Lemma 3]) de´crit les varie´te´s
associe´es a` une suite d’e´le´ments contenus dans un sous-groupe parabolique
F -stable du groupe de Weyl comme induites a` partir de varie´te´s as-
socie´es a` un sous-groupe de Levi. Pour I ⊂ S, on note PI le sous-
groupe parabolique BWIB, on note UI son radical unipotent, on note
LI le comple´ment de Levi contenant T et on note BI le sous-groupe de
Borel B ∩ LI de LI . Rappelons que si B1 est un sous-groupe de Borel
de LI , alors B1UI est un sous-groupe de Borel de G. On note pLI la
projection de PI sur LI
∼−→PI/UI .
Proposition 2.3.8. Soit I ⊂ S une partie F -stable et soient t1, . . . , tk ∈
WI ∪W I . Alors, l’application
GF/UFI ×LFI XLI (t1, . . . , tk)→ XG(t1, . . . , tk)
xUFI ×LFI (B1, . . . ,Bk) 7→ (
x(B1UI), . . . ,
x(BkUI))
de´finit un isomorphisme de varie´te´s compatible avec l’action de GF ×
Fm pour tout m tel que Fm fixe (t1, . . . , tk).
De´monstration. Preuve Le morphisme γ de l’e´nonce´ est compatible a`
l’action de GF × Fm pour m comme ci-dessus. Soit li ∈ LI tel que
Bi =
liBI . Le morphisme peut alors se re´e´crire :
xUFI ×LFI (
l1BI , . . . ,
lkBI) 7→ (xl1B, . . . , xlkB).
Nous allons montrer que γ est bijectif. Conside´rons l’application
{(g1, . . . , gk) ∈ Gk | g−1i gi+1 ∈ BtiB, i 6= k; g−1k F (g1) ∈ BtkB} →
GF/UFI ×
LFI
{(l1, . . . , lk) ∈ LkI | l−1i li+1 ∈ BItiBI , i 6= k; l−1k F (l1) ∈ BItkBI},
donne´e par (g1, . . . , gk) 7→ xUFI ×LFI (l1, . . . , lk), ou` l
−1
1 F (l1) = pLI (g
−1
1 F (g1)),
li = li−1pLI (g
−1
i−1gi) pour i = 2, . . . , k et xU
F
I = G
F ∩ g1l−11 UI .
On a g−11 F (g1) = g
−1
1 g2g
−1
2 · · · g−1k F (g1) ∈ LIUI et g1l−11 ∈ GFUI ,
donc l’application est bien de´finie : l1 est de´fini a` multiplication par
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l ∈ LFI a` gauche pre`s. Mais alors, tous les li sont multiplie´s par l a`
gauche et donc x par l−1 a` droite.
L’action de B par multiplication a` droite sur les gi est transporte´e
par cette application sur l’action de BI = B/UI par multiplication a`
droite sur les li. On a donc une application induite f : XG(t1, . . . , tk)→
GF/UFI ×
LFI
XLI (t1, . . . , tk) qui est un inverse a` gauche de γ. Puisque
xl1 ∈ g1B et gil−1i UI = gi−1l−1i−1UI pour i ≥ 2, on a xli ∈ giB pour
tout i. Par conse´quent, f est inverse a` droite de γ.
Le morphisme produit (x, l1, . . . , lk) 7→ (xl1, . . . , xlk) : GF ×Gk →
Gk est se´parable. Il le reste apre`s passage au quotient par UFI × BkI
puis par LFI et enfin par U
k
I a` l’arrive´e. Par restriction a` la sous-varie´te´
ferme´eXG(t1, . . . , tk) et a` son image inverseG
F/UFI ×LFI XLI (t1, . . . , tk),
le morphisme reste se´parable.
Le morphisme γ e´tant bijectif, se´parable et la varie´te´ d’arrive´e e´tant
normale (proposition 2.3.5), c’est bien un isomorphisme (the´ore`me 2.2.2).

Nous allons maintenant introduire une technique (proposition 2.3.13)
qui nous permettra d’e´tudier par re´currence les varie´te´s de Deligne-
Lusztig (ge´ne´ralise´es) et qui ge´ne´ralise le cas particulier de l’e´nonce´
pre´ce´dent ou` tous les ti sont dans WI .
Pour cela nous avons besoin de deux lemmes sur le mono¨ıde de
tresses.
Lemme 2.3.9. Soient w ∈ B+ et s ∈ S tels que ws ∈ B+ et soit
w1 · · ·wk la forme normale de w. Alors, pour tout i, on a wi···wks ∈ S.
De´monstration. Preuve Nous allons de´montrer le lemme par re´currence
sur k. L’e´le´ment ws ∈ B+ est de longueur 1, donc ws = t ∈ S. On
a w1 · · ·wks = tw1 · · ·wk. Par [28, lemme 4.6], il existe w′1 4 w1
tel que α(tw1 · · ·wk) = tw′1. L’e´galite´ pre´ce´dente montre que w1 4
α(tw1 · · ·wk) = tw′1 4 tw1. Il y a donc deux possibilite´s :
(i) w′1 = w1 et alors tw1 = w1s1 pour un certain s1 ∈ S. Alors
w2 · · ·wks = s1w2 · · ·wk et on conclut par re´currence.
(ii) Il existe s1 ∈ S tel que w1 = w′1s1 = tw′1. Ici encore on en
de´duit que w2 · · ·wks = s1w2 · · ·wk et on conclut de meˆme.

Lemme 2.3.10. Soient w ∈ B+ et I, J ⊂ S tels que wBI ⊂ BJ . Alors,
ωJ(w)I ⊂ J et l’image β(ωJ(w)) dans W est J-re´duite.
De´monstration. Preuve De l’hypothe`se il re´sulte que si s ∈ I, alors
ωJ(w)s ∈ BJ . Posons ωJ (w)s = a−1b ou` a,b ∈ B+J n’ont pas de diviseur
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a` gauche commun (non trivial) (ce qui est toujours possible par [28,
corollaire 3.2]). On a αJ(bωJ(w)) = b, car, si on e´crit bωJ(w) = bxy
ou` bx = αJ(bωJ(w)), en simplifiant on a x 4 ωJ(w) ce qui implique
x = 1 puisque par de´finition aucun e´le´ment de B+J ne divise ωJ(w).
Donc tout e´le´ment t de J qui divise bωJ(w) divise b. Mais comme on
a aωJ(w)s = bωJ(w), tout t ∈ J qui divise a divise bωJ(w) ; le fait
que a et b n’aient pas de diviseur commun implique alors que a = 1.
Alors, l(b) = 1, donc b ∈ J et ωJ (w)s ∈ J, ce qui de´montre la premie`re
assertion.
Nous de´montrons la deuxie`me par re´currence sur le nombre de termes
de la forme normale de ωJ(w), l’assertion e´tant claire si cette forme n’a
qu’un terme. Notonsw1 · · ·wk cette forme normale. Par le lemme 2.3.9,
J1 =
w2···wkI est inclus dans S. La premie`re partie du lemme montre
que ωJ1 (w2···wk)I ⊂ J1, donc ωJ1(w2 · · ·wk) = w2 · · ·wk. On en de´duit
que β(w2 · · ·wk) est J1-re´duit par l’hypothe`se de re´currence. On est
ramene´ a` prouver le re´sultat dans le cas ou` la forme normale a deux
termes, c’est-a`-dire a` prouver que si v1 ∈ W est un e´le´ment J-re´duit
qui conjugue J1 sur J et v2 ∈ W un e´le´ment J1-re´duit qui conjugue
I sur J1 alors v1v2 est J-re´duit. Un e´le´ment s de J ne divise pas v1,
donc divise v1v2 si et seulement s’il existe un e´le´ment de S qui divise
v2 et dont le conjugue´ par v1 vaut s. Ceci est impossible car
v−11 s ∈ J1
et aucun e´le´ment de J1 ne divise v2. 
De´finition 2.3.11. Soit L (resp. U) un comple´ment de Levi (resp. le
radical unipotent) d’un sous-groupe parabolique de G et n ∈ G tel que
L est nF -stable. On pose
X˜L,U(n) = {gU ∈ G/U | g−1F (g) ∈ UnF (U)}
(nous noterons X˜L,UG (n, F ) cette varie´te´ quand nous voudrons pre´ciser
G et F ). Sur cette varie´te´ les groupes GF et LnF agissent respective-
ment par multiplication a` gauche et a` droite.
De´finition 2.3.12. Soient w ∈ B+ et I ⊂ S tels que wF (BI) = BI .
On pose z = ωI(w), on note z1 · · · zk la forme normale de z et on
pose Ij =
zj ···zkF (I) (on a I1 = I et Ij ⊆ S par les lemmes 2.3.9 et
2.3.10). Soient z˙1, . . ., z˙k des releve´s dans NG(T) de z1, . . ., zk ; on
note X˜(I)(z˙1, . . . , z˙k) la varie´te´
X˜
LI1×···×Ik ,UI1×···×Ik
Gk
((z˙1, . . . , z˙k), F1)
ou` F1(g1, . . . , gk) = (g2, . . . , gk, F (g1)).
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Autrement dit,
X˜(I)(z˙1, . . . , z˙k) = {(g1UI1 , . . . , gkUIk) |
g−1i gi+1 ∈ UIi z˙iUIi+1 pour i < k et g−1k F (g1) ∈ UIk z˙kF (UI1)}.
Le groupe GF ≃ (Gk)F1 (cf. proposition 2.3.3) agit par multiplica-
tion a` gauche sur cette varie´te´. Soit z˙ = z˙1 · · · z˙k. La premie`re projec-
tion induit un isomorphisme L
(z˙1,...,z˙k)F1
I1×···×Ik
∼−→Lz˙FI . Ceci fournit une action
a` droite de Lz˙FI sur X˜(I)(z˙1, . . . , z˙k).
Proposition 2.3.13. Sous les hypothe`ses et avec les notations de la
de´finition 2.3.12, soit y = αI(w) et soit y = y1 · · ·yh une de´composition
de y en e´le´ments de W. Alors, l’application
((g1UI1, . . . , gkUIk), (B1, . . . ,Bh)) 7→ (g1(B1UI), g1(B2UI), . . . , g1(BhUI),
g1(zF (B1)UI1),
g2(z2···zkF (B1)UI2), . . . ,
gk(zkF (B1)UIk))
de´finit un isomorphisme
X˜(I)(z˙1, . . . , z˙k)×Lz˙FI XLI (y1, . . . , yh, z˙F )
∼−→X(y1, . . . , yh, z1, . . . , zk)
Via les isomorphismes canoniques, on en de´duit un isomorphisme
X˜(I)(z˙1, . . . , z˙k)×Lz˙FI XLI (y, z˙F )
∼−→X(w)
qui ne de´pend pas de la de´composition choisie de y et qui est compatible
avec les actions de GF et de F n pour tout n tel que I, y et (z˙1, . . . , z˙k)
soient F n-stables.
De´monstration. Preuve Nous pouvons simplifier la formule du mor-
phisme en introduisant l ∈ LI tel que B1 = lBI et en posant li =
z˙i···z˙kF (l) ∈ LIi . On a alors zi···zkF (B1)UIi = liB car BIiUIi = B et
zi···zkF (B1) = li(zi···zkF (BI)) = liBIi. Le morphisme s’e´crit donc
((g1UI1, . . . , gkUIk), (B1, . . . ,Bh)) 7→
(g1(B1UI),
g1(B2UI), . . . ,
g1(BhUI),
g1l1B, g2l2B, . . . , gklkB) (∗)
Sous cette forme on ve´rifie qu’il est a` valeurs dansX(y1, . . . , yh, z1, . . . , zk) ;
par exemple, en e´crivant que g−1i gi+1 ∈ UIi z˙iUIi+1 on trouve que
(gili)
−1(gi+1li+1) ∈ UIil−1i z˙ili+1UIi+1 ⊂ BziB (car l−1i z˙ili+1 = z˙i),
donc (giliB, gi+1li+1B) est bien dans O(zi).
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Remarquons maintenant qu’on peut se ramener au cas k = 1. En
effet par la proposition 2.3.3, on a un isomorphisme
X(w)
∼−→XGk((yz1, z2, . . . , zk), F1)
ou` (yz1, z2, . . . , zk) ∈ (B+)k est un e´le´ment dont le ωI1×···×Ik est
(z1, z2, . . . , zk) ∈Wk ; l’image de (B1, . . . ,Bh+k) ∈ X(y1, . . . , yh, z1, . . . , zk)
par cet isomorphisme est l’e´le´ment de
XGk((y1, 1, . . . , 1), . . . , (yh, 1, . . . , 1), (z1, . . . , zk), F1)
donne´ par
((B1,Bh+2, . . . ,Bh+k), (B2,Bh+2, . . . ,Bh+k), . . . (Bh+1,Bh+2, . . . ,Bh+k)),
et on ve´rifie que cet isomorphisme est compatible avec la formule (∗).
Nous sommes donc ramene´s au cas ou` w = yz avec z ∈W, zI = I ;
on a X˜(I)(z˙) = {gUI | g−1F (g) ∈ UI z˙F (UI)} et le morphisme qui va
de X˜(I)(z˙)×Lz˙FI XLI(y1, . . . , yh, z˙F ) vers X(y1, . . . , yh, z) est donne´ par
(gUI , (B1, . . . ,Bh)) 7→ (g(B1UI), g(B2UI), . . . , g(BhUI), g(zF (B1)UI)).
(∗∗)
On se rame`ne alors au cas h = 1 en utilisant l’isomorphisme donne´ par
la proposition 2.3.3,
X(w)
∼−→XGh((y1, . . . ,yh−1,yhz), F1)
(notons que yhz ∈ W d’apre`s le lemme 2.3.10) ; on ve´rifie que cet
isomorphisme est compatible avec (∗∗).
Nous sommes donc ramene´s au cas w ∈ W, ou` comme explique´
apre`s la de´finition 2.3.2, on a X(w)
∼−→{hB | h−1F (h) ∈ BwB} et
XLI(y, z˙F )
∼−→{lBI | l−1 z˙F (l) ∈ BIyBI}. Il s’agit alors de montrer que
le morphisme jw donne´ par (gUI , lBI) 7→ glB re´alise un isomorphisme
X˜(I)(z˙)×Lz˙FI XLI (y, z˙F )
jw−→ X(w).
Or le diagramme suivant est commutatif :
G/UI ×LI LI/BI
j // G/B
X˜(I)(z˙)×Lz˙FI XLI (y, z˙F ) jw //
i
OO
X(w)
iw
OO
ou` iw est l’inclusion canonique, i l’application induite par les deux
inclusions canoniques X˜(I)(z˙) →֒ G/UI et XLI (y, z˙F ) →֒ LI/BI et
ou` j, donne´ par la meˆme formule que jw, est un isomorphisme (il
admet comme inverse gB 7→ (gUI ,BI)). Montrons que i est injec-
tif : si (hUI , lBI) et (hl
′UI , l′lBI) sont tous deux dans X˜(I)(z˙) ×Lz˙FI
XLI(y, z˙F ) avec l
′ ∈ LI alors h−1F (h) et (hl′)−1F (hl′) sont dans
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UI z˙F (UI) et l’intersection (UI
z˙F (UI)) ∩ (UI l′ z˙F (l′−1)z˙F (UI)) n’est
pas vide, puisqu’elle contient h−1F (h)z˙−1. Or LI
∼−→UI\PI zF (PI)/z˙F (UI),
donc l′ ∈ Lz˙FI . Par conse´quent, i est une immersion ferme´e.
Montrons maintenant que jw est surjectif. Soit h ∈ G tel que h−1F (h) ∈
BwB. On a BwB = UIBIyzF (BI)F (UI) = UIBIyBIzF (UI) car
zF (BI) = BI . Soit l
′ ∈ BIyBI tel que h−1F (h) ∈ UI l′z˙F (UI). Puisque
z˙F (LI) = LI , il existe l ∈ LI tel que l−1 z˙F (l) = l′. On a alors h−1F (h) ∈
l−1UI z˙F (UI)F (l). Soit g = hl−1. On a g−1F (g) ∈ UI z˙F (UI), donc
(g, l) ∈ X˜(I)(z˙)×Lz˙FI XLI (y, z˙F ). On a donc montre´ que jw est surjec-
tif.
On en de´duit que jw s’obtient a` partir de j par changement de base,
donc c’est un isomorphisme. 
3. Cohomologie
On fixe un nombre premier ℓ diffe´rent de p. Pour la commodite´ de
l’exposition, on fixe un isomorphisme Qℓ
∼−→C. Pour tout t ∈ B+, la
varie´te´ X(t) est munie d’actions de GF et de F δ qui commutent. Ces
actions sont donne´es par des morphismes propres. Elles induisent donc
des actions qui commutent sur les groupes de cohomologie ℓ-adique a`
support propre H ic(X(t),Qℓ). Puisque l’endomorphisme F
δ induit une
e´quivalence de sites e´tales, il agit par un endomorphisme inversible
sur la cohomologie. Nous avons donc une repre´sentation du groupe
GF×<F δ> sur la cohomologie. Nous nous inte´ressons dans cette partie
auQℓ(G
F×<F δ>)-module gradue´H∗c (X(t),Qℓ). Nous omettrons dans
la suite les coefficients quand ils sont e´gaux a` Qℓ et e´crirons simplement
H ic(X(t)).
3.1. Constructions.
3.1.1. Pour σ : A → B un morphisme d’alge`bres, nous notons σ∗ le
foncteur de restriction a` travers σ de la cate´gorie des B-modules vers
celle des A-modules.
Pour C un complexe et i ∈ Z, nous notons C[i] le complexe de´cale´ de
i crans vers la gauche. Pour k un anneau commutatif et M un k〈F δ〉-
module, nous notonsM(i) le k〈F δ〉-module σ∗M , ou` σ : k〈F δ〉 → k〈F δ〉
est l’automorphisme qui envoie F δ sur q−iδF δ.
3.1.2. Nous allons passer en revue un certain nombre de proprie´te´s
des (GF ×<F δ>)-modules H ic(X(t)).
La proposition 2.3.8 admet le corollaire suivant (la cohomologie « s’in-
duit » d’un sous-groupe de Levi au groupe).
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Corollaire 3.1.3. Soit I une partie F -stable de S. Alors, pour toute
suite t1, . . . , tk d’e´le´ments de WI ∪W I , on a isomorphisme de (GF ×
F δ)-modules gradue´s
RGLI (H
∗
c (XLI (t1, . . . , tk)))
∼−→H∗c (XG(t1, . . . , tk)).
Nous avons note´ RGLI l’induction de Harish-Chandra de´finie sur les
LFI -modules par Ind
GF
PFI
◦p∗
LFI
ou` pLFI est la restriction de pLI en un
morphisme de groupes PFI → LFI .
3.1.4. Nous ge´ne´ralisons maintenant une partie de [9, the´ore`me 1.6].
Pour t′, t′′ ∈ B+, on a un isomorphisme canonique
X(t′t′′) ∼−→{(a, b) ∈ O(t′)×O(t′′) | p′′(b) = F (p′(a)) et p′′(a) = p′(b)}.
De´finition 3.1.5. Pour t′, t′′ ∈ B+, nous de´finissons le morphisme
Dt′ : X(t
′t′′)→ X(t′′F (t′)) comme la restriction du morphisme O(t′)×
O(t′′)→ O(t′′)×O(F (t′)), (a, b) 7→ (b, F (a)).
Choisissons des de´compositions t′ = t1 · · · tk et t′′ = tk+1 · · · tn avec
ti ∈ W ∪W . Alors, le morphisme
Dt′ : X(t1, . . . , tn)→ X(tk+1, . . . , tn, F (t1), . . . , F (tk))
est donne´ par Dt′(B1, . . . ,Bn) = (Bk+1, . . . ,Bn, F (B1), . . . , F (Bk)).
Proposition 3.1.6. Soient t′, t′′ ∈ B+. Alors, le morphisme Dt′ induit
une e´quivalence de sites e´tales X(t′t′′)
D
t′−−→ X(t′′F (t′)). Il induit donc
un isomorphisme de (GF ×<F δ>)-modules gradue´s
H∗c (X(t
′t′′)) ∼−→H∗c (X(t′′F (t′))).
De´monstration. Preuve La de´monstration de [9, theorem 1.6 (case 1)]
s’applique ici. On a un diagramme commutatif
X(t′t′′)
D
t′ //
F

X(t′′F (t′))
F

D
t′′
ttiiii
ii
ii
ii
ii
ii
ii
i
X(F (t′)F (t′′))
DF (t′)
// X(F (t′′)F 2(t′))
Puisque F δ est une e´quivalence de sites e´tales, F aussi en est une ; les
fle`ches verticales sont donc des e´quivalences de sites e´tales, il en est
alors de meˆme des fle`ches horizontales. 
Deux e´le´ments t et t′ de B sont F -conjugue´s s’il existe w ∈ B tel
que t′ = w−1tF (w). La proposition 3.1.6 montre l’invariance de la
cohomologie H∗c (X(t)) pour une forme particulie`re de F -conjugaison.
COHOMOLOGIE DES VARIE´TE´S DE DELIGNE-LUSZTIG 23
Conjecture 3.1.7. La classe d’isomorphisme du (GF×<F δ>)-module
gradue´ H∗c (X(t)) ne de´pend que de la F -classe de conjugaison de t ∈
B+.
Nous le prouverons pour G de type A2, cf. corollaire 4.2.6.
Proposition 3.1.8. Soit σ une isoge´nie sur G commutant a` F . Notons
encore σ l’automorphisme correspondant de S et celui qui s’en de´duit
sur B+. Alors, pour tout t ∈ B+, l’isoge´nie σ induit un isomorphisme
de (GF ×<F δ>)-modules gradue´s H∗c (X(t)) ∼−→σ∗H∗c (X(σ(t))).
De´monstration. Preuve La proposition se de´duit du fait qu’une isoge´nie
induit une e´quivalence de sites e´tales. 
3.2. De´vissages.
3.2.1. Pour j : U → X l’inclusion d’une sous-varie´te´ localement
ferme´e, on notera ΛU le faisceau surX donne´ par j!(Qℓ). Si j est une im-
mersion ouverte et i : Z→ X est l’immersion ferme´e comple´mentaire,
on a une suite exacte de faisceaux sur X
0→ ΛU → ΛX → ΛZ → 0,
donc une suite exacte longue
· · · → H ic(U,Qℓ)→ H ic(X,Qℓ)→ H ic(Z,Qℓ)→ H i+1c (U,Qℓ)→ · · · .
Par faisceau sur une varie´te´ X(t) nous entendrons un faisceau GF -
e´quivariant et il en sera de meˆme pour les morphismes.
Proposition 3.2.2. Soient w ∈ W et t, t′ ∈ B+. Alors la varie´te´
X(twt′) admet une filtration par des sous-varie´te´s ferme´es X0 ⊂ X1 ⊂
· · · ⊂ Xl(w) = X(twt′) ou` Xi =
∐
v≤w,l(v)≤iX(tvt
′). De plus Xi −
Xi−1 =
∐
v≤w,l(v)=iX(tvt
′) est une de´composition en union de com-
posantes connexes. On en de´duit une filtration du faisceau constant
ΛX(twt′) dont les quotients successifs sont
ΛXi−Xi−1 =
⊕
v≤w,l(v)=i
ΛX(tvt′).
De´monstration. Preuve On obtient la filtration de ΛX(twt′) a` partir des
suites exactes associe´es aux de´compositions « ouvert-ferme´ » provenant
de la stratification en sous-varie´te´s ferme´es. 
Soient w ∈ W et s ∈ S tels que ws < w. Alors, le morphisme (p′, p′′) :
O(w s) → B × B se factorise par l’immersion ferme´e O(w) → B × B.
Par produit fibre´ et restriction, on en de´duit un morphisme canonique
X(tw st′)→ X(twt′) pour t, t′ ∈ B+.
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Proposition 3.2.3. Soient t, t′ ∈ B+, w ∈ W et s ∈ S tels que
ws < w.
(i) Soit π : X(twst′)→ X(twt′) l’application canonique. Alors,
Rπ!ΛX(twst′) ≃ ΛX(twt′)[−2](−1).
En particulier, pour tout i, on a un isomorphisme de (GF ×
<F δ>)-modules :
H ic(X(twst
′)) ≃ H i−2c (X(twt′))(−1).
(ii) Soit π′ : X(tw st′)→ X(twt′) l’application canonique. Alors,
Rπ′!ΛX(tw st′) ≃ ΛX(twt′)[−2](−1)⊕ ΛX(twt′).
En particulier, pour tout i, on a un isomorphisme de (GF ×
<F δ>)-modules :
H ic(X(tw st
′)) ≃ H i−2c (X(twt′))(−1)⊕H ic(X(twt′)).
De´monstration. Preuve L’application π provient par changement de
base par Γ → B × B (cf. de´finition 2.3.2) de l’application canonique
analogue π˜ : O(twst′)→ O(twt′). La deuxie`me projection O(s) p′′−→ B
est une fibration en droites affines. On a un carre´ carte´sien
O(twst′) //
π˜

O(s)
p′′

O(twt′) // B
Par conse´quent, le morphisme π˜ est une fibration en droites affines. Par
changement de base, on de´duit (i).
De meˆme l’application π′ provient par changement de base d’une
application analogue π˜′. La restriction de π˜′ au ferme´ O(twt′) est
un isomorphisme et la restriction a` O(twst′) est π˜. La suite exacte
« ouvert-ferme´ »
0→ ΛO(twst′) → ΛO(tw st′) → ΛO(twt′) → 0
devient donc, par application de Rπ˜′!, un triangle distingue´
ΛO(twt′)[−2](−1)→ Rπ˜′!ΛO(tw st′) → ΛO(twt′)  
Le morphisme associe´ ΛO(twt′) → ΛO(twt′)[−1](−1) est nul (il corre-
spond a` un e´le´ment de Ext−1(ΛO(twt′),ΛO(twt′)(−1))), d’ou`
Rπ˜′!ΛO(tw st′) ≃ ΛO(twt′)[−2](−1)⊕ ΛO(twt′)
et (ii) s’en de´duit par changement de base. 
Lorsque sw < w, on a une proposition analogue pour les applications
canoniques X(tswt′)→ X(twt′) et X(ts wt′)→ X(twt′).
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3.2.4. Soit a : X → SpecFq une varie´te´ sur Fq de dimension n. Suiv-
ant Deligne [7, §3.3.11], nous dirons que la varie´te´ X est rationnelle-
ment lisse si le morphisme (Qℓ)X(n)[2n] → Ra!Qℓ adjoint du mor-
phisme trace est un isomorphisme. En particulier, une varie´te´ lisse est
rationnellement lisse. Les conjectures de Weil sur les valeurs propres
de l’endomorphisme de Frobenius s’appliquent aux varie´te´s rationnelle-
ment lisses.
La varie´te´ X est rationnellement lisse si pour tout point ferme´ ix :
{x} → X, le morphisme canonique Qℓ(n)[2n]→ Ri!xQℓ est un isomor-
phisme, i.e., si H i<x>(X,Qℓ) = 0 pour i 6= n et H2n<x>(X,Qℓ) ≃ Qℓ(−n)
[20, de´finition A1.a]. Cela implique que le faisceau constant de´cale´ Qℓ[n]
est pervers [1, §4.0].
Proposition 3.2.5. Soit w ∈ W . Les proprie´te´s suivantes sont e´quivalentes :
(i) O(w) est rationnellement lisse.
(ii) X(w) est rationnellement lisse.
(iii) Pour tout y ≤ w le polynoˆme de Kazhdan-Lusztig Py,w vaut 1.
(iv) Le polynoˆme de Kazhdan-Lusztig P1,w vaut 1.
(v) La varie´te´ de Schubert B(w) est rationnellement lisse.
De´monstration. Preuve Montrons d’abord que (i) et (v) sont e´quivalents.
Restreignons le diagramme de la preuve du lemme 2.2.9. On obtient
q−1(O(w)) q−−−→ O(w)
p
y
r−1(B(w)) r−−−→ B(w)
ou` les morphismes p, q, r sont des fibrations localement triviales, de
fibres respectives G, B ×B et B. Par conse´quent la lissite´ rationnelle
de O(w) est e´quivalente a` celle de B(w) (localement, on compare la
lissite´ rationnelle d’une varie´te´ et celle du produit de cette varie´te´ par
une varie´te´ lisse).
D’apre`s [20, the´ore`me A2], la varie´te´ B(w) est rationnellement lisse
au point b ∈ B(y) ⊂ B(w) si et seulement si Py,w = 1. La sous-varie´te´
ferme´e S des points non rationnellement lisses de B(w) est donc l’union
des B(y) tels que Py,w 6= 1. L’e´quivalence de (v), (iii) et (iv) en re´sulte,
car S e´tant ferme´e, on a B(1) ⊂ S si et seulement si S est non vide.
Les fibrations de la preuve de la proposition 2.3.5 montrent que (ii)
et (v) sont e´quivalents (cf. [25, preuve du lemme 4.3]). 
Si x est une inde´termine´e ou un e´le´ment de Qℓ
×
, nous notons Hx(W )
l’alge`bre de Hecke de W avec parame`tre x, i.e., le quotient de l’alge`bre
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du groupe de tresses B sur Z[x1/2, x−1/2] par l’ide´al bilate`re engendre´
par les (s+1)(s−x) pour s ∈ S. On note Tw (ou simplement Tw) l’image
de w ∈W dans Hx(W ). On pose Tw =
∑
w′≤w Tw′ pour w ∈ W .
Lemme 3.2.6. Le morphisme canonique Z[x1/2, x−1/2]B+ → Hx(W )
s’e´tend en un morphisme d’alge`bres Z[x1/2, x−1/2]B+ → Hx(W ) donne´
par w 7→ Tw pour w ∈ W .
De´monstration. Preuve La ve´rification que les relations qui de´finissent
B+ sont ve´rifie´es dans Hx(W ) se fait par un calcul imme´diat dans
l’alge`bre de Hecke. 
Nous notons Tt l’image de t ∈ B+ par ce morphisme.
Nous e´tudions maintenant la lissite´ rationnelle de O(ws) sous l’hy-
pothe`se que O(w) est rationnellement lisse.
Lemme 3.2.7. Soit w ∈ W tel que O(w) est rationnellement lisse et
soit s ∈ S. Alors, une des assertions suivantes est vraie :
(i) ws < w. Alors, TwTs = (x+ 1)Tw.
(ii) s 6≤ w. Alors, TwTs = Tws et O(ws) est rationnellement lisse.
(iii) s < w,ws > w et il existe y ∈ W tel que ys < y < w et l(y) =
l(w)−1. Alors, y est l’unique e´le´ment maximal de {v ∈ W |vs <
v < w}, les varie´te´s O(ws) et O(y) sont rationnellement lisses
et TwTs = Tws + xTy.
(iv) s < w,ws > w et il n’existe aucun y ∈ W tel que ys < y < w
et l(y) = l(w)−1. Alors, O(ws) n’est pas rationnellement lisse.
De´monstration. Preuve Remarquons tout d’abord que O(w) est ra-
tionnellement lisse si et seulement si Tw = Dw (ou` C
′
w est la base
de Kazhdan-Lusztig [26, §5.1] et Dw = xl(w)/2C ′w). En effet, on a
Dw =
∑
y≤w Py,wTy, et O(w) est rationnellement lisse si et seulement
si Py,w = 1 pour tout y ≤ w. Selon la proposition 3.2.5, la varie´te´ O(w)
est rationnellement lisse si et seulement si le coefficient de Dw sur T1
vaut 1 (si ce coefficient ne vaut pas 1, c’est un polynoˆme a` coefficients
positifs, de terme constant 1 et de degre´ strictement plus grand que 1).
La formule de multiplication pour les Dw s’e´crit (cf. [26, §5.1.15]) :
DwDs =


(x+ 1)Dw, si ws < w
Dws +
∑
y<w,ys<y
l(y) 6≡l(w) (mod 2)
µ(y, w)x
l(ws)−l(y)
2 ·Dy sinon.
Le cas ws < w donne l’assertion (i) du lemme.
L’entier µ(y, w) est le coefficient de x(l(w)−l(y)−1)/2 dans Py,w. Puisque
O(w) est rationnellement lisse, on a µ(y, w) = 0 sauf si l(y) = l(w)− 1
et on a alors µ(y, w) = 1.
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Supposons ws > w et O(w) rationnellement lisse. Alors la formule
ci-dessus donne :
TwTs = Dws +
∑
y<w,ys<y
l(y)=l(w)−1
xDy. (1)
D’autre part, un calcul direct donne :
TwTs = Tws + x(
∑
v<w,vs<v
(Tv + Tvs)). (2)
Si s 6≤ w on a donc TwTs = Tws = Dws d’ou` le (ii) du lemme.
Supposons maintenant s < w. L’e´galite´ (2) montre que le coefficient
de TwTs sur T1 vaut x+ 1. Il en re´sulte que dans (1), il y a au plus un
y. S’il n’existe aucun y, alors Dws = Tws + x(
∑
v<w,vs<v(Tv + Tvs)) a
un coefficient x + 1 sur T1 donc O(ws) n’est pas rationnellement lisse
d’ou` l’assertion (iv).
S’il existe un y, alors les coefficients de T1 dans Dy et dans Dws
doivent eˆtre e´gaux a` 1, sinon le coefficient de T1 dans le membre de
droite de (1) exce´derait x + 1. Par conse´quent, O(ws) et O(y) sont
rationnellement lisses, donc Ty = Dy et Tws = Dws. La comparaison
des e´galite´s (1) et (2) montre alors que Ty =
∑
v<w,vs<v(Tv+Tvs) et on
de´duit l’assertion (iii). 
3.2.8. Nous e´tudions maintenant le lien entre varie´te´s X apre`s oubli
d’un sous-groupe de Borel.
Proposition 3.2.9. Soient t, t′ ∈ B+, w ∈ W et s ∈ S tels que s < w
et ws > w. Alors, on a un triangle distingue´ de complexes de faisceaux
sur X(twst′) :
ΛX(twst′) → Rπ!ΛX(tw st′) → ΛY[−2](−1) 
ou` π : X(tw st′) → X(twst′) est la projection canonique et Y est la
sous-varie´te´ ferme´e
⋃
v∈W,vs<v<wX(tvt
′) de X(twst′).
En outre, le faisceau ΛY est dans la sous-cate´gorie triangule´e pleine
de la cate´gorie Db(X(twst′)) engendre´e par les ΛX(tvt′), v ∈ W , vs <
v < w.
On suppose maintenant que O(w) et O(ws) sont rationnellement
lisses. Alors, il existe un unique e´le´ment y ∈ W tel que ys < y < w et
l(y) = l(w)− 1. On a Y = X(tyt′) et le triangle distingue´ est scinde´,
i.e.,
Rπ!ΛX(tw st′) ≃ ΛX(twst′) ⊕ ΛX(tyt′)[−2](−1).
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De´monstration. Preuve L’ensemble des e´le´ments v ∈ W tels que v < w
et vs < w est clos infe´rieurement pour l’ordre de Bruhat. Soit V˜ =∐
y∈W,y≤w,ys 6<wO(y, s) l’ouvert de O(w, s) comple´mentaire de
Z˜ =
∐
x∈W,x<w,xs<w
O(x, s) =
⋃
v∈W,vs<v<w
O(v, s).
Soit maintenant V =
∐
y∈W,y≤w,ys 6<w (O(ys)
∐O(y)) l’ouvert de O(ws)
comple´mentaire de
Z =
∐
x∈W,x<w,xs<w
O(x) =
⋃
v∈W,vs<v<w
O(v).
Alors, on prouve par la proposition 2.2.16(v) applique´e avec w′ = s
que le morphisme p = (p′, p′′) : O(w, s) → O(ws) se restreint en un
isomorphisme r : V˜
∼−→V et en un morphisme q : Z˜→ Z. On a alors un
diagramme commutatif, ou` les deux carre´s sont carte´siens et les fle`ches
verticales propres :
V˜
  j
′
//
r

O(w, s)
p

Z˜
? _
i′oo
q

V
  j // O(ws) Z? _ioo
Par changement de base, on a j∗Rp∗ΛO(w,s) ≃ Rr∗j′∗ΛO(w,s) ≃ ΛV. Par
conse´quent, j∗ e´tant exact, on a 0 = τ≥1j∗Rp∗ΛO(w,s) = j∗τ≥1Rp∗ΛO(w,s),
i.e., τ≥1Rp∗ΛO(w,s) est supporte´ par Z. Puisque i∗ est exact, on a
τ≥1Rp∗ΛO(w,s) ≃ i∗i∗τ≥1Rp∗ΛO(w,s) ≃ i∗τ≥1i∗Rp∗ΛO(w,s)
≃ i∗τ≥1Rq∗i′∗ΛO(w,s) ≃ i∗τ≥1Rq∗ΛZ˜.
On ve´rifie, comme dans la preuve de la proposition 3.2.3 (ii), que
Rq∗ΛZ˜ ≃ ΛZ ⊕ ΛZ[−2](−1).
Par conse´quent, on a τ≥1Rq∗ΛZ˜ ≃ ΛZ[−2](−1). Puisque les fibres de p
sont connexes, on a p∗ΛO(w,s) ≃ ΛO(ws) et le triangle distingue´
p∗ΛO(w,s) → Rp∗ΛO(w,s) → τ≥1Rp∗ΛO(w,s)  
fournit le triangle distingue´
ΛO(ws) → Rp∗ΛO(w,s) → ΛZ[−2](−1) 
Comme Y = (O(t)×BZ×BO(t′))×B×B Γ, nous de´duisons par change-
ment de base le triangle distingue´ voulu pour les varie´te´s de Deligne-
Lusztig.
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Montrons maintenant l’affirmation sur ΛY. Soient v, v
′ ∈ W distincts
avec vs < v < w et v′s < v′ < w. L’ensemble {x ∈ W |x < v, x < v′}
est re´union des intervalles Iz = {x ∈ W,x ≤ z}, ou` zs < z, z < v et
z < v′. Par conse´quent, X(tvt′)∩X(tv′t′) = ⋃zX(tzt′) ou` z de´crit les
e´le´ments deW tels que z < v, z < v′ et zs < z. On en de´duit le re´sultat
sur ΛY par application ite´re´e de la suite exacte de Mayer-Vietoris.
Nous allons maintenant utiliser le lemme 3.2.7 pour e´tablir la dernie`re
partie de la proposition. Puisque O(w) et O(ws) sont rationnellement
lisses, l’e´galite´ du lemme 3.2.7 (iii) peut se re´-e´crire (Tw − Ty)Ts =
Tws−Ty, car TyTs = (x+1)Ty d’apre`s le lemme 3.2.7 (i). Dans la preuve
du lemme 3.2.7 (iii), nous avons montre´ que Ty =
∑
v<w,vs<v(Tv+Tvs),
ce e´quivaut a` l’e´galite´ : {v | vs < v < w} = {v | vs < v ≤ y}. On a
donc Z = O(y) et on a un triangle distingue´
ΛO(ws)[d]→ Rp∗ΛO(w,s)[d]→ ΛO(y)[d− 2](−1) .
La varie´te´ O(ws) est rationnellement lisse, donc ΛO(ws)[d] est un fais-
ceau pervers pur de poids d sur O(ws), ou` d = l(w) + 1. Puisque la
varie´te´ O(y) est rationnellement lisse (lemme 3.2.7 (iii)), le complexe
ΛO(y)[d− 2](−1) est un faisceau pervers pur de poids d. On a donc une
suite exacte de faisceaux pervers
0→ ΛO(ws)[d]→ Rp∗ΛO(w,s)[d]→ ΛO(y)[d− 2](−1)→ 0.
Puisque ΛO(ws)[d] et ΛO(y)[d− 2](−1) sont purs de meˆme poids, le fais-
ceau pervers Rp!ΛO(w,s)[d] est pur, donc la suite exacte se scinde d’apre`s
le the´ore`me de de´composition [1, the´ore`me 5.3.8], i.e.,
Rp∗ΛO(w,s)[d] ≃ ΛO(ws)[d]⊕ ΛO(y)[d− 2](−1).
Par changement de base, on de´duit une de´composition analogue au
niveau des varie´te´s de Deligne-Lusztig. 
Nous ge´ne´ralisons maintenant [9, theorem 1.6 (case 2)]. Noter que ce
re´sultat, contrairement aux pre´ce´dents, ne provient pas directement
par changement de base d’un re´sultat sur les varie´te´s O. Nous re-
mercions George Lusztig de nous avoir communique´ le principe de la
de´monstration de la remarque de [9, §1.6.3] que les morphismes « ∂ »
sont nuls.
Proposition 3.2.10. Soient s ∈ S et b ∈ B+. Soit ρ : X(ssb) →
X(sb) de´duit par changement de base de (p′, p′′) : O(s, s) → O(s).
Alors, on a un triangle distingue´ de complexes de faisceaux sur X(sb) :
ΛX(sb)[−2](−1)⊕ ΛX(sb)[−1]→ Rρ!ΛX(ssb) → ΛX(b)[−2](−1) 
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En particulier, on a une suite exacte longue de (GF×<F δ>)-modules :
· · · → H i−3c (X(b))(−1)→ H i−2c (X(sb))(−1)⊕H i−1c (X(sb))→ H ic(X(ssb))
→ H i−2c (X(b))(−1)→ · · ·
De´monstration. Preuve Choisissons une de´composition b = w1 · · ·wk
avec wi ∈ W . Soit X1 la sous-varie´te´ ferme´e {(B1,B2,B3, . . . ,Bk+2) ∈
X(s, s, w1, . . . , wk) | B1 = B3} et soit X2 l’ouvert comple´mentaire dans
X(s, s, w1, . . . , wk). L’application
(B1,B2,B3,B4, . . . ,Bk+2) 7→ (B1,B4, . . . ,Bk+2)
fait de X1 un fibre´ en droites affines au-dessus de X(w1, . . . , wk), donc
H ic(X1) ≃ H i−2c (X(b))(−1).
La varie´te´ X2 est un ouvert de la varie´te´
Y = {(B1, . . . ,Bk+2) | (B1,B3, . . . ,Bk+2) ∈ X(s, w1, . . . , wk),B1 s−→ B2}.
La restriction π : Y → X(s, w1, . . . , wk) de ρ est une fibration en droites
affines et π restreint a` Y −X2 est un isomorphisme. On de´duit alors
de la suite exacte 0→ ΛX2 → ΛY → ΛY−X2 → 0 un triangle distingue´
Rπ!ΛX2 → ΛX(sb)[−2](−1) ∂−→ ΛX(sb)  
ou`
∂ ∈ Hom(ΛX(sb)[−2](−1),ΛX(sb)) = Ext2(ΛX(sb),ΛX(sb)(1)) = H2(X(sb))(1).
Toutes les fle`ches e´tant GF -e´quivariantes, on a ∂ ∈ H2(X(sb))GF .
Puisque sb ∈ B+, on de´duit de la proposition 3.3.14 a` venir (mais dont
la preuve n’utilise que des re´sultats de´ja` prouve´s) queH
2l(sb)−2
c (X(sb))G
F
=
0. La varie´te´X(sb) est lisse, donc on obtient par dualite´H2(X(sb))G
F
=
0, donc ∂ = 0. Par conse´quent, le triangle distingue´ donne un iso-
morphisme Rπ!ΛX2 ≃ ΛX(sb)[−2](−1) ⊕ ΛX(sb)[−1] d’ou` H ic(X2) ≃
H i−2c (X(sb))(−1) ⊕H i−1c (X(sb)). On conclut en utilisant la suite ex-
acte associe´e a` la de´composition ouvert-ferme´ X(ssb) = X2
∐
X1. 
3.3. Repre´sentations unipotentes.
3.3.1. Nous allons ge´ne´raliser [24, the´ore`me 3.8].
On dira que w,w′ ∈ W sont F -conjugue´s s’il existe v ∈ W tel que
w′ = vwF (v)−1.
Proposition 3.3.2. Pour b,b′ ∈ B+, on a
(i)
(
H ic(X(b))⊗H i′c (X(b′))
)GF
= 0 pour i+ i′ < l(b) + l(b′)
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(ii) Les valeurs propres de F δ sur
(
H ic(X(b))⊗H i′c (X(b′))
)GF
sont
des puissances entie`res de qδ.
(iii) Si i+ i′ = l(b) + l(b′), les valeurs propres de F δ sur(
H ic(X(b))⊗H i
′
c (X(b
′))
)GF
sont des puissances de qδ infe´rieures a` qδ(l(b)+l(b
′))/2 et cette
valeur ne peut eˆtre atteinte que si β(b) est F -conjugue´ a` β(b′).
De´monstration. Preuve Par le the´ore`me de Ku¨nneth,(
H ic(X(b))⊗H i
′
c (X(b
′))
)GF
est un facteur direct deH i+i
′
c (G
F\(X(b)×X(b′))). On est donc ramene´
a` prouver les proprie´te´s ci-dessus pour cette cohomologie.
Soient (x1, . . . , xk) et (x
′
1, . . . , x
′
k) deux suites d’e´le´ments de W telles
que b = x1 · · ·xk et b′ = x′1 · · ·x′k respectivement. Identifions X(b) et
X(b′), comme dans la proposition 2.3.3, aux varie´te´s de Deligne-Lusztig
ordinaires du groupe Gk, pour l’isoge´nie F1, associe´es aux e´le´ments
(x1, . . . , xk) et (x
′
1, . . . , x
′
k) respectivement. La varie´te´ G
F\(X(b) ×
X(b′)) est alors identifie´e a` la varie´te´ (Gk)F1\(X(x1, . . . , xk)×X(x′1, . . . , x′k)).
D’autre part si les e´le´ments (x1, . . . , xk) et (x
′
1, . . . , x
′
k) sont F1-conjugue´s
par (v1, . . . , vk), alors les e´le´ments β(b) = x1 · · ·xk et β(b′) = x′1 · · ·x′k
sont F -conjugue´s par v1. On est donc ramene´ a` de´montrer la proposi-
tion pour des varie´te´s de Deligne-Lusztig ordinaires. Nous supposons
donc dans la suite que b et b′ sont dans W.
Nous pouvons alors appliquer les re´sultats de Lusztig [24, propo-
sition 3.4 et lemme 3.5] : la varie´te´ GF\(X(b) × X(b′)) admet une
stratification par l’union, quand w1 parcourt W , des varie´te´s
Y(b,b′, w1) = GF\{(B1,B′1) ∈ X(b)×X(b′) | B1 w1−→ B′1}.
On note Z(v, w1) la fibre de (B,
w1B) par (p′, p′′) : O(v)→ B×B, pour
v ∈ B+ et w1 ∈ W . Si v = s1 · · · sk est une de´composition avec si ∈ S,
alors on a un isomorphisme
Z(v, w1) ≃ {(B0, . . . ,Bk) ∈ Bk+1 | Bi−1 si−→ Bi, (B0,Bk) = (B, w1B)}.
Prenons v = bF (w1)b˜
′ ou` b˜′ est le retourne´ du mot b′. Alors, on
a un isomorphisme de F δ-modules (cf. [24, lemme 3.5] ou` la varie´te´
Z(v, w1) est note´e Zb,b′,w1)
H ic(Y(b,b
′, w1)) ≃ H ic(Z(bF (w1)b˜′, w1)).
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La de´monstration donne´e par Lusztig s’e´tend du cas ou` F est un endo-
morphisme de Frobenius au cas ou` F est une isoge´nie dont une puis-
sance est un endomorphisme de Frobenius, la seule proprie´te´ de F
utilise´e e´tant le the´ore`me de Lang.
E´nonc¸ons maintenant le lemme clef :
Lemme 3.3.3. (i) On a H ic(Z(v, w1)) = 0 pour i < l(v)− l(w1).
(ii) Les valeurs propres de F δ sur Hkc (Z(v, w1)) sont des puissances
de qδ.
(iii) De plus si k = l(v) − l(w1), les valeurs propres de F δ sont
infe´rieures a` qδ(l(v)−l(w1))/2, cette valeur ne pouvant eˆtre atteinte
que si β(v) = w1.
De´monstration. Preuve Nous allons de´montrer le re´sultat par re´currence
sur l(v). Si la varie´te´ Z(v, w1) est non vide, alors une de´composition
re´duite de w1 peut eˆtre extraite de v. Cette varie´te´ est donc vide si
l(v) < l(w1) ou si l(v) = l(w1) et β(v) 6= w1. Si l(v) = l(w1) et
β(v) = w1 la varie´te´ est re´duite a` un point : ceci de´montre le lemme
pour l(v) = l(w1). C’est le point de de´part de la re´currence.
Supposons l(v) > l(w1). Si v ∈ W, alors la varie´te´ est vide et
l’e´nonce´ est vrai. Nous pouvons donc supposer que v /∈ W, i.e. que
v = attb ou` t ∈ S et a,b ∈ B+. Soient a = s1 · · · si et b = si+3 · · · sk
des de´compositions avec si ∈ S. On a alors la de´composition v =
s1 · · · sittsi+3 · · · sk. Soit F le ferme´ de Z(v, w1) forme´ des
(B0, . . . ,Bi,Bi+1,Bi+2, . . . ,Bk)
tels que Bi = Bi+2 et soit O l’ouvert comple´mentaire. Alors, F est
un fibre´ en droites sur Z(ab, w1), donc H
i
c(F) ≃ H i−2c (Z(ab, w1))(−1).
Quant a`O, il est isomorphe au comple´ment de la section nulle d’un fibre´
en droites sur Z(atb, w1). On a une suite exacte longue de cohomologie
associe´e a` la fibration
· · · → H i−2c (Z(atb, w1))(−1)→ H ic(Z(atb, w1))→
→ H i+1c (O)→ H i−1c (Z(atb, w1))(−1)→ · · ·
L’hypothe`se de re´currence montre alors que H ic(F) = 0 et H
i
c(O) = 0
pour i < l(v)−l(w1) et queH l(v)−l(w1)c (F) ≃ H l(ab)−l(w1)c (Z(ab, w1))(−1)
et H
l(v)−l(w1)
c (O) ≃ H l(atb)−l(w1)c (Z(atb, w1)).
La suite exacte longue associe´e a` la de´composition « ouvert-ferme´ »
· · · → H ic(O)→ H ic(Z(v, w1))→ H ic(F)→ H i+1c (O)→ · · ·
montre que H ic(Z(v, w1)) = 0 pour i < l(v) − l(w1), et que pour tout
i, les valeurs propres de F δ sur H ic(Z(v, w1)) sont des puissances de q
δ.
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Elle montre aussi que les valeurs propres de F δ sur H
l(v)−l(w1)
c (Z(v, w1))
sont des puissances de qδ infe´rieures a` qδ(l(v)−l(w1))/2. De plus, cette
valeur ne peut eˆtre atteinte que si F δ a une valeur propre qδ(l(ab)−l(w1))/2
sur H
l(ab)−l(w1)
c (Z(ab, w1)). Par l’hypothe`se de re´currence, il faut donc
que w1 = β(ab) = β(attb) = β(v), d’ou` le lemme. 
De ce lemme nous de´duisons maintenant facilement la proposition :
aucune des stratesY(b,b′, w1) n’ayant de cohomologie en degre´ stricte-
ment infe´rieur a` l(bF (w1)b˜
′)− l(w1) = l(b) + l(b′), les suites exactes
longues « ouvert-ferme´ » donne´es par la stratification montrent qu’il en
est de meˆme pour GF\(X(b) ×X(b′)) ; de meˆme, les valeurs propres
de F δ sur la cohomologie de toute strate e´tant des puissances de qδ, les
suites exactes longues « ouvert-ferme´ » donnent la meˆme proprie´te´ pour
Hkc (G
F\(X(b)×X(b′))). Elles montrent aussi queH l(b)+l(b′)c (GF\(X(b)×
X(b′))) est isomorphe a` un sous-espace de
⊕
w1
H
l(b)+l(b′)
c (Z(bF (w1)b˜
′, w1)).
Les valeurs propres de F δ sur H
l(b)+l(b′)
c (GF\(X(b)×X(b′))) sont donc
des puissances de qδ infe´rieures a` qδ(l(b)+l(b
′))/2 et cette valeur ne peut
eˆtre atteinte que s’il existe w1 tel que β(bF (w1)b˜
′) = w1, i.e. si β(b)
est F -conjugue´ a` β(b′). 
Le corollaire suivant est une ge´ne´ralisation des re´sultats de [24, corol-
laire 3.9] et de [10, III, the´ore`me 2.3].
Corollaire 3.3.4. (i) Les valeurs propres de F δ sur un sous-GF -
module irre´ductible ρ de H ic(X(t)) (pour t ∈ B+) sont dans
qδNλρωρ, ou` λρ est une racine de l’unite´ et ωρ ∈ {1, qδ/2}, tous
deux inde´pendants de i et de t.
(ii) Pour tous b et b′ dans B+, les valeurs propres de F δ sur(
H ic(X(b))⊗H i′c (X(b′))
)GF
sont des puissances entie`res de
qδ.
De´monstration. Preuve Montrons d’abord la proprie´te´ (i) pour t ∈ B+.
Dans ce cas, nous pouvons suivre telle quelle la preuve de [24, corol-
laire 3.9] en remplac¸ant [24, the´ore`me 3.8] par le (ii) de notre propo-
sition 3.3.2 qui en est la ge´ne´ralisation pour les e´le´ments du mono¨ıde
de tresses. On obtient alors que les valeurs propres de F δ sur les sous-
GF -modules irre´ductibles de meˆme type dans les H ic(Xb) diffe`rent par
des puissances de qδ. On voit que ces valeurs propres sont des racines
de l’unite´ a` une puissance de qδ/2 pre`s en prenant un b ∈ W dans
la cohomologie duquel ρ intervient : dans ce cas on a une varie´te´ de
Deligne-Lusztig ordinaire pour laquelle on connaˆıt le re´sultat.
En ge´ne´ral, on raisonne par re´currence sur le nombre d’e´le´ments de
W dans une de´composition de t. Si t = twt′ avec w ∈W et t, t′ ∈ B+,
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alors dans la stratification de la proposition 3.2.2, les varie´te´s Xi−Xi−1
ve´rifient la conclusion du the´ore`me (par re´currence). En conside´rant les
suites exactes longues de cohomologie associe´es a` cette stratification,
on voit qu’il en est de meˆme pour X(t), d’ou` (i).
Montrons (ii). Par (i), les valeurs propres de F δ dans(
H ic(X(b))⊗H i
′
c (X(b
′))
)GF
sont de la forme λρλρ′ωρωρ′q
kδ avec k ∈ N, ou` ρ et ρ′ sont des repre´sentations
contragre´dientes l’une de l’autre. Si on prend b et b′ dans B+ on sait
qu’on doit avoir une puissance entie`re de qδ. Donc ωρ = ωρ′ et λρ = λ
−1
ρ′ .
On en de´duit le re´sultat. 
3.3.5. Pour H un groupe, on note Irr(H) l’ensemble des classes d’iso-
morphisme de QℓH-modules simples de dimension finie. Nous notons
R(H) le groupe de Grothendieck de la cate´gorie des QℓH-modules
de dimension finie et R+(H) le sous-mono¨ıde donne´ par les classes
des modules. On note [V ] l’image dans R(H) d’un QℓH-module V .
Par abus de notation, on note simplement ρ l’image d’un e´le´ment
ρ ∈ Irr(H). On pose Vρ = 〈 V, ρ 〉ρ.
Soit L le sous-groupe du groupe de Grothendieck des Qℓ(G
F ×
<F δ>)-modules gradue´s de dimension finie, engendre´ par les classes
des repre´sentations ou` les valeurs propres de F δ sont de la forme ζqδj
avec ζ une racine de l’unite´ et j ∈ N/2. On de´finit un morphisme L→
Z[t1/2, h] ⊗ R(GF ) comme suit. Soit ρ une repre´sentation irre´ductible
de GF et λ une repre´sentation de <F δ> donne´e par λ(F δ) = ζqδj.
Alors, on envoie la classe de la repre´sentation ρ⊗ λ, place´e en degre´ i,
sur hitjρ.
D’apre`s le corollaire 3.3.4, la classe [H∗c (X(t))] de H
∗
c (X(t)) est dans
L et le sous-groupe de L engendre´ par les classes de telles repre´sentations
s’envoie injectivement dans Z[t1/2, h]⊗R(GF ). Dans la suite du texte
nous identifierons [H∗c (X(t))] a` un e´le´ment de Z[t
1/2, h] ⊗ R(GF ), et
pour ρ ∈ Irr(GF ), nous conside´rerons 〈H∗c (X(t)), ρ 〉 comme un e´le´ment
de Z[t1/2, h]. Dans de nombreux cas, nous pourrons de´crire cet e´le´ment
en termes de caracte`res de l’alge`bre de Hecke.
On sait queHx(W )⊗Q(x1/2) est absolument semi-simple [16, the´ore`me
9.3.5] et qu’apre`s spe´cialisation des scalaires a` Q a` travers l’homomor-
phisme f :
√
x 7→ 1, on a Hx(W ) ⊗f Q ∼−→Q[W ]. On a donc une bijec-
tion (« spe´cialisation ») de l’ensemble des caracte`res irre´ductibles de
Hx(W ) ⊗ Q(x1/2) vers l’ensemble des caracte`res irre´ductibles de W .
Si χ est un caracte`re de W , on note χx le caracte`re de Hx(W ) qui se
spe´cialise en χ ; on a χ(w) = f(χx(Tw)) pour tout w ∈ W .
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Pour ψ ∈ R(W ⋊ <F>)⊗Q, on note Rψ le « caracte`re fantoˆme »,
e´le´ment de R(GF )⊗Qℓ donne´ par
Rψ = |W |−1
∑
i≥0,w∈W
ψ(wF )(−1)i[ResGF H ic(X(w))]
(ici la notation ResGF signifie que nous oublions l’action de <F
δ>).
On note E(GF , 1) l’ensemble des caracte`res unipotents irre´ductibles de
GF .
Pour tout caracte`re F -stable χ de W , nous choisissons une extension
χ˜ de χ a`W⋊<F> triviale sur F δ et rationnelle. SiW est irre´ductible, il
y a une unique telle extension rationnelle, sauf si δ = 2, auquel cas une
telle extension est unique au signe pre`s [26, proposition 3.2]. Soit m un
entier multiple de δ. Nous notonsHqm(W ) l’alge`bre de Hecke spe´cialise´e
en
√
x 7→ qm/2 ∈ R. Nous notons χ˜qm le caracte`re de Hqm(W )⋊<F>
qui se spe´cialise en χ˜ (c’est une extension du caracte`re χqm deHqm(W )).
3.3.6. Nous allons maintenant e´tendre et ge´ne´raliser des re´sultats de
[10].
Proposition 3.3.7. Pour tous t ∈ B+, g ∈ GF et pour tout entier
positif m multiple de δ, le nombre de points fixes sous gFm de X(t) est
|X(t)gFm| =
∑
ρ∈E(GF ,1)
λm/δρ ρ(g)
∑
χ∈Irr(W )F
〈 ρ, Rχ˜ 〉 · χ˜qm(TtF ).
De´monstration. Preuve Fixons une de´composition t = t1 · · · tk avec
ti ∈ W ∪W . Comme en (2.2.15), on a
X(t1, . . . , tk) =
∐
(t′1,...,t
′
k
)⊂(t1,...,tk)
X(t′1, . . . , t
′
k)
et Tt =
∑
(t′1,...,t
′
k
)⊂(t1,...,tk),t′i∈W Tt
′
1···t′k . Les deux membres de la propo-
sition e´tant additifs, il suffit donc de de´montrer la proposition pour
t ∈ B+. La proprie´te´ re´sulte alors de [10, III proposition 1.2, the´ore`me
1.3 et the´ore`me 2.3] applique´s a` la varie´te´XGk(t1, . . . , tk, F1) isomorphe
a` X(t) (cf. proposition 2.3.3). 
Corollaire 3.3.8. Soit t ∈ B+. On a
(i)
[H∗c (X(t))]h=−1 =
∑
χ∈Irr(W )F
Rχ˜ · χ˜t(TtF )
=
∑
ρ∈E(GF ,1)
ρ
∑
χ∈Irr(W )F
〈 ρ, Rχ˜ 〉 · χ˜t(TtF ).
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(ii) Si de plus t est un produit d’e´le´ments w de W tels que X(w)
est rationnellement lisse, alors,
[H∗c (X(t))] =
∑
χ∈Irr(W )F
Rχ˜ · χ˜h2t(TtF )
=
∑
ρ∈E(GF ,1)
ρ
∑
χ∈Irr(W )F
〈 ρ, Rχ˜ 〉 · χ˜h2t(TtF )
De´monstration. Preuve D’apre`s le corollaire 3.3.4 et la convention 3.3.5,
si m est tel que λ
m/δ
ρ = 1 pour tout ρ, on a∑
i
(−1)iTrace(gFm|H ic(X(t))) = Trace(g|[H∗c (X(t))]h=−1,t=qm).
Par la formule des traces de Lefschetz, le premier membre est e´gal a`
|X(t)gFm|. On obtient donc pour, tout m suffisamment divisible,
[H∗c (X(t))]h=−1,t=qm =
∑
ρ∈E(GF ,1)
ρ
∑
χ∈Irr(W )F
〈 ρ, Rχ˜ 〉 · χ˜qm(TtF ),
ce qui montre (i), les deux membres e´tant des polynoˆmes e´gaux pour
une infinite´ de valeurs de t.
De´montrons (ii). La proposition 2.3.3 permet de nous ramener au
cas ou` la suite t est re´duite a` un seul terme w. Puisque X(w) est
rationnellement lisse, les conjectures de Weil sur les valeurs propres de
l’endomorphisme de Frobenius montrent que
Trace(gFm|H ic(X(t))) =
∑
ρ
λm/δρ q
im/2ρ(g)〈 ρ,H ic(X(t)) 〉.
Jointe a` la proposition 3.3.7, la formule des traces de Lefschetz fournit
alors l’e´galite´∑
i
(−1)iqim/2〈 ρ,H ic(X(t)) 〉 =
∑
χ
〈 ρ, Rχ˜ 〉χ˜qm(TtF )
pour tout m. On en de´duit (ii). La proposition s’en de´duit. 
3.3.9. Nous e´tudions maintenant les proprie´te´s de rationalite´ des car-
acte`res des groupes de cohomologie.
Proposition 3.3.10. (i) Pour tout t ∈ B+ et pour tout i, le
groupe H ic(X(t)) est unipotent commeG
F -module, et les valeurs
propres de F δ dans H ic(X(t)) sont de module infe´rieur ou e´gal
a` qδi/2.
(ii) Si de plus t ∈ B+ est un produit d’e´le´ments w tels que X(w)
est rationnellement lisse, alors pour tout i le groupe H ic(X(t))
a un caracte`re rationnel comme (GF ×<F δ>)-module.
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De´monstration. Preuve Supposons pour commencer que t est comme
dans (ii). Le corollaire 3.3.8 (ii) montre que H∗c (X(t)) est unipotent et
pour tout entier strictement positif m, on a :
|X(t)|gF δm =
∑
i
(−1)iTrace(gF δm | H ic(X(t))
=
∑
i
(−1)i
∑
ρ∈E(GF ,1)
(λρq
δi/2)mTrace(g | H ic(X(t))ρ).
Soit [λ] le caracte`re de <F δ> de´fini par F δ 7→ λ. On pose H ic(X(t))λ =
⊕{ρ|λρ=λ}H ic(X(t))ρ. Alors, pour tout g, l’e´le´ment∑
i,λ
(−1)i[λqδi/2] Trace(g | H ic(X(t))λ)
deR(<F δ>) ne prend que des valeurs entie`res sur les puissances stricte-
ment positives de F δ, donc est stable par tout σ ∈ Gal(Q/Q). Comme
σ([λqδi/2]) = [σ(λ)qδi/2] et que les caracte`res [λqδi/2] sont tous distincts
quand i de´crit Z et λ de´crit les racines de l’unite´, on en de´duit que
σ(Trace(g | H ic(X(t))λ) = Trace(g | H ic(X(t))σ(λ)). Par conse´quent,
le caracte`re du (GF ×<F δ>)-module H ic(X(t)) est σ-stable, donc ra-
tionnel. On a prouve´ (ii) ainsi que le cas particulier de (i) ou` t est
comme dans (ii).
On suppose maintenant que t est de la forme t = t1 · · · tn avec
t1, . . . , tn ∈ S ∪ S. On va e´tablir (i), dans ce cas, par re´currence
sur le nombre de i tels que ti ∈ S. Soit i tel que ti ∈ S. Alors,
la varie´te´ X(t1 · · · ti−1titi+1 · · · tn) est union de l’ouvert X(t) et du
ferme´ comple´mentaire X(t1 · · · ti−1ti+1 · · · tn). Par re´currence, le (i) de
la proposition est e´tabli pourX(t1 · · · ti−1titi+1 · · · tn) et pourX(t1 · · · ti−1ti+1 · · · tn).
La suite exacte longue associe´e a` la de´composition ouvert-ferme´ montre
le re´sultat pour X(t).
Conside´rons maintenant un e´le´ment quelconque t = t1 · · · tn de B+
(avec ti ∈ W∪W ). Nous allons montrer (i) par re´currence sur le nombre
de ti dans W . Le re´sultat est de´ja` e´tabli pour t ∈ B+.
Soit j tel que tj = w ∈ W et conside´rons la stratification de la
proposition 3.2.2, ou` t = t1 · · · tj−1 et t′ = tj+1 · · · tn. Par re´currence,
tous les Xi − Xi−1 ve´rifient (i). La proprie´te´ (i) pour X(t) se de´duit
alors de la suite spectrale associe´e a` la stratification. 
Nous utiliserons parfois le raffinement suivant de la proposition 3.3.10
(ii), qui e´tudie l’action de F . Lorsque F n’est pas un endomorphisme de
Frobenius, la formule des traces ne s’applique pas directement et nous
contournons le proble`me en utilisant le the´ore`me 2.2.7 de Fujiwara.
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Proposition 3.3.11. Soit t ∈ B+ produit d’e´le´ments w ∈ WF tels
que X(w) est rationnellement lisse ; alors, pour tout i, le caracte`re du
(GF ⋊<F>)-module H ic(X(t)) est rationnel.
De´monstration. Preuve
E´crivons t = t1 · · · tk avec ti ∈ W F et X(ti) rationnellement lisse.
Soit i ∈ {0, . . . , δ − 1} et (φ, F1) = (gF i, F δ). Pour m ≡ i (mod δ), on
a gFm = φ(F δ)(m−i)/δ, donc, pour m assez grand, on a (cf. the´ore`me
2.2.7) :
|X(t1, . . . , tk)|gFm =
∑
i
(−1)iTrace(gFm | H ic(X(t1, . . . , tk)).
Puisque X(t1, . . . , tk) est rationnellement lisse, le corollaire 3.3.4,
joint aux conjectures de Weil, montre que les valeurs propres de F sur
H ic(X(t1, . . . , tk)ρ sont de la forme µρq
i/2 ou` µρ est une racine δ-ie`me
de λρ. Donc, si on note H
i
c(X(t1, . . . , tk))
µρ
ρ l’espace propre ge´ne´ralise´
de F dans H ic(X(t1, . . . , tk))ρ pour la valeur propre µρq
i/2, on a
|X(t1, . . . , tk)gFm|
=
∑
i
(−1)i
∑
ρ
∑
{µρ|µδρ=λρ}
(µρq
i/2)m Trace(g | H ic(X(t1, . . . , tk)µρρ ),
et on conclut comme dans la preuve du (ii) de la proposition 3.3.10.

Remarque 3.3.12. Nous conjecturons que tout e´le´ment de CB+(F ) est
produit d’e´le´ments de CB+(F ) et d’e´le´ments de W
F .
3.3.13. Soit Id le caracte`re identite´ de GF . Soit Idh2t le caracte`re de
Hh2t(W ) qui se spe´cialise en le caracte`re trivial deW (il prend la valeur
(h2t)l(w) sur Tw).
Proposition 3.3.14. Soit t ∈ B+. La classe de la partieGF -invariante
de H∗c (X(t)) est donne´e par 〈H∗c (X(t)), Id 〉 = Idh2t(Tt).
De´monstration. Preuve Nous proce´dons par re´currence sur le nombre
d’e´le´ments de W dans une de´composition de t.
De´montrons d’abord le re´sultat quand t ∈ B+. En conside´rant une
de´composition t = w1 · · ·wk ou` wi ∈W et en utilisant la proposition
2.3.3, on se rame`ne au cas ou` t ∈W. Soit t˙ un e´le´ment de NG(T) qui
rele`ve t. Soit U le radical unipotent de B.
Soit Y(t˙) = {g ∈ G | g−1F (g) ∈ t˙U}. C’est une varie´te´ munie d’une
action de GF par multiplication a` gauche et et de TtF par multiplica-
tion a` droite. On dispose aussi d’une action deU∩ t˙U par multiplication
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a` droite. On a un isomorphisme de varie´te´s compatible a` l’action deGF
[9, §1.11]
g 7→ gB, (Y(t˙)/(U ∩ t˙U))/TtF ∼−→X(t)
Le morphisme quotient π : Y(t˙) → Y(t˙)/(U ∩ t˙U)) est une fibration
a` fibres des espaces affines de dimension l(w0) − l(t). Par conse´quent,
π∗Qℓ ≃ Qℓ[2(l(t) − l(w0))](l(t) − l(w0)), donc on a un isomorphisme
de GF -modules H∗c (X(t)) ≃ H∗+2(l(w0)−l(t))c (Y(t˙)/TtF )(l(w0)− l(t)). La
varie´te´ Y(t˙)/GF est isomorphe a` U et l’action correspondante de TtF
est l’action par conjugaison. Cette action s’e´tend en l’action par conju-
gaison du groupe connexe T. Or, un groupe connexe agit trivialement
sur la cohomologie [9, proposition 6.4], donc
H∗c (U) ≃ H∗c (U)T
tF ≃ H∗c (Y(t˙)/TtF )G
F
≃ H∗−2(l(w0)−l(t))c (X(t))G
F
(l(t)− l(w0)).
PuisqueU est un espace affine de dimension l(w0), on en de´duit l’e´galite´
〈H∗c (X(t)), Id 〉 = (h2t)l(t).
Passons maintenant a` l’e´tape ge´ne´rale de la re´currence. Conside´rons
une de´composition t = twt′ avec t, t′ ∈ B+ et w ∈ W . On conside`re
la stratification correspondante (cf. proposition 3.2.2). L’hypothe`se de
re´currence s’applique aux composantes des varie´te´s Xi − Xi−1. En
particulier, la partie GF -invariante de leur cohomologie est en degre´
pair. Il en re´sulte que les morphismes de connection des suites exactes
longues ouvert-ferme´ de cohomologie associe´es a` la stratification sont
nulles lorsque l’on se restreint a` la partie ou` GF agit trivialement.
Par conse´quent, H∗c (X(t))
GF = ⊕iH∗c (Xi −Xi−1)GF , d’ou` la proposi-
tion. 
Soit ε le caracte`re signe de W et ε˜ l’extension telle que F agit triv-
ialement. Nous notons St le caracte`re de Steinberg Rε˜ de G
F .
Proposition 3.3.15. Soit t ∈ B+. On a 〈H∗c (X(t)), St 〉 = εh2t(Tt).
En d’autres termes :
(i) La repre´sentation de Steinberg n’intervient pas dans H∗c (X(t))
si t 6∈ B+.
(ii) Pour t ∈ B+, le seul groupe de cohomologie ou` la repre´sentation
de Steinberg intervient est H
l(t)
c (X(t)) ; dans celui-ci, elle a
multiplicite´ 1 et est associe´e a` la valeur propre 1 de F δ.
De´monstration. Preuve Lorsque t est un produit d’e´le´ments de S, le
re´sultat est fourni par le corollaire 3.3.8 (ii), car εth2(Ts) = 0 (si s ∈ S)
et εth2(T1) = 1.
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Soit maintenant t = t1 · · · tn avec t1, . . . , tn ∈ S ∪ S. Soit i tel que
ti ∈ S. Par re´currence sur le cardinal de {i|ti ∈ S}, la repre´sentation
de Steinberg n’intervient pas dans la cohomologie de la varie´te´
X(t1 · · · ti−1titi+1 · · · tn).
La suite exacte associe´e a` la de´composition ouvert-ferme´O(ti) = O(ti)
∐O(1)
montre que Hkc (X(t))St = H
k−1
c (X(t1 · · · ti−1ti+1 · · · tn))St et la propo-
sition en de´coule par re´currence.
Soit t = t1 · · · tn avec t1, . . . , tn ∈ W ∪W . Nous allons proce´der par
re´currence sur
∑
i(l(ti) − 1), ou` i de´crit les entiers tels que ti /∈ W .
La proposition est de´ja` e´tablie lorsque cet entier est nul. Sinon, il ex-
iste i tel que ti = v ∈ W − S. Soient w ∈ W et s ∈ S tels que
v = ws et w < v. Par re´currence, la repre´sentation de Steinberg n’in-
tervient pas dans la cohomologie des varie´te´sX(t1 · · · ti−1w sti+1 · · · tn)
et X(t1 · · · ti−1w′ti+1 · · · tn) pour w′ < w. La proposition 3.2.9 permet
alors de de´duire la proposition pour X(t). 
Pour w ∈ W , on pose Rw =
∑
i(−1)i[H ic(X(w))] ∈ R(GF ).
Proposition 3.3.16. Pour tout s ∈ SF et tout n ∈ N, on a
[H∗c (X(s
n))] =
tnh2n
2
(R1 +Rs) +
hn
2
(R1 −Rs).
De´monstration. Preuve Lorsque le rang de G est 1, la proposition
re´sulte des propositions 3.3.14 et 3.3.15, car alors R1 + Rs = 2[Id]
et R1−Rs = 2[St]. Le cas ge´ne´ral s’en de´duit par induction de Harish-
Chandra a` partir du sous-groupe de Levi de´fini par s (cf. corollaire
3.1.3). 
Proposition 3.3.17. Soient s ∈ S et b ∈ B+ tels que bF (s) = sb.
Alors, il existe Hs, Hi ∈ Z[t1/2, h] ⊗ R(GF ) tels que [H∗c (X(smb))] =
hmHs + (h
2t)mHi pour tout m ∈ N.
De´monstration. Preuve Nous appliquons la proposition 2.3.13 avec I =
{s} et w = smb. Soit z = ωI(b) et n ∈ N tel que αI(b) = sn. On a alors
ωI(s
mb) = z et αI(s
mb) = sm+n. Soit z = z1 · · · zk la forme normale
de z et z˙i un releve´ de zi. On pose F
′ = z˙1 · · · z˙kF . Soit L = LI un
sous-groupe de Levi de G de type A1. On note Y = X˜(I)(z˙1, . . . , z˙k),
varie´te´ munie d’une action a` droite de LF
′
et d’une action a` gauche de
GF .
On a X(smb) ≃ Y ×LF ′ XL(sm+n, F ′). Le groupe LF
′
posse`de deux
caracte`res unipotents, IdL et StL et la proposition 3.3.16 montre que
[H∗c (XL(s
m+n, F ′))] = hm+n StL+(h2t)m+n IdL. On de´duit de la for-
mule de Ku¨nneth que
[H∗c (X(s
mb))] = hm+n[H∗c (Y)StL] + (h
2t)m+n[H∗c (Y)IdL],
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d’ou` la proposition avec Hs = h
n[H∗c (Y)StL ] et Hi = (h
2t)n[H∗c (Y)IdL].

Proposition 3.3.18. Soit χ˜ ∈ R(W⋊<F>)⊗Q tel que Rχ˜ ∈ R+(GF )
et soit I une partie F -stable de S. On suppose que χ˜ est combinaison
line´aire de caracte`res ψ ∈ Irr(W ⋊<F>) tels que 〈ResW⋊<F>WI ψ, Id 〉 =
0.
Alors, pour tous t, t′ ∈ B+ et tout caracte`re unipotent ρ tel que
〈 ρ, Rχ˜ 〉 6= 0, on H∗c (X(twI0t′))ρ = 0.
De´monstration. Preuve Nous proce´dons comme dans la preuve de la
proposition 3.3.15 pour nous ramener au cas ou` t, t′ sont dans le sous-
mono¨ıde engendre´ par S.
Puisque TwI0 est un multiple de l’idempotent central de Hh2t(WI) as-
socie´ au caracte`re trivial Idh2t, il agit par 0 dans toute repre´sentation V
de Hh2t(W ) dont la restriction a`WI ne contient pas le caracte`re trivial.
Par conse´quent, pour tout ψ ∈ Irr(W⋊<F>) tel que 〈ResW⋊<F>WI ψ, Id 〉 =
0, on a ψh2t(TtwI0t′F ) = ψh2t(TtTwI0Tt′F ) = 0. Par hypothe`se, χ˜ est com-
binaison line´aire de caracte`res ψ ayant cette proprie´te´, donc χ˜h2t(TtwI0t′F ) =
0.
L’orthogonalite´ des caracte`res Rφ˜ [24, §3.19.2] permet de de´duire
du corollaire 3.3.8 (ii) que 〈H∗c (X(twI0t′)), Rχ˜ 〉 = χ˜h2t(TtwI0t′F ) = 0.
Puisque Rχ˜ ∈ R+(GF ), on obtient finalement H∗c (X(twI0t′))ρ = 0. 
Corollaire 3.3.19. Pour tous t, t′ ∈ B+ et pour tout caracte`re unipo-
tent ρ 6= Id, on a H∗c (X(tw0t′))ρ = 0.
De´monstration. Preuve Lusztig [26, §5.10 et theorem 6.17] a montre´
qu’il existe une famille d’e´le´ments awF ∈ R(W ⋊ <F>) ⊗ Q, pour
w ∈ W , ve´rifiant les proprie´te´s suivantes (nous suivons les notations
de Lusztig au signe pre`s) :
– Pour w 6= 1, on a 〈ResW awF , Id 〉 = 0.
– On a RawF ∈ R+(GF ).
– Le sous-groupe de R(GF ) engendre´ par les RawF , pour w 6= 1,
co¨ıncide avec le sous-groupe engendre´ par les Rφ˜, pour φ 6= Id.
Le re´sultat se de´duit alors imme´diatement de la proposition 3.3.18,
applique´e a` χ˜ = awF pour w ∈ W − {1}. 
3.3.20. Nous ge´ne´ralisons maintenant des re´sultats de [24].
Proposition 3.3.21. Soit ρ un caracte`re unipotent de GF et soit b0 ∈
B+ un e´le´ment de longueur minimale tel que H∗c (X(b0))ρ 6= 0. Alors
(i) b0 ∈ W et, si ρ∗ est le caracte`re dual de ρ, l’e´le´ment b0 est
aussi de longueur minimale pour la proprie´te´H∗c (X(b0))ρ∗ 6= 0.
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(ii) On a H ic(X(b0))ρ = 0 pour i 6= l(b0) et F δ agit sur H l(b0)c (X(b0))ρ
avec une valeur propre de module qδl(b0)/2.
(iii) β(b0) est de longueur minimale dans sa classe de F -conjugaison
et cette classe de F -conjugaison ne de´pend que de ρ.
(iv) Soit b ∈ B+ tel que H l(b)c (X(b))ρ 6= 0. Alors, les valeurs pro-
pres de F δ sur H
l(b)
c (X(b))ρ sont de module infe´rieur ou e´gal
a` qδl(b)/2 et cette valeur ne peut eˆtre atteinte que si β(b) est
F -conjugue´ a` β(b0).
De´monstration. Preuve L’assertion que b0 est dansW est [24, example
3.10.c]. On pose w = b0 et soit w = s1 · · · sn une de´composition re´duite
de w. Soit t′ = s1 · · · sn. Le comple´mentaire de l’ouvert X(w) de X(t′)
est stratifie´ par des varie´te´s X(b′) avec b′ ∈ B+, l(b′) < l(w). Par
minimalite´ de w, les groupes de cohomologie de ces varie´te´s ne font
pas intervenir ρ. Les suites exactes longues de cohomologie montrent
alors que les composantes de type ρ de H ic(X(w)) et de H
i
c(X(t
′))
sont isomorphes. D’apre`s la proposition 3.3.10 (ii), on a H∗c (X(t
′))ρ∗ 6=
0. En e´changeant les roˆles de ρ et ρ∗ on de´duit que ρ∗ ne peut pas
intervenir dans H∗c (X(w
′)) si l(w′) < l(w). La stratification montre
donc que H∗c (X(w))ρ∗ ≃ H∗c (X(t′))ρ∗ 6= 0 et w est aussi un e´le´ment
de longueur minimum tel que ρ∗ intervient dans la cohomologie de la
varie´te´ associe´e, d’ou` (i).
On de´duit de la proposition 3.3.2 (i) que si H ic(X(w))ρ 6= 0, alors,
i ≥ l(w).
La varie´te´X(t′) est une varie´te´ projective lisse (cf. proposition 2.3.5).
La dualite´ de Poincare´ montre que si H ic(X(w))ρ 6= 0, alors ρ et ρ∗ in-
terviennent aussi dans H2l(w)−i(X(t′)), donc dans H2l(w)−ic (X(w)). On
a donc aussi 2l(w)− i ≥ l(w), d’ou` i = l(w). D’autre part, les conjec-
tures de Weil montrent que les valeurs propres de F δ sur H
l(w)
c (X(t′))
sont de module qδl(w)/2. Il en est donc de meˆme pour de H
l(w)
c (X(w))ρ
et l’assertion (ii) est e´tablie.
Prouvons (iii). Supposons que w n’est pas de longueur minimale dans
sa F -classe de conjugaison. D’apre`s [15, the´ore`me 1.1] et [17, the´ore`me
2.6], il existe s ∈ S tel que w = sw′F (s) avec l(w) = l(w′) + 2, i.e.,
w = sw′s dans B+. Alors, les propositions 3.2.10 et 3.1.6 montrent que
H∗c (X(w
′))ρ 6= 0 ou H∗c (X(sw′))ρ 6= 0, ce qui contredit la minimalite´
de w.
Soit maintenantw′ ∈W tel que l(w′) = l(w) et tel queH l(w)c (X(w′))ρ 6=
0. D’apre`s (ii), les valeurs propres de F δ sur H
l(w)
c (X(w′))ρ sont de
module qδl(w)/2, donc F δ a pour unique valeur propre qδl(w) sur le sous-
module (non nul) H
l(w)
c (X(w))ρ ⊗ H l(w)c (X(w′))ρ∗ de (H l(w)c (X(w)) ⊗
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H
l(w)
c (X(w′)))G
F
. La proposition 3.3.2 affirme alors que w et w′ sont
F -conjugue´s.
Conside´rons enfin (iv). On a vu dans (i) que H
l(w)
c (X(w))ρ∗ 6= 0 et
dans (ii) que F δ agit sur cet espace avec une valeur propre de module
qδl(w)/2. Le re´sultat re´sulte alors de la proposition 3.3.2 applique´e a`
(H
l(b)
c (X(b))⊗H l(w)c (X(w)))GF . 
Le corollaire suivant re´sulterait de l’affinite´ des varie´te´s X(b) pour
b ∈ B+, qui n’est connue que pour q assez grand (proposition 2.3.6
(iii)).
Corollaire 3.3.22. Pour tout b ∈ B+ et tout i < l(b) on a H ic(X(b)) =
0.
De´monstration. Preuve Soit ρ ∈ E(GF , 1) et soit w ∈ W un e´le´ment de
longueur minimale tel que H
l(w)
c (X(w))ρ∗ 6= 0 (cf. proposition 3.3.21).
Soit i tel queH ic(X(b))ρ 6= 0. On a donc (H l(w)c (X(w))⊗H ic(X(b)))GF 6=
0. On de´duit de la proposition 3.3.2 que l(w) + i ≥ l(w) + l(b), donc
que i ≥ l(b), d’ou` le corollaire. 
3.3.23. Nous proposons maintenant plusieurs conjectures mettant en
e´vidence des phe´nome`nes de pe´riodicite´. Elles sont ve´rifie´es dans les
cas des groupes de rang 2 et des e´le´ments pour lesquels nous calculons
la cohomologie (the´ore`mes 4.2.4, 4.2.9, 4.3.4, 4.3.5, 4.4.3 et 4.4.4).
On note N = l(w0). Pour χ ∈ Irr(W )F nous notons Aχ (resp. aχ)
le degre´ (resp. la valuation) du degre´ ge´ne´rique du caracte`re χt ∈
Irr(Ht(W )) correspondant a` χ (cf. [26, 4.1.1]). Par ailleurs, comme les
coefficients 〈Rχ˜, ρ 〉 sont inde´pendants de q (cf. [26, theorem 4.23]), et
commeRχ˜(1) est la valeur en q d’un polynoˆme a` coefficients inde´pendants
de q (« degre´ fantoˆme »), pour tout ρ ∈ E(GF , 1) il existe un polynoˆme
a` coefficients inde´pendants de q dont ρ(1) est la valeur en q (en ef-
fet, la partie unipotente de la repre´sentation re´gulie`re est donne´e par∑
χ∈Irr(W )F Rχ˜(1)Rχ˜). Nous de´finissons Aρ et aρ comme le degre´ et la
valuation de ce polynoˆme (voir aussi [4, theorem 1.32]).
Conjecture 3.3.24. Soit w ∈ B+. On a
[H∗c (X(piw))ρ] = h
4N−2Aρt2N−aρ−Aρ [H∗c (X(w))ρ].
On note P 7→ P l’involution de Z[t±1/2, h±1] donne´e par h 7→ h−1 et
t1/2 7→ t−1/2.
Conjecture 3.3.25. Soit w ∈ B+ tel que w 4 pin. Alors on a
〈H∗c (X(w−1pin)), ρ 〉 = (h4N−2Aρt2N−aρ−Aρ)n〈H∗c (X(w)), ρ 〉.
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Soit E l’involution d’Ennola de E(GF , 1) (cf.[4, theorem 3.3] ; loc. cit.
conside`re une permutation avec signes σG dont l’effet sur les dimensions
est de changer q en −q ; nous conside´rons ici la permutation sous-
jacente ; on a E(ρ) = (−1)AρσG(ρ)).
Conjecture 3.3.26. Supposons w0 central dans W . Soit w ∈ B+. On
a
〈H∗c (X(w0w)), ρ 〉 = h2N−AρtN−(aρ+Aρ)/2〈H∗c (X(w)), E(ρ) 〉.
Un indice pour ces conjectures est la
Proposition 3.3.27. Les conjectures 3.3.24, 3.3.25 et 3.3.26 sont vraies
pour h = −1.
De´monstration. Preuve D’apre`s le corollaire 3.3.8(i), on a
〈H∗c (X(w)), ρ 〉|h=−1 =
∑
χ∈Irr(W )F
〈Rχ˜, ρ 〉χ˜t(TwF ).
En sommant sur ρ ∈ E(GF , 1), nous transformons la conjecture 3.3.24
spe´cialise´e en h = −1 en l’assertion e´quivalente∑
χ∈Irr(W )F
∑
ρ∈E(GF ,1)
ρ〈Rχ˜, ρ 〉χ˜t(TpiTwF )
=
∑
χ∈Irr(W )F
∑
ρ∈E(GF ,1)
ρt2N−aρ−Aρ〈Rχ˜, ρ 〉χ˜t(TwF ).
Comme Aχ et aχ sont les meˆmes pour tous les χ tels que 〈Rχ˜, ρ 〉 6= 0
(cf. [26, theorem 4.23]), on a Aρ = Aχ et aρ = aχ lorsque 〈Rχ˜, ρ 〉 6= 0 ;
nous pouvons donc re´e´crire cette e´galite´∑
χ∈Irr(W )F
Rχ˜χ˜t(TpiTwF ) =
∑
χ∈Irr(W )F
t2N−aχ−AχRχ˜χ˜t(TwF ),
ce qui e´quivaut par inde´pendance line´aire des Rχ˜ a` l’assertion : χ˜t(TpiTwF ) =
t2N−aχ−Aχχ˜t(TwF ). Soit ω(χt) le caracte`re central de χt. Puisque pi est
central, cela revient a` voir que ω(χt)(Tpi) = t
2N−aχ−Aχ, e´galite´ bien
connue (voir par exemple [26, 5.12.2]).
Par un calcul analogue, la conjecture 3.3.25 se transforme en
χ˜t(T
−1
w T
n
pi
F ) = tn(2N−aρ−Aρ)χ˜t(TwF ).
Vue la formule ci-dessus pour ω(χt)(Tpi), ceci e´quivaut a` χ˜t(T
−1
w F ) =
χ˜t(TwF ) ; ceci re´sulte de ce que t 7→ t−1, Tw 7→ T−1w , F 7→ F est un anti-
automorphisme semi-line´aire de Ht(W ) ⋊ 〈F 〉 qui fixe les caracte`res
irre´ductibles (car il les fixe pour t = 1, puisque tous les caracte`res
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irre´ductibles de W sont re´els et que nous avons choisi l’extension χ˜
rationnelle).
Enfin, par un calcul analogue, la conjecture 3.3.26 se transforme en
σG(Rχ˜)χ˜t(TwTw0F ) = t
N−(aρ+Aρ)/2Rχ˜χ˜(TwF ).
Puisque par loc. cit. on a ω(χt)(Tw0) = t
N−(aρ+Aρ)/2ω(χ)(w0), cela re-
vient a` l’e´galite´ σG(Rχ˜) = ω(χ)(w0)Rχ˜. Cette e´galite´ est a` son tour
e´quivalente a` σG(Rw) = Rww0. Cette dernie`re e´galite´ se rame`ne au cas
des groupes quasi-simples ; pour les groupes exceptionnels c’est une
ve´rification d’un nombre fini de cas que nous avons effectue´e par ordi-
nateur. Pour les cas des groupes classiques, nous pouvons extraire la
preuve de celle de [4, theorem 3.3]. En effet, avec les notations de loc.
cit., T− est un tore de type ww0 si T est de type w ; l’e´nonce´ [4, theorem
3.3] suppose le tore d-de´ploye´ pour un certain d ; mais la preuve de la
commutation de l’induction de Lusztig avec σG donne´e pages 52–53 de
loc. cit. n’utilise pas cette hypothe`se dans le cas des tores. 
3.4. Inde´pendance de ℓ.
3.4.1. Soit X une varie´te´ quasi-projective e´quidimensionelle sur F¯p.
On note CHr(X, n) les groupes de Chow supe´rieurs de Bloch. On pose
Hrmot(X,Z(n)) = CH
n(X, 2n − r) (« cohomologie motivique »). Nous
renvoyons a` [21, II, §II.2] et [18] pour leurs principales proprie´te´s.
LorsqueX est lisse, on dispose de morphismes « cycle » :Hrmot(X,Z(n))⊗Z
Qℓ → Hr(X,Qℓ(n)) et en sommant, on obtient
cr(X) :
⊕
n
Hrmot(X,Z(n))⊗Z Qℓ(−n)→ Hr(X,Qℓ).
Si γ est un endomomorphisme propre de X , alors il induit un endomor-
phisme de Hrmot(X,Z(n)) et c
r(X) est e´quivariant pour cette action.
Proposition 3.4.2. Soient b,b′ ∈ B+ tels que X(b) et X(b′) sont
lisses. On conside`re l’action diagonale de GF sur X(b)×X(b′). Alors,
pour tout r, le morphisme cycle cr induit un isomorphisme⊕
n
Hrmot(X(b)×X(b′),Z(−n))G
F⊗ZQℓ(n) ∼−→Hr(X(b)×X(b′),Qℓ)GF .
De´monstration. Preuve Commenc¸ons par introduire deux de´finitions.
Un morphisme f : Y → X est un un quasi fibre´ vectoriel de rang r si
c’est une fibration localement triviale (pour la topologie de Zariski), de
fibres isomorphes a` l’espace affine Ar. Le morphisme f ∗ : Hrmot(X,Z(n))→
Hrmot(Y,Z(n)) est alors un isomorphisme (cf. par exemple [18, §1.2.7]).
On introduit une relation d’e´quivalence sur les varie´te´s comme la cloˆture
de la relation d’eˆtre un quasi-fibre´ vectoriel et on dit qu’une varie´te´ est
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un quasi espace affine si elle est dans la classe d’un point. Pour un quasi
espace affine X , les morphismes cr sont donc des isomorphismes.
Soient t1, . . . , tn, t
′
1, . . . , t
′
n′ ∈ S. Lusztig [27, §2.6] introduit une strat-
ification par des sous-varie´te´s ferme´es (GF × 〈F 〉)-e´quivariantes
0 = ZL0 ⊂ ZL1 ⊂ · · · ⊂ ZLm = X(t1, . . . , tn)×X(t′1, . . . , tn′).
On fixe i et on pose Z = ZLi −ZLi−1 . Lusztig [27, §3.3 et 3.5] introduit
des varie´te´s lisses Z0 et Z1 munies de l’action libre d’un groupe fini T
commutant aux actions de GF et de F . Il construit un isomorphisme
(GF × 〈F 〉)-e´quivariant Z0/T ∼−→Z [27, Lemma 3.4] et un quasi fibre´
vectoriel (GF ×〈F 〉×T )-e´quivariant f : Z1 → Z0. Il montre [27, §3.26]
que GF \ Z1 est un quasi espace affine.
On en de´duit que c(Z1)
GF est un isomorphisme, donc que c(Z0)
GF
est un isomorphisme et finalement que c(Z)G
F
est un isomorphisme.
Les suites spectrales qui calculent la comohologie ℓ-adique et la co-
homologie motivique de X(t1, . . . , tn)×X(t′1, . . . , tn′) a` partir de celle
des ZLi − ZLi−1 sont compatibles avec les morphismes « cycle ». On
de´duit que c(X(t1, . . . , tn)×X(t′1, . . . , tn′))GF est un isomorphisme.
Soient maintenant s1, . . . , sn, s
′
1, . . . , s
′
n′ ∈ S. Soient ti = si et t′i = s′i.
D’apre`s ce qui pre´ce`de, les morphismes cG
F
sont des isomorphismes
pour les varie´te´s X(ti1 , . . . , tir)×X(t′i′1 , . . . , t
′
i′
r′
), ou` 1 ≤ i1 < · · · ir ≤ n
et 1 ≤ i′1 < · · · i′r′ ≤ n′. On de´duit de la suite spectrale de Mayer-
Vietoris qui calcule la cohomologie de X(s1, . . . , sn)×X(s′1, . . . , s′n′) a`
partir de celle des X(ti1 , . . . , tir)×X(t′i′1 , . . . , t
′
i′
r′
) que c(X(s1, . . . , sn)×
X(s′1, . . . , s
′
n′))
GF est un isomorphisme.
Dans le cas ge´ne´ral, on utilise la suite spectrale qui provient de la
stratification (2.2.15) de X(b) dont les pie`ces sont des X(s1, . . . , sn)
avec si ∈ S. 
Remarque 3.4.3. Lorsque b et b′ sont produit d’e´lements de S, alors,
CHr(X(b)×X(b′), n)GF = 0 pour n 6= 0 : parmi les groupes de Chow
supe´rieurs de X(b)×X(b′), seuls les groupes de Chow ordinaires ont
des invariants sous GF .
Par dualite´ de Poincare´, on de´duit de la proposition 3.4.2 le corollaire
suivant.
Corollaire 3.4.4. Soient b,b′ ∈ B+ tels que X(b) et X(b′) sont lisses.
Alors, pour tout i, il existe un Q〈F 〉-module Li tel que pour tout ℓ 6 |q,
on a un isomorphisme de Qℓ〈F 〉-modules
Qℓ ⊗Q Li ∼−→H ic(X(b)×X(b′),Qℓ)G
F
.
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3.4.5. Pour b ∈ B+, soit H ic(X(b),Qℓ)j la partie de H ic(X(b),Qℓ) ou`
les valeurs propres de F δ sont de module qδj/2. D’apre`s le corollaire
3.4.4, on a, pour t,b ∈ B+, en conside´rant la partie de Hkc (GF\X(t)×
X(b)) ou` F δ agit par qδk
′/2, que
Sk,k′,t,b :=
∑
i,j
〈Hk−ic (X(t),Qℓ)k′−j , H ic(X(b),Qℓ)∗j 〉
est inde´pendant de ℓ (ou` pour une repre´sentation V de GF on note V ∗
la repre´sentation contragre´diente).
Proposition 3.4.6. Pour tout b ∈ B+, tout χ ∈ Irr(W )F et tous i, j,
le produit scalaire 〈Rχ˜, H ic(X(b),Qℓ)j 〉 est inde´pendant de ℓ et est nul
si aχ 6≡ j (mod 2).
De´monstration. Preuve Si t est dans le sous-mono¨ıde de B+ engendre´
par S, on a par le corollaire 3.3.8(ii) :
H∗c (X(t),Qℓ) =
∑
χ∈Irr(W )F
Rχ˜χ˜h2t(TtF ).
En tenant compte de cette formule on a
Sk,k′,t,b =
∑
i
〈Hk−ic (X(t),Qℓ)k−i, H ic(X(b),Qℓ)∗i+k′−k 〉;
et comme les valeurs propres de F δ sur Hkc (G
F\X(t)×X(b)) sont des
puissances entie`res de qδ (voir corollaire 3.3.4 (ii)), cette somme est
nulle si k′ est impair. Soit χ˜h2m(TtF )(j) le coefficient de (h2t)j/2 dans
χ˜h2m(TtF ) et soit
f(k, k′, m) :=
∑
i,χ∈Irr(W )F
χ˜h2t(mF )(k−i)〈Rχ˜, H ic(X(b),Qℓ)i+k′−k 〉
pour m ∈ Hh2t(W ). On trouve donc que f(k, k′, Tt) est inde´pendant de
ℓ pour tout t dans le sous-mono¨ıde de B+ engendre´ par S et pour
tous k, k′ et est nul si k′ est impair. Nous avons retire´ l’e´toile sur
H ic(X(b),Qℓ)i+k′−k en utilisant que Rχ˜ est rationnel, car χ˜ est rationnel.
Pour w ∈ W , on fixe une de´composition re´duite w = s1 · · · sn et
on pose Bw = Ts1 · · ·Tsn . Alors, {Bw}w∈W est une base de Hh2t(W ).
Soit {Cw}w∈W la base de Kazhdan-Lusztig de Hh2t(W ). Il existe des
entiers pv,w,i tels que Cw =
∑
i,v pv,w,i(h
2t)iBv. On a f(k, k
′, Cw) =∑
i,v pv,w,if(k−2i, k′−2i, Bv). On en de´duit que f(k, k′, Cw) est inde´pendant
de ℓ et est nul si k′ est impair.
Nous fixons maintenant b et nous notons g(χ, i, j) l’assertion de
l’e´nonce´, a` savoir : 〈Rχ˜, H ic(X(b),Qℓ)j 〉 est inde´pendant de ℓ et nul
si aχ 6≡ j (mod 2). Nous allons de´montrer g(χ, i, j) par re´currence
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de´croissante sur aχ et croissante sur i. Nous fixons donc une famille F ,
nous posons a = aF et nous fixons un e´le´ment w de la cellule bilate`re
de´termine´e par F . Nous supposons de´montre´e g(χ, i′, j) pour tout j et
tout i′ si aχ > a, ou pour tout j et i′ < i si aχ = a. Nous voulons en
de´duire g(χ, i, j) pour χ ∈ F . Par [26, 5.2.1] on a χ˜h2t(CwF )(i′) = 0 si
i′ < −aχ ; et en lisant la preuve de [26, 5.2] on voit que χ˜h2t(CwF ) = 0
si aχ < a, ou si aχ = a et χ /∈ F . Comme dans loc. cit. nous notons
cwF,χ˜ := (−1)l(w)χ˜h2t(CwF )(−aχ).
On obtient
f(i− a, j − a, Cw) = (−1)l(w)
∑
χ∈F
cwF,χ˜〈Rχ˜, H ic(X(b),Qℓ)j 〉+∑
i′,{χ∈Irr(W )F |aχ>a}
χ˜h2t(CwF )(−a+i−i′)〈Rχ˜, H i′c (X(b),Qℓ)i′+j−i 〉+
∑
i′<i,χ∈F
χ˜h2t(CwF )(−a+i−i′)〈Rχ˜, H i′c (X(b),Qℓ)i′+j−i 〉.
Les autres termes e´tant nuls par les remarques qui pre´ce`dent. Par
hypothe`se de re´currence les deux dernie`res sommes sont inde´pendantes
de ℓ (en utilisant g(χ, i′, i′ + j − i) pour aχ > a et pour i′ < i , re-
spectivement). On obtient donc que
∑
χ∈F cwF,χ˜〈Rχ˜, H ic(X(b),Qℓ)j 〉,
qui s’e´crit 〈RawF , H ic(X(b),Qℓ)j 〉 avec les notations de [26, 6.17.2], est
inde´pendant de ℓ pour tout w et est nul si j 6≡ a (mod 2).
Or d’apre`s [26, (b) above 6.17.1] l’espace engendre´ par les RawF
co¨ıncide avec celui engendre´ par les Rχ˜, d’ou` le re´sultat. 
Rappelons une version du the´ore`me de densite´ de Chebotarev.
The´ore`me 3.4.7. Soit L une extension galoisienne de Q. Il existe une
infinite´ de ℓ tels que L∩Qℓ = Q (pour tout plongement de Qℓ dans C).
Proposition 3.4.8. Soit ρ un caracte`re unipotent et soit b ∈ B+.
Supposons que pour tous i et j, le produit scalaire 〈 θ,H ic(X(b),Qℓ)j 〉
est inde´pendant de ℓ, pour θ = ρ+ ρ∗ et pour θ un caracte`re unipotent
irre´ductible diffe´rent de ρ et ρ∗. Alors pour tous i, j, on a 〈 ρ,H ic(X(b),Qℓ)j 〉 =
〈 ρ∗, H ic(X(b),Qℓ)j 〉 et ce produit scalaire est inde´pendant de ℓ.
De´monstration. Preuve L’hypothe`se implique que la partie ρ, ρ∗-isotypique
de H ic(X(b),Qℓ)j que nous noterons simplement H
i
j est de la forme
ai,jρ+ a
′
i,jρ
∗ ou` ai,j + a′i,j est inde´pendant de ℓ. Nous prouvons la con-
clusion par re´currence croissante sur i, et pour i donne´ par re´currence
croissante sur j. Par re´currence, on sait donc que pour k < i et tout l,
ou pour k = i et l < j, on a a′k,l = ak,l. En ne retenant que les termes
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correspondant a` la partie ρ, ρ∗-isotypique dans S2i,2j,b,b on obtient que∑
k,l
〈Hkl , (H2i−k2j−l )∗ 〉 = 2ai,ja′i,j +
∑
l<j
2ai,l(ai,2j−l + a
′
i,2j−l)
+
∑
l
∑
k<i
2ak,l(a2i−k,2j−l + a′2i−k,2j−l)
est inde´pendant de ℓ. On obtient donc que ai,ja
′
i,j est inde´pendant de
ℓ. D’apre`s le the´ore`me 3.4.7, il existe une infinite´ de ℓ tels que ni ρ ni
ρ∗ ne soient a` valeur dans Qℓ. Pour de tels ℓ, on a donc ne´cessairement
ai,j = a
′
i,j donc ai,ja
′
i,j = (ai,j+a
′
i,j)
2/4. Pour tout ℓ on a donc ai,ja
′
i,j =
(ai,j + a
′
i,j)
2/4 ce qui implique ai,j = a
′
i,j = (ai,j + a
′
i,j)/2. 
4. Cohomologies dans les groupes re´ductifs de rang 2
4.1. Ge´ne´ralite´s. Nous allons de´terminer la cohomologie d’un certain
nombre de varie´te´s de Deligne-Lusztig dans des groupes G de rang
2 (de´ploye´s ou non). Dans tous les cas notre re´sultat principal sera
une « quasi-pe´riodicite´ » des cohomologies calcule´es par rapport a` la
multiplication par un e´le´ment central de B+.
Les parties Id-isotypiques et St-isotypiques de la cohomologie d’une
varie´te´ X(y) sont connues par les propositions 3.3.14 et 3.3.15. Nous
nous inte´ressons donc seulement a` la partie isotypique de ces cohomolo-
gies pour les autres caracte`res unipotents. Si ρ1, . . . , ρn sont ces car-
acte`res, nous e´crirons alors H(y) pour la partie (ρ1, . . . , ρn)-isotypique
de
∑
i h
iH ic(X(y)), repre´sente´e suivant notre convention de §3.3.5 par
un e´le´ment de Z[t1/2, h][ρ1, . . . , ρn].
Nous commenc¸ons par donner un certain nombre de conse´quences
des propositions du §3. Nous notons S = {s, t} les ge´ne´rateurs de W .
Pour raccourcir les de´monstrations, si x, y, z ∈ B+ nous e´crirons dans
le texte qui suit qu’un re´sultat est obtenu « par x
o−→ y f−→ z » pour signi-
fier que la varie´te´ X(x) est une sous-varie´te´ ouverte de X(y), que X(z)
est la sous-varie´te´ ferme´e comple´mentaire et que le re´sultat est obtenu
en conside´rant la suite exacte longue · · ·H ic(X(x)) → H ic(X(y)) →
H ic(X(z))→ H i+1c (X(x))→ · · · qui en re´sulte.
Lemme 4.1.1. Soit y ∈ B+. Alors,
(i) pour tout x ∈ B+ on a H(xy) = H(yF (x))
(ii) H(s ty) = H(sty)
(iii) H(ssy) = H(ssy) = h2tH(sy)
(iv) H(s sy) = (h2t + 1)H(sy)
(v) H(w0y) = 0.
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De´monstration. Preuve (i) re´sulte de la proposition 3.1.6. (ii) est une
relation du mono¨ıde B+. (iii) et (iv) proviennent de la proposition 3.2.3
applique´e a` w = s. (iv) provient du corollaire 3.3.19. 
4.2. Type A2.
4.2.1. Nous conside´rons maintenant le cas d’un groupe (de´ploye´ ou
non) de type A2. Dans ce cas il existe un unique caracte`re unipotent ρ
diffe´rent de St et Id. Nous omettrons la mention de ρ dans la notation
pour H(y) qui sera repre´sente´ par un e´le´ment de Z[t1/2, h].
On note Rx la repre´sentation de Hx(W ) ⋊ <F> donne´e par Ts 7→(−1 0√
x x
)
, Tt 7→
(
x
√
x
0 −1
)
et F 7→
(
1 0
0 1
)
si G est de´ploye´, F 7→(
0 1
1 0
)
sinon.
Lemme 4.2.2. Soit y ∈ B+. Alors,
(i) H(s t sy) = H(st sy) = h2tH(sy).
(ii) H(t s ty) = hH(ty).
(iii) H(stsy) = hH(sty).
(iv) Soit σ l’automorphisme de B+ donne´ par l’e´change de s (resp.
s) et t (resp. t) (c’est l’action de F si (G, F ) est non de´ploye´,
i.e. de type 2A2). Alors H(y) = H(σ(y)).
(v) Si y est dans le sous-mono¨ıde engendre´ par W , alors on a
H(y) = Trace(TyF | Rh2t).
De´monstration. Preuve (i) vient des relations de B+, de la proposition
3.2.9 applique´e a` w = st et y = s, et de 4.1.1(v). (ii) est obtenu par
4.1.1(v) et par tsty
o−→ stsy f−→ ty. (iii) est obtenu par 4.1.1(v) et par
stsy
o−→ stsy f−→ sty. (iv) est une conse´quence de la proposition 3.1.8 en
prenant comme isoge´nie l’automorphisme d’opposition de G. Enfin (v)
est une conse´quence imme´diate du corollaire 3.3.8 (ii) et du fait que
dans un groupe de type A2 toutes les varie´te´s X(w) pour w ∈ W sont
rationnellement lisses (cf. proposition 3.2.5). 
4.2.3. Nous de´crivons maintenant pour un certain nombre de varie´te´s
une pe´riodicite´ par rapport a` la multiplication par pi ; nous conjecturons
qu’une telle pe´riodicite´ a lieu pour toutes les varie´te´s associe´es a` des
e´le´ments de B+.
The´ore`me 4.2.4. Soit (G, F ) un groupe de´ploye´ de type A2, soit pi =
(st)3 et soit y ∈ B+ apparaissant dans la table ci-dessous. Alors, pour
COHOMOLOGIE DES VARIE´TE´S DE DELIGNE-LUSZTIG 51
tout n, on a H(ypin) = (h8t3)nf(y) ou` f(y) est la valeur de H(y)
donne´e par la table.
y H(y)
1 2
s, t h2t+ h
s , t h2t+ 1
ss, tt h2 + h4t2
st, ts h2t
st, ts h
st, ts h3t
sts, tst, stt, sst 0
sts, tst, stt h4t2 + h2
stst, ssst h5t2
tsst, sstt h6t3 + h4t
tstst = stsst h7t3 + h6t2
De´monstration. Preuve Nous proce´dons par re´currence sur n. Nous
traitons en meˆme temps le point de de´part de la re´currence (n = 0) et
le cas ge´ne´ral (ou` l’on suppose le the´ore`me prouve´ pour n− 1) pour ne
pas avoir a` dupliquer certains raisonnements identiques dans les deux
cas. Nous supposons donc H(ypin−1) connu pour tout y dans la table,
et nous allons de´terminer H(ypin), en raisonnant par longueur crois-
sante de y dans la table du the´ore`me 4.2.4. Notons qu’un re´sultat sur
H(x) est e´quivalent au re´sultat correspondant pour H(σ(x)) d’apre`s le
lemme 4.2.2 (iv).
• Cas de pin, spin et s2pin. Si n = 0 la valeur se de´duit de la propo-
sition 3.3.16. Sinon, nous appliquons la proposition 3.3.17 pour m =
0, 1, 2, 3, 4 et b = tsstpin−1. Les valeurs de H(smb) sont dans la table
(connues par re´currence) pour m = 0, 1 et permettent de de´terminer
avec les notations de la proposition 3.3.17 : Hi = h
4t(h8t3)n−1 et Hs =
h6t3(h8t3)n−1, d’ou`, pour tout m, on a H(smb) = (h8t3)n−1(hm+6t3 +
h4t(h2t)m) ce qui donne les valeurs recherche´es pour m = 2, 3, 4 en
tenant compte de s2b = pin.
• Cas de spin. Si n = 0 la valeur se de´duit du lemme 4.2.2(v). Sinon on
a
H(spin) = H(ssstsstpin−1) = h4t2H(stsstpin−1) = h5t2H(ststpin−1) =
= h6t2H(s t spin−1) = h8t3H(spin−1)
d’apre`s les lemmes 4.1.1(iii) et 4.2.2(iii) puis encore (iii) et (i).
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• Cas de stpin. Si n = 0 on utilise le lemme 4.2.2(v) et sinon on a
H(s tpin) = H(s tttsttspin−1) = h4t2H(s tsttspin−1) = h5t2H(s t stspin−1) =
= h7t3H(stspin−1) = h8t3H(s tpin−1)
d’apre`s les lemmes 4.1.1 (iii), 4.2.2 (iii), (i) et (iii).
Jusqu’a` la fin de la preuve, tous les e´le´ments de B+ que nous allons
conside´rer sont de la forme ypin. Pour simplifier les notations, nous
poseronsH(y) = (h8t3)−nH(ypin) et aussiH ic(X(y)) = H
i+8n
c (X(ypi
n))(3n).
Notons que les lemmes 4.1.1 et 4.2.2 restent vrais pour H sauf 4.1.1
(i) qui toutefois reste vrai pour x ∈ B+, car on a alors H(xypin) =
H(ypinx) = H(yxpin) cette dernie`re e´galite´ car pin est central dans
B+.
• Cas de st et st. On a H(st) = h−2t−1H(sst) = h−2t−1H(sts) =
h−1t−1H(st) par 4.1.1 (iii), (i) et le lemme 4.2.2 (iii) ce qui rame`ne au
cas pre´ce´dent. Par les lemmes 4.2.2 (iv) et 4.1.1 (i), on obtient H(st).
• Cas de sts, tst et stt. Par sts o−→ sts f−→ st (ou` sts est connu par
H(sts) = H(tss) = h2tH(ts) en utilisant 4.1.1(i) et 4.1.1(iii)) on trouve
la valeur de H(sts) ; par le lemme 4.2.2(iv) on en de´duit tst et par
4.1.1(i) on en de´duit stt.
• Cas de st, sts, sst, tst et stt. Par les lemmes 4.2.2 (iv) et 4.1.1
(i) on a H(sts) = H(sst) = H(tst) = H(stt). Nous allons e´tudier
simultane´ment les deux e´le´ments st et sts. Par st
o−→ st f−→ t ou` la
valeur H(t) = H(s) est connue, on trouve qu’il existe ε ∈ {0, 1} tel
que H(st) = ε(h+h2)+h3t. Par sts
o−→ sts f−→ ss on trouve qu’il existe
θ, γ ∈ {0, 1} tels que H(sts) = (h2 + h3)θ + (h4 + h5)t2γ. En utilisant
maintenant la suite exacte longue qui re´sulte de la proposition 3.2.10 :
· · · → H i−3c (X(t))(−1)→ H i−2c (X(st))(−1)⊕H i−1c (X(st))→ H ic(X(sts))
→ H i−2c (X(t))(−1)→ · · · ,
on trouve ε = θ = 0. Enfin, par sts
o−→ sts f−→ ts (ou` sts est connu par
H(sts) = hH(st) par le lemme 4.2.2 (iii)) on trouve γ = 0.
• Cas de tsst. On a H(tsst) = H(sstt) par 4.1.1 (i) et on trouve la
valeur de sstt par sstt
o−→ sstt f−→ stt ou` le terme du milieu est connu
par H(sstt) = h2tH(stt) (cf. 4.1.1(iii)).
• Cas de stst. On a H(stst = ssts) = H(s3t) par 4.1.1(i) et s3t o−→
ss2t
f−→ s2t donne le re´sultat ou` H(ss2t) = h4t2H(st) par 4.1.1(iii).
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• Cas de tstst. On a le re´sultat par tstst o−→ tstst f−→ stst ou` le terme
du milieu est connu par H(tstst = ttstt) = H(tttts) = h6t3H(ts) par
4.1.1(iii). 
Avant de formuler une conjecture qui ge´ne´ralise le re´sultat ci-dessus,
faisons quelques remarques sur la conjugaison dans le groupe de tresses
de type A2. Nous appelons « conjugaison par permutation circulaire »
la relation d’e´quivalence sur B+ cloˆture transitive de la relation xy ∼
yx.
Proposition 4.2.5. Soient B (resp. B+) le groupe (resp. le mono¨ıde)
des tresses de type A2. Soit w ∈ B+. Alors, il existe un unique n ≥ 0
et un unique y dans la liste ci-dessous tel que w est conjugue´ dans B
a` piny.
(i) sa avec a ≥ 0.
(ii) st.
(iii) sa1ta2sa3 · · · sa2k−1ta2k , avec k ≥ 1, ai ≥ 2, la suite (ai) est plus
grande pour l’ordre lexicographique que (ai+d (mod 2k)) pour tout
d.
(iv) w0s
a avec a ∈ {0, 1}.
(v) w0s
a1ta2sa3 · · · ta2k−2sa2k−1 avec k ≥ 1, ai ≥ 2 et la suite (ai)
est plus grande pour l’ordre lexicographique que (ai+d (mod 2k−1))
pour tout d.
De plus, tout e´le´ment de B+ est conjugue´ par permutation circulaire
a` un des e´le´ments (i)–(v) ou a` un de leurs conjugue´s par w0.
De´monstration. Preuve La conjugaison par w0 re´alise l’automorphisme
de B+ donne´ par s 7→ t, t 7→ s. Il en re´sulte que tout e´le´ment de B+
de la forme xw0y (avec x,y ∈ B+) est divisible par w0 a` gauche.
Notons pour commencer qu’un e´le´ment de la forme ta1sa2 · · · sa2k
est conjugue´ par w0 a` s
a1ta2 · · · ta2k . Par conse´quent, tout e´le´ment
sa1ta2 · · · ta2k avec ai ≥ 2 est conjugue´ par permutation circulaire a`
un e´le´ment du type (iii) ou a` un conjugue´ par w0 d’un tel e´le´ment. De
meˆme, tout e´le´ment de la forme w0s
a1ta2sa3 · · · ta2k−2sa2k−1 avec k ≥ 1,
ai ≥ 2, est conjugue´ par permutation circulaire a` un e´le´ment du type
(v) ou a` un conjugue´ par w0 d’un tel e´le´ment.
Il est clair que tout e´le´ment de B+ est conjugue´ par permutation
circulaire a` un e´le´ment w = wn0x, ou` aucun des permute´s circulaire de
w n’est divisible par wn+10 . Fixons un tel w. A` conjugaison pre`s par
w0, l’e´le´ment x est de la forme s
a1ta2sa3 · · · sa2k−1ta2ksa2k+1 , ou` k ≥ 0,
a1, . . . , a2k ≥ 1 et a2k+1 ≥ 0. Puisque x n’est pas divisible par w0, on a
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trois possibilite´s : x = sa1 ou x = sa1t ou a2, a3, . . . a2k−2, a2k−1 ≥ 2, et
a2k ≥ 2 si a2k+1 6= 0.
Supposons n pair. Si x = sa1 , on est dans le cas (i). Si x = sa1t, alors
a1 = 1, car x est conjugue´ circulairement a` sts
a1−1 qui n’est pas divisi-
ble par w0 par hypothe`se. On est alors dans le cas (ii). Sinon, quitte a`
remplacer x par un permute´ circulaire, on peut supposer que a2k+1 = 0.
Puisque x est conjugue´ circulairement a` sa1−1ta2 · · · sa2k−1−1sta2ks, ce
dernier n’est pas divisible a` droite par w0, donc a2k ≥ 2 et on est alors
dans le cas (iii).
Supposons maintenant n impair. Si x = sa1 , on est dans le cas (v)
pour a1 ≥ 2 et dans le cas (iv) sinon. Si x = sa1t, alors w0x =
stsa1+1t est conjugue´ circulairement a` w0s
a1+1 et on est dans le cas
(v). Sinon, quitte a` remplacer x par un permute´ circulaire, on peut
supposer que a2k+1 6= 0. Puisque w0x est conjugue´ circulairement a`
w0s
a1−1ta2 · · · ta2k−1tsa2k+1t, alors a2k+1 6= 1 et on est dans le cas (v),
au changement k 7→ k + 1 pre`s.
Il reste a` ve´rifier que la liste donne´e ne contient pas deux e´le´ments
conjugue´s. Comme toute conjugaison est compose´e de « conjugaisons
e´le´mentaires » (cf. [28, Corollary 4.5]) de la forme w 7→ v−1wv ou`
v ∈ W,v−1wv ∈ B+, il suffit d’e´tudier l’effet de la conjugaison par
chaque e´le´ment de W sur chaque forme donne´e. Il suffit en outre de
conside´rer le cas ou` v 64 w, car sinon il s’agit d’une conjugaison par
permutation circulaire. Les seuls w a` conside´rer sont donc ceux des
types (i), (ii) et (iii). On montre alors facilement que si v ∈W, v 64 w,
v 4 wv, alors v ou w0v
−1 centralise w. 
Corollaire 4.2.6. Si G est de type A2 de´ploye´, alors pour tout i
l’application t 7→ H ic(X(t)) de´finit une fonction de classe : B+ →
R(GF ×<F>).
De´monstration. Preuve C’est une conse´quence imme´diate de la propo-
sition 3.1.6, qui montre que si x et y sont conjugue´s par permutation
circulaire, on a H ic(X(x)) ≃ H ic(X(y)), du lemme 4.2.2 (iv) qui montre
que si x et y sont conjugue´s par w0, alors on a H
i
c(X(x)) ≃ H ic(X(y)),
et de la dernie`re remarque de la proposition 4.2.5 qui montre que toute
conjugaison dans B+ peut eˆtre re´alise´e par une conjugaison par per-
mutation circulaire suivie d’une conjugaison par w0. 
La liste de la proposition 4.2.5 forme un syste`me de repre´sentants des
classes de conjugaison dans B+. On de´finit une fonction de classe ϕ sur
B+ en lui attribuant la valeur 0 dans les cas (i) et (ii), la valeur a dans
le cas (iv) et la valeur k dans les cas (iii) et (v) et en demandant que
ϕ(pinb) = n+ϕ(b). Nous conjecturons le re´sultat suivant, qui outre le
the´ore`me 4.2.4, est e´taye´ par de nombreux autres calculs :
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Conjecture 4.2.7. Supposons G de type A2 de´ploye´ et soit b ∈ B+.
Alors, on a H(b) = (−h)l(b)−ϕ(b) Trace(Tb | R−ht).
4.2.8. Nous allons maintenant conside´rer un groupe tel que (G, F ) soit
de type 2A2. Par conse´quent, on a δ = 2, ρ est un caracte`re unipotent
cuspidal et les valeurs propres de F δ qui lui sont attache´es sont dans
−qδ/2qN.
The´ore`me 4.2.9. Supposons (G, F ) de type 2A2 et soit y ∈ B+ appa-
raissant dans la table ci-dessous. Alors, pour tout n, on a H(ypin) =
(h8t3)nf(y) ou` f(y) est la valeur de H(y) donne´e par la table.
y H(y)
1 0
s, t, s, t ht1/2
s t, t s h3t3/2 + ht1/2
st, ts, tt, ss h3t3/2 + h2t1/2
sts 2h4t3/2
s ts h2t1/2
s tss h3t1/2 + h5t5/2
ssts, stss, tsst h5t3/2 + h6t5/2
sssts h8t7/2 + h6t3/2
sstss, stsst h7t5/2
De´monstration. Preuve Comme pour le the´ore`me 4.2.4, nous proce´dons
par re´currence sur n en traitant en meˆme temps le cas n = 0 et le
cas ge´ne´ral, et en raisonnant par longueur croissante de y. Mais, a` la
diffe´rence du the´ore`me 4.2.4, nous supposons a` l’e´tape n le the´ore`me
de´montre´ pour pin (si n = 0 cela re´sulte du lemme 4.2.2(v)). La
re´currence s’ache`vera par la preuve pour pin+1.
Tous les e´le´ments de B+ que nous allons conside´rer sont de la forme
ypin. Comme dans le casA2 de´ploye´, nous poseronsH(y) = (h
8t3)−nH(ypin)
et H ic(X(y)) = H
i+8n
c (X(ypi
n))(3n).
• Cas de spin et s tpin. La preuve dans le cas A2 de´ploye´ est encore
valable ici.
• Cas de s et t. On trouve la valeur de H(s) par s o−→ s f−→ 1, et H(t) a
meˆme valeur par 4.1.1(i).
• Cas de st, ss, ts et tt. Par st o−→ st f−→ t ou` le terme du milieu est
donne´ par H(st) = H(ss) = h2tH(s) par 4.1.1(i) et (iii), on trouve la
valeur de H(st). Par 4.1.1(i) on a H(ss) = H(ts) = H(tt) = H(st).
• Cas de s ts. On a h2tH(s ts) = H(ss ts) = H(s tst) = hH(s ts) =
h3tH(s), respectivement par 4.1.1 (iii), 4.1.1 (i), 4.2.2 (iii) et 4.2.2 (i).
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• Cas de sts, ssts, sssts, tsst et stss. Par sts o−→ sts f−→ ts ou` le terme
du milieu est donne´ par H(sts) = hH(s t) par le lemme 4.2.2(iii) on
trouve qu’il existe ε ∈ {0, 1} tel que H(sts) = 2h4t3/2 + ε(h2 + h3)t1/2.
Nous appliquons maintenant la proposition 3.3.17 avec b = ts, pour
m = 0, 1, 2, 3. Avec les notations de la proposition 3.3.17 on a H(sts)−
hH(ts) = (th2 − h)Hi et avec les valeurs calcule´es ci-dessus on trouve
H(sts)− hH(ts) = (th2 − h)h2t1/2 + ε(h2 + h3)t1/2, qui n’est divisible
par th2 − h que si ε = 0, ce qui est donc le cas. On a donc Hi = h2t1/2
et Hs = h
3t3/2, ce qui donne les valeurs pour ssts (m = 2) et sssts
(m = 3). Par 4.1.1(i) on de´duit tsst et stss.
• Cas de s tss. On trouve la valeur en utilisant stss o−→ s tss f−→ sss
ou` le terme de gauche est donne´ par H(stss) = hH(s ts) (lemme 4.2.2
(iii)) et celui de droite par H(sss) = h4t2H(s) (4.1.1 (iii)).
• Cas de sstss, stsst et pi. Par sstss o−→ sstss f−→ stss ou` le terme
du milieu est donne´ par H(sstss) = h2tH(stss) = h3tH(s ts) par les
lemmes 4.1.1 (iii) et 4.2.2 (iii) on trouve qu’il existe ε′ ∈ {0, 1} tel que
H(sstss) = h7t5/2 + ε′(h5 + h6)t3/2 et c’est aussi la valeur de H(stsst)
par 4.1.1 (i).
Par sstsst
o−→ sstsst f−→ sstss ou` le terme du milieu est donne´ par
H(sstsst) = h4t2H(tsst) = h4t2H(tstt) = h4t2H(stss) = h5t2H(s ts),
la premie`re e´galite´ par 4.1.1 (i) et (iii), les autres respectivement par
les lemmes 4.1.1 (i), 4.2.2 (iv) et 4.2.2 (iii), on trouve qu’il existe ε′′ tel
que H(pi) = H(sstsst) = ε′′t5/2(h7 + h8) + ε′t3/2(h6 + h7).
Par la proposition 3.2.10, on a une suite exacte longue
· · · → H i−3c (X(tsst))(−1)→ H i−2c (X(stsst))(−1)⊕H i−1c (X(stsst))→
H ic(X(sstsst))→ H i−2c (X(tsst))(−1)→ · · ·
et on de´duit que ε′ ≤ ε′′.
Enfin, par sstsss
o−→ sstsss f−→ stsss ou` le terme de gauche est donne´
par H(sstsss) = H(pi) (cf. 4.1.1(i)), le terme du milieu est donne´
par H(sstsss) = h2tH(stsss) = h3tH(s tss) (cf. lemmes 4.1.1(iii) et
4.2.2(iii)) et le terme de droite est donne´ par H(stsss) = H(tttst) =
H(sssts) par les lemmes 4.1.1 (i) et 4.2.2(iv) respectivement, on trouve
ε′′ = 0. 
4.3. Type B2.
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4.3.1. Nous allons maintenant conside´rer un groupe G de type B2. Si
G est de´ploye´ nous noterons σ, τ , ρ et θ les 4 caracte`res unipotents
de GF diffe´rents de St et Id, ou` σ (resp. τ) est le caracte`re de la se´rie
principale correspondant au caracte`re s 7→ 1, t 7→ −1 (resp. s 7→ −1,
t 7→ 1) de W , ρ est le caracte`re de la se´rie principale correspondant
au caracte`re de dimension 2 de W , et θ est le caracte`re unipotent
cuspidal. Nous e´crirons donc H(y) pour la partie (σ, τ, ρ, θ)-isotypique
de
∑
i h
iH ic(X(y)), repre´sente´e suivant notre convention 3.3.5 par un
e´le´ment de Z[t1/2, h][σ, τ, ρ, θ].
Si G est de type 2B2, alors F est une isoge´nie dont le carre´ est
le Frobenius pour une Fq2-structure ou` q
2 est une puissance impaire
de 2. Il y a deux caracte`res unipotents diffe´rents de St et Id. Ils sont
cuspidaux, de dimension q√
2
(q2− 1), associe´s aux valeurs propres λρ =
ζ38 = (−1 + i)/
√
2 et ωρ = q (resp. λρ = ζ
5
8 = (−1 − i)/
√
2 et ωρ = q)
de F 2, ou` l’on a pose´ ζ8 = e
2iπ/8 (cf. corollaire 3.3.4 et [23, §7.3]).
Nous les noterons ρ+ et ρ−. Ils ne sont pas rationnels, mais de´finis sur
Q(i) et e´change´s par l’e´le´ment non trivial de Gal(Q(i)/Q). D’apre`s la
proposition 3.4.8, qui est applicable car 1√
2
(ρ+ + ρ−) est un Rχ˜ (cf.
Proposition 3.4.6), ils ont meˆme multiplicite´ dans chaque cohomologie
et ces multiplicite´s sont inde´pendantes de ℓ. Nous repre´senterons la
partie (ρ+, ρ−)-isotypique H(y) de
∑
i h
iH ic(X(y)), par P ∈ Z[t1/2, h]
repre´sentant (ρ+ + ρ−)P ∈ Z[t1/2, h][ρ+, ρ−].
Puisque w0 = stst est central dans B
+, nous allons trouver une
pe´riodicite´ pour la translation par w0, a` condition pour B2 de´ploye´
d’introduire l’involution E sur les caracte`res unipotents qui e´change σ
et τ ainsi que ρ et θ (E pour «Ennola », car cette involution correspond
a` l’e´change de q et de −q).
Nous commenc¸ons par e´noncer des conse´quences des re´sultats du §3
pour B2.
Lemme 4.3.2. Soit y ∈ B+. Alors
(i) H(ststy) = hH(stsy).
(ii) H(t sts y) = h2tH(tsy).
(iii) H(s t sy) = h2tH(sy) +H(stsy).
Les assertions obtenues en e´changeant s et t dans les asser-
tions pre´ce´dentes sont aussi vraies.
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(iv) Conside´rons les repre´sentations de H(h2t)(W )⋊<F> donne´es
par les valeurs suivantes sur les ge´ne´rateurs :
σh2t(Ts) = h
2t σh2t(Tt) = −1 σ(F ) = 1
τh2t(Ts) = −1 τh2t(Tt) = h2t τ(F ) = 1
ρh2t(Ts) =
( −1 0
h
√
2t h2t
)
ρh2t(Tt) =
(
h2t h
√
2t
0 −1
)
ρh2t(F ) =
(
1 0
0 1
)
si G est de´ploye´ et ρh2t(F ) =
(
0 1
1 0
)
sinon
Alors si y est dans le sous-mono¨ıde engendre´ par W , on a
H(y) =
1
2
(
σ·Trace(Ty | σh2t−τh2t+ρh2t)+τ ·Trace(Ty | −σh2t+τh2t+ρh2t)+
ρ · Trace(Ty | σh2t + τh2t + ρh2t) + θ · Trace(Ty | −σh2t − τh2t + ρh2t)
)
si G est de´ploye´ et H(y) = (1/
√
2) Trace(TyF | ρh2t) sinon.
(v) Si G est non de´ploye´ et si y est produit d’e´le´ments de CB+(F )
et d’e´le´ments de WF , alors H(y) a tous ses coefficients pairs.
De´monstration. Preuve (i) est obtenu par 4.1.1(v) et par ststy
o−→
ststy
f−→ stsy. (ii) vient de la proposition 3.2.9 applique´ avec w = sts
et y = ts, et de 4.1.1(v). (iii) vient du lemme 3.2.7 (iii) applique´ avec
w = st et y = s, et de la proposition 3.2.9. On obtient (iv) comme
conse´quence imme´diate du corollaire 3.3.8 (ii) et du fait que dans un
groupe de type B2 toutes les varie´te´s X(w) pour w ∈ W sont ra-
tionnellement lisses (cf. proposition 3.2.5), en utilisant [26, theorem
4.23 et §4.15] si G est de´ploye´ et [26, p. 373] si G n’est pas de´ploye´.
De´montrons le (v). La proposition 3.4.8 montre que pour tout y les
multiplicite´s de ρ+ et ρ− dans Hjc (X(y),Qℓ)k sont inde´pendantes de ℓ
pour tout j et tout k, ou` Hjc (X(y),Qℓ)k est la partie de H
j
c (X(y),Qℓ)
ou` les valeurs propres de F δ sont de module qδk/2. Le (v) dit que
la multiplicite´ de ρ+ et de ρ− dans Hjc (X(y),Qℓ)k est paire. Comme
Hjc (X(y),Qℓ)k est un sous-(G
F ×<F>)-module de Hjc (X(y),Qℓ) sta-
ble par Gal(Qℓ/Qℓ), on a Trace(gF | Hjc (X(y),Qℓ)k) ∈ Qℓ. La somme
|GF |−1∑g∈GF Trace(gF | Hjc (X(y),Qℓ)k)ρ+(g−1) appartient donc a` la
meˆme extension de Qℓ que ρ
+, c’est-a`-dire a` Qℓ(i). Comme y est stable
par F , ce dernier induit un automorphisme sur la cohomologie dont
les valeurs propres sur Hjc (X(y),Qℓ)k sont de la forme ±ζ316qk/2, ou`
ζ316 est une racine carre´e de λρ+ = ζ
3
8 . La somme ci-dessus vaut donc
ζ316q
k/2(n+−n−), ou` n+ (resp. n−) est la multiplicite´ de ρ+ dans la partie
de Hjc (X(y),Qℓ)k correspondant a` l’espace propre ge´ne´ralise´ de F pour
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la valeur propre ζ316q
k/2 (resp. −ζ316qk/2). Comme il existe une infinite´ de
ℓ tels que ζ316q
k/2 n’appartienne pas a` Qℓ(i) (the´ore`me 3.4.7), cela force
n+ = n−, donc 〈Hjc (X(y),Qℓ)k, ρ+ 〉 est pair. Comme cette multiplicite´
est inde´pendante de ℓ on obtient le re´sultat. Le meˆme raisonnement
s’applique a` ρ−. 
4.3.3. Nous de´montrons maintenant un the´ore`me analogue a` 4.2.4.
The´ore`me 4.3.4. Supposons (G, F ) de type B2 de´ploye´ et soit y ∈ B+
apparaissant dans la table ci-dessous. Alors pour tout n ∈ N, on a
H(ywn0 ) = (h
5t2)nEn(f(y)) ou` f(y) est la valeur de H(y) donne´e par la
table ci-dessous (ou` nous avons e´tendu E par line´arite´ a` Z[t1/2, h][σ, τ, ρ, θ]).
y H(y)
1 σ + τ + 2ρ
s h(τ + ρ) + h2t(σ + ρ)
t h(σ + ρ) + h2t(τ + ρ)
s (h2t+ 1)(σ + ρ)
t (h2t+ 1)(τ + ρ)
ss h2(τ + ρ) + h4t2(σ + ρ)
tt h2(σ + ρ) + h4t2(τ + ρ)
st, ts h2t(σ + τ + ρ+ θ)
st, ts h(ρ+ σ) + h2t(τ + θ)
ts, st h(ρ+ τ) + h2t(σ + θ)
st, ts h2tθ + h3tρ
s t s (h2t+ h4t2)(σ + τ + ρ+ θ)
sts (h2t+ h4t2)(τ + θ)
tst (h2t+ h4t2)(σ + θ)
sts h2(ρ+ τ) + h3t(σ + θ) + h4t2(σ + ρ+ τ + θ)
sts h3t(θ + σ) + h4t2(τ + θ)
tst h3t(θ + τ) + h4t2(σ + θ)
De´monstration. Preuve Comme dans le the´ore`me 4.2.4, nous proce´dons
par re´currence croissante sur n en traitant en meˆme temps le cas n = 0
et le cas ge´ne´ral, et en raisonnant par longueur croissante de y. Nous
commenc¸ons par le
• Cas de swn0 et twn0 . Si n = 0 la valeur se de´duit du lemme 4.3.2(iv).
Sinon, on aH(swn0 ) = th
2H(ststwn−10 ) = th
3H(stswn−10 ) = h
5t2E(H(swn−10 ))
respectivement par les lemmes 4.1.1(iii), 4.3.2(i) et les valeurs donne´es
dans la table. Le cas de twn0 est analogue.
• Cas de wn0 , swn0 , sswn0 , twn0 et ttwn0 . Si n = 0 la valeur se de´duit
par exemple de la proposition 3.3.16. Sinon, nous appliquons la propo-
sition 3.3.17 avec b = tstwn−10 pour m = 0, 1, 2, 3. Par l’hypothe`se de
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re´currence nous avons
H(b) = (h5t2)n−1En−1(h3t(θ + τ) + h4t2(σ + θ)).
Soit Y le ferme´ comple´mentaire de X(sb) = X(wn0 ) dans X(w0w
n−1
0 ).
Par stswn−10
o−→ Y f−→ tstwn−10 et tstwn−10 o−→ Y f−→ stswn−10 on trouve
qu’il existe ε ∈ {0, 1} tel que H(Y) = (h5t2)n−1En−1(h4t2(τ + σ +
2θ) + ε(h2 + h3)tθ). Par wn0
o−→ w0wn−10 f−→ Y et 4.1.1(v) on en de´duit
H(wn0 ) = (h
5t2)n−1En−1(h5t2(τ + σ + 2θ) + ε(h3 + h4)tθ). Avec les
notations de la proposition 3.3.17 on doit avoir H(sb) − hH(b) =
(ht2 − h)Hi d’ou` H(sb) − hH(b) = (h5t2)n−1En−1((ht2 − h)h3t(θ +
τ) + ε(h3 + h4)tθ), ce qui n’est divisible par ht2 − h que si ε = 0.
Donc ε = 0 et on trouve les valeurs Hi = h
−2t−1(h5t2)nEn(ρ + σ) et
Hs = h
−1(h5t2)nEn(ρ + τ). En appliquant la proposition 3.3.17 avec
m = 2, 3 on en de´duit les valeurs pour swn0 et ssw
n
0 . On proce`de de
fac¸on syme´trique pour twn0 et ttw
n
0 , en e´changeant les roˆles de s et t.
• Cas de st. Par les lemmes 4.1.1 (iii), 4.3.2(i) et (ii), on a H(stwn0 ) =
H(sttstswn−10 ) = h
2tH(ststswn−10 ) = h
3tH(s tstwn−10 ) = h
5t2H(stwn−10 ),
ce qui est le re´sultat cherche´ car la table montre que E(H(stwn−10 )) =
H(stwn−10 ).
• Cas de s t s. On proce`de exactement comme le cas pre´ce´dent.
• Cas de sts et tst. On a H(stswn0 ) = H(s t swn0 ) − h2tH(swn0 ) =
h5t2E(H(s t swn−10 ))− h7t3E(H(swn−10 )) = h5t2E(H(stswn−10 )) par le
lemme 4.3.2(iii), les cas pre´ce´dents, et a` nouveau le lemme 4.3.2(iii).
Le cas de tst est analogue.
Jusqu’a` la fin de la preuve, tous les e´le´ments de B+ que nous allons
conside´rer sont de la forme ywn0 . Pour simplifier les notations, nous
posonsH(y) = (h5t2)−nEn(H(ywn0 )) etH
i
c(X(y)) = E
n(H i+5nc (X(yw
n
0 ))(2n)).
• Cas de st et st. En utilisant H(sts) = H(sst) = h2tH(st) et sts o−→
sts
f−→ st on trouve qu’il existe ε, ε′ ∈ {0, 1} tels que H(st) = h(ρ +
σ) + h2t(τ + θ) + (1 + h)(ετ + ε′θ). En reportant ces valeurs dans la
suite exacte longue de´duite de st
o−→ st f−→ s on trouve ε = ε′ = 0.
On proce`de syme´triquement pour st.
• Cas de sts. On trouve le re´sultat par sts o−→ sts f−→ st ou` le terme du
milieu est donne´ par H(sts) = H(tss) = h2tH(ts).
• Cas de st, ts, sts et sst. Par st o−→ st f−→ t on trouve qu’il existe
ε, ε′, ε′′ ∈ {0, 1} tels que H(st) = h2tθ + h3tρ + ε(h + h2)ρ + ε′(h +
h2)σ + ε′′(h2 + h3)tτ . Syme´triquement, par st
o−→ st f−→ s on trouve
qu’il existe η, η′, η′′ ∈ {0, 1} tels que H(st) = h2tθ + h3tρ + η(h +
h2)ρ+ η′(h + h2)τ + η′′(h2 + h3)tσ. En comparant, on trouve ε = η et
ε′ = ε′′ = η′ = η′′ = 0.
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A` ce stade on a donc (la premie`re e´galite´ par 4.1.1 (i)) H(st) =
H(ts) = h2tθ + h3tρ + ε(h + h2)ρ. Par sts
o−→ sts f−→ ts et H(sts) =
h2tH(st) (4.1.1(iii)), on trouve qu’il existe δ ∈ {0, 1} tel que H(sts) =
ε(h2+h3)ρ+δ(h3+h4)tρ+h3t(σ+θ)+h4t2(τ+θ). Par sts
o−→ sts f−→ ss
on voit que δ = 0. Enfin, en utilisant la suite exacte longue qui vient
de la proposition 3.2.10
· · · → H0c(X(t))(−1)→ H1c(X(st))(−1)⊕H2c(X(st))→ H3c(X(sst))
→ H1c(X(t))(−1)→ · · ·
(ou` H(sst) = H(sts) par 4.1.1 (i)) on trouve ε = 0. On proce`de
syme´triquement pour tst. 
The´ore`me 4.3.5. Supposons (G, F ) de type 2B2 et soit y ∈ B+ ap-
paraissant dans la table ci-dessous. Alors pour tout n, on a H(ywn0 ) =
(h5t2)nf(y) ou` f(y) est la valeur de H(y) donne´e par la table.
y H(y)
1 0
s, t, s, t ht1/2
ts, st, ss, tt h2t1/2 + h3t3/2
sts h3t3/2
sts h2t1/2
sts, tst h4t3/2
s t s 2h3t3/2
De´monstration. Preuve La de´monstration proce`de comme dans le the´ore`me
4.2.9.
• Cas de swn0 , s t swn0 , stswn0 . On proce`de exactement comme pour les
meˆmes cas dans le the´ore`me 4.3.4.
• Cas de stswn0 . On a hH(stswn0 ) = H(ststwn0 ) = H(stswn0 t) =
H(sstswn0 ) = h
2tH(stswn0 ) ou` la premie`re e´galite´ est par le lemme
4.3.2 (i), la deuxie`me car w0 est central, la troisie`me par 4.1.1 (i) et la
dernie`re par 4.1.1(iii).
Dans la suite, les e´le´ments de B+ conside´re´s sont de la forme ywn0 .
Pour simplifier les notations, nous posons H(y) = (h5t2)−nH(ywn0 ) et
H ic(X(y)) = H
i+5n
c (X(yw
n
0 ))ρ+(2n) = H
i+5n
c (X(yw
n
0 ))ρ−(2n).
• Cas de s. On conclut par s o−→ s f−→ 1.
• Cas de st, ss, ts, tt. On trouve ss par ss o−→ ss f−→ s ou` le terme du
milieu est donne´ par 4.1.1(iii). Les autres e´le´ments sont F -conjugue´s
par permutation circulaire (cf. 4.1.1 (i)).
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• Cas de sts et w0. Par sts o−→ sts f−→ ts on trouve qu’il existe ε ∈ {0, 1}
tel que H(sts) = h4t3/2 + ε(h2 + h3)t1/2. Par w0
o−→ stst f−→ tst, ou` le
terme du milieu est e´gal a` h2tH(sts) par 4.1.1 (iii), on trouve qu’il
existe η ∈ {0, 1} tel que H(w0) = ε(h3 + h4)t1/2 + η(h4 + h5)t3/2.
On conclut en utilisant le lemme 4.3.2(v) qui montre qu’on doit avoir
ε = η = 0. 
4.4. Type G2.
4.4.1. Nous conside´rons maintenant un groupe G de type G2.
Si G est de´ploye´, nous notons σ (resp. τ) le caracte`re line´aire de
W donne´ par s 7→ −1, t 7→ 1 (resp. s 7→ 1, t 7→ −1) et nous notons
A (resp. B) la repre´sentation irre´ductible de degre´ 2 ou` w0 agit par
−1 (resp. 1). Par abus de notation, nous noterons de la meˆme fac¸on
les caracte`res unipotents de la se´rie principale autres que Id et St.
Il y a 4 autres caracte`res unipotents, qui sont cuspidaux et associe´s
aux valeurs propres λρ = 1,−1, j, j2 respectivement ou` l’on a pose´ j =
e2iπ/3. Nous les noterons ρ, ρ−1, ρj et ρj2. Nous ne saurons de´montrer un
the´ore`me que pour les caracte`res diffe´rents de B et ρ−1. Nous e´crirons
donc H(y) pour la partie σ, τ, A, ρ, ρj, ρj2-isotypique de
∑
i h
iH ic(X(y)),
repre´sente´e par un e´le´ment de Z[t, h][σ, τ, A, ρ, ρj , ρj2].
Si (G, F ) est de type 2G2, alors F est une isoge´nie dont le carre´ est
l’endomorphisme de Frobenius pour une Fq2-structure ou` q
2 est une
puissance impaire de 3. Le groupe GF posse`de 6 caracte`res unipotents
diffe´rents de St et Id, tous cuspidaux. Ils ne sont pas rationnels mais
de´finis surQ(ζ3) ou` ζ3 = e
2iπ/3. Ils forment 3 orbites sous Gal(Q(ζ3)/Q).
La premie`re contient deux caracte`res de dimension q
2
√
3
(q2 +
√
3q +
1)(q2 − 1), associe´s aux valeurs propres λρ = i et ωρ = q de F 2 (resp.
λρ = −i et ωρ = q) (cf. corollaire 3.3.4 et [14, 4.7]) ; nous noterons ρi et
ρ−i ces caracte`res. La deuxie`me orbite est identique sauf que la dimen-
sion des caracte`res qu’elle contient est q
2
√
3
(q2−√3q+1)(q2− 1) ; nous
noterons ρ′i et ρ
′
−i les caracte`res correspondants. La troisie`me orbite
contient deux caracte`res de dimension q√
3
(q4 − 1), associe´s aux valeurs
propres λρ = ζ
5
12 et ωρ = q de F
2 (resp. λρ = ζ
7
12 et ωρ = q) ou` ζ12 =
e2iπ/12. Nous noterons ρζ512 et ρζ712 ces deux caracte`res. Nous noterons
H(y) la partie (ρi, ρ−i, ρ′i, ρ
′
−i, ρζ512 , ρζ712)-isotypique de
∑
i h
iH ic(X(y)).
Nous repre´senterons H(y) par P ∈ Z[t1/2, h][ρi, ρ−i, ρ′i, ρ′−i, ρζ512 , ρζ712 ].
Ici encore w0 = ststst est central dans B
+, et nous allons trouver
une pe´riodicite´ pour la translation par w0, a` « l’involution d’Ennola »
E pre`s (qui correspond a` l’e´change de q et de −q) qui dans le cas
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de´ploye´ e´change B et ρ−1 d’une part, et A et ρ d’autre part. Dans le
cas non de´ploye´, E e´change ρi et ρ
′
i, et ρ−i et ρ
′
−i.
Nous commenc¸ons par rappeler des conse´quences des re´sultats des
deux premiers chapitres pour un groupe de type G2.
Lemme 4.4.2. Soit y ∈ B+. Alors
(i) H(stststy) = hH(ststsy).
(ii) H(s tsy) = H(stsy) + h2tH(sy).
(iii) H(t stsy) = H(tstsy) + h2tH(tsy).
(iv) H(s tstsy) = H(ststsy) + h2tH(stsy).
(v) H(t ststsy) = h2tH(tstsy).
Les syme´triques des assertions ci-dessus obtenues en e´changeant
s et t sont aussi vraies.
(vi) Conside´rons les repre´sentations Ah2t et Bh2t de H(h2t)⋊<F>
de´finies sur les ge´ne´rateurs par :
Ah2t(Ts) =
( −1 0
h
√
3t h2t
)
Ah2t(Tt) =
(
h2t h
√
3t
0 −1
)
Bh2t(Ts) =
( −1 0
h
√
t h2t
)
Bh2t(Tt) =
(
h2t h
√
t
0 −1
)
et dans les deux cas Ah2t(F ) = Bh2t(F ) =
(
1 0
0 1
)
si G est
de´ploye´ et
(
0 1
1 0
)
sinon. Alors si y est dans le sous-mono¨ıde
engendre´ par W , on a si G est de´ploye´ :
6H(y) = ATrace(Ty | Ah2t + 3Bh2t + 2σh2t + 2τh2t)
+σTrace(Ty | 2Ah2t+4σh2t−2τh2t)+τ Trace(Ty | 2Ah2t−2σh2t+4τh2t)
+ρTrace(Ty | Ah2t−Bh2t+2σh2t+2τh2t)+(ρj+ρj2) Trace(Ty | 2Ah2t−2σh2t−2τh2t)
et sinon
H(y) =
1
2
(
(ρi + ρ−i) Trace(TyF | Ah2t/
√
3 +Bh2t)
+(ρ′i+ρ
′
−i) Trace(TyF | Ah2t/
√
3−Bh2t)
)
+(ρζ512+ρζ712) Trace(TyF | Ah2t/
√
3).
(vii) SupposonsG non de´ploye´ et y produit d’e´le´ments de CB+(F ) et
d’e´le´ments deWF . Soit Hjc (y,Qℓ)k la partie de H
j
c (y,Qℓ) ou` les
valeurs propres de F δ sont de module qδk/2. Si les multiplicite´s
de tous les caracte`res unipotents cuspidaux dans Hjc (y,Qℓ)k
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sont inde´pendantes de ℓ pour tout j, alors tous les coefficients
de H(y) sont pairs.
De´monstration. Preuve (i) est obtenu par 4.1.1(v) et par stststy
o−→
stststy
f−→ ststsy. (ii), (iii) et (iv) viennent du lemme 3.2.7 (iii) et de
la proposition 3.2.9. Pour (v), on obtient a` partir du lemme 3.2.7 (iii)
et de la proposition 3.2.9
H(t ststs y) = H(w0y) + h
2tH(tstsy).
En utilisant de plus le lemme 4.1.1(v) on obtient le re´sultat. On obtient
(vi) imme´diatement par le corollaire 3.3.8 (ii) en utilisant [26, p. 376]
(voir aussi [14, 4.7]) graˆce au fait que dans un groupe de type G2
toutes les varie´te´s X(w) pour w ∈ W sont rationnellement lisses (cf.
proposition 3.2.5).
Le (vii) dit que la multiplicite´ de tout caracte`re unipotent cuspidal
ρ dans Hjc (X(y),Qℓ)k est paire. Comme H
j
c (X(y),Qℓ)k est un sous-
(GF × <F>)-module de Hjc (X(y),Qℓ) stable par Gal(Qℓ/Qℓ), on a
Trace(gF | Hjc (X(y),Qℓ)k) ∈ Qℓ. La somme |GF |−1
∑
g∈GF Trace(gF |
Hjc (X(y),Qℓ)k)ρ(g
−1) appartient donc a` la meˆme extension de Qℓ que
ρ, c’est-a`-dire a` Qℓ(ζ3). Comme y est stable par F , ce dernier induit
un automorphisme sur la cohomologie dont les valeurs propres sur
Hjc (X(y),Qℓ)k sont de la forme ±µρqk/2, ou` µρ est une racine carre´e de
λρ. La somme ci-dessus vaut donc µρq
k/2(n+ − n−), ou` n+ (resp. n−)
est la multiplicite´ de ρ dans la partie de Hjc (X(y),Qℓ)k correspondant
a` l’espace propre ge´ne´ralise´ de F pour la valeur propre µρq
k/2 (resp.
−µρqk/2). D’apre`s le the´ore`me 3.4.7, il existe des ℓ tels que µρqk/2 n’ap-
partienne pas a` Qℓ(ζ3) (car µρ est une racine primitive 8-ie`me ou 24-
ie`me de l’unite´), donc n+ = n− et 〈Hjc (X(y),Qℓ)k, ρ 〉 est pair. Comme
cette multiplicite´ est inde´pendante de ℓ on obtient le re´sultat. 
On notera que dans la table ci-dessous, l’e´change de s et t dans une
varie´te´ e´change σ et τ dans la cohomologie correspondante. En car-
acte´ristique 3, ce re´sultat peut se de´montrer en utilisant l’isoge´nie de
G induite par l’automorphisme du diagramme ; dans les autres car-
acte´ristiques nous ne savons que le constater.
The´ore`me 4.4.3. Supposons (G, F ) de type G2 de´ploye´ et soit y ∈ B+
apparaissant dans la table ci-dessous. Alors pour tout n ∈ N, on a
H(ywn0 ) = (h
7t3)nEn(f(y)) ou` f(y) est la valeur de H(y) donne´e par
la table (dans la table nous avons pose´ J = ρj + ρj2 et nous avons
e´tendu E par line´arite´ a` Z[t1/2, h][σ, τ, A, ρ, J ]).
y H(y)
1 σ + τ + 2A
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s h(σ + A) + h2t(τ + A)
t h(τ + A) + h2t(σ + A)
s (h2t + 1)(τ + A)
t (h2t + 1)(σ + A)
st, ts h3tA + h2tJ
st, ts h(τ + A) + h2t(σ + J)
ts, st h(σ + A) + h2t(τ + J)
st, ts h2t(σ + τ + A+ J)
ss h2(σ + A) + h4t2(τ + A)
tt h2(τ + A) + h4t2(σ + A)
sts h3t(τ + J) + h4t2(σ + J)
tst h3t(σ + J) + h4t2(τ + J)
sts h4t2(σ + τ + A+ J) + h3t(τ + J) + h2(σ + A)
sts (h2t + h4t2)(σ + J)
sts h3t(τ + A) + h4t2(σ + J)
stst h4t2ρ+ h5t2J
tsts, stst h4t2(τ + σ + ρ+ J)
stst h3t(σ + J) + h4t2(τ + ρ)
tsts h3t(τ + J) + h4t2(σ + ρ)
ststs (h6t3 + h4t2)(τ + ρ)
tstst h6t3(σ + ρ) + h5t2(τ + ρ)
tstst h5t2(τ + J) + h6t3(σ + ρ)
ststs h5t2(σ + J) + h6t3(τ + ρ)
De´monstration. Preuve Nous proce´dons comme pour le the´ore`me 4.2.9,
en de´montrant le the´ore`me par re´currence sur n ; a` l’e´tape n nous le
supposons de´montre´ pour ywn−10 , ou` y est dans la table, ainsi que pour
wn0 ;ainsi nous terminons la de´monstration en le de´montrant pourw
n+1
0 .
• Cas de swn0 et twn0 . Si n = 0 la valeur se de´duit du lemme 4.4.2(vi).
Sinon, on aH(swn0 ) = H(sstststw
n−1
0 ) = h
2tH(stststwn−10 ) = h
3tH(ststswn−10 ) =
h7t3E(H(swn−10 )), en utilisant les lemmes 4.1.1(iii), 4.4.2(i) et la re´currence.
Le cas de twn0 est analogue.
• Cas de stwn0 et de tswn0 . Si n = 0 la valeur se de´duit du lemme
4.4.2(vi). Sinon, on a
H(tswn0 ) = H(tsstststw
n−1
0 ) = h
2tH(tstststwn−10 ) = h
3tH(t ststswn−10 ) =
= h5t2H(tstswn−10 ) = h
7t3E(H(tswn−10 ))
par les lemmes 4.1.1(iii), 4.4.2(i), 4.4.2(v) et la re´currence. Le cas de
stwn0 est analogue.
• Cas de stswn0 . Si n = 0 la valeur se de´duit du lemme 4.4.2(vi). Sinon,
on a H(stswn0 ) =(par le lemme 4.4.2(ii)) H(st sw
n
0 ) − h2tH(swn0 ) =
(voir la preuve du cas swn0 ) h
3tH(st ststswn−10 )−h5t2H(ststswn−10 ) =(par
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le lemme 4.4.2(v)) h5t2H(s tstswn−10 ) − h5t2H(ststswn−10 ) =(par le
lemme 4.4.2(iv)) h7t3H(stswn−10 ) =(par la table) h
7t3E(H(stswn−10 )).
Le cas de tstwn0 est analogue
• Cas de tstswn0 . Si n = 0 la valeur se de´duit du lemme 4.4.2(vi). Sinon,
on a
H(tstswn0 ) = H(tst sw
n
0 )− h2tH(tswn0 ) (par le lemme 4.4.2(iii))
= h3tH(tst ststswn−10 )− h7t3H(tstswn−10 )
(voir les preuves des cas swn0 et tsw
n
0 )
= h3tH(ts t ststswn−10 )− h5t2H(t ststswn−10 )− h7t3H(tstswn−10 )
(par le lemme 4.4.2(ii))
= h5t2H(ts tstswn−10 )− 2h7t3H(tstswn−10 )
(par le lemme 4.4.2(v))
= h5t2H(t ststswn−10 ) + h
7t3H(t stswn−10 )− 2h7t3H(tstswn−10 )
(par le lemme 4.4.2(iv))
= h7t3H(t stswn−10 )− h7t3H(tstswn−10 ) (par le lemme 4.4.2(v))
= h9t4H(tswn−10 ) (par le lemme 4.4.2(iii))
= h7t3E(H(tstswn−10 )) (par la table) .
Le cas de ststwn0 est analogue.
• Cas de ststswn0 Si n = 0 la valeur se de´duit du lemme 4.4.2(vi).
Sinon, on a
H(ststswn0 ) = H(s tstsw
n
0 )− h2tH(stswn0 ) (par le lemme 4.4.2(iv))
= h9t4H(s tswn−10 )− h9t4H(stswn−10 )
(voir les cas de tstswn0 et de stsw
n
0 )
= h11t5H(swn−10 ) (par le lemme 4.4.2(ii))
= h7t3E(H(ststswn−10 )) (par la table) .
• Cas de swn0 , sswn0 , twn0 et ttwn0 . Si n = 0 la valeur se de´duit par
exemple de la proposition 3.3.16. Sinon, nous appliquons la proposi-
tion 3.3.17 avec b = tststwn−10 pour m = 0, 1, 2, 3. Par l’hypothe`se de
re´currence nous avons H(b) = (h7t3)n−1En−1(h5t2(τ + ρ) + h6t3(σ +
ρ)) = (h7t3)nEn(h−2t−1(τ + A) + h−1(σ + A)), et H(sb) = H(wn0 ) =
(h7t3)n(τ + σ + 2A). Ces deux e´galite´s permettent dans la proposi-
tion 3.3.17 de de´terminer Hi = (h
7t3)nEn(h−2t−1(τ + A)) et Hs =
(h7t3)nEn(h−1(σ + A)) et on en de´duit les valeurs pour m = 2, 3. On
proce`de de fac¸on analogue pour twn0 et ttw
n
0 .
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Jusqu’a` la fin de la preuve, tous les e´le´ments de B+ que nous allons
conside´rer sont de la forme ywn0 . Pour simplifier les notations, nous
posonsH(y) = (h7t3)−nEn(H(ywn0 )) etH
i
c(X(y)) = E
n(H i+7nc (X(yw
n
0 ))(3n)).
• Cas de st et sts, ts et tst. Par st o−→ st f−→ s on trouve qu’il existe
εA, ετ ∈ {0, 1} tels que H(st) = h(τ+A)+h2t(σ+J)+(h2+h3)t(εAA+
εττ). Par sts
o−→ sts f−→ st on trouve qu’il existe εσ, εj, εj2 ∈ {0, 1} tels
que H(sts) = h4t2(σ+J)+h3t(τ +A)+(h2+h3)t(εσσ+εjρj+εj2ρj2).
Mais par 4.1.1 (i) et (iii) on a H(sts) = h2tH(st), donc en comparant
les valeurs on trouve que εA = ετ = εσ = εj = εj2 = 0 d’ou` le re´sultat
pour les deux premie`res varie´te´s. On proce`de de fac¸on analogue pour
ts et tst.
• Cas de sts. Par sts o−→ sts f−→ st, ou` H(sts) = h2tH(ts) par 4.1.1 (i)
et (iii), on trouve la valeur.
• Cas de stst et de ststs, tsts, tstst. Par ststs o−→ ststs f−→ stst
on trouve qu’il existe ετ , ερ ∈ {0, 1} tels que H(ststs) = h6t3(τ +
ρ) + h5t2(σ + J) + (h4 + h5)t2(εττ + ερρ). Par stst
o−→ stst f−→ sts on
trouve qu’il existe εσ, εj, εj2 ∈ {0, 1} tels que H(stst) = h3t(σ + J) +
h4t2(τ + ρ) + (h4 + h5)t2(εσσ + εjρj + εj2ρj2). Mais on a H(ststs) =
H(tstss) = h2tH(tsts) = h2tH(stst). En comparant les valeurs on
trouve le re´sultat. Les varie´te´s tsts et tstst se traitent par des argu-
ments syme´triques.
• Cas de st et de sts, tst. Par st o−→ st f−→ t on trouve qu’il existe
εA, ετ , εσ ∈ {0, 1} tels que H(st) = h3tA + h2tJ + (h2 + h)(εττ +
εAA)+ (h
2+h3)tεσσ. Par la syme´trie entre σ et τ , (qu’on peut obtenir
ici en conside´rant st
o−→ st f−→ s), on trouve εσ = ετ = 0.
Par sts
o−→ sts f−→ ts on trouve qu’il existe ε ∈ {0, 1} tel queH(sts) =
h3t(τ + J) + h4t2(σ+ J) + (h2 + h3)εAA+ (h
3 + h4)tεA. En comparant
avec sts
o−→ sts f−→ ss on trouve que ε = 0. Enfin, en comparant avec la
suite exacte longue qui vient de la proposition 3.2.10
· · · → H0c(X(t))(−1)→ H1c(X(st))(−1)⊕H2c(X(st))→ H3c(X(sst))
→ H1c(X(t))(−1)→ · · ·
on trouve que εA = 0. On obtient H(tst) par un argument syme´trique.
• Cas de stst. Par stst o−→ stst f−→ tst on trouve qu’il existe ετ , εσ, εj, εj2 ∈
{0, 1} tels que H(stst) = h4t2ρ+h5t2J+(h3+h4)t(εσσ+εjρj+εj2ρj2)+
(h4+h5)t2εττ . La syme´trie entre σ et τ (qu’on peut obtenir ici en con-
side´rant stst
o−→ stst f−→ sts) montre que ετ = εσ = 0.
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• Cas de tstst. Par tstst o−→ tstst f−→ stst on trouve qu’il existe
αj, αj2 ∈ {0, 1} tels que H(tstst) = h6t3(σ + ρ) + (h5t2)(τ + ρ) +
(h5 + h6)t2(αjρj + αj2ρj2) + (h
4 + h5)t(εjρj + εj2ρj2).
• Cas de w0. Par w0 o−→ ststst f−→ tstst ou` H(ststst) = hH(ststs) (cf.
lemme 4.4.2(i)) on trouve qu’il existe ετ , ερ ∈ {0, 1} tels que H(w0) =
h7t3(σ+τ+2ρ)+(h5+h6)t(εjρj+εj2ρj2)+(h
6+h7)t2(αjρj+αj2ρj2)+
(h5 + h6)t2(εττ + ερρ).
Nous appliquons maintenant la proposition 3.3.17 avec b = tstst,
sous la forme (en suivant les notations de la proposition 3.3.17) :
H(sb)−hH(b) = (h2t−h)Hi, en particulier on voit que H(sb)−hH(b)
doit eˆtre divisible par h2t− h. Avec les valeurs obtenues, cela implique
que ετ = ερ = 0.
Nous finissons en utilisant le corollaire 5.4.3 qui montre que les car-
acte`res ρj et ρj2 ne peuvent intervenir dans la cohomologie deX(pi
nw0),
donc que εj = εj2 = αj = αj2 = 0 (notons que le corollaire 5.4.3 de´pend
du the´ore`me 4.4.4 mais pas du the´ore`me 4.4.3). 
The´ore`me 4.4.4. Supposons (G, F ) de type 2G2 et soit y ∈ B+ ap-
paraissant dans la table ci-dessous. Alors pour tout n, on a H(ywn0 ) =
(h7t3)nEn(f(y)) ou` f(y) est la valeur de H(y) donne´e par la table ;
dans cette table nous avons pose´ A = ρi + ρ−i + ρζ512 + ρζ712 et B =
ρ′i + ρ
′
−i + ρζ512 + ρζ712 ; avec ces notations E e´change A et B.
y H(y)
1 0
s, t, s, t ht1/2A
st, ts (ht1/2 + h3t3/2)A
ss, st, ts, tt (h2t1/2 + h3t3/2)A
sts, tst h3t3/2(A+B)
sts h2t1/2A+ h3t3/2B
sts, tst h4t3/2A+ h3t3/2B + εn(h
3 + h4)t3/2(ρζ512 + ρζ712)
stst, tsts (h3t3/2 + h5t5/2)B
stst, tsts h4t3/2A+ h5t5/2B
stst, tsts (h4t3/2 + h5t5/2)B
ststs h5t5/2B
ststs h4t3/2B
ststs, tstst, ststst h6t5/2B
Ci-dessus εn ∈ {0,−1} est une constante inde´pendante de ℓ.
De´monstration. Preuve La preuve proce`de comme pour le the´ore`me
4.4.3, sauf que nous allons utiliser l’ingre´dient supple´mentaire (les no-
tations sont celles de §3.4.5) :
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Proposition 4.4.5. Nous fixons i, j ∈ N,b ∈ B+. SoitMℓ = H ic(X(b),Qℓ)j ;
supposons que 〈Mℓ,M∗ℓ 〉 est inde´pendant de ℓ, et que 〈 ρ′i,Mℓ 〉 = 〈 ρ′−i,Mℓ 〉 =
0. Alors 〈 ρi,Mℓ 〉 = 〈 ρ−i,Mℓ 〉, 〈 ρζ512 ,Mℓ 〉 = 〈 ρζ712 ,Mℓ 〉 et Mℓ est
inde´pendant de ℓ.
De´monstration. Preuve Soient ai, a−i, aζ512 , aζ712 les multiplicite´s respec-
tives de ρi, ρ−i, ρζ512 , ρζ712 dans Mℓ. Comme ρi + ρ−i + ρζ512 + ρζ712 et
ρ′i+ ρ
′
−i+ ρζ512 + ρζ712 sont combinaisons line´aires de Rχ˜, on de´duit de la
proposition 3.4.6 et de l’hypothe`se que α := ai+ a−i et β := aζ512 + aζ712
sont inde´pendants de ℓ. L’hypothe`se nous donne que γ := aia−i +
aζ512aζ712 = ai(α− ai) + aζ512(β − aζ512) est inde´pendant de ℓ. Il existe une
infinite´ de ℓ tels que ni ρi ni ρζ512 ne soient a` valeurs dans Qℓ (the´ore`me
3.4.7, ce qui pour ces ℓ force ai = α/2 et aζ512 = β/2 ce qui donne
γ = (α2 + β2)/4. Donc pour tout ℓ on a γ = (α2 + β2)/4. Mais on a
toujours ai(α−ai) ≤ α2/4 avec e´galite´ uniquement si ai = α/2 (et sim-
ilairement pour aζ512 et β). On a donc ne´cessairement ai = α/2 = a−i
et aζ512 = β/2 = aζ712 . 
Nous avons e´videmment la proposition analogue en e´changeant ρi
et ρ′i et ρ−i et ρ
′
−i. En ge´ne´ral nous saurons que l’hypothe`se de la
proposition a lieu car 〈Mℓ,M∗ℓ 〉 sera le seul terme inconnu de la somme
S2i,2j,b,b.
Nous commenc¸ons par
• Cas de swn0 , twn0 , stwn0 , tswn0 , stswn0 , tstswn0 , ststwn0 , ststswn0 . La
preuve proce`de exactement comme pour les meˆmes e´le´ments dans le
cas de G2.
Jusqu’a` la fin de la preuve, tous les e´le´ments de B+ que nous allons
conside´rer sont de la forme ywn0 . Pour simplifier les notations, nous
posons H(y) = (h7t3)−nEn(H(ywn0 )) et nous noterons H
i(y)j la par-
tie ρi, ρ−i, ρ′i, ρ
′
−i, ρζ512 , ρζ712-isotypique de E
n(H i+7nc (X(yw
n
0 ),Qℓ)j+6n).
Comme explique´ dans la preuve du the´ore`me 4.2.4, les items de 4.1.1
sont encore vrais pour H sauf le (i) qui est encore vrai si x ∈ B+.
• Cas de s et de t. L’e´le´ment s est donne´ par s o−→ s f−→ 1. On en de´duit
t par 4.1.1(i).
• Cas de ss, ts, st et tt. L’e´le´ment ss est donne´ par ss o−→ ss f−→ s ou`
ss est donne´ par 4.1.1(iii). On de´duit les autres e´le´ments par 4.1.1(i).
• Cas de sts, de stst et de tsts. Remarquons tout d’abord qu’on a
H(stst) = H(ssts) (par 4.1.1(i)) = h2tH(sts) (par 4.1.1(iii)).
Par sts
o−→ sts f−→ ts on trouve que H(sts) = h2t1/2A + h3t3/2B +
(h3+h4)t3/2≤A, ou` ≤A de´note un sous-module de A. Alors par stst
o−→
stst
f−→ tst et la remarque pre´liminaire on trouve que ≤A = 0.
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On obtient tsts par un raisonnement syme´trique.
• Cas de ststst et de ststs. Par un raisonnement analogue au cas
pre´ce´dent, on a H(ststst) = h2tH(ststs), et on obtient H(ststst) par
le lemme 4.4.2(i), d’ou` les deux valeurs.
• Cas de sts, tsts, ststs et w0, ainsi que tst, stst et tstst. Par sts o−→
sts
f−→ ts on trouve qu’il existe β, β∗ ∈ {0,−1} et un sous-module
A1 de A tels que H(sts) = h
3t3/2B + h4t3/2A + (h3 + h4)t3/2(βρζ512 +
β∗ρζ712) + (h
2 + h3)t1/2A1. On peut appliquer 4.4.5 avec Mℓ = H
2(sts)1
car 〈Mℓ,M∗ℓ 〉 est le seul terme non nul de S4+14n,2+12n,sts,sts, ce qui
prouve que A1 est rationnel et inde´pendant de ℓ. On voit de meˆme
que β est inde´pendant de ℓ et que β = β∗ en appliquant 4.4.5 avec
Mℓ = H
4(sts)3.
Ensuite, par tsts
o−→ tsts f−→ sts on trouve qu’il existe un sous-module
A2 de A tel que H(tsts) = (h
4t3/2 + h5t5/2)B+ (h3+ h4)t1/2A1+ (h
4 +
h5)t3/2A2. En appliquant 4.4.5 avec Mℓ = H
5(tsts)3 on voit que A2 est
inde´pendant de ℓ.
Puis, par ststs
o−→ ststs f−→ tsts on trouve qu’il existe un sous-
module B1 de B tel que H(ststs) = h
6t5/2B + (h4 + h5)t1/2A1 + (h
4 +
h5)t3/2B1+(h
5+h6)t3/2A2. En appliquant 4.4.5 avec Mℓ = H
4(ststs)3
on voit que B1 est inde´pendant de ℓ.
Enfin, par w0
o−→ ststst f−→ ststs ou` ststst est donne´ par le lemme
4.4.2(i), on trouve qu’il existe un sous-module B2 de B tel que H(w0) =
(h5+h6)t1/2A1+(h
5+h6)t3/2B1+(h
6+h7)t3/2A2+(h
6+h7)t5/2B2. En
appliquant 4.4.5 avec Mℓ = H
7(w0)5 on voit que B2 est inde´pendant
de ℓ.
En appliquant alors le lemme 4.4.2(vii) on trouve que A1 = A2 =
B1 = B2 = 0 (des inconnues que nous avons introduites, seule β n’a
pas e´te´ prouve´e nulle ; nous l’avons note´e εn dans la table).
Les e´le´ments tst, tstst donnent la meˆme valeur que respective-
ment sts et ststs par 4.1.1(i), et stst s’obtient par un raisonnement
syme´trique de celui utilise´ pour tsts. 
5. Endomorphismes des varie´te´s X(w)
Pour t ∈ B+, suivant [5], nous nous inte´resserons dans cette partie a`
certains morphismes commutant a` l’action de GF entre varie´te´s X(t)
qui nous permettront de construire l’action de CB(wF ) mentionne´e
dans l’introduction.
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5.1. Combinatoire. Nous conside´rons la cate´gorie B d’objets les e´le´ments
de B, avec
HomB(w,w′) = {y ∈ B|w′ = y−1wF (y)}
et la composition est donne´e par le produit. Soit B+ la sous-cate´gorie
pleine d’objets les e´le´ments de B+.
Nous introduisons deux sous-cate´gories de B+, dont l’ensemble des
objets co¨ıncide avec B+.
La cate´gorie D+ est la plus petite sous-cate´gorie telle que
{y ∈ B+ | y 4 w,y−1wF (y) = w′} ⊂ HomD+(w,w′)
et D est la plus petite sous-cate´gorie contenant D+ et dont toutes les
fle`ches sont inversibles.
Remarque 5.1.1.
(i) HomD+(w,w′) est l’ensemble des y ∈ B+ qui admettent une
de´composition y = y1 · · ·yn avec yi ∈ B+, telle qu’il existe une
suite w1, . . . ,wn+1 d’e´le´ments de B
+ avec w1 = w,wn+1 = w
′,
yi 4 wi et wi+1 = y
−1
i wi F (yi).
(ii) De meˆme, HomD(w,w′) est l’ensemble des y ∈ B qui ad-
mettent une de´composition y = y1 · · ·yn avec yi ∈ B+ ou
y−1i ∈ B+, telle qu’il existe une suite w1, . . . ,wn+1 d’e´le´ments
de B+ avec w1 = w, wn+1 = w
′, yi 4 wi si yi ∈ B+ et
y−1i 4 wi+1 si y
−1
i ∈ B+, et wi+1 = y−1i wiF (yi).
Soit D˜+ la cate´gorie d’ensemble d’objets B+ et dont les fle`ches sont
engendre´es par les γy = γ
w,w′
y : w → w′ pour y ∈ B+ ve´rifiant y 4 w
et y−1wF (y) = w′, avec les relations γw,w
′′
y = γ
w′,w′′
y2
γw,w
′
y1
lorsque
y = y1y2 4 w.
On a un foncteur canonique D˜+ → B qui est l’identite´ sur les objets
et envoie γw,w
′
y sur y.
Proposition 5.1.2. Le foncteur canonique D˜+ → B induit un isomor-
phisme D˜+ ∼−→D+.
De´monstration. Preuve Il s’agit de montrer que D˜+ → B est pleinement
fide`le.
Soit E(y,w,w′) l’ensemble des suites (y1, . . . ,yn) d’e´le´ments de B+
de produit y et telles qu’il existe une suite w1, . . . ,wn+1 d’e´le´ments
de B+ avec w1 = w, wn+1 = w
′, yi 4 wi et wi+1 = y
−1
i wi F (yi).
L’image du foncteur s’identifie a` la sous-cate´gorie de B d’objets B+
et d’ensemble de fle`ches de w a` w′ les y ∈ HomB(w,w′) tels que
E(y,w,w′) 6= ∅.
Nous allons de´montrer par re´currence sur l(y) que :
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(i) Si v ∈ W, v 4 w et v 4 y, alors il existe (u1, . . . ,um) ∈
E(y,w,w′) avec u1 = v.
(ii) Si (y1, . . . ,yn), (z1, . . . , zk) ∈ E(y,w,w′), alors on a γyn · · · γy1 =
γzk · · · γz1.
La proposition re´sultera de l’assertion (ii).
Conside´rons v comme en (i). Posons v = sv′ avec s ∈ S. Soit
(y1, . . . ,yn) ∈ E(y,w,w′).
Supposons tout d’abord s 4 y1. Posons w1 = s
−1wF (s) et y1 =
sy′1. Alors, v
′ 4 w1 et v′ 4 y′1y2 · · ·yn, donc par re´currence il ex-
iste (v′,u2, . . . ,um) ∈ E(y′1y2 . . .yn,w1,w′) et (v,u2 . . . ,um) satisfait
l’assertion (i). Par re´currence, on a γum · · · γu2γv′ = γyn · · · γy2γy′1, donc
γum · · · γu2γv = γyn · · · γy1.
Supposons maintenant s 64 y1. Soit t ∈ S tel que y1 = ty′1 Soit
d le p.p.c.m. de s et t, i.e., le plus court e´le´ment de B+ divisible
a` gauche par s et t. On a s 4 w, s 4 y, t 4 w et t 4 y, donc
d 4 w et d 4 y (lemme 2.1.5). Soit d′ ∈ B+ tel que d = td′ et soit
w1 = t
−1wF (t). Alors, d′ 4 w1 et d′ 4 y′1y2 · · ·yn. Par re´currence,
on de´duit de (i) qu’il existe (d′,y′2, . . . ,y
′
k) ∈ E(y′1y2 · · ·yn,w1,w′),
donc (d,y′2, . . . ,y
′
k) ∈ E(y,w,w′). Puisque s 4 d, on de´duit de l’e´tude
pre´ce´dente qu’il existe (v,u2, . . . ,um) ∈ E(y,w,w′), d’ou` (i). L’e´tude
pre´ce´dente montre aussi que γy′k · · · γy′2γd = γyn · · · γy1, donc, en util-
isant a` nouveau le cas pre´ce´dent, γum · · · γu2γv = γyn · · · γy1.
Soient maintenant (z1, . . . , zk) ∈ E(y,w,w′). Soit u ∈ W tel que
z1 = uz
′
1. Nous avons montre´ qu’il existe (u,u2, . . . ,um) ∈ E(y,w,w′)
tel que γum · · · γu2γu = γyn · · · γy1 . Par re´currence, (ii) montre que
γum · · · γu2 = γzk · · ·γz2γz′1, donc γum · · · γu2γu = γzk · · · γz2γz1 , d’ou`
le (ii). 
Remarque 5.1.3. On en de´duit que le sous-mono¨ıde B+w ⊂ CB+(wF )
conside´re´ dans [5, 5.6(ii)] s’identifie a` EndD+(w).
Soit D˜ la cate´gorie de´duite de D˜+ en rendant toutes les fle`ches in-
versibles. Puisque B est un groupo¨ıde, le foncteur canonique D˜+ → B
s’e´tend de manie`re unique en un foncteur D˜ → B.
Proposition 5.1.4. Le foncteur canonique D˜ → B induit un isomor-
phisme D˜ ∼−→D.
Commenc¸ons par un lemme.
Lemme 5.1.5. Soit X un ensemble fini de fle`ches de D˜+ de meˆme
source ve´rifiant :
(i) Tout facteur initial d’une fle`che de X est dans X, i.e. si γ′γ′′ ∈
X alors γ′′ ∈ X.
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(ii) Si, pour s, t ∈ S on a γsγ ∈ X et γtγ ∈ X, alors γw{s,t}0 γ ∈ X.
Alors X est l’ensemble des facteurs initiaux d’une fle`che γ ∈ D˜+.
De´monstration. Preuve Remarquons d’abord que la condition (ii) a un
sens : si γ
w,s−1wF (s)
s et γ
w,t−1wF (t)
t sont deux fle`ches de meˆme source,
alors la fle`che γ
w,w
{s,t}
0
−1
wF (w
{s,t}
0 )
w
{s,t}
0
existe, car s 4 w et t 4 w implique
w
{s,t}
0 4 w. Soit γ une fle`che de longueur maximale dans X . Si γ n’est
pas multiple de toutes les fle`ches de X , alors il existe f ∈ X qui est
un facteur initial de γ et s ∈ S tels que γsf ∈ X et γsf n’est pas un
facteur initial de γ. Fixons un tel f de longueur maximale. Comme
la longueur de f est infe´rieure a` celle de γ, il existe t ∈ S tel que
γtf soit un facteur de γ. Par (i) on a γtf ∈ X et (ii) implique que
γ1 = γw{s,t}0
f ∈ X . Comme γsf est un facteur initial de γ1, la fle`che γ1
n’est pas un facteur initial de γ. Donc il existe un facteur initial f ′ de
γ1, dont γtf soit un facteur et qui soit facteur de γ, et un s
′ ∈ {s, t}
tel que γs′f
′ ne soit pas facteur de γ. Comme f ′ est plus long que f ,
on a une contradiction. 
Corollaire 5.1.6. L’ensemble des fle`ches γx de D˜+ de source donne´e
telles que x ∈ W est forme´ des facteurs initiaux d’une unique fle`che
γu avec u ∈W.
De´monstration. Preuve L’ensemble X des fle`ches de l’e´nonce´ ve´rifie les
conditions du lemme 5.1.5 car xs ∈W et xt ∈W implique xw{s,t}0 ∈
W. 
De´monstration. Preuve de la Proposition 5.1.4 Il s’agit de montrer que
D˜ → B est pleinement fide`le. Le lemme 5.1.7 ci-dessous rame`ne la
preuve de la proposition au cas de fle`ches positives (i.e., de D˜+) et la
proposition 5.1.2 l’a de´ja` re´solu. 
Lemme 5.1.7. Soit γ une fle`che de D˜ et x,y ∈ B+ tels que γ = γxγ−1y .
Alors, il existe x′,y′ ∈ B+ tels que γ = γ−1x′ γy′ et y−1x = y′x′−1.
De´monstration. Preuve Soient x = x1 . . .xm et y = y1 . . .yn des de´compositions
en e´le´ments deW. Nous de´montrons le lemme par re´currence surm+n ;
nous rajoutons dans l’hypothe`se de re´currence que x′ et y′ ont des
de´compositions en e´le´ments de W de longueurs respectives n′ et m′
telles que n′ +m′ ≤ m+ n.
Par 5.1.6, γx1 et γy1 sont facteurs d’une fle`che γu. E´crivons u =
x1x
′
1 = y1y
′
1. Alors γx1γ
−1
y1
= γ−1
x′1
γy′1.
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Notons que comme la proprie´te´ est claire si m = 0 ou n = 0, i.e.
si x ou y est l’identite´, on l’a de´montre´e si m + n ≤ 2 ; on peut aussi
supposer n,m ≥ 1.
On a γxγ
−1
y = γx2...xmγx1γ
−1
y1
γ−1y2...yn = γx2...xmγ
−1
x′1
γy′1γ
−1
y2...yn . Comme
m < n+m, par re´currence il existe x′′,y′′ ∈ B+ tels que γx2...xmγ−1x′1 =
γ−1x′′ γy′′. Notons que y
′′ est produit d’au plus m − 1 termes dans W ;
si x′′ 6= 1 ceci est assure´ par l’hypothe`se de re´currence. Sinon y′′ =
x′−11 x2 . . .xm est dans B
+, et donc produit de m − 1 termes de W
au plus. On peut donc appliquer l’hypothe`se de re´currence qui affirme
qu’il existe x′′′,y′ ∈ B+ tels que γy′1y′′γ−1y2...yn = γ−1x′′′γy′. On en de´duit
le lemme en posant x′ = x′′x′′′. 
5.2. Traces.
5.2.1. Soit C+ la cate´gorie des varie´te´s quasi-projectives sur Fq munies
des morphismes propres. On a un foncteur D˜+ → C+ qui envoie w sur
X(w) et y ∈ HomD˜+(w,w′) sur Dy (cf. proposition 3.1.6).
Soit C la localisation de C+ en les morphismes qui induisent des
e´quivalences de sites e´tales. Le foncteur pre´ce´dent s’e´tend en un fonc-
teur D˜ → C.
En composant avec le foncteur H∗c , on obtient un foncteur de C vers
la cate´gorie des QℓG
F -modules gradue´s.
Par abus de notation, nous noterons encore
Db ∈ HomQℓGF (H∗c (X(w)), H∗c (X(w′)))
l’image par le foncteur ci-dessus de Db ∈ HomC(X(w),X(w′)). Nous
nous inte´resserons a` calculer la repre´sentation de EndD(w) ainsi obtenue
dans EndGF (H
∗
c (X(w))), qui sera dans certains cas une « alge`bre de
Hecke cyclotomique » associe´e au groupe EndD(w).
Soit Sh l’ope´rateur de torsion sur les classes de conjugaison de GF
de´fini comme suit. Soit g ∈ GF et h ∈ G tel que g = h−1F (h). Alors,
Sh((g)) = (F (h)h−1). On note encore Sh l’automorphisme de l’espace
des fonctions centrales sur GF qui s’en de´duit.
Pour deux endomorphismes de Frobenius F1 et F2 de G, soit ShF1/F2
la descente de Shintani de GF1 a` GF2 (cf. [10, I, 7]). Pour g ∈ GF1, soit
h ∈ G tel que g = h−1F1(h). Alors, ShF1/F2((g)) = (hF2(h)−1). On note
encore ShF1/F2 l’application line´aire des fonctions centrales surG
F1 vers
celles sur GF2 qui s’en de´duit.
On note Tw l’endomorphisme de Qℓ[BF ] = IndG
F
BF Id donne´ par B 7→∑
B′ B
′, ou` B′ de´crit les e´le´ments de BF tels que B′ w−→ B.
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Proposition 5.2.2. Soit w ∈ (B+)F , g ∈ GF et soit d un entier
strictement positif. Alors,
(i) L’endomorphisme gDwF
n deX(wd) ve´rifie la formule des traces
pour tout n ≥ 0.
(ii) Si w ∈WF , on a
g 7→ |X(wd)gDwFn |) ={
Shd(g 7→ Trace(gTw | IndGFBF Id)) si n = 0
ShFn/F ◦ ShFnd+1/Fn(g 7→ Trace(gTwF n | IndGF
nd+1
BF
nd+1 Id)) si n > 0.
De´monstration. Preuve L’e´le´ment w ∈ (B+)F peut s’e´crire sous la
forme wI10 · · ·wIk0 ou` I1, . . . , Ik sont des sous-ensembles F -stables de
S (proposition 2.1.6). Soit
Y = X(wI10 , . . . , w
Ik
0 , . . . , w
I1
0 , . . . , w
Ik
0 )
(la suite wI10 , . . . , w
Ik
0 est re´pe´te´e d fois), une compactification lisse F -
stable de X(wd) (propositions 2.3.6, 2.3.5 et corollaire 2.2.10).
Soit D′ = D
w
I1
0 ···w
Ik
0
. Le morphisme gD′F n est fini et, comme il a une
puissance e´gale a` une puissance de F , son graphe est transverse a` la
diagonale. Par conse´quent, l’ope´rateur gD′F n sur Y ve´rifie la formule
des traces (the´ore`me 2.2.6). Notons qu’il prolonge l’endomorphisme
gDwF
n de X(wd).
Nous conside´rons maintenant la stratification deY donne´e par (2.2.15).
L’ope´rateur gD′F n permute les pie`ces de cette stratification de la meˆme
manie`re que D′. Nous allons montrer par re´currence sur la longueur de
w et pour chaque w par re´currence sur la dimension des pie`ces que
gD′F n ve´rifie la formule des traces sur toute union D′-stable de pie`ces.
Les deux membres de la formule des traces pour un endomorphisme
f d’une varie´te´ X sont additifs par rapport a` la de´composition de X
comme union d’un nombre fini de sous-varie´te´s localement ferme´es f -
stables. Cela est clair pour le second membre et re´sulte pour le premier
membre de la longue suite exacte de cohomologie pour l’union d’un
ouvert et d’un ferme´. Pour prouver que gD′F n ve´rifie la formule des
traces sur une union de pie`ces, on est donc ramene´ a` le prouver pour
une orbite de pie`ces sous D′.
Sur une orbite qui a au moins deux pie`ces gD′F n n’a pas de point fixe.
La cohomologie d’une telle orbite est la somme directe des cohomologies
des pie`ces et gD′F n permute cycliquement les facteurs de cette somme
directe, donc a une trace nulle et ve´rifie la formule des traces dans ce
cas. Si l’orbite est une seule pie`ce D′-stable, cette pie`ce est de la forme
X((v1 · · ·vk)d), ou` vi ∈ W FIi , et gD′F n induit gDv1···vkF n sur cette
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pie`ce. Si v1 · · ·vk n’est pas e´gal a` w, l’ope´rateur gDv1···vkF n ve´rifie la
formule des traces sur cette pie`ce par re´currence sur l(w). Si v1 · · ·vk =
w, par re´currence sur la dimension des pie`ces on sait que gDwF
n ve´rifie
la formule des traces sur la re´union de toutes les autres pie`ces de Y.
Comme il la ve´rifie sur Y, il la ve´rifie par additivite´ sur X(wd).
De´montrons maintenant la deuxie`me assertion de la proposition. Un
point fixe de gDwF
n sur la varie´te´ X(w, . . . , w) (ou` w est re´pe´te´ d fois)
est une suite (B1, . . . ,Bd) telle que
(B1, . . . ,Bd) = (
gF n(B2), . . . ,
gF n(Bd),
gF n+1(B1)).
Une telle suite correspond a` la donne´e de B1 tel que B1 =
gdF dn+1(B1)
et gF n(B1)
w−→ B1. Soit k tel que gd = k−1F nd+1(k) et posons B′ = kB1
et g′ = kgF n(k)−1. Alors les conditions deviennent B′ ∈ BFnd+1 et
g′F n(B′)
w−→ B′. On a
Trace(g′TwF n | IndGF
nd+1
BF
nd+1 Id) =| {B′ ∈ BFnd+1 | g′F n(B′) w−→ B′}.
Pour conclure, il faut donc montrer que si n = 0 alors (g′) = Shd((g))
et sinon (g′) = ShFn/Fnd+1 ◦ ShF/Fn(g).
Commenc¸ons par le cas n = 0. On a une bijection de l’ensemble
des classes de conjugaison rationnelles des conjugue´s ge´ome´triques de
g vers H1(F,CG(g)), donne´e par
kg 7→ k−1F (k). Ici, la classe de g′ est
parame´tre´e par l’image de gd dans H1(F,CG(g)). Or, d’apre`s [10, IV,
proposition 1.1], telle est l’image de la classe de g par Shd.
Supposons maintenant n ≥ 1. Soit alors h ∈ G tel que g = hF n(h)−1.
Comme g ∈ GF , on a gd = gF n(g) · · ·F (d−1)n(g) = hF dn(h)−1 et
g′ = (kh)F n(kh)−1. Donc, en utilisant que ShF/Fn(g) ⊂ GFn, on a
ShF/Fn(g) = F
nd(ShF/Fn(g)) = F
nd(h−1F (h))
= (h−1gdF nd+1(h)) = ((kh)−1F nd+1(kh))
et ShFn/Fnd+1 de cette classe vaut bien (g
′). 
La proposition suivante nous permettra de de´montrer que certains
ope´rateurs Dy ont une trace nulle sur la cohomologie de X(w) (quand
nous saurons qu’ils ve´rifient la formule des traces).
Proposition 5.2.3. Soient w ∈ B+ et y ∈ EndD+(w) tel que y 4 pi
et que l’image β(y) ∈ W soit non triviale. Alors l’endomorphisme Dy
de X(w) n’a pas de points fixes.
De´monstration. Preuve D’apre`s les proprie´te´s des mots dans B+ (cf.
par exemple [5, 3.20]), le fait que y divise pi est e´quivalent a` l’existence
de x,x′ ∈ W tels que y = xx′. Soit y1 · · ·yn une de´composition de
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y comme dans la remarque 5.1.1(i) ou` nous supposons yi ∈ W. Soit
a ∈ X(w) et B = p′(a) (voir proposition 2.2.18). Alors, si on pose
B1 = p
′(Dy1(a)), B2 = p
′(Dy1y2(a)), etc. . ., un point fixe a de Dy
donne lieu a` une suite B
y1−→ B1 y2−→ B2 · · · yn−→ B, i.e. a` un e´le´ment
b ∈ O(y) tel que p′(b) = p′′(b).
Montrons que ceci est impossible. Un tel e´le´ment b correspond, par
l’isomorphisme canoniqueO(xx′) ∼−→O(x, x′), a` une suiteB x−→ B′ x′−→ B.
Mais ceci n’est possible que si x′ = x−1, ce que nous avons exclu en
supposant que β(y) 6= 1. 
5.2.4. Nous rappelons des constructions de [5, §5.A et 6.D].
Proposition 5.2.5. Soit d un entier strictement positif.
(i) Soit D+
F d
la cate´gorie D+ relative au Frobenius F d. On a EndD+
Fd
(pi) =
CB+(F
d). On en de´duit une action a` droite, que nous noterons
b 7→ DpiF db , du mono¨ıde CB+(F d) sur X(pi, F d).
(ii) Soit w ∈ B+ tel que (wF )d = piF d. L’application
O(w) i−→ O(w)×O(F (w))×· · ·×O(F d−1(w)), x 7→ (x, F (x), . . . , F d−1(x))
se restreint en un plongement de X(w) dans X(pi, F d). Pour
tout b ∈ CB+(wF ), l’ope´rateur DpiF db de´fini en (i) stabilise
X(w), et nous noterons Db sa restriction a` X(w). Ceci fournit
une action a` droite de CB+(wF ) sur X(w) et une action a`
droite de CB(wF ) sur H
∗
c (X(w)).
De´monstration. Preuve Tout e´le´ment deW divisant pi, on a CW(piF
d) ⊂
EndD+
Fd
(pi) ⊂ CB+(piF d), d’ou` (i) car CW(piF d) = CW(F d) engendre
CB+(F
d) comme mono¨ıde (cf. proposition 2.1.6).
L’image par i de X(w) est clairement dans
O(w)×BO(F (w))×B· · ·×BO(F d−1(w)) = O(wF (w) · · ·F d−1(w) = pi)
d’ou` l’assertion sur i dans (ii). Enfin, le fait que DpiF
d
b stabilise X(w)
quand b ∈ CB+(wF ) n’est pas e´crit dans [5], mais on peut le voir
comme suit : X(w) est caracte´rise´ dans X(pi, F d) comme l’ensemble
des solutions de l’e´quation Dwx = F (x). Cette e´quation est clairement
pre´serve´e par l’action d’un tel DpiF
d
b . 
Il est clair que dans le cas ou` b divise w, l’ope´rateur de´fini en (ii)
ci-dessus est bien le meˆme que celui de la de´finition 3.1.5, donc quand
b ∈ EndD+(w) c’est le meˆme qu’en §5.2.1.
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5.2.6. Nous allons maintenant introduire une technique qui nous per-
mettra d’obtenir des re´sultats pour les ope´rateurs Dx induits par les
e´le´ments x ∈ EndDI (w) en nous ramenant a` un sous-groupe de Levi de
type I.
De´finition 5.2.7. Soit I une partie de S. Nous notons D+I la plus
petite sous-cate´gorie de D+ avec meˆme ensemble d’objets et telle que
{y ∈ B+I | y 4 w,y−1wF (y) = w′} ⊂ HomD+I (w,w′). De meˆme, nous
notons DI la plus petite sous-cate´gorie de D contenant D+I et dont
toutes les fle`ches sont inversibles.
Proposition 5.2.8. On se place dans le cadre des notations et des
hypothe`ses de la de´finition 2.3.12 et de la proposition 2.3.13. Soit x ∈
B+I tel que x 4 w. Alors, on a un diagramme commutatif
X˜(I)(z˙1, . . . , z˙k)×Lz˙F
I
XLI(y, z˙F )
∼ //
Id×Dx

X(w)
Dx

X˜(I)(z˙1, . . . , z˙k)×Lz˙FI XLI (x−1yzF (x), z˙F )
∼ // X(x−1wF (x))
De´monstration. Preuve Notons tout d’abord que l’ope´rateur Dx est
bien de´fini surXLI (y, z˙F ) car x 4 y. Notons aussi que l’on a x
−1yzF (x) =
αI(x
−1wF (x)) et z = ωI(x−1wF (x)) car x−1wF (x) = (x−1yzF (x))z.
Puisque Dx1x2 = Dx2 ◦Dx1 si x1x2 4 w, on peut supposer x ∈W.
Quitte a` changer de de´composition de y, on peut en plus supposer
x = y1. L’ope´rateur Id×Dx envoie
((g1UI1 , . . . , gkUIk), (B1, . . . ,Bh))
sur
((g1UI1, . . . , gkUIk), (B2, . . . ,Bh,
zF (B1))).
Via les isomorphismes de la proposition 2.3.13, cela correspond a` en-
voyer
(g1(B1UI),
g1(B2UI), . . . ,
g1(BhUI),
g1(zF (B1)UI1),
g2(z2···zkF (B1)UI2),
. . . , gk(zkF (B1)UIk))
sur l’e´le´ment A suivant de la varie´te´ X(y2, . . . , yh,
zF (y1), z1, . . . , zk) :
(g1(B2UI), . . . ,
g1(BhUI),
g1(zF (B1)UI),
g1(zF (B2)UI1),
g2(z2···zkF (B2)UI2),
. . . , gk(zkF (B2)UIk)).
Rappelons que zi···zkF (y1)zi = zizi+1···zkF (y1) ∈W. L’isomorphisme
canonique
O(zi···zkF (y1), zi) ∼−→O(zi, zi+1···zkF (y1))
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envoie
(gi(zi···zkF (B1)UIi),
gi(zi···zkF (B2)UIi),
gi+1(zi+1···zkF (B2)UIi+1))
sur
(gi(zi···zkF (B1)UIi),
gi+1(zi+1···zkF (B1)UIi+1),
gi+1(zi+1···zkF (B2)UIi+1)).
L’isomorphisme canonique
O(zkF (y1), zk) ∼−→O(zk, F (y1))
envoie
(gk(zkF (B1)UIk),
gk(zkF (B2)UIk), F (
g1(B2UI)))
sur
(gk(zkF (B1)UIk), F (
g1(B1UI)), F (
g1(B2UI))).
Par composition des isomorphismes canoniques, on en de´duit que A
s’envoie sur l’e´le´ment
(g1(B2UI), . . . ,
g1(BhUI),
g1(zF (B1)UI1),
g2(z2···zkF (B1)UI1),
. . . , gk(zkF (B1)UIk), F (
g1(B1UI)))
de la varie´te´ X(y2, . . . , yh, z1, . . . , zk, F (y1)) : c’est bien l’image par Dx
de la suite initiale, d’ou` le re´sultat. 
La proposition pre´ce´dente a pour conse´quence :
Corollaire 5.2.9. Soit x ∈ EndDI (w). Alors, Dx ∈ EndC(Xw) corre-
spond par l’isomorphisme de la proposition 2.3.13 a` Id×Dx (ou` Dx est
vu dans EndC(XLI(y, z˙F ))).
Soit L (resp. U) un comple´ment de Levi (resp. le radical unipotent)
d’un sous-groupe parabolique de G et soit n ∈ G tel que L est nF -
stable. Soit RGL,U,n : R(LnF )→ R(GF ) le morphisme donne´ par
[V ] 7→
∑
i
(−1)i[H ic(X˜L,U(n),Qℓ)⊗QℓLnF V ]
D’apre`s [4, Theorem 1.33] la restriction aux caracte`res unipotents de
RGL,U,n ne de´pend pas de U. Nous noterons alors R
G
L,n cette restriction.
The´ore`me 5.2.10. Soient w ∈ B+, I ⊂ S tels que wF (BI) = BI et
soit z˙ un repre´sentant dans NG(T) de β(ωI(w)). Soit x ∈ EndD+I (w).
Alors, la fonction centrale surGF donne´e par g 7→∑i(−1)iTrace(gDx|H ic(X(w),Qℓ))
est l’image par RGLI ,z˙ de la fonction
l 7→
∑
i
(−1)iTrace(lDx|H ic(XLI (αI(w), z˙F ),Qℓ)).
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De´monstration. Preuve Le the´ore`me re´sulte des propositions 2.3.13 et
5.2.8, compte tenu du fait qu’on peut donc, si la forme normale de
ωI(w) est z1 · · · zk, calculer RGFLI ,z˙ en utilisant la varie´te´ X˜(I)(z˙1, . . . , z˙k),
ou` les z˙i sont des repre´sentants dans NG(T) des zi tels que z˙ = z˙1 · · · z˙k.

5.3. Cas w = pin.
5.3.1. Soit (W,S) un groupe de Coxeter cristallographique muni d’un
automorphisme σ. Soit Hx(W,σ) le quotient de l’alge`bre du groupe
CB+(σ) sur l’anneau Z[x
1/2, x−1/2] par l’ide´al engendre´ par les (wI0 +
1)(wI0−xl(wI0)) pour I ∈ S/σ. On note TI l’image de wI0 dans Hx(W,σ).
Cette alge`bre admet pour base {Tw}w∈Wσ et se spe´cialise en l’alge`bre
de groupe QℓW
σ par x1/2 7→ 1 (rappelons que CB(σ) est un mono¨ıde
de tresses, cf. proposition 2.1.6). Pour χ ∈ Irr(W σ), nous notons χx ∈
Irr(Hx(W,σ)) le caracte`re qui se spe´cialise en χ par x1/2 7→ 1.
On suppose maintenant a` nouveau que W est le groupe de Weyl
de G. Soit Hq(W,F ) = Hx(W,F ) ⊗f Qℓ, ou` f est la spe´cialisation
x1/2 7→ q1/2.
On prend comme convention que les endomorphismes d’un espace
vectoriel agissent a` droite (donc, si M est un (A,B)-bimodule, alors on
a un morphisme d’alge`bres B → EndA(M)).
Proposition 5.3.2. On a Hq(W,F ) ≃ EndQℓGF (IndG
F
BF Id).
De´monstration. Preuve Cette proprie´te´ est bien connue, mais faute de
re´fe´rence commode nous en rappelons une de´monstration. On sait que
EndQℓGF (Ind
GF
BF Id) est une alge`bre de Hecke du groupe W
F , ou` les
valeurs propres du ge´ne´rateur associe´ a` wI0 sont −1 et |(B/(B∩wI0B))F |
(cf. [3, IV, §1, exercice 24]). Pour calculer cette dernie`re valeur propre
on utilise le fait que (B/(B ∩ wI0B))F ≃ (U ∩ wI0U−)F , ou` U− est
le radical unipotent du sous-groupe de Borel oppose´ a` B. Comme le
nombre de points rationnels sur Fq d’un espace affine est inde´pendant
de la Fq-structure conside´re´e (voir par exemple [11, Example 3.7]), le
nombre de points rationnels vaut qdim(U∩
wI0U−) = ql(w
I
0), ce qui est bien
la valeur annonce´e. 
5.3.3. Dans le cas ou` l’action de F sur W est triviale et n = 1, le
the´ore`me suivant est [5, the´ore`me 2.7].
The´ore`me 5.3.4. Pour tout n ≥ 1, l’action de CB+(F ) sur X(pin)
(cf. proposition 5.2.5) induit un morphisme
Hq(W,F )→ EndQℓGF (
⊕
i
H ic(X(pi
n))), TI 7→ DwI0 .
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De´monstration. Preuve Il suffit de voir que les DwI0 ve´rifient les rela-
tions quadratiques de Hq(W,F ). Nous appliquons la proposition 5.2.8
avec I une partie F -stable de S (les hypothe`ses sont ve´rifie´es pour tout
x ∈ B+I tel que x 4 pin). Si x ∈ CB+I (F ) et x 4 pi
n, alors Dx est un
endomorphisme de X(pin) qui correspond d’apre`s la proposition 5.2.8
a` l’endomorphisme Dx de XLI (pi
n
I ), ou` piI = (w
I
0)
2 est l’e´le´ment ana-
logue a` pi pour LI (car on a αI(pi
n) = pinI , et z˙ = 1). Via la formule
de Ku¨nneth, il suffit donc de de´montrer que l’endomorphisme DwI0 de
XLI(pi
n
I ) ve´rifie la relation quadratique (DwI0 + 1)(DwI0 − ql(w
I
0)) = 0
quand I est une orbite de F dans S.
Soit I une orbite de F sur S. Le groupe adjoint (LI)ad de LI est une
descente des scalaires, c’est-a`-dire de la forme Hk ou` H est un groupe
re´ductif quasi-simple, et (LI)
F
ad ≃ HF k . Les repre´sentations unipotentes
se factorisant par le groupe adjoint, la cohomologie de XLI (pi
n
I ) est
isomorphe a` celle de X′ = XH(piknH , F
k) (ou` piH est l’e´le´ment analogue
a` pi pour H) sur laquelle DwI0 induit l’action de DwH0 (proposition
2.3.3).
Le groupeHF
k
est d’un des types A1(q
k), 2A2(q
k), 2B2(q
k) ou 2G2(q
k).
D’apre`s les the´ore`mes 4.2.9, 4.3.5 et 4.4.4, seules les repre´sentations Id
et St apparaissent dans la cohomologie de X′. D’apre`s les propositions
3.3.14 et 3.3.15, la varie´te´ X′ n’a que deux groupes de cohomologie non
nuls : en degre´s 2knl(piH) et knl(piH). SurH
2knl(piH)
c (X′), le groupeHF
k
agit par Id et la valeur propre de F k est qk
2nl(piH). Sur H
knl(piH)
c (X′), il
agit par St et la valeur propre de F k est 1. Puisque les (QℓG
F )-modules
H
2knl(piH)
c (X′) et H
knl(piH)
c (X′) sont irre´ductibles, l’action de DwH0 sur
chacun d’eux est donne´e par un scalaire.
Comme D2kn
wH0
= D
pi
kn
H
= F k sur X′, on en de´duit que DwH0 agit sur
H
knl(piH)
c (X′) (un espace de dimension qkl(w
H
0 )) par α, une racine 2kn-
e`me de l’unite´. En outre, DwH0 agit sur H
2knl(piH)
c (X′) (un espace de
dimension 1) par qkl(w
H
0 )β, ou` β est une racine 2kn-e`me de l’unite´.
Les propositions 5.2.2 (i) et 5.2.3 donnent
∑
i(−1)iTrace(DwH0 |H ic(X′,Qℓ)) =
0, donc α = −β. Soit g est un e´le´ment unipotent non trivial de HF k .
Alors, Trace(g, St) = 0 et Trace(g, Id) = 1. D’apre`s la proposition 5.2.2
(i), on a |(X′)gDwH0 | = ∑i(−1)iTrace(gDwH0 |H ic(X′,Qℓ)) = βqkl(wH0 ),
donc β = 1 puisque |(X′)gDwH0 | est un entier positif. On a donc bien la
relation quadratique annonce´e. 
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5.4. Cas w0pi
n. NotonsH−q(W,w0F ) la spe´cialisation de Hx(W,w0F )
via x1/2 7→ i√q. dans cette partie, nous construisons une repre´sentation
de l’alge`bre H−q(W,w0F ) dans EndGF (⊕iH ic(X(w0))).
Soit I ∈ S/w0F ; comme (w0pinF )2 = pi2n+1F 2 etwI0 ∈ CB+(w0pinF ),
la proposition 5.2.5 (ii) fournit un endomorphisme DwI0 de X(w0pi
n)
pour tout n ∈ N, donnant naissance a` une action de CB+(w0F ) sur
X(w0pi
n).
Les deux e´nonce´s suivants ge´ne´ralisent [24, 3.10 (b)] (cas ou` w0F
agit trivialement sur W ).
The´ore`me 5.4.1. Pour tout n ≥ 0, l’action de CB+(w0F ) surX(w0pin)
induit un morphisme d’alge`bres
H−q(W,w0F )→ EndQℓGF (⊕iH ic(X(w0pin))), TI 7→ (−1)l(w
I
0)DwI0 .
De´monstration. Preuve On proce`de comme dans la preuve du the´ore`me
5.3.4. Il s’agit de prouver que pour tout I, l’action de (−1)l(wI0)DwI0
sur la cohomologie de X(w0pi
n) ve´rifie la meˆme relation quadratique
que TI . Graˆce au corollaire 5.2.9, il suffit de montrer que (−1)l(wI0)DwI0
ve´rifie la bonne relation quadratique sur la varie´te´ XLI(w
I
0pi
n
I , w
I
0w0F ).
Soit H un groupe re´ductif quasi-simple tel que le groupe adjoint
de LI soit isomorphe a` H
k et soit F ′ l’endomorphisme de Frobenius
sur H correspondant par cet isomorphisme a` (wI0w0F )
k. On se rame`ne
a` l’e´tude de l’ope´rateur DwH0 , induit par DwI0 , sur la varie´te´ X
′ =
XH((w
H
0 pi
n
H)
k, F ′). Le groupe HF
′
est d’un des types A1(q
k), 2B2(q
k),
2G2(q
k), 2A2(q
k) (si k est pair) ou A2(q
k) (si k est impair). D’apre`s
les the´ore`mes 4.3.5, 4.4.4, 4.2.9 et 4.2.4, seules les repre´sentations Id
et St apparaissent dans la cohomologie de la varie´te´ X′. D’apre`s les
propositions 3.3.14 et 3.3.15, la varie´te´ X′ n’a que deux groupes de
cohomologie non nuls : en degre´s kl(wH0 pi
n
H) et 2kl(w
H
0 pi
n
H). Le groupe
HF
′
agit sur H
kl(wH0 pi
n
H
)
c (X′) par St la valeur propre de F ′ est 1. Sur
H
2kl(wH0 pi
n
H
)
c (X′), le groupe HF
′
agit par Id et F ′ a comme valeur propre
qk
2l(wH0 pi
n
H
).
L’ope´rateur DwH0 est une racine (2n + 1)k-e`me de F
′ et commute a`
HF
′
. Par conse´quent, il agit sur H
kl(wH0 pi
n)
c (X′) (un espace de dimension
qkl(w
H
0 )) par α et sur H
2kl(wH0 pi
n)
c (X′) (un espace de dimension 1) par
βqkl(w
H
0 ), ou` α et β sont des racines (2n+ 1)k-e`mes de 1,
Les propositions 5.2.2 (i) et 5.2.3 donnent
∑
i(−1)iTrace(DwH0 |H ic(X′,Qℓ)) =
0, donc α = (−1)kl(wH0 )−1β. Soit g est un e´le´ment unipotent non trivial
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de HF
′
. D’apre`s la proposition 5.2.2 (i), on a
|(X′)gDwH0 | =
∑
i
(−1)iTrace(gDwH0 |H ic(X′,Qℓ))
= −β St(g) + βqkl(wH0 ) = βqkl(wH0 ),
donc β = 1 puisque |(X′)gDwH0 | est un entier positif. On a donc bien la
relation quadratique annonce´e. 
Remarque 5.4.2. On pourra pre´fe´rer conside´rer le morphisme TI 7→ DwI0
ou` l’alge`bre de Hecke deWw0F a pour parame`tres {((−1)1+l(wI0), ql(wI0))}I∈S/w0F .
L’e´nonce´ pre´ce´dent a la conse´quence suivante.
Corollaire 5.4.3. Pour tout n ∈ N, les valeurs propres de F dans la
cohomologie de X(w0pi
n) sont soit de la forme ±qm, soit de la forme
±iqm+ 12 ou` m ∈ N. On est toujours dans le premier cas si w0 est central
dans W et G n’a pas de composante de type E7 ou E8.
De´monstration. Preuve L’action de F sur ⊕iH ic(X(w0pin)) est e´gale a`
l’action de l’e´le´ment (−1)l(w0)T 2n+1w0 dans la repre´sentation deH−q(W,w0F )
sur cette cohomologie. Pour χ ∈ Irr(Ww0F ), nous notons χ−q le car-
acte`re correspondant de H−q(W,w0F ) et dχ−q le degre´ ge´ne´rique de
χ−q. Enfin nous noterons Aχ (resp. aχ) le degre´ (resp. la valuation) de
dχ−q . La valeur propre de T
2
w0
dans la repre´sentation de caracte`re χ−q
est (−q)2N−aχ−Aχ [5, corollaire 4.20] et les valeurs propres de Tw0 sont
des racines carre´es de cette valeur (ici, N est le nombre de racines de
W ). Ceci de´montre l’e´nonce´ sauf la dernie`re phrase. Si w0 est central
alors pour tout χ irre´ductible on a χ(w0) 6= 0 et si G n’a pas de com-
posante de type E7 ou E8 alors par [5, corollaire 4.19] on en de´duit
que aχ +Aχ est pair (en effet tout caracte`re est alors « ge´ne´riquement
rationnel » suivant la terminologie de loc. cit.). 
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