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We study the evolution of various types of biased domain wall networks in the early universe. We
carry out larger numerical simulations than currently available in the literature and provide a more
detailed study of the decay of these networks, in particular by explicitly measuring velocities in the
simulations. We also use the larger dynamic range of our simulations to test previously suggested
decay laws for these networks, including an ad-hoc phenomenological fit to earlier simulations and
a decay law obtained by Hindmarsh through analytic arguments. We find the latter to be in good
agreement with simulations in the case of a biased potential, but not in the case of biased initial
conditions.
I. INTRODUCTION
Topological defects necessarily form at phase transi-
tions in the early universe [1, 2]. The majority of the
work on defects tends to focus on cosmic strings—and,
more recently, superstrings—which are usually benign in
terms of their cosmological consequences [3, 4]. Domain
walls have been comparatively neglected since they are
subject to tighter constraints, most notably the so called
Zel’dovich bound [5], and therefore their possible roles in
some cosmological mechanisms are significantly reduced
[6, 7]
Nevertheless, domain walls can provide an interesting
source of toy models, where it may be easier to under-
stand the various dynamical mechanisms at play in defect
network evolution, and this knowledge can subsequently
be used for tackling more complicated (but also more
realistic) scenarios. This is particularly true in the case
of field theory numerical simulations, where domain walls
can be described by a single scalar field (although models
with further degrees of freedom can certainly be studied)
In the simplest cosmological scenarios, it is well known
[2] that the attractor solution for the evolution of do-
main wall networks is a linear scaling solution, where the
walls have constant RMS velocities and the characteris-
tic lengthscale of the network (which one may think of
as a correlation length, a typical separation between the
walls, or a typical curvature radius) grows linearly, i.e.,
as fast as allowed by causality. In particular, this has
been recently confirmed in very high resolution simula-
tions [8, 9].
In the current work we quantify whether (and, if so,
how) the linear scaling solution breaks down in several
alternative scenarios, where the standard initial condi-
tions are biased in one of several ways. Specifically we
consider the cases of anisotropic walls [10], biased initial
conditions [11, 12], and a biased potential [7, 13]. In some
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of these we confirm earlier work, though our results are
based on simulations with significantly higher resolution
and dynamical range, and we also present, for the first
time, measurements of the evolution of the averaged wall
network velocities in these scenarios. Throughout this
paper we shall use natural units with c = h¯ = 1.
II. STANDARD DOMAIN WALL EVOLUTION
In this work we will mostly be interested in flat ho-
mogeneous and isotropic Friedmann-Robertson-Walker
(FRW) universes. A scalar field φ with Lagrangian den-
sity
L = 1
2
(∂µφ)(∂
µφ)− V (φ) , (1)
where we will take V (φ) to be a φ4 potential with two
degenerate minima, such as
V (φ) = V0
(
φ2
φ20
− 1
)2
, (2)
will have domain wall solutions, with the height of the
potential barrier and surface tension being respectively
V0 =
λ
4
φ40 (3)
σ ∼
√
λφ30 , (4)
while the wall thickness is
δ ∼ φ0√
V0
∼ (
√
λφ0)
−1 . (5)
By the standard variational methods we obtain the
field equation of motion (written in terms of physical
time t)
∂2φ
∂t2
+ 3H
∂φ
∂t
−∇2φ = −∂V
∂φ
. (6)
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2where ∇ is the Laplacian in physical coordinates, H =
a−1(da/dt) is the Hubble parameter and a is the scale
factor, which we assume to vary as a ∝ tλ; in particular,
in the radiation era λ = 1/2, while in the matter era
λ = 2/3.
In order to numerically simulate this model we apply
the procedure of Press, Ryden and Spergel [14], mod-
ifying the equations of motion in such a way that the
thickness of the domain walls is fixed in co-moving coor-
dinates. One expects that this will have a small impact
on the large scale dynamics of the domain walls, since
a wall’s integrated surface density (and surface tension)
are independent of its thickness. In particular, this as-
sumption should not affect the presence or absence of a
scaling solution [14], provided one uses a minimum thick-
ness [15]—we will briefly revisit this issue below. (For a
detailed discussion of analogous issues in the context of
cosmic strings see [16].)
In the PRS method, equation (6) becomes:
∂2φ
∂η2
+ α
(
d ln a
d ln η
)
∂φ
∂η
−∇2φ = −aβ ∂V
∂φ
. (7)
where η is the conformal time and α and β are con-
stants: β = 0 is used in order to have constant co-moving
thickness and α = 3 is chosen in 3D to require that the
momentum conservation law of the wall evolution in an
expanding universe is maintained [14]. In fact we have
simulated networks with various values of the damping
coefficient α.
Equation (7) is then integrated using a standard finite-
difference scheme. The usual choice of initial conditions
assumes φ to be a random variable between −φ0 and
+φ0 and the initial value of ∂φ/∂η to be zero. This will
lead to large energy gradients in the early time steps of
the simulation, and therefore the network will need some
time (which is proportional to the wall thickness) to wash
away these initial conditions. The conformal time evolu-
tion of the co-moving correlation length of the network
ξc (specifically A/V ∝ ξ−1c , A being the comoving area of
the walls) and the wall velocities (specifically γv, where γ
is the Lorentz factor) are directly measured from the sim-
ulations, using techniques previously described in [17].
Our main concern here is with a diagnostic for scaling.
One looks for the best fit to the power laws
A
V
∝ ρw ∝ 1
ξc
∝ ηµ , (8)
γv ∝ ην ; (9)
for a scale-invariant behavior, we should have µ = −1
and ν = 0. The behavior of the scaling exponent for the
network’s kinetic energy (or velocity), ν, has not been
previously explored in the non-standard scenarios we will
be considering.
FIG. 1. The evolution of the network density (specifically
A/V ∝ ρ) and velocity (specifically γv) for the four cases
described in the main text. The plotted quantities are the
result of averaging over ten 81922 simulations, and the fits
discussed in the text were done in the last ten percent of the
simulation times.
III. ANISOTROPIC WALLS
If domain walls are produced during an anisotropic
phase in the early universe and are subsequently pushed
outside the horizon (and freeze-out in comoving coordi-
nates) due to inflation, they will retain the imprints of
this anisotropy, which will only be erased once they re-
enter the horizon and become relativistic.
This scenario was discussed in [10], which presented
some evidence for this isotropization process. However,
this earlier work mostly relied on small (10242) simula-
tions and the defect velocities were not accurately mea-
3FIG. 2. Box snapshots of 10242 simulations of cases A (top),
B (middle) and C (bottom), at a conformal time η = 20. The
three simulations are clearly distinguishable.
FIG. 3. Box snapshots of 10242 simulations of cases A (top),
B (middle) and C (bottom), at a conformal time η = 512.
Statistically the three snapshots are now quite similar.
4sured (nor scaling exponents for the velocity calculated).
Moreover, the inferred scaling exponent, µ ∼ −0.88, sug-
gested that full scaling had not been achieved—most
likely due to the relatively small size of the simulations,
as discussed in [8]. In what follows we provide more quan-
titative evidence for this isotropization.
Note that our interest is to study the evolution of the
networks in the recent (post-inflationary) universe, so we
do not need to simulate anisotropic universes, but only
initially anisotropic networks evolving in an isotropic uni-
verse. In practice we need to compare three cases:
• Case A: Standard networks, generated with initial
conditions as described in the previous section and
evolving from an initial conformal time ηi = 1 to a
final one equal to half the box size, ηf = Nbox/2
• Case B: Super-horizon isotropic networks, which
start evolving at ηi = 1 with initial conditions ob-
tained from previous simulations at the conformal
time ηh = 20 and with velocities reset to zero; the
choice of ηh = 20 (which is twice the wall thickness)
corresponds to a time where the network is reason-
ably well defined. This setup numerically mimics a
network that is initially outside the horizon.
• Case C: Initial conditions as in case B, but
stretched in one direction by a factor f = 2.
• Case D: Initial conditions as in case B, but
stretched in one direction by a factor f = 16.
Fig. 1 shows the evolution of the densities (specifically
A/V ) and velocities (specifically, γv, γ being the Lorentz
factor) for our three sets of simulations. In all cases we
show the results of averaging over sets of ten 81922 mat-
ter era simulations (in order to simplify the plots, the
corresponding error bars are not displayed). Figures 2
and 3 show snapshots of the evolution of 10242 boxes in
each of the three cases. The snapshots in Fig. 2 corre-
spond to conformal time η = 20 (cf. log 20 ∼ 3 in Fig.
1), and the differences in density are clearly visible; on
the other hand, the snapshots in Fig. 3 correspond to the
final timestep (η = 512), and it is equally clear that at
this stage of their evolution the three networks are quite
similar.
We then used the data from the final ten percent of
each set of simulations (as well as of sets of simulations
with smaller box sizes) to fit for the scaling exponents µ
and ν defined in the previous section; the best-fit scaling
exponents (with corresponding one-sigma uncertainties)
are summarized in Table I. This analysis confirms that
within the statistical uncertainties the networks in cases
A, B and C have reached scaling: our results are consis-
tent with µ = −1 and ν = 0. For the more anisotropic
case D convergence to scaling is also clear, although the
timescale involved is clearly longer, and therefore a larger
dynamical range is needed to reach it. Indeed, itt is also
noticeable that the fitted scaling exponents do change
with box size, and converge as this size is increased. This
FIG. 4. The evolution of the network density (specifically
A/V ) and velocity (specifically γv) in the matter-dominated
era for the cases b = 1.0 (unbiased case), b = 0.8 (weak bias)
and b = 0.6 (strongb bias) described in the main text. The
plotted quantities are the result of averaging over five simu-
lation. Also plotted are the fitting functions discussed in the
main text.
explains the results of earlier studies, based on smaller
simulations.
IV. BIASED INITIAL CONDITIONS
The usual choice of initial conditions assumes φ to be
a random variable uniformly distributed between −φ0
and +φ0 (note that in some previous works any value
between −φ0 and +φ0 is allowed, while others only allow
the values −φ0 and +φ0 themselves). Thus the fraction
of the simulation box that is in either minimum is initially
50%, and this fraction is maintained by the subsequent
evolution.
One can, however, bias the initial conditions by chang-
ing the above fractions; a previous inflationary phase
could again be responsible for this, by creating Hubble
5Case/Box 10242 20482 40962 81922
A µ = −0.95± 0.10 µ = −0.93± 0.10 µ = −0.94± 0.08 µ = −0.98± 0.08
ν = −0.08± 0.24 ν = −0.08± 0.06 ν = −0.07± 0.05 ν = −0.06± 0.03
B µ = −0.85± 0.10 µ = −0.91± 0.09 µ = −0.95± 0.08 µ = −0.96± 0.07
ν = −0.09± 0.14 ν = −0.03± 0.10 ν = −0.04± 0.03 ν = −0.05± 0.02
C µ = −0.85± 0.09 µ = −0.87± 0.13 µ = −0.97± 0.07 µ = −0.95± 0.08
ν = −0.01± 0.17 ν = −0.07± 0.10 ν = −0.04± 0.03 ν = −0.06± 0.03
D µ = −0.39± 0.03 µ = −0.56± 0.06 µ = −0.71± 0.07 µ = −0.82± 0.09
ν = −0.11± 0.15 ν = −0.09± 0.06 ν = −0.10± 0.03 ν = −0.12± 0.09
TABLE I. Scaling exponents µ and ν (with corresponding one-sigma uncertainties), for the four cases discussed in the main
text, as a function of the box size of the simulation.
volumes with slightly different occupation fractions. In
this biased case, we expect the network to eventually
disappear. This situation was first considered by [11]
(and later by [12]), but again this was based only on
10242 boxes, and the fact that the former work obtains
µ = −0.88± 0.04 for the standard (unbiased) case again
suggests that the box size may be too small to study
the decay process, and in particular to compare it to the
analytic predictions of [18].
The phenomenological analysis of Coulson et al. [11]
suggests that for population fractions close to 50% (ie, a
weak bias) a good fit is provided by
A
V
∝ η−1 exp (−η/ηc) , (10)
while for a stronger bias
A
V
∝ exp (−η/ηc) , (11)
is sufficient. In both cases ηc provides a characteristic
timescale at which the decay starts. Later on, Hindmarsh
[18] provided some analytic arguments suggesting that,
in the case of two spatial dimensions which we are con-
sidering in the present work, and assuming population
fractions of 1/2± , one would expect to have
A
V
∝ η−1 exp [−κ2η2] , (12)
The subsequent analysis of Larsson et al. [12] claims
a ‘reasonable’ agreement with this formula, using 10242
simulations and  in the range 0.00 − −0.08, though no
quantitative measure of this agreement is provided.
We have simulated this case by generating initial con-
ditions where the field is uniformly distributed between
−φ0 and +bφ0. When b = 1 we recover the standard
(unbiased) case discussed in the previous section, while
when b = 0 the whole initial box starts on the same side
of the potential and we have no domain walls. (This lat-
ter case was also confirmed numerically, as a simple test
of the code.) Thus the initial population fractions in the
negative and positive minima are, respectively,
f− =
1
1 + b
, f+ =
b
1 + b
, (13)
or equivalently
 =
1− b
2(1 + b)
. (14)
Figure 4 shows the results of 20482 matter era simula-
tions with values of b = 1 (unbiased case,  = 0), b = 0.8
( = 1/18) and b = 0.6 ( = 1/8). In each case the
plotted results correspond to an average over five simula-
tions with different (random) initial conditions. Figure 5
shows snapshots of a region of size 3002 within one box of
each case, at a time ln η = 2.25 when the b = 0.6 network
is about to disappear.
For the case b = 1 we find scaling exponents consistent
with the results of the previous section. For the decay-
ing cases we find that the phenomenological formulas of
Coulson et al. provide very good fits. The fitted values
for the decay timescale ηc and the reduced chi-square of
the best fit are respectively
1
ηc
= 0.328± 0.002 , χ2ν = 1.33 (15)
for the weak bias case b = 0.8 and
1
ηc
= 1.359± 0.002 , χ2ν = 1.18 (16)
for the strong bias case b = 0.6. On the other hand, if we
fix the value of  (corresponding to the value of b being
used) in Eq. 12 for the analytic formulas of Hindmarsh
we find much poorer fits. Figure 4 also depicts the best
fits obtained with both the phenomenological formulas
of [11] and the analytic approximation of [18]. Thus it
is statistically clear that the square dependence on con-
formal time in the exponential of the Hindmarsh fitting
formula is incorrect.
V. BIASED POTENTIAL
An asymmetry between the two minima of the poten-
tial can also be introduced [7, 12, 13]. In this case the
volume pressure from the biasing provides an additional
6FIG. 5. Box snapshots of a fraction of 20482 simulations of
cases b = 1 (unbiased case, top), b = 0.8 (middle) and b = 0.6
(bottom), at a conformal time ln η = 2.25 when the latter
network is about to disappear.
mechanism which will affect the dynamics of these walls.
A simple tilted potential is
V (φ) = V0
[(
φ2
φ20
− 1
)2
+ µ
φ
φ0
]
, (17)
and the asymmetry parameter (or energy difference be-
tween the two vacua) is
δV = 2µV0 . (18)
For a network with characteristic curvature radius R the
surface pressure (from the tension force) is
pT =
σ
R
(19)
while the volume pressure (from the energy difference
between the two minima) is
pV = δV . (20)
Depending on the relative importance of these two mech-
anisms, the walls may be long-lived (as in the standard
case) or disappear almost immediately. At early times
the surface tension tends to dominate (due to the small
curvature radii), and as long as this is the case we expect
a linear scaling regime as in the standard case.
On the other hand, when the domains become large
enough they will decay. Thus we typically expect this to
happen when
R ∼ σ
δV
, (21)
and assuming that R ∼ η this corresponds to
η ∼ φ0
µ
√
V0
. (22)
With our numerical parameters this corresponds to
η ∼ 2.25
µ
. (23)
Once the volume pressure becomes significant the walls
are expected to move with an acceleration
δV
σ
∼ λ1/2µφ0 (24)
and rapidly disappear. A sufficiently fast decay may al-
low these networks to avoid the Zel’dovich bound [5].
In Larsson et al. [12], 10242 simulations with µ in the
range 0.0−−0.015 were studied, and assuming the fitting
function
A
V
∝ η−1 exp [−κ(µη)n] , (25)
they suggest that a good fit is provided by an exponent
n = 2 ± 1. Note that this n = 2 case again corresponds
to the Hindmarsh fitting formula.
7FIG. 6. The evolution of the network density (specifically
A/V ) and velocity (specifically γv) in the matter-dominated
era for the cases µ = 0 (unbiased), µ = 0.03 and µ = 0.1
(dashed) described in the main text. The plotted quantities
are the result of averaging over five realizations. Also plotted
are the expected decay timescales discussed in the text.
Figure 6 shows the results of 20482 matter era simula-
tions with values of µ = 0 (unbiased case), µ = 0.03 and
µ = 0.1. In each case the plotted results correspond to
an average over five simulations with different (random)
initial conditions. Figure 7 shows snapshots of a region of
size 10242 within one box of each case, at a time η = 144
(that is ln η = 5) when the more strongly biased network
is about to disappear.
In this case we confirm that the choice n = 2 suggested
by Hindmarsh provides good fits; specifically for µ = 0.03
κ = (6.34± 0.01)× 10−3 , χ2ν = 1.05 (26)
while for µ = 0.1
κ = (6.36± 0.01)× 10−3 ; χ2ν = 1.16 (27)
note that the value of κ is the same (within the uncer-
tainty, which is listed at the one-sigma level) in both
FIG. 7. Box snapshots of a fraction of 20482 simulations of
cases µ = 0 (unbiased case, top), µ = 0.03 (middle) and
µ = 0.1 (bottom), at a conformal time ln η = 5 when the
latter network is about to disappear.
8cases. We have confirmed that other values of n (say
n = 1 or n = 3) provide much poorer fits. Figure 6 also
depicts these best-fit lines.
VI. CONCLUSIONS
Several decades of analytical and numerical work on
the cosmological evolution of the topological defect net-
works has gradually established that the so-called linear
scaling solution, where the network’s correlation length
grows as fast as is allowed by causality and its RMS ve-
locity is a constant, is the attractor solution for the evolu-
tion under a very broad set of scenarios. (A brief survey
of some of these scenarios, and their effects on the eco-
lution of the defect networks, may be found in [4].) In
the present work we explored a particular aspect of this
issue, by studying the evolution of several types of bi-
ased domain wall networks, further quantifying whether
or not the standard linear scaling solution persists and,
when it doesn’t, how the networks decay.
We have carried out larger numerical simulations than
currently available in the literature for networks of this
type, allowing for a more detailed study of the evolu-
tion of the networks. We have confirmed that anisotropic
walls reach scaling, with the timescale for convergence de-
pending on the degree of anisotropy. On the other hand
for biased initial conditions or a biased potential scaling
eventually breaks down and the networks decay.
We also presented, for the first time, measurements of
the evolution of the averaged wall network velocities in
these three scenarios. A comparison of the bottom pan-
els of Figs. 1, 4 and 6 provides a useful illustration of the
different dynamics in each case. In the anisotropic case
the networks are initially non-relativistic, but the speed
gradually increases as they fall inside the horizon, and
eventually becomes constant as scaling is reached. In the
biased initial conditions case the defects in the decaying
network become ultra-relativistic as they typically will be
separating the dominant phase from collapsing bubbles
of the subdominant phase. Finally in the biased poten-
tial case the velocity enhancement, although still clearly
detectable in the simulations, is much smaller than in the
biased initial conditions case.
More importantly, we took advantage of the larger dy-
namic range of our simulations to test some previously
published phenomenological decay laws for networks with
biased initial conditions and a biased potential. In the
former case we found that the ad-hoc fitting formulas
of Coulson et al. [11] provide a good fit to our simula-
tions, in contrast to the formula deduced from the ana-
lytic model of Hindmarsh [18]. In the latter case we have
improved on the results of Larsson et al. [12], confirm-
ing a scaling exponent (which was uncertain in previous
work) in agreement with the Hindmarsh formula.
Thus the above analysis leads us to conclude that the
decay rate of networks with biased initial conditions dif-
fers from that of networks with a biased potential, and in
particular only the latter is well described by the Hind-
marsh analytic formula. The interesting follow-up ques-
tion is then what is the physical reason for this difference
between the two scenarios.
Although we have not studied the issue in detail, we
may speculate that it could be related to Hindmarsh’s
choice of a Gaussian ansatz for the field probability dis-
tribution. For the biased potential case this should in
principle be a good approximation, but it is not clear
whether this is also the case when we have biased initial
conditions. Indeed, insight from the much more exten-
sive numerical studies of cosmic string networks may lead
us to expect [19] it to be a good approximation in flat
(Minkowski) space, but rather less so in the case of an
expanding universe. An investigation of this hypothesis
is beyond our present scope, and is left for future work.
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