l Introduction* A function f(x) defined on a convex x-set D will be called a d.c. function on D if there exists a pair of convex functions F λ (x), F 2 (x) on D such that f(x) is the difference (1) f(x) = Fix) -Fix) .
In this note, "convex" function means " continuous and convex" function. D.c. functions have been considered, for example, by Alexandroff [1] . E. G. Straus mentioned them in a lecture in Professor Beckenbach's seminar (and used the abbreviation "d.c").
When x is a real variable, so that D is a (bounded or unbounded) interval, then f(x) is a d.c. function if and only if / has left and right derivatives (where these are meaningful) and these derivatives are of bounded variation on every closed bounded interval interior to D. Straus remarked that this fact implies that if flx) 9 flx) are d.c. functions of a real variable, then so are the product fix) fix), the quotient flx)lflx) when fix) Φ 0, and the composite flflx)) under suitable conditions on / 2 . He raised the question whether or not this remark can be extended to cases where x is a variable on a more general space. The object of this note is to give an affirmative answer to this question if x is a point in a finite dimensional (Euclidean) space. While the proof of (I) cannot be generalized to the case where the m-dimensional #-space is replaced by a more general linear space, it will be clear that (II), below remains valid if the Euclidean x-space (but not the #-space) is replaced by a more general space.
) and y = (y\ , y n ). Let D and E be convex 
) is a d.c. function on E. In the assertion concerning the quotient, it can be supposed that f 2 (x) Ξ= 1 and that f λ (x) > 0. Let y be a scalar, #(#) = ljy on E: y > 0 and ?/ = / x (α;) on Z). Thus ^(^/) is convex on E and f(x) = g(y(x)) = Vf^x).
3* Preliminary lemmas. It will be convenient to state some simple lemmas before proceeding to the proofs of (I) and (II). The proofs of these lemmas will be indicated for the sake of completeness.
In what follows, x = (x\ , x m ) is an m-dimensional Euclidean vector and \x\ is its length. D is a convex set in the x-space. In order to see this, let U 2 be a small sphere Thus, in order to complete the proof of (I), it remains to construct a G x (x) with the properties (i) -(iii). Let k > 0 be a constant so large that F 2 (x) -k ^ F x {x) for a? 6 C 1 . Without loss of generality, it can be supposed that x = 0 is an interior point of C Choose K so large that 
Glx) = Fix) -k + H(x) for x e D -A ,
where D -A is the set of points in D, not in A Clearly, (2) and the first part of (4) imply property (iii),
and (3) implies that
By the first part of (4), G λ (x) is convex on D x . By the last part of (4) and by (6),
is convex. It also follows from the last part of (4) and from (6) that f + G x is convex in a vicinity of every point of D 2~ D x . Hence G 1 has property (ii), that is, / + G λ is convex on D 2 . This completes the proof of (I).
5 Proof of (II). Without loss of generality, it can be supposed that g(y) is convex on E.
Since
The function F(x) = F(x,j, ±) can be assumed to be independent of j, where j = 1, * ,n, and of ± for otherwise it can be replaced by Let x -x 0 be a point of JD and y Q -2/(a; 0 ). Lei V be a convex neighborhood of y Q such that βf satisfies a uniform Lipschitz condition (8) igivJ-giyJl^M^-yô n V"; cf. Lemma 3. Let U be a neighborhood of # 0 such that y(x) e V for X6 U f] D. It will be shown that
It is clear that there is no loss of generality in assuming that g(y) has continuous partial derivatives satisfying where Fi is the right derivate of F(x(s)) at the s-point s + ^^z/s (< s + Δs). Since £(#) is convex, the first term on the right of (14) in non-negative. Hence (10) and (11) give
so that e(s) + 3nMF(x(s)) is convex. This proves (II).
6. " Minimal" convex functions* Let f(x) be d.c. on the unit sphere \x\ < 1, so that there exist functions F(x) on \x\ < 1 such that (16) F{x) and fix) + F(x) are convex on \x\ < 1 .
The function F(x) can be chosen so as to satisfy the normalization (16) and so, a least F = F m does no exist.
Although a " least " F need not exist, it follows from Zorn's lemma that " minimal ?? F ? s do exist.
