Abstract. We study a family of inverse ternary cyclotomic polynomials Ψpqr in which r ≤ ϕ(pq) is a positive linear combination of p and q. We derive a formula for the height of such polynomial and characterize all flat polynomials in this family.
Introduction

Let
Φ n (x) = 1≤k≤n, (k,n)=1
(x − e 2kπi/n ) = m a n (m)x m be the nth cyclotomic polynomial. The nth inverse cyclotomic polynomial is defined by the formula
Like for cyclotomic polynomials, for odd primes p < q < r, we say that Ψ pq is binary, Ψ pqr is ternary, etc.
Recall that the height of a given polynomial F is the maximal absolute value of its coefficients. We say that polynomial is flat, if its height equals 1. Traditionally we denote the height of Φ n by A(n) and the height of Ψ n by C(n).
Ternary inverse cyclotomic polynomials were studied by P. Moree [5] . He proved that C(pqr) ≤ p − 1 and for every prime p ≥ 3 there are infinitely many pairs (q, r) of primes for which C(pqr) = p − 1. Additionally he came up with the following bound ( [5] , Theorem 7):
He also found some flat inverse ternary cyclotomic polynomials. Let us remark that the case r > ϕ(pq) = deg Φ pq is trivial, because by the identity Ψ pqr (x) = Ψ pq (x r )Φ pq (x) we have c pqr (ar + b) = a pq (b)c pq (a) for a ≥ 0 and 0 ≤ b < r. The coefficients of polynomials Φ pq and Ψ pq are well known, so we can evaluate c pqr (ar + b) easily.
Although there is a substantial research on flat ternary cyclotomic polynomials [1, 2, 3], we do not know much about flat ternary inverse cyclotomic polynomials. Particularly, no infinite family of such polynomials in which r ≤ ϕ(pq) was known so far.
In this paper we investigate polynomials Ψ pqr in which r ≤ ϕ(pq) is a positive linear combination of p and q. For this specific type of polynomials we improve some of the results of P. Moree mentioned above. Our main result is the following theorem. Theorem 1. Let r = αp + βq ≤ ϕ(pq), where α, β > 0. Let also p ′ ∈ {1, 2, . . . , q − 1} be the inverse of p modulo q and q ′ ∈ {1, 2, . . . , p − 1} be the inverse of q modulo p. Then
The above formula is similar to the already mentioned one obtained by P. Moree. However, our theorem does not require the assumption deg Ψ pqr < 2qr. We use Theorem 1 to characterize all flat inverse ternary cyclotomic polynomials Ψ pqr in which r is a positive linear combination of p and q. At first one may expect that the set of primes r ≤ ϕ(pq) satisfying at least one of the conditions (a) -(d) of Theorem 2 is rather small and consists of primes which are relatively close to ϕ(pq) (if (a) or (b) holds, then r > pq/2). Fortunately, the following theorem says that this is not the truth in general. (ii) For every ε > 0 there exists a triple (p, q, r) of primes such that r ∈ S(p, q) and r < εϕ(pq).
So we reveal a new, vast family of nontrivially flat ternary inverse cyclotomic polynomials.
Our paper is organized in the following way. In section 3 we derive a formula for c pqr (m), the mth coefficient of Ψ pqr . In section 4 we prove Theorem 1. Finally, in section 5 we prove Theorems 2 and 3.
Preliminaries
In this section we recall some basic properties of standard and inverse cyclotomic polynomials. All of them can be found in [4] or [5] . Let us start with the properties of their degrees:
Particularly deg Ψ pqr = qr + rp + pq − p − q − r + 1. We say that a polynomial F is reciprocal if
It is known that all cyclotomic polynomials except of Φ 1 are reciprocal and all inverse cyclotomic polynomials except of Ψ 1 are anti-reciprocal.
In our investigations we need to know the coefficients of Φ pq . The following lemma, proved in [4] , derives a formula on a pq (m).
Lemma 4. Let m ∈ {0, 1, . . . , pq − 1} and let u, v be the unique numbers such that m ≡ up + vq (mod pq) and 0 ≤ u < q, 0 ≤ v < p. Then we have
otherwise.
Following P. Moree [5] , we define the polynomial
Let also
The next lemma was proved in [5] .
Lemma 5. For primes p < q < r we have
By this lemma c pqr (m) = e pqr (m−qr)−e pqr (m), so if we want to determine the coefficients of Ψ pqr , we need to know the coefficients of f pqr .
Let us remark that in the formula
one can replace the assumption that p, q, r are primes by the assumption that they are pairwise coprime. This way we receive the definition of inverse inclusion-exclusion polynomial Ψ p,q,r . Theorems 1 and 2 hold also for inverse inclusion-exclusion polynomials and they can be proved by analogous methods.
Coefficients of f pqr
The following lemma, partially proved in [5] , derives a formula on coefficients of f pqr in terms of coefficients of Φ pq . We remark that this is true for all primes r.
Lemma 6. The following equalities hold:
(ii) for pq < m < pr we have e pqr (m) = e pqr (m − r).
Proof. Case (i) follows directly from the definition of f pqr . The polynomial f pqr is reciprocal as a product of reciprocal polynomials, so e pqr (m) = e pqr (τ (pqr) − m). Because τ (pqr) < 2pr, for m ≥ pr we have m ′ = τ (pqr)−m < pr, so (iii) holds. To prove (ii) we observe that for pq < m < pr we have a pq (m) = 0 and then by (i) Now we use Lemmas 4 and 6 to determine coefficients of f pqr . We do it for the exponents not greater than pq, since for greater ones we can use (ii) and (iii) of Lemma 6. In order to simplify the notation, for a finite set A we define min (ii) If b + pq = up + vq for some integers 0 ≤ u < q and 0 ≤ v < p, then we define
We have e pqr (m) = e + pqr (m) − e − pqr (m), where
One can easily prove that every 0 ≤ b < pq can be written in exactly one of forms: up + vq or up + vq − pq, where 0 ≤ u < q and 0 ≤ v < p. So cases As long as u + jα < q and v + jβ < p (or equivalently j < j 0 ), b + jr is clearly not a nonnegative linear combination of p and q, while for j ≥ j 0 it is. Therefore we put
(if a sum is empty then it equals 0). By Lemma 6 we have e pqr (m) = h + −h − , so we need to prove that h − = e − pqr (m) and h + = e + pqr (m). The value of h − is easier to determine. For j < j 0 the inequalities u+jα < p ′ and v + jβ < q ′ cannot hold at the same time, because if kp + lq ≥ pq, then k ≥ p ′ or l ≥ q ′ . So for j < j 0 we receive
Therefore for 0 ≤ j < min{j 0 , a} we have a pq (b + jr) = −1 if and only if both inequalities
hold. Thus
by of the definition of j 0 . Now we determine h + . If j 0 ≥ a, then h + = 0, so further we assume that j 0 < a. We have two analogous cases here: j 0 = ⌈(q − u)/α⌉ and j 0 = ⌈(p − v)/β⌉. Let us consider the first one. For j 0 ≤ j < a we have b + jr = (u + jα − q)p + (v + jβ)q with 0 ≤ u + jα − q < q and v + jβ < p. We have u * = u + j 0 α − q and v * = v + j 0 β. Additionally put
Clearly b * ≤ b + (a − 1)r < pq, so u * < q and v * < p. Note that b * does not have to be smaller than r, however, we can still use the arguments from the proof of (i) to obtain that
This formula remains correct even if j 0 ≥ a. Applying the analogous argument to the case j 0 = ⌈(p − v)/β⌉ we complete the proof.
From the results of this section, we obtained an algorithm which instantly computes the value of c pqr (k). By Lemma 5 we have c pqr (k) = e pqr (k − qr) − e pqr (k). Then using Lemma 6 we reduce computing c pqr (k) to computing e pqr (m 1 ) and e pqr (m 2 ) for some m 1 , m 2 < pq. Finally we apply Theorem 7 to evaluate e pqr (m 1 ) and e pqr (m 2 ).
The height of f pqr and Ψ pqr
In this section we evaluate the height of f pqr and compare it with the height of Ψ pqr .
Lemma 8. Let H(pqr) denotes the height of f pqr . Then for r = αp + βq ≤ ϕ(pq), α, β > 0, we have
Proof. By Lemma 6 we can restrict our considerations to m < pq and use Theorem 7. We receive the inequalities
To complete the proof we will show that we have equalities: in the first inequality for m = m 1 and in the second one for m = m 2 , where
In order to use Theorem 7, we have to show that m 1 , m 2 < pq. Indeed,
For m = m 1 we have u = v = 0, so the first desired equality follows easily from (i) of Theorem 7. For m = m 2 we have u = p ′ , v = q ′ and a = j 0 , e + pqr (m) = 0, so the second desired equality holds by (ii) of Theorem 7. Thus the proof is done.
Now we are ready to prove our main result.
Proof of Theorem 1. By Lemma 8, we have to prove that C(pqr) = H(pqr). 
Hence 0 ≤ m 1 < pq, 0 ≤ m 2 < pq and so we can use Theorem 7. We will show that e pqr (m 1 ) and e pqr (m 2 ) cannot have opposite signs, which actually completes the proof. Without loss of generality we can assume that e pqr (m 1 ) > 0.
For i ∈ {1, 2} put
We have
where ϕ(pq) − b 1 = tr + b 2 with 0 ≤ b 2 < r. Then a 2 = t + p − q − a 1 + 1. Now we consider some cases, in which we determine different values of u 2 , v 2 .
Case (1):
Both numbers p ′ −1−u 1 −tα and q ′ −1−v 1 −tβ cannot be negative at the same time, since b 2 ≥ 0. If both are positive, then they equal u 2 and v 2 and e pqr (m 2 ) ≥ 0 by Theorem 7. Therefore we have to consider the situation in which one of these numbers is negative and one is positive. Without loss of generality, we assume that p ′ − 1 − u 1 − tα < 0. Then
Case ( Now we show that in cases (1) and (2a) we have e pqr (m 2 ) ≥ 0. Note that b 2 = u 2 p + v 2 q − pq and v 2 = q ′ − 1 − v 1 − tβ in both these cases, so we
