Abstract -If f (x, k) is the Jost solution and f
INTRODUCTION
Let q(x) ∈ L 1,1 := {q | q = q, ∞ 0 (1+x)|q(x)|dx < ∞} and u := −u +q(x)u be the selfadjoint operator defined in L 2 (0, ∞) by the boundary condition u(0) = 0. Let ρ(λ) be its (uniquely defined) spectral function and
be its scattering data.
Here k j > 0, −k 2 j are the negative eigenvalues of l, J is the number of these eigenvalues, s j > 0 are the norming constants,
f (x, k) is the unique solution of the problem
Let f (k) := f (0, k). Then S(k) := f (−k)/f (k). It is known [2] that:
where c j := ϕ(x, ik j ) −2 , the function ϕ(x, k) is the unique solution to the problem:
(l − k 2 )ϕ = 0, x > 0; ϕ(0, k) = 0, ϕ (0, k) = 1.
( 1.3)
The function f (x, k) is an analytic function of k in C + := {k | k ∈ C, Im k > 0}, and ϕ(x, k) is an entire function of k. The numbers ik j , 1 ≤ j ≤ J, are simple zeros of f (k) and f (k) has no other zeros in C + , but it may have a simple zero at k = 0.
Define the I-function by the formula
This function is of interest in applications and in mathematics: in applications this function is an impedance function (a ratio of a component of the electric field and a component of the magnetic field), and in mathematics it is the Weyl function.
Recall that the Weyl function m(k) is defined as such a function of
Here ϕ(x, k) was defined above and θ(x, k) is the solution to the problem
The basic results of this paper are the methods and formulas for finding S(k) and ρ(λ) from I(k) and I(k) from either S(k) or ρ(λ).
Let us describe the results in more detail. Suppose S(k) is known. Then, as we prove, f (k) is uniquely and analytically determined by solving the Riemann problem:
This problem is solved in section 3, see formula (3.2). If f (k) is found, one finds I(k), and therefore f (0, k), by solving the following problem:
which is an immediate consequence of the Wronskian formula:
Problem (1.8) is solved in section 3, see formulas (3.9) and (3.12). If ρ(λ) is given, then I(k) is uniquely determined as follows: one determines |f (k)| and then analytically, f (k), since ρ(k) determines explicitly the numbers k j and J, where 1 ≤ j ≤ J. The function f (k) is determined analytically if its modulus on the real axis and its zeros ik j , 1 ≤ j ≤ J, are known. If f (k) is found then f (0, k) can be found from the Riemann problem (1.9). Alternatively, I(k) can be found as the solution of (1.8), which is a Riemann-type problem, the problem of finding a section-meromorphic function with finitely many known simple poles, located at the points ik j , 1 ≤ j ≤ J, and known residues at these poles, from its jump across the contour, the real axis in our case. In fact, one can solve (1.8) for I(k) if the modulus of f (k), the numbers k j , 1 ≤ j ≤ J, and the residues (1.10) of the function I(k) at its simple poles ik j are known.
Conversely, if I(k) is known for all k > 0, then k j are uniquely determined since k j are the (simple) poles of I(k) in C + . The number J of these poles is also uniquely defined. One has
It is known (see [2, 3] ) that
This is done by solving a Riemann problem:
In sections 2 and 3 some analytic formulas are derived for the solutions of (1.8) and (1.13).
Recovery of the potential q(x) from I(k) can be considered done, if one recovers either S or ρ(λ) from I(k).
Indeed, if S is recovered, then the known procedure (see e. g. [2] ):
This procedure (the Marchenko method) is analyzed in [2] and [3] , where it is proved that each step of this procedure is invertible
The function F (x) is defined as
(1.15)
The kernel A = A(x, y) is the transformation kernel:
It is related to F (x) by the Marchenko equation:
which is uniquely solvable for A(x, y) if S (and therefore F (x)) comes from q ∈ L 1,1 . If A(x, y) is found from (1.17), then
Here
is the spectral function of the operator 0 , that is, of operator with
The kernel K(x, y) is uniquely determined as the solution to the GelfandLevitan equation:
(1.20)
If K(x, y) is found from (1.20), then
The kernel K(x, y) is the transformation kernel:
where ϕ(x, k) solves (1.3), and ϕ 0 (x, k) = sin (kx)/k solves (1.3) with q(x) = 0. It is proved in [2, 3] that
for a very wide class of q(x), namely for the real-valued q(x) for which the equation (l − z)u = 0, Im z > 0, has exactly one solution u ∈ L 2 (0, ∞) (the limit point at infinity case).
In [4] a necessary and sufficient condition is obtained for a function I(k) to be the I-function corresponding to an operator l with the potential q(x) which is locally C (m) -smooth and a method is outlined for the recovery of q from I(k).
In [3, 5] various properties of I(k) are studied.
The main results of this paper are: 1) it is proved that I(k) is in one-to-one correspondence with the scattering data S and with the spectral function ρ(λ).
2) formulas are given for finding I(k) from S or from ρ(λ) and vice versa ((2.11), (2.13), (2.15), (2.16), (3.2), (3.4), (3.5), (3.9), (3.12)).
RECOVERY OF S AND ρ FROM I(K)
The function I(k) is meromorphic in C + . Its values on the real axis determine uniquely I(k) in C + .
Given I(k)∀k > 0, one finds its poles in C + . These poles are exactly the points ik j , k j > 0. Let us derive a formula for finding f (k) from I(k). Start with formula (1.18), which we write as:
Note that f 0 (k) is analytic in C + , has no zeros in C + , and f 0 (∞) = 1. Also
Equation (2.1) can be written as
where 
since (2.7) implies that the section-analytic function (2.7) satisfies (2.6), and there is exactly one such function: if there were another one, then their difference Φ(z) would be analytic in C + and in C − , Φ(∞) = 0 in C + and in C − and
is analytic in C and Φ(∞) = 0. By the Liouville theorem, Φ(z) ≡ 0. This argument is well-known (see, e. g., [1] ), and is given to make the presentation self-contained.
Let us summarize the result:
Lemma 2.1. Given I(k), one finds k j and J, and then f (z) in C + :
Note that g(s) = g(−s), since Im I(s) = − Im I(−s), s ∈ R − , so one has:
and (2.8) can be written as:
To calculate f (k), k > 0, one takes z = k + i0 in (2.8) or (2.10) and uses the well-known formula:
where P (1/s) is the principle value of 1/s and δ(s) is the delta-function, to get from (2.8):
(2.12) Thus, given I(k) ∀k > 0, we recovered uniquely f (k) ∀k > 0, k j , and J. The s j are found by the first formula (1.12) and (1.10). So S is recovered and q(x) is recovered by the procedure (1.14).
Formula ( One has, differentiating (1.16):
The number A(0, 0) can be calculated:
Thus
To calculate f (0, 0), we divide the Wronskian formula (1.9) by k and let k → 0. This yields: Existence ofḟ (0) for q ∈ L 1,1 is proved in [2] . The function J (k) solves the following Riemann problem:
and J (k) is analytic in C + , J (∞) = 0, while J (−k) has similar properties in C − . Thus (3.8) implies
9) and taking z = k + i0, k > 0, one can calculate J (k) for k > 0 using formula (2.11).
If J (k) is found for all k > 0, then I(k) is calculated by formula (3.4). Therefore S determines I(k) uniquely and analytically, since S determines k j , J, I j , and J (k) uniquely.
Let us explain how to calculate I(k) given ρ(λ).
If ρ(λ) is given, then (see formula (1.2)), the function |f (k)| is known for all k > 0, and the numbers k > 0, and the numbers k j , J and c j are known.
