Abstract. For convex domains with C 1,ǫ boundary we give a precise description of the automorphism group: if an orbit of the automorphism group accumulates on at least two different closed complex faces of the boundary, then the automorphism group has finitely many components and the connected component of the identity is the almost direct product of a compact group and a non-compact connected simple Lie group with real rank one and finite center. In this case, we also show the limit set is homeomorphic to a sphere and prove a gap theorem: either the domain is biholomorphic to the unit ball (and the limit set is the entire boundary) or the limit set has co-dimension at least two in the boundary.
Introduction
Given a domain Ω ⊂ C d , let Aut(Ω) denote the automorphism group of Ω, that is the group of biholomorphic maps Ω → Ω. The group Aut(Ω) is a topological group when endowed with the compact-open topology and when Ω is bounded H. Cartan proved that Aut(Ω) is a Lie group. We will let Aut 0 (Ω) denote the connected component of the identity in Aut(Ω). The limit set of Ω, denoted L(Ω), is the set of points x ∈ ∂Ω where there exists some z ∈ Ω and a sequence ϕ n ∈ Aut(Ω) such that ϕ n (z) → x. When Ω is bounded, Aut(Ω) acts properly on Ω. Hence for bounded domains, L(Ω) is non-empty if and only if Aut(Ω) is non-compact. This is the second of a series of papers studying the group Aut(Ω) and the set L(Ω). As in [Zim17a] our motivating examples are the so-called generalized ellipses: In this paper we extend these properties to convex domains with C 1,ǫ boundary. Before stating the main result we need two more definitions.
Given a group G and subgroups G 1 , . . . , G n ≤ G we say that G is the almost direct product of G 1 , . . . , G n if G = G 1 · · · G n and distinct pairs of G 1 , . . . , G n commute and have finite intersection.
Given a convex domain Ω ⊂ C d with C 1 boundary and x ∈ ∂Ω, let T C x ∂Ω ⊂ C d be the complex affine hyperplane tangent to ∂Ω at x. Then the closed complex face of x in ∂Ω is the set T C x ∂Ω ∩ ∂Ω. Theorem 1.1. Suppose Ω ⊂ C d is a bounded convex domain with C 1,ǫ boundary and L(Ω) intersects at least two different closed complex faces of ∂Ω. Then:
(1) Aut(Ω) has finitely many connected components.
(2) Aut 0 (Ω) is the almost direct product of closed subgroups G and N where (a) N is compact, (b) G is a connected simple Lie group with finite center and real rank one. . Further these groups coincide, up to a finite quotient, with Isom 0 (X) where X is real hyperbolic space, complex hyperbolic space, quaternionic hyperbolic space, or the Cayley hyperbolic plane.
(2) A theorem of Griffiths [Gri71] implies that there exists examples of domains Ω ⊂ C 2 where Aut(Ω) is infinite, discrete, and the quotient Aut(Ω)\Ω is compact (see [GR15] for details). The last condition implies that L(Ω) = ∂Ω. These examples are never convex by a theorem of Frankel [Fra89] .
The automorphism group of the unit ball B d in C d is locally isomorphic to SU(d, 1) and it is unclear whether there exists examples of convex domains Ω where the group G in the statement of Theorem 1.1 is locally isomorphic to SO(k, 1), Sp(k, 1), or F −20 4 . For smooth convex domains this is impossible. Theorem 1.3. Suppose Ω ⊂ C d is a bounded convex domain with C ∞ boundary and L(Ω) intersects at least two different closed complex faces of ∂Ω. If G is the group in the statement of Theorem 1.1, then G is locally isomorphic to SU(1, k) for some k ≥ 1. 1.1. Prior Work and Motivation. As mentioned above, this is the second paper in a series of papers studying the biholomorphism group and limit set of a bounded domain. In the first paper we considered finite type domains and proved the following. Theorem 1.5. [Zim17a, Theorem 1.2] Suppose Ω ⊂ C d is a bounded pseudoconvex domain with finite type and L(Ω) contains at least two distinct points. Then:
(1) Ω is biholomorphic to a weighted homogeneous polynomial domain.
(2) Aut(Ω) has finitely many connected components. Remark 1.6. A domain P is a weighted homogeneous polynomial domain if
where p is a weighted homogeneous polynomial.
Theorem 1.1 can be seen as a low regularity analogue of the above theorem. We suspect that there exist examples of bounded convex domains Ω with C 1,ǫ boundary where L(Ω) intersects at least two closed complex faces of Ω, but Ω is not biholomorphic to a domain defined by a polynomial. Theorem 1.1 is also motivated by a number of prior results in the literature (for example [Won77, Ros79, GK87, Kim92, BP94, Won95, Zai95, IK01, Ver09, Zim17b] ). See Section 1.1 in [Zim17a] for a detailed discussion.
1.2. Structure of the paper. Sections 2 through 7 are devoted to the proof of Theorem 1.1. At the end of the paper, there is a brief appendix describing some basic properties of semisimple Lie groups and the symmetric spaces they act on.
1.3. Outline of the Proof of Theorem 1.1. The proof of Theorem 1.1 has three main parts.
In the first part we show that the action of Aut(Ω) on Ω is similar to the action of a Gromov hyperbolic group on its Cayley graph. This build upon work in [Zim17b] and occupies Sections 2, 3, and 4 of this paper. However, this similarity only goes so far, for instance we are unable to show that the action of Aut(Ω) on Ω extends to a continuous action on ∂Ω. This lack of extension creates a great deal of technical complications through out the entire paper.
In the second part of the proof, we refine Frankel's rescaling method to construct certain one-parameter groups of automorphisms with nice properties. In the late 1980's Frankel developed a method for showing, under certain conditions, that Aut(Ω) contains one-parameter subgroups. His method is very useful, but has one problem -it provides little information about the one-parameter subgroups that are produced. In Section 5, we refine Frankel's method using our knowledge of the geometry of the Kobayashi metric to produce one-parameter subgroups with nice dynamical properties. The main purpose of this refinement is to produce many "hyperbolic" automorphisms which is accomplished in Section 6.
The third part of the proof takes place in Section 7. There we combine the structure theory of Lie groups with the facts established in parts one and two. In particular, we use the geometry of the Kobayashi metric to restrict the possible solvable subgroups of Aut(Ω). This is used to show that the solvable radical of Aut 0 (Ω) is a torus in the center of Aut 0 (Ω). Which in turn implies that Aut 0 (Ω) is the almost direct product of a compact subgroup N and a semisimple Lie group G with only non-compact factors. By studying Abelian subgroups we show that G has real rank one and finite center. Using the fact that Out(G) is finite, we will show that Aut(Ω) has finitely many components.
To establish that L(Ω) is homeomorphic to a sphere we consider the symmetric space associated to G. Since G is a simple Lie group with real rank one and finite center, it acts transitively and by isometries on a negatively curved Riemannian symmetric space X. We will show that any orbit of G in Ω endowed with the Kobayashi metric is quasi-isometric to X. Further, that L(Ω) is homeomorphic to the geodesic boundary of X, which is a sphere. Finally, to prove that L(Ω) cannot have real dimension 2d − 2, we show that G cannot be locally isomorphic to SO(1, 2d − 1).
1.4. Some notations. If (X, d) is a metric space, x ∈ X, and A ⊂ X, then we define
Then given subsets A, B ⊂ X we define the Hausdorff pseudo-distance between A and B to be Given a domain Ω ⊂ C d with C 1 boundary and x ∈ ∂Ω let n Ω (x) ∈ C d be the inward pointing unit normal vector of ∂Ω at x.
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The Kobayashi metric on convex domains
In this expository section we recall the definition of the Kobayashi metric and state some of its properties. For a more thorough introduction see for instance [Aba89] or [Kob05] .
Given a domain Ω ⊂ C d the (infinitesimal) Kobayashi metric is the pseudoFinsler metric 
is integrable and we can define the length of σ to be
One can then define the Kobayashi pseudo-distance to be
→ Ω is abs. cont., σ(a) = x, and σ(b) = y} .
This definition is equivalent to the standard definition using analytic chains by a result of Venturini [Ven89, Theorem 3.1].
When Ω is a bounded domain, K Ω is a non-degenerate distance. Further, directly from the definition one obtains the following proposition.
for all z ∈ Ω 1 and v ∈ C d . Moreover,
We will frequently use the following basic estimate.
Proposition 2.2. Suppose that Ω is a bounded domain and z n ∈ Ω is a sequence such that z n → x ∈ ∂Ω. If w n ∈ Ω is sequence and
Since K Ω1 is a metric on Ω 1 we see that w n → x.
2.1. Convex domains. For general domains there is no known characterization of when the Kobayashi metric is Cauchy complete, but for convex domains we have the following result of Barth.
Suppose Ω is a convex domain. The the following are equivalent:
(1) Ω does not contain any complex affine lines, (2) (Ω, K Ω ) is a Cauchy complete, proper metric space.
We will also frequently use the following result about the asymptotic geometry of (Ω, K Ω ).
Proposition 2.4. [Zim17c, Proposition 3.5] Suppose Ω is a bounded convex domain and x, y ∈ ∂Ω are distinct. Assume z m , w n ∈ Ω are sequences such that z m → x and w n → y. If
and L is the complex line containing x and y, then L ∩ Ω = ∅ and the interior of ∂Ω ∩ L in L contains x and y. In particular, if ∂Ω is C 1 , then
2.2. The Gromov product associated to the Kobayashi metric. In a metric space (X, d), the Gromov product of x, y ∈ X at z ∈ X is defined to be
When (X, d) is a proper geodesic Gromov hyperbolic metric space, there is a compactification X ∪X(∞) of X, called the ideal boundary, with the following property.
Proposition 2.5. Suppose (X, d) is a proper geodesic Gromov hyperbolic metric space. Suppose x m , y n are sequences in X such that x m → ξ ∈ X(∞) and y n → η ∈ X(∞). Then ξ = η if and only if
For the Kobayashi metric on convex domains the Gromov product behaves almost as nicely near the topological boundary. For a domain Ω ⊂ C d we define the Gromov product of x, y at z to be (x|y)
Then we have the following.
Theorem 2.6. [Zim17b, Theorem 4.1] Suppose Ω ⊂ C d is a bounded convex domain with C 1,ǫ boundary. Suppose z m , w n are sequences in Ω such that z m → x ∈ ∂Ω and w n → y ∈ ∂Ω. Then:
(
for all s, t ∈ I. When the Kobayashi metric is Cauchy complete, every two points are joined by a geodesic. However, it is often more convenient to work with larger classes of curves.
Definition 2.7. Suppose Ω ⊂ C d is a bounded domain and I ⊂ R is an interval. For λ ≥ 1 and κ ≥ 0 a curve σ :
(2) σ is absolutely continuous (hence σ ′ (t) exists for almost every t ∈ I), and for almost every t ∈ I k Ω (σ(t); σ ′ (t)) ≤ λe κ .
Remark 2.8. In [BZ17, Proposition 4.6], we proved that every geodesic in the Kobayashi metric is an (1, 0)-almost-geodesic.
There are several reasons to study almost-geodesics instead of geodesics. First almost-geodesics always exist: for domains Ω where the metric space (Ω, K Ω ) is not Cauchy complete there may not be a geodesic joining every two points, but there is always an (1, κ)-almost-geodesic joining any two points in Ω, see [BZ17, Proposition 4.4] . Further, it is sometimes possible to find explicit almost-geodesics: for convex domains with C 1,ǫ boundary, inward pointing normal lines can be parametrized to be almost-geodesics, see Proposition 2.9 below. Finally, almost-geodesics are close enough to geodesics that one can establish properties about their behavior, see Theorem 2.10 below.
Proposition 2.9. [Zim17b, Proposition 4.3] Suppose that Ω is a bounded convex domain with C 1,ǫ boundary. Assume r > 0 is such that
for all x ∈ ∂Ω. Then there exists κ > 0 such that: for any x ∈ ∂Ω the curve
is an (1, κ)-almost-geodesic.
For convex domains with C 1,ǫ boundary, we can use Theorem 2.6 to understand the behavior of almost geodesics. 
Remark 2.11. Informally this theorem says that almost-geodesics bend into the domain just like geodesics do in the Poincaré model of the real hyperbolic plane.
Proof Sketch. Suppose not, then we can find a sequence of (1, κ)-almost-geodesics σ n : [a n , b n ] → Ω with
and σ n ([a n , b n ]) leaves every compact set of Ω. Then there exists a sequence t n ∈ [a n , b n ] such that σ n (t n ) → τ and
Then by Theorem 2.6 there exists some M ≥ 0 such that
But each σ n is an (1, κ)-almost-geodesic and so
So we have
Elements of the automorphism group
For convex domains with C 1,ǫ boundary, one can use Theorem 2.6 to establish the following analogue of the Wolff-Denjoy theorem. (1) f has a fixed point in Ω or (2) there exists a point x ∈ ∂Ω such that
Remark 3.2. Abate and Raissy [AR14] proved Theorem 3.1 with the additional assumption that ∂Ω is C 2 .
Using Theorem 3.1 we can characterize the automorphisms of Ω by the behavior of their iterates. Suppose Ω ⊂ C d is a bounded convex domain with C 1,ǫ boundary and ϕ ∈ Aut(Ω). Then by Theorem 3.1 either ϕ has a fixed point in Ω or there exists a complex supporting hyperplane H
for all z ∈ Ω. In this latter case, we call H + ϕ the attracting hyperplane of ϕ.
Definition 3.3. Suppose Ω ⊂ C d is a bounded convex domain with C 1,ǫ boundary and ϕ ∈ Aut(Ω). Then:
(1) ϕ is elliptic if ϕ has a fixed point in Ω, (2) ϕ is parabolic if ϕ has no fixed point in Ω and H Remark 3.4. Theorem 3.1 implies that every automorphism of Ω is either elliptic, hyperbolic, or parabolic.
The rest of this section is devoted to recalling some results about the behavior of elliptic, parabolic, and hyperbolic established in [Zim17b] . 
for any z 0 ∈ Ω and r > 0 such that [Zim17b] only says that
for some r, R 1 > 0. However, in the proof of Theorem 8.1 it is explicitly established that
Corollary 3.7. Suppose Ω is a bounded convex domain with C 1,ǫ boundary. If h ∈ Aut(Ω) is a hyperbolic element, then there exists points x ± h ∈ H ± h and an almost-geodesic σ : R → Ω such that
Proof. Let r > 0 and x ± h ∈ ∂Ω be as in Theorem 3.5. Then define the curves
By [BZ17, Proposition 4.6], every geodesic in the Kobayashi metric is an (1, 0)-almost-geodesic. So σ is absolutely continuous (as a curve R → C d ) and
for almost every t ∈ R. Further, it is easy to check that
for all s, t ∈ R. Using Theorem 2.6 there exists some M > 0
So σ is an (1, κ)-almost-geodesic for some κ > 0. Finally, by Theorem 3.5 we have
3.2. An uniform convergence result. The following uniform convergence result will be helpful in many arguments that follow.
Proposition 3.8. [Zim17b, Lemma 7.5, Lemma 7.7, Proposition 7.8] Suppose Ω is a bounded convex domain with C 1,ǫ boundary. Assume that ϕ n ∈ Aut(Ω) is a sequence of non-hyperbolic elements such that ϕ n (z 0 ) → x for some z 0 ∈ Ω and
3.3. Continuity of attracting hyperplanes. The next result establishes a type of continuity for the hyperplanes H + ϕ . Proposition 3.9. [Zim17b, Lemma 7.4] Suppose Ω is a bounded convex domain with C 1,ǫ boundary. Assume that ϕ n ∈ Aut(Ω) is a sequence of non-elliptic elements such that ϕ n (z 0 ) → x for some z 0 ∈ Ω and x ∈ ∂Ω. Then
3.4. Constructing hyperbolic elements. Given a subgroup H ≤ Aut(Ω), let L(Ω; H) ⊂ ∂Ω denote the set of points x ∈ ∂Ω where there exists a point z ∈ Ω and a sequence ϕ n ∈ H such that ϕ n (z) → x. This is essentially the proof of Theorem 7.1 in [Zim17b] .
Proof. Suppose that x, y ∈ L(Ω; H) and T C x ∂Ω = T C y ∂Ω. Then there exists sequences φ m , ψ n ∈ H and z, w ∈ Ω such that φ m (z) → x and ψ n (w) → y. If one of the φ m or ψ n is hyperbolic, then there is nothing to show. So suppose that every φ m and ψ n is non-hyperbolic.
Then pick U a neighborhood of
Next consider the elements h m,n = φ m ψ n . Then for m, n large we have that
Thus Proposition 3.8 implies that h m,n must be hyperbolic for m, n large.
More on hyperbolic elements
In this section we establish a number of new results about hyperbolic elements in Aut(Ω).
4.1. Stability of hyperbolic elements.
Proof. Suppose for a contradiction that there exists h n → h such that each h n is non-hyperbolic. Now fix some z 0 ∈ Ω. Then
But then by Proposition 3.8, the elements h mn n must be hyperbolic when n is sufficiently large. Which implies that h n is hyperbolic when n is sufficiently large. So we have a contradiction. 
Proof. Since h −1 is also hyperbolic, it is enough to prove that there exists some N > 0 such that
By passing to a subsequence we can suppose that q k → y 1 and h
.10 implies that we can pass to a subsequence and reparametrize each σ k so that σ k converges to a geodesic σ. Next consider the geodesics σ
So after passing to a subsequence Theorem 2.10 implies that there exists
converge locally uniformly to geodesics σ
(1) and σ (2) respectively. Since Aut(Ω) acts properly on Ω we must have that α k → −∞ and β k → ∞. But then boundary. If h 1 , h 2 ∈ Aut(Ω) are hyperbolic elements,
, Proposition 3.8 implies that g k is hyperbolic for large k. Further, Proposition 3.9 implies that This result follows from the proof of [Zim17b, Theorem 9.1], but in this subsection we will provide a different argument.
Proof. Fix some r > 0 such that x + r · n Ω (x) ∈ Ω for all x ∈ ∂Ω. Then for x ∈ ∂Ω, define the curve
By Proposition 2.9 there exists some κ > 0 such that each σ x is an (1, κ)-almostgeodesic. Suppose for a contradiction that there exists a complex affine disk A ⊂ ∂Ω with
Claim 1: There exists some M 1 > 0 such that
for all y ∈ O and t ≥ 0.
Proof of Claim 1:
If not we can find y n ∈ O and t n ≥ 0 such that
we must have that t n → ∞. Now by Theorem 3.5 there exists a sequence m n such that
So by passing to a subsequence we can assume that h −mn σ x + h (t n ) converges to some z 0 ∈ Ω. Since t n → ∞ we must have m n → ∞.
Next consider the curves γ n = h −mn σ yn . Then
and so by Proposition 2.4
Then by Theorem 2.10 we can pass to a subsequence and find some T n such that the almost geodesics t → γ n (t + T n ) converge to locally uniformly to an almost geodesic γ : R → ∞. But then
so we have a contradiction.
Next define
Proof of Claim 2: Fix t > 0 and y ∈ O. Then there exists some s > 0 such that
Since σ y and σ x + h are (1, κ)-almost-geodesics we have
Then taking limits we see that
for all t > 0 and y ∈ O. But this contradicts Proposition 2.4. boundary, h ∈ Aut(Ω) is a hyperbolic element, and z 0 ∈ Ω. Then there exists some α > 1 and β > 0 such that
The proof of Proposition 4.6 is essentially the proof of theŠvarc-Milnor Lemma given in [dlH00, Section IV.B].
Proof. It is enough to show that
By Proposition 2.9 and Theorem 3.5 there exists an (1, κ)-almost-geodesic σ :
Fix m ∈ N. Now there exists some t m ∈ R ≥0 such that
Then we can pick 0 = s 0 < s 1 < · · · < s N = t m such that N ≤ t m + 1 and
For each s i there exists some m i ∈ N such that
We can assume that m 0 = 0 and m N = m. Then
In particular,
Now since Aut(Ω) acts properly on Ω there exists some M ≥ 0 such that: if
So there exists α > 1 and β > 0 such that
4.6. Shadowing an almost-geodesic. For the rest of this subsection, suppose that Ω ⊂ C d is a bounded convex domain with C 1,ǫ boundary and h ∈ Aut(Ω) is a hyperbolic element. By Corollary 3.7 there exists an (1, κ)-almost-geodesic σ : R → Ω such that
Now we define a function τ : R × Z → R by setting τ (t, 0) = t and for m ∈ Z \{0} setting
We will establish the following estimates.
Proposition 4.7. With the notation above:
(2) There exists some A > 1 and B > 0 such that
for all m > n and t ∈ R.
Proof. Fix m ∈ Z and t ∈ R. Then there exists n t ∈ Z such that
and t m ∈ R such that
Then by definition
and
This establishes part (1). By Proposition 4.6, there exists α > 1 and β > 0 such that
for all m, n ∈ Z. Fix m, n ∈ Z and t ∈ R. Then there exists some n t ∈ Z such that
so by Part (1)
Since σ is a (1, κ)-almost-geodesic, this implies that
So to establish Part (2), we just need to show that there exists some m 0 such that τ (m, t) − τ (n, t) > 0 for all n ∈ Z, m ≥ m 0 + n, and t ∈ R. Equation (1) implies that there exist some C > 0 such that
So if m > n and τ (m, t) − τ (n, t) < 0, then there exists some M ≥ m such that
But then
Constructing one-parameter subgroups
In the late 1980's, Frankel [Fra89, Fra91] developed a method to construct oneparameter subgroups of Aut(Ω) when Ω is convex and Aut(Ω) is non-compact. In particular, his method implies the following.
Proposition 5.1. Suppose Ω is a convex domain with C 1 boundary. If Aut(Ω) is non-compact, then Aut(Ω) contains an one-parameter group u t of automorphisms.
Here is a sketch of Frankel's argument: suppose that ϕ n → ∞ in Aut(Ω). One can then pass to a subsequence and find certain affine automorphisms A n : C d → C d such that Ω n := A n Ω converges in the local Hausdorff topology to a convex domain Ω. By selecting the affine maps carefully one can also show that the maps A n ϕ n : Ω → Ω n converge to a biholomorphism Φ : Ω → Ω. Finally, since ∂Ω is C 1 , it turns out that Ω contains a real line z 0 + R u. Then since Ω is convex and open, z + R u ⊂ Ω for all z ∈ Ω. So Aut Ω contains the one-parameter group
So Aut(Ω) contains the one-parameter group u t = Φ −1 u t Φ. One problem with Frankel's method is that there is no obvious connection between the initial sequence ϕ n and the resulting one-parameter group u t . In this section we will apply Frankel's method to a sequence ϕ n = h n where h is hyperbolic and use the properties of hyperbolic elements established in Section 4 to prove the following.
Theorem 5.2. Suppose Ω is a bounded convex domain with C 1,ǫ boundary. If h ∈ Aut(Ω) is a hyperbolic element, then Aut(Ω) contains an one-parameter group u t of parabolic automorphisms such that
for all z ∈ Ω and t ∈ R. In particular, H
The Kobayashi distance behaves nicely with respect to this notion of convergence.
We next let X d,0 denote the set of all pairs (Ω, z) where Ω ∈ X d and z ∈ Ω. This set also has a topology where (Ω n , z n ) → (Ω, z) if and only if Ω n → Ω and z n → z.
Next let e 1 , . . . , e d denote the standard basis of 
Remark 5.5. Frankel has constructed a slightly different compact set
We are now ready to prove Theorem 5.2.
Proof of Theorem 5.2. For notational convenience, we will construct a one-parameter group u t of parabolic automorphisms such that
for all z ∈ Ω and t ∈ R. Since h −1 is also hyperbolic, this will imply the theorem. Let x + h ∈ ∂Ω be as in Theorem 3.5. By translating, rotating, and scaling Ω we may assume that x
and ie 1 ∈ Ω. Then by Theorem 3.5
Define σ : [0, ∞) → Ω by σ(t) = e −2t ie 1 .
Then by Proposition 2.9 there exists some κ > 1 such that σ is an (1, κ)-almostgeodesic.
Then pick a sequence t n → ∞ and consider the points p n = σ(t n ). For each n, we will construct an affine map A n such that A n (Ω, p n ) ∈ K d,0 . To do this, we begin by selecting points x have already been selected, let P k denote the maximal dimensional complex affine subspace through p n which is orthogonal to the lines
k+1 be a point in ∂Ω ∩ P k closest to p n . Next for each n, let T n : C → C denote the translation T n (z) = z − p n and let U n denote the unitary matrix such that
Then let Λ n denote the diagonal matrix with Λ n (e i ) = 1
Finally let A n = Λ n U n T n . Then by construction A n (Ω) contains
Since each Ω ∩ P k is a convex set with C 1 boundary we also have
we can pass to a subsequence such that A n (Ω) converges in the local Hausdorff topology to a convex domain Ω in X d . Since p n = σ(t n ), there exists a sequence m n ∈ N such that
Then consider the maps Φ n = A n h mn : Ω → A n Ω. We claim that after passing to a subsequence Φ n converges locally uniformly to a biholomorphism Φ : Ω → Ω. Since
and K AnΩ converges locally uniformly to K Ω , we can use to the Arzelá-Ascoli theorem to pass to a subsequence such that Φ n converges locally uniformly to an isometry Φ : (Ω, K Ω ) → ( Ω, K Ω ). Then, since locally uniform limits of holomorphic maps are holomorphic, we see that Φ is a holomorphic. Since ( Ω, K Ω ) is a metric space, we see that Φ one-to-one and onto. So Φ is a biholomorphism, see [Nar71, p. 86].
We now show that Aut Ω contains a one-parameter subgroup, but first an observation.
Claim 1: {ze 1 : Im(z) < 1} ⊂ Ω.
Proof of Claim 1. For ǫ, δ > 0 define C(ǫ, δ) := {ze 1 : |z| < δ and Im(z) > ǫ |Re(z)|}.
Fix ǫ > 0. Since ∂Ω is C 1 , 0 ∈ ∂Ω, and n Ω (0) = ie 1 : there exists some δ > 0 such that C(ǫ, δ) ⊂ Ω. Then A n C(ǫ, δ) = {ze 1 : |z − 1| < e 2tn δ and Im(z) < 1 − ǫ |Re(z)|}.
Since A n Ω → Ω and e 2tn → ∞ we then have
Since ǫ > 0 was arbitrary, we then see that
The above claim implies that Ω contains the real line R e 1 .
Since Ω is open and convex, we have z + R e 1 ⊂ Ω for all z ∈ Ω. Thus Aut Ω contains the one-parameter group u t defined by u t (z) = z + te 1 .
Claim 2: lim s→∞ K Ω u t (1 − e 2s )ie 1 , (1 − e 2s )ie 1 = 0.
Proof of Claim 2. Let H = {z ∈ C : Im(z) > 0}. Then since
the distance decreasing property of the Kobayashi metric implies that
Further the map z → e −2s z is in Aut(H) and so
which clearly converges to 0 as s → ∞.
Proof of Claim 3. Using (the proof of) Corollary 3.7 we can extend σ to a (1, κ 1 )-almost-geodesic σ 1 : R → Ω such that
Then, as in Subsection 4.6, define a function τ : R × Z → R by setting τ (t, 0) = t and for m ∈ Z \{0} setting
By Proposition 4.7 part (2), there exists some A > 1 and B > 0 such that
for m > 0 and t ∈ R.
Then by passing to a subsequence we can assume that
Then by Proposition 4.7 part (1)
Finally we have lim sup
Constructing more hyperbolic elements
In this section we use Theorem 5.2 to construct more hyperbolic elements.
Theorem 6.1. Suppose that Ω is a bounded convex domain with C 1,ǫ boundary and L(Ω) intersects at least two different closed complex faces of ∂Ω. Then given any finite list of points x 1 , . . . , x n there exists a hyperbolic element h ∈ Aut(Ω) such that
Moreover, if h 0 ∈ Aut(Ω) is any hyperbolic element, then we can assume that h is in the subgroup of Aut(Ω) generated by {gh 0 g −1 : g ∈ Aut 0 (Ω)}.
We begin the proof of Theorem 6.1 with the following lemma.
Lemma 6.2. Suppose Ω ⊂ C d is a bounded convex domain with C 1,ǫ boundary and h ∈ Aut(Ω) is a hyperbolic element. Then the map
By Proposition 2.9 and Theorem 3.5, there exists an (1, κ)-almost-geodesic σ : [0, ∞) → Ω such that
Next let σ n = g n σ and σ ∞ = gσ. Define 
For all n, m > 0, there exist some t n,m ∈ R such that
n (σ(0)) ≤ R 1 . Now fix some T > 0. Then pick t, m, n large enough such that min{t, t n,m } > T and K Ω (σ n (s), σ ∞ (s)) ≤ 1 for s ∈ [0, T ]. Then for t > T we have
Since T was arbitrary we then have lim t,n,m→∞
which implies the claim. 
So by Proposition 3.9, we see that
Proof of Theorem 6.1. By Proposition 3.10, there exists some hyperbolic element h 0 ∈ Aut(Ω). Then by Theorem 5.2, there exists a one-parameter group u + t of parabolic elements such that
Hence by Proposition 2.4
By Proposition 3.9 it is enough to find some m t ∈ N such that In this section we prove Theorem 1.1. For the rest of this section, suppose that Ω is a bounded convex domain with C 1,ǫ boundary and L(Ω) intersects at least two different closed complex faces of ∂Ω. We next recall a basic fact about solvable Lie groups.
Proposition 7.2. Suppose S is a connected solvable Lie group. Then there exists one-parameter subgroups S 1 , . . . , S N ≤ S such that
Proof Sketch. This is well known, but here is an argument: We induct on the length of the derived series of S. Since every connected Abelian Lie group is isomorphic to a T k × R ℓ , see for instance [Kna02, Corollary 1.103], this is clearly true in the base case. Then for a solvable group S, the quotient S/[S, S] is abelian and hence there exists one-parameter subgroups S 1 , . . . ,
By induction there exists one-parameter subgroups S k+1 , . . . ,
Lemma 7.3. With the notation above, G sol is compact. In particular, G ss is noncompact.
Proof. Since Aut 0 (Ω) is non-compact, the "in particular" part will follow from the first assertion.
Suppose that G sol is non-compact, then Proposition 7.2 implies that G sol contains an element s which is parabolic or hyperbolic.
First consider the case when G sol contains a hyperbolic element h 0 . Then by Theorem 6.1, there exists a hyperbolic element h 1 ∈ Aut(Ω) such that
Further we can assume that h 1 is contained in the group generated by {gh 0 g −1 : g ∈ Aut 0 (Ω)}. Since G sol is normal in Aut(Ω), we see that h 1 ∈ G sol . But then by Proposition 4.3, G sol contains a free group. So we have a contradiction. Next consider the case when G sol contains a parabolic element u. By Theorem 6.1, Aut(Ω) contains a hyperbolic element h such that Proof. This is identical to the proof of Lemma 5.3 in [Zim17a] .
Lemma 7.5. With the notation above, G ss is a normal subgroup in Aut(Ω).
Proof. This is identical to the proof of Lemma 5.5 in [Zim17a] .
As described in Section A, there exists closed subgroups G 1 , . . . , G p ≤ G such that G ss is the almost direct product of G 1 , . . . , G p . Then define subgroups of G ss : Lemma 7.6. With the notation above, Aut 0 (Ω) is the almost direct product of G and N .
G contains a hyperbolic element.
Lemma 7.7. With the notation above,
and L(Ω; G) intersects at least two closed complex faces of ∂Ω. In particular, G contains an hyperbolic element.
Proof. We first show that L(Ω; G) = L(Ω; Aut 0 (Ω)). Suppose that x ∈ L(Ω; Aut 0 (Ω)), then there exists z ∈ Ω and a sequence g m ∈ Aut 0 (Ω) such that g m z → x. Now we can decompose g m = g m n m where g m ∈ G and n m ∈ N . Since N is compact, we can pass to a subsequence such that n m z → w ∈ Ω. Then g n w → x by Proposition 2.2. Hence
We now argue that L(Ω; Aut 0 (Ω)), and hence L(Ω; G), intersects at least two closed complex faces of ∂Ω. Lemma 7.1 implies that L(Ω; Aut 0 (Ω)) is non-empty. So suppose that x ∈ L(Ω; Aut 0 (Ω)), then there exists z ∈ Ω and a sequence g n ∈ Aut 0 (Ω) such that g n z → x. Now if one of the g n is hyperbolic, then we have nothing to show so assume that each g n is either elliptic or parabolic. By Theorem 6.1, we can find a hyperbolic element h ∈ Aut(Ω) such that
But ϕ n,m ∈ Aut 0 (Ω) and so we see that L(Ω; Aut 0 (Ω)) intersects at least two closed complex faces of ∂Ω.
7.3. G has real rank one and finite center. In this subsection we will show that G is a simple Lie group with real rank one and finite center.
Given g ∈ G, let C(g) denote the centralizer of g in Aut(Ω).
Lemma 7.8. With the notation above, if h ∈ G is hyperbolic, then the quotient C(h)/{h n : n ∈ Z} is compact.
Proof. Consider a sequence g n ∈ C(h). We claim that we can find n k → ∞ and m k ∈ Z such that g n k h m k converges in G. By Corollary 3.7, there exists an almost-geodesic σ : R → Ω such that
Next consider the almost-geodesics σ n = g n σ. We claim that
By Proposition 2.4 it is enough to show that lim sup
which follows from the fact that
Then by Theorem 2.10, there exists n k → ∞ and T k → ∞ such that the almostgeodesics t → σ n k (t + T k ) converges locally uniformly to an almost geodesic γ : R → Ω. Further, there exists some m k ∈ Z such that
So we can pass to a subsequence such that g n k h m k z 0 converges in Ω. Since Aut(Ω) acts properly on Ω, we can pass to another subsequence such that g n k h m k converges in G. Since g n was an arbitrary sequence in C(h) we then see that C(h)/{h n : n ∈ Z} is compact.
Lemma 7.9. With the notation above, G has finite center.
Proof. Since G is semisimple, the center of G is discrete. So this follows immediately from Lemma 7.8. g is hyperbolic (respectively axial, elliptic, unipotent) in G in the Lie group sense (see Section A).
Fix a norm on g and let · be the associated operator norm on SL(g).
Lemma 7.11. With the notation above, if z 0 ∈ Ω, then there exists some α ≥ 1 and β ≥ 0 such that
Proof. This is identical to the proof of Lemma 5.11 in [Zim17a] .
Lemma 7.12. With the notation above, there exists an element g ∈ G which is both hyperbolic and L-hyperbolic.
Proof. By Lemma 7.7 there exists some g ∈ G which is hyperbolic. Then by Proposition 4.6
for all z ∈ Ω. So by Lemma 7.11
Using the Jordan decomposition, see Theorem A.3, we can write g = khu where k is L-elliptic, h is L-hyperbolic, u is L-unipotent, and k, h, u commute. The inequality in (2) implies that Ad(h) = 1. Now fix some z 0 ∈ Ω. We claim that ku is elliptic (as an element of Aut(Ω)). Since Ad(u) is unipotent and Ad(k) is elliptic we have
So by Proposition 4.6 and Lemma 7.11, we see that ku is not hyperbolic. So if ku were not elliptic, then ku would be parabolic. But since ku commutes with g, Proposition 2.4 implies that
for any m ∈ N. So ku cannot be parabolic by Proposition 3.8. Now since ku is elliptic, the set {(ku) n z 0 : n ∈ Z} is relatively compact in Ω. So
So by Proposition 2.4
Thus h is hyperbolic and L-hyperbolic.
Lemma 7.13. With the notation above, G is a simple Lie group of non-compact type and has real rank one.
Proof. Pick an element h ∈ G which is hyperbolic and L-hyperbolic. By Proposition A.4, there exists a Cartan subgroup A ≤ G such that h ∈ Z(G)A. Then Z(G)A ≤ C(h) and so the quotient Z(G)A/{h n : n ∈ Z} is compact. Since A is isomorphic to R r where r = rank R (G), this implies that r = 1.
7.4. The automorphism group has finitely many components. In this section we show that Aut 0 (Ω) has finite index in Aut(Ω). Since G is a normal subgroup in Aut(Ω), associated to every g ∈ Aut(Ω) is an element τ (g) ∈ Aut(G) defined by
Next let Inn(G) denote the inner automorphisms of G, that is the automorphisms of the form
Since G is semisimple, Out(G) is finite (see for instance [Hel01, Chapter X]). So to prove that Aut 0 (Ω) has finite index in Aut(Ω), it is enough to prove the following.
Lemma 7.14. With the notation above, Aut 0 (Ω) has finite index in ker [τ ] . In particular, Aut 0 (Ω) has finite index in Aut(Ω).
Proof. It is enough to show that the quotient ker[τ ]/G is compact. So suppose that g n ∈ ker[τ ] is a sequence. We claim that there exists n k → ∞ and h k ∈ G such that g n k h k converges in Aut(Ω). Now for each n ∈ N there exists some g n ∈ G such that τ (g n ) = τ (g n ). Then by replacing each g n with g n g −1 n we can assume that g n gg −1 n = g for every g ∈ G and n ∈ N. Now fix a hyperbolic element h ∈ G. Then g n ∈ C(h) and so by Lemma 7.8 there exists n k → ∞ and m k ∈ Z such that g n k h m k converges in Aut(Ω). Since g n was an arbitrary sequence in ker [τ ] we see that ker[τ ]/G is compact. Hence Aut 0 (Ω) has finite index in ker[τ ]. 7.5. The limit set is a sphere. In this subsection we show that L(Ω) is homeomorphic to a sphere. We begin by observing that L(Ω) = L(Ω; G). Proof. By Lemma 7.7, it is enough to show that L(Ω) = L(Ω; Aut 0 (Ω)). Suppose that x ∈ L(Ω). Then there exists z ∈ Ω and ϕ n ∈ Aut(Ω) such that ϕ n (z) → x. Since Aut 0 (Ω) has finite index in Aut(Ω) we can pass to a subsequence and suppose that ϕ n = φ n g for some φ n ∈ Aut 0 (Ω) and g ∈ Aut(Ω). Then ϕ n (gz) → x and so x ∈ L(Ω; Aut 0 (Ω)).
Fix an element h ∈ G which is both hyperbolic and L-hyperbolic. By Theorem A.7, there exists an one-parameter group a t of L-hyperbolic elements such that h = h z a T for some T > 0 and h z ∈ Z(G).
Lemma 7.16. With the notation above, a := a 1 is hyperbolic.
Proof. Since H ± aT = H ± a it is enough to show that a T is hyperbolic. Fix some z 0 ∈ Ω. Since Z(G) is finite, there exists some M > 0 such that
So by Proposition 2.4 we see that H ± aT = H ± h . So a T is hyperbolic. Next let K ≤ G be a maximal compact subgroup associated to a t as in the discussion in Section A.1. Then Theorem A.12 implies that every element g ∈ G can be written as g = k 1 a t k 2 for some k 1 , k 2 ∈ K and t ∈ R.
The quotient X := G/K is simply connected and has a unique (up to scaling) negatively curved complete Riemannian metric, see Section A for details. Let d X be the distance induced by this Riemannian metric.
Proposition 7.17. With the notation above, if z 0 ∈ Ω, then there exists A ≥ 1 and B ≥ 0 such that
Proof. By Theorem A.12
for all t ∈ R and k ∈ K. Further, by Proposition 4.6 there exists some α, β such that
By compactness, there exists some M ≥ 0 such that
So Equations (3), (4), and (5) imply that 1
for some A, B which do not depend on g 1 , g 2 .
Lemma 7.18. With the notation above, if g ∈ G is hyperbolic, then g is L-axial.
Proof. If g ∈ G is hyperbolic, then Proposition 4.6 implies that lim inf
So Proposition 7.17 implies that lim inf
Thus g is L-axial by Proposition A.10.
Let X(∞) be the geodesic boundary of X. Then, as described in Theorem A.9, every L-axial element g ∈ G has an attracting fixed point ω 
Then by Proposition 4.6 we have lim sup
But since
, this contradicts Proposition 2.4. Lemma 7.20. With the notation above, let r > 0 be such that
for all x ∈ ∂Ω. Then there exists R > 0 and a function ψ : K → ∂Ω such that
Remark 7.21. By Theorem A.12, every curve of the form t → ka t K is a geodesic in X and by Proposition 2.9 every curve of the form t → x + re −2t n Ω (x) with x ∈ ∂Ω is an almost-geodesic in Ω. The above lemma shows that these two curves shadow each other.
Proof. We first argue that for every k ∈ K there exists ψ(k) ∈ ∂Ω such that
for all z ∈ Ω. If we knew that ka t k −1 was hyperbolic, this would follow from Theorem 3.5, Proposition 4.5, and Proposition 2.4. Unfortunately, there doesn't seem to be an easy way to show that each ka t k −1 is hyperbolic (at this stage of the proof).
By Theorem 6.1, there exists some hyperbolic element h ∈ G such that
are all distinct. Now by Lemma 7.18, h is also L-axial. Then by Theorem A.11 there exists an A-hyperbolic element g ∈ G such that
So by Proposition 7.17 and Proposition 2.4, 
Then by Propsoition 2.9, there exists some κ > 0 such that every σ k is an (1, κ)-almost-geodesic.
Claim: There exists some M 0 > 0 such that
for all k ∈ K and t > 0.
Proof of Claim: Suppose not, then for every n ∈ N there exists k n ∈ K and t n > 0 such that
n z 0 , σ kn > n. We can pass to a subsequence such that ξ(k n ) → x ∈ ∂Ω. By Theorem 6.1, there exists some hyperbolic element h ∈ G such that
Then by Theorem A.11 there exists some R 1 > 0 and a sequence h n of L-hyperbolic elements such that
Then by Proposition 2.4 To see this let K z0 denote the stabilizer of z 0 . Since G acts properly on Ω, K z0 is a compact subgroup. Now let K be a maximal compact subgroup of G. Then K z0 is conjugate to a subgroup of K, see for instance [Hel01, Chapter VI, Theorem 2.1].
is an open, closed, and connected subset of Ω. Hence G · z 0 = Ω. We next claim that Ω is a bounded symmetric domain. Since G is a simple Lie group acting transitively on Ω there are many ways to establish this. Here is one argument: since G is a simple Lie group, a theorem of Borel implies that G has a cocompact lattice Γ ≤ G. Then since G acts transitively on Ω, the group Γ acts cocompactly on Ω. Then by a theorem of Frankel [Fra89] , Ω is a bounded symmetric domain. Finally, since G has real rank one, the classification of all bounded symmetric domains implies that Ω is biholomorphic to the ball.
then the argument in Case (1) implies that Ω is biholomorphic to the ball. So assume that dim G · z 0 = 2d − 1. Then Equation (6) implies that
Further, dim X = dim L(Ω) + 1 = 2d − 1 is odd. So, by the classification of negatively curved symmetric spaces, we see that X is isomorphic to real hyperbolic (2d − 1)-space. Thus K is locally isomorphic to SO(2d − 1). So
Next consider the homomorphism ρ :
. Since Aut(Ω) preserves the Bergman metric, a complete Riemannian metric on Ω, any ϕ ∈ Aut(Ω) is determined by ϕ(z 0 ) and d C (ϕ) z0 , see [Hel01, Chapter 1, Lemma 11.2]. So K z0 is isomorphic to ρ(K z0 ). However, since ρ(K z0 ) preserves the Bergman metric at z 0 we then see that ρ(K z0 ) is conjugate to a subgroup of U(d). So
which is only possible if d = 1. But Ω, being convex, is simply connected. So by the Riemman mapping theorem Ω is biholomorphic to the disk and so G · z 0 = Ω which contradicts our assumption that dim L(Ω) = 2d − 2.
Appendix A. Semisimple Lie groups and symmetric spaces
In the proofs of Theorems 1.1, we use some basic properties about semisimple Lie groups and the symmetric spaces they act on. In this section we recall these properties and give references.
For the rest of the section we make the following assumption.
Assumption. G is a connected semisimple Lie group with finite center.
Let g be the Lie algebra of G. Then there is a Lie algebra decomposition g = g 1 ⊕ · · · ⊕ g n into simple Lie subalgebras, see for instance [Kna02, Chapter 1, Theorem 1.54]). Then let G i be the connected subgroup of G generated by exp(g i ). The following fact is standard (for a proof see for instance [Zim17a, Lemma A.1]).
Lemma A.1. Each G i is a closed subgroup of G and G is the almost direct product  of G 1 , . . . , G n .
We now make the additional assumption that G has no compact factors, more precisely:
Next let Ad : G → SL(g) denote the adjoint representation. The kernel of Ad is just the center of G, denoted Z(G), and so we have an isomorphism G/Z(G) ∼ = Ad(G).
Definition A.2. We then say an element g ∈ G is:
(1) semisimple if Ad(g) is diagonalizable in SL(g C ), (2) hyperbolic if Ad(g) is diagonalizable in SL(g) with all positive eigenvalues, (3) unipotent if Ad(g) is unipotent in SL(g), and (4) elliptic if Ad(g) is elliptic in SL(g).
Since G is semisimple, every element can be decomposed into a product of a elliptic, hyperbolic, and unipotent element. More precisely:
g e ∈ G is elliptic, g h ∈ G is hyperbolic, g u ∈ G is unipotent, and (3) g e , g h , g u commute. Moreover, the g e , g h , g u are unique up to factors in ker Ad = Z(G).
Proof. See for instance [Ebe96, Theorem 2.19.24].
A subgroup A ≤ G is called a Cartan subgroup if A is closed, connected, abelian, and every element in A is hyperbolic. The real rank of G, denoted by rank R (G), is defined to be rank R (G) = max{dim A : A is a Cartan subgroup of Ad(G)}.
We will need the following fact about Cartan subgroups.
Proposition A.4. If g ∈ G is hyperbolic and A ≤ G is a maximal Cartan subgroup, then g is conjugate to an element of Z(G)A.
Proof. See for instance [Hel01, Chapter IX, Theorem 7.2]. Now fix K ≤ G a maximal compact subgroup. Then the quotient manifold X = G/K is diffeomorphic to R dim X and has a unique (up to scaling) non-positively curved G-invariant Riemannian metric g, see [Ebe96, Section 2.2] for details. Let d X denote the distance induced by g.
Using the Jordan decomposition we make the following definition.
Definition A.5. If g ∈ G has a Jordan decomposition g = e g h g u g with Ad(h g ) = 1 and u g = 1 then we say that g is axial.
Notice that every hyperbolic element is obviously axial. We can describe the action of axial and hyperbolic elements on X as follows.
Theorem A.6. With the notation above, g ∈ G is axial if and only if there exists a geodesic σ : R → X such that gσ(t) = σ(t + T ) for some T > 0.
Proof. See for instance [Ebe96, Proposition 2.19.18].
Theorem A.7. With the notation above, if g ∈ G is hyperbolic, then:
(1) there exists a one-parameter subgroup g t of hyperbolic elements such that g ∈ Z(G){g t : t ∈ R}, and (2) there exists some point x 0 ∈ X such that the curve t → g t (x 0 ) is a geodesic in (X, d X ). Conversely, for any geodesic σ : R → X there exists a one-parameter subgroup h t of hyperbolic elements such that h t (σ(s)) = σ(s + t) for all s, t ∈ R.
We now focus on the real rank one case. . Further, the associated symmetric space (X, d X ) is either a real hyperbolic space, a complex hyperbolic space, a quaternionic hyperbolic space, or the Cayleyhyperbolic plane. In all these cases, (X, d X ) is a negatively curved Riemannian manifold. For details see [Mos73, Chapter 19] .
Since X is a non-positively curved simply connected Riemannian manifold, there exists a compactification called the geodesic compactification which can be defined as follows. Let G denote the set of unit speed geodesic rays σ : [0, ∞) → X. Then we say two geodesics σ 1 , σ 2 ∈ G are equivalent if lim t→∞ d X (σ 1 (t), σ 2 (t)) < ∞.
Finally let X(∞) = G / ∼. This gives a compactification X = X ∪ X(∞) of X as follows. First fix a point x 0 ∈ X. Since X is non-positively curved, for any x ∈ X there exists a unique geodesic segment σ x joining x 0 to x. We then say that a sequence x n ∈ X converges to a point σ ∈ X(∞) if the geodesic segments σ xn converge locally uniformly to σ. This construction does not depend on the initial choice of x 0 . See [Ebe96, Section 1.7] for details.
Since G acts by isometries on X and the construction of X(∞) is independent of base point, the action of G on X extends to an action on X ∪ X(∞). In general this action is only continuous, but for negatively curved symmetric spaces we have the following. Theorem A.8. With the notation above, X has a smooth structure, with this structure X(∞) is diffeomorphic to a sphere of dimension dim X − 1, and the action of G on X extends to a smooth action on X(∞).
This theorem follows from considering the standard models of the negatively curved symmetric spaces, see [Mos73, Chapter 19] .
Given two geodesic rays σ 1 , σ 2 : [0, ∞) → X the function
is convex, see [BH99, Chapter II, Proposition 2.2]. So, if x n ∈ X is a sequence converging to some ξ ∈ X(∞) and y n ∈ X is a sequence with sup n∈N d X (x n , y n ) < ∞, then y n converges to ξ as well. This fact combined with Theorem A.6 implies the following.
Proposition A.9. With the notation above, if g ∈ G is axial, then there exists distinct points ω for all x ∈ X.
Since G has real rank one, there is simple characterization of axial elements. Given an element g ∈ G we define the translation length of g to be Since G has rank one, we also have the following. Theorem A.11. With the notation above:
(1) If ξ, η ∈ X(∞) are distinct, then there exists an unique (up to reparametrization) geodesic γ : R → X such that lim t→∞ γ(t) = ξ and lim A.1. Polar coordinates. When G has real rank one, every hyperbolic element induces "polar coordinates" on X. In particular, let a ∈ G be hyperbolic. After possibly replacing a with an element in aZ(G), Theorem A.7 implies that there exists a one-parameter subgroup a t of hyperbolic elements such that a = a T for some T > 0. Further, there exists a geodesic γ : R → X such that a t (γ(s)) = γ(s+t) for all s, t ∈ R.
Let K 0 denote the stabilizer of x 0 = γ(0) in G. Then since G acts transitively on X, we have a natural identification G/K 0 = X. Next let M a ≤ K 0 denote the elements of K 0 that commute with the subgroup a R . We then have the following. Theorem A.12. With the notation above:
(1) G = K 0 a R K 0 , (2) For any k ∈ K 0 the curve γ k (t) = ka t x 0 is a geodesic in X and so d X (ka t K 0 , K 0 ) = |t| . . By our choice of x 0 , the curve γ(t) = a t x 0 is a geodesic in X. Since G acts by isometries, each γ k is also a geodesic and part (2) is true. Now suppose that k 1 , k 2 ∈ K. Then since X is non-positively curved the function
is convex (see [BH99, Chapter II, Proposition 2.2]) and f (0) = 0. So if lim t→∞ d X (γ k1 (t), γ k2 (t)) < ∞, then γ k1 (t) = γ k2 (t) for all t. Then [Hel01, Chapter IX, Corollary 1.2] implies that k 1 M a = k 2 M a . Thus part (3) is true. Finally, part (4) follows from part (3) and the definition of X(∞).
