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Abst rac t - -A  conformal method is developed for generating solutions of Lap]ace's equation which 
satisfy the radiation boundary condition at a smooth convoluted surface, such as the membrane 
of a cell which is steadily absorbing a diffusing substance. It is shown that almost all solutions 
which are analytic in the neighborhood of the surface have one or more branch points somewhere 
outside the surface, and are therefore not admissible in general; this feature presents a difficulty for 
both analytical and numerical methods of solution. In two-dimensional problems the difficulty can 
be overcome by the superposition of solutions in two sheets of the complex plane, and a complete 
set of admissible solutions is obtained in this way. The method is illustrated by its application to 
corrugated planes and cylinders, where exact solutions, free of singularities, are obtained in terms of 
elliptic functions. It is shown that methods of obtaining radiation surfaces from analytical solutions 
may encounter analogous difficulties. An extension of the conforma] method to three-dimensional 
problems is given and illustrated. 
1. INTRODUCTION 
There is an extensive literature, dating from before the present century, devoted to methods of 
solution of Laplace's equation V2¢ -- 0, with applications to solid and fluid mechanics (England, 
1971; Robertson, 1965), the conduction of heat (Carslaw & Jaeger, 1959), diffusion (Crank, 
1975; Green & Leipnik, 1970), and electricity and magnetism (Maxwell, 1892; Oberhettinger 
and Magnus, 1949). In many of these applications, and particularly in the last mentioned, 
the boundary conditions require either the solution ~ of the equation or its normal derivative 
a¢/On to vanish on one or two surfaces, or on one surface and at infinity. However, there are 
other applications (see Carslaw & Jaeger, 1959; Stoker, 1957; Payne, 1955, 1958) in which the 
radiation boundary condition 
O~b/On - pC (1.1) 
is appropriate on at least one of the surfaces. This is often so in a biological context, such as 
will be discussed in the present paper, where also the boundary surfaces may be much more 
convoluted than those that requite consideration i  more physically oriented areas. For instance, 
many cells of the animal cortex, such as the spiny stellate cells of the cerebral cortex (Peters 
& Jones, 1984), have a system of dendrites apparently much more elaborate than necessary for 
synaptic onnections, and could well serve also to receive input from the extracellular field (I~ll 
& Shepard, 1978; Green & Triffet, 1985). 
Another example, which will be the focus of interest in the present paper, is revealed by electron 
micrographs of hepatocytes (Drochmans eta/., 1978), the entire surface of which appear to be 
covered with numerous microvilli. These cells have an important role in the processing of fatty 
acids by the liver (Bass & Pond, 1988), and the question arises whether their corrugated surface 
is naturally adapted to increase the rate of diffusion across the membrane. 
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In the following our point of departure will be, therefore, the mathematical modelling of the 
diffusion of a substrate through the membrane of a cell, where the flux through the cellular 
membrane may be assumed to be proportional to the local concentration, so that the radiation 
boundary condition is applicable at the convoluted surface of the membrane. In (1.1), ~ is the 
concentration C of the substrate, and p = P/D is the ratio of the membrane permeability P 
to the coefficient of diffusion D. The detailed geometry of the surface of the cell is imprecisely 
known in this application, and unimportant for our purpose; we shall therefore ither leave it 
unspecified, or assume some type of periodic corrugated structure for purposes of illustration. 
Unfortunately, the variety of known analytical solutions of Laplace's equation satisfying the ra- 
diation boundary condition is quite limited, restricted mainly to plane and circular cylindrical or 
spherical geometries, and it is reasonable to infer that problems of this type are of some difficulty. 
We shall show in fact that almost all solutions of Laplace's equation which satisfy the radiation 
boundary condition on a smooth convoluted surface, and are analytic in its neighborhood, have 
singularities at points outside the surface, though possibly not far from it (see Fig. lc below). 
Thus, the essence of the difficulty is first to formulate conditions which are not boundary condi- 
tions in the literal sense, but are satisfied by those solutions which are free of singularities; and 
then to determine the solutions atisfying the required conditions. The nature of the difficulty 
suggests that it should be encountered in numerical as well as analytical solutions of the problem, 
and this has been our experience. In Section 7 we shall point out that other methods designed 
to ensure that the solutions are analytic everywhere may encounter analogous problems. 
In this paper the principal analytical technique will be the use of conformal transformations. 
Where there is a translational invariance, so that the appropriate solutions are essentially two- 
dimensional, the use of functions of a complex variable is also very convenient in providing 
solutions of Laplace's equation. Then the singularities, affecting almost all solutions which are 
regular on the surface, take the form of branch points external to the surface, with associated 
cuts dividing the complex plane into an even number of sheets. We shall, however, show how 
to construct solutions which are regular throughout the exterior of the surface and satisfy the 
required boundary condition, by the superposition ofsolutions on different sheets. We shall even 
obtain a complete set of such solutions, for a specified class of smooth surfaces, so that it is 
possible to satisfy a second boundary condition, on another surface or at infinity. 
The methods adopted enable us to confirm that the corrugation of a biological membrane does 
indeed enhance the flux of a substrate through its surface. It may, therefore, be advantageous to 
an organism, and, at least in this respect, favoured by natural selection. However, the degree of 
enhancement depends on the value of the ratio p = P/D.  If this is sufficiently small, the flux of 
substrate across the surface is proportional to the surface area, but for sufficiently large values 
the flux is relatively insensitive to the depth of the corrugations. 
The same methods of course nable us to make precise calculations ofthe rate of absorption of a 
substrate. Though the methods developed epend on the use of functions of a complex variable, 
we point out in the last section a technique which allows their extension to surfaces in three 
dimensions other than the corrugated planes and cylinders, which are the principal examples 
considered in the following. Also, special methods, such as those developed in this paper, are 
necessary to obtain solutions of Laplace's equation satisfying the radiation boundary condition 
on a surface and free of singularities in an extended external region. 
2. THE RADIATION BOUNDARY CONDITION IN 
CONFORMAL VARIABLES 
Although, as we have already noticed, there is a variety of potential applications ofthis method, 
our terminology will conform to the problem of immediate j interest, concerning the diffusion of a 
substrate through a surface S, which we suppose to be the set of points satisfying the equation 
~(zl ,  z2, zs) = 0 (2.1) 
in three-dimensional c rtesian coordinates which, for the sake of generality, we shall assume to 
begin with. However, since an important part of the technique to be developed in this section 
depends on the use of complex variables, we shall also write z = z + iy, where z = zl, y = z2, 
when there is no explicit dependence on xs. 
Harmonic  funct ions  25  
The conformal method depends on the definition of a set of curvilinear coordinates (~, 7, w), 
including the ~ of (2.1), such that ~ and w are orthogonal to ~ on the surface S, so that, at least 
on this surface, 
~hwl + ~ + ~wa = 0 
may be assumed, where the subscripts denote differentiation with respect o the corresponding 
cartesian coordinates. If C is the concentration of the substrate, expressed in terms of cartesian 
coordinates, the radiation boundary condition (1.1) may be written 
= (2 .3 )  
where e - 4-1 and p = P/D. The sign of e in (2.3) is positive, assuming that (i) the square root 
has the positive sign, (ii) the flux is into the surface, and (iii) I/increases with distance from the 
surface; but it is negative if an odd number of these conditions is not satisfied. Now we express C 
as a function C(~, 7, ~) of the conformal variables and, with the help of (2.2), we see that (2.3) 
is reduced to the much simpler form 
(V~ + '}2 + V~)~OCIBv = ~' .  (2.4) 
If (7/12 + ~ + ~32), which is the square of the gradient of V, is expressed in terms of the curvilinear 
coordinates, and the general solution of Laplace's equation is also expressed in terms of the 
curvilinear coordinates, the radiation boundary condition for the surface ~ = 0 is most easily 
applied in the above form. 
We shall discuss a few applications using the general formulation later, but for the present, 
note that the method described above has a particularly simple application when there is an 
explicit dependence of ~ and C on only two coordinates, x - ~r I and y -- z2, or (of C) on ~ and 
7. In fact we shall show in the following how, notwithstanding problems arising from branch 
points, a complete set of explicit solutions can be determined by quadratures, each of which is 
analytic within the region of interest and satisfies the radiation boundary condition. There will, 
of course, in general be another boundary condition to be considered, either at infinity or on 
a second surface $1 but analytical methods are available to expand the solution satisfying this 
additional condition in terms of those of the complete set so determined. 
The function ~(x, y) defining the surface S in (2.1) is clearly arbitrary to the extent of a real 
multiplicand, which may depend on x and y; it may, however, be specified more precisely as the 
imaginary part of a function ~(z) = ~(z, y) + iT(z, y) of the complex variable z = x + iy. This 
can be affected, if necessary, by using Cauchy's theorem to define - i~(z) as the complex function 
whose real part ~(x, y) vanishes on S; but in the biological contexts to be considered it will be 
found easy to suggest specific functions ~(z) to represent the membrane surface with sufficient 
accuracy. Both ~(x, y) and ~(z, y) are solutions of Laplace's equation, and since they also satisfy 
Riemann's equations 
- -  = - - -  (2 .5 )  
Ba" By' By Ox' 
the orthogonality condition (2.2) is automatically satisfied. 
To evaluate the left side of (2.4), we define a function 
dC 
= (2 .6 )  
this can also be written as ~I + iTIt or T}~. + iI}i so that, if~ denotes the complex conjugate of a, 
¢(¢)¢(¢) = + (2.7) 
As ( = ~ on the surface S where ,} = 0, we can write ¢(() = ~(() (so that the complex 
conjugation is applied only to complex quantities other than (), and the boundary condition 
(2.4) becomes 
OC l Ov =  pc. (2.s) 
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From this, it is clear that we can define a function c(z) of the complex variable z, or e(~) of 
the conformal variable ~, whose real part cr is the concentration C of the substrate. Then the 
boundary condition can be written in the form 
i[~b(¢)~(¢)] ½ c'(¢) = epic((:) + i¢((:)], (2.9) 
if ¢(~) is any real function, i.e., one which is real when ~ is real. Any solution of this equation 
will satisfy Laplace's equation, and also the radiation boundary condition on S. In principle, 
the function ¢(~) is determined by a second boundary condition, on some other surface $1 or at 
infinity. 
The imaginary part ci of the solution of (2.9) also has an important physical meaning. This 
can be seen by noting that Ocr/8~ = -Oci/O~ and that, if s is the arc length on the surface, 
ds/d~ = [(8x18~)9 + (8y18~)2]½ = I dz /d¢ l  - [~b(¢)~(~)]-½ 
so the flux across the surface 7/= 0 between any two points A and B is 
lA 
B[ 
F = D ¢(¢)-¢(¢)]½(Scr/Orl)ds = D[Ci]A B, (2.10) 
proportional to the difference between the values of el at A and B. This result is clearly still 
valid if 77 is replaced by the imaginary part of any complex function, and therefore for a smooth 
path connecting any pair of points A and B. 
We shall see subsequently that many solutions of (2.9) are not single valued in the physical 
region, because of branch points associated with the square root [¢(~)~(¢)]½. As a partial remedy 
for this difficulty, which also greatly simplifies the construction of solutions of the equation, we 
shall introduce a further conformal transformation. It is obvious anyway that the transformation 
= ¢(z) which maps tae physical surface S(z) into an image S(¢) on the real line ~ = 0 is not 
unique: given one such transformation ¢ = ¢(z), if w(¢) is any function, real when ~ is real and 
analytic in the region of interest, then w[¢(z)] is another. Although general transformations of 
this type could he considered, we shall define w by 
¢ ½ P[ d¢, = 
do 
(2.11) 
where A is a disposable real constant. In terms of this new variable (2.9) becomes 
it'(w) = e,~[c(w) + i¢(w)], (2.12) 
showing that the function qb(~) defined in (2.6) has been reduced by the transformation to a con- 
stant, and the branch points have been eliminated. Since w is real when ~ is real, the transformed 
image S(w) of S(~), representing the physical surface, is still on the real line. 
A solution of (2.12) is now easily constructed by writing 
= (2.13) 
so that 
X"(~) + ~2X(w) =/~¢(w). (2.14) 
Since ¢(w) is a real function, analytic within the image R(w) of the physical region in the w-plane, 
so is X(W). Either of these may be chosen so as to satisfy a second boundary condition. 
The result of (2.13) makes it easy to write down a complete set of solutions of Laplace's equation 
satisfying the radiation boundary condition on the surface S. However, the analyticity of such 
solutions is limited in general to some neighborhood f the surface, and before proceeding further 
we must clarify and resolve this difficulty which, as already noticed, stems from the possibility of 
branch points associated with the square root in (2.9). 
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3. CONFORMAL MAPP INGS OF  SMOOTH CORRUGATED SURFACES 
We next describe briefly a systematic method of finding conformal transformations that are 
suitable for mapping various types of corrugated surfaces into the real line in the ~-plane and 
thence into the w-plane, where w is defined by (2.11). 
The surface is assumed to be represented simply by an equation of the type 
Ig(z)l z - g(z)g(~) -- 1, (3.1) 
where g(z) is a real function, so that g(~) = g(z). We can suppose that Ig(z)l --, oo, at least 
as fast as Izl, when the distance from the surface S(z) becomes large. Then any conformal 
transformation z ~ if(z), defined by an equation of the type 
g[(] = a(-i¢)/a(i~) = g(z), (3.2) 
where a is a real function of its argument, implies (3.1) for ~/= 0. The function #(() introduced 
in (2.8) is given by 
g'[(] = g'(z)~b((), (3.3) 
and is obtained by the elimination of z between (3.2) and (3.3). 
We shall assume that g[~] has the periodic property 
then the simplest choice is 
gift + p] = g[¢]; (3.4) 
a(i~) = exP(½i(), g[~] = exp(-i(), (3.5) 
where/J = 2~. When ( is expressed in terms of the eonforma] variable w introduced in (2.10), 
this relation becomes 
a[iw] = a[iw(¢)] = exp(½i¢), (3.8) 
g[w] = g[w(¢)] = exp( - i¢) .  
With the appropriate choice A = 2rp/w(2r) of the disposable constant in (2.10), the periods of 
the conformal variables will be the same: w(~ + 27r) = w(~) + 2~r. 
We give a few examples, the first two of which will be treated in some detail in Section 8. The 
form 
g(z) = expOz ) -- a, (3.7) 
where a and $ are real, is appropriate when the surface S(z) is a corrugated plane (as illustrated 
in Fig. 1 below); with a simple change of scale we may take/3 = 1. Later, the form 
g(z) = z" - a (3.8) 
will be adopted in our discussion of the corrugated cylinder (as illustrated in Fig. 2 below). 
If the surface has a more convoluted structure, the right sides of (3.7) and (3.8) may be replaced 
by polynomials in exp(z) or z", depending on whether a deformation of an approximately plane 
or cylindrical surface is required; e.g. 
n 
g(z) = Z am exp(mz) (3.9) 
m=0 
is a suitable generalization f (3.7). 
Transformations of the type (3.2), with the periodic property shown in (3.4), are naturally 
very useful where the surface S(z) has a periodicity (a rotational or translational invarianee), but 
may be used also to map any smooth compact aperiodic surface onto some real interval [0, p) in 
the (-plane. As exemplified by (3.8), a compact periodic surface may he conveniently mapped 
into some multiple [0, P,), where/~, =np,  of the period [0, p) on the surface. As exemplified 
by (3.7), if the surface is periodic but not compact, the multiple is not finite and the surface is 
mapped into the entire real line of the (-plane. In general, where the surface is compact, or if 
there is a translational invariance, the surface S(z) is represented by a finite segment [0,/~) of 
the real line in the (-plane, where p is the period associated with the conformal variable. 
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4. DUPLICATED IMAGES IN CONFORMAL VARIABLES 
We may now discuss the problems arising from the fact that in general, a solution c(~) of the 
type so far considered, has branch points and cuts in the physical domain R(~), which is the 
image of the exterior R(z) of the surface S(z). 
We assume that the function g(z) introduced in (3.1) to represent the surface S is of the 
simplest possible type, finite in the finite z-plane and with a minimum number of zeros, which, 
as can be seen from (3.9), depends on the number of corrugations of the surface; this is typically 
the same as the number of maxima and minima of the concentration on the surface. 
The form of the functions a(i~) and g[~] given by (3.2) and (3.5) determines the conformal 
variable ¢ uniquely as a function of z, and the derived function ¢(~) in (3.3) then has no singu- 
larities in the finite ~-plane apart from simple zeros, e.g. at ~ "" ~r + { log(a) when g(z) is given 
by (3.7). Each zero is congruent (mod 2~r) to a point that we denote by ~s if it is in the region 
R(~) corresponding to the exterior of S(~), and otherwise by ~,. Associated with any such zero 
of ~(~) are two branch points of [¢(~)¢(~)]½, and therefore two branch cuts, one extending from 
= ~, to infinity in the external region, and the other from ~ = ~a to infinity in the internal 
region. On crossing the branch cuts, one enters a second sheet of the Riemann plane, where the 
real line contains what may be regarded as a second image S*(() of the surface S(z). In this 
second sheet, the sign of the square root [¢(~)¢(~)]½ is reversed, or, equivalently, the sign of e in 
(2.3) and (2.8) is reversed. Thus the value of e may be regarded as an indicator of the sheet of 
the ~-plane. The sheet with c = +1 will be referred to as the first sheet, and that with e - -1  
as the second. 
The presence of branch cuts in the external region of the c-plane implies the existence of 
solutions of Laplace's equation which satisfy the radiation boundary condition at the physical 
boundary S, and are analytic in some neighborhood of S but not everywhere, in particular 
at branch points like ~s within the physical region and not on its boundary. It is clear that 
contamination with such solutions may well be a source of difficulty also in the application of 
numerical methods to problems of the type here considered. In the following, it is assumed that 
all branch points in the physical region are congruent (mod 2~r) to just one point ~,; this is true in 
the examples to be considered later, and may suffice to elucidate the general principles involved, 
though it would not be true for surfaces pecified by (3.9) in general. 
Analytically, the difficulty may be resolved in the following way. In terms of the conformal 
variable {, for each solution c(~) which satisfies (2.9) with e = +1, and is therefore valid on 
the first sheet of the ~-plane, there is a second solution c*(~) [not the complex conjugate ~(~)], 
which satisfies (2.9) with e = -1; this is obtainable from c(~) by analytic continuation to the 
second sheet. On crossing the branch cut, the two solutions are interchanged. Each of these 
satisfies the required condition on the surface S(C) or S*(C), which form part of the real line in 
the corresponding sheet of the C-plane. By adding the two solutions, we obtain a third solution 
C(C) = ~[ ( ) + c*(~)] (4.1) 
which is independent of e, and thus an even function of [¢(()~(~)]-½ and hence of (~ -~,)½. The 
concentration C will henceforth be identified with the real part Cr(~) of a solution of this type. 
It may be seen from (2.10) that contributions to the flux across the segment AB of the surface 
depend on the sign of e, and the flux associated with solution (4.1) is not, therefore, determined 
by the imaginary part of C(~), but is F = D[Fi(~)]A s, proportional to the difference of values on 
the surface of the imaginary part of the function 
F(¢)  = ½[c(¢) - c*(¢)]. (4.2) 
Similar considerations apply to solutions in terms of the conformal variable w = v + iu, with 
the important difference that the two sheets of the C-plane are mapped into a single sheet of the 
w-plane, as a consequence of the elimination of the branch point. However, it can be seen from 
(2.11) that the physical boundary S(z) still has two images S(w) and S*(w) = S(w*), where 
w* = 2w, - w (4.3) 
is the mirror image ofw in the point w, = w(C,) and is real on S(w*). 
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Extended to points outside the surface, (4.3) defines the relation between two distinct images 
R(~o) and R*(w) in the r-plane of the entire physical region R(z). The regions R(w) and R(w*) 
are separated by lines joining w, to weo and w~o; these are the images of the cut running from 
(, to the point at infinity ( -- ioo in the (-plane. The resulting duplication in the eonformal 
mapping z ..-* w(z) is obviously additional to the multiplicity associated with the period 2~r of 
the eonformal mapping. Again the two images can be distinguished by the sign of e in (2.12), 
which is negative in R(w*) because v(= wi) has a maximum instead of a minimum on S(w*). 
We note here that the image woo of ( = ioo, obtained from (2.11), must be imaginary: woo -- i~, 
say, where ~: is real and positive. Then, as 0 < vo < 2r, the reflection of woo in w, can only be a 
congruent point: w~o = i~: + 2~r. Hence, w, =il¢ + lr, and the surface S(w*) is the line v = 26. 
The disappearance of the branch point in the w-plane does not remove the need to apply a 
condition to solutions, additional to the ordinary boundary conditions, at the point w, which 
corresponds to the singularity G in the (-plane. We have seen that, in terms of the variable (, 
only even functions of ( ( - ( , )½ are single valued in the physical region. From the definition ofw(Q 
in (2.11), it is evident hat an even function of ( ( - ( , )½ is also an even function of w( ( ) -  w((,). 
It follows that only even functions of w-  w,, of the form C(w) = ½ [c(w)+ c(w*)], are single valued 
and analytic on the common boundary of R(w) and R(w'), and hence are physically admissible. 
We can now formulate an equation for C(w) analagous to and derivable from (2.12): this is 
iF'(w) = 2[C(w) + i~(w)], (4.4) 
where 
~(w) = ½[¢(w) + ¢(w')], (4.5) 
and F(w) is the function defined in (4.2), expressed in terms of the new conformal variable. On 
taking the real part of this equation with v = 0, we obtain the radiation boundary condition in 
the form (gCr 
=  cr, (4.8) 
provided the function @(w) in (4.5) is real (when w is real); it is then no longer necessary that 
¢(w) should be real on S(w). An imaginary term in ¢(w) implies a flux between S(w) and S(w*); 
and, ff ~(w) is real, this contributes nothing to the resultant flux across the physical surface. We 
note also, although the function F(w) itself is an odd function o fw-w, ,  it has a derivative F'(w) 
which is even; this is already evident from (4.4). 
Finally, we state an analogue of the solution (2.13) in terms of X(W). Let us define 
X(w) = 1 + x(w*)], 
E(w) = ½k( ) - X(w')]; 
(4.7) 
then it follows from (2.14) and (4.5) that Xn(w) + A2X(w) = A~(w). Since it is sufficient for the 
validity of (4.4) that ~(w) should be real, the only restriction here on X(W) is that X(w) should 
be real when w is real (and therefore when w* is real). Of course it then follows that X~(w) is 
also real. In conclusion, it is easy to verify that (4.4) is satisfied, provided C(w) and F(w) are 
given by 
C(w) = E'(w) - i~X(w), (4.8) 
F(w) = X'(w) - iAE(w). 
The function X(w) is almost always not merely real on S, but can be made to vanish identically. 
The concentration is then E~(w) and the flux between the points A and B is -AD[Er(w)]~. In 
the next section we shall construct a complete set of solutions by the use of the above algorithm. 
5. FUNDAMENTAL SOLUTIONS IN CONFORMAL VARIABLES 
The procedure outlined in the previous ection enables us to construct a complete set of so- 
lutions of Laplace's equation, satisfying the radiation boundary condition at any surface S of 
the type specified, and analytic throughout the region R external to the surface. We first look 
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for solutions which are simply or multiply periodic, by assuming that X(w) is of the form (for 
positive integral j )  
Xj (~O) -" aj cos(jw) + bj sin(jw), (5.1) 
and find the condition bj = iaj  tanh(jw) that X(w) ,  as defined in (4.7), should be real (in this 
instance, zero). Solutions of this type are then obtained by substitution i  (4.7) and (4.8): 
Cj (w)  = ej cos[jCw - ix)] , 
F(w)  = - ( i .~c j / j )  sin[j(w - ix)]. 
(5.2) 
Since the constant cj can be complex, the set of solutions obtained in this way is almost complete, 
but as the value j - 0 is excluded it lacks one solution. In fact, solutions of the above type are all 
finite for w -- ix, which corresponds to the point at infinity, and they contribute no resultant flux 
across the surface in the fundamental period between v = 0 and v = 2~r. Since the real parts of 
the Cj are not positive, they can be interpreted only as differences between solutions which are 
physically interesting in the present context. The additional solution, which yields a resultant 
flux from infinity and across the surface, has a logarithmic singularity at the point w - ix. To 
obtain this solution, we therefore assume for X(w) a derivative 
f 1 CO8(~g ix)] 
X~(w) = a0 - b01og /
J '  L 
(5.3) 
where a0 and b0 are both real constants. Near w = ix, this expression has the asymptotic 
form -2b0 log(w - ix) as desired, corresponding to an inward flux 2~b0 per period at very large 
distances, and its real part has a minimum value a0 at w = ~. Since it is unchanged when w* 
replaces w, X~(w) vanishes identically, and a constant of integration can be chosen so that X0(w) 
is also zero, and trivially real on S(w), as required. By integration of (5.3), we have 
Xo(w) = ao(w - ~ - ix)  - 2 ibo{L i~[exp( - iw  - x)] + lr2/12 
- (w - ~r - i x )2 /4  - (w - ~ - ix) log[cosh(½x)]},  (5.4) 
where L i2(z )  is the dilogarithmic function (Lewin, 1958), defined by 
Li2(z)=fo log(t-Z)z dz. (5.5) 
Because of the identity L i2 ( -z )  + L i2 ( -1 /z )  = - r2 /6  - ½ log2(z), the condition that X0(w) = 
X0(w) + X0(w*) should be real (zero) is verified. The solution obtained from (4.8) is therefore 
Co( ) = X'o(=), Fo(=) = (5.8) 
with X~(w) and X0(~) given by (5.3) and (5.4) above. Because the real part of X~(w) - a0 is an 
odd periodic function on the surface, the flux across the surface is 2~Tra0 per period, and if there 
is no lateral flux, this must be the same as flux from infinity, so that 
ao = bo/A. (5.7) 
For plane or cylindrical surfaces with negligible corrugation, x becomes very large, and the 
solution approximates as expected to Co(w) = b0/A, Fo(w) = - ibo~ + const., where ~ = iz for 
a plane, or w = ilog(z) for a cylindrical surface. 
The set of solutions obtained in this way is of course not unique, and may be subjected to 
various linear transformations. It is also possible, in particular, to construct a complete set of 
solutions in terms of doubly and quasi-doubly periodic functions, with a real period that is a 
submultiple of 2~ and an imaginary period 2ix or 4i~; these have the ~ ~dv~tage that, 
as will appear in the next section, ((w) has an analytic continuation in the w-plane which is 
a function of this type. They may all be expressed in terms of Jacobi's theta-function t~(z, q) 
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[04(z, q) in Tannery and Molk's notation; see Whittaker & Watson, 1940 or Tflke, 1950]. If 
q = exp(--x), 
O0 
d(½w, q) = E (-1)" exp(-n2x + inw) (5.8) 
V~OO 
obviously has the real period 27r in w, and O(½w, q)exp[w2/(4x)] has the imaginary period 4ix. 
The other theta-functions may be defined by 
Os(½w, q)=O(½w+½~, q), O~(w, q4)=0a(½w, q)-Oa(w, q4), 
0~(~, q')=O~(~ - ½~, q'); (5.9) 
these all have the real period 27r and the imaginary quasi-period 2ix. 
Jacobian elliptic functions may be defined by 
1 
sn(w, k) = (x/k)~o~(½~, q)lO(½,o, q), 
1 
cn(w, k) = (Vlk)~o,(½~, q)lO(½,,,, q), 
1 
dn(w, k) = ~'~0~(½~, q)/O(½,o, q), w = ~K(k)/,~, 
The doubly periodic 
(5.10) 
where the modulus k, the complementary modulus k ~, and the complete elliptic integral K(k) 
are given by 
k = [02(0, q)/oa(o, q)]2, v= [0(0, q)/Oa(O, q)]2, 
(5.11) 
K(k) = ½~l[0s(0, q)12. 
The important relations k 2 + k n = 1, K(k')/K(k) = - log(q)/~r (= x/Tr) are satisfied identically. 
Of the functions defined in (5.10), sn(w, k) and cn(w, k) are even functions of w - ~r - ix, but 
as they have periods 4~r in w and poles at the zero w -- ix of O(½w, q), as they stand they are 
not appropriate forms of Xj(w). Also, dn(w, k) is an odd function of w - Ir - ix and though it 
has the period 21r in w, it also has a pole at w = ix. We therefore introduce, for positive integral 
j, the set of functions 
slj(w) = kjsn(2jw, kj), clj(w) - kjcn(2jw, kj), 
k# = [02(0, qJ)/0.(0, q~)]; 
(5.12) 
these are also even functions ofw - ~r - ix, with periods 2~r/j, and poles at w = ix with residues 
independent o f j .  We may then write, as an appropriate analogue of (5.1), 
x~ (~) = a~ [clj (~) - cl~ (~)l + b~ [slj (~) - sl,, (~)l, (5.13) 
where aj and bj are arbitrary real constants, and m is a fixed integer which may be chosen 
arbitrarily large. We note that, for large m, qm and therefore km approach the value zero, so 
that the m-dependent terms introduced to make the solutions finite at w - ix have a negligible 
effect near the surface S. 
We may obtain the additional solution with a logarithmic singularity at w = ix by a similar 
procedure. The analogue of (5.4) is 
xo(~) = 
iaologT[en(w, k)-  isn(w, k)]/[cn(mw, kin)- isn(mw, km)]}2/m 
-bo {log[O@o, q)/Os(o, q)] - log[O(½~, qm)/o3(o, ¢")]/m} d~o. 
(5.14) 
The first of the two terms on the right side of (5.14) provides flux across the surface, but, because 
of the m-dependent term, not at a large distance from it; for large m this term approximates to 
a0(w - lr - ix), as in (5.4). The second term provides flux from the point at infinity, but, because 
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of the m-dependence, not acroes the surface. The condition that there should be no resultant 
lateral flux is, again, (5.7). 
The construction of a complete set of analytic solutions satisfying the radiation condition on 
S offers a method of obtaining a solution which reduces to a specified form on a second smooth 
surface $1 in the region exterior to S. It is necessary only to represent the values on this surface 
as a function of the conformal variable w, which, subject to physically reasonable conditions, 
can be expanded in Fourier series (or in terms of some other complete set of solutions), using 
standard techniques. The result is expressible as a linear superposition of the solutions atisfying 
the radiation condition on S, and reducing to the required form on the second surface $1. In 
the present paper we shall be concerned only with the construction of solutions satisfying the 
radiation boundary condition on S, when we restrict consideration to a flux of substrate with a 
source at a large distance from this surface. 
6. CORRUGATED SURFACES 
The preceding analysis will now be applied to two types of corrugated surfaces. The first of 
these is a corrugated plane, which may be thought of as representing a cellular or membranal 
surface S through which an external substrate of concentration C diffuses in accordance with the 
radiation boundary condition. Points on the surface satisfy an equation of the type 
e ~ = a cos(y) + [1 - a 2 sin~(y)]½, (6.1) 
obtained from (3.1) and (3.7) with fl = 1 and 0 = 0. Values of the constant a are clearly limited 
by lal < 1; the depth of the corrugations is -log k ~, where 
k' = (1 - a ) / (1  + a), (6.2) 
and becomes very large as a --~ 1. The surface shown in Fig. 1 below corresponds to k' = 0.05. It 
is interesting that Maxwell (1892) solved a problem relating to a set of parallel plane conductors, 
in which the corrugated surface (6.1) is an equipotential, essentially by the use of the conformal 
variable ~ = i log(e z - a) determined from (3.5) and (3.7). 
Substitution of exp( - i ( )  = e z - a in (3.3) yields the related function ¢(() = i[1 + a exp(i()]. 
From (2.11) we then obtain, with the choice of the positive sign since 7} > 0 outside S, 
p Jo¢ d~ w( f f )=A__  [ l+a  s+2aeos(( ) ]½" 
(6.3) 
This is an elliptic integral, from which it follows, on change of variable to sin(½(), that 
sn(w,  = s in (½0,  w = 
(6.4) 
A = 2p/(1 + a), k = 2a½/(1 + a), 
where the Jacobian elliptic function sn(w, k), the modulus k and the complete elliptic integral 
K(k) have the same meaning as in (5.10) and (5.11). From this it follows that K(k) is a real 
quarter-period of sn(w, k), but a half-period of the surface. The parameter k ~ in (6.2) is the 
complementary modulus of (5.10), and the variable w also corresponds to that defined in the 
last section. The other Jacobian elliptic functions are cn(w, k) = cos(½~) and dn(w, k) = [1 - 
k 2 sin2(½~)]½, and it follows from (3.5), (3.7) and (6.4) that the conformal variable w is related 
to z by 
[en(w) - i sn(w)]/[cn(w) + isn(w)] = e z - a, (6.5) 
corresponding to a(iw) = on(w) + i sn(w). 
The left side of (6.5) can also be written in the form Ion(w) - isn(w)]~; this expression has 
periods 2K and 4 iK  ~ in w, where K ~ = K(k  ~) when K = K(k) ,  or 21r and 4ix in w. It has 
double zeros at points congruent o w = K - iK  ~ (inside the surface) and double poles at points 
congruent o i K  ~ (which corresponds to the point at infinity in the z-plane). Also, (6.5) is an 
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even function of w - ws, where ws = K + iK  ~, and it has the same value when w is replaced by 
w* = 2ws - w. Hence, if w = u + iv, the line v = 2iK ~ is also an image of the surface within 
the fundamental periodic rectangle with sides u = -4-K, v = - iK  ~ and v = 3iK ~. As we have 
already seen, this duplication of physical space by the transformation plays an essential part 
in the construction of single-valued solutions of Laplace's equation with the radiation boundary 
condition, which must be even functions of w - ws. Maxwell encountered no such complication 
in his classical treatment (1892) of analogous problems in electrostatic theory, with its simpler 
boundary conditions. 
These observations, and the theory of the previous ections, enable us to define a set of solutions 
for C(w) which have the required periodicity and are analytic throughout the physical region. 
First, there exists a set of solutions which approach constant values at large distances from the 
surface S, obtained by substituting w = ~rw/K and ~; - I rK ' /K  into (5.2) or (5.12). As already 
noticed, because the flux is zero at infinity, a solution of this set is not positive everywhere, and 
has a negative minimum at an extremum of the surface; it must therefore be interpreted as a 
difference of concentration: either a difference between the external concentration and a uniform 
value within the surface, or the difference between two linearly independent positive solutions 
with different values on another surface in the external region. 
An example is shown in Fig. la, in which the corrugated surface, characterized by the com- 
plementary modulus k I = 0.05, is shown together with the lines of constant concentration, at 
intervals of 0.5, computed from the solution eos(w - it:) corresponding to j = 1 and cz = 1 
in (5.2). The concentration changes ign on the line which is orthogonai to the surface. The 
variations in concentration are seen to extend to considerable distances from the surface so that 
this, and other solutions of the type (5.2), are useful adjuncts to the fundamental solution for 
satisfying a boundary condition on some other surface in the external region. 
On the other hand, Fig. lb shows lines of constant concentration at intervals of 0.2, computed 
from (5.3) with p = 1, and corresponds to the asymptotic form C(¢) .., - i¢  or C(z) ,,, z, and 
hence to a flux of 27r per corrugation from infinity. This solution, or a very similar solution 
obtained from (5.14), is positive everywhere and may be regarded as the fundamental solution. 
As may be seen from (5.3) and (5.7), the concentration at the most prominent point (w = 0) on 
the surface is 
C0(0) = 1/2 + log{[cosh0¢ ) + 1]/[cosh(~) - 1]}, (6.6) 
with ~ given by (6.4) and i¢ - K(k~)r /K(k) .  This may be regarded as a measure of the efficiency 
of the surface in absorbing a substrate, for given values of the coefficient of absorption P and 
the coefficient of diffusion D. The first term is proportional to D/P ,  and is large if P is small or 
D is large, as expected, but it depends only weakly on the geometry of the surface. The second 
term tends to zero as I¢ --* oo, when the surface becomes flat, but when tg is small increases 
like 2 log(2/t¢), proportional to the depth of the corrugations. Although this term becomes very 
effective only beyond the point where it has the same order of magnitude as the first, sufficiently 
deep corrugations will greatly enhance the absorption of a substrate by the surface, for small 
values of D/P .  
Finally, Fig. lc shows the lines of concentration derived from the solution co(w) correspond- 
ing to C0(ca) as defined in (5.6). This solution satisfies the radiation boundary condition and 
is analytic near the surface on the left, but almost all lines of constant concentration exhibit 
discontinuities of slope on the cut. There is an exception, which shows that the existence of a 
smooth surface $1 of constant concentration is not a condition sufficient to exclude solutions with 
a branch point between S and Si. 
The elliptic functions arising in this example are easily computed, but can also be approximated 
quite closely by elementary functions, if the corrugations are as deep or deeper than shown in 
Fig. 1. The following approximations are valid for small k': 
cn(w) - sech(w), sn(w) = tanh(w), ]w I < g/2  
K "" log(4/k'), K '  _ ~r/2. 
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Figure 1A. l .~  of eq~l  ~e~ra~on ~ea 'e~e (-1.5 to 1.5) near corrugated plane, 
for j -- 1, cl -- 1. 
Figure lB. Lines of equal concentration (0.4 - 2.4) near corrugated plane, with unit 
flux from a distant source. 
Fisure 1C. Lines of equ~ conce~ttrat|on difference (-0.8 to 0.8) near cor r~ted  plane, 
for solution ahowin s the effect of branch cuts. 
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Our second example using this technique isfor the corrugated cylinder, based on the expression 
(3.8) for g(z), in which n is the number of corrugations. The equation of the surface S(z), derived 
from (3.1), is 
r-  = cos(n0) + [I - sin(n0)]  (6.8) 
in polar coordinates, with z = r cos(0) and V = rsin(0). The conformal variable ( is given by 
exp(- i()  = z n - o~; (6.9) 
each real value { of ( in the interval [0, 2~r) is mapped to n congruent points on S(z). From (3.3) 
we find 
= i n + (6.10) 
and, from (2.11) 
Figure 2. Lines of equal concentration (0.4 - 2.8) near corrugated cylinder. Complete 
cylinder, on reduced scale, on fight. 
where 
2pw[sin(½¢)] (6.11) 
~(() = A(1 + ~)(.-1)/2,',' 
o s ds  wCs) = (I - (8.12) 
is a generalized elliptic integral, with a modulus k which is still expressed in terms of a as shown 
in (6.4). For the exceptional value n = 1, the corrugation disappears and the cylinder is circular; 
since ~ = ion/A, the solutions are all elementary and, as discussed in more detail in the following 
section, the branch points disappear from the external region. But for other values of n, the 
theory of the previous section applies: there are n branch points in the external region, and 
associated cuts extending from these points to infinity. The integral in (6.10) reduces to an 
ordinary elliptic integral in the limit n ~ oo corresponding to many corrugations, and for n > 6 
is quite well approximated by the elliptic integral. 
In general, functions of the conformal variable ~ are represented on 2n different sheets of the (- 
plane, and admissible solutions C(() must be obtained by the summation of the functions c(*)(() 
(s = 1, 2, ... 2n) obtained by analytic continuation of a solution c(() of (2.9) to each of these 
sheets. Such solutions are functions of (( - (,)2n, where (s is the zero in the external region of 
the 2n-th root in (6.12), and also of (~ - ~,)2n where us = ~((,). However, if the bcBmdary 
condition at infinity or on a second surface S is consistent with the congruence under rotation of 
2~r/n, the functions ~(() used in (2.9) to generate different solutions will reflect this invariance, 
and C(() is found from the sum of only two distinct functions. Then the solutions given by (5.2) 
and (5.3) are sufficient. The asymptotic form of (5.3) in terms of ( is again C(() ,,* -it/, or 
C(z) ,,* n log(z) in terms of z. In Fig. 2 we show the surface and lines of constant concentration 
derived from (5.3). 
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7. SURFACES FROM SOLUTIONS 
Since the precise shape of the surface S on which the radiation boundary condition is satisfied 
is unimportant for our purpose, we shall now discuss briefly what could be regarded as a simpler 
approach: that of finding a surface S compatible with a known solution of Laplace's equation 
free of singularities and appropriate to the geometry of the problem considered. 
In this context, the function C is given and (2.3) is a non-linear partial differential equation to 
determine the function ~}. If there is no dependence of either function on zs, then, as before, we 
write z = z, and y = z2, and the characteristic equation of the surface has the form 
~Idz + 02dY = O, 
= ClC2 ± [c 2 c22 _ (p2 c 2 _ ) (p2 c 2 _ c 2 )] 
f C2 - 
(7.1) 
the solution of which is the equation of the surface. A separate integration will determine the 
flux on the surface. It will be noticed that in this instance, the solution of Laplace's equation 
may be free of singularities, but the equation (7.1), which determines the surface normally, has a 
singularity where the argument of the square root vanishes, so that the surface almost always has 
either cusps or points where the concentration vanishes. The singularity disappears in each of the 
limits p --. 0 (the Neumann condition) and p --* oo (the Dirichlet condition). If C~1 + C~ = p2C2, 
there is still a point of zero concentration because the surface becomes tangential to the flux. 
A simpler and more informative method can be based on (2.9), which, written with the help 
of (2.6) in terms of the complex variable z, is 
i~(z)lOCz)ld(z) = ep[cCz) + i,~]. (7.2) 
Since we do not yet know the conformal variable (, we choose a real constant for ~, and note 
that, since = 1 on the surface, the equation of the surface is given by 
Ic'(z)l = p Ic( ) + i, l. (7.3) 
and so is easily obtained by construction of the complex function c(z) = cr + ici, where cr is the 
concentration C. We note that, since this is a solution of Laplace's equation, 
dci = -C2dz + Cxdy (7.4) 
is a perfect differential which determines ci. 
As a simple and instructive illustration of this method, we suppose the known solution of 
Laplace's equation is C - y, so that c(z) = - i z  and d(z) = - i .  Then the equation of the surface 
S, obtained from (7.3), is (z - ~)2 + y2 = l/p2, representing a cylinder with radius liP; the 
constant ~ is clearly the constant of integration of the differential equation (7.1). As already 
noted in (2.10), the imaginary part ci = -z  of c(z) is a measure of the flux across the surface. 
The conformal variable appropriate to this example may be defined by 
exp(--i() -- z -- ~b, (7.5) 
and corresponds to (3.8) with n = 1. Since ~b(() = i exp(i(), in this instance the only branch 
points are at ~ = :t:ic¢, corresponding to z = o¢ and z = ~ (the centre of the cylinder), as might 
be anticipated from the fact that the solution has no singularity in any compact external region. 
The solution C = y assumed above for the purpose of illustration is, however, physically un- 
satisfactory in the external region, since it implies unlimited negative values of the concentration 
on the side of cylinder (y < 0) opposite to the source. We may avoid this difficulty by consid- 
ering instead an infinite sequence of overlapping cylinders with periodically spaced centers along 
the line Y - 0. Then the concentration is everywhere positive in the external region, and the 
radiation boundary condition is satisfied everywhere on the surface, with the possible xception 
of the cusps where the cylinders intersect and the normal direction is indeterminate. We note 
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that, to treat this problem by the conformal method, we need only replace z - ¢ in the above 
example by the periodic function [z - ¢], defined as the analytic continuation of its sine Fourier 
series, so that 
e(z) + i¢ = - i [z  - 0] = ia" - log{exp[i(z - ¢ + 7r)]} (7.6) 
with the logarithm on its principal sheet. The cylinders will intersect, at the point given by 
Iz - ¢ + ~r[ = [z - ¢ - ~r[ = l ip  and congruent points, if l ip  > ~r. The solution is discontinuous 
on the lines of flow through these points, but since the discontinuity affects only the imaginary 
part of c(z), this would appear to be unimportant. 
We may investigate the stability of the solution given by (7.6) under small perturbations of 
the surface which have the effect of replacing the cusps by a smooth surface. One method is to 
replace the logarithm in (7.6) by expressions like 
log{6 + exp[i(z - ¢ + a')]}, (7.7) 
involving a small parameter 6. This has little effect on the solution near most points of the 
surface, but produces large variations in the derivative of c(z) near the lines of discontinuity 
of the unperturbed solution, our conclusion is that the method suggested in this section may 
encounter difficulties, at least in some applications, analogous to the difficulties described in 
earlier sections. 
However, in some problems, the solution C = y could be interpreted without difficulty as a 
solution for the interior of the cylinder of radius l ip  derived by the application of the method 
of this section. It therefore satisfies the conditions of the Stekloff problem (Stekloff, 1902, 1908; 
see also Hersch et al., 1975): this is to find the solutions, if any, of Laplace's equation, analytic 
everywhere within a closed surface S on which the radiation boundary condition is imposed. 
When S is given, there are solutions only if p belongs to a set of eigenvalues related to the 
geometry of the surface. As we hope to show in more detail in a separate publication, the 
conformal method offers an effective approach to the solution of this problem. 
8. SURFACES IN THREE DIMENSIONS 
The methods developed in the previous sections are mostly restricted in their application to 
problems which are two-dimensional, or, if three-dimensional, have a translational invariance so 
that only two coordinates need be considered. There is, however, a general three-dimensional 
solution of Laplace's equation in terms of the complex variable, which is due to Whittaker [see 
Chapter 18 of Whittaker & Watson, 1940], and can be adapted to at least certain additional 
classes of problems of the type of present interest. This solution is 
e(xl, z2, x3) - C(xx + iz2 cos u + iz3 sin u, u)du, 
7 
(8.1) 
in terms of the cartesian coordinates introduced in Section 2. We shall show how this formula 
can be used to obtain solutions of Laplace's equation satisfying the radiation boundary condition 
on a three dimensional surface which has rotational invariance about an axis of symmetry. 
For this purpose, we write z = 71 as before, and 
y = Vcos(0  - u) ,  
z~ = pcosg, 73 = pain0, 
(8.2) 
so that the integrand in (7.1) is C(z+iy ,  u), or C(z, u), where z = x+iy .  If there is no separate 
dependence of C on u, then C = C(z), and the integral in (7.1) is then a solution of Laplace's 
equation in three dimensions with rotational symmetry about the z-axis; p is the distance from 
this axis, and y is the projection of the vector drawn from the axis to the point (71, z2, z.q), 
onto a plane P making an angle (8 - u) with that axis. Thus, any solution C(z) of Laplace's 
equation in the plane P can be converted to a solution in three dimensions by replacing y with 
its definition in (7.2), and substituting in (7.1). 
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We may now characterize those solutions which satisfy the radiation boundary condition on 
a surface 17[z, p] = 0 with rotational symmetry about the z-axis. To do this, for each value of 
(0 - u) [which may be regarded as a constant under the integral in (7.1)], we express rl[z, p], 
where p = y sec(0 - u), as the imaginary part of a function ~(z) = ~(z, y) + irl(z, y), where 
~(z, y) = 0 on the projection of the surface S onto the plane P defined above. The admissible 
solutions C(z) are then those determined by the procedure described earlier in this paper. 
With rotational symmetry, it is also possible to find the surfaces S at which the radiation 
boundary Condition is satisfied by a given solution C(z, p) of Laplace's equation, by a simple 
generalization of the methods of the previous section. When expressed in cylindrical coordinates, 
(2.3) reduces to 
+ ,7 c, = + (8.3) 
where the subscripts denote differentiation with respect to the variables so indicated; hence the 
characteristic equation (7.1) has precisely the same form in cartesian and cylindrical coordinates. 
As a very simple illustration of the conformal method, we suppose that the given solution of 
Laplace's equation is cr = z. Then the complex function in (7.1) is obviously C = (z + i#)/2~r, 
or C(z) = z/2~r, so d(z) = 1/27r. Hence the intersection of the surface with a plane that makes 
an angle (0 - u) with the z-axis is determined by ]z - 2ilr~ cos(0 - u)l = l/p, and the surface 
is z ~ + (p - ~)2 = l/p2, a toms in general, or a sphere of radius l ip if ~ = 0. In the external 
region the solution cr = z presents difficulties in interpretation of the same kind as those that 
were discussed in the last section, but this analysis shows that, applied to the interior of a torus 
or a sphere, it does provide an eigensolution of the Stekloff problem. 
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