Introduction
The zero-range process (ZRP) is a stochastic model in which many indistinguishable particles occupy sites on a lattice [1, 2, 3] . Each site of the lattice may contain an integer number of particles and the particles hop to the next site with a rate which depends on the number of particles at the departure site. In other words, each particle interacts with the particles at the same site, i.e., they have a zero-range interaction. The hop rate is totally asymmetric, i.e., particles can only move in the definite direction and hence the flow of particles, even from the macroscopic viewpoint, never vanishes in general. The flow gives rise to a contrasting density distribution of particles, and one may therefore regard the ZRP as a typical nonequilibrium system [4, 5] . Since one can choose any function as the hop rate function, the ZRP has been extensively studied and applied for a wide variety of many-particle systems [6, 7, 8] . Although there now exist a lot of generalized/extended versions of the ZRP [3, 5, 9] , in this paper we focus exclusively on the original one, i.e., the ZRP in one dimension and with periodic boundary. Updates of the particle configuration occur at each discrete time step, and two typical update rules, the parallel and random update rules, are considered. These rules are defined as follows. Parallel update rule: at each time step, simultaneously at every site, one particle attempts to hop to the next site with its hop rate. Random update rule: at each time step, a site is selected at random and then one particle at the site attempts to hop to the next site with its hop rate.
Studies with nonequilibrium phenomena have been developed from equilibrium statistical mechanics and thermodynamics. A relaxation process to thermal equilibrium is a realization of a nonequilibrium system and is investigated usually based on the master equation with the detailed balance condition [10] . The detailed balance condition guarantees (for ergodic systems) that a system initially in nonequilibrium eventually reaches a steady state without any flow of macroscopic quantities, and then one can find a potential function that gives the canonical distribution as a steady state. Consequently, we may consider that the detailed balance condition is an equilibrium condition for stochastic models in a steady state. If one starts with underlying equations of motion, time-reversal symmetry of those equations ensures detailed balance in thermal equilibrium [11] . Conversely, stochastic dynamics without time-reversal symmetry will drive the system far from thermal equilibrium. However, such systems may have a steady state with a macroscopic current, i.e., a so-called nonequilibrium steady state. As for the ZRP, the density of particles never converges to be homogeneous but the average flow becomes stationary in the course of time.
It is one of the most important properties of the ZRP that the steady state has a factorized form [12] . That means that the steady state probability of finding the system in a configuration is given by a product of single-site weights. The steady state probability is defined from the steady state condition that represents the balance of both probability currents due to hops into a particular configuration and due to hops out of the same configuration. The single-site weight plays the central role in presenting the steady state probability, and as mentioned in [13] it satisfies a recursion differently depending on the update rule chosen for the system. For a given hop rate function, one can find the single-site weight solving the recursion.
As well as ordinary statistical mechanical systems, the state sum over all configurations, i.e., the partition function, is essential for computing the expectation values; however, it is not given in a convenient form yet. In this paper, we provide a formula for the partition function for arbitrary numbers of sites and particles, which is expressed by the Lauricella hypergeometric function [14] . The hypergeometric function is one of the most general classes of functions for practical computation, and actually there are a variety of formulae for the function. Hence, using these formulae, we achieve mathematical computations, e.g. of the expectation values of physical quantities and of those in the thermodynamic limit. Here, the thermodynamic limit means that both numbers of sites and particles approach infinity with a finite density of particles.
It is notable that the ZRP in one dimension can be mapped onto an exclusion process, i.e., a many-particle system on a periodic lattice whose sites contain a single particle or none [3] . In figure 1 , we illustrate the ZRP and the corresponding exclusion process. Hereafter we call particles in the exclusion process (solid circles in figure 1(b)) 1 2 3 4 5 Site:
Figure 1. We illustrate (a) the zero-range process and (b) the corresponding exclusion process. The two systems are mutually mapped onto each other: empty circles in (a), denoting the indistinguishable particles in the zero-range process, are mapped onto the same number of blank sites in font of the vehicles numbered and denoted by solid circles in (b). In (a), one of n particles occupying the same site hops to the next site with hop rate u(n). Meanwhile, in (b) a vehicle with n blank sites in front hops to the next site with hop rate u(n). Note that the number of sites in (b) is equal to the sum of the numbers of sites and particles in (a).
vehicle to prevent confusion. According to this mapping, particles in the ZRP are regarded as the distance between adjacent vehicles in the exclusion process, i.e., the number of particles at site i indicates the number of blank sites in front of vehicle i following vehicle i − 1; accordingly, for a particle to hop to the next site in the ZRP is for a vehicle to hop to the next site in the exclusion process. This exclusion process adequately simulates a traffic flow in which vehicles hop forward each with its own probability depending on the distance to the front vehicle. Note that the number of sites in the exclusion process is equal to the sum of sites and particles in the ZRP and meanwhile the number of vehicles is equal to that of sites in the ZRP. Due to our interest in traffic flow [15, 16, 17] , a typical one of nonequilibrium statistical mechanical systems, we compute the fundamental diagram for the ZRP, i.e., the flux-density plot of the corresponding exclusion process. Flux is defined as the average velocity of vehicles multiplied by the density of vehicles. As far as studies of traffic flow are concerned, flux is perceived as a function of the density. The fundamental diagram clearly shows a property of collective phenomena occurring in many-particle systems, e.g. traffic jams in highway traffic. The validation of a traffic-flow model is therefore done by comparing the fundamental diagram with that measured in real traffic. In this paper, we mean that if not otherwise specified, the fundamental diagram is considered in the thermodynamic limit. This paper is organized as follows. In section II, we define the nonequilibrium steady state and then formulate the partition function in the steady state. In section III, we provide an exact solution of the ZRP: we have the partition function and the average velocity for the general case, and then obtain the fundamental diagram of the corresponding exclusion process. Section IV is devoted to discussion.
Nonequilibrium steady state and partition function
In this section, following [3] , we precisely define the nonequilibrium steady state of the ZRP and then formulate the partition function in that steady state. As well as equilibrium statistical mechanics, expectation values of physical quantities should be given by using that partition function. Here, we represent the average velocity of vehicles in the exclusion process corresponding to the ZRP for later use.
Nonequilibrium steady state
From the statistical viewpoint, the state of the ZRP should be assigned by the configuration of particles at the sites, and stochastic dynamics of particles is accordingly regarded as transition between configurations. Let P ({n m }) be the probability of finding the system in a configuration {n m } = {n 1 , n 2 , . . . , n M }, where n m denotes the number of particles at the mth site. The transition rate from {n
, is expressed by the hop rate function u(n) respectively according to the update rule, i.e., parallel and random update rules. Note that it is always true that u(0) = 0. Then, using these transition rates, the steady state condition is formulated to represent the balance of both probability currents due to hops into and out of a configuration.
2.1.1. Parallel update rule. We firstly consider the parallel update rule. The transition rate for the update rule is given by
where, at each site, ν m (= 0, 1) particle hops to the next site with probability u(n m ), and δ(n) is the Kronecker delta that returns unity if n = 0 and zero otherwise. Since site m may receive a particle only from site m − 1, ν m−1 appears in the argument of the Kronecker delta. The balance of probability currents at each configuration {n m } is represented by the following equation:
where the first term is the current inflowing into a configuration {n m } from the other configurations, and the second one is out of {n m }. Then, we call a solution of (2) the nonequilibrium steady state probability (or the steady state probability, simply). The steady state probability P ({n m }) is given as a product of the single-site weights f (n):
where a normalization Z M,N , the sum of the products over all configurations, is referred to as the partition function for the ZRP in the nonequilibrium steady state. One can directly confirm that (3) is a solution of (2); meanwhile the single-site weight is found to be
(See [3] and [18] for details.)
2.1.2. Random update rule. Next, we consider the random update rule. In this case, one can describe the steady state condition in a simple form:
where θ(n m ) is the Heaviside function, which emphasizes that site m must be occupied for there to be associated hops out of and into the configuration {n m }. As well as in the case of the parallel update rule, the steady state probability P ({n m }) is given in the product form (3). Substitution of (3) into (5) yields
to equate each term in the sum separately. As a result, one finds the single-site weight for the random update rule:
(See [3] for details.)
Partition function
In the two previous paragraphs, we see that the single-site weight f (n) is given by the hop rate function u(n) differently depending on the update rule. Here, we mention a fundamental relation between the single-site weight f (n) and the partition function Z M,N . This relation does not depend on which update rule is chosen.
It should be noted that f (n) is not identical to the probability that a given site (e.g. site 1) contains n particles. Let the probability denoted by p(n), and it is obtained from the probability distribution of configurations P ({n m }) as
The sum of p(n) over n is unity by definition, and we thereby obtain the recursion formula for the partition functions:
Note that this is a recursion for a double series with respect to M and N, and the partition functions are calculated recursively from the initial value Z 1,k . Considering the generating functions, f (ζ) :
we have a recursion with respect only to M:
. Consequently, we find the fundamental relation between the two generating functions:
Thus, the partition function Z M,N is obtained from the single-site weight f (n) via their generating functions.
Average velocity
As we mentioned in the introduction, we consider the exclusion process corresponding to the ZRP. Then, following [13] , we express the average velocity of vehicles by the partition function. It corresponds to the mean hop rate (or the flux of particles) in the ZRP. Using p(n), the single-site probability of configurations, given in (8), the average velocity in the steady state is defined by
Since this macroscopic flow is manifested as a nonequilibrium phenomenon, it is not obvious that one can express it by the partition function. However, we happily have the formula for each update rule as seen below.
2.3.1. Parallel update rule. Instead of (4), we use the recursion that the single-site weight for the parallel update rule satisfies:
Thus, from (13) and (8), we find that the average velocity satisfies the recursion with respect only to N:
Solving (14) for v M,N with respect to N, the average velocity is expressed by the partition function as
2.3.2. Random update rule. From (7), the recursion that the single-site weight for the random update rule satisfies is found to be
Then, from (16) and (8), we find that the average velocity is expressed by the partition function as
We note that (13) and (14), as well as (16) and (17), show a complete correspondence of f (n) to Z M,N , and that of u(n) to v M,N . Moreover, (11) implies that the interaction between sites is small enough for one to divide Z M (ζ) into f (ζ). It consequently seems that Z M (ζ), rather than Z M,N , should be regarded as the canonical partition function for the whole system (the lattice of M sites); meanwhile, Z M,N is the microcanonical partition function.
Exact solution
In this section, we compute the exact fundamental diagram, i.e., the flux-density plot of the exclusion process in the thermodynamic limit. These computations are fully done by using the formulae for the Lauricella hypergeometric function. The definition and formulae used are relegated to Appendix. We also give some examples: we illustrate an exact fundamental diagram to compare with the simulation result, and using the present solution we reproduce some exact solutions which were previously obtained in other methods.
Parallel update rule
We now turn to the computation of the partition function starting with the hop rate function u(n) given as
where K (≥ 1) is a constant integer. This is not a strong restriction, for one may take K to be as large as necessary. As far as traffic-flow models are concerned, it is quite natural to choose this kind of hop rate function.
Substitution of (18) into (4) yields f (n) = 0 for n > K + 1, and we accordingly transform f(ζ) into a convenient form, i.e.,
where we define n j=1 a j = 1 if n = 0. For further computations, we formally factor the most right hand side of (19) :
Then, comparing (19) with (20), we note the relation between x 1 , x 2 , . . . , x K and u(1), u(2), . . . , u(K), namely
where e n (x) is the nth elementary symmetric function of K variables, x = (x 1 , . . . , x K ).
(Note that the elementary symmetric functions are defined by its generating function:
= n e n (x)ζ n , and specially e 0 (x) = 1.) Accordingly, substitution of (20) into (11) yields
Compare (22) 
and otherwise Z M,N = 0. (See Appendix A for definition of the notation.) As seen below, this expression using the Lauricella hypergeometric function is quite useful for exact computation of expectation values.
3.1.1. Fundamental diagram. In the case that N > KM + M the average velocity in the steady state takes the value of unity, since all vehicles take more than K-site distance from the front vehicle (or all sites in the corresponding ZRP contain more than K particles). If N ≤ KM + M, by substituting of (23) into (15) we have an expression for the average velocity. Using a recursion formula for the Lauricella hypergeometric function with respect to parameters (Appendix A.2), (24) the sum in the numerator in (15) is firstly carried out:
Accordingly, the average velocity of vehicles for arbitrary numbers of sites and vehicles is given as
As mentioned in the introduction, from the viewpoint of traffic flow, the average velocity is regarded as a function of the density. Then, the fundamental diagram, the flux of vehicles plotted against the density, shows a particular feature of the flow.
In what follows, we compute the fundamental diagram in the thermodynamic limit in an explicit form. Note that the thermodynamic limit means that both numbers of sites and vehicles in the exclusion process, i.e., M + N and N, tend to infinity while the density ρ = M/(M + N) is assumed to be finite. It is, however, convenient to consider the limit that M and N tend to infinity with h = N/M fixed. Our strategy to take the thermodynamic limit is to eliminate the hypergeometric function from (26) .
One of the most important properties of the hypergeometric functions is that they satisfy second-order differential equations, the so-called hypergeometric differential equations. As well as in [13] , this property is extensively used in the present work. The Lauricella hypergeometric differential equation that Y = F D (α, β, γ; x) satisfies is defined by
where δ = i δ i and δ i = x i ∂/∂x i . Using a differentiation formula (A.11), we have
where y = F D (−N, −M, . . . , −M, M − N + 1; x), the denominator in (26) , and then substitution of this into (26) yields
Meanwhile, we consider the hypergeometric differential equation for y (where α = −N, β i = −M and γ = M − N + 1) and find
Since i δ i y = δy, equating the sum of the right hand side of (30) with that of (29) we successfully eliminate y. Consequently, as N tends to infinity, we have
where v denotes the average velocity in the thermodynamic limit. Since the right hand side of (31) is in a symmetric form with respect to x 1 , . . . , x K , one can express it using the elementary symmetric functions of them. Recall i (1 + x i ζ) = n e n (x)ζ n , and one finds the identity,
The left hand side of (32) is equivalent to the right hand side of (31) if one lets w = v/(1 − v). We thus obtain the explicit formula for the relation between the average headway h and the average velocity v. Since the density of vehicles is given by ρ = 1/(1 + h) and the flux is defined by Q = ρv, we finally obtain the fundamental diagram for the ZRP with the parallel update rule in a parametric representation:
where the average velocity v (0 ≤ v ≤ 1) is regarded as the parameter; especially, (ρ, Q) = (1, 0) at v = 0 and (1/(K + 2), 1/(K + 2)) at v = 1. Note that due to the condition N ≤ KM + M, (33) is available while ρ ≥ 1/(K + 2). The hop rate function u(n) is given in (18) , and one is encouraged to choose the hop rates u(1), u(2), . . . , u(K), including K. In addition to the fundamental diagram, i.e., the leading term in the thermodynamic limit, one can compute the correction terms with respect to the system size, L = M +N. Expand the average velocity as
, and substitution of this into (30) yields a series of equations for the correction terms. By definition v 0 = v, and solving the equations in turn, one obtains the higher-order correction terms as functions of v.
We remark that h in (33) is expressed in a more simple form, i.e.,
where w = v/(1 − v) (accordingly v = w/(1 + w), w ≥ 0) is the parameter and f (w) is defined by (19) . This expression is more convenient for analytical computation than (33). In §3.2, we find that with respect to the random update rule, the fundamental diagram is also represented in the same form. We shall discuss these consequences at the same time in Discussion.
3.1.2.
A traffic-flow model. As an example, we illustrate a fundamental diagram choosing a hop rate function that approximately describes motion of vehicles in traffic flow, i.e.,
where we let c = 3/2. Note that the hop rate function can be estimated from real traffic data, and (35) is often chosen for traffic-flow models [19, 20] . Figure 2 3.1.3. Asymmetric simple exclusion process. In some cases, an explicit formula for the fundamental diagram is provided instead of the parametric representation. For example, we provide an explicit formula for the flux of the asymmetric simple exclusion process (ASEP) [21, 22] , which is an exclusion process with a constant hop rate. The hop rate function for this process is given as
and K in (33) is accordingly taken to be infinity. Then, substitution of (36) into (33) yields
In this case, we can eliminate the parameter v in (33) and easily obtain the flux Q as a function of the density ρ:
This result was already obtained in [23, 24, 13] ; especially, the higher-order correction terms were included in [13] .
Random update rule
In the same way as in the case of the parallel update rule, we obtain the fundamental diagram for the ZRP with the random update rule, and we hence give the relevant results briefly without detailed computations. The single-site weight in the nonequilibrium steady state is given in (7), and the generating function for these weights is given as
Then, we formally factor (39) into f (ζ) = ∞ i=1 (1 + x i ζ) and express the partition function by the Lauricella hypergeometric function:
where the independent variables x = (x 1 , x 2 , . . .) satisfy
In (40), the limit included means that one should replace κ with 0 in the end of computation. Although Z M,N is presented in an unsophisticated form, it is convenient for further computations as seen below.
Fundamental diagram.
From (17) and (40), the average velocity for the finite numbers, M and N, is expressed by the Lauricella hypergeometric function:
Thus, applying the formulae for the hypergeometric functions we find the average headway h to be
Consequently, we obtain the fundamental diagram for the ZRP with random update rule in a parametric presentation,
where v is the parameter. Also in the present case, one can compute the higher-order correction terms. Moreover, h is expressed in a simple form as well as in the case of parallel update rule:
where f (v) is given in (39).
In contrast with the parallel-update case, we need to determine the range of parameter v. For this purpose, we impose a simple condition on the hop function, i.e.,
which surely allows us to determine the parameter range. It is also natural to take this condition especially for traffic-flow models. One immediately finds that under the condition (46), the radius of convergence of f(v) is equal to u ∞ ; meanwhile, (45) tells that due to h > 0, f (v) is an increasing function of v while v > 0. It therefore turns out that f (v) approaches its maximum value as v goes to u ∞ . Thus, we identify the range of values of v to be 0 ≤ v < u ∞ . It depends on the asymptotic behaviour of u(n) whether f (v) converges or not at v = u ∞ . The convergence of f (v) has been discussed in the context of condensation occurring in the ZRP [3, 25, 26] . 3.2.
3. An explicitly solvable model. We consider a simple hop rate function which allows us to provide a direct formula of fundamental diagram instead of the parametric representation, i.e.,
Substitution of (47) into (45) via (39) yields
Accordingly, eliminating v from (44), we obtain the fundamental diagram as
One can also figure out an explicit formula for this model in the case of the parallel update rule; however, one has to solve a cubic equation.
If we take the limit as λ → p (i.e., q → 1) in (49), we recover the fundamental diagram of the ASEP, Q = pρ(1 − ρ), which is a well-known solution [22] . If we let p = 1 (q = λ, accordingly), then we recover another exact solution given in [27] , where they obtained the same result by using the matrix-product ansatz.
Discussion
In this paper, we provide an exact solution of the zero-range process: we have the partition function for the general case, which is expressed by the Lauricella hypergeometric function, and which allows us to make further computations. Although the solution obtained is rather formal, that is enough for us to compute expectation values of macroscopic quantities. In particular, using the exact partition function we obtain the flux for arbitrary numbers of sites and particles. Moreover, from the viewpoint of utility, expanding the solution of the flux in terms of the site number, we have the fundamental diagram, the leading term of the expansion. Correction terms also can be figured out according to need.
We have two exact fundamental diagrams each for the parallel and random update rules. Both diagrams are given respectively by different functions of the average velocity, whereas they can be collectively expressed in the same form: the particle density h in the ZRP (or the average headway of vehicles in the exclusion process) is given by
where the single-site weight f (n) is determined by the hop rate function differently depending on the update rule. At the same time, w is connected with the average velocity v as follows: w = v/(1 − v) for the parallel update rule, and w = v for the random update rule. This formulation is not only useful for analytical computation but also gives a physical interpretation to the nonequilibrium steady state from the viewpoint of equilibrium statistical mechanics: if one considers the grand canonical ensemble where all sites but one are regarded as the external of the one, the particle number at the single site fluctuates due to the particle flow and one may then think of w as the fugacity chosen to fix the density of particles [3] . Due to the fact that the steady state of the ZRP has a factorized form, one can do within equilibrium statistical mechanics while dealing with the macroscopic quantities averaged over all the lattice. In this regard, one may take Z M,N as the canonical partition function in which the particle number is conserved. As a result, we work out the computation of the fundamental diagram entirely within the canonical ensemble. Nevertheless, in general, statistical treatment in the canonical ensemble is more difficult than that in the grand canonical ensemble.
An analytical approach based on the grand canonical ensemble was previously made to the ZRP with the random update rule in [6] , and to the ZRP with the parallel update rule in [18] . Considering a hop rate function decreasing asymptotically in the number of particles at a site, they have the same equation as (50) under the assumption of the grand canonical ensemble and thus derive a criterion for condensation and the critical density. Recently, canonical analysis of the condensation is also done [25, 26] . In this regard, it will be interesting to exactly compute the probability p(n) that a single site is to contain n particles in the steady state.
In the last decade, a number of exact solutions of many-particle systems with stochastic dynamics, e.g. the ASEP, have been obtained by several distinct techniques, such as the matrix product ansatz [28, 29] , the Bethe ansatz solution [30, 24] . In the present work we carry out some theoretical computations, where the theory of special functions [14] properly guides us, e.g., into the parametric representation of the fundamental diagram. The techniques improved for solving stochastic many-particle systems, on the whole, do complement each other, and they will be a great help even when one deals with nonequilibrium systems unsolvable.
Recently, as a traffic-flow model, we introduce the stochastic optimal velocity (SOV) model [19, 31] in the form of combining two exactly solvable models, i.e., the ASEP appearing as a special case of the ZRP, and the ZRP itself; however it does not seem to us that the model has an exact solution in the general case. In numerical simulations, we find that the SOV model has an intriguing and complex phase transition in the fundamental diagram, and our future goal is to analyse in detail the phase transition observed, e.g., by using a theoretical method for exactly solvable models.
Firstly, we define the Lauricella hypergeometric function F D with K arguments by
where α, β 1 , . . . , β K and γ are all complex parameters, (a) n = a(a + 1) · · · (a + n − 1) is the Pochhammer symbol, and notations in the right hand side are defined as follows:
We also use the following notations for simplicity: β = (β 1 , β 2 , . . . , β K ) and x = (x 1 , x 2 , . . . , x K ).
The hypergeometric differential equation for F D (α, β, γ; x) is given in (27) . We omit the integral representation because it is not used in the present work.
Appendix A.1. Generating function
We present the generating function for F D :
Here, we give a proof of (A.2) by mathematical induction. One should note the relations, (ii) Assume that (A.2) holds if K = l − 1, and one accordingly has
where x ′ = (x 1 , . . . , x l−1 ), β ′ = (β 1 , . . . , β l−1 ) and I k = {m = (m 1 , . . . , m k ) ; m i ∈ Z ≥0 (i = 1, 2, . . . , k)}.
Thus, (A.2) holds also when K = l. Therefore, we may conclude that (A.2) holds for any natural number K.
Appendix A.2. Recursion formula
We provide a recursion with respect to the parameters, α and γ, for Thus, (A.11) is proven.
