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TETRIS HYPERGRAPHS AND COMBINATIONS OF
IMPARTIAL GAMES
ENDRE BOROS, VLADIMIR GURVICH, NHAN BAO HO,
KAZUHISA MAKINO, AND PETER MURSIC
Abstract. The Sprague-Grundy (SG) theory reduces the sum
of impartial games to the classical game of NIM . We general-
ize the concept of sum and introduce H-combinations of impartial
games for any hypergraphH. In particular, we introduce the game
NIMH which is the H-combination of single pile NIM games.
An impartial game is called SG decreasing if its SG value is de-
creased by every move. Extending the SG theory, we reduce the
H-combination of SG decreasing games to NIMH. We call H a
Tetris hypergraph if NIMH is SG decreasing. We provide some
necessary and some sufficient conditions for a hypergraph to be
Tetris.
1. Introduction
An impartial game can be modeled by a directed graph Γ = (X,E),
in which a vertex x ∈ X represents a position, while a directed edge
(x, x′) ∈ E represents a move from position x to x′, which we will also
denote by x→ x′.
The graph Γ may be infinite, but we will always assume that any
sequence of successive moves (called a play) x → x′, x′ → x′′, · · · is
finite. In particular, this implies that Γ has no directed cycles. The
game is played by two players with a token placed at an initial position.
They alternate in moving the token along the directed edges of the
graph. The game ends when the token reaches a terminal, that is, a
vertex with no outgoing edges. The player who made the last move
wins, equivalently, the one who is out of moves, loses.
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In this paper we consider only impartial games and call them simply
games.
The basic concepts and definitions related to impartial games will
be briefly summarized in the next section. We refer the reader to [1, 2]
for more details.
It is known that the set of positions of a game Γ can uniquely be
partitioned into sets of winning and loosing positions. Every move
from a loosing position goes to a winning one, while from a winning
position we always have a move to a loosing one; see Section 2. This
partition shows how to win the game, whenever possible. The so-called
Sprague-Grundy (SG) function GΓ : X → Z≥ is a generalization of the
above partition; see Section 2. Namely, GΓ(x) = 0 if and only if x is a
loosing position.
Given n games Γi, i = 1, ..., n, their sum Γ = Γ1 + · · · + Γn is the
game in which players on their turn choose one of the games and make
a move in it. To play optimally the sum, it is not enough to know
the winning-loosing partitions of all the games Γi, i = 1, ..., n. Sprague
and Grundy [14, 15, 8] resolved this problem. They proved that the SG
function of the sum can easily be computed from the SG functions of
the summands and thus we can compute the winning-loosing partition
of the sum; see Section 2.
A classical example for sum is NIMn. Given n piles of stones, a move
consists of choosing a nonempty pile and taking some positive number
of stones from it. By this definition, NIMn is the sum of n single pile
NIM games. Bouton [6] described the winning-loosing partition of this
game.
In this paper we propose a generalization of the notion of sum of
games. Given n games Γi, i ∈ V = {1, ..., n}, as above, and a hyper-
graphH ⊆ 2V , we introduce the H-combination ΓH of the given games.
In ΓH players on their turn choose one of the hyperedges H ∈ H and
make a move in all Γi, i ∈ H . As before, the player who cannot do this
is the looser.
The sum of n games is anH-combination withH = {{1}, ..., {n}}. If
H = {V }, we call the H-combination the product of the given games.
Let us note that these and a few similar operations were considered
under different names in the literature. For instance, Smith [13] calls
the sum a disjunctive compound, the product a conjunctive compound;
he also mentions selective compounds, which are H-combinations with
H = {S ⊆ V | S 6= ∅}.
Moore [11] introduced a generalization of NIMn, which we will de-
note NIM≤n,k. Given n piles of stones, a move in NIM
≤
n,k consists of
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choosing ℓ nonempty piles, 1 ≤ ℓ ≤ k, and taking a positive num-
ber of stones from each of the chosen piles. Moore [11] described the
winning-loosing partition of NIM≤n,k, in other words, positions of SG
value 0. Jenkyns and Mayberry [10] described the set of positions of
NIM≤n,k in which the SG value is 1 and got an explicit formula for the
SG function in case k = n− 1. The game NIM≤n,k can also be seen as
an H-combination with H = H≤n,k = {S ⊆ V | 1 ≤ |S| ≤ k}.
In [4] another generalizationNIM=n,k ofNIMn was introduced, which
is also an H-combination with H = H=n,k = {S ⊆ V | |S| = k}, and an
explicit formula was given for the SG function when 2k ≥ n.
Given a hypergraphH ⊆ 2V , let us defineNIMH as theH-combination
of n single pile NIM1 games. Note that the family of NIMH games
is closed under hypergraph combinations. The above cited generaliza-
tions of NIM all belong to the family of NIMH games.
In all of the above cases, when the SG functions are known, we have
the following equality:
(1) GΓH = GNIMH (GΓ1 , ...,GΓn) .
In this paper we would like to find other classes of games for which
equality (1) holds.
A game Γ is called SG decreasing if the SG value is strictly decreased
by every move. The single pile NIM is the simplest example of an SG
decreasing game. Another example is NIM=n,k when n < 2k, [4]. We
call a hypergraph H Tetris if NIMH is an SG decreasing game.
Given a game Γ and a position x of it, we denote by TΓ(x) the length
of the longest play starting at x and call TΓ the Tetris function of Γ.
It is easy to show that Γ is SG decreasing if and only if GΓ = TΓ; see
Section 4 This implies that from every nonterminal position of an SG
decreasing game one can win by a single move.
Theorem 1. Equality (1) holds for arbitrary hypergraph H ⊆ 2V and
SG decreasing games Γi, i ∈ V .
Let us remark that equality (1) does not always hold. Consider, for
example, Γ1 = NIM1, Γ2 = NIM2 and H = {{1, 2}}. In this case Γ2
is not SG decreasing and equality (1) may fail.
While computing the SG function for games seems to be very hard,
in general, the above theorem allows us to outline new cases when the
problem is tractable. In [5] we introduce a special family of hypergraphs
for which GNIMH can be described by a closed formula. This result
combined with Theorem 1 provides new families of games for which
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the SG function can be expressed by an explicit formula via the Tetris
functions TΓi , i ∈ V . For instance, the above introduced hypergraphs
H=2k,k for k ≥ 2 and H
≤
k+1,k for k ≥ 2 appear to be such families.
Let us add that sometimes even for very small games we do not
know how to compute the SG function; for instance, for the games
NIMH with H = {{1, 2}, {1, 3}, {1}, {2}, {3}} [3], or NIM
≤
4,2 [10, 3],
or NIM=5,2 [4]. In the latter case we cannot even describe the winning-
loosing partition.
If we replace in equality (1) the SG function by the Tetris function
we get always equality.
Theorem 2. Given games Γi, i ∈ V , and a hypergraph H ⊆ 2V we
have the equality
(2) TΓH = TNIMH (TΓ1 , ..., TΓn) .
The above two theorems immediately imply the following statement.
Corollary 1. If H is a Tetris hypergraph then H-combination of SG
decreasing games is SG decreasing. In particular, a Tetris combination
of Tetris hypergraphs is Tetris.
While recognizing if a given hypergraph is Tetris is a hard decision
problem, we can provide a necessary and sufficient condition for hyper-
graphs of dimension at most 3, where the dimension dim(H) of H is
the size of the largest hyperedge in H. For a hypergraph H ⊆ 2V and
a subset S ⊆ V we denote by HS the subhypergraph of H induced by
S
HS = {H ∈ H | H ⊆ S}.
Theorem 3. A hypergraph H of dimension at most 3 is Tetris if and
only if
(3)
∀S ⊆ V with HS 6= ∅ ∃H ∈ HS such that H ∩H
′ 6= ∅ ∀H ′ ∈ HS.
Let us remark that computing the Tetris function value for NIMH
is an NP-hard problem, even for hypergraphs of dimension at most 3.
Furthermore, computing the SG function value is also NP-hard for this
family of games.
2. Definitions and notation
It is not difficult to characterize the winning strategies in a game
Γ = (X,E). The subset P ⊆ X of the loosing positions is uniquely
defined by the following two properties:
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(IND) P is independent, that is, for any x ∈ P and move x → x′ we
have x′ 6∈ P;
(ABS) P is absorbing, that is, for any x 6∈ P there is a move x → x′
such that x′ ∈ P .
It is easily seen that the set P can be obtained by the following simple
recursive algorithm [12]: include in P each terminal of Γ; include in
X \ P every position x of Γ from which there is a move x → x′ to a
terminal x′; delete from Γ all considered positions and repeat.
It is also clear that any move x → x′ of a player to a P-position
x′ ∈ P is a winning move. Indeed, by (IND), the opponent must leave
P by the next move, and then, by (ABS), the player can reenter P.
Since, by definition, all plays of Γ are finite and, by construction, all
terminals are in P , sooner or later the opponent will be out of moves.
In combinatorial game theory positions x ∈ P and x 6∈ P are usually
called a P- and N -positions, respectively. The next player wins in an
N -position, while the previous one wins in a P-position.
By definition, NIMn is the sum of n games, each of which (a single
pile NIM1) is trivial. Yet, NIMn itself is not. It was solved by Bouton
in his seminal paper [6] as follows. The NIM-sum x1 ⊕ · · · ⊕ xn of
nonnegative integers is defined as the bitwise binary sum. For example,
3⊕5 = 0112⊕1012 = 1102 = 6, 3⊕6 = 5, 5⊕6 = 3, and 3⊕5⊕6 = 0.
It was shown in [6] that x = (x1, . . . , xn) ∈ Zn≥ is a P-position of NIMn
if and only if x1 ⊕ · · · ⊕ xn = 0.
To play the sum Γ = Γ1+Γ2, it is not sufficient to know P-positions
of Γ1 and Γ2, since x = (x
1, x2) may be a P-position of Γ even when
x1 is not a P-position of Γ1 and x
2 is not a P-position of Γ2. For
example, x = (x1, x2) is a P-position of the two pile NIM2 if and only
if x1 = x2, while only x1 = 0 and x2 = 0 are the unique P-positions
of the corresponding single pile games. To play the sums we need the
concept of the Sprague-Grundy (SG) function, which is a refinement
of the concept of P-positions.
Given a finite subset S ⊆ Z≥, let mex(S) (the minimum excluded
value) be the smallest k ∈ Z≥ that is not in S. In particular, mex(∅) =
0, by the definition.
Given an impartial game Γ = (X,E), the SG function GΓ : X → Z≥
is defined recursively, as follows: GΓ(x) = 0 for any terminal x and, in
general, GΓ(x) = mex({GΓ(x′) | x→ x′}).
It can be seen easily that the following two properties define the SG
function uniquely.
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(1) No move keeps the SG value, that is, GΓ(x) 6= GΓ(x′) for any
move x→ x′.
(2) The SG value can be arbitrarily (but strictly) reduced by a
move, that is, for any integer v such that 0 ≤ v < G(x) there is
a move x→ x′ such that GΓ(x′) = v.
The definition of the SG function implies several other important
properties:
(3) The P-positions are exactly the zeros of the SG function: GΓ(x) =
0 if and only if x is a P-position of Γ.
(4) The SG function of NIMn is the NIM-sum of the cardinal-
ities of its piles, that is, GNIMn(x) = x1 ⊕ · · · ⊕ xn for all
x = (x1, . . . , xn) ∈ Zn≥; see [6, 14, 15, 8].
(5) In general, the SG function of the sum of n games is the NIM-
sum of the n SG functions of the summands. More precisely, let
Γ = Γ1+ . . .+Γn be the sum of n games and x = (x
1, . . . , xn) be
a position of Γ, where xi is a position of Γi for i ∈ V = {1, ..., n},
then GΓ(x) = GΓ1(x
1)⊕ · · · ⊕ GΓn(x
n); see [14, 15, 8].
SG theory shows that playing a sum of games Γ = Γ1+ · · ·+Γn may
be effectively replaced by NIMn in which each summand game Γi is
replaced by a pile of xi = GΓi(x) stones, for i ∈ V .
3. Hypergraph Combinations of Games
Given games Γi = (Xi, Ei), i ∈ V = {1, ..., n}, and a hypergraph
H ⊆ 2V , we define the H-combination ΓH = (X,E) of these games by
setting
X =
∏
i∈V
Xi, and
E =
{
(x, x′) ∈ X ×X
∣∣∣∣ ∃ H ∈ H such that (xi, x
′
i) ∈ Ei ∀i ∈ H,
xi = x
′
i ∀i 6∈ H
}
.
Since the combination game NIMH plays a special role in our state-
ments, we introduce a simplified notation for the rest of the paper.
Namely, we denote by GH the SG function, by TH the Tetris function,
and by PH the set of P -positions of NIMH.
Proof of Theorem 1. Consider the H-combination ΓH = (X,E) as
defined above, and show that the function defined by (1) satisfies the
defining properties of the SG function.
First, consider a position x = (x1, ..., xn) ∈ X . Let us denote by
g = g(x) = (GΓi(xi) | i ∈ V ) ∈ Z
V
≥ the vector of SG values in the n
given games. Note that g ∈ ZV≥ is a position in the game NIMH.
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Let us denote by
f(x1, ..., xn) = GH(g(x))
the function defined by the right hand side of (1).
Consider first a move (x, x′) ∈ E, where (xi, x′i) ∈ Ei for i ∈ H
for some hyperedge H ∈ H. By the definition of E we must have
x′i = xi for all i 6∈ H . Denote by g
′ ∈ ZV≥ the corresponding vector of
SG values. Note that g′i < gi for i ∈ H since Γi is an SG decreasing
game for all i ∈ V , and g′i = gi for all i 6∈ H since xi = x
′
i for these
indices. Consequently, g → g′ is a move in NIMH, and therefore
f(x) = GH(g) 6= GH(g′) = f(x′). Thus we proved that every move in
ΓH changes the value of function f .
Next, let us consider an integer 0 ≤ v < f(x). We are going to show
that there exists a move x → x′ in ΓH such that f(x′) = v. Let us
consider again the corresponding integer vector g = g(x) ∈ ZV≥, for
which we have f(x) = GH(g). By the definition of the SG function of
NIMH, there must exists a move g → g′ such that GH(g′) = v. Assume
that this move is an H-move for some H ∈ H, that is that g′i < gi for
i ∈ H and g′i = gi for i 6∈ H . Then we have GΓi(xi) = gi > g
′
i for
all i ∈ H , and thus we must have moves xi → x′i in Γi, i ∈ H such
that GΓi(x
′
i) = g
′
i for all i ∈ H . Then with x
′
i = xi for i 6∈ H , we get
that x → x′ is a move in the H-combination, and f(x′) = v. Thus we
proved that each smaller SG value can be realized by a move in the
combination game.
The above arguments can be completed by an easy induction to show
that GΓH(x) = f(x) for all x ∈ X . 
Since the Tetris function is the length of a longest path in the di-
rected graph of the game, it is uniquely defined by the following three
properties:
(a) Every move decreases its value.
(b) If it is positive in a position, then there exists a move from that
position that decreases it by exactly one.
(c) It takes value zero at every terminal.
Proof of Theorem 2. Similarly to the proof of Theorem 1, we shall
show that the function defined by the right hand side of (2) satisfies
properties (a), (b) and (c) above.
Consider a position x = (x1, ..., xn) ∈ X , and denote by t = t(x) =
(TΓi(xi) | i ∈ V ) ∈ Z
V
≥ the vector of Tetris values in the n given games.
Note that t is a position in the game NIMH.
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Let us denote by
h(x1, ..., xn) = TH(t(x))
the function defined by the right hand side of (2).
Consider first a move (x, x′) ∈ E, where (xi, x
′
i) ∈ Ei for i ∈ H
for some hyperedge H ∈ H. By the definition of E we must have
x′i = xi for all i 6∈ H . Denote by t
′ ∈ ZV≥ the corresponding vector
of Tetris values, and note that t′i < ti for i ∈ H since TΓi satisfies
property (a) for all i ∈ V , and t′i = ti for all i 6∈ H since xi = x
′
i
for these indices. Consequently, t → t′ = t(x′) is a move in NIMH,
and therefore h(x) = TH(t(x)) > TH(t(x′)) = h(x′), since TH satisfies
property (a). Thus we proved that every move in ΓH decreases the
value of function h.
Consider next an arbitrary position x ∈ X such that 0 < h(x) =
TH(t(x)). Since TH satisfies property (b), there exists a move t(x)→ t′
in NIMH such that TH(t′) = TH(t(x))− 1. Then, by the definition of
NIMH we must have H = {i ∈ V | ti > t′i} ∈ H. Since TΓi satisfies
property (b), there must exist moves xi → x
′
i such that TΓi(x
′
i) =
TΓi(xi) − 1 = ti − 1 for i ∈ H . Define x
′
i = xi for i 6∈ H . Then we
have TH(t(x)) − 1 ≥ TH(t(x′)) ≥ TH(t′) by the definition of NIMH.
Consequently we have h(x′) = h(x)− 1.
Finally, to see property (c), let us consider a terminal position x ∈ X
and its corresponding Tetris value vector t(x). By the definition of
NIMH this is a terminal position if and only if {i ∈ V | ti = 0}
intersects all hyperedges of H, in which case we must have h(x) =
TH(t(x)) = 0. 
4. Tetris Hypergraphs
4.1. A necessary condition for TH = GH. Let us start by observing
that for every game Γ = (X,E) and position x ∈ X we have the
inequality
(4) GΓ(x) ≤ TΓ(x).
Let us continue with some basic properties of Tetris hypergraphs.
Lemma 1. Given a hypergraph H ⊆ 2V , the following three statements
are equivalent:
(i) H is a Tetris hypergraph;
(ii) GH = TH;
(iii) for all positions x ∈ ZV≥ and for all integers 0 ≤ v < TH(x) we
have a move x→ x′ in NIMH such that TH(x′) = v.
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Proof. These equivalences follow directly from the definitions of Tetris
hypergraphs, Tetris and SG functions, and SG decreasing games. 
For a hyperedge H ∈ H, and a position x ∈ ZV≥, we call a move
x→ x′ in NIMH an H-move if {i ∈ V | x′i < xi} = H .
For a subset H ⊆ V we denote by χ(H) its characteristic vector. For
positions x ≥ χ(H) we shall consider two special H-moves from x:
Slow H-move:: x → xs(H) defined by xs(H)i = xi − 1 for i ∈ H ,
and x
s(H)
i = xi for i 6∈ H , that is by decreasing every coordinate
in H by exactly one.
Fast H-move:: x → xf(H) defined by xf(H)i = 0 for i ∈ H , and
x
f(H)
i = xi for i 6∈ H , that is by decreasing the size of every
coordinate in H to zero.
Let us associate to a hypergraph H ⊆ 2V the set of positions ZH ⊆
Z
V
≥ which have zero Tetris value:
ZH = {x ∈ Z
V
≥ | TH(x) = 0}.
Obviously, we have
(5) ZH ⊆ PH,
since there is no move from x by the definition of the Tetris function.
We shall show next that in fact all P-positions of NIMH are in ZH if
and only if condition (3) holds.
Theorem 4. Given a hypergraph H ⊆ 2V , ∅ 6∈ H, we have ZH = PH
if and only if H satisfies property (3).
Proof. By (5) we always have ZH ⊆ PH.
Assume first that we also have PH ⊆ ZH, and consider a subset
S ⊆ V such that HS 6= ∅. For a position x ∈ ZV≥ we denote by
supp(x) = {i | xi > 0} the set of its support. Let us then choose
a position x ∈ ZV≥ such that supp(x) = S. Since HS 6= ∅, we have
TH(x) > 0 implying GH(x) > 0 by our assumption. Then, by the
definition of the SG function we must have a hyperedge H ′ ∈ H and
an H ′-move x→ x′ such that 0 = GH(x′) ≥ GH(xf(H
′)), implying again
by our assumption that TH(xf(H
′)) = 0. Thus, H ′ ⊆ supp(x) = S
must intersect all hyperedges of HS. Since this argument works for an
arbitrary subset S ⊆ V with HS 6= ∅, property (3) follows.
For the other direction assume H satisfies property (3), and consider
a position x ∈ ZV≥ for which TH(x) > 0. Then Hsupp(x) 6= ∅, and
thus by property (3) we have a hyperedge H ∈ Hsupp(x) that intersects
all other hyperedges of this induced subhypergraph, that is for which
TH(x
f(H)) = 0, implying GH(x
f(H)) = 0 by (4). Since x → xf(H) is an
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Figure 1. A hypergraph H on the ground set V = Z9,
with hyperedges Ti = {i, i + 1, i + 2} and Fi = {i, i +
1, i + 4, i + 6} for i ∈ Z9, where additions are modulo
9, that is, H = {Ti, Fi | i ∈ Z9}. The figure shows T1
(dotted, blue) and F0 (solid, red.) This hypergraph has
an intersecting hyperedge, but is not Tetris.
H-move, GH(x) 6= 0 is implied by the definition of the SG function.
Since this follows for all positions x with TH(x) > 0, we can conclude
that PH ⊆ ZH, as claimed. 
Corollary 2. Condition (3) is necessary for a hypergraph to be Tetris.

The following example demonstrates that condition (3) alone is not
enough, generally, to guarantee that a hypergraph is Tetris, or equiva-
lently by (ii) of Lemma 1, to ensure the equality of the SG and Tetris
functions.
Lemma 2. The hypergraph defined in Figure 1 satisfies (3), but does
not have GH = TH.
Proof. To see this claim let us set Tj and Fj for j ∈ Z9 as in the caption
of Figure 1, where additions are modulo 9. Then let us observe first
that
Tj ∩ Fi 6= ∅ and Fj ∩ Fi 6= ∅ for all i, j ∈ Z9.
An easy analysis show that H satisfy condition (3).
On the other hand, for the position x = (1, 1, ..., 1) ∈ ZV+ we have
TH(x) = 3. Furthermore, TH(x−χ(Tj)) = 2 and TH(x−χ(Fj)) = 0 for
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all j ∈ Z9. Thus, there exists no move x→ x′ with TH(x′) = 1, which
by (iii) of Lemma 1 implies that GH 6= TH. 
Note that the above example is a hypergraph with dim(H) = 4.
We will show later as claimed in Theorem 3 that for hypergraphs of
dimension 3 or less there are no such examples.
It is interesting to note that for hypergraphs of dimension 2 condition
(3) can be substantially simplified.
Lemma 3. Assume that H ⊆ 2V is a hypergraph of dim(H) = 2 and
such that it has at least one edge H ∈ H with |H| = 2. Then H satisfies
(3) if and only if there is a hyperedge H ∈ H such that H ∩H ′ 6= ∅ for
all H ′ ∈ H.
Proof. Figures below show the possible structure of such (hyper)graphs.
On the left H is a singleton (red circle), while on te right it is a 2-
element set (red edge). Circles in both pictures indicate possible sin-
gletons (1-element hyperedges.) 
H
· · ·
H
· · · · · · · · ·
4.2. A sufficient condition for TH = GH. Let us first recall some
basic properties of Tetris functions.
Lemma 4. Consider a hypergraph H ⊆ 2V , a hyperedge H ∈ H, and
a position x ∈ ZV≥ such that x ≥ χ(H). Then for every integer value
TH(xf(H)) ≤ v ≤ TH(xs(H)) we have an H-move x → x′ such that
TH(x
′) = v.
Proof. We can decrease the components x
s(H)
i , i ∈ H in an arbitrary
order, subtracting one in each step, until we get xf(H). Every time the
Tetris value can decrease by at most one. Since x
s(H)
i < xi for all i ∈ H ,
all the positions encountered in the above process can be reached from
x by a single H-move. 
Given a hypergraph H ⊆ 2V , and a position x ∈ ZV≥, let us call an
integer vector m ∈ ZH≥ an x-vector, if
(6)
∑
H∈H
mHχ(H) ≤ x and
∑
H∈H
mH = TH(x).
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Let us denote by M(x) ⊆ ZH≥ the family of x-vectors. Let us further
define
(7) Hx−pack = {H ∈ H | ∃m ∈M(x) s.t. mH > 0},
that is Hx−pack is the subfamily of H of those hyperedges that partici-
pate with a positive multiplicity in some maximal TH(x)-packing of H.
Every vector m ∈M(x) corresponds to such a maximal TH(x)-packing
of H.
Let us consider Hsupp(x) the subhypergraph induced by the support
of x, and define a subhypergraph of Hsupp(x) as
(8) Hx−all = {H ∈ Hsupp(x) | ∀H
′ ∈ Hsupp(x) : H ∩H
′ 6= ∅},
consisting of those hyperedges that intersect all others in this subhy-
pergraph.
Lemma 5. Consider a hypergraph H ⊆ 2V that satisfies condition (3),
and a position x ∈ ZV≥ such that TH(x) > 0. Then we have H
x−all 6= ∅
and Hx−pack 6= ∅. Furthermore, we have
(i) TH(x) > TH(xs(H)) ≥ TH(xf(H)) ≥ 0 for all H ∈ Hsupp(x);
(ii) TH(xs(H)) ≥ TH(x)− |H| for all H ∈ Hsupp(x);
(iii) TH(x
s(H)) = TH(x)− 1 for all H ∈ H
x−pack;
(iv) TH(xf(H)) = 0 if and only if H ∈ Hx−all;
(v) TH(x) ≥ TH(x− χ({k})) ≥ TH(x)− 1 for all k ∈ supp(x).
Proof. Trivial by the definitions. 
We are now ready to prove Theorem 3.
Proof of Theorem 3. By Corollary 2, condition (3) is necessary for a
hypergraph of any dimension to be Tetris. We prove next that for
hypergraphs of dimension at most 3 condition (3) is also sufficient.
The proof is indirect. Assume that there exists a hypergraphH ⊆ 2V
of dim(H) ≤ 3 satisfying condition (3) such that GH 6= TH. By Lemma
1 this implies the existence of a position x ∈ ZV≥ and a value TH(x) >
v ≥ 0 such that there exists no move x → x′ with TH(x
′) = v. Since
condition (3) applies to all induced subhypergraphs, we can assume
without any loss of generality that
(9) V = supp(x).
Then, by Lemma 4 it follows that for all H ∈ H we must have
either TH(x
s(H)) ≤ v − 1,(10a)
or TH(x
f(H)) ≥ v + 1.(10b)
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By (i) of Lemma 5 we cannot have both (10a) and (10b) hold for a
hyperedge H ∈ H. Thus, the above defines a unique partition of the
hyperedges of H:
H1 = {H ∈ H | TH(x
s(H)) ≤ v − 1} and
H2 = {H ∈ H | TH(x
f(H)) ≥ v + 1}.
(11)
Thus, for H ∈ H1 we get by (ii) of Lemma 5 that
TH(x)− 3 ≤ TH(x
s(H)) ≤ v − 1,
while for H ∈ H2 we get by (i) and (iii) of Lemma 5 that
TH(x)− 1 ≥ TH(x
s(H)) ≥ TH(x
f(H)) ≥ v + 1.
These inequalities together imply that we must have v = TH(x)−2 > 0,
and that
for H ∈ H1 we have TH(x
s(H)) = TH(x)− 3, and(12a)
for H ∈ H2 we have TH(x
f(H)) = TH(x)− 1.(12b)
The next series of claims help us to prove that we must have TH(x) =
3, and that we have xi = 1 for all i ∈ H ∈ H1.
Lemma 6. We have Hx−all ⊆ H1.
Proof. For all H ∈ Hx−all we have by definition TH(xf(H)) = 0 <
TH(x)− 1. Thus, H ∈ H1 follows. 
Lemma 7. For all H ∈ H1 we have |H| = 3.
Proof. The claim follows by the definition of H1, (ii) of Lemma 5, and
the assumption that dim(H) ≤ 3. 
Lemma 8. We have Hx−pack = H2.
Proof. By definition, for all H ∈ Hx−pack we have TH(xs(H)) = TH(x)−
1 > TH(x) − 3, implying H ∈ H2. For H ∈ H2 by (i) of Lemma 5
it follows that TH(x) > TH(xs(H)) ≥ TH(xf(H)) = TH(x) − 1, implying
TH(xs(H)) = TH(x)− 1. Let us choose an arbitrary m ∈ M(xs(H)) and
define m′H = mH + 1 and m
′
H′ = mH′ for all H
′ 6= H . Then we have
m′ ∈M(x) and m′H > 0 implying H ∈ H
x−pack by (7). 
Lemma 9. For all m ∈M(x) and H ∈ H we have mH ≤ 1.
Proof. If mH ≥ 2 for some H ∈ H, then for position x′ = x − 2χ(H)
we have that TH(x′) = TH(x)− 2 and x→ x′ is a move, contradicting
our assumption that there exists no such move. 
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Lemma 10. For all H1 ∈ Hx−all and H2 ∈ Hx−pack(= H2) we have
|H1 ∩H2| = 1.
Proof. Let us assume indirectly that |H1 ∩ H2| ≥ 2. By Lemma 6 we
have that |H1| = 3. Assume w.l.o.g. that H1 = {i, j, k} and {i, j} ⊆
H2. Let us then define position x
′ by x′ℓ = xℓ for ℓ 6∈ {i, j} and
x′ℓ = xℓ − 1 for ℓ ∈ {i, j}. Then we have x
′ ≥ xs(H2), implying
TH(x
′) ≥ TH(x
s(H2)) = TH(x)− 1
by the monotonicity of TH, (iii) of Lemma 5, and Lemma 8. Further-
more, we have x′ − χ({k}) ≤ xs(H1) implying by (v) of Lemma 5 that
TH(x
′)− 1 ≤ TH(x
′ − χ({k})) ≤ TH(x
s(H1)).
From the above TH(xs(H1)) ≥ TH(x)− 2 follows, contradicting (12a).
This contradiction proves that we must have |H1 ∩H2| ≤ 1, while the
definition of Hx−all implies H1 ∩ H2 6= ∅, concluding the proof of our
claim. 
For a multiplicity vectorm ∈M(x) let us associate the corresponding
position x(m) defined by
(13) x(m) =
∑
H∈H
m(H)χ(H).
Lemma 11. For all m ∈M(x) and i ∈ H∗ ∈ Hx−all we have x(m)i =
xi.
Proof. Clearly, we must have x(m) ≤ x for all m ∈ M(x), by the
definition of M(x). Assume indirectly that there exists m ∈ M(x)
an index i ∈ H∗ = {i, j, k} such that x(m)i < xi. Then we have
x(m) ≤ x− χ({i}), implying by (v) of Lemma 5 that
TH(x) ≥ TH(x− χ({i})) ≥
∑
H∈H
m(H) = TH(x),
from which TH(x − χ({i})) = TH(x) follows. Thus, again by (v) of
Lemma 5, we would get
TH(x
s(H∗)) = TH((x−χ({i}))−χ({j, k})) ≥ TH(x−χ({i}))−2 = TH(x)−2,
contradicting (12a) and Lemma 6. This contradiction proves our claim.

Corollary 3. For all H∗ ∈ Hx−all we have TH(x) =
∑
i∈H∗ xi.
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Proof. Applying Lemma 10 for an m ∈M(x), and noting that m(H) >
0 implies H ∈ H2 by Lemma 8, we can write
TH(x) =
∑
H∈H
m(H)
=
∑
H∈H2
m(H)
=
∑
H∈H2
m(H)|H ∩H∗|
=
∑
i∈H∗
∑
H∈H2
H∋i
m(H)
=
∑
i∈H∗
x(m)i
=
∑
i∈H∗
xi,
where the last equality follows by Lemma 11. 
Lemma 12. For all H∗ ∈ Hx−all and all i ∈ H∗ we have xi = 1.
Proof. Let us fix a hyperedge H∗ = {i, j, k} ∈ Hx−all and note that
Lemmas 10 and 11 imply the existence of a hyperedge H2 ∈ H2 with
H2 ∩ H∗ = {i}. Let us then consider an arbitrary multiplicity vector
m ∈ M(xf(H2)). Let us note that for all H ∈ H with m(H) > 0 we
must have H ⊆ supp(xf(H2)) ⊆ supp(x), and thus H ∩ (H∗ \H2) 6= ∅
by the definition of Hx−all. Thus, using (12b) we can write
TH(x)− 1 = TH(x
f(H2)) =
∑
H∈H
m(H)
≤
∑
H∈H
m(H)|H ∩ (H∗ \H2)|
= x(m)j + x(m)k
≤ xf(H2)j + x
f(H2)
k
= xj + xk
= TH(x)− xi.
From the above xi ≤ 1 follows, while H∗ ⊆ supp(x) implies xi ≥ 1. 
Corollary 4. We have TH(x) = 3.
Proof. Corollary 3 and Lemma 12 imply TH(x) = 3. 
Corollary 5. We have Hx−all = H1.
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Proof. By Corollary 4 and (12a) we have TH(xs(H)) = 0 for every H ∈
H1, implying H1 ⊆ Hx−all. Thus the claim follows by Lemma 6. 
As a consequence of the above, we can restate (12a) - (12b) as follows:
TH(x
s(H)) = 0 ∀H ∈ H1 = H
x−all,(14a)
TH(x
f(H)) = 2 ∀H ∈ H2 = H
x−pack.(14b)
Furthermore, by Lemma 12 and Corollary 5 we have
(15) xi = 1 for all i ∈
⋃
H∈H1
H.
Lemma 13. For every H ∈ H1 and for every i ∈ H there exists
H ′ ∈ H2 such that H ∩H ′ = {i}.
Proof. Since TH(x) = 3 by Corollary 4, the equalities in (15) and
Lemma 8 imply the claim. 
In the rest of the proof we show that H1 and H2 have some special
structure, from which we can derive a contradiction at the end. To this
end we show first that H1 includes three hyperedges such that any two
of those intersect in exactly one point.
Lemma 14. For all H∗ ∈ H1 and i ∈ H∗ there exists H∗∗ ∈ H1 such
that i 6∈ H∗∗.
Proof. By Lemma 7 we have |H∗| = 3, and therefore we must have
a point j ∈ H∗ \ {i}. Lemma 13 imply the existence of a hyperdege
H ∈ H2 such that H∗ ∩ H = {j}, and therefore i 6∈ H . This implies
HV \{i} 6= ∅, since this induced subhypergraph contains H . Therefore,
by condition (3) there exists a hyperedge H∗∗ ∈ HV \{i} that inter-
sects all others in this induced subhypergraph. Consequently, for all
hyperedges H ′ ∈ H such that H ′ ∩ H∗∗ = ∅ we must have i ∈ H ′.
Therefore, TH(xf(H
∗∗)) ≤ xi = 1. By the definition of H2 and (14b) we
get H∗∗ ∈ H1, as claimed. 
Lemma 15. Consider H1, H2 ∈ H1 such that i ∈ H1∩H2. Then there
exist no H3 ∈ H1 such that H3 ⊆ (H1 ∪H2) \ {i}.
Proof. By Lemma 13 there exists a hyperedge H ′ ∈ H2 such that H1 ∩
H ′ = {i}. By Lemma 10 we also must have |H2 ∩ H ′| = 1, thus by
i ∈ H2 we get H ′ ∩ ((H1 ∪H2) \ {i}) = ∅. Since by Lemma 10 we must
have H ′ ∩H3 6= ∅ for all H3 ∈ H1, the claimed relation is implied. 
Lemma 16. There exists hyperedges H1, H2 ∈ H1 such that |H1∩H2| =
1.
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Proof. By Lemma 14 we have |H1| ≥ 2, and no point belongs to all
edges of H1. Since H1 = Hx−all by Corollary 4, it is an intersecting
family. Since dim(H1) = 3, any two distinct hyperedges of H1 intersect
in one or two points.
Assume indirectly that any two (distinct) hyperedges of H1 intersect
in two points. Pick arbitrary two hyperedges of H1, say H1 = {i, j, k}
and H2 = {i, j, ℓ}, and let H3 ∈ H1 such that i 6∈ H3. By Lemma 14
such an H3 exists. Then, |H1 ∩ H3| ≥ 2 and |H2 ∩ H3| ≥ 2 together
with i 6∈ H3 imply H3 = {j, k, ℓ}, that is that H3 ⊆ (H1 ∪ H2) \ {i},
contradicting Lemma 15. This contradiction proves the claim. 
Lemma 17. There exists hyperedges H1, H2, H3 ∈ H1 such that |Hp ∩
Hq| = 1 for all 1 ≤ p < q ≤ 3.
Proof. By Lemma 16 we have H1, H2 ∈ H1 such that H1 ∩ H2 = {i}
for some i ∈ V . Then by Lemma 14 there exists H3 ∈ H1 such that
i 6∈ H3. We also have H3 6⊆ (H1 ∪ H2) \ {i} by Lemma 15. Thus the
claim follows. 
Corollary 6. Thus, there exist six distinct points X = {a, b, c, d, e, f} ⊆
V such that H1 = {a, b, f}, H2 = {b, c, d} and H3 = {c, a, e} are all
hyperedges in H1. 
We show next that H2 has also a special form with respect to these
six points.
Lemma 18. For all H ∈ H2 we have one of the following: {a, d} ⊆ H,
{b, e} ⊆ H, or {c, f} ⊆ H.
Proof. By Lemmas 8, 10, and Corollary 5 we have |H ∩Hp| = 1 for all
p = 1, 2, 3. Then either H has the form as claimed, or H = {d, e, f}. In
the latter case however, let us consider H ′ ∈ H2 such that H ′∩H = ∅.
Such an H ′ must exist by the facts TH(x) = 3 and H ∈ H2 = Hx−pack.
This set also must intersect Hp, p = 1, 2, 3 in exactly one point, however
this is now impossible without intersecting H , too. Thus, only the
claimed forms remain feasible for sets of H2. 
Corollary 7. Thus, using α = {a, d}, β = {b, e} and γ = {c, f}, we
can conclude that the subhypergraphs
H2,α = {H ∈ H2 | α ⊆ H},
H2,β = {H ∈ H2 | β ⊆ H}, and
H2,γ = {H ∈ H2 | γ ⊆ H}
form a partition of H2. Furthermore, none of these families are empty.
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Proof. The first claim follows directly by Lemma 18. By (15) we have
xa = xb = xc = xd = xe = xf = 1, and thus for any m ∈ M(x)
and µ ∈ {α, β, γ} we must have
∑
H∈H2,µ
m(H) ≤ 1 by Lemma 11.
On the other hand we have TH(x) = 3 by Corollary 4, and thus for
all m ∈ M(x) and for all µ ∈ {α, β, γ} we must have a hyperedge
H ∈ H2,µ with m(H) = 1, completing the proof of the claim. 
Lemma 19. These exists no hyperedge H ∈ H1 that would contain µ
for µ ∈ {α, β, γ}.
Proof. Assume indirectly that e.g., H = {a, d, u} ∈ H1. Then by
Lemma 10 we must have u ∈ H ′ for all H ′ ∈ H2,β ∪ H2,γ , and thus, in
particular, u 6∈ X . Since TH(x) = 3, we must have xu ≥ 3. Let us then
consider the H-move x→ x′, where x′i = xi for i 6∈ H , x
′
a = 0, x
′
d = 0,
and x′u = 1. Then all hyperedges of H2 that are subsets of supp(x
′)
contain u, and thus we must have TH(x′) = 1, contradicting (14a). 
Let us next introduce Nµ =
⋃
{H \ µ | H ∈ H2,µ} for µ ∈ {α, β, γ}.
Note that these sets are disjoint from X = H1 ∪ H2 ∪ H3, defined in
Corollary 6, by Lemma 10.
Lemma 20. Let µ, ν ∈ {α, β, γ}, µ 6= ν and consider two sets H ∈
H2,µ and H ′ ∈ H2,ν that are disjoint H ∩H ′ = ∅. Then there exists a
hyperedge H ′′ ∈ H2,µ ∪ H2,ν that intersects both H and H ′.
Proof. By condition (3) we must have a set H ′′ ⊆ H∪H ′, H ′′ ∈ H that
intersects all sets in the non-empty induced subhypergraph HH∪H′ . If
H ′′ ∈ H1, then |H ′′| = 3 by Lemma 7, and thus we must have either
|H ′′ ∩ H| ≥ 2 or |H ′′ ∩ H ′| ≥ 2, contradicting Lemma 10. Thus we
must have H ′′ ∈ H2, and therefore H ′′ ∈ H2,µ ∪H2,ν by Lemma 18, as
claimed. 
Corollary 8. For µ, ν ∈ {α, β, γ}, µ 6= ν, we either have Nµ ⊆ Nν or
Nν ⊆ Nµ.
Proof. If there are points u ∈ Nµ\Nν and v ∈ Nν \Nµ, then by Lemma
20 we have either µ∪{v} ∈ H2,µ, or ν∪{v} ∈ H2,ν contradicting u 6∈ Nν
or v 6∈ Nµ. 
Lemma 21. Let µ, ν ∈ {α, β, γ}, µ 6= ν. Then, there exists no two
distinct points u, v ∈ V \ X such that all four sets µ ∪ {u}, µ ∪ {v},
ν ∪ {u}, and ν ∪ {v} are hyperedges of H.
Proof. Assume indirectly that such points do exist. Then by Lemma 19
these sets are all from H2. By condition (3) we must have a hyperedge
H ⊆ {µ ∪ ν ∪ {u, v} in H that intersects all these sets. Since H must
intersect some of these four sets in two points, H ∈ H2 holds by Lemma
TETRIS HYPERGRAPHS AND COMBINATIONS OF IMPARTIAL GAMES 19
10. Then, by Corollary 7 we have H ∈ H2,µ ∪ H2,ν . This is however
impossible, since there exists no such subset of size at most 3 that
would either contain µ or ν and intersect all these fours sets. 
Corollary 9. For all µ, ν ∈ {α, β, γ}, µ 6= ν we have |Nµ ∩Nν | ≤ 1.
Proof. Immediate from Lemma 21. 
Corollary 10. Up to a relabeling of the vertices, we have Nα ⊆ Nβ ⊆
Nγ, and |Nα| ≤ |Nβ| ≤ 1.
Proof. Immediate by Corollaries 8 and 9. 
Lemma 22. At most one of α, β and γ is a hyperedge of H.
Proof. If e.g., α, β ∈ H, then by property (3) we must have a hyperedge
H ∈ H such that H ⊆ α ∪ β and it intersects both α and β. Since
α, β ∈ H2, by Lemmas 10 and 7 we have that H 6∈ H1 and hence
H ∈ H2. Then, by Corollary 7 we must have H ∈ H2,α or H ∈ H2,β.
Since H must intersect both α and β, |H| = 3 follows, from which we
derive a contradiction by Lemma 10, due to the structure of H1 sets
within the set X . 
Lemma 23. Nα 6= ∅.
Proof. Assume indirectly that Nα = ∅. This implies that H2,α = {α}.
Let us now consider an arbitrary m ∈ M(x). Since TH(x) = 3 by
Corollary 4, we must have hyperedges Hµ ∈ H2,µ for all µ ∈ {α, β, γ}
with m(Hµ) = 1 by (15). In particular, we must have m(α) = 1 and
m(H) = 1 for some H ∈ H2,β. Since α ∩ H = ∅, by property (3) we
must have a hyperedge H ′ ∈ H that intersects both α and H such that
H ′ ⊆ α ∪ H . If H ′ ∈ H1 then we get a contradiction by Lemma 10.
Thus we must have H ′ ∈ H2. Then by Corollary 7 and the fact that
H2,α = {α} we must have H ′ ∈ H2,β . This contradicts the fact that α
is disjoint from all sets of H2,β. 
Thus by Corollary 10 and Lemma 23 we have |Nα| = |Nβ| = 1, that
is for some u ∈ V we have Nα = Nβ = {u} ⊆ Nγ . Therefore we
have H = γ ∪ {u} ∈ H2,γ . Let x′ = xf(H), and consider m ∈ M(x′).
By Lemma 10 we have m(H∗) = 0 for all H∗ ∈ H1. Furthermore,
for any H ′ ∈ H2 such that u ∈ H
′ we also must have m(H ′) = 0.
Consequently, only H ′ ∈ H2,α ∪ H2,β, u 6∈ H ′ can have m(H ′) = 1
(and not more by (15).) Since by Lemma 22 at most one of α and β
can belong to H2, we must have TH(x′) ≤ 1 contradicting (14b). This
contradiction completes the proof of the theorem. 
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4.3. Another sufficient condition for TH = GH. We can strengthen
condition (3) by requiring that any two hyperedges intersect. In other
words, for all H,H ′ ∈ H we have H ∩H ′ 6= ∅.
Theorem 5. If H ⊆ 2V is an intersecting hypergraph, then we have
GH(x) = TH(x) for all positions x ∈ ZV≥.
Proof. Let us consider an arbitrary position x ∈ ZV≥. If TH(x) = 0, then
the claim holds by definition. Assume that TH(x) > 0 and consider a
hyperedge H ∈ H such that TH(x−χH) = TH(x)−1. Such a hyperedge
exists since TH(x) > 0. Let us then consider the positions xs(H), and
xf(H). By our choice of H we have TH(x
s(H)) = TH(x) − 1. Since
the hypergraph is intersecting, we also have TH(xf(H)) = 0. Thus, by
Lemma 4 for all values 0 ≤ v ≤ TH(x) − 1 there exists an H-move
x→ x′ such that TH(x′) = v. Since this holds for all positions, we get
GH(x) = TH(x) by Lemma 1. 
4.4. Computing the Tetris Function.
Theorem 6. Given a hypergraph H ⊆ 2V and a position x ∈ ZV≥,
computing TH(x) is
(i) NP-hard for intersecting hypergraphs;
(ii) NP-hard for hypergraphs of dimension at most 3;
(iii) polynomial for hypergraphs of dimension at most 2 (i.e., for
graphs).
Proof. Let us consider an arbitrary hypergraph H ⊆ 2V . Its matching
number µ(H) is the maximum number of pairwise disjoint hyperedges
of H, and is known to be NP-hard to compute. Let us then consider
w 6∈ V and define H∗ = {H ∪ {w} | H ∈ H}. Furthermore, let
us consider the position x ∈ ZV ∪{w}≥ defined by xi = 1 for i ∈ V
and xw = |H|. Then H
∗ is an intersecting hypergraph and we have
TH∗(x) = µ(H).
If H is of dimension 3, and xi = 1 for all i ∈ V , then we have again
TH(x) = µ(H).
Finally, if H is of dimension at most 2, then TH(b) for a position
b ∈ ZV≥ is the so called b-matching number of the underlying graph and
is known to be computable in polynomial time (see [7, 16]). 
Corollary 11. Given a hypergraph H ⊆ 2V and a position x ∈ ZV≥,
computing GH(x) is NP-hard, already for intersecting hypergraphs.
Proof. Since intersecting hypergraphs satisfy condition (3), Theorem 3
implies TH = GH. Thus the claim follows by (i) of Theorem 6. 
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