Advanced manufacturing technologies, such as CNC machines, require significant investments, but also offer new capabilities to the manufacturers. One of the important capabilities of a CNC machine is the controllable processing times. By using this capability, the due date requirements of customers can be satisfied much more effectively. Processing times of the jobs on a CNC machine can be easily controlled via machining conditions such that they can be increased or decreased at the expense of tooling cost. Since scheduling decisions are very sensitive to the processing times, we solve the process planning and scheduling problems simultaneously. In this study, we consider the problem of scheduling a set of jobs on a single CNC machine to minimize the sum of total weighted tardiness, tooling and machining costs. We formulated the joint problem, which is NP-hard since the total weighted tardiness problem (with fixed processing times) is strongly NP-hard alone, as a nonlinear mixed integer program. We proposed a DP-based heuristic to solve the problem for a given sequence and designed a local search algorithm that uses it as a base heuristic.
Introduction
Buyer-manufacturer relationship plays an important role in business. Buyers desire reliable delivery times for meeting their own schedules. From the perspective of the manufacturers, each buyer has a different priority. All of these require manufacturers to consider weighted tardiness problem in their scheduling decisions. If manufacturers have a flexible manufacturing system, in addition to its other capabilities, they also gain a capability to be more competitive in meeting customer due dates. This capability is to be able to control processing times, which is a readily available feature on modern computer numerical controlled (CNC) machines.
This study deals with scheduling a set of jobs on a single CNC machine to minimize the total weighted tardiness, 1J P w i T i . When we analyze the single machine total weighted tardiness problem, there are two important parameters, namely the processing time vector, p, and due date vector, d. In the literature, the p vector is treated as a hard constraint, i.e., we are not allowed to change it. On the other hand, the d vector is considered as a soft constraint that means we are allowed to deviate from the desired due dates but a certain cost penalty is incurred for these deviations. In this study, one of the most important objectives is to show that the processing times can be treated as decision variables as well and their cost impact can be measured in terms of the corresponding machining and tooling costs.
Processing times on a CNC machine are controlled by machining conditions. We can increase or decrease the processing time of a job by changing the machining conditions. However, there is an additional tooling cost which is incurred when we increase the cutting speed and/or feed rate. In the current literature, process planning and scheduling problems are solved sequentially. After calculating locally optimal process parameters that minimize the manufacturing cost, processing times are then passed to the scheduling level. In reality, however, the time it takes to process each part can be controlled (albeit at higher cost). Since it is well known that scheduling problems are very sensitive to processing times, a controllable processing time brings additional solution flexibility in finding solutions to the scheduling problem.
Processing time control and its impact on sequencing decisions and operational performance have been receiving an increasing attention in the scheduling literature. Most of the studies on scheduling with controllable processing times assume that the processing time is a linear function of the amount of resource allocated to the processing of the job as summarized in the recent survey of Shabtay and Steiner [11] . Since the analysis of linear cost functions is tractable, most of the current literature on controllable processing time problems focus on such functions (e.g. Vickson [14] , Cheng et al. [3] , Tseng et al. [13] ). However, using linear cost functions does not reflect the law of diminishing returns. There are some papers, similar to our study, that relax the linearity assumption by using either a specific or a general type of convex decreasing resource consumption function. Al-Ahmari [1] minimize the sum of completion times in conjunction with determining the optimal machining conditions that specify the processing time of each job. Shabtay and Kaspi [9] and Gurel and Akturk [4] study the problem of minimizing the total weighted flow time on a single machine with controllable processing times using different nonlinear compression cost functions. Yedidsion et al. [17] minimize maximum lateness on a single machine, whereas Xu and Feng [16] develop a local search algorithm to study a single machine scheduling problem with fixed delivery dates.
The value of the controllable processing times becomes even more critical during the current economical crisis, since it allows companies to adjust their production resources more effectively to meet the due date requirements. As far as our problem is concerned, controllable processing times may constitute a flexibility in capacity since the available production time is no longer fixed and can be increased by compressing the processing times of jobs with, of course, an additional amount of cost. Thus, it brings up the trade-off between the revenue gained by satisfying due dates on time and the amount of compression cost.
This study considers the problem of scheduling a set of jobs on a single CNC machine to minimize the sum of total weighted tardiness, tooling and machining costs. This is the first study that uses the total weighted tardiness as a scheduling objective in addition to minimizing the manufacturing cost. The joint problem is NP-hard since the total weighted tardiness problem (with fixed processing times) is strongly NP-hard alone as showed by Lawler [7] . Therefore, no algorithm is likely to be proposed to solve the problem optimally in polynomial time. Hence, it is justifiable to try heuristic approaches to solve our problem.
In this study, we develop an efficient dynamic programming (DP) based algorithm that considers interactions among the jobs in a given sequence. The proposed algorithm minimizes the sum of total weighted tardiness, tooling and machining costs for a given sequence. We employ a problem space genetic algorithm (PSGA) that uses the proposed algorithm as a base heuristic to determine the processing and starting times of each job simultaneously to minimize the stated objective function. At each stage of the base DP algorithm, we generate a set of processing time alternatives for each job (i.e., states of the DP) in a recursive equation. After finding the processing time for the first job in the sequence, it generates the processing times for the rest of the jobs by using the recursive equations and alternative states of each job in a forward DP algorithm.
In the next section, we define the scope of this study and give the mathematical formulation of the problem. In Sections 3 and 4, we introduce our proposed local search and DP-based algorithms, respectively. Computational results are given in Section 5. Finally, we give concluding remarks in Section 6.
Problem definition
We are given N jobs, and each job may have a different due date, tardiness penalty and cutting tool type. The problem is scheduling these jobs on a single CNC machine in order to minimize the sum of total weighted tardiness, machining and tooling costs. CNC machine that is continuously available can process one job at a time. Preemption is not allowed and all jobs are ready at time 0. Furthermore, we assume that the CNC machine is equipped with an off-board tool magazine, and tools can be replaced while the machine is working without interrupting the actual cutting operation. Cutting speed, v i , and feed rate, f i , of the CNC machine constitute the machining conditions for each job i and they can easily be adjusted to new settings. The pair of (v i , f i ) determines the processing time of each job.
The notation used for the mathematical formulation is given below: tardiness of job i
Parameters
If we ignore the scheduling problem, the remaining problem is reduced to determine the optimum machining conditions, i.e. v n i and f n i , for each job that minimizes the sum of machining and tooling costs. This problem can be solved independently for each job since there is no coupling constraints among the jobs as discussed in Kayan and Akturk [5] . There is a one to one relationship between the machining conditions and processing time. We can calculate the processing time of each job as
where D i and L i are the diameter and length of the generated surface for the job i, respectively. The processing time in the optimal solution of this reduced problem gives an upper bound of the processing time, p u i , for our problem since if we increase the processing time above that value, the sum of machining and tooling costs also increase. Furthermore, the weighted tardiness is a regular scheduling measure so that the weighted tardiness cost does not decrease beyond this value as well. Moreover, the available horsepower of the CNC machine and the cutting tool life place upper bounds on the cutting speed, whereas the required surface finish of each job limits the feed rate. Consequently, these parameters specify another bound on the processing time such that there is a lower bound for the processing time of each job, p l i , due to technological limitations of the CNC machine along with the job related attributes. In sum, the lower and upper bounds for the processing times in our problem are found by determining optimal machining conditions for each job (i.e., by considering machining and tooling costs only, subject to the tool life, machine power and surface finish constraints).
As we stated before, our overall objective is minimizing the sum of total weighted tardiness, machining, and tooling costs simultaneously. A tardiness penalty is incurred for each time unit, if job i is completed after its due date, d i , such that We have to make two decisions: an optimal processing time for each job and the sequence of the jobs. By using lower and upper bounds of the processing times defined above, the nonlinear mixed integer programming formulation of the original problem is given below:
The first term in the objective function is the weighted tardiness cost. The second term is machining cost and the last one is tooling cost. The first constraint set is the lower and upper bounds for the processing times. The next set of constraints are the set of disjunctive noninterference constraints such that the CNC machine can process one job at a time.
In the following sections, we will present the local search algorithm for the original problem and the DP-based heuristic for the subproblem.
The proposed simultaneous algorithm
In current literature, determination of processing times and scheduling these jobs on a production resource are generally considered as separate problems. These two problems are solved sequentially at different levels of factory management. Processing times are determined at the process planning level, while the scheduling problem is solved afterwards at the operational level. The most significant drawback of any sequential approach is the fact that the interaction between two levels is ignored. By using the flexibilities provided by a CNC machine, the due date requirement can be satisfied better or operation cost due to machining and tooling costs can be decreased. Therefore, we propose a problem space genetic algorithm (PSGA) to exploit the interaction between two levels. Consequently, the machining conditions and the weighted tardiness problems can be solved simultaneously to generate better solutions for the overall problem.
Problem space genetic algorithms (PSGAs) have been shown in previous research to be quite effective for a variety of scheduling problems [12] . PSGAs are basically local search algorithms. To develop a PSGA, it is necessary to define an initial feasible solution, a base heuristic and a neighborhood structure. In order to generate an initial solution, we will employ the apparent tardiness cost (ATC) sequencing rule, which is shown to be superior to other sequencing rules for the 1J P w i T i problem. Under the ATC rule, jobs are scheduled one at a time; i.e., every time the machine becomes free, a ranking index is computed for each remaining job i. The job with the highest ranking index is then selected to be processed next. The ranking index is a function of the time t at which the machine became free, as well as the p i , w i and d i of the remaining jobs and a look-ahead parameter K as discussed in Pinedo [8] .
As outlined in Algorithm 1, we first form a job sequence by utilizing the ATC rule. Afterwards, for a given sequence, we determine the optimum processing times for the overall objective function in Step 2.6. The neighborhood is constructed through perturbation of the ATC priorities and the search is performed in the space of these perturbations. We then employ the basic principles of a genetic algorithm in Steps 3-5 to generate new sequences. Require p i l , p i u , w i and d i for each job i, and N.
Step 1.
Create an initial population of perturbation vectors, d, at random from a range of ðÀy,yÞ.
Step 2. Sequence generation: For each perturbation vector l (chromosome) of the population do;
Step 2.1. Set the current time t ¼ 0 and number of scheduled jobs to k¼0, and calculate average of averages of processing times as follows:
Step 2.2. For each unscheduled job i at time t, calculate the ATC priorities as follows:
Step 2.3. ATC priorities are normalized into interval [0, 1] yielding Z i ðtÞ as follows, let a min (t) ¼ min i a i (t) and a max (t) ¼ 
Step 2.5. Select the job with the highest perturbed priority and schedule it next in the sequence. Set t ¼ t þ p avg i and k ¼ k + 1. If there are any unscheduled jobs, k oN, then go to Step 2.2.
Step 2.6. Solve the following nonlinear mathematical model to determine the optimum processing times for the newly generated sequence, and calculate the objective function value for the given perturbation vector, denoted by V(l).
p i 4 0 and s i Z0 ð6Þ
Step 3. After finishing all members in the population, save the best and worst solutions. If the number of generations reaches the limit, then stop and report the best solution.
Step 4. Compute the fitness value, f(l), of each perturbation vector as follows, let V max be the maximum objective value in the population and the parameter f is the selectivity constant of the algorithm such that:
As the selectivity constant, f, increases, better solutions will have a greater chance of being selected. If f is too large, the population will converge quickly, which is not desirable, since we are trying to find a diversified set of solutions.
Step 5. Apply crossover and mutation to get the next generation using the fitness distribution and update perturbation vectors, then go to Step 2.
When we reformulate the problem for a given sequence in Step 2.6, the complexity of the problem decreases. We still need to calculate the optimum processing times that minimize the nonlinear objective function (the most time consuming part of the proposed algorithm), but we are free from sequencing problem and consequent binary variables. In the original problem, constraint set (2) includes all permutations of jobs, on the other hand the set (4) includes just one sequence. Therefore, we generate different sequences in PSGA to find the best solution. To increase the computational efficiency of the PSGA, we propose a DP-based heuristic instead of solving the mathematical model in Step 2.6 as discussed below.
The proposed DP-based heuristic
The motivation behind this algorithm is that if we can minimize the cost contribution of each job to the total cost, we can minimize the total cost. Thus, we define a contributed cost function for each job as the sum of its tooling and machining costs (which are calculated independently for each job as a function of its own processing time), and the deviation in the weighted tardiness costs of itself and all the succeeding jobs for the given sequence depending on the selected processing time calculated as P N j ¼ i w j DTard j ðp i Þ. In this summation, we measure the impact of p i on the weighted tardiness cost of each succeeding job including the job i itself as follows:
In constructing this function, we initially assumed that p k ¼ p k l for k ¼ 1,y,i À 1, in order to define the contributed cost only on the processing time of job i. In our DP-based heuristic, finding this contributed cost is named as Graph Generation, which corresponds to Steps 2 and 3 below, since we generate a graph that shows how the contributed cost of job i changes.
For each job, we can easily construct the function given in Eq. (7). However, we cannot directly calculate the processing time that minimizes this function. Although we initially set the processing times of the previous jobs to their lower bounds as we constructed the contributed cost function, their optimum processing times may differ from the lower bounds. To deal with this issue, we first define D i , which is the total deviation in the sum of processing times of jobs before job i:
Machining and tooling costs of a job are independent from D i . However, DTard i is dependent on it. Therefore, our aim is to find the corresponding processing times of each job for all possible values of D i . This corresponds to the State Generation step in our algorithm, in which we generate the state space, in other words ranges, of D i and processing times for these states.
The proposed algorithm is similar to a backward DP. Its step by step definition is given in Algorithm 2. Beginning from the last job processed in the given sequence, generating graphs and states iteratively, it defines a function for each job that gives how the processing times of the jobs processed after that job depend on the deviation of processing time of that job. After finding the processing time of the first job, the algorithm finds the processing time of the second job, third job and so on. It is an approximation algorithm since the defined contributed cost considers the interaction between jobs on the basis of just tardiness costs. There is also an interaction through the tooling cost. However, due to the nonlinearity of tooling cost, developing a practical solution procedure could be very time consuming.
Algorithm 2. DP-based heuristic.
Step 1. Set i¼N.
Step 2. Graph Generation: For j¼i to j¼N do;
Step 2.1. Set p k ¼ p k l for k¼1,y,iÀ 1 and construct the function P j (p i ) that shows how the processing time of job j depends on the processing time of job i.
Step 3. Graph generation: Construct the contributed cost for job i, which is defined in Eq. (7).
Step 4. If i 41 goto Step 5, else goto Step 7.
Step 5. State Generation: Generate the function P i ðD i Þ, where D i is the total deviation of processing times of jobs 1 to i À 1 from their corresponding lower bounds as defined in Eq. (8).
Step 6. Generate the function P i (p i À 1 ) from P i ðD i Þ by replacing
Step 2.
Step 7. Find the minimum of the following total cost function for job 1:
Step 8. Calculate P i ðp % 1 Þ for i ¼ 2,y, N, which give the processing times of all jobs in the sequence.
In the following two subsections, we give further explanation about the Steps 2 and 3 and the Step 5 of the proposed algorithm that are named as graph generation and state generation, respectively. These are the critical steps of the algorithm since most of the computational effort in the algorithm is spent in these steps.
Explanation of graph generation
In Steps 2 and 3, our aim is to find the contributed cost of job i. For that purpose, we first find how processing times of jobs processed after job i depend on the processing time of job i. Then, we find how the tardiness costs of job i to job N deviate depending on the increase in the processing time of job i. By using this information, we construct the contributed cost. As we stated before, the machining and tooling costs of a job are only a function of its own processing time. However, the deviations in tardiness' of the other jobs are dependent on both starting time and their processing times. The problem in constructing the contributed cost of job i arises from calculating how we find the deviations of the tardiness costs of job j for j¼i, y, N considering the changes in the processing times of job l for l ¼i, y, j.
Since minimizing the total weighted tardiness is a regular scheduling measure, there is no need to insert idle times in the final schedule. Therefore, even a slight change in the processing time of job i changes the starting times of the succeeding jobs such that we need to determine the processing and starting times of each job simultaneously to minimize the joint objective function. To find the DTard j for j ¼i, y, N, we have to first construct the function P j (p i ) that shows how the processing time of job j depends on processing time of job i while p k ¼p l k for k¼1,y,iÀ 1. This is a piecewise linear function which can be discontinuous. For kth state of p i , which is defined as r are also parameters that show the boundaries of states. The general form of P j (p i ) is given in Eq. (9) . In sum, for a given sequence, each job corresponds to a different stage in a DP format and the maximum number of states at each stage is denoted by Y j,i .
For io N, when we come to this step we have already known P j (p i + 1 ) for j ¼(i+ 2), y, N. This function is generated by setting p k ¼p l k for k¼1, y, i and making p i + 1 variable. In other words,
Thus, we can write down P j depending on
From the previous iteration, we know P i + 1 (p i ). Now, in Eq. (8), we put the P i + 1 (p i ) in place of p i + 1 , make p i a variable and set p k ¼ p l k for k ¼ 1, y, iÀ 1 to obtain the D i þ 1 as follows:
Algorithm 3. Graph generation.
Step
:
Step 3.2.2. Calculate the deviation in the tardiness cost of job j as
Step 3.3. Sum up all w j DTard j ðp i Þ and find total weighted deviation in tardiness' 
At the end of this algorithm, we reach the function that shows the total deviation in tardiness costs of job i to job N depending on p i . It is a piecewise linear function in the following form as in Fig. 1 and the maximum number of break points is denoted by W:
For example, if all of the consecutive lines form a convex shape, i.e. there is no concavity, then the maximum number of break points is less than or equal to the number of jobs, N. Each such point represents when a job becomes tardy. When we sum up this function with Tool i (p i ) and Mach i (p i ), the Graph Generation steps finish with the contributed cost function at hand. The algorithm continues with the State Generation step until the processing time of the first job is found.
Explanation of state generation
Our main aim in this step is, by using the contributed cost function given in Eq. (7), to construct the function that gives the processing time of job i over the different states, or ranges, of D i . In
Steps 2 and 3 of the main algorithm, while constructing the contributed cost function of job i, we set p k ¼ p l k for k¼1, y, iÀ1 (although optimum processing times could be higher than their lower bounds). We give the sum of the variations in the processing times in Eq. (10) for job i. We have to include these variations in our total cost function so that we can search over D i . We only need to modify the tardiness cost function as given below. The other cost components, tooling and machining costs, remain constant with respect to D i since they are independent from the deviations in the processing times of the previous jobs in the sequence:
Each piece in the function above is called as a 'line'. This line and the corresponding contributed cost are defined as follows:
; and 1,o:w:
To find the P i ðD i Þ, we have to solve the following minimization problem: (11)) and its example shape is also given in Fig. 1 .
For each D i value, there is only one minimum value of the total cost function. Moreover there is a range of x r D i r y such that minimum point still remains as the minimum. Our purpose is to find the minimum values and corresponding ''DÀranges'' defined in the function P i ðD i Þ so that we can solve the minimization problem above. To find the minimum of the total cost, we present Algorithm 4. In this algorithm, we take two adjacent pieces and analyze the contributed cost function that corresponds to these two pieces. In Step 2.2, if these two lines form a convex shape (as in Fig. 2) , to find R i ðDÞ we use UseConvex subroutine, else we use UseConcave subroutine. For readability, in the next two subsections, we will drop the subscript i from all parameters, functions and variables except for p i and D i .
Algorithm 4. Cost function.
Step 2. Step 2.2. Find P u i ðD i Þ by combining R i ðD i Þ and P i ðD i Þ as follows:
Step 2.3. Set P i ðD i Þ ¼ P u i ðD i Þ.
UseConvex subroutine
Two adjacent tardiness cost lines may form a convex shape as in Fig. 2 . The reason for this is obvious, when a job becomes tardy at a point without affecting the other jobs, the slope of the function after that point increases. RðD i Þ has a direct formulation in this case which we call the UseConvex subroutine. For given L k and L k + 1 , RðD i Þ is formulated as follows:
where
In this formulation r [k] is greater than min k . In other cases, for example r ½k r min k , r ½k þ 1 r min k þ 1 and so on, the formulation is modified by deleting ranges in which both sides of D i are nonpositive and by changing left side of the D i , whose left side is negative but whose right side is positive, to zero. The construction of this formula is based on graphical observations. First of all, if we take the partial derivatives of CL k and CL k + 1 over their defined regions for D i , we see that Fig. 2a . Fig. 2b . In this case, the minimum for L 1 is the minimum of total cost function (considering only L 1 and L 2). When
, the tardiness cost function becomes as in Fig. 2c . In this case, the breakpoint between two lines, r ½k þ 1 ÀD i , is the minimum of total cost function. The rest of the function RðD i Þ can be derived in a similar way.
UseConcave subroutine
Sometimes, two consecutive tardiness cost lines form a concave shape as in Fig. 3 . To explain the reason behind this, let us consider three jobs, namely i, j, and k, whose processing order is job i, job j, and job k. Furthermore, let job k be tardy and have a constant processing time. While p j is constant and as p i increases, tardiness of job k increases. However, if at a point, say t, p j may start to decrease as p i increases, at that point, the tardiness of job k equals to a constant value and remains at that value as long as p j decreases. This causes concavity because the slope of the total tardiness cost function falls down after point t. In such a case, RðD i Þ requires a more detailed analysis. The same subroutine can also be used for non-consecutive lines, which might occur at Step 2.3 of the State Generation algorithm. Now consider the following simplified versions of L k and L s with r ½s Z r ½k þ 1 :
Corresponding total cost functions CL k and CL s are similar to the ones in Fig. 4 (1), (2) and (3) 
Illustrative example
We will solve a small scheduling problem for a given sequence to illustrate how the proposed DP-based heuristic works. We construct an example for three jobs with the sequence of 1, 2, and 3 (i.e. job 1 is processed first). Machining cost, C 0 , is 0.5 and the cost of tooling (used for calculating p l and p u for each job in Kayan and Akturk [5] ) is 4.5. The required data for each job is given in Table 1 . This function gives how tardiness cost value changes according to the changes in the processing times of jobs 1, 2 and 3. Now, we have to generate P 3 ðD 3 Þ. The total contributed cost lines that correspond to each tardiness cost range is as follows: We have to generate TotalTard function of job 2. The only job after job 2 is job 3 and we already know how its processing time changes with respect to the processing time of job 3 from P 3 (p 2 ). We calculate the tardiness cost for each job and sum them up: Now, we have to calculate P 2 ðD 2 Þ. There are three distinct piecewise lines in total cost function of job 2 as follows: consecutive lines form a convex shape. A graphical representation is given in Fig. 6 . Thus, we can use the UseConvex subroutine and find the corresponding P 2 ðD 2 Þ easily: In this particular instance, the mathematical formulation also gives the same solution, and hence it is an optimal solution. When we compare different processing time alternatives in Table 2 for a given sequence of {1 À 2À 3}, we can easily observe that the processing time upper bounds, p u , give the minimum tooling cost, but the maximum machining and weighted tardiness costs. On the other hand, the processing time lower bounds, p l ,
give the minimum machining and weighted tardiness costs, but the maximum tooling cost. Therefore, the controllable processing times, denoted by p * , provide an important tradeoff. It is important to note that the p u values (that minimize the sum of machining and tooling costs) are the processing time values used in the scheduling literature. By utilizing the inherent flexibility of the CNC machines, we could reduce the overall cost by 58%. The cost of implementing the controllable processing time idea is virtually negligible; it only requires few changes in the CNC part program.
Experimental results
In this section, the experimental factors of the problem are specified and the performance of both the proposed DP-based heuristic and local search algorithm are compared with their corresponding bench-mark algorithms. Both local search and DPbased heuristics are coded in C language and compiled with GNU compiler. The nonlinear model of the original problem for a given sequence is formulated in GAMS 2.25 and solved by MINOS 5.3. All problems are solved on a sparc station (Sun Enterprize 4000) under SunOS 5.7.
We developed a four-factorial experimental design to test both proposed DP-based heuristic and PSGA. The first factor was the number of jobs, N, and we generated a variety of problems with 40 and 80 jobs. The difficulty of the problem increases exponentially when we increase the N. Furthermore, as the number of job increases, the decision on the processing times of the jobs becomes more critical since an increase in the processing time of a job has greater effect on the total tardiness cost value. In our computational setting, the operating cost of the CNC machine was a fixed parameter, and C 0 ¼0.5. On the other hand, the cost of tooling, C t , for each job was the second experimental factor, and were selected randomly from the interval UN[0.5,1.5] and UN [3.5,4.5] for the low and high levels, respectively, where UN stands for an uniform distribution. As tooling cost increases, the tradeoff between tooling cost and the sum of tardiness and machining costs increases. This increases the difficulty of the problem as well. Due dates, d i , were randomly generated from the interval UN½ð1ÀTFÀRDD=2Þ,ð1ÀTF þ RDD=2Þ Ã Sp i , where TF is the tardiness factor, RDD is the range of due dates, p i is the average processing time of job i and Sp i is the sum of average processing times of all jobs. Both TF and RDD were set to 0.2, 0.5 and 0.8. In sum, the number of jobs and tooling cost can take values in two levels, whereas tardiness factor and range of due date can take values in three levels. Thus, the experimental design is a 2*2*3*3 full factorial design.
Computational results for a given sequence
By using the full factorial design, we first tested our DP-based heuristic. For the benchmark, we solved the mathematical formulation given in Step 2.6 of the Algorithm 1 (we have a nonlinear objective function with a linear set of constraints). For each factor combination, we took 25 replications resulting in 900 randomly generated runs. The summary of the results is listed in Table 3 showing the minimum, maximum and average results for each algorithm.
The averages of 25 replications for each factor combination are given in Table 4 . Under the 'Deviations' column, we report the deviation from the optimal solution under 'Obj' and what percent the CPU time (in seconds) of our heuristic is less than the one of the mathematical formulation under 'CPU'. The results show that our proposed heuristic deviates from the optimal solution only 2% on the average. However, we gain about 82% improvement in the CPU time on the average. The most difficult case is the factor combination of (1 1 0 2), where the number of jobs, tooling cost and the range of due date are at their highest level and the tardiness factor is at its lowest level. Even in the worst case, our algorithm deviates 17% on the average. Both of these approaches can be used as a basic heuristic in Step 2.6 of the proposed PSGA. Even if the average CPU times for the mathematical model in Table 4 may seem small, since this step is called hundreds of times, its effect in the main algorithm becomes very significant.
Local search parameters and results
We now compare the proposed simultaneous algorithm with a two-stage sequential algorithm. We first generate different sequences using a PSGA based local search algorithm. sequence, in order to find the processing times we can either use the DP-based heuristic or solve the mathematical model using a commercial solver. Therefore, we compare the results of the following three algorithms:
The proposed simultaneous algorithms: This is the proposed algorithm which is explained in Section 3. We could run the PSGA for two different base heuristics:
It uses the DP-based heuristic explained in Section 4.
It uses the math formulation of the problem for given sequences which is modeled in GAMS and solved by MINOS.
Sequential algorithm: As discussed earlier, this is the algorithm that reflects the general approach in the current scheduling literature. The sequential algorithm consists of two stages as outlined in Algorithm 5. Although the sequential algorithm solves the subproblems in each stage optimally or almost optimally, it ignores the interaction between these two optimization problems. In Stage 2, we could use any algorithm to solve the 1J P w i T i problem using the locally optimum processing times found in Stage 1 for each job independently. There are several promising approaches in the literature to solve the 1J P w i T i problem quite effectively, such as Avci et al. [2] , Kellegoz et al. [6] , Maheswaran et al. [10] , and Wang and Tang [15] . We have used the algorithm proposed by Avci et al. [2] in Stage 2. Since they also rely on the problem space genetic algorithm idea, this gives us a fair comparison to assess the relative advantage of using a simultaneous approach over a sequential approach.
Algorithm 5. Sequential algorithm.
Stage 1. Calculate the locally optimum machining conditions, which are the cutting speed and feed rate of the CNC machine (or equivalently corresponding processing times), to minimize the sum of machining and tooling costs for each job independently as discussed in Kayan and Akturk [5] . Stage 2. Solve the 1jj P w i T i problem for the given processing times using the problem space genetic algorithm proposed by Avci et al. [2] .
The parameters used in these PSGAs are given in Table 5 . For the sequential PSGA, we assigned parameters to values that give the best results for the total weighted tardiness problem stated by Avci et al. [2] . As choosing the values of parameters for our proposed PSGAs, we used the same values for %SEXUAL, f, y, MUTPROB, and CROSSOVER. We chose the values of MAXGEN, POPSIZE and NUMSTART by considering the computational requirements.
The same factorial design in the previous section is used for all PSGAs listed above. However, this time, we take five replications for each factor combination since CPU times are much higher for PSGAs when compared to the algorithms in the previous section. Therefore, for each algorithm we took 180 randomly generated runs. The summary of the results are given in Table 6 However, time-wise gain is about 361 s or 75%. In most studies in the literature, the processing times are assumed to be fixed at and equal to the most economical processing times in terms of manufacturing costs. As pointed out previously, this might not be the best alternative for scheduling-related criteria as demonstrated in Table 6 . Controllable processing times provide an important flexibility in finding solutions with better overall objective function values.
The averages of five replications for each factor combination can be seen in Table 7 . For all factor combinations, there is a significant cost-wise improvement. The runtime of PSGA[Dpbased] can be as low as 10 s and as high as 476 s, while runtime of However, the DP-based heuristic exploits the problem characteristics, such as position of a job in a given sequence, to improve the solution quality and computational requirements.
Conclusion
The integration of scheduling and process planning issues creates more realistic problems. In this paper, we proposed a joint algorithm to determine the processing time of each job and to schedule these jobs on a single CNC machine considering the total weighted tardiness and manufacturing cost. To the best of our knowledge, the single CNC machine scheduling problem that considers job-dependent tardiness penalties and controllable processing times simultaneously is not studied in the literature. We first compared the proposed DP-based heuristic with an exact algorithm for a given sequence and show that the deviation from the optimal solution is very small compared to the gain from the computational time. Afterwards, we compared the proposed PSGA with a two-stage sequential algorithm. The experimental results indicate that there is a significant interaction between machining conditions and weighted tardiness problems and solving these two problems together increases the cost effectiveness of the system greatly. Our results clearly indicate that the proposed PSGA that uses proposed DP-based heuristic gives the best results in terms of time-cost ratio. As a future research, for the CNC machines with an on-board tool magazine (that means machine has to be stopped in order to replace a cutting tool due to tool wear or part change due to limited tool magazine size), tool replacement decisions should be integrated to the joint problem in addition to the process planning and part sequencing problems since they also affect the part completion times.
