We consider testing for correct specification of a nonparametric instrumental variable regression. In this ill-posed inverse problem setting, the test statistic is based on the empirical minimum distance criterion corresponding to the conditional moment restriction evaluated with a Tikhonov Regularized estimator of the functional parameter. Its asymptotic distribution is normal under the null hypothesis, and a consistent bootstrap is available to get simulation based critical values. We explore the finite sample behavior with Monte Carlo experiments. Finally, we provide an empirical application for an estimated Engel curve.
Introduction
Testing for correct specification of a relationship that is written as a moment restriction has a long history in econometrics. At the end of the 50's Sargan suggests a specification test for an instrumental variable (IV) linear model (Sargan (1958) ), and its generalization for a nonlinear-in-parameters IV model (Sargan (1959) ). Hansen (1982) extends this type of specification test to the general nonlinear framework known as the Generalized Method of Moments (GMM). These tests are known as Hansen-Sargan tests or "J-tests", and are part of standard software reports on IV and GMM estimation.
In this paper we consider testing for correct specification of a nonparametric instrumental variable regression defined by the conditional moment restriction
where E 0 [·|Z] denotes expectation with respect to the true conditional distribution F 0 of W = (Y, X) given Z, and the parameter of interest ϕ 0 is a function defined on [0, 1]. There has recently been much interest in nonparametric estimation of ϕ 0 in (1) (see, e.g., Ai and Chen (2003) , Darolles, Florens, and Renault (2003) , Newey and Powell (2003) , Hall and Horowitz (2005) ), and testing a parametric specification in (1) (see, e.g., Donald, Imbens, and Newey (2003) , Tripathi and Kitamura (2003, TK) , Horowitz (2006) ). Up to now there is no attempt to directly test whether (1) holds or not on the data in a functional setting.
Since Equation (1) is a linear integral equation of the first kind in ϕ 0 , we face an ill-posed inverse problem. In a different ill-posed setting, namely parametric GMM estimation with a continuum of moment conditions, Carrasco and Florens (2000) also study specification testing, and show the asymptotic normality of their J-test statistic.
Section 2 describes the null hypothesis of correct specification and the concept of overidentification in a nonparametric IV setting. We clarify these notions with two simple examples.
Section 3 gives the test statistic and its asymptotic properties. We further explain how to implement a consistent bootstrap to get simulation based critical values. Section 4 explores the finite sample behavior with Monte Carlo experiments. Section 5 provides an empirical application for an estimated Engel curve. In Appendices 1 and 2 we gather the list of regularity conditions and the technical arguments justifying the asymptotic distribution under the null hypothesis.
The null hypothesis and overidentification
The conditional moment restriction (1) is a linear integral equation
with A F ϕ(z) = Z f (w|z) ϕ(x)dw and r F (z) = Z yf (w|z)dy for F ∈ F, where F denotes the set of all conditional distributions of W given Z such that r F ∈ L 2 (Z; μ) and A F is a compact linear operator from L 2 [0, 1] into L 2 (Z; μ). The definition of the appropriate measure μ on the support Z of Z depends on the estimation method. The model M ⊂ F is the subset of constrained distributions such that equation A F ϕ = r F admits a unique solution ϕ, that is M = {F ∈ F : r F ∈ Range (A F ) and ker (A F ) = {0}} , (Darolles, Florens, Renault (2003) ). The condition r F ∈ Range (A F ) ensures existence of a solution. The condition ker (A F ) = {0} on the null space of A F ensures uniqueness of the solution, since it is equivalent to operator A F being injective (Carrasco, Florens, Renault (2006) ).
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The null hypothesis of correct specification is
while the alternative hypothesis is H 1 : F 0 ∈ F \ M.
It is well-known that in the standard parametric GMM setting, the test of correct specification is meaningful only in an overidentified case, that is, when the number of marginal moment restrictions is larger than the number of parameters. In our functional setting with conditional moment restrictions, the definition of overidentification is less straightforward, since the number of moment restrictions is infinite and the parameter is infinite dimensional. The model is overidentified if M & F. Otherwise, if M = F a unique solution ϕ F of A F ϕ F = r F always exists for any F ∈ F. In this case, the conditional moment restriction
(1) has no informational content for the true conditional distribution of W given Z since (3) does not imply a constraint on F 0 . This is the analogue of the just identified case in the standard parametric GMM setting.
It turns out that the nonparametric instrumental variable regression model is overidentified by construction: M cannot be equal to F. First, note that: (i) operator A F is compact, and thus Range (A F ) & L 2 (Z; μ), for any F ∈ F, and (ii) Range (A F ) depends only on the conditional distribution F X|Z of X given Z, while r F depends only on the conditional distribution F Y |Z of Y given Z. Thus, given the margin F X|Z , there exist admissible F ∈ F such that r F / ∈ Range (A F ). Second, there exist admissible F ∈ F such that ker (A F ) 6 = {0}.
In light of (3) and the former discussion, the notion of misspecification in a nonparametric IV regression setting is intimately linked with the properties of Range (A F ). To clarify this
is such that r F = A F ϕ * + ρ, and F ∈ M if and only if
Example 1: Let (X * , U, Z) be jointly normal with zero means, unit variances, Cov (X * , Z) = ρ X * Z 6 = 0, and Cov (U, Z) = ρ UZ . Let further X = H(X * ) be a monotone transformation of
Then, ρ(z) = ρ UZ z is linear, and we have ρ = A F ∆ϕ where
In Example 1, even if the innovation and the instrument are correlated, this does not prevent F ∈ M to be satisfied, and this for any ρ UZ . This exemplifies a key difference between restrictions induced by a parametric conditional moment setting and their nonparametric counterpart. In the finite-dimensional setting with
If this restriction holds for a given ρ UZ , it will typically not for another correlation value. The condition for correct specification also differs in the standard linear IV setting:
where V is uncorrelated with Z. There the orthogonality condition
Condition (4) generally imposes a restriction on the smoothness of function ρ. This statement is made precise by Picard Theorem (e.g., Kress (1999) , Theorem 15.18), which fully characterizes the range of a compact operator in terms of its spectral decomposition.
Here we limit ourselves to a second example. Assume that operator A F is such that the functions in its range are continuous, i.e., Range (A F ) ⊂ C [0, 1]. Then, for a discontinuous function ρ we have ρ 6 ∈ Range (A F ) and F ∈ F\M.
Example 2: Let (X * , Z) be as in Example 1 and U = V + η, where V is independent of Z, and η = aI{Z ≤ 0} − aI{Z > 0}, with a 6 = 0. Using the smoothness of f X|Z (x|z) w.r.t.
z and the Lebesgue Theorem, it follows that
A similar argument is possible when Range (A F ) ⊂ C 1 [0, 1], and function ρ is not differentiable. In the Monte Carlo section we consider discontinuous and non-differentiable functions ρ to investigate the power of our testing procedure.
3 The test statistic and its asymptotic properties
The test statistic
Estimation of functional parameter ϕ 0 from conditional moment restriction (1) is an ill-posed inverse problem. Different estimation procedures have been proposed in the literature (see Ai and Chen (2003) , Darolles, Florens, and Renault (2003) , Newey and Powell (2003), Hall and Horowitz (2005) ). Here we focus on the approach of Gagliardini and Scaillet (2006, GS) , and consider the Tikhonov Regularised (TiR) estimator defined bŷ ill-posedness and is tuned by regularization parameter λ T > 0, which converges to 0, as
is obtained by kernel smoothing using a first-step estimatorφ and converges
for any z, P -a.s.. The TiR estimator is given in closed form bŷ , which denotes the adjoint operator of A F 0 w.r.t. the scalar products h., .i H and
The test statistic is build from the minimized criterion Q T (φ) after appropriate trimming, recentering and scaling. More specifically, we first replace the integrals w.r.t. kernel density estimatorf with kernel regression estimators which are easier to compute. Then, we use the asymptotic equivalence (see Appendix 2) between a trimmed versionQ T (φ) of Q T (φ) and the statistic ξ T :
where K is a kernel, h T is a bandwidth, and S * is a compact subset of the support Z of Z.
Trimming based on a fixed S * is standard in nonparametric specification testing for technical and practical reasons. As in TK, the use of a fixed support implies that the test is consistent only against alternatives for which (1) is violated on S * .
The asymptotic distribution under the null hypothesis
Let us denote K * * :=
Proposition 1 Under Assumptions B.1-B.10 and H 0 :
where
ts and σ 2 = 2K * * vol(S * ).
Proof. See Appendix 2.
In Appendix 2 we show that, under our list of regularity conditions and the null hypothesis, the test statistic ζ T is asymptotically equivalent to T h 1/2 In the Monte Carlo section we report the finite sample performance of a test based on ζ T . For programming purpose, this test statistic can be expressed in a matrix format:
where Ψ is the T × T matrix with elements ψ ts , ι is a T × 1 vector of ones, and¯denotes the Hadamard (or element-by-element) product. We also consider an asymptotically equivalent statistic based on the penalized value of the criterion, namely
Other possibilities include statistics such as:
where diag (Ψ) is the T ×1 vector of the diagonal elements of Ψ, or its penalized counterpart
We have checked that Monte Carlo results for the latter two test statistics are qualitatively similar to those of the corresponding tests based on ζ T .
Bootstrap computation of the critical values
In a GMM framework, asymptotic approximation can be bad, and bootstrapping provides one approach to improved inference (Hall and Horowitz (1996) ). To establish the asymptotic distributional result of the previous section we have followed some of the developments in TK.
They exploit the central limit theorem for generalized quadratic forms in de Jong (1987) , which is a generalization of the central limit theorem for degenerate U-statistics in Hall (1984) . The usual bootstrap of this type of statistics is known to fail. To get bootstrap consistency, an appropriate recentering is required (Arcones and Gine (1992) ). Here we parallel the bootstrap construction of Horowitz (2006) . 3 His technique relies on sampling from a pseudo-true model which coincides with the original model if the null hypothesis is true, and satisfies a version of the conditional moment restriction if the null hypothesis is
H /σ is asymptotically equivalent to ζ T if estimatorφ is such that kφk H = O p (1), and γ > 1 −η/2 in Assumption B.10. 3 Other resampling techniques such as empirical likelihood bootstrap (Brown and Newey (2002) ), m-outof-n (moon) bootstrap (Bickel, Gotze and van Zwet (1997) ), and subsampling (Politis, Romano and Wolf (1999) ) provide other approaches to improved inference in our setting. They are however less simple to implement. The wild bootstrap (Haerdle and Mammen (1993) ) and the simulation-based multiplier method (Hansen (1996) ) cannot be used.
false. The idea is to get a bootstrap which imposes the conditional moment restriction on the resampled data regardless of whether the null hypothesis holds for the original model. For a bootstrap test based on ζ T the steps are as follows.
Bootstrap test algorithm
3. Compute the bootstrap statisticζ T,b based on the bootstrap sample.
4. Repeat steps 2 and 3 B times, where B is an integer.
5. Reject the null hypothesis at significance level α if p B < α, where the bootstrap p-value
Step 2 implements the constraints
−1 on the bootstrap sample whether H 0 holds or not. A test based on the decision rule in
Step 5 is consistent: it satisfies lim P [reject
if H 0 is false. This can be justified by showing that the limit distribution ofζ T,b is an independent copy of the limit distribution of ζ T . The proof follows the same arguments as in the proof of Proposition 1 but applied to the bootstrap sample instead of the original sample. Therefore we omit these developments. Besides, the bootstrap provides asymptotic 4 A Monte-Carlo study
Data generating process under the null hypothesis
Following GS (see also Newey and Powell (2003)) we draw the errors U and V and the
and build X * = Z + V . Then we map X * into a variable X = Φ (X * ), which lives in [0, 1].
The function Φ denotes the cdf of a standard Gaussian variable, and is assumed to be known.
We generate Y according to Y = sin (πX) + U . Since the correlation ρ UV is equal to .5 there is endogeneity, and an instrumental variable estimation is required. The moment condition is
The chosen function resembles the shape of the Engel curve found in the empirical application.
Estimation procedure
The estimation procedure follows GS. To compute numerically the estimatorφ we use a series approximation ϕ(x) ' θ 0 P (x) based on standardized shifted Chebyshev polynomials of the first kind (see Section 22 of Abramowitz and Stegun (1970) for their mathematical properties). These orthogonal polynomials are best suited for an unknown function ϕ 0 on [0, 1]. We take orders 0 to 5 which yields six coefficients to be estimated in the approximation
Chebyshev polynomials of the first kind are
The coefficients in the quadratic form θ 0 Dθ are explicitly computed with a symbolic calculus package: . . .
Such a simple and exact form eases implementation 4 , and improves on speed.
The kernel estimator of the conditional momentr(z) −Âϕ(z) is approximated through
, and K is the Gaussian kernel. The explicit form of the resulting ridge-type estimatorθ is given in GS. The bandwidth is selected via the standard rule of thumb h = 1.06σ Z T −1/5 (Silverman (1986) ), whereσ Z is the empirical standard deviation of observed Z t .
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Here weighting function Ω 0 (z) is equal to unity, and assumed to be known.
Simulation results
The sample size is fixed at T = 1000. Size and power are computed with 1000 repetitions.
We use a fixed trimming at 5% in the upper and lower tails, i.e., S * = [−1.645, 1.645]. We look at a grid of values for the regularization parameter λ ∈ {.00001, .0007, .0009, .005}. The values .0009 and .0007 are the optimal values of λ minimizing the asymptotic MISE of the estimator, and minimizing the finite sample MISE, respectively (see GS for details on these computations). The data-driven procedure introduced in GS selects λ close to these optimal values. The values .00001 and .005 are far away from the optimal ones, and far beyond the quartiles of the distribution of the regularization parameters that are selected by the data-driven procedure.
Unreported simulation results show that the asymptotic approximation of Proposition 1 is poor for sample size T = 1000: test statistic distributions are asymmetric and size distortions are large. We often end up with no rejection at all of the null hypothesis at the 1% confidence level. In light of this, we advocate to use the bootstrap procedure of Section 3.3 for small to moderate sample sizes. The number of bootstrap samples is fixed at B = 500.
In Table I , for each value of λ we report the rejection rates of statistic ζ T (left column) and
H /σ (right column), at nominal size α = .01, .05, .10.
features better finite sample properties and yields tests which are only slightly undersized.
In particular, for λ = .0009, the rejection rates are very close to the nominal ones. Selecting the too small regularization parameter λ = .00001 also results in undersized tests, both for In Table II , we study the power of the bootstrap testing procedure based on ζ T (left column) and
In design 1 we take η = .
.20I{z ≤ 0} − .20I{z > 0}, and the model specification is incorrect (discontinuity at point z = 0; cf. discussion in Section 2). In design 2 we take η = 0.80(|Z|− p 2/π) yielding another misspecification (non-differentiability at point z = 0). In both designs U + η are maintained centered. The two cases mimick possible measurement errors in data such as the ones of the empirical section. In the first one, reported Y t are larger in average when reported Z t are known to be small, and vice-versa. In the second one, reported Y t are larger in average when reported Z t are known to be large in absolute value compared to their average value.
We find a satisfactory power for λ = .0007, .0009, under both designs. Since design 1 implies a stronger departure from the null hypothesis than design 2, the test statistics have overall better power properties in the first design. For value λ = .00001, the power is minimal.
Rejection rates with 1000 repetitions for ζ T and ζ T + T h We aim at testing the specification of an Engel curve based on the moment condition 
B.3: Set S * ⊂ Z is compact, contained in the interior of Z such that inf
differentiable, and (iv) bounded away from 0 on [−a, a], for a ∈ (0, 1).
B.5: The conditional variance
B.6: Estimatorsφ andφ are such that:
T ), where
B.7:
The bandwidth h T is such that h T =cT −η for 2/9 <η < min {1 − 4/m, 1/3, ε − 2/m}.
B.8: (i)
The eigenvalues ν j of operator A * F 0
for some constants α > 0,
B.10: The regularisation parameter λ T is such that λ T = cT −γ for 1 −η/2 2 − δ < γ < min {4η, 1} .
Assumptions B.1-B.5 yield the assumptions used in TK for testing parametric conditional moment restrictions in the special case of a linear-in-parameter moment function. In our functional setting, compacity of X in Assumption B.1 eases the definition of the parameter space, which is a subset of the Sobolev space is used to prove the asymptotic equivalence of the two statisticsQ T and ξ T in Section A.2.1. Assumption B.6 (iii) concerns the first-step estimatorφ in the estimatorV (z) of the conditional variance V 0 (z), and is used in Lemma C.1 to prove the convergence ofV (z) and of its inverse. Function R T in Assumptions B.6 (iv)-(v) is the reminder term in the asymptotic expansion of ∆φ w.r.t. regularisation bias
. Assumptions B.6 (iv)-(v) allow us to control the reminder contribution coming from R T in Lemmas A.7 and A.8. The condition on the bandwidth h T is given in B.7. Conditionη < min {1 − 4/m, 1/3, ε − 2/m} corresponds to the condition in Theorem 4.1 of TK for a linear-in-parameter moment condition (η = ∞ in Assumption 3.6 of TK) when we take ε = 1 (parametric rate of convergence of the estimator).
Conditionη > 2/9 is used to prove the asymptotic equivalence ofQ T and ξ T in Section A.2.1. 
Appendix 2: Asymptotic distribution under the null hypothesis
In this appendix we omit subscripts in densities, expectations and operators, hoping that context brings clarity. Furthermore, let
A.2.1 Asymptotically equivalent statistics
Let us consider a trimmed version of the minimized criterioñ
and introduce
, where ψ ts =Ω 1/2
Statistic ξ T corresponds to statisticT at p. 2064 in TK, but with a functional estimatorφ of parameter ϕ 0 . Using Assumption B.6 (ii) to get the asymptotic equivalence
uniformly in z ∈ S * , and Cauchy-Schwarz inequality, we getQ
. Thus, statistics Q T (φ) and ξ T are asymptotically equivalent to define the test.
We use the decomposition ξ T = ξ 1,T + ξ 2,T + ξ 3,T + ξ 4,T + ξ 5,T as in TK, where
Terms ξ 1,T , ξ 3,T and ξ 4,T are o p ((T h 1/2 T ) −1 ) (see Lemmas A.1 and A.2 in Section A.2.6), while term ξ 5,T after appropriate rescaling is asymptotically normal (see Section A.2.2). Thus, the test statistic is based on the difference ξ T − ξ 2,T satisfying
A.2.2 Asymptotic normality
We now rewrite statistic ξ 5,T in order to identify the contribution coming from estimation of ϕ 0 . We use the asymptotic expansion of the TiR estimatorφ given in GS, Appendix 3:
where V T is the variance term,ψ(z) :=
larization bias, and R T is a reminder term whose expression is given in Equation (36) of
We get the decomposition
, where the leading contribution is
the contribution induced by regularization bias is given by
the contribution accounting for estimation variability is given by
and finally the reminder contribution is given by
Statistic ξ * 5,T corresponds to statisticT 
. Using Lemma C.1 (iv) in Section A.2.6, Lemma A.6
in TK, and h T =cT −η withη < min {1 − 4/m, 1/3, ε − 2/m}, we get T h
A.2.3 Control of the bias contribution
It follows from Lemmas A.3 for J 1,T and A.4 for J 2,T in Section A.2.6 that
−1 ϕ 0 and developing ϕ 0 w.r.t. the basis of eigenfunctions
Using Assumptions B.9 (ii) and B.10, we get ξ
A.2.4 Control of the variance contribution
From Lemmas A.5 for J 3,T and A.6 for J 4,T in Section A.2.6, we have
Thus, we get ξ
) from a similar argument as in A.2.3.
A.2.5 Control of the reminder contribution
From Lemmas A.7 for J 5,T and A.8 for J 6,T in Section A.2.6, we deduce ξ Lemma A.1:
A.2.6 Technical Lemmas
Proof: The result follows from:
and max t∈T * ¯(
(ii) and Assumptions B.1-B.4, B.5, B.6 (i), B.7). ¥ Lemma A.2:
Proof: We get:
ξ 31,T + ξ 32,T + ξ 33,T .
The first term, ξ 31,T , corresponds to statisticT 
From Lemma C.1 (iv) and h T =cT −η withη < min {2/3, 1/2 + ε/2 − 1/m}, we get
. Let us now consider the third term, ξ 33,T . We have
Applying Cauchy-Schwarz inequality twice, we deduce:
T ) −1 ) from Assumptions B.6 (i) and B.7. The argument for ξ 32,T is similar. ¥ Lemma A.3:
J 11,T + J 12,T + J 13,T .
Then, term J 11,T can be written as
where J 111,T is the dominant term. Using
Terms J 12,T and J 13,T can be analyzed similarly, and we consider only J 13,T in details.
Write
Note that E 
, and the cross-terms vanish because of the conditional independence property of the η s variables. To compute
can use an argument similar to that in Lemma A.8 of TK, to get E £ c
Using Assumptions B.1, B.3, B.4, we have
Proof: With the notation in the proof of Lemma A.3 we have
Let us first consider J 21,T . By assumptions B.1-B.5, B.7, Lemma C.1 (iii) and an argument similar to Lemma A.7 of TK, we have
From the independence of the observations and
where the second term is the dominant one. Moreover, for t 6 = s 6 = i 6 = u 6 = m,
The second term J 22,T can be analysed along the same lines as term J 13,T in the proof of Lemma A.3, using E [η u |I, W s ] = 0, for u 6 = s, and E (η
, and the conclusion follows. ¥ Lemma A.5:
Let us first consider term J 31,T . Define
V sn := Ψ sn − Q sn . Then:
We consider first term J 311,T . Using an argument similar to Lemmas A.1 and A.2 above, Lemmas A.6 and A.7 in TK, and Lemma C.1 (iv) below, we have
Term J * 3,T can be written as J * 3,T = P n P m>n γ nm U n U m , where
By using that variables U n and U m are uncorrelated conditional on I, we have
To compute the expectation, we use an argument similar to Lemma A.8 in TK. To simplify
, where
Developing the sums, using
for s 6 = t, n, and the independence of observations, we get
To compute expectations involving Q tn , we use a development of (λ T + A * A) −1 A * ω n w.r.t.
the basis of eigenfunctions φ j of A * A to eigenvalues ν j :
Aφ j .
From the orthogonality of the eigenfunctions, and the independence of the observations, we
2 , for t 6 = i. Moreover, from Assumptions B.4 (i)-(ii) and B.8 (ii) we have
uniformly in j, l, where δ jl is the Kronecker delta. Thus we get
O (S (λ T )) . Let us now consider J 312,T in (6). Using an argument similar to Lemmas A.1 and A.2 above, Lemmas A.6 and A.7 in TK, and Lemma C.1 (iv) below, we have Let us now consider J 32,T . Similarly as in (6) and (7), we have J 32,T = 1 T 3 J * * X n a n U n where a n = X t6 =nH
We have E h ¡ J * 41,T
To simplify, let Ω 0 (z) = V 0 (z) −1 = 1. Using an argument similar as for the derivation of (8) 
