Abstract-The recurrent network of Xia et al. was proposed for solving quadratic programming problems and was recently adapted to support vector machine (SVM) learning by Tan et al. We show that this formulation contains some unnecessary circuit which, furthermore, can fail to provide the correct value of one of the SVM parameters and suggest how to avoid these drawbacks.
I. INTRODUCTION
The support vector machine (SVM) is one of the most successful learning algorithms proposed in recent years [6] . The basic idea of SVM learning can be easily adapted for classification, regression, and novelty detection tasks, since the SVM shows remarkable properties and generalization ability in all these areas [7] , [11] , [15] .
One of the main advantages of the SVM over other networks is that its training is performed through the solution of a linearly constrained convex quadratic programming problem: therefore, only a global (not necessarily unique) minimum exists and, given a fixed tolerance, efficient algorithms can find an approximate solution in a finite number of steps [8] .
Shortly after the proposal of the SVM [6] , the interest for hardware implementations has emerged and, at the best knowledge of the authors, the first circuit for SVM learning, suited for analog VLSI, appeared in [1] . The main idea is to define a recurrent network described by the following differential equation:
whose stable point lim t!1 = 3 coincides with the solution of the SVM learning problem. This approach to optimization is very old and can be dated back to the 1960s [12] (see also [5] for a good survey on this subject).
In [13] and [14] a recurrent neural network of this kind has been adapted to SVM classification tasks. As pointed out in [2] , the modifications proposed to apply the recurrent network to SVM learning introduce some unnecessary hardware for computing one of its parameters (i.e., the threshold). Furthermore, in some cases, which can appear in practice, the added hardware can fail to provide its correct value.
In this letter, we improve this recurrent network in order to avoid the above mentioned problems.
In Section II, the main equations related to SVM learning are summarized and two possible improvements are reported. In Section III, we show an example where the network proposed in [14] cannot be used, while the improved network finds the correct solution.
II. IMPROVED NETWORKS FOR SVM LEARNING
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learning for classification tasks. Due to space constraints, we do not give all the details, which can be easily found elsewhere [7] .
Given a set of patterns fx x x i ; y i g l i=1 with x x x i 2 < n and yi 2 f01; +1g, we can write, in matrix notation, the primal 
The third formulation, which we call the double dual (DD), can be In [13] and [14] , the network described in [16] is adapted for solving the above CQP problem. D is considered the "primal" problem and DD 
where B is the projection operator B i (x) = maxf0; minfx; Cgg. Unfortunately, b does not appear explicitly in D or DD, therefore it seems that the network cannot provide directly the value of the threshold. A possible solution is to use one of the KKT conditions as suggested, for example, in [3] : this is the choice performed by [13] , [14] who add an external circuitry to the recurrent network (15) for computing the threshold from (10). Let us define TSV as the set of true support vectors (i.e., the set of indexes k for which 0 < k < C (16) where #TSV is the cardinality of the corresponding set. Note that the summation on j is performed only for numerical reasons, as only one true support vector would suffice for computing b.
The main problem with this approach, as showed also in [4] , is that TSV is an empty set when all support vectors are at bound: in this case, the threshold cannot be computed by (16) .
We note that a better choice is suggested in [9] (see also [10] ), where the threshold is computed using the KKT conditions, but without resorting to true support vectors. In fact, it can be shown [10] that, given We suggest, instead, to compare the formulations described above.
By construction, the network solves both D and DD problems [14] , [16] , therefore, the constraints (6)- (7), (13)- (14) and the KKT conditions (8)-(11) will be valid at convergence. By simple manipulations, using (8)- (11), it is immediate to note that DD is equivalent to P, where U = and b = 0. The last equivalence indicates that the threshold is a direct output of the recurrent network, without any external circuitry.
III. EXAMPLE WITH BOUND SUPPORT VECTORS
In this section, we show that the case in which the threshold cannot be computed by the original network can easily arise in classification tasks.
It is quite easy to build a toy problem where all the support vectors belong to BSV [4] . However, this could appear as a pathological case which does not happen in practice. For this reason, we consider the IRIS classification problem, used both in [1] and [14] .
The IRIS dataset is composed of 150 patterns, of four features each, representing three classes. We use the last 100 patterns (50 for each class) and only two attributes in order to graph the results. We build a SVM with RBF kernel kij = exp(kx x xi 0 x x xjk 2 =2
2 ) and choose = 0:1, as in [14] and C = 4110 02 . The contour plot of the resulting classifier is reported in Fig. 1 along with the line discriminating the two classes. Note that the solution is not a trivial one, even though all support vectors belong to BSV.
In this case, the threshold b is not unique: using (17) and (18) This case and similar ones, could not be solved by the original network [14] . 
IV. CONCLUSION
In this letter, we have shown how to improve a recurrent network which solves the SVM learning problem for classification tasks, by getting rid of the redundant circuit for computing the threshold b. As a last remark, we note that the same network, without any modification, can be easily used for regression tasks as well [11] .
