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INJECTIVE TENSOR PRODUCTS OF TREE SPACES
CHRISTOPHER BOYD, COSTAS POULIOS, AND MILENA VENKOVA
Abstract. We study tensor products on tree spaces; in particular, we
give necessary and sufficient conditions for the n-fold injective tensor
product of tree spaces to contain a copy of `1.
1. Introduction
A Banach space E is said to be Asplund if every separable subspace of
E has a separable dual. The space of absolutely convergent sequences, `1, is
the classical example of a Banach space which is not Asplund. In the early
1970s Stegall asked if every non-Asplund Banach space contains a copy of
`1. The question was answered in the negative in 1974 when R.C. James,
[J], constructed a separable Banach space which does not contain a copy
of `1 yet has a non-separable dual. This space is now known as the James
Tree space and is denoted by JT . A further example of such a space was
provided by Hagler in 1977, [H], and became known as the James Hagler
space JH.
Let E1, . . . , En be Banach spaces over K (K = R or C). We use
n⊗
j=1
Ej,
to denote the tensor product of E1, . . . , En, and define the injective norm
on
n⊗
j=1
Ej by∥∥∥∥∥
m∑
k=1
λkx
1
k ⊗ · · · ⊗ xnk
∥∥∥∥∥

:= sup
φ1∈BE′1 ,...,φn∈BE′n
∣∣∣∣∣
m∑
k=1
λkφ1(x
1
k) . . . φn(x
n
k)
∣∣∣∣∣ .
The completion of
n⊗
j=1
Ej with respect to the injective norm is denoted by⊗̂n
j=1,Ej. In the case that E1 = E2 = · · · = En we will use the notation⊗̂
n,E.
Let us see that the containment, or more precisely, the non-containment
of copies of `1 in injective tensor products of Banach spaces has important
consequences. In order to do this we introduce the spaces of n-linear integral
and nuclear mappings. A mapping L : E1×· · ·×En → K is said to be n-linear
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if L is linear in each variable when the other n− 1 variables are kept fixed.
An n-linear mapping L : E1×· · ·×En → K is said to be integral if there is a
regular Borel measure µ on (BE′1×· · ·×BE′n , σ(E ′1×· · ·×E ′n, E1×· · ·×En)),
such that
L(x1, . . . , xn) =
∫
BE′1
×···×BE′n
φ1(x1) · · ·φn(xn) dµ(φ1, . . . , φn) (∗)
for all x1 ∈ E1, . . . , xn ∈ En. We denote the space of all n-linear integral
mappings on E1 × · · · × En by LI(E1, . . . , En). Endowed with the norm
‖L‖I := inf{|µ| : µ satisfies (∗)}
the pair (LI(E1 × · · · × En), ‖ · ‖I) becomes a Banach space. When the
representing measure µ has countable support we shall say that L is nuclear.
In practice, this means that an n-linear mapping L is nuclear if there are
sequences (λk)k in K and (φjk)k in BE′j for 1 ≤ j ≤ n, with
∞∑
k=1
|λk| < ∞,
such that
L(x1, . . . , xn) =
∞∑
k=1
λkφ
1
k(x1) · · ·φnk(xn)
for all x1, . . . , xn in E1×· · ·×En. We denote the space of all n-linear nuclear
mappings by LN(E1, . . . , En). In the case that E1 = E2 = · · · = En = E we
will simply use the notation LI(nE) and LN(nE) for the spaces of n-linear
integral and n-linear nuclear mappings. We note that (LI(E1, . . . , En), ‖ · ‖I)
is isometrically isomorphic to the dual of
⊗̂n
j=1,Ej.
Alencar, [A], shows that if E1, . . . , En are Asplund then the spaces of n-
linear integral and nuclear mappings, LI(E1, . . . , En) and LN(E1, . . . , En),
coincide.
The results in [BR] and [CD] illustrate the importance in determining
whether the injective tensor products of Banach spaces contains a copy of
`1. They show that the condition that a Banach space is Asplund has a
weaker incarnation that allows us to conclude that the spaces of integral
and nuclear n-linear mappings coincide. This condition is that its n-fold
injective tensor product does not contain a copy of `1.
In [R], Ruess shows that there is a copy of `1 in JT
⊗̂
JT . On the
other hand, Leung, [L], proves that JH
⊗̂
JH does not contain a subspace
isomorphic to `1. This leads us to ask the ‘tree’ following questions
(a) Is it true that `1 is not contained in
⊗̂
n,JH for any n?
(b) Is `1 contained in JT
⊗̂
JH?
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(c) Given a natural number n, can we find a Banach space E so that
`1 is not contained in
⊗̂
k,E for k < n yet for every k ≥ n we have
that
⊗̂
k,E contains a copy of `1?
In this paper we define a new property, the branch index, for a large
class of tree spaces. We use this index to characterise the containment of `1
in the tensor products of these spaces and in particular, answer all of the
above questions.
2. Tree Spaces
The dyadic tree Υ is defined as
⋃∞
n=0{0, 1}n, the collection of all finite
sequences of 0’s and 1’s. Elements of Υ are called nodes. A node t is said
to have level n if t = (i)
n
i=1. When t has level n we write l(t) = n. We
introduce an ordering, ≤ , on Υ in the following way. If t = (i)ni=1 and
s = (δj)
m
j=1 we say that t ≤ s if n ≤ m and i = δi for 1 ≤ i ≤ n. We will
also say that the empty node, ∅, has the property that ∅ ≤ t for all t in
Υ. Under the ordering on Υ every non-empty element, t, has an immediate
predecessor which we denote by t−. We define an injection o : Υ → N by
o(∅) = 1 and inductively setting o(t) = 2o(t−) + n if t = (i)ni=1.
A segment, S, is a subset of Υ of the form S = {r : t ≤ r ≤ s},
t, s ∈ Υ. A branch is a maximal ordered subset of Υ. We denote by Γ the
set of all branches. Given a function x : Υ → R and a segment S we let
S(x) =
∑
t∈S x(t). For a segment S = {r : t ≤ r ≤ s} we let o(S) = o(t).
Segments S1, . . . , Sn are admissible if they are disjoint and begin and end
at the same level.
Definition 2.1. Let UT be a vector space of functions x : Υ → R. A tree
space, V T , is the completion of UT with respect to some norm ‖ · ‖ on UT .
For t in Υ we denote by ηt the element of V T given by ηt(t) = 1 and
ηt(s) = 0 for s 6= t. Nodes t and s are said to be incomparable if t 6≤ s
and s 6≤ t. For γ in Γ we use γ∗ to denote the linear functional on V T
given by γ∗(x) =
∑
t∈γ x(t). We use (η
∗
t )t∈Υ to denote the system of dual
functionals to (ηt)t∈Υ and Γ∗ to denote the dual system of branch functionals
{γ∗ : γ ∈ Γ}. Given a tree space V T and m in N we define Qm : V T → V T
by Qm
(∑
t∈Υ atηt
)
=
∑
l(t)>m atηt. For s ∈ Υ we let Qs
(∑
t∈Υ atηt
)
=∑
t≥s atηt. In all the spaces we are interested in, γ
∗ is a norm one linear
functional while Qm is a norm one projection.
We have a number of different ways of constructing tree spaces.
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Example 2.2. (Bellenot, Haydon, Odell)[BHO] Let E be a Banach space
with a normalised Schauder basis, (ei)i. We let JT (ei) denote the completion
of the space of all finitely supported functions x : Υ → R with respect to
the norm
‖x‖ = sup
{∥∥∥∥∥
n∑
i=1
Si(x)eo(Si)
∥∥∥∥∥ : n ∈ N, (Si)ni=1 are disjoint segments in Υ
}
.
A special case of the above construction is the case where we take E = `p
with (ei)i equal to the canonical basis in `p, 1 < p <∞. We will denote the
corresponding tree space JT (ei)i by JTp. Note that JTp is the completion
of the space of all finitely supported functions x : Υ → R with respect to
the norm
‖x‖ = sup

(
n∑
j=1
|Sj(x)|p
) 1
p
: (Sj)
n
j=1 are disjoint segments
 .
In the case where p = 2 we obtain the original James Tree space which we
denote simply by JT . It follows from [BHO, Theorem 6.1 (b)] that JTp does
not contain a copy of `1 for any 1 < p <∞.
Example 2.3. (Odell)[O] Consider the normed space of all finite sequences,
coo, with respect to the norm
‖x‖M = sup
{
‖x‖co ,
1
2
n∑
i=1
‖Eix‖
}
with the supremum taken over all finite collections of pairwise disjoint sub-
sets (Ei)
n
i=1 of N with n ≤ min(Ei) for 1 ≤ i ≤ n. Here we let Eix =∑
j∈Ei ajej for x =
∑
j ajej in c00. The completion of c00 with respect to the
norm ‖ · ‖M , denoted by TM , was introduced by Johnson [Jo] and is called
the Modified Tsirelson space. In [O, Theorem 2], Odell shows that ΛT , the
tree space based on TM , does not contain a subspace isomorphic to `1. Since
Λ′T is non separable, ΛT is a non Asplund space. Moreover, it is shown that
ΛT is the dual of the closed linear span of the dual nodes, {η∗t : t ∈ Υ}, in
Λ′T .
Example 2.4. (Hagler)[H] The space JH is the completion of the space of
all finitely supported functions x : Υ→ R with respect to the norm
‖x‖ = sup
{
n∑
j=1
|Sj(x)| : (Sj)nj=1 are admissible segments
}
.
The space JH is called the James Hagler space.
More generally we have the following definition.
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Definition 2.5. Let E be a Banach space with a normalised Schauder
basis, (ei)i. We let HT (ei) denote the completion of all finitely supported
functions x : Υ→ R with respect to the norm
‖x‖ = sup
{∥∥∥∥∥
n∑
i=1
Si(x)eo(Si)
∥∥∥∥∥ : n ∈ N(Si)ni=1 are admissible segments in Υ
}
.
When E is equal to `p we denote the space HT (ei) by HTp. Note that
HT1 is James Hagler space JH.
Although the spaces JTp and HTp are defined in very similar fashion,
we will see that as Banach spaces they behave very differently. The reason
for this difference in behaviour is explained by the following definition and
lemma of Hagler, [H].
Definition 2.6. We say that the sequence of nodes (tn)n is strongly incom-
parable if
(i) for n 6= m, tn and tm are incomparable,
(ii) any family of admissible segments passes through no more than two
tn.
Lemma 2.7. (Hagler)[H] Let (tn)n be a sequence of nodes in Υ with l(tn) <
l(tm) if n < m. Then there is a subsequence (tnk)k of (tn)n in Υ such that
either
(a) (tnk)k determines a unique branch; or
(b) (tnk)k is strongly incomparable.
Consider a strongly incomparable sequence of nodes (tn)n in HTp, it is
readily established that (ηtn)n is equivalent to the unit basis of co. Thus
HTp contains a copy of co, while JTp does not (see Corollary 4.4). Hence
the nodes, (ηt)t∈Υ, form a boundedly complete basis for JTp, but this is not
the case with HTp. Otherwise, if HTp had a boundedly complete basis, [LT]
would imply that HTp is a dual Banach space and as it contains a copy of co
it must also contain a copy of `∞, contradicting its separability. Moreover,
JTp is a dual space while HTp is not.
For further reading on the James Tree space see [FG].
3. Branch Index of Tree Spaces
Definition 3.1. Let 1 ≤ q ≤ ∞. A tree space V T is said to have branch
index q if there is a constant, C > 0, such that whenever (γj)
k
j=1 is a sequence
of mutually distinct branches in Υ we are able to find m ∈ N so that for
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any (αj)
k
j=1 in Rk we have∥∥∥∥∥
k∑
j=1
αjQ
∗
m(γ
∗
j )
∥∥∥∥∥ ≤ C
(
k∑
j=1
|αj|q
)1/q
.
In the case there is m ∈ N so that∥∥∥∥∥
k∑
j=1
αjQ
∗
m(γ
∗
j )
∥∥∥∥∥ =
(
k∑
j=1
|αj|q
)1/q
we say that V T has branch index q isometrically.
We observe that if V T has branch index q then it will also have branch
index q˜ for every q˜ < q. It follows from [H, Lemma 9] that JH has branch
index∞. Similarly, in [O, Lemma 11], it is shown that ΛT has branch index
∞ .
Definition 3.2. Let V T be a tree space. We say that V T is quasi-shrinking
if {(η∗t )t∈Υ ∪ Γ∗} spans a dense subspace of V T ′.
It is shown in [BHO, Theorem 6.1] that JT (ei) is quasi-shrinking when-
ever E is a reflexive space. It can also be shown that the James–Hagler
space, JH, is also quasi-shrinking, (see [L] and [BHO, page 41]). This will
also follow from a more general result (see Theorem 4.11). By [O, Theo-
rem 2(5)] the space ΛT is quasi-shrinking.
For 1 < p < ∞ we use q to denote the conjugate index of p. Given a
continuous linear operator T : X → Y we use T ∗ to denote its transpose
given by (T ∗φ)(x) = φ(T (x)) for x in X, φ in Y ′.
Lemma 3.3. Let 1 < p <∞ and Tj : JTp → JTp, j = 1, . . . , k be continu-
ous linear operators, and {σj}kj=1 be subsets of Υ. Suppose that
(a) for every x in JTp with supp(x) ⊆ Υ \ σj, we have Tjx = 0,
(b) each segment in Υ intersects at most one σj,
(c) the intersection of any segment of Υ with any σj is a segment.
Then for each φ in JT ′p ∥∥∥∥∥
k∑
j=1
T ∗j φ
∥∥∥∥∥
q
=
k∑
j=1
‖T ∗j φ‖q.
Proof. By conditions (b) and (c) it follows that if x1, . . . , xk belong to JTp
with supp(xj) ⊆ σj for every j = 1, 2, . . . , k, then∥∥∥∥∥
k∑
j=1
xj
∥∥∥∥∥
p
=
k∑
j=1
‖xj‖p.
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In particular, for any x ∈ JTp we have
∥∥∥∥∥
k∑
j=1
Pσjx
∥∥∥∥∥
p
=
k∑
j=1
‖Pσjx‖p,
where Pσj : JTp → JTp is the norm one projection Pσj(
∑
t∈Υ atηt) =
∑
t∈σj atηt.
Then for each φ in JT ′p we have that
〈
k∑
j=1
T ∗j φ, x〉 =
k∑
j=1
〈T ∗j φ, x〉 =
k∑
j=1
〈φ, Tjx〉 =
k∑
j=1
〈φ, TjPσjx〉
=
k∑
j=1
〈T ∗j φ, Pσjx〉 ≤
k∑
j=1
‖T ∗j φ‖‖Pσjx‖
≤
(
k∑
j=1
‖T ∗j φ‖q
)1/q( k∑
j=1
‖Pσjx‖p
)1/p
=
(
k∑
j=1
‖T ∗j φ‖q
)1/q ∥∥∥∥∥
k∑
j=1
Pσjx
∥∥∥∥∥
≤
(
k∑
j=1
‖T ∗j φ‖q
)1/q
‖x‖
and therefore taking the supremum over all x in the unit ball of JTp we get
that ∥∥∥∥∥
k∑
j=1
T ∗j φ
∥∥∥∥∥
q
≤
k∑
j=1
‖T ∗j φ‖q.
For the reverse inequality let φ ∈ JT ′p and  > 0. For each 1 ≤ j ≤ k use
(a) to choose xj with ‖xj‖ = 1 and support contained in σj so that
‖T ∗j φ‖q ≤ |〈T ∗j φ, xj〉|q + .
Let
x =
k∑
j=1
sgn(〈T ∗j φ, xj〉)|〈T ∗j φ, xj〉|q−1xj.
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Then, we have ‖x‖p = ∑kj=1 |〈T ∗j φ, xj〉|q and(
k∑
j=1
‖T ∗j φ‖q − 
)p−1
‖x‖p ≤
(
k∑
j=1
|〈T ∗j φ, xj〉|q
)p−1
‖x‖p
=
(
k∑
j=1
|〈T ∗j φ, xj〉|q
)p
=
∣∣∣∣∣
k∑
j=1
〈T ∗j φ, x〉
∣∣∣∣∣
p
≤
∥∥∥∥∥
k∑
j=1
T ∗j φ
∥∥∥∥∥
p
‖x‖p.
As this holds for all  > 0 we get that(
k∑
j=1
‖T ∗j φ‖q
) p−1
p
≤
∥∥∥∥∥
k∑
j=1
T ∗j φ
∥∥∥∥∥
or that
k∑
j=1
‖T ∗j φ‖q ≤
∥∥∥∥∥
k∑
j=1
T ∗j φ
∥∥∥∥∥
q
and the identity is established. 
Given branches γ1, . . . , γk in Υ, we choose m in N sufficiently large so
that γj ∩ {t ∈ Υ : l(t) ≥ m} are pairwise disjoint, 1 ≤ j ≤ k. Taking
σj = γj ∩ {t ∈ Υ : l(t) ≥ m}, Tj = Pσj for 1 ≤ j ≤ k and φ =
∑k
j=1 ajγ
∗
j
with aj ∈ R in Lemma 3.3, we get the following Corollary.
Corollary 3.4. The James Tree space, JTp, has branch index q isometri-
cally, where q is the conjugate index of p.
4. Biduals of JTp and HTp
In this section we will give a description of the biduals of JTp and HTp.
4.1. Bidual of JTp. Let us begin with JTp. A description of the bidual of
JT is given in [LS].
We introduce the space Jp as the completion of the space of all sequences
in co, (aj)j, with respect to the norm
‖|(an)n|‖ := sup
(
n∑
i=1
|ak2i−1 − ak2i|p
)1/p
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where the supremum is taken over any choice of n and any choice of positive
integers k1 < k2 < . . . < k2n. Equivalent norms on Jp are obtained by
considering the norm
‖(an)n‖ = sup
(
1
2
n∑
i=1
|aki+1 − aki |p + |akn+1 − ak1|p
)1/p
or the norm
|‖(an)n‖| = sup
(
1
2
n∑
i=0
|aki+1 − aki |p
)1/p
where a0 = 0 and the supremum is taken over all n and all choices of positive
integers 0 = k0 < k1 < k2 < . . . < kn+1.
If we denote by (en)n the unit vector basis in Jp then for p > 1, (en)n is
a shrinking basis for Jp. To see this we assume that there is φ in J
′
p, a block
basis sequence, (xk)k, of (en)n and  > 0 so that ‖xk‖ = 1 and φ(xk) >  for
all k in N. Consider
∑∞
k=1
xk
k
. Then each term used to calculate the norm
of
∑∞
k=1
xk
k
is either of the form(∣∣∣∣e∗j(xk)k − e∗l (xk)k
∣∣∣∣)p
or of the form [∣∣∣∣e∗j(xk)k − e∗l (xk+m)k +m
∣∣∣∣]p.
It follows from the convexity of the function f(x) = xp that[∣∣∣∣e∗j(xk)k − e∗l (xk+m)k +m
∣∣∣∣]p ≤ 2p−1[(e∗j(xk)k
)p
+
(
e∗l (xk+m)
k +m
)p]
.
Hence we have that∥∥∥∥∥
∞∑
k=1
xk
k
∥∥∥∥∥
p
≤ 2p−1
∞∑
k=1
(‖xk‖
k
)p
<∞.
But this contradicts our assumption that φ(xk) >  for all k and thus (en)n
is a shrinking basis for Jp.
We denote by (sn)n the summing basis for Jp given by sn =
∑n
j=1 ej. It
is easily checked that the summing basis is a monotone boundedly complete
basis for Jp. A routine calculation shows that s
∗
n = e
∗
n − e∗n+1 for all n in N.
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Moreover, if
∑∞
j=1 ajsj belongs to Jp then we have that
e∗1
( ∞∑
j=1
ajsj
)
=e∗1 (a1e1 + a2(e1 + e2) + a3(e1 + e2 + e3) + · · · )
=
( ∞∑
j=1
aj
)
e∗1(e1) +
( ∞∑
j=2
aj
)
e∗1(e2) +
( ∞∑
j=3
aj
)
e∗1(e3) + · · ·
=
∞∑
j=1
aj,
showing that e∗1 coincides with the summing function of Bellenot, Haydon
and Odell [BHO].
Since the canonical basis for `p is shrinking it follows from [BHO, The-
orem 4.1] that `1 does not embed in Jp. Applying [BHO, Theorem 2.2] we
get that J ′p is the span of {[s∗j ]∞j=1 ∪ [e∗1]}. From this we obtain the following
Lemma.
Lemma 4.1. Let 1 < p < ∞ and consider φ ∈ J ′p. Then limn→∞ φ(sn)
exists. Moreover, it is 0 if and only if φ ∈ [s∗j ]∞j=1.
Proof. We have that J ′p = [s
∗
j ]
∞
j=1 ⊕ {e∗1}. Hence we may write φ in J ′p as
φ =
∑∞
j=1 ajs
∗
j + be
∗
1. Therefore limn→∞ φ(sn) = b and so φ ∈ sp{s∗j}∞j=1 if
and only if limj→∞ φ(sj) = 0. 
Lemma 4.2. Consider the subspace Y of JT ′p given by Y = {φ ∈ JT ′p :
limt∈γ φ(ηt) = 0 for all branches γ}. Then for each φ in Y
lim
k→∞
(
sup
l(t)=k
‖Q∗tφ‖
)
= 0.
Proof. We suppose that there is φ in Y , a sequence of natural numbers
(nj)j and a sequence of nodes (tnj)j with l(tnj) = nj such that ‖Q∗tnjφ‖ >
α > 0. We will first show that only finitely many nodes can be mutually
incomparable. To see this suppose that there are k mutually incomparable
nodes tn1 , . . . , tnk . For each j, 1 ≤ j ≤ k, choose xj in Qtnj (JTp) with
‖xj‖ = 1 so that φ(xj) ≥ α.
We have that
∥∥∥∑kj=1 xj∥∥∥ = k1/p. This gives us that
kα ≤ φ
(
k∑
j=1
xj
)
≤ ‖φ‖k1/p
or that
(‖φ‖/α)q ≥ k
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and hence k must be finite. Because of this we may assume without loss of
generality that (tnk)k belong to a single branch γ. For each ψ in JT
′
p and
any sequence of nodes such that l(sn) < l(sn+1) we have that limn→∞ ‖ψ −
Q∗snψ‖ = ‖ψ‖. Hence by choosing a subsequence of (tnj)j, if necessary, we
may also assume that for all j in N we have
‖Q∗tnjφ−Q
∗
tnj+1
φ‖ ≥ 3
4
α > 0.
Consider the projection Pγ : JTp → JTp given by
Pγ(x) =
∑
tn∈γ
〈η∗tn , x〉ηtn .
Then the mapping T : Pγ(JTp)→ Jp, given by T (ηtn) = sn, is an isometry.
As φ ∈ Y we have that
lim
n→∞
φ(T−1sn) = lim
n→∞
φ(ηtn) = 0
and hence using Lemma 4.1 we have φ ◦ T−1 ∈ [s∗n]. Write φ ◦ T−1 as
φ ◦ T−1 = ∑∞i=1 βis∗i . We have P ∗γφ = ∑∞i=1 βtiη∗ti and (Q∗tnj −Q∗tnj+1 )P ∗γφ =∑nj+1−1
i=nj
βtiη
∗
ti
and thus it follows that
P ∗γφ =
∞∑
i=1
βtiη
∗
ti
=
∞∑
j=1
(Q∗tnj −Q
∗
tnj+1
)P ∗γφ.
It follows that for sufficiently large j∥∥∥(Q∗tnj −Q∗tnj+1 )P ∗γφ∥∥∥ < 12α.
Let Rj = (Qtnj − Qtnj+1 ) − Pγ(Qtnj − Qtnj+1 ). The image of Rj consists of
all x with support σj greater than or equal to tnj but not greater than or
equal to tnj+1 and not contained in γ. Then (Rj)j and (σj)j=1 satisfy the
conditions of Lemma 3.3 and thus
k∑
j=1
‖R∗jφ‖q =
∥∥∥∥∥
k∑
j=1
R∗jφ
∥∥∥∥∥
q
for all k. However for each j we have that ‖R∗jφ‖ > 14α while∥∥∥∥∥
k∑
j=1
R∗j
∥∥∥∥∥ = ∥∥∥(Q∗tn1 −Q∗tnj+1 )− (Q∗tn1 −Q∗tnj+1 )P ∗γ ∥∥∥ ≤ 4
and we have a contradiction. 
It follows from the proof of Lemma 4.2 that for each branch γ in Γ and
each φ in JT ′p, limt∈γ φ(ηt) exists. Hence the function S : JT
′
p → RΓ given
by
S(φ) =
(
lim
t∈γ
φ(ηt)
)
γ∈Γ
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is well defined.
We claim that S(JT ′p) = `q(Γ). We start by showing that S(JT
′
p) ⊆ `q(Γ).
To see this, let (γj)
r
j=1 be distinct branches in Γ. For m sufficiently large
we have that γj ∩ {t ∈ Υ : l(t) ≥ m} are pairwise disjoint, 1 ≤ j ≤ r.
For 1 ≤ j ≤ r choose tj in γj ∩ {t : l(t) ≥ m}. Fix φ in JT ′p and let
x =
∑r
j=1 sgn(〈φ, ηtj〉)|〈φ, ηtj〉|q−1ηtj . Then we have
r∑
j=1
|〈φ, ηtj〉|q = φ(x) ≤ ‖φ‖‖x‖ = ‖φ‖
(
r∑
j=1
|〈φ, ηtj〉|q
) 1
p
and therefore
(∑r
j=1 |〈φ, ηtj〉|q
) 1
q ≤ ‖φ‖. Letting j tend to ∞, we get that
‖S(φ)‖ ≤ ‖φ‖ and therefore S is continuous and has norm less than or equal
to 1.
Conversely, S(γ∗) is the vector in `q(Γ) which is 1 on γ and 0 on every
other branch. Since ‖γ∗‖ = ‖S(γ∗)‖ = 1 we have that S has norm 1.
To show that S is surjective let (γj)
r
j=1 be distinct branches in Γ and
choose m so that γj ∩ {t ∈ Υ : l(t) ≥ m} are pairwise disjoint, 1 ≤ j ≤ r.
Given (aj)
r
j=1 we define φ by
φ
(∑
t∈Υ
btηt
)
:=
r∑
j=1
aj
 ∑
t∈γj :l(t)≥m
bt
 .
Then ∣∣∣∣∣φ
(∑
t∈Υ
btηt
)∣∣∣∣∣ =
∣∣∣∣∣∣
r∑
j=1
aj
∑
t∈γj :l(t)≥m
bt
∣∣∣∣∣∣
≤
(
r∑
j=1
|aj|q
) 1
q
 r∑
j=1
∣∣∣∣∣∣
∑
t∈γj :l(t)≥m
bt
∣∣∣∣∣∣
p
1
p
≤
(
r∑
j=1
|aj|q
) 1
q
∥∥∥∥∥∑
t∈Υ
btηt
∥∥∥∥∥
Conversely, we choose tj in γj with l(tj) > m, 1 ≤ j ≤ r, and we set x =∑r
j=1 sgn(aj)|aj|q−1ηtj . Then, we have ‖x‖ =
(∑r
j=1 |aj|q
)1/p
, φ(ηtj) = aj
for each j = 1, 2, . . . , r, and φ(x) =
∑r
j=1 |aj|q. Therefore,
r∑
j=1
|aj|q = φ(x) ≤ ‖φ‖‖x‖ = ‖φ‖
(
r∑
j=1
|aj|q
)1/p
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that is (
r∑
j=1
|aj|q
)1/q
≤ ‖φ‖.
Hence ‖φ‖ =
(∑r
j=1 |aj|q
) 1
q
and given any ν in `q(Γ) there is φ in JT
′
p with
S(φ) = ν proving that S is surjective.
We will next show that kerS, the kernel of S, is equal to [η∗t ]t∈Υ. We
observe that [η∗t ]t∈Υ, the span of the dual nodes, is contained in the kernel
of S. To see that these subspaces actually coincide we assume that [η∗t ]t∈Υ
is a proper subspace of kerS. Let κ = 1
2
(2p − 2p−1 − 1) > 0 and choose
δ > 0 so that 2
p−1+κ+1
2p
< (1 − δ)p. Choose φ in kerS of norm 1 so that
d(φ, [η∗t ]t∈Υ) = a > 0. Let ψo in [η
∗
t ]t∈Υ be such that ‖ψo+φ‖ < a1−δ . Setting
ν = ψo+φ‖ψo+φ‖ we get that
d(ν, [η∗t ]t∈Υ) =
a
‖ψo + φ‖ > 1− δ.
Choose x in JTp of norm 1 so that ν(x) > 1 − δ and r ∈ N so that
ν(Pr(x)) > 1−δ where Pr = I−Qr. This, in particular means that ‖Prx‖ >
1 − δ. Choose  > 0 so that 2r+p−1(q−1)p < (1 − δ)pκ. It follows from
Lemma 4.2 that we can find r′ > r so that ‖Q∗ujν‖ ≤  for 1 ≤ j ≤ 2r
′
,
where uj, j = 1, . . . , 2
r′ are the nodes of level r′. Then (I −Qr′)∗ν ∈ [η∗t ]t∈Υ
and hence we have that
‖Q∗r′ν‖ = ‖ν − (I −Qr′)∗ν‖ ≥ d(ν, [η∗t ]t∈Υ) > 1− δ,
and so by Lemma 3.3 we have that
2r
′∑
j=1
‖Q∗ujν‖q = ‖Q∗r′ν‖q > (1− δ)q.
For each 1 ≤ j ≤ 2r′ choose xj in JTp so that ‖xj‖ = 1, Qujxj = xj and
Ap :=
2r
′∑
j=1
|Q∗ujν(xj)|q =
2r
′∑
j=1
|ν(xj)|q > (1− δ)q.
Let
z =
1
A
2r
′∑
j=1
sgn(ν(xj))|ν(xj)|q−1xj.
Then, by definition of the norm on JTp, we have
‖z‖p = 1
Ap
2r
′∑
j=1
|ν(xj)|(q−1)p = 1
Ap
2r
′∑
j=1
|ν(xj)|q = 1.
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In addition
ν(z) =
1
A
2r
′∑
j=1
|ν(xj)|q = Ap−1 > 1− δ
and
‖Qujz‖ =
1
A
|ν(xj)|q−1 = 1
A
|Q∗ujν(xj)|q−1 ≤
1
A
‖Q∗ujν‖q−1 ≤
q−1
(1− δ)q/p .
So, we have constructed an element, z, of norm 1 in JTp with the property
that ν(z) > 1 − δ. As limn→∞Qn(z) = 0, letting z˜ = z − Qs(z) with s
sufficiently large, we get that there is s > r′ with Qs(z˜) = 0, ‖z˜‖ ≤ 1 and
ν(z˜) > 1− δ.
Since ν(Pr(x)) > 1 − δ we can choose y in JTp with ‖y‖ = 1 so that
Qry = 0 and ν(y) > 1 − δ. Then we have that ν(z˜ + y) > 2(1 − δ) and
z˜ + y =
∑s
k=0
∑
t∈Υ:l(t)=k atηt with at = 0 for r < l(t) < r
′.
Let us consider the following three collections of segments,
S1 = {S : there is t ∈ S with l(t) = r and t ∈ S with l(t) = r′},
S2 = {S : l(t) < r′ for all t ∈ S},
S3 = {S : l(t) > r for all t ∈ S}.
Since each segment in Υ lies in either S1, S2 or S3 by the definition of
the norm on JTp we have segments S
1
1 , . . . , S
1
l in S1, S21 , . . . , S2m in S2 and
S31 , . . . , S
3
n in S3,
‖z˜ + y‖p =
l∑
i=1
∑
t∈S1i
at
p + m∑
i′=1
∑
t∈S2
i′
at
p + n∑
i′′=1
∑
t∈S3
i′′
at
p
Firstly, we have
l∑
i=1
∑
t∈S1i
at
p ≤2p−1
 l∑
i=1
 ∑
t∈S1i :l(t)<r′
at
p + l∑
i=1
 ∑
t∈S1i :l(t)≥r′
at
p
=:2p−1(B1 +B2).
Since z˜ contains no nodes of level strictly less than r′ we have
2p−1B1 +
m∑
i′=1
∑
t∈S2
i′
at
p ≤ 2p−1‖y‖p = 2p−1.
Secondly, there are at most 2r nodes with level less than r. Hence, we
have that l ≤ 2r and we get that
B2 =
l∑
i=1
 ∑
t∈S1i :l(t)≥r′
at
p ≤ l∑
i=1
‖Quji z˜‖p ≤ 2r
(q−1)p
(1− δ)q < κ/2
p−1.
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Finally we have that
n∑
i′′=1
∑
t∈S3
i′′
at
p ≤ ‖z˜‖p ≤ 1
which gives that
‖z˜ + y‖ ≤ (2p−1 + κ+ 1) 1p .
Thus we get that
1 = ‖ν‖ ≥ |ν(z˜ + y)|‖z˜ + y‖ >
2(1− δ)
(2p−1 + κ+ 1)
1
p
,
a contradiction, and therefore kerS = [η∗t ]t∈Υ.
We denote by j[η∗t ] the canonical injection of [η
∗
t ] into JT
′
p and by jJTp
the canonical inclusion of JTp into JT
′′
p .
We have that
Theorem 4.3.
JT ′′p =
(
j[η∗t ]([η
∗
t ])
)⊥ ⊕ jJTp(JTp) ' (JT ′p/j[η∗t ]([η∗t ]))′ ⊕ JTp ' `p(Γ)⊕ JTp.
Corollary 4.4. For 1 < p < ∞, the space JTp does not contain a copy of
co.
Proof. Suppose that JTp contains a copy of co. Then JT
′′′
p has a quotient
which is isomorphic to `′∞. However, as JT
′′′
p is isomorphic to JT
′
p⊕ `q(Γ) it
has cardinality equal to the continuum, c. The cardinality of `′∞ is 2
c giving
us a contradiction. 
4.2. Bidual of HTp. Let us now consider the space HTp. Again we will
give a description of the bidual of HTp. This will allow us to show that HTp
does not contain a copy of `1 and that HTp has branch index q isometrically.
We define an operator Q : HT ′p → `q(Γ) by Q(φ)(γ) = limt∈γ φ(ηt) for
any branch γ in Γ and φ in HT ′p.
We first must show that Q is well-defined. To see this, consider any finite
subset Γ′ = {γ1, γ2, . . . , γn} of Γ. Choosing m sufficiently large we can as-
sume that Si = γi∩{t ∈ Υ : l(t) ≥ m}, i = 1, . . . , n are pairwise disjoint seg-
ments. For i = 1, . . . , n choose ti in Si and let x =
n∑
i=1
sgn(φ(ηti))|φ(ηti)|q−1ηti .
Then we have
‖x‖ =
(
n∑
i=1
|φ(ηti)|(q−1)p
)1/p
=
(
n∑
i=1
|φ(ηti)|q
)1/p
.
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As |φ(x)| ≤ ‖φ‖‖x‖ we get
n∑
i=1
|φ(ηti)|q ≤ ‖φ‖
(
n∑
i=1
|φ(ηti)|q
)1/p
which we rewrite as (
n∑
i=1
|φ(ηti)|q
)1/q
≤ ‖φ‖.
Letting l(ti) tend to infinity we get that(
n∑
i=1
|Q(φ)(γi)|q
)1/q
≤ ‖φ‖,
which proves that Q(φ) belongs to `q(Γ) with ‖Q(φ)‖q ≤ ‖φ‖. Hence Q is
well defined and bounded with norm no greater than 1. Moreover, taking
φ = γ∗o for any branch γo in Γ we see that
Q(γ∗o)(γ) =
{
1 if γ = γo,
0 otherwise.
and therefore ‖Q‖ = 1.
We claim that Q is surjective. To see this, let γ1, . . . , γn be n distinct
branches in Γ and α1, . . . , αn belong to R. Choose m ∈ N so that γj ∩ {t ∈
Υ : l(t) ≥ m} are pairwise disjoint, 1 ≤ j ≤ n. Let φ = ∑ni=1 αiQ∗m(γ∗i ). For
any x in HTp we have
|φ(x)| =
∣∣∣∣∣
n∑
i=1
αiQ
∗
m(γ
∗
i )(x)
∣∣∣∣∣
≤
n∑
i=1
|αi||Q∗m(γ∗i )(x)|
≤
(
n∑
i=1
|αi|q
)1/q( n∑
i=1
|Q∗m(γ∗i )(x)|p
)1/p
≤
(
n∑
i=1
|αi|q
)1/q
‖x‖
and therefore
‖φ‖ ≤
(
n∑
i=1
|αi|q
)1/q
.
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For i = 1, . . . , n choose nodes ti in γi ∩ {t ∈ Υ : l(t) ≥ m} and let x =∑n
i=1 sgn(αi)|αi|q−1ηti . Then we have
‖x‖ =
(
n∑
i=1
|αi|(q−1)p
)1/p
=
(
n∑
i=1
|αi|q
)1/p
.
Hence
‖φ‖ ≥|φ(x)|‖x‖ =
1
(
∑n
i=1 |αi|q)1/p
∣∣∣∣∣
n∑
i=1
sgn(αi)|αi|q−1φ(ηti)
∣∣∣∣∣
=
1
(
∑n
i=1 |αi|q)1/p
n∑
i=1
|αi|q
=
(
n∑
i=1
|αi|q
)1/q
.
Thus, we have ‖φ‖ = (∑ni=1 |αi|q)1/q. Furthermore,
Q(φ)(γ) =
{
αi if γ = γi,
0 otherwise.
Hence Q is a quotient mapping and we have shown that Q is a bounded,
linear mapping of norm 1 from HT ′p onto `q(Γ).
Let G = kerQ. Then we have that HT ′p/G is isomorphic to `q(Γ). We
claim that G = [η∗t ]t∈Υ. We use the following Lemma of Hagler.
Lemma 4.5. (Hagler)[H, Lemma 8] For φ in G = kerQ,
lim
n→∞
(
max
l(t)=n
‖Q∗t (φ)‖
)
= 0.
Theorem 4.6. If 1 < p <∞ then kerQ = [η∗t ]t∈Υ.
Proof. Let us use F to denote [η∗t ]t∈Υ, the closed linear span of {η∗t }t∈Υ.
Clearly we have that F ⊆ kerQ. Assume that F ( kerQ. Choose δ ∈ (0, 1)
so that
1− (1− δ)p
δ
< p+
1
3
and
(3− 4δ)p > 2 · 3p−1 + 3p−1(3p+ 1)δ.
Choose φ in kerQ with ‖φ‖ = 1 and inf{‖φ−ψ‖ : ψ ∈ F} > 1− δ. We now
choose x, y and z as follows:
(i) Choose x in HTp with ‖x‖ = 1 so that Qm(x) = 0, for some m ∈ N
and φ(x) > 1− δ.
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(ii) Choose  > 0 so that 2m < δ. By Lemma 4.5 we can find n ≥ 2m+1
so that ‖φ ◦ Qt‖ ≤  for every node t with l(t) = n. Pick y in HTp
with ‖y‖ = 1 so that Qn(y) = y, φ(y) > 1 − δ and Qk(y) = 0 for
some k > n.
(iii) Choose z in HTp so that ‖z‖ = 1, Qk(z) = z and φ(z) > 1− δ.
Then we have
‖x+ y + z‖ ≥ φ(x+ y + z) = 3(1− δ).
We will now consider two cases and in each we arrive at a contradiction.
Case I: We assume that for any admissible family of segments S1.S2, . . . , S2m
passing through the support of y we have
2m∑
j=1
|Sj(y)|p ≤ 1− (3p+ 1)δ.
Then if S1, S2, . . . , Sr are admissible segments which do not pass through
the support of y then either of the two mutually exclusive events occurs
(a) S1, . . . , Sr intersect the support of x and the support of y,
(b) S1, . . . , Sr intersect the support of y and the support of z.
If for instance, (b) occurs we have(
r∑
j=1
|Sj(x+ y + z)|p
)1/p
=
(
r∑
j=1
|Sj(y + z)|p
)1/p
≤ ‖y + z‖ ≤ 2.
However, as ‖x+y+z‖ > 3(1−δ) it follows that there must exist admissible
segments, S1, . . . , Sr, passing through the support of y and which give the
norm of x+ y + z. Now,
‖x+ y + z‖p =
r∑
j=1
|Sj(x+ y + z)|p
≤
r∑
j=1
(|Sj(x)|+ |Sj(y)|+ |Sj(z)|)p
≤
r∑
j=1
3p−1 (|Sj(x)|p + |Sj(y)|p + |Sj(z)|p)
≤3p−1 (‖x‖p + 1− (3p+ 1)δ + ‖z‖p)
=3p−1 (3− (3p+ 1)δ) .
It follows that
3p(1− δ)p ≤ ‖x+ y + z‖p ≤ 3p−1(3− (3p+ 1)δ)
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which implies that
3(1− δ)p ≤ 3− (3p+ 1)δ
or that
p+
1
3
≤ 1− (1− δ)
p
δ
.
But this contradicts our choice of δ.
Case II: We assume that for some admissible family of segments S1, S2, . . . , S2m
passing through the support of y we have
2m∑
j=1
|Sj(y)|p > 1− (3p+ 1)δ.
For j = 1, 2, 3, . . . 2m let tj be the node of Sj with level n. Let y1 =∑2m
j=1Qtj(y) and y2 = y − y1.
Then for any family of admissible segments,R1, . . . , R2m , passing through
the support of y but disjoint from S1, . . . , S2m we have
2m∑
j=1
|Rj(y)|p =
2m∑
j=1
|Rj(y2)|p < (3p+ 1)δ
as otherwise y would have norm strictly greater than 1. Hence, for any
family of admissible segments, R1, . . . , R2m , passing through the support of
y2 we have
2m∑
j=1
|Rj(y2)|p < (3p+ 1)δ.
Furthermore,
|φ(y1)| =
∣∣∣∣∣
2m∑
j=1
φ ◦Qtj(y)
∣∣∣∣∣
≤
2m∑
j=1
‖φ ◦Qtj‖‖y‖
<2m < δ
Hence,
φ(y2) = φ(y)− φ(y1) > 1− δ − δ = 1− 2δ.
Repeating the argument of Case I, using y2 instead of y we get
‖x+ y2 + z‖ ≥ |φ(x+ y2 + z)| > 1− δ + 1− 2δ + 1− δ = 3− 4δ
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For some admissible family, R1, . . . , Rs passing through the support of y2
we have
‖x+ y2 + z‖p =
s∑
j=1
|Rj(x+ y2 + z)|p
≤
s∑
j=1
(|Rj(x)|+ |Rj(y2)|+ |Rj(z)|)p
≤
s∑
j=1
3p−1 (|Rj(x)|p + |Rj(y2)|p + |Rj(z)|p)
=3p−1
[
s∑
j=1
|Rj(x)|p +
s∑
j=1
|Rj(y2)|p +
s∑
j=1
|Rj(z)|p
]
≤3p−1 (‖x‖p + (3p+ 1)δ + ‖z‖p)
=3p−1 (2 + (3p+ 1)δ)
This implies that
(3− 4δ)p ≤ 2 · 3p−1 + 3p−1(3p+ 1)δ
which contradicts our choice of δ.
Thus we see that Cases I and II give a contradiction and so we have
kerQ = F . 
We also have shown that HT ′p/ kerQ = HT
′
p/F is isometrically isomor-
phic to `q(Γ). We use this to obtain the following theorem.
Theorem 4.7. HT ′′p is isomorphic to F
′ ⊕ `p(Γ) where F = [η∗t ]t∈Υ.
Proof. The mapping Q : HT ′p → `q(Γ) is a quotient map. Its adjoint, Q∗, is
a mapping from `q(Γ)
′ = `p(Γ) into HT ′′p .
We claim thatQ∗(`p(Γ)) is complemented inHT ′′p . To see this let γ1, . . . , γn
be distinct branches of Υ. Choose m so that γj ∩ {t ∈ Υ : l(t) ≥ m} are
pairwise disjoint for 1 ≤ j ≤ n. Consider the subspace of HT ′p spanned by
Q∗m(γ
∗
1), Q
∗
m(γ
∗
2), . . . , Q
∗
m(γ
∗
n). For α1, . . . , αn in R we have∥∥∥∥∥
n∑
i=1
αiQ
∗
m(γ
∗
i )
∥∥∥∥∥ =
(
n∑
i=1
|αi|q
)1/q
proving that the span of Q∗m(γ
∗
1), Q
∗
m(γ
∗
2), . . . , Q
∗
m(γ
∗
n) is isometrically iso-
morphic to `nq . Furthermore,
Q
(
n∑
i=1
αiQ
∗
m(γ
∗
i )
)
(γ) =
{
αi if γ = γi,
0 if γ 6= γ1, . . . , γn.
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Therefore the restriction of Q to the span of Q∗m(γ
∗
1), Q
∗
m(γ
∗
2), . . . , Q
∗
m(γ
∗
n)
maps the span of Q∗m(γ
∗
1), Q
∗
m(γ
∗
2), . . . , Q
∗
m(γ
∗
n) isometrically onto the span
of eγ1 , eγ2 , . . . , eγn in `q(Γ). So if G = [Q
∗
m(γ
∗
1), Q
∗
m(γ
∗
2), . . . , Q
∗
m(γ
∗
n)] we have
a local selection S : G → HT ′p given by S = (Q〈Q′m(γi)〉ni=1)−1. This implies
that Q admits an approximate local selection (see [S]) and so, by Lemma 1
of [S], Q∗(`p(Γ)) is complemented in HT ′′p . 
Examining the proof of Theorem 4.7 we get the following Corollary.
Corollary 4.8. For 1 < p < ∞, HTp has branch index q isometrically,
where q is the conjugate index of p.
Theorem 4.9. For 1 ≤ p <∞, HTp does not contain a copy of `1.
Proof. First note that HT1 = JH which does not contain a copy of `1 by
[H]. For 1 < p < ∞, HT ′′p is isometrically isomorphic to F ′ ⊕ `p(Γ) and
therefore has cardinality c. It therefore follows from [P] that HTp does not
contain a copy of `1. 
Let us see that unlike JTp, whose bidual, JT
′′
p , is isomorphic to JTp ⊕
`p(Γ), the bidual of HTp, HT
′′
p , is not isomorphic to HTp ⊕ `p(Γ). Suppose
that HT ′′p was isomorphic to HTp ⊕ `p(Γ). It follows as in [Po, Proposi-
tion 2.1] that HTp contains a copy of co and therefore that HT
′′
p contains
a copy of `∞. As every separable Banach space is isometrically isomorphic
to a subspace of `∞ we have that HT ′′p and hence HTp ⊕ `p(Γ) contains a
copy of `1. However, if we now apply [D, Theorem 7] we see that HTp or
`p(Γ) ∼= (HTp⊕ `p(Γ))/HTp contains a copy of `1. This is impossible, as we
know that HTp does not contain a copy of `1 and `p(Γ) is reflexive.
For 1 ≤ p <∞ we consider the continuous map, x→ xˆ, from HTp into
C(Γ∗), where xˆ(γ∗) = γ∗(x) and Γ∗ is endowed with the weak∗ topology,
The proof of [BHO, Lemma 6.2] is easily adapted to give the following
result.
Lemma 4.10. Let (xi)i be a normalised block basis sequence of (ηt)t∈Υ in
HTp such that (xˆi)i converges weakly to 0 in C(Γ
∗). Then (xi)i is weakly
null on HTp.
Proposition 4.11. For 1 < p <∞, HTp is quasi-shrinking.
Proof. Suppose that HT ′p 6= [η∗t , γ∗ : t ∈ Υ, γ ∈ Γ]. Then there is x∗∗ in HT ′′p
with ‖x∗∗‖ = 1 and x∗∗|[{η∗t }∪Γ∗] = 0. Since HTp does not contain a copy of
`1 we can find a sequence (xn)n in HTp which converges weak
∗ to x∗∗. Since
x∗∗|[{η∗t }] = 0, by passing to a subsequence if necessary we may assume that
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(xn)n is a block basis of (ηt)t∈Υ. As x∗∗|Γ∗ = 0 we have that (xˆn)n converges
weakly to 0 in C(Γ∗). Lemma 4.10 now implies that (xn)n is weakly null in
HTp and therefore that x
∗∗ = 0, a contradiction to our assumption. 
5. Containment of `1 in Injective Tensor Products of Tree
Spaces
Theorem 5.1. For 1 ≤ i ≤ n let 1 < pi < ∞. For i = 1, . . . , n let qi
be such that 1
pi
+ 1
qi
= 1. If
∑n
i=1
1
qi
≥ 1 then `1 ↪→
⊗̂n
i=1,JTpi and `1 ↪→⊗̂n
i=1,HTpi.
Proof. We prove the result for
⊗̂n
i=1,JTpi , the proof for
⊗̂n
i=1,HTpi is iden-
tical. For k ∈ N let Ak :=
{
(j)
k
j=1 : (j)
k
j=1 ∈ Υ, k = 0
}
. Given k ∈ N we
define Uk in
⊗̂n
i=1,JTpi by Uk :=
∑
t∈Ak ηt ⊗ ηt ⊗ · · · ⊗ ηt. We show that
each Uk has norm 1. Let q be such that
1
q
=
∑n
i=1
1
qi
. For 1 ≤ i ≤ n choose
φi in JT
′
pi
. For φ in JT ′pi , t in Υ we use φt to denote φ(ηt). Then by Ho¨lder’s
Inequality we have that∣∣∣〈φ1 ⊗ φ2⊗ · · · ⊗ φn,∑
t∈Ak
ηt ⊗ ηt ⊗ · · · ⊗ ηt〉
∣∣∣
=
∣∣∣∣∣∑
t∈Ak
(φ1)t(φ2)t · · · (φn)t
∣∣∣∣∣
≤
(∑
t∈Ak
|(φ1)t|q1/q
) q
q1
(∑
t∈Ak
|(φ2)t|q2/q
) q
q2
· · ·
(∑
t∈Ak
|(φn)t|qn/q
) q
qn
≤
(∑
t∈Ak
|(φ1)t|q1
) 1
q1
(∑
t∈Ak
|(φ2)t|q2
) 1
q2
· · ·
(∑
t∈Ak
|(φn)t|qn
) 1
qn
Setting
xi =
∑
t∈Ak
sgn(φi)t|(φi)t|qi−1ηt
/(∑
t∈Ak
|(φi)t|qi
) 1
pi
we get that ‖xi‖ = 1 and that(∑
t∈Ak
|(φ1)t|q1
) 1
q1
· · ·
(∑
t∈Ak
|(φn)t|qn
) 1
qn
=|φ1(x1)||φ2(x2)| . . . |φn(xn)|
≤‖φ1‖q1‖φ2‖q2 . . . ‖φn‖qn
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Hence, using the injectivity of the epsilon tensor product, we get that
‖Uk‖ = sup
‖φ1‖q1≤1
. . . sup
‖φn‖qn≤1
∣∣∣∣∣
〈
φ1 ⊗ · · · ⊗ φn,
∑
t∈Ak
ηt ⊗ ηt ⊗ · · · ⊗ ηt
〉∣∣∣∣∣ ≤ 1.
However, if s belongs to Ak we have that
〈η∗s ⊗ η∗s ⊗ · · · ⊗ η∗s , Uk〉 = 1
and hence ‖Uk‖ = 1.
Let us show that (Uk)k is equivalent to the `1 basis. Consider (ak)k in
`1. Let N+ = {k : ak ≥ 0}. We may suppose without loss of generality that∑
n∈N+ ak ≥ 12
∑
k∈N |ak|. We now choose a branch γ as follows. Suppose
that (j)
k
j=1 is the k
th node of γ. If k+ 1 belongs to N+, we set k+1 = 0 and
(j)
k+1
j=1 ∈ γ. If k+ 1 does not belong to N+, we set k+1 = 1 and (j)k+1j=1 ∈ γ.
By the choice of γ it follows immediately that 〈γ∗ ⊗ γ∗ ⊗ · · · ⊗ γ∗, Uk〉 = 1
if k is in N+ and is 0 otherwise. Therefore∥∥∥∥∥∑
k∈N
akUk
∥∥∥∥∥

≥
∣∣∣∣∣〈γ∗ ⊗ · · · ⊗ γ∗,∑
k∈N
akUk〉
∣∣∣∣∣
=
∣∣∣∣∣∑
k∈N
ak〈γ∗ ⊗ · · · ⊗ γ∗, Uk〉
∣∣∣∣∣
=
∑
k∈N+
ak
≥1
2
∑
n∈N
|ak|.
Clearly, we also have that
∥∥∑
k∈N akUk
∥∥

≤ ∑k∈N |ak| and hence (Uk)k is
equivalent to the `1 vector basis. 
When q = q1 = q2 = · · · = qn, we obtain the following result.
Theorem 5.2. Let 1 < p < ∞. If n ≥ q then `1 ↪→
⊗̂
n,JTp and `1 ↪→⊗̂
n,HTp.
Given Banach spacesX1, . . . , Xn andR =
∑∞
j=1 x
j
1⊗· · ·⊗xjn in
⊗̂
1≤j≤n,Xj
for 1 ≤ i ≤ n, we let Ri : X ′i →
⊗̂
1≤j≤n,j 6=i,Xj be given by
Ri(ξi) =
∞∑
j=1
ξi(x
j
i )x
j
1 ⊗ · · ·xji−1 ⊗ xji+1 · · · ⊗ xjn
for ξi in X
′
i, 1 ≤ i ≤ n.
Lemma 5.3. Let n be a positive integer and X1, . . . , Xn be Banach spaces
with finite dimensional decompositions (Xmi )
∞
m=1. For x in Xi write x as x =
24 C. BOYD, C. POULIOS, AND M. VENKOVA∑∞
j=1 xj with xj in X
j
i . Let Qm be defined as Qm
(∑∞
j=1 xj
)
=
∑∞
j=m+1 xj.
Suppose that for each i, 1 ≤ i ≤ n, we have `1 6↪→
⊗̂n
j=1,
j 6=i
Xj yet `1 ↪→⊗̂n
j=1,Xj. Then there is a sequence (Sk)k in
⊗̂n
j=1,Xj such that
(a) (Sk)k is equivalent to the `1 basis.
(b) For every 1 ≤ i ≤ n, ξ in X ′i and m in N we have
lim
k→∞
(Sk)
i((I −Q∗m)(ξ)) = 0
with respect to the weak topology.
Proof. We argue as in Section 3 of [L]. We start with i = 1 and let ξ belong
to X ′1. Let (Rj)j be a sequence in
⊗̂n
j=1,Xj which is equivalent to the `1
basis. Since `1 6↪→
⊗̂n
j=2,Xj, for each ξ in X
′
1 we have that (R
1
j (ξ))j has
a weak Cauchy subsequence. Fix m in N and choose φ1, . . . , φlm so that
(I − Qm)∗φ1, . . . , (I − Qm)∗φlm is a basis for (I − Qm)∗(X ′1). We can find
a subsequence N1 of N so that (R1j (I − Qm)∗(φ1))j∈N1 is weakly Cauchy.
We then obtain a subsequence N2 of N1 so that (R
1
j (I − Qm)∗(φ2))j∈N2 is
weakly Cauchy. Continuing like this, after lm steps, we have a subset Nlm of
N so that (R1j (I −Qm)∗(φ))j∈Nlm is weakly Cauchy for all φ in X ′1. Starting
with m = 1 and repeating the above process we then obtain a decreasing
chain of subsets (Lm)m so that (R
1
j (I −Qm)∗(φ))j∈Lm is weakly Cauchy for
all φ in X ′1 and all m in N. Choose nk in Lk for each k in N. Then the
sequence (Rn2k−1 −Rn2k)∞k=1 is also equivalent to the unit basis of `1. From
the above we have that limk→∞(R1n2k−1−R1n2k)(I−Qm)∗(φ) = 0 for all m in
N and all φ in X ′1. Repeat the argument with (Rj)j = (R1,j)j replaced with
(Ri,k)k = (Ri−1,n2k−1 − Ri−1,n2k)k and 1 with i = 2, . . . , n in turn. Finally,
set Sk = Rn,n2k−1 −Rn,n2k . 
We define the oscillation of a bounded sequence of real numbers (an)n
by osc((an)n) = lim supn(an)− lim infn(an).
Theorem 5.4. Let V T1, . . . , V Tv be quasi-shrinking tree spaces which have
branch index q1, . . . , qv respectively and none of which contain a copy of `1.
Let n ≥ v and 1 < pv+1, . . . , pn <∞. If
n∑
i=1
1
qi
<1 then
`1 6↪→
(⊗̂v
i=1,V Ti
)
⊗ˆ
(⊗̂n
i=v+1,`pi(Γ)
)
.
Proof. We use Ei to denote V Ti if 1 ≤ i ≤ v and `pi(Γ) if v < i ≤ n. Our
proof is by complete induction on n. For n = 1 the statement is clearly
true. Let us assume that for each l < n we have shown that if 1 < pi < ∞
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for 1 ≤ i ≤ l and
l∑
i=1
1
qi
< 1 then `1 6↪→
⊗̂l
i=1,Ei. Now suppose we have
1 < pi < ∞ for 1 ≤ i ≤ n with
n∑
i=1
1
qi
< 1. Then for each i, 1 ≤ i ≤ n we
have `1 6↪→
⊗̂n
j=1,
j 6=i
Ej.
Since V Ti has branch index qi we can find a constant, C > 0, such that
whenever (γj)
k
j=1 is a sequence of mutually distinct branches in Υ we are
able to find m ∈ N so that for any (αj)kj=1 in Rk we have∥∥∥∥∥
k∑
j=1
αjQ
∗
m(γ
∗
j )
∥∥∥∥∥ ≤ C
(
k∑
j=1
|αj|qi
)1/qi
.
Suppose that `1 ↪→
⊗̂n
j=1,Ej. Choose (Sw)w in
⊗̂n
j=1,Ej to be equivalent
to the unit basis of `1 which satisfies the conditions of Lemma 5.3.
We now claim that there is  > 0 such that for all subsets N of N
there are branches γ1, γ2, · · · , γn such that osc(〈Sw, γ1 ⊗ · · · ⊗ γν ⊗ eγν+1 ⊗
· · · ⊗ eγn〉)w∈N > . If not there is a subset No of N such that osc(〈Sj, γ1 ⊗
· · · ⊗ γν ⊗ eγν+1 ⊗ · · · ⊗ eγn〉)j∈No = 0 for all branches γ1, γ2, · · · , γn. Since
`1 6↪→
⊗̂n
j=2,Ej, for each node t in Υ the sequence ((S
1
w)(η
∗
t ))w∈No has a weak
Cauchy subsequence. Using a diagonal argument on the set of nodes we get
that there is a subset N1 of No so that ((S
1
w)(η
∗
t ))w∈N1 is weakly Cauchy for
all t in Υ. We then obtain a subset N2 of N1 so that ((S
2
w)(η
∗
t ))w∈N2 is weakly
Cauchy for all t in Υ. Repeating the argument a further v− 2 times we get
subset N˜ of No so that ((S
i
w)(η
∗
t ))w∈N˜ is weakly Cauchy for all t in Υ, all 1 ≤
i ≤ ν. Hence we have that osc(〈Sw, ψ1⊗· · ·⊗ψν⊗eγv+1⊗· · ·⊗eγn〉)w∈N˜ = 0
for all ψi, 1 ≤ i ≤ v, in the span of the union of the nodes and the branches
and all γi in Γ, v + 1 ≤ i ≤ n. However, since V Tj is quasi-shrinking, the
union of the node and branch functionals spans a dense subspace of V T ′j ,
1 ≤ j ≤ v, and (eγ)γ∈Γ span a dense subset of `pl(Γ), v + 1 ≤ l ≤ n, hence
(Sw)w∈N˜ is weakly Cauchy which contradicts the assumption that (Sw)w∈N˜
is equivalent to the `1 basis and hence our claim is proven.
Starting with J1 = N we inductively choose decreasing subsets (Jk)k of
N and n-tuples of branches (γk1 , γk2 , . . . , γkn)k such that
(i) (〈Sw, γk−11 ⊗ · · · ⊗ γk−1v ⊗ eγk−1v+1 . . .⊗ eγk−1n 〉)w∈Jk converges and∣∣∣∣ limw∈Jk〈Sw, γk−11 ⊗ · · · ⊗ γk−1v ⊗ eγk−1v+1 . . .⊗ eγk−1n 〉
∣∣∣∣ > /2
for all k > 1,
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(ii) (Siw(γ
k−1
i ))w∈Jk and (S
j
w(eγk−1j
))w∈Jk are weakly Cauchy for all 1 ≤
i ≤ v, v < j ≤ n and all k ≥ 2,
(iii) osc(〈Sw, γk1 ⊗ · · · ⊗ γkv ⊗ eγkv+1 . . .⊗ eγkn〉)w∈Jk >  for all k in N.
Given i = (i1, . . . , in) in Nn let l(i) = max1≤k≤n ik. Let In denote the
subsets of {1, . . . , n} ordered by set inclusion. Given j in In we denote the
cardinality of j by |j| and the complement of j in In by jc. We wish to
consider the situation where we fix some of the indices i1, . . . , in and where
we let the others tend to infinity.
Given Banach spacesX1, . . . , Xn andR =
∑∞
j=1 x
j
1⊗· · ·⊗xjn in
⊗̂
1≤j≤n,Xj,
j = {1 ≤ j1 < j2 < . . . jt ≤ n} in In, let jc = {1 ≤ l1 < l2 < . . . < ln−t ≤ n}.
We define Rj : X ′j1 ×X ′j2 × · · · ×X ′jt → Xl1
⊗̂
Xl2
⊗̂
 · · ·
⊗̂
Xln−t by
Rj(φ1, φ2 . . . , φt) =
∞∑
j=1
φ1(x
j
j1
)φ2(x
j
j2
) . . . φt(x
j
jt
)xjl1 ⊗ xjl2 ⊗ · · · ⊗ xjln−t
for φi in X
′
ji
, i = 1 . . . t.
For S in
⊗̂v
i=1,V Ti⊗ˆ
⊗̂n
i=v+1,`pi(Γ) we use S˜ to denote the mapping
from Γn to R given by S˜(γ1, γ2, . . . , γn) = S(γ1 ⊗ γ2 ⊗ . . . ⊗ γv ⊗ eγv+1 ⊗
. . . ⊗ eγn). We will adapt our notation and write (S˜)j(γj1 , γj2 , . . . , γjt) as a
function on Γn−|j|.
By our above choice of (Jk)k and n-tuples (γ
k
1 , γ
k
2 , . . . , γ
k
n)k we have that∣∣∣∣ limr∈Jk+1(S˜r)∅(γk1 , . . . , γkn)
∣∣∣∣ ≥ 2
for each k in N.
We consider the set, J , of all j = (j1, . . . , jt) in In for which there is
s = (s1, . . . , st) in Nt and δ > 0 so that∣∣∣∣ limr∈Jk+1(S˜r)j(γs1j1 , γs2j2 , . . . , γstjt )(γkl1 , . . . , γkln−t)
∣∣∣∣ > δ
for all k sufficiently large. We consider two cases.
(a) No j in J has length n− 1,
(b) J contains a j with |j| = n− 1.
If (a) occurs we consider the largest value to of |j| in J . Note that |j| <
n− 1. Choose jo in J with |jo| = to and s = (s1, . . . , sto) in Nto so that∣∣∣∣ limr∈Jk+1(S˜r)jo(γs1j1 , γs2j2 . . . , γstojto )(γkl1 , . . . , γkln−to )
∣∣∣∣ > δ
for some δ > 0, all k sufficiently large. Then, we can inductively choose a
subsequence of (γk1 , γ
k
2 , · · · , γkn)k, which we also denote by (γk1 , γk2 , · · · , γkn)k,
so that for all j with |j| = d > to, all jo ⊂ j and u = (u1, . . . , ud) we have
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that
lim
k→∞
(
lim
r∈Jk+1
(S˜r)
j(γu1j1 , γ
u2
j2
. . . , γudjd )(γ
k
l1
, γkl2 , . . . , γ
k
ln−d)
)
= 0.
Then, by inductively choosing another subsequence of (γk1 , . . . , γ
k
n)k, if nec-
essary, we have that
lim
r∈Jmax{kc:1≤c≤n−to}+1
(
(S˜r)
jo(γs1j1 , γ
s2
j2
. . . , γ
sto
jto
)(γk1l1 , γ
k2
l2
, . . . , γ
kn−to
ln−to
)
)
<δ2−(k1+···+kn−to+n)
whenever at least two of k1, . . . , kn−to are distinct. Note that since∣∣∣∣ limr∈Jk+1(S˜r)jo(γs1j1 , γs2j2 . . . , γstojto )(γkl1 , γkl2 , . . . , γkln−to )
∣∣∣∣ > δ
for all k sufficiently large we may also assume that∣∣∣∣ limr∈Jk+1(S˜r)jo(γs1j1 γs2j2 . . . , γstojto )(γkl1 , . . . , γkln−to )
∣∣∣∣ > δ
all k in N.
Let us write the set jco as the union of j1 and j2 where j1 = {l1, . . . , lso} =
{li ∈ jco : Ei = V Ti} and j2 = {lso+1, . . . , ln−to} = {li ∈ jco : Ei = `pi(Γ)}.
Note that by construction, for each i, 1 ≤ i ≤ v, we have that the
sequence (γki )k is a sequence of mutually distinct branches. Let us fix uo in
N. Choose m sufficiently large so that (Q∗m(γki ))
uo
k=1 are disjoint. Since V Ti
has branch index qi we may also suppose that m is chosen so that we can
find C > 0 such that for any (αj)
k
j=1 in Rk we have∥∥∥∥∥
k∑
j=1
αjQ
∗
m(γ
∗
j )
∥∥∥∥∥ ≤ C
(
k∑
j=1
|αj|qi
)1/qi
.
Using Lemma 5.3 we then have that
lim
r∈Jmax{kc:1≤c≤n−to}+1
(S˜r)
jo(γs1j1 , γ
s2
j2
. . . , γ
sto
jto
)(γk1l1 , γ
k2
l2
, . . . , γ
kn−to
ln−to
) =
lim
r∈Jmax{kc:1≤c≤n−to}+1
(S˜r)
jo(γs1j1 , . . . , γ
sto
jto
)(Q∗m(γ
k1
l1
), . . . , Q∗m(γ
kso
lso
), γ
kso+1
lso+1
. . . ,
γ
kn−to
ln−to
).
Therefore we can find a positive integer ro so that
|(S˜ro)jo(γs1j1 , γs2j2 . . . , γstojto )(Q∗m(γkl1), Q∗m(γkl2), . . . , Q∗m(γklso ), γklso+1 . . . , γkln−to )|
>δ/2
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for all 1 ≤ k ≤ uo and
|(S˜ro)jo(γs1j1 , γs2j2 , . . . , γstojto )(Q∗m(γk1l1 ), . . . , Q∗m(γ
kso
lso
), γ
klso+1
lso+1
. . . , γ
kn−to
ln−to
)|
<δ2−(k1+···+kn−to+n)
whenever at least two of k1, . . . , kn−to are distinct, 1 ≤ kc ≤ uo for 1 ≤ c ≤
n− to.
For 1 ≤ k ≤ uo we let
bk = sgn(S˜ro)
jo(γs1j1 , γ
s2
j2
, . . . , γ
sto
jto
)(Q∗m(γ
k
l1
), . . . , Q∗m(γ
k
lso
), eγklso+1
, . . . , eγkln−to
),
set φk1 = u
−1
ql1
o
∑uo
v1=1
bv1Q
∗
m(γ
v1
l1
) and φks = u
−1
qls
o
∑uo
vs=1
Q∗m(γ
vs
ls
) for 2 ≤ s ≤
so and φks = u
−1
qls
o
∑uo
vs=1
eγvsls
for so < s ≤ n− to. Since V Ti has branch index
qi we have ‖φk1‖ ≤ C, · · · , ‖φks‖ ≤ C independent of uo. We have
∣∣∣(S˜ro)jo(γs1j1 , γs2j2 . . . , γstojto ) (φk1 , . . . , φkn−to )∣∣
= u
−∑n−tos=1 1qls
o
∣∣∣∣∣∣
uo∑
v1=1
· · ·
uo∑
vn−to=1
bv1 (S˜ro)
jo(γs1j1 , γ
s2
j2
, . . . , γ
sto
jto
)(Q∗m(γ
v1
l1
), . . . , )
Q∗m(γ
vso
lso
), evso+1γlso+1
, . . . , eγvn−toln−to
)
∣∣∣∣
≥ u−
∑n−to
s=1
1
qls
o
(
uo∑
v=1
bv (S˜ro)
jo(γs1j1 , . . . , γ
sto
jto
)(Q∗m(γ
v
l1
), . . . , Q∗m(γ
v
lso
),
eγvlso+1
, . . . , eγvln−to
)∑uo
v1
· · ·∑uovn−to
(v1,...,vn−t)∈Nn−to\D
|(S˜ro)jo − (γs1j1 , γs2j2 , . . . , γstojto )(Q∗m(γv1l1 ), . . . , Q∗m(γ
vso
lso
)
, e
γ
vso+1
lso+1
, . . . , eγvn−toln−to
)|
)
≥u1−
∑n−to
s=1
1
qls
o
(
δ − δ
uo2n
)
.
And this proves that Sro is unbounded, contradicting the fact that it is
equivalent to an element of the unit basis of `1. We have proved the result.
If (b) occurs we proceed as in (a) to choose jo in In with |jo| = n − 1
and s = (s1, . . . , sn−1) in Nn−1 so that∣∣∣∣ limr∈Jk+1(S˜r)jo(γs1j1 , γs2j2 . . . , γsn−1jn−1 )(γkl1)
∣∣∣∣ > δ
for some δ > 0. Fix uo in N and choose m so that (Q∗m(γkl1))
uo
k=1 is equiv-
alent to the unit basis vector of `uoql1
. We first assume that El1 = V Tl1 . By
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Lemma 5.3 we have∣∣∣∣ limr∈Jk+1(S˜r)jo(γs1j1 , γs2j2 . . . , γsn−1jn−1 )(γkl1)
∣∣∣∣
=
∣∣∣∣ limr∈Jk+1(S˜r)jo(γs1j1 , γs2j2 . . . , γsn−1jn−1 )(Q∗m(γkl1))
∣∣∣∣ .
Since, taking ro sufficiently large we may assume that∣∣∣(S˜ro)jo(γs1j1 , γs2j2 . . . , γsn−1jn−1 )(Q∗m(γkl1))∣∣∣ > δ/2
for all k sufficiently large, we may assume that∣∣∣(S˜ro)jo(γs1j1 , γs2j2 . . . , γsn−1jn−1 )(Q∗m(γkl1))∣∣∣ > δ/2
for all k in N.
Let
bk = sgn(S˜ro)
jo(γs1j1 , γ
s2
j2
, . . . , γ
sn−1
jn−1 )(Q
∗
m(γ
k
l1
)),
and
ψ = u
−1
ql1
o
uo∑
v=1
bvQ
∗
m(γ
v
l1
).
Since (Q∗m(γ
k
ls
))uok=1 is isometrically equivalent to the unit vector basis of `
uo
ql1
we have that ‖ψ‖ ≤M . We now have that
∣∣∣(S˜ro)jo(γs1j1 , γs2j2 . . . , γsn−1jn−1 )(ψ)∣∣∣
= u
−1
ql1
o
uo∑
v=1
∣∣∣(S˜ro)jo(γs1j1 , γs2j2 . . . , γsn−1jn−1 )(Q∗m(γvl1))∣∣∣
≥ u
1− 1
ql1
o δ/2.
Which shows that Sro is unbounded.
Finally if El1 = `ql1 a similar but somewhat simpler argument, setting
bk = sgn(Sro)
jo(γs1j1 , γ
s2
j2
. . . , γ
sn−1
jn−1 )(eγk11
)
and ρ = u
− 1
ql1
o
∑uo
v=1 bveγvl1
, shows that Sro is unbounded. 
If we take v = n in Theorem 5.4 we get the following Corollary.
Corollary 5.5. Let V T1, . . . , V Tn be quasi-shrinking tree spaces which have
branch indices q1, . . . , qn respectively and which do not contain a copy of `1.
If
n∑
i=1
1
qi
<1 then `1 6↪→
⊗̂n
i=1,V Ti.
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Taking V Ti equal to JTpi or HTpi for 1 ≤ i ≤ n we get the following
Corollaries to Theorems 5.1 and 5.4.
Corollary 5.6. Let n be a positive integer and 1 < pi < ∞ for 1 ≤ i ≤ n.
Then `1 6↪→
⊗̂n
i=1,JTpi if and only if
n∑
i=1
1
qi
<1.
Corollary 5.7. Let n be a positive integer and 1 < pi < ∞ for 1 ≤ i ≤ n.
Then `1 6↪→
⊗̂n
i=1,HTpi if and only if
n∑
i=1
1
qi
<1.
Taking pi = p for 1 ≤ i ≤ n we get.
Corollary 5.8. Let n be a positive integer and p > 1. Then `1 6↪→
⊗̂
n,JTp
if and only if n < q.
Corollary 5.9. Let n be a positive integer and p > 1. Then `1 6↪→
⊗̂
n,HTp
if and only if n < q.
As JT ′′p = JTp ⊕ `p(Γ) we get the the following corollary from Theo-
rem 5.4.
Corollary 5.10. Let n be a positive integer and p > 1. Then `1 6↪→
⊗̂
n,JT
′′
p
if and only if n < q.
If we take V T1 = JH and V T2 = JT we get that
Theorem 5.11. The Banach space JH
⊗̂
JT does not contain a copy of
`1.
While taking V Ti = JH or ΛT for 1 ≤ i ≤ n we get that
Theorem 5.12. For any n in N, `1 6↪→
⊗̂
n,JH and `1 6↪→
⊗̂
n,ΛT .
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