Abstract. We show how to derive (variants of) Michell truss theory in two and three dimensions rigorously as the vanishing weight limit of optimal design problems in linear elasticity in the sense of Γ-convergence. We improve our results from [Olb17] in that our treatment here includes the three dimensional case and that we allow for more general boundary conditions and applied forces.
Introduction
In the present article we improve our results from [Olb17] , where we have derived a certain form of Michell truss theory as the vanishing weight limit of optimal design problems in linear elasticity in a rigorous fashion. The improvement that we present here is twofold: First, we extend the analysis to the three-dimensional case. Second, we allow for more general applied forces, see Remark 1 (v) below.
We briefly explain how the variational problem for finite values of the "weight" parameter that we will present in this introduction can be interpreted as an optimal design problems in linear elasticity in Section A of the appendix. For a discussion of how our limit problem can be considered as the Michell truss problem (at least for the case of two dimensions), see [BGS08] . Michell trusses, first devised more than a century ago [Mic04] , are a very popular model in applied mathematics and engineering, see e.g. [Hem73, Roz12] .
On a formal level, the relation between these variational models -in both two and three dimensions -had been observed by Allaire and Kohn [AK93] . As in [Olb17] , our statements should be viewed as rigorous versions of their formal ones, in the framework of Γ-convergence.
1.1. Notation. Let L d denote the d-dimensional Lebesgue measure, and H d the d-dimensional Hausdorff measure. Let E ⊂ R n be either open or closed. By M(E) (respectively M(E; R p )) we denote the space of Borel signed measures on E (respectively R p -valued Borel measures). We denote the symmetric d × d matrices by R d×d sym = {A ∈ R d×d : A T = A}. The space M(E; R d×d sym ) is the subspace of µ ∈ M(E; R d×d ) satisfying µ ij = µ ji for all i, j ∈ {1, . . . , d}. The set of non-negative Borel measures is denoted by M + (E).
For Ω ⊂ R n open and bounded with Lipschitz boundary, consider µ ∈ M(Ω; R n ) and g ∈ M(Ω). We say that −div µ = g if Ω ∂ x i ϕdµ i =ˆΩ ϕdg Date: September 13, 2019. 1 for every compactly supported ϕ ∈ C 1 (R n ). Put differently, the measures µ and g are being viewed as measures on R n with support on Ω. When µ ∈ M(Ω; R n×n sym ) and g ∈ M(Ω; R n ), then −div µ = g has to be understood row-wise.
Let 1 < p < ∞, and U ⊂ R n open. By W −1,p (U ), we denote the dual of W 1,p ′ 0 (U ), where (p ′ ) −1 = 1 − p −1 . It is well known that the following norm on W −1,p (U ) is equivalent to the norm as a dual space of W
where the equation g = α + div β has to be understood in the sense of distributions, g, ϕ =ˆU (ϕα − ∇ϕ · β) dx for all ϕ ∈ C 1 c (U ). By slight abuse of notation, we will write
For λ > 0, we defineh λ :
where | · | denotes the Frobenius norm defined by |A| 2 = Tr A T A. Now let g ∈ M ∩ W −1,2 (Ω; R n ), to be thought of as the applied forces and normal component of the stress σ at the boundary respectively (see Remark 1 (iii) below). We define G λ,g : M(Ω; R n×n sym ) → R by
where µ ≪ L n is the notation for µ being absolutely continuous with respect to L n , and dµ dL n denotes the Radon-Nikodým derivative of µ with respect to L n . The variational functional G λ,g defines an optimal design problem in linear elasticity, see Section A of the appendix. For σ ∈ R n×n sym , let σ i , i = 1, . . . , n denote the eigenvalues of σ, ordered such that |σ 1 | ≤ |σ 2 | ≤ · · · ≤ |σ n |.
From now on, we will only be concerned with the case n ∈ {2, 3}. For n = 2 we define
and for n = 3, we let
Note that ρ (n) is positively one-homogeneous; hence for a R n×n sym -valued Radon measure µ, ρ (n) (µ) can be defined as a Radon measure via
where dµ d|µ| is the Radon-Nikodým derivative of µ with respect to its total variation measure |µ|. For g ∈ M(Ω; R n ), we define G ∞,g : M(Ω; R n×n sym ) → R by
1.2. Statement of results. We are ready to state our main theorem, namely the Γ-convergence G λ,g λ Γ → G λ,g under the assumption of weak-* convergence of the applied forces, g λ * ⇀ g with a λ-dependent control of g λ W −1,2 . We recall that Ω ⊂ R n is bounded open with Lipschitz boundary, where n ∈ {2, 3}.
Then there exists µ ∈ M(Ω; R n×n sym ) such that
Remark 1.
(i) The proofs for the compactness and upper bound parts are fairly straightforward; the most interesting part is the lower bound part. Here our proof is inspired by the theorem on lower semicontinuity for linear growth functionals under PDE constraints by Arroyo-Rabasa, De Philippis and Rindler [ARDPR18] . Their work in turn builds on the properties of singular points of A-free measures [DPR16] , the blow-up technique by Fonseca and Müller [FM93] , and properties of the projection operator to A-free functions proved by the same authors in [FM99] .
(ii) It is the combination of the blow-up technique with the application of the projection operator to A-free measures that informs our choice of assumptions for the convergence of the right hand sides, i.e.
These assumptions (or slightly weaker ones) are necessary in order for this method of proof to work. Also in the proof of the upper bound the assumption on the growth of the W −1,2 norms is heavily used. It is not clear to us if the statements remain true if this assumption is removed. 3 (iii) The constraint equation −div µ = g contains boundary conditions and applied forces at the same time. To substantiate this claim, we consider the situation µ = aL n Ω with a ∈ W 1,1 (Ω; R n ) and g = bL n Ω + cH n−1 ∂Ω with b ∈ L 1 (Ω), c ∈ L 1 (∂Ω). Then the equation −div µ = g translates to
where n denotes the unit outer normal to ∂Ω. (iv) As an example for the approximation of applied forces, consider a point force g = i g i δ x i (with x i ∈ Ω, g i ∈ R n , and where δ x denotes the Dirac measure supported in {x}) which is permitted in the Michell truss problem in the sense that there exists a measure µ ∈ M(Ω; R n×n sym ) satisfying g = −div µ. Meanwhile, any such µ cannot be absolutely continuous with respect to L n with dµ/dL n ∈ L 2 , which implies that such µ is not permissible in the linear elasticity problems in the sense that G λ,g (µ) = +∞. A suitable approximation of the limit problem is given by some sequence g j satisfying g j ∈ W −1,2 and (2); this can be easily achieved, e.g., by mollification.
, we only allowed for right hand sides of a very particular form. Namely, the stresses µ for the optimal design problems had to be solutions of boundary value problems
whereg λ ∈ W −1/2,2 (∂Ω), and n denotes the unit outer normal to ∂Ω. Additionally, we required that Ω be simply connected and piecewise C 2 . By (iii) above, this is just a special case of the right hand sides that we are treating here. It was our method of proof that limited us to right hand sides that correspond to (4) in [Olb17] . There we reformulated the problem as one for BV functions, which moreover is only possible in two dimensions.
Notation. The symbol C will be used as follows: A statement f ≤ C(a, b, . . . )g has to be read as "there exists a constant C > 0 only depending on a, b, . . . such that f ≤ Cg". The value of C may change from one inequality to the next. When it is clear on which quantities the constant depends, we also write f g in this situation.
Preliminaries
where A α ∈ R p×m for every multiindex α ∈ N n with ∂ α = ∂ α 1 x 1 . . . ∂ αn xn and |α| = n i=1 α i . We define the principal symbol of A, A k : R n → R p×m , by setting
where
In the following definition, S n−1 = {x ∈ R n : |x| = 1}. 4
Definition 1. The wave cone associated to a differential operator A as above is defined by
We will only be interested in the case A = div , acting on measures with values in R n×n sym (i.e., p = n, m = n(n + 1)/2). In this case we obtain
Definition 2. The operator A is said to satisfy the constant-rank condition if there exists r ∈ N such that Rk A k (ξ) = r for all ξ ∈ S n−1 .
One easily verifies that the constant-rank condition is fulfilled for A = div with r = 1.
The structure of A-free singular measures by De Philippis and Rindler yields in particular the following result:
Generalized Young measures.
Generalized Young measures -roughly speaking -are dual objects to functions with linear growth at infinity. They have been introduced by DiPerna and Majda [DM87] . Here we follow closely the approach by Kristensen and Rindler [KR10] . In comparison to that reference, we drop the dependence of test functions on a variable x ∈ Ω, since we will not need this for our purpose.
First we define a suitable set of functions with linear growth at infinity. For f ∈ C(R m ) and ξ ∈ B(0, 1) ⊂ R m , let
We define
x∈Ω is a family of probability measures on S m−1 such that x → ν x is weakly * measurable with respect to L n , x → ν ∞ x is weakly * measurable with respect to λ ν , and
In the above definition, weak * measurability means that for every f ∈ E(R m ), we have that x → f (·), ν x is L n -measurable, and x → f (·), ν ∞ x is λ ν -measurable. The duality between generalized Young measures and functions f ∈ E(R m ) is defined by
where f ∞ denotes the recession function of f ,
By Jensen's inequality, we have for convex f that
By the Radon-Nikodým Theorem, we may decompose any measure µ ∈ M(Ω; R m ) into two parts, the one regular with respect to L n , and its singular part:
Such a measure µ ∈ M(Ω; R m ) can be identified with a Young measure
We say that a sequence of Young measures (ν j ) j∈N converges weakly * to a Young measure ν if for every (globally) Lipschitz function f : R m → R, we have that f, ν j → f, ν .
In this case we write ν j 2.3. A-quasiconvexity. Let A = |α|≤k A α ∂ α be a partial differential operator as in Section 2.1 above. Let Q = (−1/2, 1/2) n be the unit cube in R n . The smooth Q-periodic functions with values in R m are denoted by C ∞ per (Q; R m ).
Definition 4.
(i) A Borel function f : R m → R is said to be A-quasiconvex if for every ξ ∈ R m and every ϕ ∈ C ∞ per (Q; R m ) satisfying
we have thatˆQ
(ii) For a Borel function f : R m → R, the A-quasiconvexification of f , Q A f , is given by
Since we will only be interested in the case A = div , we will write Qf ≡ Q div f .
In the following lemma, functions in L p (Q; R m ) are identified with their Q-periodic extensions. Furthermore, let W 
Lemma 2 ([FM99], Lemma 2.14). Let A be a first order differential operator as above that satisfies the constant rank condition and 1 < p < ∞. There exists an operator
2.4. Tangent measures. The notion of tangent measures is due to Preiss [Pre87] . We will only need one fact about tangent measures, for which it will not even be necessary to mention the definition. For x 0 ∈ R n , r > 0, let T (x 0 ,r) (x) = r −1 (x−x 0 ). The push-forward of a measure µ ∈ M(R n ) by T (x 0 ,r) is given by
The fact that we are going to use is that for L n almost every x 0 ∈ R n , there exists a sequence r j ↓ 0 such that
This follows e.g. from Theorem 2.44 in [AFP00] in combination with the Radon-Nikodým differentiation theorem.
2.5. Quasiconvexification ofh λ . One of the main ingredients for the derivation of our convergence result are the known relaxations of the functionals G λ,g for λ < ∞. A proof of the following statement can be found in [AK93] (see also [KS86, All02] ).
Theorem 3. The div -quasiconvexification ofh λ , h λ = Qh λ , is given by the following formulas:
• If n = 3, then
.
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Obviously we have the following pointwise convergences: If n = 2, then
and if n = 3, then lim
Whenever we make statements that are true for n ∈ {2, 3}, we also write h ≡ h (n) . We consider the divergence operator on symmetric matrices (which may be identified with R n(n+1)/2 ). We have already noted that the wavecone is given by
This readily implies that the restriction of h (n) to Λ div (which is obtained by setting
and for n = 3 by
Of course, the right hand side of the last two equations is defined on all of R n×n sym . We denote it by H (n) ,
) (τ ) = 2 τ 2 2 + τ 2 3 . Again we write H ≡ H (n) whenever statements hold simultaneously for n = 2 and n = 3. Lemma 3. The function H is convex, and for every λ > 0, we have that
Proof. The convexity is straightforward from the formulas above. Concerning the inequality, for n = 2, this is obvious. For n = 3, we insert τ 1 = 0, verify the inequality, and then verify by a direct computation that ∂ τ 1 h λ (τ ) ≥ 0 (for a.e. τ ).
Proof of the lower bound
By the Radon-Nikodým theorem, we have the decomposition of the limit measure µ ∈ M(Ω; R n×n sym ) into one part that is singular with respect to the Lebesgue measure, and the regular part,
Using the blow-up technique, we will prove the lower bound at regular and at singular points separately.
Lower bound at singular points. Proposition 1. Let u j ∈ L 2 (Ω; R n×n sym ), µ ∈ M(Ω; R n×n sym ) with u j L n Ω * ⇀ µ and div µ ∈ M(Ω; R n ). For |µ s | almost every x 0 , with dµ d|µ| (x 0 ) = ξ, we have that
Proof. By Lemma 1 we have -possibly after passing to a subsequence -that u λ L n generates a Young measure ν, u λ L n Y → ν. Now by Lemma 3, we have for λ ν almost every
Here the limit lim r→0 has to be understood as the choice of a sequence (r i ) i∈N , r i ↓ 0, such that λ ν (∂Q(x 0 , r i )) = 0 for all i ∈ N, in order to justify the penultimate equality in (6). In the last equality of (6), we have used that
Using equation (5) and the convexity of H, we obtain
In the last equality, we have used the fact that ξ ∈ Λ div for λ ν almost every x 0 by Theorem 2.
Lower bound for regular points. Our proof can be viewed as an adaptation of the proof of Lemma 2.15 in [ARDPR18] . Even though we will only need the case A = div , we will prove the lower bound at regular points in a slightly more general setting. Namely, let A be a first order linear partial differential operator. Let P ≡ P A denote the projection operator onto the (mean-free) A-free functions from Lemma 2. In the following, let p > 1, q > 0. Furthermore, let f λ : R m → R be A-quasiconvex and locally Lipschitz with the estimate
This assumption translates into the estimate
One further property that we are going to assume (and that is valid in the case f λ = h λ that we will be interested in later) is
for s ≤ 1.
Proposition 2. Let A be a first order linear differential operator satisfying the constant rank condition,
Proof. After taking subsequences we may assume that the right hand side is a limit, and that it is finite. Let η ∈ C ∞ c (R n ) with´R n η dx = 1 and η ε = ε −n η(·/ε). For k ∈ N, choose ε(λ, k) ↓ 0 as λ → ∞. Now set for x ∈ R n ,
We have that
Let δ ∈ (0, 1), and set
and let ϕ k be associated test functions with ϕ k = 1 on Q k and ϕ k = 0 on Q \ Q k+1 . We setŵ
Note thatw λ,k ∈ C ∞ per (Q; R m ). For every λ, k we have by the A-quasiconvexity of f λ that
Using (8) and Hölder's inequality, we havê
We claim that for the error terms on the right hand side vanish in the limit λ → 0. Indeed, we have for anyp ∈ (1,
Furthermore
From this expansion and
From this and the assumption on the vanishing of λ −p/q A(µ λ − µ) in W −1,p we obtain our claim that the right hand sides in (13) vanish too. Next we have, again using (8),
By the boundedness assumption on λ −q/p d(µ λ − µ)/dL n in L p , the error terms on the right hand side converge to 0 in the limit λ → 0. Next,
Combining (11), (12), (14) and (15), and taking the limit λ → ∞, we obtain
Reordering and using f λ ≥ 0 yields
Using (9), we observe that
Here the second error term on the right hand side, when summed over k, can be estimated as follows,
Summing (16) from k = 1 to L and dividing by L yields
Taking first the limit L → ∞ and then δ → 0 (i.e., |Q 1 | → |Q| = 1) we obtain the claim of the proposition.
Proof. We apply Proposition 2 with f λ = h λ , q = 1 2 and p = 2. The estimates (7), (9) for h λ are easily verified by an explicit calculation.
Proof of the lower bound in Theorem 1. After choosing a suitable subsequence, we may assume that the lim inf is a limit. We recall that h λ (µ λ ) = Qh λ (µ λ ) ≤h λ (µ λ ). Hence h λ (µ λ )L n is a bounded sequence in M(Ω; R n×n sym ). After passing to a further subsequence, we have that h λ (µ λ )L n * ⇀ π for some π ∈ M(Ω), with
Since µ s = µ − dµ dL n L n is singular with respect to L n , we have that 
with α λ ∈ L 2 (R n ; R n ) and β λ ∈ L 2 (R n ; R n×n sym ). We recall that λ −1/4 g λ → 0 in W −1,2 (R n ) by assumption. This implies that α λ , β λ may be chosen such that (17) λ
We have that for L n almost every x 0 , T
Hence we may choose a sequence r λ ↓ 0 such that
In the same way we may assume
By the Radon-Nikodým Theorem, we also have (again, for L n almost every
Now we verify for an x 0 that satisfies the above relations that the conditions of Lemma 4 are fulfilled for the sequenceμ λ := T (x 0 ,r λ ) # µ λ . The first condition of that lemma is just (18). Furthermore, note that −divμ λ = r λḡλ , and hence we obtain by (19) that divμ λ * ⇀ 0 , which is the second condition of Lemma 4. Settingᾱ
we have by (17) (assuming that r
L 2 → 0, which may be achieved by possibly modifying the sequence r λ )
This is just the third condition of Lemma 4. Finally we observe that
which proves boundedness of λ −1/4 dμ λ /dL n in L 2 , the last condition in Lemma 4. 13
The application of Lemma 4 yields
For |µ s | almost every x 0 ∈ Ω, we have that
where the last inequality is obtained by Proposition 1. Hence we have shown
This completes the proof of the lower bound.
Compactness, upper bound
Proof of compactness in Theorem 1. We have that |µ λ | ≤ h λ (µ λ ) ≤h λ (µ λ ), and hence the statement follows from the standard compactness result for sequences in M(Ω; R n×n sym ) in the weak * topology.
Proof of the upper bound in Theorem 1. We may assume that G ∞,g (µ) < ∞, otherwise there is nothing to show. We consider g λ , g as measures in M(R n ; R n ) with support in Ω. We observe that M(R n ; R n ) ⊂ W −1,p (R n ; R n ) for p ∈ (1, n n−1 ) with compact embedding. Now we apply standard results for strongly elliptic equations with constant coefficients:
where e(ζ λ ) = 1 2 (∇ζ λ + ∇ζ T λ ). The application of elliptic regularity theory yields
In the same way, we obtain a solution ζ of
By the assumption g λ * ⇀ g, the compact embedding M ⊂ W −1,p and elliptic regularity, we have that
By λ −1/4 g λ W −1,2 (R n ;R n ) → 0 and elliptic regularity, we have that λ −1/4 e(ζ λ ) L 2 (R n ;R n×n sym ) → 0 . Setμ = µ − e(ζ). Let η ∈ C ∞ c (R n ) such that´η = 1 and η ε := ε −n η(·/ε). Choose a monotone decreasing sequence ε(λ) with ε(λ) ↓ 0 as λ → ∞ and |µ| ε(λ) n sup |η| ≤ 1 4 √ λ. We setμ λ := η ε * μ and µ λ =μ λ + e(ζ λ ) .
Note that these definitions imply in particular that |μ λ | ≤ Now we have that λ −1/2 e(ζ λ ) 2 L 2 → 0 and hence λ 1/2 L n (Ã λ ) → 0 as λ → ∞. This implieŝ i.e., σ ∈ S g (Ω). We see that the compliance minimization problem can be understood as the variational problem of finding the infimum inf ˆΩ (G(χ(x)A 0 , σ(x)) + λχ(x)) dx : χ ∈ L ∞ (Ω; {0, 1}), σ ∈ S g (Ω) . . As is well known, this problem does not possess a solution in general and requires relaxation.
