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Abstract
In solving the differential equation for a non damped harmonic oscillator one meets, after sub-
jecting the equation to a Fourier transformation, an integration in the complex ω plane. In most
cases such an integral is evaluated by calculating residues together with some physical input such as
the principle of causality to define which pole residues are relevant to the physical problem. For this
kind of application, Cauchy’s theorem or residue theorem can be applied to evaluate certain real
integrals. Here we present an alternative approach based on the concept of negative dimensional
integration to treat such integrals and give an specific example on how this is accomplished.
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I. INTRODUCTION
In a textbook on complex variables we may find real definite integrals of the type
I0 =
∫ +∞
−∞
P (x)
Q(x)
dx, (1)
where P (x) and Q(x) are polynomials in x satisfying the following two requisites: (a) the
degree of Q(x) must exceed the degree of P (x) by at least 2, to ensure convergence and
vanishing of the integral over the semicircle CR in the limit of R extended to infinity; and
(b) Q(x) is a polynomial with no real zeros. This second requirement can be somehow
relaxed by special modifications in order to make the integral become defined in such a case.
The standard result for such integrals is
I0 =
∫ +∞
−∞
P (x)
Q(x)
dx = 2pi i
∑
+
Res (2)
where
∑
+Res is the sum of the residues of the integrand in the complex upper half-plane.
This can be applied straightforwardly to the integral
Icos =
∫ +∞
−∞
cosx
x2 + a2
dx =
pi
a
e−a. (3)
as the real part of the more general integral
Iexp =
∫ +∞
−∞
eix
x2 + a2
dx =
pi
a
e−a. (4)
Now, it is a well-known result that all the positive dimensional polynomial integrals of
the form below vanishes:
Ipol =
∫ +∞
−∞
(x2)n dx = 0, n ≥ 0. (5)
However, when we allow an analytic continuation to negative dimensions, the above
integral has a non vanishing and nontrivial result [1]:
Ipol =
∫ +∞
−∞
(x2)n d⋆x = (−1)n n!√pi δn+ 1
2
, 0. (6)
where we have written the measure d⋆x to remind ourselves that we are in negative dimen-
sional space.
In the next section we apply this concept of negative dimensional space to evaluate (4).
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II. NEGATIVE DIMENSION INTEGRATION METHOD (NDIM)
Since the integrand in (4) has an exponential function which is not in the form a polyno-
mial, first of all, we need to convert it in a polynomial form to apply the negative dimensional
technique. We can do this by using the series expansion for the exponential function, namely,
Iexp =
+∞∑
m=0
im
m!
∫ +∞
−∞
dx
xm
x2 + a2
(7)
Let us now define the Gaussian generating functional of the negative dimensional inte-
gration [2] corresponding to the integral in (7), namely,
G =
∫ +∞
−∞
dx e−αx e−β(x
2+a2) (8)
which following the NDIM procedure we write as
G =
+∞∑
r,s=0
(−1)r+sα
rβs
r! s!
∫ +∞
−∞
d⋆xxr(x2 + a2)s (9)
Observe now that for s = −1 the integral
I⋆0 (s) ≡
∫ +∞
−∞
d⋆xxr(x2 + a2)s (10)
is exactly the integral that appears in (7).
This means that after I⋆0 (s) is performed with positive values of s and negative dimension,
we need to analytic continue it to negative values of s and positive dimension.
On the other hand, the Gaussian generating functional integral (8) can be evaluated,
yielding
G =
√
pi
β
e−βa
2+α
2
4β (11)
Expanding the exponential function e−βa
2+α
2
4β in power series, we get
G = pi1/2
+∞∑
k,l=0
(−1)k(a2)k
4l k! l!
α2l βk−l−1/2 (12)
Now, comparing (9) and (12) term by term, we have to have the following constraints
satisfied:
2l = r
k − l − 1
2
= s, (13)
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Expressing the different factorials that appear in terms of gamma functions, i.e., p! =
Γ(p+ 1) and using the Pochhammer’s symbols for ratios of gamma functions, i.e.
(p)q ≡ Γ(p+ q)
Γ(p)
(14)
we get
I⋆0 (s) =
(−pi)1/2(a)r+2s+1
2r (r + 1)
−r/2 (s+ 1)r/2+1/2
(15)
We need now to analytic continue this result to allow for negative values of s and positive
dimension. Note here that only the exponent s needs to be analytic continued to allow for
negative values, since r is always positive [3]. This is accomplished by using the property of
the Pochhammer’s symbols, namely,
(p)q =
(−1)−q
(1− p)
−q
(16)
for the s bearing Pochhammer, so that
I
⋆,AC
0 (s) =
ir
2r
pi1/2 (a)r+2s+1
(−s)
−r/2−1/2
(r + 1)
−r/2
(17)
This, for the particular value of s = −1 which is of interest for us, yields
I
⋆,AC
0 (−1) =
pi
a
(−a)r (18)
which introduced into (7) gives
I0 =
+∞∑
m=0
pi
a
(−a)m
m!
=
pi
a
e−a (19)
which agrees with the one obtained through the use of complex plane residue theorem.
III. CONCLUSIONS
In this work we have considered a class of real integrals which usually is performed
with the help of Cauchy’s residue theorem. We have presented here an alternative method
whereby this type of real integrals can also be performed without difficulty.
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