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This research embodies a synergistic application of sophisticated commercial
finite element codes and internally developed software tools. The contribution
to the state of the art is the development of a new approach to constitutive mod-
eling, within a computationally expedient framework, which enables the con-
sideration of blast effects in steel skeletal structures composed of wide-flange
members. This research is split into three main parts: (1) development of an air
blast load generation code, derived from openly available sources, to calculate
spatially and temporally varying blast loads on a structure for a given explosive
scenario, (2) formulation and implementation of a blast beam-column element
(macro-element) that encapsulates the effects of an explosion on the capacity of
a single steel wide-flange member, and (3) testing of the blast beam-column el-
ement approach, as implemented in a nonlinear explicit dynamic finite element
code, through various validation and application examples. Regarding the first
part of the research, blast loading from explosive air burst is modeled using a se-
ries of empirical parameters and equations derived from open literature sources,
where loads are represented by overpressure time histories that are applied in a
spatially varying manner over a finite element domain. Sensitivity studies car-
ried out for dynamic behavior of a plate and girder subjected to blast loading
with variations in load parameters show that structural response is sensitive to
small changes in load definition. Regarding the second part of the research, a
new method for modeling the reserve capacity of a blast-damaged structural
component is derived that uses bounding surface plasticity models, defined in
stress-resultant space, to represent the effects of the blast by way of a plastic
reduction matrix. Each bounding surface is created by generating numerical
failure data for a given component and explosive scenario through a series of
virtual load tests (using a high-resolution model of a wide-flange member in
LS-DYNA), and then fitting the data to a continuous function. For each test,
a member that has already been damaged by blast loading (within a dynamic
nonlinear finite element analysis), is statically loaded to failure in separate col-
lapse analyses, each with a unique combination of proportional moment-thrust
loading. Given a specific blast location and explosive yield, the locus of all force
points (moment and axial loads) at failure defines the bounding surface for this
member, for a particular blast, where this bounding surface is approximated by
a continuous function that is a linear combination of real-valued spherical har-
monic functions. Regarding the third part of the research, an automated process
is implemented to create a library of bounding surface plasticity models repre-
senting the reserve capacity for various wide-flange members under different
explosive scenarios. The library of bounding surfaces is coupled to a devel-
oped nonlinear explicit dynamic finite element code, written in C, that includes
the blast beam-column element. The code does not explicitly model the explo-
sion itself but rather calculates a series of parameters that define the explosion
location relative to a given member, and then accesses the library of bound-
ing surfaces to find the bounding surface with parameters that most reasonably
approximate the actual physical explosive scenario, and member geometry. Fi-
nally, the macro-element-based code is used to predict the post-blast collapse
load of a structural system in a few representative test problems, in order to
assess accuracy of results and computational savings.
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CHAPTER 1
AIR BLAST LOAD GENERATION FOR SIMULATING STRUCTURAL
RESPONSE
1.1 Abstract
The current research presents a detailed methodology for generating air blast
loading for use within a finite element context. Parameters describing blast
overpressure loading on a structure are drawn from open literature sources and
incorporated within a blast load generation computer code developed for this
research. This open literature approach lends transparency to the details of the
blast load modeling, as compared with many commonly used approaches to
blast load generation, for which the details are not publicly available. As a
demonstration, the load generation code is used with the finite element soft-
ware LS-DYNA to simulate the response of a steel plate and girder subjected
to explosions modeled using these parameters as well as blast parameters from
other sources.
1.2 Introduction
In recent years, human threat to structures has become highlighted as a concern
worldwide. The results of terrorist attacks have demonstrated that convention-
ally designed structures are vulnerable to explosive loading, with localized blast
damage initiating global collapse in some cases [23]. As it is that this particular
scenario is outside of the realm of common practice for structural engineers, it
1
is important that an understanding of the unique loading features of the hazard
be considered. Along these lines, a transparent means for generating analogs to
air blast loading of structures is a required point of departure supporting this
outcome.
1.2.1 Overview
Air blast, which involves the detonation of explosive material in air, can be
modeled with a decaying exponential equation form that uses a series of pa-
rameters, which depend on explosive charge size, type, and distance to a target.
There are numerous different sets of air blast parameter data available in the
literature, both in graphical and equation forms [6, 7, 41, 40, 59]. However, the
data provided in these sources varies in terms of usability and completeness, as
discussed in detail in a separate section of this paper.
Thus, one of the objectives of the research presented herein is to provide a
complete set of blast parameter definitions from the open literature and to im-
plement these in a load generation code to produce air blast loading for finite
element simulations of structures subjected to explosive air burst. By employ-
ing open literature sources only, the designer is able to investigate all assump-
tions in the load generation process, something that is not possible when using
load generation software that is restricted in usage and distribution. The air
blast load generation code developed for this research is capable of applying
spatially and temporally varying blast loads to a structure. Improvements on a
previously published approach for air blast load generation by Chock and Ka-
pania [21] are the inclusion of angle of incidence and shielding effects, and the
2
use of equation forms for parameters rather than relying on tabular data.
Also, since there exist numerous disparate collections of air blast parameter
data, a second goal of this research is to compare structural responses corre-
sponding to different sets of parameter data, where the blast loading is applied
to the test problems using the developed blast load generation code. The intent
here is to examine any difference in response as a result of relatively small, but
legitimate, changes in parameter definition.
1.2.2 Literature review
There is a variety of previous research regarding different air blast modeling ap-
proaches and uncertainty in explosive air burst. Beshara [11] drew on sources
in the unclassified literature to review numerous aspects of external blast load
modeling on aboveground structures, including equations for various parame-
ters. Beshara pointed out that structural response depends on numerous blast
loading parameters, all of which are difficult to define with any certainty.
Santiago and Bhattacharya [54] investigated the response of an aluminum
plate to an air blast, where the loading is based on an uncoupled hydrocode
calculation of a shock wave. The hydrocode results were sampled at different
spatial intervals, producing loading functions varying widely in terms of peak
overpressure, impulse, and arrival time. Their results showed that the plate
response is most sensitive to an impulse parameter.
Chock and Kapania [21] provided an in-depth review of air blast phe-
nomenology, and compared the air blast loading approaches used by Baker
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[6] versus Kingery and Bulmash [40]. They also developed an air blast load
generation code based on the graphical results of Baker and the equations of
Kingery and Bulmash. They compared a blast overpressure profile for one ex-
plosion scenario, and evaluated the structural response of an arbitrary aircraft
wing subjected to an explosion modeled using the Kingery-Bulmash equations.
Bogosian et al. [15] compared air blast loading produced by threemajor blast
generation programs, ConWep, SHOCK, and BlastX, all of which are restricted
to use by the U.S. military and government contractors. They focused on the
parameters of reflected positive phase overpressure, positive incident overpres-
sure, positive incident impulse, as well as a few negative phase parameters.
They developed a database of experimental explosives data for a wide variety
of explosion sizes, charge materials and shapes, and blast scenarios, covering
a range of scaled distances from 1.2–40 m/kg1/3. Their statistical analysis indi-
cated that the two-sigma range of parameter values was 1/3 to 2/3, a very large
range.
Baylot and Rickman [10] followed up on the work of Bogosian et al. [15]
with an investigation of the uncertainty in air blast overpressures and impulses,
as measured experimentally. They carried out small scale (1:50) experiments
of a nine-building arrangement simulating an urban setting, where data were
taken from a number of pressure transducers located on the different buildings.
When comparing anywhere from 4–11 measurements of the same parameters
for nominally identical charge sizes and standoff distances, they found that the
maximum values for a parameter deviated from 15% to 90% above the averaged
value for a test.
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Florek and Benaroya [27] reviewed research on air blast load modeling ap-
proaches and their effects on structural deflections, especially with regard to
aviation structures. They focused on the analysis of beams, plates, shells, and
single degree of freedom (SDOF) systems as representative structures subjected
to pulse loading of a variety of shapes, from triangular to square to decaying ex-
ponential. In particular, they discussed attempts to eliminate pulse shape effects
in rigid plastic materials.
Borenstein and Benaroya [16] examined the response of a clamped alu-
minum plate to a simulated blast loading employing a decaying exponential
form, with either an instantaneous rise or a finite rise to a peak overpressure
level. The rectangular plate was modeled as an elastic-perfectly plastic mate-
rial, with the plasticity modeled via plastic yield lines in a standard envelope
pattern. In order to create samples of loading for a Monte Carlo analysis, they
assumed that one (or sometimes all) of the loading parameters was a uniformly
distributed random variable, with any remaining variables (determined from
Kingery and Bulmash [40]) left deterministic. Their sensitivity study deter-
mined that, in the majority of cases, the structural response was most sensitive
to load duration time.
The current work builds upon previous research in numerous aspects. First,
it provides a complete set of parameter equations from the open literature,
drawn from Kinney and Graham [41] and Brode [18]. These open air litera-
ture sources are vital for analysts needing to understand the assumptions in-
herent within the loading model, thus avoiding a “black box” condition. Also,
this research compares structural responses for a plate and a girder subjected to
loadingmodeledwith these parameters, with thewell-knownKingery-Bulmash
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parameters, and also with equivalent triangular pulse loading. These example
problems demonstrate the code capability when used as a preprocessor to gen-
erate loading for nonlinear finite element analyses carried out using commercial
software.
1.2.3 Paper organization
Background on air blast phenomenology is given in Section 1.3 of the current
paper, while Section 1.4 includes information about air blast parameters (includ-
ing the proposed parameter equations) and discusses the development of the air
blast load generation code. Section 1.5 presents the case studies examined for
this research: a plate and a girder subjected to various air blast loadings. Case
study results are presented in Section 1.6 and conclusions are drawn in Section
1.7.
1.3 Air blast phenomenology
1.3.1 Air blast overpressures
The evolution of an air blast involves various stages: detonation, shock wave
formation and propagation, and a decay in the shock wave strength that ends
with a return to ambient conditions. In the context of this research, air blast
refers to the detonation of a conventional high explosive, such as Trinitrotoluene
(TNT), in air.
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Following detonation, an explosive air burst arises out of a rapid expansion
of gases that initiates a shock wave. The shock wave propagates radially out-
wards from the detonation epicenter. At the shock wave front there is a sharp
discontinuity in air pressure, to a peak level above atmospheric conditions (peak
overpressure), representing the compression of the air medium. Fig. 1.1 shows
a schematic of a typical time history of overpressure at a stationary location af-
fected by an explosion in air. This overpressure time history, or air blast profile,
consists of a positive phase and a negative (suction) phase. In many cases, the
negative phase of the blast overpressure time history can be ignored for struc-
tures, especially those without an abundance of frangible materials [7].
Figure 1.1: Schematic of a typical open air blast profile.
Any structure or object in the path of the shock wave will reflect the wave.
The obstruction of the air velocity at the structure surface induces a signifi-
cant increase in load on the structure. Thus, when describing the loading on
a structure induced by explosive air burst, reflected and side-on (free air) cases
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are treated separately, with different values for reflected peak overpressure and
side-on peak overpressure.
At a stationary point in space, the effects of air blast have frequently been
modeled with a modified Friedlander’s equation [16], as
P(t) =

0, t < ta,
Pmax
(
1 − t−tatd
)
e−b
(
t−ta
td
)
, ta ≤ t ≤ ta + td,
0, t > ta + td,
(1.1)
where P(t) is the overpressure at time t after detonation, Pmax is the peak over-
pressure, ta is the arrival time of the shock wave, td is the duration of the shock
wave, and b is the decay constant. Depending on whether or not the point of
interest is located on the surface of an object, Pmax is either equal to Ps, the peak
side-on overpressure (in free air) or Pr, the maximum reflected overpressure
(upon shock wave reflection at a rigid surface).
1.3.2 Blast scaling
In empirical approaches, air blast parameters are most often presented for a
reference explosion, and some type of scaling is subsequently used to obtain
the parameter values for the actual charge weight of interest [6, 7, 41, 59]. The
two types of scaling most commonly used are Sach’s scaling and Hopkinson
scaling [6, 7, 41]. Sach’s scaling is a more generic form of Hopkinson scaling that
is especially suited for predicting characteristics of blast waves from explosive
bursts at high altitudes, such as nuclear bomb detonations [7]. Since the current
research is focused on detonations of conventional high explosives, instead of
nuclear materials, Hopkinson scaling is appropriate.
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The Hopkinson scaling law states that when two charges of the same explo-
sive material are detonated in the same atmospheric conditions, similar shock
wave effects are experienced at equivalent scaled distances, Z, defined as
Z =
R
W1/3
, (1.2)
where R is the standoff distance, or distance between a point of interest and the
blast epicenter, andW is the charge weight. In the literature, various parameters
quantifying the effects of explosive air burst are defined as a function of scaled
distance, Z, for a reference explosion. This reference explosion almost always
corresponds to a charge weight equal to either 1 kg or 1 lb of TNT.
For explosives other than TNT, the usual approach is to calculate an equiva-
lent weight in TNT for the explosive, WTNT , according to
WTNT =
Hexp
HTNT
wexp, (1.3)
where wexp is the weight of the explosive, and Hexp and HTNT are the heats of
detonation for the explosive and for TNT, respectively [11]. In some sources,
the ratio Hexp/HTNT , which represents the ratio of energy output between a given
explosive and TNT, is called the TNT equivalence factor. Values for the heat of
detonation for more common explosives are tabulated in Kinney and Graham
[41] and Baker et al. [7].
Hopkinson scaling assumes that pressures, temperatures, densities, and ve-
locities are the same at homologous times. Parameter data from the literature,
as applied to a given explosion, are then determined by applying a scaling fac-
tor to parameter values for a reference explosion at the same scaled distance.
The scaling factor is unity for peak overpressures, but times and impulses are
scaled by the factor k = (W/Wre f )1/3, where W is the weight (equivalent TNT) of
the charge of interest and Wre f is the weight of the reference explosion.
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1.4 Air blast load generation code
The air blast load generation computer code written as part of the current re-
search determines overpressure profiles at nodal locations within a finite ele-
ment model for a given explosion scenario. The overpressure time histories are
calculated based on Eq. (1.1), and are converted to nodal force time histories
using element tributary area. The associated air blast parameters are calculated
as a function of scaled distance, angle of incidence, and charge type (spherical
or hemispherical). A choice of different blast parameter sources is available for
the air blast load computation.
1.4.1 Blast parameters
Values for the parameters describing air blast in Eq. (1.1) can be found in a few
different sources. The work of Baker [6, 7] is very thorough, including informa-
tion about both reflected and side-on air blast cases, but the graphical format
of the data is not very conducive to implementation within an air blast loading
code. Thework of Kingery and Bulmash [40] includes blast data from numerous
different tests, both for side-on and reflected cases, and their data is presented
in the form of equations as a function of scaled distance. These air blast param-
eter equations (known as the Kingery-Bulmash equations) serve as the basis for
ConWep [33], which is a well-known air blast load generation program. How-
ever, it is important to note that both ConWep and the work of Kingery and
Bulmash are limited in distribution, only available to the U.S. military and gov-
ernment contractors. Other works [59, 41] include alternative equations for air
blast parameters, but do not include complete information, especially regard-
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ing reflected air blast. Baker et al. [7] includes detailed information about peak
values of shock overpressure, as taken from Brode [18].
Blast parameters following Kinney and Graham and Brode
The air blast parameter equations presented in this section comprise a complete
set of parameter equations from open literature sources. The equations are taken
from Kinney and Graham [41] and Brode [18], with some modifications and
additions.
The duration time, taken directly from Kinney and Graham [41], is given as
td
W1/3
=
980
[
1 + ( Z0.54 )
10
]
[
1 + ( Z0.02 )
3
]
[1 + ( Z0.74 )
6]
√
1 + ( Z6.9 )
2
, (1.4)
where td is the duration, in seconds, of the positive phase of the blast profile.
Information about the peak overpressure in free air is also taken directly
from Kinney and Graham [41], and is defined as
Ps = Patm
808
[
1 + ( Z4.5 )
2
]
√[
1 + ( Z0.048 )
2
] [
1 + ( Z0.32 )
2
] [
1 + ( Z1.35 )
2
] , (1.5)
where Ps is the peak side-on overpressure in units of bars, and Patm is the atmo-
spheric pressure in bars.
As part of the development of an experimental air blast database, Bogosian
et al. [15] tabulated the distribution of blast test data points available for re-
flected and incident blast parameters. This summary indicated a similar num-
ber of available data sets for reflected and for incident overpressure measure-
ments; however, information regarding peak reflected overpressure, Pr, is much
harder to find than for incident overpressure in the open literature. All sources
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that do include parameter information for reflected overpressures present data
for the normally reflected case, with angle of incidence effects treated separately,
if at all.
In the far field limit for explosions of any size, or for small explosions, the
air can be treated as an ideal gas in order to establish a relationship between
the peak side-on overpressure and peak reflected overpressure at a surface. Ac-
cording to Brode [18], this relationship is
Pr = Ps
(
2 +
6Ps
Ps + 7Patm
)
, Ps < 6.9 bar (1.6)
where Pr is themaximum overpressure for normal reflection, Ps is the peak side-
on overpressure, and Patm is the ambient air pressure. An implicit assumption in
this equation is that γ = 1.4, where γ is the heat capacity ratio of the air medium.
When overpressure values exceed 6.9 bar, molecules in the air start to inter-
act with one another and the ideal gas assumption is no longer valid. For this
regime, Brode [18] defines the peak normally reflected overpressure as
Pr = Ps
(
0.03851 Ps
1 + 0.0025061 Ps + 4.041 × 10−7Ps2 + 2 + . . .
+
0.004218 + 0.7011 Ps + 0.001442 Ps2
1 + 0.1160 Ps + 8.086 × 10−4 Ps2
)
, Ps ≥ 6.9 bar, (1.7)
where Ps is again the peak side-on overpressure in bars.
Suitable expressions for the decay constant and the arrival time are not in-
cluded in the works of Kinney and Graham [41] or Brode [18]. Thus, the fol-
lowing equations for arrival time and decay constant are developed by fitting
piecewise polynomials to data for a 1 kg TNT reference explosion in Kinney and
Graham [41]. The data include arrival times and decay coefficients over a range
of scaled distances.
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The resulting expression for the arrival time is
ta
W1/3
=
4∑
i=1
ai Zi−1, 0.3 ≤ Z ≤ 500m/kg1/3, (1.8)
where ta is the arrival time, in seconds, of the shock wave initiated by an air
blast. Values for the fitted polynomial coefficients, ai, are included in Table 1.1
for various ranges of Z.
Table 1.1: Fitted polynomial coefficients to define the arrival time.
Range a0 a1 a2 a3
(m/kg1/3)
0.3 ≤ Z < 2.4 1.769362e-2 -2.032568e-2 5.395856e-1 -3.010011e-2
2.4 ≤ Z < 12 -2.251241e+0 1.765820e+0 1.140477e-1 -4.066734e-3
12 ≤ Z ≤ 500 -6.852501e+0 2.907447e+0 9.466282e-5 -9.344539e-8
A higher order of polynomial is required to produce an accurate fit for the
decay constant over the range of scaled distances, especially for smaller scaled
distances. The decay constant follows this relationship
b =
6∑
i=1
ci Zi−1, 0.3 ≤ Z ≤ 500m/kg1/3, (1.9)
where b is the dimensionless decay constant for side-on air blast. Values for the
fitted polynomial coefficients, ci, are shown for different ranges of Z in Table 1.2.
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The decay constant is determined from the positive phase impulse, or the
area under the pressure time history curve, for either side-on or reflected blast.
Kinney and Graham [41] tabulate the decay constant for a wide range of dis-
tances, but only for side-on blast. By assuming similarity between time histories
of side-on overpressure and normally reflected overpressure, demonstrated by
Ir
Is
=
Pr
Ps
, (1.10)
the decay constant can be used interchangeably for side-on and normally re-
flected cases [7]. While this assumption may introduce error into the predic-
tion of Ir, Baker [6] includes plots of reflected impulse measured experimen-
tally over a wide range of scaled distances, with confidence intervals, and these
plots shows that there is an extremely wide range of data for reflected impulse.
Considering that there is a lack of reflected data in the literature, the authors
determined that the assumption of similarity was an acceptable one.
The above parameter equations for ta and b are evaluated for goodness-of-fit
by using the following error metric based on a normalized `2 norm,
Error =
‖ x − xdat ‖2
‖ xdat ‖2 =
√∑N
i=1 [ (x)i − (xdat)i ]2√∑N
i=1 [ (xdat)i ]
2
, (1.11)
where (x)i is the parameter value calculated at scaled distance Zi using the ap-
propriate parameter equation, (xdat)i is the corresponding parameter value tab-
ulated in Kinney and Graham [41], and N is the total number of scaled distances
included in the tabulated data. Error values for each of the parameter equations,
as calculated with Eq. (1.11), are 6.63×10−4 for Ps, 4.85×10−7 for td, 3.18×10−7 for
ta, and 4.21×10−4 for b.
Since similarity has been assumed in air blast profiles for reflected and side-
on cases, via Eq. (1.10), then the impulse can be calculated by integrating P(t) in
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Eq. (1.1) to get the expression
I =
Pmax td e−b
(
b eb − eb + 1
)
b2
, (1.12)
where I is either the reflected or side-on impulse, Pmax is either the reflected or
side-on peak overpressure, td is the duration time, and b is the decay constant.
Upon investigation, fitting the decay constant according to Eq. (1.9) actually
provides a better approximation to the side-on impulse data in Kinney and Gra-
ham [41], as compared with the equation Kinney and Graham developed from
the same data set for side-on impulse,
Is =
0.067
√
1 +
(
Z
0.23
)4
Z2 3
√
1 +
(
Z
1.55
)3 . (1.13)
The relative error for calculated Is values, as compared to the corresponding
tabulated data in Kinney and Graham [41], is 3.06×10−2 for Is from Kinney and
Graham, Eq. (1.13), and is 1.89×10−4 using the fitted equation for b to calculate
Is, Eq. (1.12). Besides the increase in accuracy as compared to tabulated data,
using a parameter equation for the decay constant, rather than impulse, is ad-
vantageous because this avoids the need for root-solving to calculate the decay
constant for each overpressure time history generated by the air blast loading
code.
The blast parameter values over a range of scaled distances are summarized
in Fig. 1.2. The decay constants are not shown in this figure, but rather are used
to calculate values for side-on impulse, Is, and reflected impulse, Ir, according
to Eq. (1.12), for various scaled distances.
16
Figure 1.2: Scaled blast load parameters used in air blast loading program.
Blast parameters from Kingery and Bulmash
The approach by Kingery and Bulmash [40] involves numerically fitting func-
tions to data from various explosive tests. The resulting Kingery-Bulmash equa-
tions are defined in terms of log-log scaling, and take the form of
Y = C0 +C1U + . . . +CNUN (1.14)
where
U = K0 + K1T. (1.15)
In these equations, Y is the common logarithm of the blast parameter of interest
(e.g. Pr or td/W1/3), T is the base 10 logarithm of the scaled distance, Z, and N is
the order of fit. Values for the coefficients C and K are not available within the
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open literature. Thus, while the Kingery-Bulmash equations are widely used by
the U.S. military and government contractors, they are not available for research
publishable in the open literature.
Blast parameters for design
Numerous sources including military technical manuals, such as TM 5-1300
[61], and other sources on design [59] suggest a simplification to the decaying
exponential blast profile shown in Fig. 1.1. This approach involves approximat-
ing the typical overpressure profile with an equivalent triangular pulse. The
peak overpressure, Pmax, and the impulse, I, are preserved but the duration time
is modified as
td
′
=
2 I
Pmax
. (1.16)
The decay constant, b, is set to zero to give a triangular shape to the blast profile.
Accordingly, the equivalent triangle assumption can be applied to either the
currently proposed set of parameter equations (following Kinney and Graham
[41] and Brode [18]) or the Kingery-Bulmash equations [40], for use in the air
blast load generation code developed for this research.
1.4.2 Angle of incidence
The angle at which a shock wave strikes a structure affects the magnitude of
the peak reflected blast overpressure. In fact, there is a complex relationship
between the coefficient of reflection, Cr, which is a ratio of the peak reflected
overpressure to the peak side-on overpressure, and the angle of incidence, Θ.
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As discussed by Chock and Kapania [21], assuming normal reflection is conser-
vative and easier to implement within a blast generation program. However,
Randers-Pehrson and Bannister [52] account for angle of incidence effects in
their implementation of ConWep into DYNA2D and DYNA3D, an implementa-
tion that carries over into the commercial LS-DYNA.
Within their implementation, the reflected blast overpressure profile is a
function of both time and angle of incidence and it is a combination of the nor-
mally reflected and side-on blast overpressure time histories. Accordingly, the
air blast profile, P(t,Θ), to be applied to an individual finite element at a point
in time is calculated as
P(t,Θ) = Pr(t) cos2Θ + Ps(t) (1 + cos2Θ − 2 cosΘ), (1.17)
where Θ represents the angle between the normal of an element surface, which
includes the point of interest, and a ray between the point of interest and the
blast detonation point. Pr(t) is the reflected air blast profile, following Eq. (1.1)
with Pmax = Pr, and Ps(t) is the side-on blast profile, which is computed from Eq.
(1.1) with Pmax = Ps. To ensure proper air blast load calculation using Eq. (1.17),
element normals must point toward (instead of away from) the blast source.
For all of the loading options implemented within the air blast load genera-
tion code, the incident impulse is calculated as
I(Θ) = Ir cos2Θ + Is (1 + cos2Θ − 2 cosΘ), (1.18)
where Ir is the impulse for normal reflection, Is is the side-on impulse, and Θ is
the angle of incidence. The duration time for the equivalent triangular parame-
ter equations is a function of this incident impulse,
td
′
(Θ) =
2 I(Θ)
P(t = ta,Θ)
=
2 I(Θ)
Pr cos2Θ + Ps (1 + cos2Θ − 2 cosΘ) , (1.19)
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where P(t = ta,Θ) is the overpressure at the arrival time, from Eq. (1.17), Pr is
the peak reflected overpressure for normal incidence, and Ps is the peak side-on
overpressure.
However, for the loading approach using the proposed equations, the as-
sumption of similarity in Eq. (1.10) simplifies the incorporation of angle of
incidence effects within the developed air blast load generation code. Since
Pr/Ir = Ps/Is and the decay constant is the same for both reflected and side-on
air blast, then the incident overpressure time history for the proposed equations
can be calculated using the modified Friedlander equation in Eq. (1.1), with
Pmax(Θ) = Pr cos2Θ + Ps (1 + cos2Θ − 2 cosΘ), (1.20)
where Θ is the angle of incidence, Pr is the peak overpressure for normal reflec-
tion, and Ps is the maximum side-on overpressure.
Currently the air blast load generation code employed herein uses the same
methodology for estimating angle of incidence effects as the implementation of
ConWep in LS-DYNA, from Randers-Pehrson and Bannister [52]. Future work
could focus on improving the calculation of Pmax to account for the Mach stem
effect, which is not accounted for in [52].
1.4.3 Hemispherical blast
Explosions located at the ground surface are categorized as hemispherical blast.
In TM 5-1300, there are separate sets of parameters for spherical and hemispher-
ical blast [61]. However, these parameters are presented in graphical form and
were drawn from sources not available in the open literature. Thus, for the
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current research the magnification factor approach [6, 40, 59] described subse-
quently has been employed.
When a charge is detonated at the ground surface, simultaneous reflected
waves from the ground are produced, reinforcing the shock wave generated by
the initial explosion. If the ground were a perfect reflecting surface, this magni-
fication effect would be equivalent to the shock produced by a charge twice the
weight of the actual explosive. However, experimental data indicate that the
magnification factor should be less than two (but more than one) because the
ground absorbs energy for surface bursts. In fact, a magnification factor of 1.8
is suggested by multiple sources [6, 40, 59], and is employed within the air blast
load generation code developed for this research. Accordingly, the approach
for hemispherical blast is exactly the same as for spherical blast, except that the
charge weight W is replaced by 1.8W.
1.4.4 Shielding effects
For explosive air burst on structures with more complex geometries than a sin-
gle flat surface, shielding and wave diffraction affect the applied load distribu-
tion. Shielding is a function of component geometry and blast location. In this
research, shielding effects are incorporated into the blast load generation code
using a ray tracing technique to determine which surfaces of a structure are in
direct line of sight to an explosion.
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Accordingly, fully reflected air blast loads are applied to regions with an un-
obstructed path from detonation source point to structural boundary. However,
in regions of a structural surface that are not in direct line of sight to an explo-
sion, the loading situation is much more complex, especially in the vicinity of
sharp corners [13]. Shock waves diffract around corners, and so while the air
is compressed above atmospheric pressure at the surface beyond a corner, the
overpressure here does not reach fully reflected levels. Applying fully reflected
loading to this region would be very conservative, although not applying any
loading at all would not be representative of the physical situation. Thus, in ar-
eas of a surface partially shielded by another part of the structure, the air blast
load generation codemodels the magnification of the surrounding overpressure
with an applied blast loading corresponding to the side-on, or free air, overpres-
sure.
As an example, Fig. 1.3 illustrates a wide-flange member subjected to an ex-
plosion where the bottom flanges partially shield some of the explosive effects.
Here, the load generation code would determine which nodes are shielded by
tracing rays from the blast epicenter to the edges of the bottom flange and then
extending these rays to any intersections on the web or top flange surfaces. Re-
flected air blast loading would then only be applied to regions of the member
that are not shielded from the initial shock wave: the bottom surface of the
bottom flanges, the bottom surface of the top flanges nearest the blast, and the
upper portion of the web on the side facing the blast, as shown in Fig. 1.3. The
lower part of the girder web facing the explosion is partially shielded from the
blast, and in this region side-on overpressure loading would be applied. As
further explanation, the side-on overpressure is the blast loading observed as
an explosive shock wave travels past a stationary point in free air, whereas re-
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flected overpressure is the much larger loading observed at a point on a rigid
surface as a shock wave strikes and reflects off of the surface. While the numer-
ical example presented later in this paper – a wide-flange member subjected to
an explosion centered on mid-span andmid-height – does not exhibit shielding,
the present discussion of shielding is included herein for completeness.
Figure 1.3: Schematic of shielding effects included in air blast loading program.
Although shielding is incorporated into the airblast loading code as de-
scribed above, pressure relief and clearing effects are not accounted for within
the current code. Pressure relief occurs after a reflected blast wave reaches a free
edge of the reflecting surface. Physically, when an explosive shock wave im-
pacts a flat surface, pressure is built up by the sudden constraint of flow at the
surface, magnifying the blast overpressure here and creating a reflected wave
that travels along the structural surface. When the reflected wave reaches a free
edge a sudden air flow takes place between high and low pressure regions, cre-
ating a rarefaction wave that propagates away from the free edge and back to-
wards the interior of the structural surface. This rarefaction wave acts to relieve
the surrounding overpressure from a higher reflected level to a lower stagna-
tion overpressure value. At a point on the surface, this would be modeled by
a marked decrease in the air blast overpressure time history after the clearing
time, or time when the rarefaction wave reaches the point of interest.
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Pressure relief is not included in the air blast loading code because the liter-
ature does not provide a universally accepted model of pressure relief. Many
sources, including TM 5-1300 [61], Kinney and Graham [41], and Baker et al. [7],
differ in their calculation of the clearing time. Also, while themethod for model-
ing pressure relief in TM 5-1300 has been used in practice for many years, recent
research by Rickman and Murrell [53] casts doubt onto the accuracy of this ap-
proach. Rickman andMurrell [53] performed several small-scale experiments to
measure reflected overpressure values at various points of a rectangular struc-
ture subjected to various hemispherical explosions. Their data show that the
calculation of clearing time and stagnation pressure provided by TM 5-1300 [61]
is inaccurate, and they propose new equations for modeling the stagnation pres-
sure, derived from regression analysis of their experimental data. While these
curve fits provide a much better approximation for the reflected air blast load-
ing, they were not incorporated in the developed air blast loading code as these
equations were determined for a range of scaled distances from Z = 1.82 to 12.18
m/kg1/3, whereas the air blast code was developed for a range of Z = 0.32 to 500
m/kg1/3. While the latter portion of the range of scaled distances in the code is
not really of engineering significance, the closer range is of extreme interest and
in fact both examples presented herein fall in this range.
Another assumption made within the paper is to neglect any loading effects
on the far faces of a structural surface. In reality, for a structure such as a wide-
flange beam, the shock wave from an explosion would almost certainly imme-
diately engulf the structure, imposing positive overpressure on the front faces
that would be partially offset by the portion of the shock that wraps around
the structure to the back faces. While this is an important physical effect, it is
extremely difficult to model with any degree of accuracy. Thus, the loading ef-
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fects on the far surfaces of structural faces are neglected by the code, inducing a
measure of conservatism into model results.
1.4.5 Code Flow
The developed air blast load generation code essentially works as a preproces-
sor to a commercial finite element package such as LS-DYNA [31] or ADINA
[1]. The code proceeds as shown in Fig. 1.4. Inputs to the code are the finite ele-
ment mesh; explosion type, size, and location; and flag for type of loading. The
loading flag corresponds to various sets of parameters available for use in de-
scribing the air blast loading including the currently proposed set of equations,
the equivalent triangular version of these, the Kingery-Bulmash equations, or
the equivalent triangular version of Kingery-Bulmash equations.
There are a few important differences between the developed air blast gen-
eration code and the implementation of ConWep in LS-DYNA. Since the air
blast code acts as a preprocessor, it is portable to other finite element software
packages besides LS-DYNA and it produces loading data that can be analyzed
to get an idea of the loads at various locations in a model. However, the im-
plementation of ConWep in LS-DYNA is strictly internal, and only provides
the reflected overpressure and arrival time for the node of the structural model
first affected by an explosion. The proposed air blast load generation tool can
provide loading with air blast parameters derived from open literature sources,
whereas ConWep is based on the Kingery-Bulmash equations, which are not
openly available. Finally, the air blast loading code includes a shadowing al-
gorithm to determine which components are in direct line-of-sight to an explo-
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sion, applying fully reflected loading to these regions and side-on blast loading
to partially shielded surfaces.
Figure 1.4: Air blast loading code flow chart.
1.5 Case studies
Two case studies are presented for investigating the effects of air blast modeling
on structural response. The platemodel includes a spatially uniform application
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of loading (i.e. a plane wave), in order to isolate the effect of different parameter
values for a single scaled distance. The girder model includes the full range of
angle of incidence effects as well as a temporally and spatially varying loading.
1.5.1 Loading
For both of the case studies presented, air blast loading is applied over the struc-
tural surfaces using the air blast load generation code. Loads are applied as
nodal force time histories within the finite element models. There are four sep-
arate cases of loading considered for each structure:
1. Currently proposed set of equations – Current
2. Equivalent triangular version of KG – Current-Tri
3. Kingery-Bulmash equations – KB
4. Equivalent triangular version of Kingery-Bulmash equations – KB-Tri
1.5.2 Material model
The extreme nature of explosive loading necessitates the inclusion of non-
linear effects for accurate simulations of structures subjected to explosions.
This includes not only nonlinear kinematics but also the consideration of rate-
dependent material behavior. The commercial finite element package, LS-
DYNA, is a transient dynamic nonlinear finite element code with an availability
of numerous nonlinear material models [45]. Given its wide usage in air blast
simulations, LS-DYNA is used as the finite element solver for this research.
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A well-known model for rate-dependent material behavior is the Johnson-
Cook model [34, 35]. The Johnson-Cook constitutive relationship is expressed
as
σ f low =
[
A + B
(
εep
)n ] [
1 +C ln ε˙∗ep
]
[1 − (T ∗)m ] , (1.21)
where σ f low is the flow stress, εep is the effective plastic strain, ε˙∗ep = ε˙ep/ε˙0 is the
dimensionless plastic strain rate, T ∗ is the homologous temperature, and A, B, n,
C, and m are material constants. Note that ε˙0 is the quasistatic strain rate used
in experiments to determine the static strain hardening parameters, B and n.
As part of the present research, a weak form of the heat equation was solved
to investigate the spatio-temporally varying temperature field within a repre-
sentative 12.7 mm thick steel plate component subjected to a thermal loading
that was consistent with an open air blast. Based on results from this analy-
sis, heating effects were deemed not to be of concern to the girder and plate
problems modeled in this research. Accordingly, ignoring the temperature term
gives the simplified version of the Johnson-Cook model used in this research,
which is
σ f low =
[
A + B
(
εep
)n] [
1 +C ln ε˙∗ep
]
. (1.22)
In this form, the flow stress is the product of a strain hardening term,[
A + B
(
εep
)n]
, and a viscoplastic term,
[
1 +C ln ε˙∗ep
]
.
Johnson-Cook model parameters for a mild steel (SS 141672), as reported by
Kajberg and Wikman [36], are used to model the constitutive behavior for the
case studies considered herein. Material constants used for this steel are E = 209
GPa, ν = 0.3, and ρ = 7850 kg/m3 [4] for the plate and E = 203 GPa, ν = 0.3, and
ρ = 7850 kg/m3 for the girder. The Johnson-Cook parameter values, determined
using a split Hopkinson bar test, high-speed photography, and optimization
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techniques, are reported to be A = 319 MPa, B = 554 MPa, C = 3.27 × 10−2,
n = 0.135, ε˙0 = 5.7 × 10−3 s-1 [36].
1.5.3 Square plate
The first case study involves a square steel plate subjected to a spherical explo-
sion. The plate is 914 x 914 x 3.18 mm (36 x 36 x 1/8 in), with fixed boundary
conditions on the vertical edges and free boundary conditions along the hori-
zontal edges. A charge of 1.36 kg (3 lb) TNT is centered on the plate, located at a
minimum standoff distance of 1.52 m (5 ft), corresponding to a minimum scaled
distance of Z = 1.37 kg/m3. Because of the symmetry in loading and boundary
conditions, only 1/4 of the plate is modeled for computational expediency. An
overview of the model setup is shown in Fig. 1.5.
Figure 1.5: Plate model setup.
Explicit time integration is utilized in the solution, along with large
strain, large displacement kinematic assumptions. An automatic time-stepping
scheme uses the Courant condition to limit step size, producing time steps on
the order of 1 µs. The dynamic analysis is carried out to a total solution time of
200 ms, with mass damping (5%) applied after 100 ms in order to yield the fi-
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nal deformed shape of the plate by the end of the analysis. The plate is modeled
with Belytschko-Lin-Tsay shell elements with five through-thickness integration
points, where a global mesh seed of 4.57 mm is applied. The Belytschko-Lin-
Tsay element employs one-point quadrature in the plane of the element and
uses empirical parameters to suppress the hourglass deformation modes [31].
Standard viscosity-based hourglass control in LS-DYNA is used, with mem-
brane, bending, andwarping hourglass coefficients equal to 0.10. The employed
mesh was arrived at by way of a mesh convergence study.
1.5.4 Girder
The second case study examines the response of a steel wide-flange member
to explosive air burst. The girder is a W360x122 (W14x82) section, 4.57 m
(15 ft) long, with simply supported boundary conditions. The investigated air
blast scenario involves a spherical explosion of 453.6 kg, centered on the girder
and located 4.57 m (15 ft) away from the point at mid-span, mid-height of the
girder. This blast scenario corresponds to aminimum scaled distance of Z = 0.60
kg/m3. Fig. 1.6 illustrates a schematic of the girder model.
Figure 1.6: Girder model setup.
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The girder is modeled with a combination of elements. Belytschko-Lin-
Tsay shell elements, defined along the girder midline geometry with element
thickness equal to the girder plate thicknesses, comprise the body of the girder.
Cross-sectional distortion at the support locations is suppressed by placing very
stiff beam elements along the middle lines of the end cross-sections. These
beam elements employ the Belytschko-Schwer resultant formulation [31], and
are circular in cross-section with a diameter of 25.4 mm. The material used for
the beam elements is perfectly elastic, with E = 20, 300 GPa and ν = 0.3. A
mesh seed of 21.4 mm, or 6 elements per flange outstand, applied globally to
the model, provides sufficient resolution to capture local deformation effects
induced by the explosion, as evidenced by a mesh convergence study.
A dynamic analysis is carried out to a total solution time of 1000 ms. Mass
damping (5%) is applied after 500 ms to yield the final deformed shape of the
girder by analysis completion. Explicit time integration with automatic time-
step calculation is used, producing time steps on the order of 3 µs. To ensure
a uniform critical time step size throughout the model, the density of the beam
elements is adjusted so that the global model critical time step size is similar for
both the shell and beam elements. Accordingly, ρ = 380 ρshell = 2983×103 kg/m3,
where ρshell is the density of the shell elements.
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1.6 Results and discussion
1.6.1 Comparison of Overpressure Profiles
Air blast overpressure profiles calculated using the four different methods, out-
lined at the beginning of Section 4, are examined. The main comparisons are
made between Kingery-Bulmash versus the proposed parameters developed
from Kinney and Graham [41] and Brode [18], and between each of these versus
their equivalent triangular counterparts. Since the parameter equations draw
from different data sets, with only some overlap, it cannot be definitively deter-
mined which approach is more correct without access to further explosives test
data.
For the loading applied to the plate model, a spherical explosion ofW = 1.36
kg of TNT, at a standoff of R = 1.52 m is employed. Parameter values for the
different approaches are summarized in Table 1.3. Fig. 1.7 shows the air blast
overpressure time histories developed using the four different methods.
Table 1.3: Air blast parameters for R = 1.52m and W = 1.36 kg
Loading ta td ta + td Pmax Ir
(ms) (ms) (ms) (bar) (bar-ms)
Current 1.033 0.891 1.924 5.197 22.15
Current-Tri 1.033 0.469 1.502 5.197 22.15
KB 1.072 1.890 2.962 4.124 19.52
KB-Tri 1.072 0.423 1.495 4.124 19.52
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Figure 1.7: Comparison of overpressure profiles for R = 1.52m, W = 1.36 kg.
The largest difference between the loading produced by the proposed equa-
tions and the Kingery-Bulmash equations is seen in the load duration, which
is not surprising given the amount of scatter in experimental data for air blast
duration time that is shown in figures in Baker [6]. When comparing each ap-
proach with their triangular equivalents, the most significant difference is seen
in the Kingery-Bulmash results since there is such a long tail in the air blast
profile produced using this method.
Onemeasure of the differences in air blast overpressure profiles produced by
the four approaches is a comparison of their frequency spectrums. Fig. 1.8 high-
lights the frequency spectrums, which are calculated with fast Fourier trans-
forms (FFT), for the different parameter sets at R = 1.52m andW = 1.36 kg. Two
universal trends are noteworthy, the first being that the energy in the air blast
loading is spread over a wide range of frequencies, and the second that since
the decaying exponential (or equivalent triangle) is not a periodic function, the
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largest amount of energy is concentrated at zero frequency on the FFT plot.
Figure 1.8: Comparison of frequency content of air blast loading for R = 1.52m,
W = 1.36 kg.
Closer examination of the frequency content between the specific loading
approaches yields a few differences. Since the pulse form for the equivalent tri-
angular approaches varies from their unmodified counterparts, the frequency
content of the loading applied to a structure varies slightly. A larger relative
difference is seen between the frequency spectrums of the blast profiles for the
proposed parameter equations and the Kingery-Bulmash equations. The ampli-
tude of the frequency spectrum of the overpressure loading from the Kingery-
Bulmash approach is smaller than that from the proposed equations, a function
of the diminished peak overpressure and reflected impulse of the air blast pro-
file from the Kingery-Bulmash equations, as compared with the profile from
the proposed equations. However, it is important to note that although the dis-
crepancies in frequency content of overpressure loading produced by the four
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approaches appear relatively minor within this context, any variation in the fre-
quency content of input loading will lead to differences in simulated structural
response time histories.
A detailed comparison is not made between the air blast overpressure pro-
files that comprise the full spatio-temporal loading for the girder problem.
However, the parameter values are reported for the loading at the girder point
closest to the explosion (at mid-height and mid-span). At this minimum stand-
off distance of R = 4.57 m, for the charge weight of W = 453.6 kg, the parameter
values produced by the different loading approaches are shown in Table 1.4.
Table 1.4: Air blast parameters for R = 4.57m and W = 453.6 kg
Loading ta td ta + td Pmax Ir
(ms) (ms) (ms) (bar) (bar-ms)
Current 1.462 0.816 2.278 57.32 212.34
Current-Tri 1.462 0.540 2.002 57.32 212.34
KB 1.595 3.723 5.318 87.01 201.93
KB-Tri 1.595 0.862 2.457 87.01 201.93
1.6.2 Plate example
Of interest in most explosion simulations is the maximum deformation induced
in a structure by a blast. In the plate problem, the peak displacement caused
by an air blast occurs at the center of the plate. Accordingly, Fig. 1.9 shows the
transverse displacement results at the center node of the plate for the various
loading approaches considered herein. While the results appear similar in the
first few cycles of response, they diverge soon after that as the plate starts to
plastically deform.
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Figure 1.9: Comparison of plate transverse displacement at center.
As an illustration of the differences seen in the displacements at a later time
after the explosion, transverse displacement results at a specific snapshot in time
are examined for the different loading cases. The metric for comparison is the
transverse displacement profile along the horizontal centerline of the plate at
t = 200 ms. The profile location is illustrated in Fig. 1.10 and the resulting plate
transverse displacement profiles for the four loading methods are included in
Fig. 1.11.
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Figure 1.10: Schematic of plate center displacement profile.
Figure 1.11: Comparison of plate center displacement profiles at t = 200ms.
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It is interesting to note that for all of the load approaches except the one
using the original Kingery-Bulmash equations, the plate response settles to a
permanently deformed configuration that is toward, instead of away from, the
explosion epicenter. While this seems counterintuitive, it is not the first time this
type of result has been documented. In their investigation of the response of thin
circular aluminum plates subjected to a spatially uniform square pulse loading,
Bassi, Genna, and Symonds [8] observed permanent deformation pointed to-
ward the direction of loading. They indicated that for very thin, elastic-perfectly
plastic plates with fixed boundary conditions, there exist small ranges of load-
ing parameters for which the plate deforms towards the loading in the early
stages of response, and then does not have enough energy left to subsequently
snap back away from the loading source. It seems that a similar situation is
seen in these results, for a thin plate of a Johnson-Cook material subjected to
exponentially decaying and triangular pulse loadings.
Another metric for comparison between the plate responses is a normalized
`2 norm similar to the form in Eq. (1.11). The error is calculated as
‖ dzCase1t − dzCase2t ‖2
‖ dzCase1t ‖2 =
√∑N
i=1
[
(dzCase1t)i − (dzCase2t)i ]2√∑N
i=1
[
(dzCase1t)i
]2 , (1.23)
where (dzCase1t)i is the transverse displacement at node i along the plate center-
line at time t = 200 ms for load case number 1, N is the number of nodes along
the plate centerline and (dzCase2t)i is the transverse displacement at the same time
and location for case number 2. Load cases and error results are summarized in
Table 1.5.
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Table 1.5: Relative error between plate trans-
verse displacement profiles at t = 200ms.
Case 1 Case 2 Error, ‖ dzCase1
t−dzCase2t ‖2
‖ dzCase1t ‖2
Current Current-Tri 0.013
KB KB-Tri 3.971
Current KB 7.195
The error calculation is greatly affected by the fact that the final deformed
configuration of the plate that was loaded with an explosion modeled using the
Kingery-Bulmash equations is pointed away from, rather than toward, the blast,
in contrast to the other cases. If this profile were flipped so that it faced toward
the blast instead, the measured error would change from 3.971 to 0.002 for the
second comparison in Table 1.5 and it would change from 7.195 to 0.480 for the
third case. However, it is important to preserve the direction of plate transverse
deformation when comparing the actual final deformed shapes since this direc-
tion will be important to plate stability under certain structural configurations,
such as those experiencing eccentric loading.
1.6.3 Girder example
In the girder problem, the peak transverse displacements are located at girder
mid-height and mid-span. Fig. 1.12 compares the nodal transverse displace-
ment results at this location on the girder for the different blast loading meth-
ods. The transverse displacements produced by the proposed equations devel-
oped fromKinney andGraham and Brodematch closely with the displacements
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produced by the corresponding triangular equivalent loading. However, larger
differences are seen between the Kingery-Bulmash and equivalent triangular
Kingery-Bulmash results, and especially between both sets of Kingery-Bulmash
results and the responses induced by the currently proposed air blast loading
equations.
Figure 1.12: Comparison of girder transverse displacement at mid-height, mid-
span.
Fig. 1.13 depicts a representative result of simulated girder deformation in-
duced by the explosion. This contour plot of averaged accumulated effective
plastic strain represents the girder response at t = 1 s for the equivalent trian-
gular Kingery-Bulmash loading. Two main features are noteworthy, the per-
manent set in the web away from the blast, and the deformation within the
compression flanges nearest the detonation epicenter.
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Figure 1.13: Contours of accumulated effective plastic strain at t = 1 s.
Further examination of the flange vertical displacement is warranted since
the magnitude and location of localized deformations oftentimes greatly affects
the global capacity of a structural member within a system. In Fig. 1.14, the
y-displacements at each node along the top flange edge nearest the blast are
compared for the different loading cases at t = 1 s, long after the plastic strains
have stopped changing in this region. These results take the form of displace-
ment profiles along the girder top flange edge, which clearly show regions of
localized deformation.
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Figure 1.14: Comparison of girder flange edge displacement profiles at t = 1 s.
A quantitative comparison of the displacement profiles can be made with an
`∞ norm, or
‖ dy ‖∞ = Nmax
i=1
( | dyit | ), (1.24)
where dyit corresponds to the y-displacement at the nodes along the top flange
edge nearest to the blast at time t = 1 s, and N is the number of nodes. The peak
vertical displacements are 17.6, 25.3, 7.0, and 8.1 mm for the Kingery-Bulmash
equations, the Kingery-Bulmash triangular equivalent, the proposed equations
developed from Kinney and Graham and Brode, and the triangular equivalent
of the proposed equations, respectively. The peak flange displacement occurs
near midspan for all loading methods, in spite of their relative similarities. Sim-
ilar to the plate case study, the four different load approaches produce signif-
icantly different results. In terms of relative comparisons, the peak displace-
ments are closer in magnitude for the equivalent triangular pulse loading, as
compared with their parent parameter equations, than they are between the
Kingery-Bulmash and the proposed parameter cases.
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The flange displacement profile is more exaggerated for the cases with
Kingery-Bulmash types of loading than those loaded by a variant of the pro-
posed parameters fromKinney and Graham and Brode. At first glance, it would
seem that this is purely due to the substantial difference in predicted reflected
impulse between these loading approaches. However, parameter studies on the
research presented herein, and numerous sources in the literature [47, 59, 7],
show that there is a strong interrelationship between pressure and impulse, and
so the difference in structural response cannot be traced to either of these pa-
rameters acting in isolation. In fact these results clearly show that duration
time is also important to response, since there is such a wide range between
the deformation caused by the Kingery-Bulmash loading as compared to its tri-
angular equivalent. While discussing differences, it is important to note that
the Kingery-Bulmash loading and the proposed set of parameter equations em-
anated from different empirical data sets for open air blast tests. It is expected
that variations within these tests plays a significant role in precipitating some of
the differences highlighted earlier.
1.7 Conclusions
Structural vulnerability to acts of terrorism has received increasing attention
in the past few years. A first step toward accurate simulation of structural re-
sponse to different explosion scenarios is to establish suitable models of loading.
To this end, this research presents a complete set of parameter equations to de-
scribe external air blast loading for a structure, based on open literature sources
[41, 18]. The proposed air blast parameters are notable in that they are drawn
from data available in the open literature and that they are in equation, rather
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than graphical form. These parameters, together with alternative parameter
methods (the Kingery-Bulmash equations, and equivalent triangular pulses),
have been implemented within an air blast load generation code written for this
research. This code improves upon other codes in its inclusion of a shadowing
algorithm for determination of unshielded and partially shielded structural sur-
faces, and its application of side-on, rather than fully reflected, blast to surfaces
partially shielded from explosive air burst. Additionally, given its open litera-
ture sources, all assumptions and limitations within the proposed approach are
available for critical review by the analyst/designer.
The proposed blast load generation code is used to provide loading repre-
senting each set of parameters in finite element simulations of a steel plate and
a wide-flange girder subjected to an explosive air burst. Results obtained by
coupling the currently developed air blast load generation code with LS-DYNA
illustrate that small changes in blast loading parameter definition can have a
significant effect on structural response time histories. Since small details have
such a large effect on structural response for air blast phenomena, there is a
clear need for further research to better assess the unavoidable uncertainty that
is inherent in air blast loading.
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CHAPTER 2
SIMULATING BLAST EFFECTS ON STEEL BEAM-COLUMNMEMBERS:
METHODS
2.1 Abstract
A beam-column element is formulated and implemented within a nonlinear ex-
plicit dynamic finite element code to be used for simulating explosive effects
in steel skeletal structures composed of wide-flange members. The damage
imposed by a blast is encapsulated by a bounding surface plasticity model in
stress-resultant space. These bounding surfaces are formed by fitting numerical
failure data to a basis of real-valued spherical harmonics: the needed data are
obtained through a series of numerical experiments in which a shell element-
based model of a member is first exposed to a blast and then is statically loaded
to failure for various combinations of proportional moment-thrust loading. A
comparison of undamaged and blast-damaged bounding surface data for a va-
riety of blast locations demonstrates the effects of an explosion on the reserve
capacity of a member. Code validation and examples are presented in a com-
panion paper [29].
2.2 Introduction
Over the last decade, the proliferation of terrorist attacks on structures has gen-
erated much concern. Damage caused by explosive attacks has exposed a gen-
eral vulnerability to blast in many conventionally designed structures, with lo-
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calized blast damage triggering global failure in some cases [23]. While many
complex analysis tools exist for the assessment of blast effects on structures, an
openly available, computationally efficient approach to this problem is needed
in general structural engineering practice (i.e. structures other than military fa-
cilities, embassies, etc.).
Under the influence of an explosion, hot-rolled steel wide-flange members
are susceptible to coupled lateral-torsional buckling and localized damage that
may influence system-wide structural stability. The need to examine the post-
blast behavior of a structure motivates the use of structural elements, such as
frame elements. However, it can be difficult to capture the salient physics
within a one-dimensional frame element idealization. As an alternative, high-
resolution models of structures that use shell or continuum element discretiza-
tion of individual structural components, in uncoupled or coupled analyses, are
able to accurately predict member response to an explosive event. However,
models of this type require a high level of expertise and are computationally
expensive, especially for larger structural systems. Thus, one of the objectives
of the current research is to formulate a beam-column element, based on a tradi-
tional frame element, that is able to accurately and efficiently predict the remain-
ing capacity in a steel structural system exposed to an explosion. Along these
lines, a method is proposed for modeling the reserve capacity of blast-damaged
structural members using bounding surface plasticity models, or bounding sur-
faces, to capture the effects of component-level damage, in order to enable the
application of frame elements in the study of blast-damaged systems.
Each bounding surface is developed from a large set of numerically gener-
ated failure data (as obtained from a high-resolution shell element model) for
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a wide-flange member that has been damaged by a given explosion and subse-
quently loaded to collapse. While this data-driven approach to bounding sur-
face modeling within the element formulation does exact a substantial up-front
computational cost, this is a small price to pay for the savings in computational
timewhen comparing the finite element code employing the blast beam-column
element and an analysis using a high-resolution model.
This paper is the first of two companion papers to formulate, implement,
and validate a beam-column element for the simulation of air blast effects in
steel skeletal structures with wide-flange components. The element formulation
and implementation is included herein, and the validation and examples are
presented in the companion paper [29].
2.2.1 Literature review
Within a frame element formulation, bounding surface plasticity models, which
are defined in stress-resultant space, are adapted from traditional stress-space
plasticity to model inelastic cross-section deformations in response to combined
axial loading and biaxial bending. Formulations employing bounding surface
plasticity models have been the focus of research since the 1970’s. Research
directly leading to the traditional frame element formulation that serves as the
basic framework of the current blast beam-column element includes the work
of Porter and Powell [50], Orbison et al. [49], Hilmy and Abel [32], and Powell
and Chen [51]. Additionally, the work of Deierlein and El-Tawil [25] is useful in
that it provides an in-depth discussion of bounding surface plasticity models,
although the two-surface bounding surface model developed in their research is
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not used herein. The work of Orbison et al. [49] is notable in that their model of
the bounding surface for a steel cross-section uses a single continuous, smooth
function, an approach that is adopted in modeling the bounding surface for
the blast beam-column element. The version of the traditional frame element
formulation used as the point of departure in the current research is taken from
McGuire et al. [48], and is included in a subsequent section.
Recognizing that bounding surfaces tend to be of a phenomenological na-
ture, it is important to have an understanding of the structural behavior ex-
hibited by blast-damaged frame members. Research regarding the modeling of
blast effects on steel frames is limited. Bogosian et al. [14] develop a method
to assess the collapse resistance of a steel frame building to the explosive threat
from a failed space launch using a physics-based, computationally efficient ap-
proach. They incorporate an aggregate load-deflection curve, developed from
static collapse analyses of a full building subjected to linearly increasing pres-
sure loading carried out in ADINA, as a resistance function in an equivalent
(SDOF) model, which is used to evaluate the peak response induced by a far-off
explosion, modeled as a planar wave, on the structure for numerous extremely
large explosive weights.
Other work has focused on modeling the response of steel frame structures
subjected to explosions and ensuing fire, including that of Song et al. [60] and
Chen and Liew [20, 44]. Song et al. [60] develop an approach to carry out non-
linear analyses of steel frames exposed to fire and blast, in isolation or in com-
bination, where their code adaptively remeshes a structural system as needed,
replacing the initial elastic macro-elements with smaller elasto-plastic elements.
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Chen and Liew [20] use a mixed element approach to analyze steel frame
structures subjected to a localized explosion that is followed by fire, where
members far away from the blast are modeled with beam elements, and those
closer to the blast are modeled using shell elements. Liew [44] presents results
demonstrating the deficiencies associated with modeling a wide-flangemember
under explosive loading by using traditional beam elements or single degree-
of-freedom (SDOF) methods. In a numerical example, a multi-story building
is exposed to a 1000 kg (2205 lb) TNT explosion located 5 m (16.4 ft) from the
front of the first story of the building, where the explosive loading is produced
using the implementation of ConWep [33] in LS-DYNA [52], and the building
response is simulated using a mixed element approach that builds upon the
work in [20].
In both [60, 20], it is important to note that the blast overpressure loading is
applied to members in a spatially uniform manner, in contrast to the spatially
varying load application employed by the current research [28]. While more
recent work by Liew [44] includes spatial and temporal variation in blast load
modeling, it should be stated that this loading is calculated using a form of
ConWep, which is based on the Kingery-Bulmash equations [40] that are well-
known, but not openly available.
The current work builds upon previous research by developing a beam-
column element with a bounding surface plasticity model specifically for blast
applications. The air blast loading used to develop failure data for the bounding
surface models is somewhat realistic, including spatial and temporal variation
in load application. Also, a variety of different explosive locations are consid-
ered.
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2.2.2 Paper organization
An overview of the beam-column element formulation is given in Section 2.3
of the current paper, while Section 2.4 discusses the bounding surface failure
data acquisition. Section 2.5 presents bounding surface results for undamaged
and blast-damaged versions of a member for three general explosive locations.
Section 2.6 discusses the approach tomodeling bounding surface data with real-
valued spherical harmonics and presents fits to the bounding surface data for
the three general test cases. The element implementation is discussed in Section
2.7, in order that conclusions may be drawn in Section 2.8.
2.3 Overview of element formulation
The blast beam-column element formulation is based on the traditional
concentrated-plasticity frame element developed for nonlinear analysis of steel
structures. For this element, the plasticity model relates member end forces
(stress resultants) to member end deformations, which include axial strains and
curvatures [25]. The 12 element end forces and their associated element degrees
of freedom are shown in Fig. 2.1, as ordered pairings.
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Figure 2.1: Beam-column element degrees of freedom and corresponding forces
at each end. Force Fx coincides with the axial force, P.
2.3.1 Traditional element formulation
The following constitutes the foundation of the blast beam-column element for-
mulation, where this basic formulation takes as a point of departure the tradi-
tional frame element for steel members [48, 49]. As is typical for a concentrated-
plasticity element, plastic deformation is confined to zero-length plastic zones
(hinges) at element ends. The material in the plastic hinges is assumed to be
elastic-perfectly-plastic, with no strain hardening, and follows an associated
flow rule for plastic deformation. Since this element is formulated for use in
modeling structural elements with large span-to-depth ratios, shearing strain
due to torsion and transverse shear are ignored when predicting the initiation
of inelastic behavior at element ends, and so the boundary between elastic and
inelastic behavior can be described by a three-dimensional bounding surface
that specifies the initiation of inelastic response as a function of axial load and
biaxial bending. The transition from elastic to plastic behavior is assumed to
be abrupt and is represented by a sudden, complete plastification of the cross-
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section at the yielded element end [48, 49].
Plastic behavior at element ends is dictated by a bounding surface plasticity
model defined in stress-resultant space. A representative bounding surface for
a steel wide-flange member is shown in Fig. 2.2.
Figure 2.2: Hypothetical bounding surface plasticity model, shown in stress-
resultant space.
Only the first octant of the surface is represented here because the bounding
surface for an undamaged bisymmetrical cross-section is assumed to be sym-
metric about the coordinate axes in stress-resultant space [48]. The full element
bounding surface is a function of three variables: the axial force, P; minor axis
bending moment, My; and major axis bending moment, Mz, at an element end.
Generally, these element forces are normalized by the element plastic section
capacities PY , Mpy, and Mpz, within the bounding surface definition. As an ex-
ample, one form of the yield function for a traditional steel frame element is
[48]
Φ(p,my,mz) = p2 + mz2 + my4 + 3.5p2mz2 + 3p6my2 + 4.5mz4my2 = 1, (2.1)
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where p, my, and mz represent the non-dimensional coordinates
p = P/PY , (2.2)
my = My/Mpy, (2.3)
and
mz = Mz/Mpz, (2.4)
and PY , Mpy, and Mpz are the squash load andminor andmajor axis plastic bend-
ing moments, respectively [48]. The gradient to the non-normalized bounding
surface, denoted as ∇Φ in Fig. 2.2, functions prominently in the element formu-
lation
∇Φ ≡
{
∂Φ/∂P ∂Φ/∂My ∂Φ/∂Mz
}T
. (2.5)
A main objective of the current research concerns the development of a suit-
able form for a yield function, analogous to Eq. (2.1), that is capable of describ-
ing the capacity that remains in an element after an explosion. The approach
taken for modeling such a yield function forms a core part of the blast beam-
column element formulation, and will be discussed later in this paper.
The bounding surface governs constitutive behavior at element ends. If the
current force point is inside of the bounding surface, the element end is con-
sidered to be elastic, but if the current force point impinges on the bounding
surface and persists there, then plastic behavior ensues. Force points outside of
the bounding surface are inadmissible. In Fig. 2.2, the force vector F points to
the current force point, located on the surface at
{
P My Mz
}
.
According to an associated flow rule, the plastic deformation at an element
end is proportional to the gradient to the yield function (with respect to non-
normalized element forces) at a given force point on the bounding surface. As
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an example, if the internal forces at element end 1 represent a force point on the
element end bounding surface, then the plastic deformation for element end 1
is a product of the magnitude of the plastic deformation, λ1, and the direction
of the deformation, G1, which is
G1 =
{
∂Φ/∂P1 ∂Φ/∂My1 ∂Φ/∂Mz1
}T
. (2.6)
Thus, the vector of plastic increments in displacement at the element ends, dUp,
is defined as
dUp =

dUp1
dUp2
 =
G1 00 G2


λ1
λ2
 = G λ, (2.7)
where G1 and G2 are the gradients to the bounding surface with respect to non-
normalized element end forces P, My, and Mz at each element end, and λ1 and λ2
are the magnitudes of plastic deformation at the element ends [48, 49]. Vectors
G1 and G2 are null if their respective element end force points do not persist
on the bounding surface and so the matrix G only has nonzero elements at en-
tries corresponding to an element end whose force point is impinging on the
bounding surface [48, 49].
The relationship between the increment in the internal force vector, dF, and
the increment in displacement at both element ends, dU, for the beam-column
element is
dF =
(
Ke +Kg +Km
)
dU = (KT +Km)dU = K dU, (2.8)
for material and geometrically nonlinear analyses, where dU can be decom-
posed into an elastic part, dUe, and a plastic part, dUp to give dU = dUe + dUp.
Here, Ke is the linear elastic stiffness matrix, Kg is the initial stress matrix,
KT = Ke + Kg is the elastic tangent stiffness matrix, Km is the element plastic
reduction matrix, and K is the total system stiffness matrix [48, 49]. The ini-
tial stress matrix, which accounts for the nonlinear coupling of axial force and
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flexure and the interaction between St. Venant’s torsion and flexure within the
element, and the linear elastic stiffness matrix are identical for the beam-column
element and the classic frame element [48] and are not included here. The plas-
tic reduction matrix, derived in [48, 49], is
Km = − KT GGT KT G G
T KT. (2.9)
The gradient to the element bounding surface, ∇Φ, appears in Eq. (2.9) via G,
which is defined within Eq. (2.7) and relies on Eq. (2.6) and Eq. (2.5). The plastic
reduction matrix in Eq. (2.9) differs slightly from the traditional form appearing
in the literature [48, 49] as the elastic tangent stiffness matrix is substituted for
the linear elastic stiffness matrix here. The definition for Km is included here
since the bounding surfaces used for each formulation differ as well.
2.3.2 Deviation from traditional element formulation
The main differences between the blast beam-column element and the tradi-
tional frame element lie with the yield function and the modes of failure cap-
tured within the element formulation. The bounding surface for the blast beam-
column element is based on numerical failure data acquired from detailed shell
element-based models of individual wide-flange members subjected to a sim-
ulated explosion and subsequently loaded to collapse. Failure of the high-
resolution models is based either on buckling or an excessive strain level any-
where within themember, as discussed in greater detail later in this paper. Since
the yield function of the blast beam-column element is based on failure of an en-
tire wide-flange member, if the force point at either member end impinges on
the associated bounding surface, then the member is assumed failed, and both
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ends assigned nonzero entries in G. This is in contrast to the behavior of indi-
vidual member ends specified in more traditional formulations.
2.4 Bounding surface failure data acquisition
Development of a yield function to define a bounding surface for the blast beam-
column element is based on failure data obtained numerically for a steel wide-
flange member with simulated blast-induced damage. Numerical experiments
are carried out using the commercial finite element package, LS-DYNA, which
is a transient dynamic nonlinear finite element code with an availability of nu-
merous nonlinear material models [45].
Component failure data is acquired through a series of virtual load tests. For
these, a member that has already been damaged by blast loading, within a dy-
namic nonlinear finite element analysis, is statically loaded to failure in separate
collapse analyses, each with a unique combination of proportional moment-
thrust loading. The moments and axial load at failure provide a single force
point representing failure. Given a specific blast location and explosive yield,
the locus of all such similar points defines the bounding surface for this member,
for a particular blast. Repetition of this procedure for other explosions results in
a library of potential bounding surfaces in a beam-column element model. The
procedure is outlined as follows:
1. Select parameters defining the current bounding surface (i.e. geometry,
material, etc. for the member and blast)
2. Perform a nonlinear dynamic analysis to simulate the structural response
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to the blast and resulting damage sustained by the member
3. Loop over a series of axial load and biaxial moment combinations
• For each moment-thrust combination, perform a collapse analysis to
determine the force point at failure (defined by either load-shedding
or excessive straining)
4. Compile failure force point data to give a point cloud (in stress-resultant
space) that represents the bounding surface for that member, for the cho-
sen explosive scenario
2.4.1 Material model
Given the severity of explosive air burst, it is essential to incorporate nonlinear-
ity into the high-resolution blast simulations, in the form of nonlinear kinemat-
ics and rate-dependent constitutive behavior. Material rate-dependency and
strain-hardening are included in the well-known Johnson-Cook relation [34, 35],
σ f low =
[
A + B
(
εep
)n ] [
1 +C ln ε˙∗ep
]
[1 − (T ∗)m ] , (2.10)
where σ f low is the flow stress, εep is the effective plastic strain, T ∗ is the homol-
ogous temperature, and A, B, n, C, and m are material constants. In Eq. (2.10)
the expression ε˙∗ep = ε˙ep/ε˙0 denotes the dimensionless plastic strain rate, which
has been normalized by ε˙0, the quasistatic strain rate used in the experimental
determination of the strain hardening parameters, B and n.
Based on results from previous research [28], a simplified form of the
Johnson-Cook relationship from Eq. (2.10) is used for the current research. For
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this model, the flow stress is defined as the product of a strain hardening term,[
A + B
(
εep
)n]
, and a viscoplastic term,
[
1 +C ln ε˙∗ep
]
, or
σ f low =
[
A + B
(
εep
)n] [
1 +C ln ε˙∗ep
]
. (2.11)
Johnson-Cook model parameters for ASTM-A36 steel are used to model the
constitutive behavior of the hot-rolled steel wide-flange members. Material
constants used for this steel are E = 199.4 GPa, ν = 0.3, and ρ = 7850
kg/m3. The Johnson-Cook parameters are A = 244.764 MPa, B = 483.929 MPa,
C = 1.6503 × 10−2, n = 0.23505, ε˙0 = 1.9457 × 10−4 s-1 [57, 55, 56].
2.4.2 Wide-flange member model
The post-blast capacity of a structural member depends on numerous parame-
ters not limited to member length, cross-sectional proportions, material, bound-
ary conditions, and blast size and location with respect to the member; there-
fore, it is clear that the bounding surface for a blast beam-column element is
strongly dependent on a given set of these parameters. However, with the high
performance computing resources currently available, it is possible to carry out
the numerous numerical experiments needed to provide bounding surface data
for a wide variety of members and blast locations (i.e. to populate a library of
such surfaces, for various parameter combinations), as detailed in the compan-
ion paper [29].
The current research is focused on the development of bounding surface
models for a reasonable subset of explosion locations for a single member, to
be used as a proof of concept for the blast beam-column element formula-
tion. For the purposes of the present discussion, we will restrict our attention
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to a W360x57.8 (W14x38) member, 3.05m (10 ft) long, with simply supported
boundary conditions. Fig. 2.3 illustrates a schematic of the high-resolution
model for a representative blast scenario, one in which the explosion is centered
on the member web and its force induces bending in the weak-axis direction.
Figure 2.3: Wide-flange member model setup.
The model is comprised of a mix of shell and beam elements. The web
and flanges are modeled with Belytschko-Lin-Tsay shell elements [31] with ele-
ment thickness equal to the appropriate plate thicknesses. Very stiff Belytschko-
Schwer [31] beam elements are placed along the web and flanges at the mem-
ber ends, in order to suppress cross-sectional distortion at the support locations.
The beam elements are circular in cross-section with a diameter of 25.4 mm, and
are perfectly elastic, with ν = 0.3 and E = 20, 300 GPa, which is 100 times the
stiffness of the shell element material. A mesh seed of 14.3 mm, or 6 elements
per flange outstand, applied globally to the model, provides sufficient resolu-
tion to capture local deformation effects induced by an explosion, as determined
by a mesh convergence study.
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2.4.3 Blast Loading
Air blast loading is applied over structural surfaces in direct line of sight of the
explosion using a blast load generation code previously developed by the au-
thors [28]. Acting as a preprocessor to LS-DYNA, the air blast load generation
code calculates spatially and temporally varying blast loads for a given explo-
sive scenario, where these loads are then applied as nodal force time histories
within the finite element model.
While LS-DYNA has a built-in capability to calculate and apply air blast
loading, the air blast load generation code developed by the authors is used
for this research because it is based on data and equations derived from open-
literature sources, and it includes a shadowing algorithm that applies reduced
blast loading to partially shielded surfaces. In contrast, the air blast loading
module in LS-DYNA is based on ConWep [33], a well-known air blast load gen-
eration program only available to the U.S. military and government contractors,
and it cannot account for partial shielding since it is only able to apply fully re-
flected blast loading to selected model nodes.
Blast overpressure
For each node in direct line of sight to an explosion, the air blast generation code
calculates the standoff distance R between the node and the blast source, then
uses parameter equations to calculate the air blast parameters for a reference
explosion at the same scaled distance, Z = R/W1/3, where W is the weight of the
explosive (equivalent TNT) [28]. Employing Hopkinson scaling, which assumes
that pressures, temperatures, densities, and velocities at equivalent scaled dis-
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tances are the same at homologous times, the air blast parameter values for the
reference explosion are converted to blast parameter values corresponding to
the current explosive scenario.
Specifically, the parameter equations used are drawn from data and equa-
tions openly available in [41, 18], and the resulting overpressure time histories
are of a decaying exponential form called the modified Friedlander’s equation,
P(t) =

0, t < ta,
Pmax
(
1 − t−tatd
)
e−b
(
t−ta
td
)
, ta ≤ t ≤ ta + td,
0, t > ta + td.
(2.12)
Here, P(t) is the overpressure at time t after detonation, Pmax is the peak over-
pressure, ta is the arrival time of the shock wave, td is the duration of the shock
wave, and b is the decay constant. Depending on whether or not the point of
interest is located on the surface of an object, Pmax is either equal to Ps, the peak
side-on overpressure (in free air) or P(t,Θ), the (reflected) overpressure devel-
oped upon shockwave reflection at a rigid surface for a given angle of incidence,
Θ [28]. The associated air blast parameters, Pmax, ta, td, and b are calculated as
a function of scaled distance, angle of incidence, and charge type (spherical or
hemispherical). Since the load calculation for hemispherical explosions involves
much more uncertainty than spherical explosions, only spherical explosions are
examined herein. Within the air blast load generation code, the overpressure
time histories are calculated based on Eq. (2.12), and are converted to nodal
force time histories using element tributary area.
Protective design of structures for air blast involves design for a target threat,
or charge weightW. Vehicle bombs employing sedans to vans can contain 227 to
1814 kg (500 to 4000 lb) of TNT equivalent explosive material [26]. A bomb size
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ofW = 453.6 kg (1000 lb) equivalent TNT is in the middle of the range of poten-
tial terrorist threats associated with automotive bombs [26]. Consequently, the
current research focuses on a W = 453.6 kg (1000 lb) equivalent TNT explosion,
in order to produce results that correspond to an intermediate-level explosive
threat.
Load Application
As previously stated, the force time histories calculated by the air blast load
generation code are applied over structural surfaces in direct line of sight to
an explosion. However, with respect to wide-flange members, there are cases
where the blast epicenter is not centered on the web or the flanges, a situation
that causes regions of the member to be partially shielded from the full force of
the shock wave. To address this problem, the air blast load generation code uses
a shielding algorithm for application of loads in partially shielded areas [28].
The shielding algorithm uses a ray tracing technique to determine which
surfaces of a structure are in direct line of sight to an explosion and which sur-
faces are partially shielded by another part of the structure. In partially shielded
areas, the air blast load generation code models the magnification of the sur-
rounding overpressure with an applied blast loading that corresponds to the
side-on, or free air, explosive shock load. In regions in direct line of sight to the
blast, fully reflected blast loading is applied. As further explanation, the side-on
overpressure is the blast loading observed as an explosive shock wave travels
past a stationary point in free air, whereas reflected overpressure is the much
larger loading observed at a point on a rigid surface as a shock wave strikes and
reflects off of the surface.
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Fig. 2.4 shows an example of the load application for a partially shielded
member. Reflected air blast loading is only applied to regions of the member
that are not shielded from the initial explosive shock wave: the bottom surface
of the bottom flanges, the bottom surface of the top flanges nearest the blast,
and the upper portion of the web on the side facing the blast. The lower part of
the member web facing the explosion is partially shielded from the blast, and in
this region, side-on overpressure loading is applied.
Figure 2.4: Schematic of shielding effects included in air blast load generation
program.
2.4.4 Analysis sequence
As stated previously, failure data acquisition involves a multi-step analysis pro-
cedure. First, a nonlinear dynamic explicit analysis is performed to determine
the damaged model configuration of a member exposed to a certain explosive
threat. In a separate static analysis, the blast-damaged member is then loaded
with proportional moment-thrust loading until failure, in order to obtain a data
sample of the radial distance to the bounding surface along that applied loading
vector.
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Dynamic analyses are carried out to a total solution time of 1300 ms, where
mass damping (5%) is applied after 750 ms in order to generate the final de-
formed shape of the wide-flange member by the end of the analysis. The damp-
ing force is assumed to be proportional to the velocity, with a proportionality
constant equal to the damping ratio, ζ, multiplied by twice the fundamental
frequency of the structure, where ζ = 0.05.
When using automatic time-stepping, LS-DYNA sets the time step to the
minimum of the critical time step size computed for the beam and shell ele-
ments. Thus, to ensure a uniform critical time step size for the entire model, the
density of the cross-section-stiffening beam elements is modified so that the crit-
ical time step size is similar for both the shell and beam elements. Consequently,
the material density of the beam elements is set as ρ = 655 ρshell = 5142 × 103
kg/m3, where ρshell is the density of the shell elements.
2.4.5 Failure criteria
When simulating the post-blast static response of a member, combinations of
moment-thrust loading are applied to a member and increased proportionally
to failure. While combined loading with a strong component of axial compres-
sion often results in global collapse due to column instability, failure for load
combinations with tensile or small compressive axial loads is more complicated.
In design codes, the failure of tensile members is often assumed to occur upon
full plastification of the cross-section [3]. Consequently, for themembers consid-
ered in this research, the second criterion for structural failure is the exceedance
of a specified maximum strain anywhere in the member domain. The failure
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strain  f ail is defined to be the strain level at which strain-hardening commences
in ASTM-A36 steel, equal to an engineering strain of st = 0.0203 [5]. Employing
the usual conversion to true strain, the strain-to-failure criterion is represented
by a true effective plastic strain of ep = 0.01887.
While seemingly arbitrary, limiting normal cross-section strains to be smaller
than st makes sense from the standpoint that st ≈ 5Y for ASTM-A36 steel; such
a deformation level would likely result in structural integrity issues within a
given structural system. Additionally, when considering plastic hinging, the
attainment of flexural normal stresses equal to st roughly corresponds to com-
monly applied non-seismic structural ductility requirements [3].
2.4.6 Static analyses to determine failure loads
In the second step of the analysis sequence for a given blast-damaged member,
the damaged member is loaded to failure in a static collapse analysis. The de-
formed geometry and residual strain field from the end of the dynamic blast
simulation are used to initialize each static analysis. Collapse analyses are car-
ried out in LS-DYNA using a nonlinear quasi-Newton solver and automatic
load step control.
For an individual collapse analysis, combined loading representing a vec-
tor in stress-resultant space is applied proportionally as LPF ·
{
P My Mz
}
, where
the load proportionality factor, LPF, is increased until either of the two previ-
ously defined failure criteria is met. Loading vectors are defined such that the
Euclidean norm of the loading vector when normalized by the plastic section
capacities is equal to LPF, or
√(
P
PY
)2
+
( My
Mpy
)2
+
(
Mz
Mpz
)2
= 1. Thus, the value of the
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load proportionality factor (LPF) at failure, equal to max(LPF), actually repre-
sents the radial distance rˆ(θ, φ) from the origin along the current loading vector
to the bounding surface in normalized stress-resultant space for the member
and blast scenario of interest, or
rˆ(θ, φ) = max(LPF), (2.13)
where θ is the colatitude, θ ∈ [0 pi], and φ is the longitude, φ ∈ [0 2pi), as is typical
for spherical coordinates. The colatitude and longitude can be calculated using
the following Cartesian-to-spherical coordinate conversions:
θ = θ(p,my,mz) = arccos
 p√my2 + mz2 + p2
, (2.14)
and
φ = φ(p,my,mz) = atan2(mz,my), (2.15)
where p, my, and mz are the non-dimensional coordinates defined in Eq. (2.2),
(2.3), and (2.4). A schematic of the static loading and the failure data acquisition
process is shown in Fig. 2.5. The moments are applied as force couples over the
cross-section midline height, h, and bottom flange width, b f .
In order to obtain data representing the blast-damaged bounding surface for
a given member and explosive scenario, multiple separate collapse analyses are
performed for loading vectors at various θ and φ over a spherical grid in stress-
resultant space. The sampling grid consists of a series of equally spaced latitude
and longitude lines of unit radius. Results of a sensitivity study suggest that a
sampling grid with 13 latitude and longitude lines per octant is sufficient to cap-
ture the blast bounding surface topology in a computationally efficient manner.
This grid mesh density is formed using an angular increment in colatitude and
longitude equal to 7.5 deg (∆θ = ∆φ = 7.5 deg), for a total of 1106 sampling
points.
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Figure 2.5: Application of static forces P, My, and Mz, and corresponding data
sample of bounding surface in normalized stress-resultant space. Moments My
and Mz are applied as force couples Pminor and Pma jor, respectively.
As this process is extremely computationally intensive, requiring 1106 sep-
arate collapse analyses to compile data samples of the bounding surface for a
single structural member and explosive scenario, the process has been auto-
mated with a set of ancillary programs and scripts. The automated failure data
acquisition is performed in parallel on a SGI Altix XE 1300 High Performance
Computing Cluster, where each of the 42 nodes has 8 GB of RAM and two quad-
core Xeon Processors (2.66 GHz). The data acquisition for each of the bounding
surfaces for the case studies presented herein requires roughly 15 hours of com-
putational time across 48 processor cores.
2.5 Bounding surface failure data results
While the source of an air blast could be located at an infinite number of points
with respect to the local coordinate axes of a structural member, this parame-
ter space is narrowed to a handful of practically relevant locations for the re-
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search presented in this paper. Of particular interest are blast locations that in-
duce structural motion dominated by a single fundamental mode shape, such as
bending about the strong- or weak-axis. For these explosive loading scenarios,
the pure nature of the response may be useful in justifying changes observed in
the member bounding surface as a result of the blast. However, most blast lo-
cations will result in a mixed-mode response, and so blast locations producing
this type of response are also considered.
In order to simplify the following discussion regarding failure data results
for different explosive scenarios, blast locations are cataloged as a function of
the following three parameters, illustrated in Fig. 2.6:
• R⊥: the perpendicular distance from the blast source point to the element
longitudinal axis
• X: the distance along the element longitudinal axis to the intersection with
the vector denoting the perpendicular distance from the blast source point
to the element longitudinal axis
• Θ⊥: the angle between the normal to the member longitudinal axis that is
coplanar with the member web, and the vector from the blast source point
to the element longitudinal axis along the shortest path (of length R⊥)
68
Figure 2.6: Blast location defined as a function of R⊥, Θ⊥, and X, where Θ⊥ =
45 deg and X = L/4 is shown here.
2.5.1 Case studies
In order to examine a variety of response modes, three separate cases of perpen-
dicular loading angle (Θ⊥) are considered for the member using the following
naming conventions:
1. Strong-axis blast (Θ⊥ = 0 deg)
2. Half blast (Θ⊥ = 45 deg)
3. Weak–axis blast (Θ⊥ = 90 deg)
For explosions located at midspan of the member (X = 0), the prevailing struc-
tural response is strong-axis flexure for Θ⊥ = 0 deg, and weak-axis flexure for
Θ⊥ = 90 deg. Values of Θ⊥ between 0 and 90 deg will produce a response that
combines various dominant structural modes. Results from these three cases for
midspan explosions (X = 0) are the focus of this paper and are presented subse-
quently. As previously mentioned, the target threat is a W = 453.6 kg (1000 lb)
TNT equivalent spherical air blast.
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For each of the general cases, R⊥ is iterated on in 0.15m (0.5 ft) increments
until a value is reached such that the maximum effective plastic strain over the
model domain is slightly less than the failure strain, or until max(ep) ≈ 0.01887.
This represents a standoff distance that comes very close to causing failure of
the member through the action of the (dynamic) explosion alone. The resulting
minimum perpendicular standoff distances for midspan blast are: R⊥ = 6.10m
(strong-axis blast), R⊥ = 8.23m (half blast), and R⊥ = 14.63m (weak-axis blast).
2.5.2 Results for undamaged and blast-damaged members
In order to ascertain the effects of an explosion on member capacity, the bound-
ing surface data for the blast-damaged member are compared to the bounding
surface data for an undamaged member, where both sets of data are obtained as
detailed previously, and each data sample is calculated according to Eq. (2.13).
Fig. 2.7, 2.8, and 2.9 depict the blast-damaged failure data superimposed with
the undamaged failure data in normalized stress-resultant space for the three
general test cases. These visualizations are achieved by connecting adjacent fail-
ure points in the spherical grid with polygon facets. The facets are rectangular
for the main body of the sampling grid, but are triangular for points immedi-
ately adjacent to the pure axial loading states.
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(a) Isometric View (b) Weak-Axis vs. Strong-Axis View
(c) Axial vs. Weak-Axis View (d) Axial vs. Strong-Axis View
Figure 2.7: Comparison of bounding surfaces for an undamaged W360x57.8
(W14x38) member, L = 3.05m long, and one that has been subjected to an ex-
plosion at R⊥ = 6.10m, Θ⊥ = 0 deg, and X = 0m (strong-axis blast at midspan).
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(a) Isometric View (b) Weak-Axis vs. Strong-Axis View
(c) Axial vs. Weak-Axis View (d) Axial vs. Strong-Axis View
Figure 2.8: Comparison of bounding surfaces for an undamaged W360x57.8
(W14x38) member, L = 3.05m long, member and one that has been subjected to
an explosion at R⊥ = 8.23m, Θ⊥ = 45 deg, and X = 0m (half blast at midspan).
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(a) Isometric View (b) Weak-Axis vs. Strong-Axis View
(c) Axial vs. Weak-Axis View (d) Axial vs. Strong-Axis View
Figure 2.9: Comparison of bounding surfaces for an undamaged W360x57.8
(W14x38) member, L = 3.05m long, member and one that has been subjected
to an explosion at R⊥ = 14.63m, Θ⊥ = 90 deg, and X = 0m (weak-axis blast at
midspan).
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Fig. 2.7, 2.8, and 2.9 provide a qualitative picture of the change in member
capacity resulting from explosions in various locations with respect to member
geometry. In all cases, the blast produces a significant reduction in member
strength for many combinations of member forces; however, some locations ex-
ist where the damaged bounding surface breaches the superimposed undam-
aged bounding surface, indicating strengthening of the member for certain sub-
sets of force combinations. This strengthening effect is especially apparent in
the half and weak-axis cases, where it occurs in the compressive half of stress-
resultant space for the sense of weak-axis flexure opposite to that induced by
the explosion. This phenomenon can most easily be observed in Fig. 2.8(c) and
Fig. 2.9(c). The strengthening effect physically emanates from a requirement to
bend opposite to the direction of blast damage (i.e. straightening the member,
then continuing with flexure in the same sense).
Additionally, all damaged and undamaged bounding surfaces exhibit flat-
tened bottom regions, which is an artifact of the strain-to-failure criterion that
is generally the mode of failure for load combinations with tensile axial com-
ponents. This flattening of the bounding surface is also seen at the top of the
damaged surface for the strong-axis blast case, shown in Fig. 2.7(d); here, the
member has sustained enough plastic deformation from the blast that under
compressive loading it fails due to excessive strain levels rather than buckling.
Regarding the strong-axis case, there also exists a distortion of the bound-
ing surface that is characterized by a reduced member capacity for forces with
large components of strong-axis bending in the same direction as induced by the
blast, although the capacity for strong-axis bending forces in the opposite direc-
tion is virtually unchanged. This is most easily observed in Fig. 2.7(b). This
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distortion is not readily apparent in the half blast case pictured in Fig. 2.8(b).
The effect of the blast on member capacity is quantitatively evaluated using
the following global damage index, based on a normalized `2 norm,
DI =
‖ rˆ(θ, φ)dmg − rˆ(θ, φ)und ‖2
N
=
√∑N
i=1
[
rˆ(θi, φi)dmg − rˆ(θi, φi)und
]2
N
. (2.16)
Here, N is the number of sampling points, and rˆ(θ, φ)dmg and rˆ(θ, φ)und are the
radial failure data obtained from Eq. (2.13) for the blast-damaged and undam-
aged members, respectively. The results calculated using this metric for the
three general test cases are displayed in Table 2.1.
Table 2.1: Damage index values for a W360x57.8 (W14x38) member, L = 3.05m
long, for blast at midspan.
Case R⊥ (m) Θ⊥ (deg) X (m) DI
Strong-axis 6.10 0 0 1.08×10−2
Half 8.23 45 0 1.19×10−2
Weak-axis 14.63 90 0 1.18×10−2
The quantitative results indicate that the wide-flange member experiences
a similar level of global blast-induced damage for each of the three general
cases, with slightly more damage imparted to the member in the strong-axis
case. However, it is important to point out that the level of damage is greatly
affected by the explosion standoff distance. For example, in the above results
the blast epicenter for the weak-axis case is more than twice as far away from
the member centroid as it is for the strong-axis case, yet these two cases produce
quantitatively similar magnitudes of change between the undamaged and blast-
damaged bounding surfaces. This result highlights the importance of nonlinear
blast energy attenuation with distance, since the ratio in strong- to weak-axis
plastic section modulus for this section is approximately a factor of five.
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2.6 Bounding surface modeling
The blast beam-column element formulation uses the gradient to the bounding
surface at a given force point (in stress-resultant space) for the computation of
the plastic deformation by way of a plastic reduction matrix that encapsulates
all nonlinear material effects. As seen from Fig. 2.7, 2.8, and 2.9, faceted bound-
ing surface data for blast-damaged wide-flange members are not everywhere
smooth. Thus, it is necessary to find a functional form that gives a smooth ap-
proximation to the failure data in order to prevent numerical difficulties that
may arise in attempting to compute a gradient at a corner.
2.6.1 Spherical harmonic functions
Given the method of failure data acquisition, a natural choice for a functional
form to represent the bounding surface failure data is one that is based on a
linear combination of spherical basis functions. Such basis functions may be
obtained as spherical harmonics, which possess the following characteristics:
they are the angular portion of the solution to Laplace’s equation in spherical
coordinates; they are defined on the unit sphere; and they form a complete set
of orthonormal functions [24, 19]. These functions are commonly used for sur-
face rendering in computer graphics, computational biology and chemistry, and
medical imaging applications [17, 19, 12, 24, 58]. Spherical harmonic (SPHARM)
functions are defined as [17, 12]
Y lm(θ, φ) =
√
(2l + 1)
4pi
√
(l − m)!
(l + m)!
Plmcos(θ) e imφ
= N(l,m) Plmcos(θ) e imφ,
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where N(l,m) is a normalization function and Plmcos(θ) are the Legendre asso-
ciated polynomials that are defined with respect to Cartesian coordinates as
[17, 12]
Plm(x) =
(−1)m
2l l!
(1 − x2)m2 ∂
l+m
∂x l+m
(x2 − 1)l, (2.17)
and can be converted to Plmcos(θ) by substituting x = cos θ in the above [42, 17].
For a given spherical harmonic, Y lm(θ, φ), the integer l denotes the harmonic
degree and the integer m is the order, which is constrained to −l < m < l [24].
Spherical harmonics exhibit the following property
Y l−m(θ, φ) = (−1)m Y lm ∗(θ, φ), (2.18)
where Y lm ∗(θ, φ) is the complex conjugate of Y lm(θ, φ) [17, 12].
The real-valued subset of spherical harmonics, called tesseral harmonics, are
often used for fitting graphical data, and are defined as [12]
y lm(θ, φ) =

√
2 N(l,m) Plmcos(θ) cos mφ, m > 0,
Y l0(θ, φ), m = 0,
√
2 N(l,m) Plmcos(θ) sin |m|φ, m < 0,
(2.19)
where the normalization function N(l,m) is the same as in Eq. (2.17). The current
research is concerned with real, rather than complex, surface quantities, and so
the real-valued subset of spherical harmonics, y lm(θ, φ), are the basis functions
used to provide functional approximations to the blast bounding surface data
examined herein.
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2.6.2 Bounding surface modeling with real-valued spherical
harmonic functions
The yield function chosen to model the blast-damaged beam-column element
bounding surface defines the radial distance from the origin to a point on the
bounding surface in normalized stress-resultant space. The radial yield function
takes the form of
r(θ, φ) =
∞∑
l=0
l∑
m=−l
clm y lm(θ, φ), (2.20)
where θ and φ are the colatitude and longitude in stress-resultant space, respec-
tively, as defined in Eq. (2.14) and (2.15). Sensitivity studies conducted as part
of this research show that an acceptable degree of accuracy can be obtained by
approximating the bounding surface function using basis functions up to the 4th
order, achieved by truncating the series at L = lmax = 4. Thus, the radial yield
function is given by the following truncated series with 25 terms
r(θ, φ) ≈
L∑
l=0
l∑
m=−l
clm y lm(θ, φ). (2.21)
Applying a least-squares regression to the available bounding surface data
provides an estimate for the harmonic coefficients clm in Eq. (2.21). By defining rˆ
as a column vector of sampled radial failure data points that each correspond to
a given (θi, φi) pair, Y as a matrix of the real-valued spherical harmonics where
each row is evaluated for (θi, φi), and cˆ as a column vector of the correspond-
ing harmonic coefficients, then Eq. (2.21) can be written as the following linear
system of equations [24],
rˆ = Y cˆ. (2.22)
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In Eq. (2.22), rˆ is a column vector of radial failure data points sampled ac-
cording to Eq. (2.13) at different values of θ and φ for N = 1106 samples,
rˆ =

rˆ( θ1, φ1 )
rˆ( θ2, φ2 )
...
rˆ( θN , φN )

, (2.23)
cˆ is a vector of the estimated harmonic coefficients up to degree L, or
cˆ =

cˆ00
cˆ1−1
cˆ10
cˆ11
...
cˆLL

, (2.24)
and Y is a matrix of the real-valued spherical harmonics where each row corre-
sponds to a known bounding surface data point,
Y =

y 00(θ1, φ1) y 1−1(θ1, φ1) y 10(θ1, φ1) y 11(θ1, φ1) ... y LL(θ1, φ1)
y 00(θ2, φ2) y 1−1(θ2, φ2) y 10(θ2, φ2) y 11(θ2, φ2) ... y LL(θ2, φ2)
...
...
...
...
...
y 00(θN , φN) y 1−1(θN , φN) y 10(θN , φN) y 11(θN , φN) ... y LL(θN , φN)

. (2.25)
A standard standard least-squares regression carried out in MATLAB deter-
mines values for the harmonic coefficients vector cˆ that minimize the distance
between the bounding surface data points rˆ and those estimated by Y cˆ. Conse-
quently, the coefficients are determined by solving the equation
cˆ =
(
YT Y
)−1
YT rˆ. (2.26)
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2.6.3 Bounding surface fitting results
The bounding surface modeling approach detailed above is applied to the three
general case studies considered in this paper. For the strong-axis, half, and
weak-axis midspan blast cases, the bounding surface data and 4th order real-
valued spherical harmonic approximation to the radial yield function are de-
picted for all of the sampling points in Fig. 2.10, 2.11, and 2.12. The bottom
plot in each set of figures consists of the approximated bounding surface shape
colored by the error in fit at each sampling point. Each such error data point is
calculated using a simple percent error formula, as
% Error =
r(θi, φi) − rˆ(θi, φi)
rˆ(θi, φi)
× 100%, (2.27)
where r(θ, φ) is the approximation to the radial yield function in Eq. (2.21), and
rˆ(θ, φ) is the radial failure data point, obtained from Eq. (2.13). According to
the convention of the above equation, a positive error value at a sampling point
indicates a conservative fit at that point.
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(a) Data (b) Fit
(c) Fit with Error
Figure 2.10: Comparison of bounding surface data and fit to data for a
W360x57.8 (W14x38) member, L = 3.05m long, that has been subjected to an ex-
plosion at R⊥ = 6.10m, Θ⊥ = 0 deg, and X = 0m (strong-axis blast at midspan).
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(a) Data (b) Fit
(c) Fit with Error
Figure 2.11: Comparison of bounding surface data and fit to data for a
W360x57.8 (W14x38) member, L = 3.05m long, that has been subjected to an
explosion at R⊥ = 8.23m, Θ⊥ = 45 deg, and X = 0m (half blast at midspan).
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(a) Data (b) Fit
(c) Fit with Error
Figure 2.12: Comparison of bounding surface data and fit to data for a
W360x57.8 (W14x38) member, L = 3.05m long, that has been subjected to an ex-
plosion at R⊥ = 14.63m, Θ⊥ = 90 deg, and X = 0m (weak-axis blast at midspan).
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These figures show that the bounding surface modeling approach employed
for this research, where the radial yield function is approximated with real-
valued spherical harmonics, is able to capture the local features of the bounding
surfaces with a smooth continuous function. The bounding surface models are
not everywhere convex, but this is a reflection upon the underlying topology of
the numerical bounding surface data.
For a quantitative, global evaluation of bounding surface fit, the bounding
surface models defined by Eq. (2.21) are evaluated for goodness-of-fit using the
following error metric based on a normalized `2 norm,
Error =
‖ r(θ, φ) − rˆ(θ, φ) ‖2
N
=
√∑N
i=1
[
r(θi, φi) − rˆ(θi, φi) ]2
N
, (2.28)
where N is the number of sampling points, r(θ, φ) is the approximation to the
radial yield function in Eq. (2.21), and rˆ(θ, φ) is the radial failure data, obtained
from Eq. (2.13). The error values calculated using this metric are displayed in
Table 2.2 for the three general test cases. An error metric such as this might
be useful when investigating how many data points to include within a given
bounding surface for use in solving a practical problem.
Table 2.2: Error for 4th order real-valued spherical harmonic fit for radial dis-
tance to bounding surface for a W360x57.8 (W14x38) member, L = 3.05 m long,
for blast at midspan.
Case R⊥ (m) Θ⊥ (deg) X (m) Error
Strong-axis 6.10 0 0 2.26×10−3
Half 8.23 45 0 1.82×10−3
Weak-axis 14.63 90 0 1.99×10−3
The error values indicate that the three cases exhibit similar levels of error
in the spherical harmonic fit to the data, with the strong-axis blast case demon-
strating a slightly worse fit.
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2.7 Element implementation
The blast beam-column element is implemented in a nonlinear transient dy-
namic finite element code called CU-BAMM. The element implementation is
discussed herein but code validation and case studies are included in the com-
panion paper [29].
2.7.1 Dynamics
The developed code solves for displacement time histories by way of the stan-
dard equations for equilibrium that govern the dynamic response of a structural
system idealized using finite elements,
MU¨ + CU˙ +KU = Q, (2.29)
where M is the mass matrix, C is the damping matrix, and K is the total stiff-
ness matrix. Here, the vectors U and Q represent nodal displacements and
applied loads, respectively. The total stiffness matrix includes a linear elas-
tic part, in addition to geometrically nonlinear and material nonlinear compo-
nents. The geometric nonlinearity follows the standard formulation for large-
displacement/large-strain relationships for a traditional frame element in an
updated Lagrangian framework [48].
Damping is neglected and so Eq. (2.29) can be simplified to be of the follow-
ing form at time t (the last converged solution)
MU¨t + Ft = Qt, (2.30)
where the internal force vector is assumed to be Ft = KUt, thus necessitating
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small step sizes (which is practically achieved in light of time stepping, as dis-
cussed later). In accordance with the incremental nonlinear analysis algorithm
implemented within the code, Ft is the internal force in the structure associated
with the previously converged time step.
Explicit time integration is employed within the code. The standard central
difference expansion of the acceleration vector at time t is thus
U¨t =
1
∆t2
(
Ut−∆t − 2Ut + Ut+∆t
)
, (2.31)
where ∆t is the time increment and U¨ and U represent nodal acceleration and
displacement, respectively.
Combining Eq. (2.30) and (2.31) gives the temporally discretized governing
equation in terms of the unknown displacement at the current solution time,
Ut+∆t =
∆t2
M
(
Qt − Ft) + 2Ut − Ut−∆t. (2.32)
Following the updated Lagrangian methodology, the code is formulated in
terms of incremental displacements, and so at each time, the code determines
the displacement increment
dUt+∆t =
∆t2
M
(
Qt − Ft) + dUt, (2.33)
which is then added to the previously converged displacement Ut to solve for
the displacement via the expression
Ut+∆t = Ut + dUt+∆t. (2.34)
Mass lumping is employed, which produces a diagonal mass matrix that
is easily invertible for calculation of the displacement increment, dUt+∆t, in Eq.
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(2.33). The diagonal components ofM are calculated as (mt) = 12ALρ for transla-
tional degrees of freedom, and (mr) = 124AL
3ρ for rotational degrees of freedom,
where A is the element cross-sectional area, L is the element length, and ρ is the
material density [9, 22].
The central difference method, as applied to the governing system in Eq.
(2.29), is conditionally stable, and so to ensure numerical stability of the solu-
tion, the size of the time steps must be limited. The code obeys the Courant
condition, whereby the time step is constrained to be below a critical value, ∆tcr,
which is the upper bound for accurate representation of a traveling wave within
an element. For a beam element, the critical time step size is taken as
∆tcr = min
Lc , L2c
√
A
48I
 , (2.35)
where A is the cross-sectional area, L is the element length, I is the moment of
inertia, and c =
√
E/ρ is the one-dimensional material wave speed. Addition-
ally, E is the modulus of elasticity, ρ is the material density, L/c is the critical
time step associated with the period for longitudinal motion, and L2/c
√
A/48I
corresponds to the critical time step for flexural motion [9].
2.7.2 Bounding surface gradient
As previously mentioned, the system stiffness matrix K includes material non-
linearity imparted by the plastic reduction matrixKm, which is calculated using
the gradient to the element bounding surface. The radial yield function, r(θ, φ),
gives the radial length from the origin to the bounding surface for a given colat-
itude and longitude pair in normalized stress-resultant space. However, while
r(θ, φ) does provide a mathematical model of the bounding surface, this func-
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tional form is not expressed as a surface equation in stress-resultant space. Con-
sequently, the gradient to the non-normalized bounding surface, ∇Φ, must be
calculated numerically.
The gradient calculation involves a two-step process. First, the gradient to
the normalized bounding surface at the force point defined by r(θ, φ) is approx-
imated by the normal to the plane passing through the three nearest bounding
surface points. These points are located at r(θ+, φ+), r(θ−, φ), and r(θ+, φ−),
where  is an arbitrarily selected small number. The components of the normal
to the plane are then normalized by the plastic section capacities PY , Mpy, and
Mpz to give ∇Φ in stress-resultant space by way of the chain rule.
2.7.3 Automatic time incrementation and elastic unloading
The developed code includes measures to address problems involving inadmis-
sible force points and elastic unloading.
Automatic time incrementation
Automatic time incrementation is used by the code to ensure that each incre-
ment in displacement results in a new force point at an admissible location in
stress-resultant space. For a given force vector F =
{
P My Mz
}
at an element
end, the code first evaluates the radial yield function to determine the distance
to the bounding surface along the path of the force vector in normalized stress-
resultant space. Yielding is defined in terms of the length, R, of the normalized
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force vector
R =
√(
P
PY
)2
+
(
My
Mpy
)2
+
(
Mz
Mpz
)2
, (2.36)
and the condition defining the state of plastic yield can be expressed as
r(θ, φ) = R, (2.37)
where r(θ, φ) is the radial yield function. Following the assumption of elastic-
perfectly plastic material behavior at the element ends, it follows that R < r(θ, φ)
indicates an elastic state, and R > r( θ, φ ) is inadmissible.
The developed code uses an automatic time-stepping algorithm to prevent
force points outside of the bounding surface, ensuring that a given increment
in displacement does not produce a new force point outside of the bounding
surface. If the trial increment, dUt+∆t, results in a force point that breaches the
bounding surface, the time step is cut in half and a new trial increment is cal-
culated. When changing the time step size, the forward (trial) and backward
displacement increments must both be modified to maintain consistency with
the governing equation as derived using a central difference assumption. The
new backward increment is linearly interpolated between previously calculated
converged points, and is expressed as
dUt
′
= Ut − Ut−∆t ′ ≈ ∆t
′
∆t
(
Ut − Ut−∆t
)
, (2.38)
where ∆t is the old time step and the new step is ∆t ′ = ∆t/2. Consequently, the
new trial increment is
dUt+∆t
′
=
∆t ′ 2
M
(
Qt − Ft) + dUt ′ . (2.39)
Following a series of successful time increments, the time step can be increased
by a factor of two in a similar manner.
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Elastic unloading
Another situation requiring special attention is elastic unloading. Once an ele-
ment end has formed a plastic hinge, it is possible for the end to unload elasti-
cally as a result of force redistribution under the action of continued load appli-
cation. Elastic unloading is usually indicated by a negative value in the vector
of plastic deformation magnitudes, or λ from Eq. (2.7) [48]. Thus if negative
values are detected in λ for any element, the code allows the end to unload elas-
tically by reforming the plastic reduction matrix using null values for G at the
corresponding element end and then reattempting the time step. This is similar
to the procedure detailed in [48], although the increment is with respect to time
rather than applied load.
2.8 Conclusions
The present paper has introduced a possible method for extending the useful-
ness of frame structural elements in evaluating the reserve capacity of structural
systems in the post-blast, damaged condition. The discussed approach endeav-
ors to capture salient local and global damage features within the context of a
bounding surface formulated in stress-resultant space. A series of three gen-
eral case studies, carried out on a W360x57.8 (W14x38) wide-flange member,
L = 3.05m (L = 10 ft) long, demonstrate the bounding surfaces for the damaged
member configuration resulting from different blast locations, where these sur-
faces are defined by the locus of numerous failure data points acquired in a
series of virtual load tests performed on a simulated blast-damaged member.
Fits to the bounding surface data are achieved through the use of linear combi-
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nations of real-valued spherical harmonics. The blast beam-column element is
implemented within a nonlinear explicit finite element code developed to per-
form limit state computations for blast-resistant design. Code validation and
example problems are included in the companion paper [29].
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CHAPTER 3
SIMULATING BLAST EFFECTS ON STEEL BEAM-COLUMNMEMBERS:
APPLICATIONS
3.1 Abstract
Validation and application examples are presented for a beam-column element
that uses bounding surface plasticity models to characterize the effects of dam-
age imposed by an explosion on structures composed of steel wide-flange mem-
bers. The formulation of the blast beam-column element and its implementa-
tion within the nonlinear explicit dynamic finite element code CU-BAMM is
included in the companion paper [30]. The current paper details the creation
of a library of bounding surfaces for various wide-flange members and explo-
sive scenarios, and the implementation of this library within the code. A vali-
dation example shows favorable agreement between CU-BAMM simulation re-
sults and results obtained from a high-resolution model for the prediction of the
post-blast collapse load for a steel A-frame subjected to an explosion. A series
of additional example problems are also presented to highlight applications of
the code.
3.2 Introduction
Terrorist attacks in recent years have generated concern over a general vul-
nerability to blast seen in many conventionally designed structures, with lo-
calized blast damage causing global collapse in some cases [23]. Currently,
92
accurate prediction of system response to an explosion necessitates expensive
high-resolution modeling techniques that employ shell or continuum element
discretization of individual structural components. However, in a companion
paper [30] the authors propose a more computationally efficient method for
modeling the reserve capacity of blast-damaged structural members, which is
based on a blast beam-column element formulation that uses bounding surface
plasticity models to capture the effects of component-level damage. The blast
beam-column element is implemented within the nonlinear explicit dynamic
finite element code CU-BAMM, in order to enable the application of frame el-
ements in the study of blast-damaged systems. Consequently, one of the ob-
jectives of the current research is to validate the blast beam-column approach
against a suitable benchmark.
A second objective for this research is to present a numerical example for the
simulated response of amore practically relevant steel skeletal structural system
subjected to a blast, as predicted by the developed code. In order to do this,
however, a library of bounding surface plasticity models must be created for a
variety of wide-flange members and explosive scenarios, since each bounding
surface is strongly dependent upon a set of parameters describing a member
and its location with respect to a specific blast. The blast beam-column elements
in a structural system inevitably vary in size, shape, and orientationwith respect
to the blast epicenter, and so the developed code interacts with the library to
scan library entries to find the closest approximation for the parameter set of an
individual element. Details of the library creation and implementation within
CU-BAMM are discussed herein.
93
This paper is the second of two companion papers to formulate, implement,
and validate a beam-column element for the simulation of air blast effects in
steel skeletal structures constructed of wide-flange components. Validation and
examples are included in this paper, and the element formulation and imple-
mentation are presented in the companion paper [30].
3.2.1 Literature review
Validation of a numerical approach to modeling a complex system involves
comparison of simulation results with experimental data. Several sets of phys-
ical test data exist for steel wide-flange members subjected to explosive load-
ing. Lawver et al. [43] have conducted full-scale experiments on a selection of
W360 (W14) series AISC bare steel columns subjected to explosions positioned
at various distances from the specimens. By comparing the test data with nu-
merical results, both from a single degree-of-freedom (SDOF) analysis and a
high-resolution analysis, performed with the explicit, large displacement finite
element program FLEX (similar to LS-DYNA), Lawver et al. conclude that FLEX
is able to accurately predict permanent deformation (i.e. peak transverse dis-
placement at different column heights, global buckling, etc.) caused by a blast.
Magallanes et al. [46] present results from a full-scale experiment in which
a W360x347 (W14x233) column, 5.72 m (18.75 ft) long, is subjected to a large
explosion on a slant to the column face. The test column is encased in brick
cladding, which is entirely destroyed by the action of the blast.
A series of publications presents the results of a multi-year research effort,
carried out by Myers, Houghton & Partners, Inc. (MHP) for the General Ser-
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vices Administration (GSA), to investigate the blast and progressive collapse
resistance of conventional welded steel frame structures [37, 38, 39]. This re-
search endeavor, referred to as the GSA Test Program, includes a combination
of predictive and post-blast numerical simulations of steel frames with full-scale
blast testing and post-blast monotonic testing of the same test articles. The anal-
yses explicitly model critical elements of the connections, anchorages, and the
reinforced concrete cladding surrounding the frame assembly.
However, while all of the above sources of experimental data provide qual-
itative insights regarding the behavior of steel wide-flange members under the
influence of an explosion, they are not useful for quantitative validation of the
developed blast beam-column approach. In all cases except for [46], no mention
is made of the combination of charge weight and standoff used to produce test
results, presumably for security reasons. Thus, the blast loading experienced
by the members in these experiments cannot be modeled with any degree of
certainty. Additionally, while the experiments on the encased steel column [46]
and the steel frame assembly with adjacent reinforced concrete cladding wall
are valuable, they are obviously not applicable for quantitative validation of a
code that models the response of bare steel sections exposed to an explosion.
It is widely accepted that numerical tools are an effective alternative to costly
full-scale experiments, especially in situations where there is a lack of openly
available, relevant physical test data. Thus, the research herein pursues model
validation by comparing results obtained for a system simulated using the pro-
posed approach and a high-resolution analog to the blast beam-column model.
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3.2.2 Paper organization
An overview of the blast beam-column element formulation is given in Section
3.3 of the current paper, while Section 3.4 details the creation of the bound-
ing surfaces library and its implementation within the developed code. Section
3.5 demonstrates the use of the blast beam-column approach to model a single
member under the force of a blast, and Section 3.6 investigates an A-frame ex-
posed to an explosion where the code results are validated against those from
a high-resolution model. Section 3.7 presents a more practical numerical ex-
ample using the developed code to model the behavior of a three-dimensional
through-truss subjected to an explosion. Final conclusions are drawn in Section
3.8.
3.3 Overview of blast beam-column element formulation
The following constitutes a brief overview of the blast beam-column element
formulation, included here as necessary background for the subsequent dis-
cussion of the creation of a library of bounding surface plasticity models. As
detailed in the companion paper [30], the blast beam-column element takes as
its point of departure the traditional frame element in [48]. In contrast to the
behavior of individual member ends as specified in the traditional frame ele-
ment formulation, the bounding surface that governs inelastic behavior for the
blast beam-column element is based on failure modes within an entire member,
either buckling or an excessive strain level anywhere within the member.
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The numerical failure data used as the basis for the blast beam-column el-
ement bounding surface models is acquired in a series of virtual load tests
of blast-damaged members, carried out using the commercial finite element
package, LS-DYNA [31]. The failure data for a single bounding surface is
obtained by subjecting a detailed shell element-based model of an individual
wide-flange member to a simulated explosion, and subsequently loading the
damaged member to collapse, as described in the following procedure:
1. Select parameters defining the current bounding surface (i.e. geometry,
material, etc. for the member and blast)
2. Perform a nonlinear dynamic analysis to simulate the structural response
to the blast and resulting damage sustained by the member
3. Loop over a series of axial load and biaxial moment combinations
• For each moment-thrust combination, perform a collapse analysis to
determine the force point at failure (defined by either load-shedding
or excessive straining)
4. Compile failure force point data to give a point cloud (in stress-resultant
space) that represents the bounding surface for that member, for the cho-
sen explosive scenario
Additional details concerning this approach may be found within the compan-
ion paper [30]. In the above, the failure strain  f ail is defined to be the strain level
at which strain-hardening commences in ASTM-A36 steel, equal to an engineer-
ing strain of st = 0.0203 [5].
The point cloud of failure force point data is fitted to a real-valued basis
of spherical harmonics, y lm(θ, φ), to provide a functional approximation to the
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blast bounding surface data examined in this and the companion paper [30].
Real-valued spherical harmonics are a complete set of orthonormal functions
[24, 19], and are defined as [12]
y lm(θ, φ) =

√
2 N(l,m) Plmcos(θ) cos mφ, m > 0,
Y l0(θ, φ), m = 0,
√
2 N(l,m) Plmcos(θ) sin |m|φ, m < 0,
(3.1)
where the variable l denotes the harmonic degree, the integer m is the order,
which is constrained to −l < m < l [24], and the normalization function N(l,m) is
given by [12]
N(l,m) =
√
(2l + 1)
4pi
√
(l − m)!
(l + m)!
. (3.2)
Additionally, Plmcos(θ) are the well-known Legendre polynomials that are de-
fined with respect to Cartesian coordinates as [17, 12]
Plm(x) =
(−1)m
2l l!
(1 − x2)m2 ∂
l+m
∂x l+m
(x2 − 1)l, (3.3)
and can be converted to Plmcos(θ) by substituting x = cos θ in the above [42, 17].
As detailed in the companion paper [30], the radial yield function for the blast
beam-column element is given by the following series
r(θ, φ) ≈
4∑
l=0
l∑
m=−l
clm y lm(θ, φ), (3.4)
where the 25 harmonic coefficients clm corresponding to this 4th order series
truncation are fitted to the force point data using standard least-squares regres-
sion. Additionally, θ is the colatitude, θ ∈ [0 pi], and φ is the longitude, φ ∈ [0 2pi),
as is typical for spherical coordinates. The colatitude and longitude can be cal-
culated using the following Cartesian-to-spherical coordinate conversions:
θ = θ(p,my,mz) = arccos
 p√my2 + mz2 + p2
, (3.5)
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and
φ = φ(p,my,mz) = atan2(mz,my), (3.6)
where p, my, and mz represent coordinates in normalized stress-resultant space,
p = P/PY , (3.7)
my = My/Mpy, (3.8)
and
mz = Mz/Mpz. (3.9)
Following the general convention, these coordinates represent a dimensionless
version of the element end forces, P, My, and Mz; here, the element end forces
are normalized by the plastic section capacities PY , Mpy, and Mpz, which are the
squash load and minor and major axis plastic bending moments, respectively
[48].
The gradient to the bounding surface with respect to element end forces is
a key aspect of the blast beam-element formulation. The damage caused by a
blast is incorporated into the blast beam-element by way of a plastic reduction
matrix, Km, the general from of which is given as [48, 49]
Km = − KT GGT KT G G
T KT, (3.10)
where KT = Ke +Kg is the elastic tangent stiffness matrix, Ke is the linear elastic
stiffness matrix, andKg is the initial stress matrix. The gradient to the bounding
surface, ∇Φ, at element ends 1 and 2 appears in the matrix G as
G =
G1 00 G2
 =
∇Φ1 00 ∇Φ2
 . (3.11)
Vectors G1 and G2 are null if their respective element end force points do not
persist on the bounding surface, and so the matrixG only has nonzero elements
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at entries corresponding to an element end whose force point is impinging on
the bounding surface [48, 49]. Since the yield function of the blast beam-column
element is based on failure of an entire wide-flange member, if the element end
force combination at either member end impinges on the associated bounding
surface, then the member is assumed failed, and both ends assigned nonzero
entries in G. Also, note that since the radial yield function in Eq. (3.4) is not ex-
pressed as a surface equation in stress-resultant space, the gradient to the non-
normalized bounding surface, ∇Φ, is calculated by way of a numerical approx-
imation, rather than explicitly, within the code, as discussed in the companion
paper [30].
The plastic reduction matrix is included as part of the system stiffness ma-
trix for the blast beam-column element, in the usual manner for an updated
Lagrangian formulation. Thus, the relationship between the increment in the
internal force vector, dF, and the increment in displacement at both element
ends, dU, for the element is
dF =
(
Ke +Kg +Km
)
dU = (KT +Km)dU = K dU, (3.12)
for material and geometrically nonlinear analyses, where dU can be decom-
posed into an elastic part, dUe, and a plastic part, dUp to give dU = dUe + dUp.
3.4 Library of bounding surfaces
Since each blast beam-element bounding surface is strongly dependent upon a
parameter set describing a member and its location with respect to a specific
blast, a comprehensive bounding surface data acquisition effort is carried out in
order to populate a library of bounding surface plasticity models for a variety of
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wide-flange members and explosive scenarios. Different cross-sections, lengths,
charge weights, and stand-off distances are considered. For each combination of
parameters, failure data are obtained through an automated process, carried out
in parallel within a distributed memory context, and then fitted to a radial yield
function that is a linear combination of real-valued spherical basis functions,
following Eq. (3.4).
3.4.1 High-resolution general model and approach
All explosive (dynamic) and post-blast collapse (static) finite element simula-
tions use the same general base model and approach, with variable blast loca-
tion and member geometry. The base model of the wide-flange member is com-
prised of a mix of shell and beam elements, with simply supported boundary
conditions. The web and flanges are modeled with Belytschko-Lin-Tsay shell
elements [31] with element thickness equal to the appropriate plate thicknesses
within the given steel wide-flange cross-section. Very stiff Belytschko-Schwer
[31] beam elements are placed along the web and flanges at the member ends,
in order to suppress cross-sectional distortion at the support locations.
The beam elements are circular in cross-section with a diameter of 25.4 mm,
and are perfectly elastic, with ν = 0.3 and E = 20, 300 GPa, which is 100 times
the stiffness of the shell element material. A mesh seed of 6 elements per flange
outstand, applied globally to the model, provides sufficient resolution to cap-
ture local deformation effects induced by an explosion, as determined by amesh
convergence study.
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Rate-dependent and strain-hardening material behavior are accounted for
by using the simplified form of the Johnson-Cook constitutive relationship to
model the flow stress in the hot-rolled steel wide-flange members,
σ f low =
[
A + B
(
εep
)n] [
1 +C ln ε˙∗ep
]
, (3.13)
where A, B, n, C, and m are material constants, εep is the effective plastic strain,
and the expression ε˙∗ep = ε˙ep/ε˙0 denotes the dimensionless plastic strain rate,
which has been normalized by ε˙0, the quasistatic strain rate used for the exper-
imental determination of the strain hardening parameters, B and n. For ASTM-
A36 steel, the Johnson-Cook parameter values are A = 244.764MPa, B = 483.929
MPa, C = 1.6503 × 10−2, n = 0.23505, ε˙0 = 1.9457 × 10−4 s-1 [57, 55, 56] and the
material constants are E = 199.4 GPa, ν = 0.3, and ρ = 7850 kg/m3.
Air blast loading is applied over structural surfaces in direct line of sight of
the explosion using a blast load generation code previously developed by the
authors [28]. Acting as a preprocessor to LS-DYNA, the air blast load generation
code calculates spatially and temporally varying blast loads for a given explo-
sive scenario, where these loads are then applied as nodal force time histories
within the LS-DYNA finite element model.
Dynamic analyses are carried out to a total solution time of 1300 ms, where
mass damping (5%) is applied after 750 ms in order to generate the final de-
formed shape of the wide-flange member by the end of the analysis. The damp-
ing force is assumed to be proportional to the velocity, with a proportionality
constant equal to the damping ratio, ζ, multiplied by twice the fundamental
frequency of the structure, where ζ = 0.05.
To ensure a uniform critical time step size for the entire model, the density
of the cross-section-stiffening beam elements is modified so that the critical time
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step size, used for the automatic time stepping, is similar for both the shell and
beam elements. Consequently, the material density of the beam elements is set
to be ρ = c ρshell, where ρshell is the density of the shell elements and c is a constant
greater than unity (c > 1) whose value depends on the shell element size.
As a follow-up to the dynamic blast analysis, the damagedmember is loaded
to failure in a static collapse analysis, where the deformed geometry and resid-
ual strain field from the end of the dynamic blast simulation are used to ini-
tialize each static analysis. For an individual collapse analysis, combined load-
ing representing a vector in stress-resultant space is applied proportionally as
LPF ·
{
P My Mz
}
, where the load proportionality factor, LPF, is increased until ei-
ther of the two previously defined failure criteria (instability or strain-to-failure)
is met. Each loading vector is defined such that the Euclidean norm of the load-
ing vector when normalized by the plastic section capacities is equal to LPF,
meaning that
√(
P
PY
)2
+
( My
Mpy
)2
+
(
Mz
Mpz
)2
= 1. Thus, the value of the load propor-
tionality factor (LPF) at failure, equal tomax(LPF), actually represents the radial
distance rˆ(θ, φ) from the origin along the current loading vector to the bounding
surface in normalized stress-resultant space for the member and blast scenario
of interest, or
rˆ(θ, φ) = max(LPF), (3.14)
where θ is the colatitude and φ is the longitude from Eq. (3.5) and (3.6). In or-
der to obtain data representing the blast-damaged bounding surface for a given
member and explosive scenario, multiple separate collapse analyses are per-
formed for loading vectors at various evenly spaced θ and φ over a spherical
sampling grid in stress-resultant space. Per previous work for the companion
paper, this grid has 13 latitude and longitude lines of unit radius per octant, for
a total of 1106 sampling points per bounding surface [30].
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3.4.2 Library parameter space
The parameters affecting the bounding surface topology, including member
length, cross-sectional proportions, material, boundary conditions, and blast
size and location with respect to the member, are chosen such that the library
has entries applicable within a reasonable array of structural contexts.
For the library, attention is limited to the following common hot-rolled
wide-flange sections: W360x57.8 (W14x38), W360x122 (W14x82), W360x162
(W14x109). These sections span a range of uses in design, since the W360x57.8
is typically used as a beam, and the W360x162 as a column, yet they are of the
same W360 (W14) series, as may be the case within a single structural system
to ensure connection compatibility. Cross-section geometrical properties are in-
cluded in Table 3.1.
Table 3.1: Cross-section geometrical properties [2].
Cross-section Ag d tw b f t f Zz Zy
(mm2) (mm) (mm) (mm) (mm) (mm3) (mm3)
W360x57.8 (W14x38) 7230 358 7.87 172 13.1 1010 198
W360x122 (W14x82) 15500 363 13.0 257 21.7 2280 734
W360x162 (W14x109) 20600 363 13.3 371 21.8 3150 1520
The plastic section capacities are calculated in the usual manner for each of
the cross-sections. Accordingly, the squash load is PY = FY Ag, the weak-axis
plastic moment is Mpy = FY Zy, and the strong-axis plastic moment is Mpz = FY Zz
[2], where Ag is the gross cross-sectional area and Zy and Zz are the respective
principal axis plastic section moduli. A yield stress value of FY = 244.764MPa
(35.5 ksi) is used for the ASTM-A36 steel, to be consistent with the value of the
yield stress constant, A, assumed for all high-resolution models in the simplified
Johnson-Cook constitutive relationship in Eq. (3.13). Plastic section capacities
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for the three cross-sections are included in Table 3.2.
Table 3.2: Cross-section plastic capacities, ASTM-A36 steel.
Cross-section PY Mpy Mpz
(kN) (kN-m) (kN-m)
W360x57.8 (W14x38) 1769 48.5 246.7
W360x122 (W14x82) 3806 179.7 557.5
W360x162 (W14x109) 5053 371.8 770.1
Each cross-section is investigated for two lengths, where each unbraced
length L is chosen to be between the plastic limit and elastic limit of lateral-
torsional buckling (Lp < L < Lr), so that L is in the range for inelastic lateral-
torsional buckling. Consequently, the investigated lengths are L = 3.05, 4.57m
for the W360x57.8 section, L = 4.57, 6.10m for the W360x122 section, and
L = 6.10, 7.62m for the W360x162 section.
Following the convention proposed in the companion paper [30], blast loca-
tions are cataloged as a function of the following three parameters, illustrated
in Fig. 3.1:
• R⊥: the perpendicular distance from the blast source point to the element
longitudinal axis
• X: the distance along the element longitudinal axis to the intersection with
the vector denoting the perpendicular distance from the blast source point
to the element longitudinal axis
• Θ⊥: the angle between the normal to the member longitudinal axis that is
coplanar with the member web, and the vector from the blast source point
to the element longitudinal axis along the shortest path (of length R⊥)
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Figure 3.1: Blast location defined as a function of R⊥, Θ⊥, and X, where Θ⊥ = 45
deg and X = L/4 is shown here.
Three separate cases of perpendicular loading angle (Θ⊥) are considered for
each member to represent a variety of response modes: strong-axis blast (Θ⊥ =
0 deg), half blast (Θ⊥ = 45 deg), and weak-axis blast (Θ⊥ = 90 deg).
Various parallel longitudinal position (X) values are chosen, where each is
expressed as a ratio of the member length: X = 0, L/4, L, and 5L/2. The first two
cases produce the most structural damage, with X = 0 representing a blast lo-
cated perpendicular to the member midspan and X = L/4 a blast perpendicular
to the member quarter-point.
Two values of perpendicular distance (R⊥) are investigated at each perpen-
dicular loading angle (Θ⊥) for a given member. The same R⊥ values are used
at each of the four parallel longitudinal positions. For a given member and Θ⊥,
this produces an inner set of explosions located at (R⊥)inner and an outer set of
explosions located at (R⊥)outer. The outer perpendicular distance is actually de-
termined as (R⊥)outer = 1.5(R⊥)inner for each perpendicular loading angle, for a
given member. A schematic of the selection process is shown in Fig. 3.2, where
only the plan view of the weak-axis blast case is shown, for clarity.
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Figure 3.2: Standoff distances and spatial variation in blast locations for each
member.
The inner perpendicular distance ((R⊥)inner) is determined in the following
manner for each perpendicular loading angle Θ⊥. For a given member (and
Θ⊥), R⊥ is iterated on in 0.15m (0.5 ft) increments for midspan blast (X = 0) until
a value is reached such that the maximum effective plastic strain over the model
domain is slightly less than the failure strain, or until max(ep) ≈ 0.01887. This
represents a standoff distance for midspan blast that comes very close to causing
failure of the member through the action of the (dynamic) explosion alone. In
general, should themember develop a plastic strain in excess of the strain failure
criterion, ormax(ep) = 0.01887, the bounding surface would be undefined. Since
explosions not located at the midspan or at the inner perpendicular distance
cause less damage to a member, then this blast location represents the worst
case scenario for which the blast beam-column element approach is valid.
The cross-section and length combination together are considered a member
and the set of blast parameters R⊥, Θ⊥, and X constitute an explosive scenario
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for the ensuing discussion. The bounding surface also depends on the member
material, but for this research only ASTM-A36 steel is considered and so this
variable is not treated separately within the code at this time. Additionally,
the bounding surface would also depend on the explosive weight and charge
type, but only W = 453.6 kg (1000 lb) equivalent TNT spherical explosions are
examined in this research and, so these explosive characteristics are not treated
explicitly within the current code, aside from error-checking of model inputs.
Thus, each bounding surface is formed for a given set of parameters describing
both the member and the explosive scenario, as defined above.
The above choices in cross-section, length, perpendicular loading angle, par-
allel longitudinal position, and perpendicular standoff distance result in a wide
breadth of bounding surface library entries. To summarize, three cross-sections
are each examined for two separate lengths, three perpendicular loading angles,
four parallel longitudinal positions, and two perpendicular standoff distances
per loading angle, giving 144 unique cases. The parameter combinations se-
lected for the library creation are summarized in Table 3.3.
For each combination of cross-section and length, bounding surface data are
also acquired for an undamaged version of that member. Since some of the
parameter combinations in Table 3.3 result in no permanent deformation (zero
effective plastic strain in the model at the end of the dynamic analysis), failure
data acquisition is not undertaken for these models and instead these parameter
sets are associated with the bounding surface model for the undamaged mem-
ber. Combinations resulting in zero damage include all strong-axis blast cases
at X = 5L/2 for all members, and all weak-axis and half blast cases at X = 5L/2
for the two larger sections (W360x122 and W360x162).
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Table 3.3: Library parameter space, where each row consists of eight cases that
correspond to the cross-section, L, Θ⊥ combination shown, as repeated for the
two listed values of R⊥ and for four values of X, X = 0, L/4, L, 5L/2.
Cases Cross-section Length, Θ⊥ Minimum R⊥ 1.5 ×Minimum R⊥
L (m) (deg) (m) (m)
1-8 W360x57.8 3.05 0 6.10 9.14
9-16 (W14x38) 45 8.23 12.34
17-24 90 14.63 21.95
25-32 4.57 0 6.10 9.14
33-40 45 8.23 12.34
41-48 90 15.24 22.86
49-56 W360x122 4.57 0 4.57 6.86
57-64 (W14x82) 45 5.18 7.77
65-72 90 6.40 9.60
73-80 6.10 0 4.57 6.86
81-88 45 5.49 8.23
89-96 90 6.10 9.14
97-104 W360x162 6.10 0 6.10 9.14
105-112 (W14x109) 45 3.66 5.49
113-120 90 6.71 10.06
121-128 7.62 0 5.79 8.69
129-136 45 3.66 5.49
137-144 90 6.71 10.06
The dynamic analysis and automated failure data acquisition for each
bounding surface are performed on a SGI Altix XE 1300 High Performance
Computing Cluster, where each of the 42 nodes has 8 GB of RAM and two quad-
core Xeon Processors (2.66 GHz). Clock time ranges from 1.1 to 5.2 hours for a
dynamic analysis (on a single processor core), and 5 to 18 hours (across 48 pro-
cessor cores) for the automated failure data acquisition, for a single bounding
surface.
3.4.3 Library implementation in code
The library of bounding surfaces is integrated with the developed nonlinear ex-
plicit dynamic finite element code CU-BAMM such that the code is able to scan
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the library to identify and apply relevant bounding surfaces for each element
in a model domain. Individual bounding surface models are described by the
25 coefficients that correspond to the radial yield function in Eq. (3.4), and are
indexed within the library by the parameters used to obtain data for that model
(cross-section, L, R⊥, X, and Θ⊥). These library parameter sets are shown above
in Table 3.3.
For any explosive scenario associatedwith an element in aCU-BAMMmodel
that does not match an entry in the bounding surfaces library, the code employs
an approximation scheme to find a library entry that is a reasonable approx-
imation for the given element and explosive scenario. Specifically, the code
first matches the cross-section parameters (i.e. area, moments of inertia, plastic
section capacities) for a given element with those corresponding to the cross-
sections included in the library. Next, the code scans the library to find the
largest length that corresponds to this section, since members with longer un-
braced lengths sustain more damage from an explosion. For the cross-section
and length chosen, the code then compares the Θ⊥ for the element with the
Θ⊥ values in the library, choosing the Θ⊥ from the library that is next largest
in size to the Θ⊥ of the element: the rationale here is that blast loading in the
weak-axis direction usually results in more damage than blast loading at a per-
pendicular loading angle that is closer to half or strong-axis blast. Then, for the
cross-section and length and Θ⊥ chosen, the code scans the relevant entries of
the library to select the one that has the smallest X and R⊥ values that exceed
the values of X and R⊥ associated with the element under consideration. In the
end, the code chooses a library entry with parameters (cross-section, L, R⊥, X,
θ⊥) that represent a close, but conservative approximation for a given element
and explosive scenario.
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In order to obtain bounding surface data, a sign convention had to be as-
sumed for the applied moment-thrust load combinations for a given member
and explosive scenario. To ensure that element end forces have the correct signs,
with respect to the sign convention used for bounding surface creation, the code
includes a subroutine to map element end forces, for a given explosive scenario,
to the appropriate octant of the bounding surface when checking for bounding
surface force impingement at element ends. As part of this subroutine, the code
is able to handle X and Θ⊥ values outside the ranges specified in the library, or
X < 0 and 90 < Θ⊥ < 360 deg, by means of a series of sign transformations.
Additionally, each library entry includes an associated blast arrival time to
be applied to the blast beam-column element, within the context of a dynamic
analysis performed in CU-BAMM. The library arrival time value is extracted
from the air blast loading data used in the dynamic blast analysis, and asso-
ciated with the member and explosive scenario used to create that particular
bounding surface in the library. Since the explosion arrival time varies through-
out the member spatial domain in the dynamic analysis for the high-resolution
model, the single arrival time in the library corresponds to the time that the
shock wave first reaches the member midspan for the high-resolution model. In
CU-BAMM, the bounding surface plasticity models for the blast beam-column
elements are activated only after the blast shockwave has reached the longitudi-
nal axismidpoint within the given structural element, or at first subsequent time
increment after the arrival time associated with the bounding surface model for
that element. Finally, to save computational time, the code calculates the min-
imum element blast arrival time for the entire model, and adjusts all element
arrival times in the model by that amount, so that the bounding surface plastic-
ity model for the closest element to the blast is activated at t = 0 in the analysis.
111
3.5 Single member example
This section discusses a numerical example using a single blast beam-column el-
ement to model a vertical column in order to investigate the post-blast response
of a single structural member under various applied load combinations.
3.5.1 Single member description
Themember consists of aW360x122 (W14x82) wide-flange section, 4.57m (15 ft)
in length, with simply supported boundary conditions. In accordance with all
CU-BAMM examples presented herein, the material is assumed to be ASTM-
A36 steel, with E = 199.4 GPa, ν = 0.3, and ρ = 7850 kg/m3.
Themember response is simulated inCU-BAMM for a weak-axis blast explo-
sive scenario, where the charge weight W = 453.6 kg (1000 lb) equivalent TNT
explosion is located 9.6m (31.5 ft) from the member midpoint. A schematic of
the member and explosive scenario is included in Fig. 3.3. Note that the bound-
ing surface is definedwith axial compression as positive and so the applied axial
load on the top column end in Fig. 3.3 is positive, even though it corresponds
to a vertical translation in the −x direction with respect to the global coordinate
system.
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Figure 3.3: Single member model setup, with ASTM-A36 steel wide-flange
member consisting of W360x122 (W14x82) cross-section with the web facing the
blast.
3.5.2 Single member results
The collapse simulation involves the application of member-end loads, increas-
ing linearly in magnitude with quasi-time, up to a predetermined load level. A
quasistatic analysis is carried out by slowly increasing the applied loads until
their full value is attained at an analysis time equal to 50 times the fundamental
period of the system, or t = 2 s, after which the load is held constant. Applying
loads at a rate many times the fundamental period of the system is intended to
minimize impact effects. The collapse load for the quasistatic analysis is deter-
mined to be theminimumupper bound in loadingwherein themember exhibits
a load-shedding response after reaching the full load level. Table 3.4 lists two
load cases that cause the column to fail. Load Case 1 is a single loading state
(axial compression) and Load Case 2 serves as combined loading (axial com-
pression and weak-axis bending).
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Table 3.4: Load cases for single member model, for P and My as shown in Fig.
3.3 (Mz = 0).
Load P My
Case No. (kN) (kN-m)
1 2191.2 0
2 2524.4 49.4
The loading at the column top for Load Case 1 is depicted in Fig. 3.4(a),
with zero bending about the weak-axis, and an axial load ramping linearly to
a maximum level of 2191.4 kN at t = 2 s of analysis time. Plots of the vertical
translation and rotation about the weak-axis at the top end are shown in Fig.
3.4(b), below the corresponding applied load plots.
As expected for elastic behavior (i.e. a force point inside the bounding sur-
face), the column tip displacement changes linearly with load application until
the force point at the element end impinges on the bounding surface at t = 2 s,
and the column buckles. From Fig. 3.3, it can be seen that the explosion will im-
pose a permanent deformation in the −z direction, corresponding to a rotation
in the −θy direction at the top column end. Thus, when the column does col-
lapse, the mode of failure would be expected to be buckling in the −θy direction,
adding to the initial deformation from the explosion. The plot of θy in Fig. 3.4(b)
confirms this expectation, as seen by the sudden change in behavior from zero
rotation to unconstrained rotation about the global y-axis in the −θy direction
after the structure begins to collapse.
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(a) Loading
(b) Response
Figure 3.4: Applied loading (axial compression) and structural response (verti-
cal displacement and rotation about weak-axis) at column top, Load Case 1.
For Load Case 2, the applied loads and structural responses are depicted
in Fig. 3.5. The axial load and weak-axis moment ramp linearly to maximum
values of 2524.5 kN and 49.4 kN, respectively. Again, the column exhibits an
elastic response until the full load values are achieved at t = 2 s of analysis time,
after which it yields and collapses.
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(a) Loading
(b) Response
Figure 3.5: Applied loading (axial compression and weak-axis bending) and
structural response (vertical displacement and rotation about weak-axis) at col-
umn top, Load Case 2.
While the force point at the element top is within the bounding surface in
stress-resultant space, the applied moment produces a straightening effect, forc-
ing the column to bend opposite to the direction of blast damage. However,
once the column buckles at t = 2 s, this effect is reversed and the column re-
sumes rotation in the −θy direction weakened by the explosion, as seen by the
sudden reversal in the behavior of θy after t = 2 s in Fig. 3.5(b).
The plastic behavior described in the above two load cases can be more fully
explained by examining the bounding surface for the blast beam-column ele-
ment used to model the column. Once the force point at an element end reaches
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the bounding surface, the assumption of an associated flow rule [30] dictates
that the increment in plastic displacement must be normal to the bounding sur-
face in stress-resultant space. Accordingly, the gradient to the surface at a given
force point indicates the direction of the increment of plastic displacement to
be taken in the next time step. The gradients with respect to normalized stress-
resultant space are shown for both load cases at incipient collapse (t = 2 s) in
Fig. 3.6.
Figure 3.6: Bounding surface model and gradients, with respect to normal-
ized stress-resultant space, for Load Cases 1 and 2 of single member exam-
ple. Member is W360x122 (W14x82), L = 4.57m long, and explosive scenario
is R⊥ = 9.60m, Θ⊥ = 90 deg, and X = 0m (weak-axis blast at midspan).
For both cases, the gradient points in the −My direction, which indicates that
the plastic displacement increment in the associated degree-of-freedom (θy) will
be in the opposite direction to the positive sense of My at this element end, as is
the case for this example.
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3.6 A-frame example
The following example compares the post-blast capacity of a structural system
damaged by an air blast explosion using two different modeling approaches:
a simplified approach with blast beam-column elements (CU-BAMM), and a
high-resolution, shell element-based modeling approach (LS-DYNA).
3.6.1 A-frame description
The structural system is anA-framewith a vertical member and slantedmember
connected at a top joint, as illustrated in Fig. 3.7. The structural components
consist of W360x122 (W14x82) wide-flange sections, where the vertical member
is 4.57m (15 ft) long, and the slanted member is 6.10m (20 ft) in length. The A-
frame is subjected to a spherical explosion of W = 453.6 kg (1000 lb) equivalent
TNT, which is positioned at a perpendicular distance of 9.6m (31.5 ft) from the
point 0.25m (10 in) above midspan of the vertical member, as shown in Fig. 3.7.
Member cross-sections are orientedwith thewebs facing the blast, so that the
explosion induces a response dominated by weak-axis bending. The top con-
nection is assumed to act as a pin, and this joint is braced out of plane but free
to translate in-plane. The bottom two joints are restrained against translation in
the three coordinate directions, and against twisting about the member longitu-
dinal axis. The material is assumed to be ASTM-A36 steel, with E = 199.4 GPa,
ν = 0.3, and ρ = 7850 kg/m3. The high-resolution model uses the simplified
Johnson-Cook relation in Eq. (3.13) to model material behavior, with the same
parameter values that were used for the bounding surface data acquisition.
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Figure 3.7: A-frame model setup, with ASTM-A36 steel wide-flange members
consisting of W360x122 (W14x82) sections with the webs facing the blast.
The high-resolution simulation in LS-DYNA requires a two-step process,
similar to the procedure used for the failure data acquisition. First, a nonlin-
ear dynamic analysis is performed to determine the response of the members
to the explosive loading, and then the damaged configuration is loaded in a
separate static analysis, whereby axial and moment loads are applied at mem-
ber ends, and linearly increased until the system becomes unstable and collapse
commences. In the same manner as the collapse analyses carried out for the
bounding surface failure data acquisition [30], the axial load is applied as a point
load at the member cross-section centroid, and the moment is applied as a force
couple via point loads applied at the flange tips. The dynamic effects of the
explosion are modeled within the dynamic analysis through the application of
a series of nodal force time histories calculated using the air blast loading code
developed by the authors [28].
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In CU-BAMM, a quasistatic analysis is carried out to determine the collapse
load for the A-frame system. Loads are applied to the top and bottom right
joints with a ramp function, similar to that for the column example. Thus, the
loads are increased linearly, with quasi-time, until reaching a predetermined
load level, after which they are maintained at a constant value. To minimize
impact effects, the applied loads do not attain their maximum value until an
analysis time equal to 50 times the fundamental period of the A-frame system,
or t = 4 s. Several analysis iterations are performed to find the collapse load.
The high-resolution model utilizes the same general finite element modeling
approach for the W360x122 (W14x82) wide-flange members that were used for
the failure data acquisition; thus, it is composed of Belytschko-Lin-Tsay shell
elements [31] to model the plates and very stiff Belytschko-Schwer [31] beam el-
ements, at the member ends, to suppress cross-sectional distortion at the joints.
Using a global mesh seed of 6 elements per flange outstand, this model includes
20080 elements (19920 shells and 160 beams) and 20499 nodes. The CU-BAMM
model consists of one blast beam-column element per member, for a total of 2
elements and 3 nodes.
As discussed previously, CU-BAMM does not explicitly model the explo-
sion itself, but rather calculates a series of parameters that define the explosion
location relative to a given member, and then accesses the library of bound-
ing surfaces to find the bounding surface with parameters that most reasonably
approximate the actual physical explosive scenario, and member geometry. A
comparison between actual bounding surface parameters and those determined
by the bounding surface library interaction algorithm in CU-BAMM for the two
components is shown in Table 3.5.
120
Table 3.5: Comparison of actual versus library bounding surface parameter sets
for A-frame components.
Component Cross-section Length, Θ⊥ R⊥ X
L (m) (deg) (m) (m)
Vertical (actual) W360x122 4.57 90 9.60 0.25
Vertical (library) W360x122 4.57 90 9.60 0
Slanted (actual) W360x122 6.10 82 9.70 1.52
Slanted (library) W360x122 6.10 90 9.14 1.52
For both models, the pin connection ensures that no moment is transferred
at the top joint, causing each structural component to experience a loading state
that is decoupled in a moment sense. For the applied loads pictured in Fig. 3.7,
this means that, to the first order, the vertical member is in pure compression,
and the slanted member is in pure strong-axis flexure. Three load cases are con-
sidered for this example, corresponding to the failure of one or both members.
The applied load cases and their associated intended end results are summa-
rized in Table 3.6. Actual results for CU-BAMM and the high-resolution model
will be discussed subsequently.
Table 3.6: Load cases and reference loads for A-frame models, for P and Mz (as
shown in Fig. 3.7).
Load Intended End Result P Mz
Case No. (kN) (kN-m)
1 Vertical Member Fails 2189.4 113.0
2 Slanted Member Fails 889.6 453.6
3 Both Members Fail 2148.5 453.7
3.6.2 A-frame results and discussion
The failure loads for the different approaches are quantitatively compared using
a collapse index (CI), which is defined to be the ratio of recorded failure load to
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reference load, or ratio of length of applied load vector at failure to length of
reference load vector, for a given load combination. Thus, the collapse index is
defined by the following ratio of `2 norms,
CI =
∥∥∥ Applied Load Vector at Failure ∥∥∥
2
‖ Reference Load Vector ‖ 2 , (3.15)
where the reference loads for each load case are defined in Table 3.6. By design,
the reference loads are actually equal to the failure loads for the CU-BAMM sim-
ulation at each listed load combination, giving a collapse index equal to unity,
or CI = 1.0, for these.
For the high-resolution model, the loads are applied proportionally along
the load vectorQ until collapse ensues. The constant of proportionality is called
the load proportionality factor (LPF), and so Q = LPF ·
{
P My Mz
}
here, where P
and Mz are listed for each load case in Table 3.6 and My = 0 for all cases. From
the definition of the collapse index in Eq. (3.15), it can be seen that the collapse
index for the high-resolution model is just equal to the maximum value of the
load proportionality factor (LPF) in this context.
As a further point for comparison, the collapse index is computed for the
actual failure data used to produce the bounding surface model for the indi-
vidual beam-column element assigned to each A-frame member as part of the
CU-BAMM analyses. The load vectors represented by the load combinations
in Table 3.6 have already been considered as part of the bounding surface data
acquisition and so the collapse index for these can simply be computed by di-
viding the length of the appropriate load vector at failure by the length of the
reference load vector. Fig. 3.8, 3.9, and 3.10 depict the collapse index results for
the simplified and high-resolution approaches and the failure data.
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Figure 3.8: Collapse index comparison: failure of vertical member (Load Case
1).
Figure 3.9: Collapse index comparison: failure of slanted member (Load Case
2).
Figure 3.10: Collapse index comparison: failure of both members (Load Case 3).
The collapse index results for the A-frame test case show that the simplified
blast beam-column approach implemented in CU-BAMM is able to predict post-
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blast collapse loads within ±16% of the high-resolution model results from LS-
DYNA for the chosen load cases. For loading causing the slanted member to
fail (Load Cases 2 and 3), the collapse load is underpredicted by 14% using CU-
BAMM, and for loading causing the vertical member to buckle (Load Case 1),
the failure load predicted by the high resolution model is 16% less than that
determined by CU-BAMM.
The above discrepancies can be attributed to a number of factors including
boundary condition assumptions, bounding surface fit error, and bounding sur-
face approximations employed by the bounding surface library interaction al-
gorithm implemented in the code. Regarding boundary condition assumptions,
the finite element models used to generate the bounding surface data for a sin-
gle blast beam-column element assume simply supported boundary conditions
(pin and roller). However, the top joint of the A-frame is free to translate in-
plane, adding a component of lateral translation not allowed in the failure data
acquisition models. Lateral translation of the top joint introduces a P − ∆ effect
that reduces member resistance against global buckling, an effect not accounted
for in the bounding surfaces used for the post-blast collapse load calculation in
CU-BAMM. Accordingly, this P − ∆ effect is likely the cause of the reduced CI
seen in the high-resolution results for Load Case 1.
Another source of error is the approximation of the bounding surface fail-
ure data with a continuous radial yield function (a weighted sum of real-valued
spherical harmonics). Fig. 3.8, 3.9, and 3.10 report collapse index values that are
less than unity for the failure data, as compared to the collapse index values of
unity for CU-BAMM, indicating that the bounding surface models fitted to the
failure data are overly conservative at the load combinations chosen for this ex-
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ample. Thus, the bounding surfaces used to model the members and explosive
scenarios for these load cases will produce an overprediction of the post-blast
capacity of the A-frame. While this error could be eliminated by using the ac-
tual faceted bounding surface failure data in place of the radial yield function,
this alternative approach could cause numerical problems when attempting to
calculate the gradient ∇Φ to the interpolated surface at a force point in stress-
resultant space where the data are not smooth (i.e. at facet corners).
Now while the overly conservative fit to the bounding surface data dis-
cussed above will contribute to collapse index values less than unity for the
high-resolution models (i.e. an overprediction of collapse load by CU-BAMM),
the collapse index values for the high-resolution models are greater than unity
for the two load cases involving failure of the slanted member. However, this
observation may be partially explained by the error that is introduced into the
post-blast collapse load determination through the bounding surface approx-
imations employed by the bounding surface library interaction algorithm im-
plemented in CU-BAMM. As detailed in Table 3.5, the bounding surface used to
model the post-blast behavior of the slanted member is based on an explosion
located at R⊥ = 9.14m (library entry), yet the actual explosion is located farther
away at a perpendicular standoff distance of R⊥ = 9.70m. Since the damage
caused by an explosion scales with standoff distance, this approximation will
lead to an overprediction of the damage caused by the blast, and thus an under-
prediction of the A-frame collapse load by CU-BAMM.
There is a large disparity in computational expense between the two model-
ing approaches, at least in terms of run time. The high-resolution simulation is
performed on a single processor core of a SGI Altix XE 1300 High Performance
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Computing Cluster, where each computational node has 8 GB of RAM and two
quad-core Xeon Processors (2.66 GHz). Clock time ranges from 7.5 to 8 hours for
the analyses using the high-resolution model. The CU-BAMM simulations are
carried out on a single processor core within a laptop that has 2 GB of RAM and
a dual-core Intel Processor (2.00 GHz), each taking less than 1 min of clock time.
For this example, the simplified blast beam-column element approach provides
a good approximation to the post-blast collapse load of a structural system at a
tiny fraction of the computational expense incurred by a high-resolution model.
As mentioned previously, creation of the bounding surfaces library does incur a
substantial up-front computational cost, which is not accounted for in the above
comparisons of computational expense. However, after the library has been es-
tablished, numerous parametric studies can be carried out with CU-BAMM at a
much reduced computational cost as compared to the high-resolution modeling
approach, a fact that can justify the library creation cost.
3.7 Through-truss example
The following example is presented to demonstrate a potential practical appli-
cation for the developed blast beam-column element approach. To maintain
consistency with the assumptions inherent in the air blast load computation and
general methodology used to develop the bounding surfaces library, the exam-
ple focuses on a steel skeletal structure, comprised of wide-flange members,
that is subjected to a spherical open-air explosion. The example structure is a
three-dimensional through-truss modeled loosely on a railroad bridge system.
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3.7.1 Through-truss description
A schematic of the through-truss is shown in Fig. 3.11. The structural system
includes two trusses at the front and back of the structure, each with longitu-
dinal members separated by angled diagonals to form a pattern of alternately
inverted equilateral triangles.
Figure 3.11: Through-truss model setup, with ASTM-A36 steel wide-
flange members consisting of W360x57.8 (W14x38), W360x122 (W14x82), and
W360x162 (W14x109) sections and one blast beam-column element assigned per
member.
The main trusses are connected by struts and lateral bracing in the top, bot-
tom, and ends of the structure to provide structural stability. Although lateral
bracing would usually employ smaller sections than chord members, which are
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mostly W360x122 in this case, heavier W360x162 sections are used in this exam-
ple to fully explore the breadth of the bounding surfaces library.
The through-truss is assumed to be simply supported, with pins at the front
and back chord panel points on the left end, and rollers at the front and back
bottom chord panel points on the right end. In these locations, the structure is
also assumed to be braced out of plane. Member joints are not expected to act as
pins, under the assumption that a realistic blast would cause damage that could
inhibit rotation at joints. The through-truss is modeled with CU-BAMM using
one blast beam-column element per member, giving a model with 57 elements
and 24 nodes.
The through-truss is damaged by a spherical explosion of W = 453.6 kg
(1000 lb) equivalent TNT, located as shown in Fig. 3.12. The blast is centered on
the midpoint of the front truss bottom chordmember that is the second from the
right end, and the blast epicenter is located a vertical distance of 3.05m below
the bottom plane of the structure, and at a transverse distance of 7.11moutward
from this midpoint.
This explosion location corresponds to a perpendicular standoff of R⊥ =
7.74m, a parallel longitudinal position of X = 0, and a perpendicular loading
angle of Θ⊥ = 66.8 deg for the front truss bottom chord member second from
the right. Explosive scenario parameters R⊥, X, and Θ⊥ take on various values
for the remaining 56 members, ranging from 41.0 − 187.9m for R⊥, 0 − 3.8L for
X, and 0 − 86.7 deg for Θ⊥.
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Figure 3.12: Through-truss blast location and quasistatic post-blast loading. In
the front and back trusses, member webs face the blast.
Similar to previously discussed numerical examples, a quasistatic analysis
is carried out in CU-BAMM to determine the post-blast collapse load for this
structural system. Loads are applied to the interior panel points on the bottom
of the front and back trusses with a ramp function, as illustrated in Fig. 3.12.
The loads are increased linearly with quasi-time until reaching the maximum
load level at t = 8 s, after which they are held constant.
3.7.2 Through-truss results and discussion
Several analysis iterations are carried out for different values of the maximum
static load, Q, in order to determine the value of the collapse load. Fig. 3.13
compares the vertical translation, ∆y, at the middle joint of the bottom chord of
the front truss for analyses for Q = 601.5 kN and Q = 601.6 kN. As a reference,
this measurement point is located at the origin of the model global coordinate
system in Fig. 3.12. The vertical translation at this point is chosen as a represen-
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tative response metric since it measures the sag of the global structural system,
and thus unconstrained displacement for this degree-of-freedom would be an
indication of global collapse.
Figure 3.13: Vertical y-translation at middle joint of the front truss bottom chord
for Q = 601.5 kN and Q = 601.6 kN. Numbers correspond to times at which a
through-truss member has failed; all failed members remain failed for the entire
analysis except as noted.
For Q = 601.6 kN, as applied to this structural system and explosive sce-
nario, Fig. 3.13 demonstrates that unconstrained displacement takes place
shortly after reaching the full load level. However, while a slightly smaller load
of Q = 601.5 kN causes somemembers to fail, the structure is able to redistribute
forces in such a way that nodal displacements are bounded. Thus, Q = 601.6 kN
is deemed to be the post-blast collapse load for this example.
The numbered labels in Fig. 3.13 correspond to time points at which a
member of the through-truss has failed. Upon comparing the response of the
through-truss for the near-collapse (Q = 601.5 kN) and collapse (Q = 601.6 kN)
loads, it is apparent that the response remains the same until soon after the full
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load level is attained. In fact, at t = 8.34 s of solution time, the fifth failed el-
ement in the near-collapse model is able to unload elastically, stabilizing the
structural system and thus preventing global collapse.
Fig. 3.14 depicts a detail of the through-truss right end, where the failed
elements are marked in order of failure. The following observations can be
made when correlating the response data in Fig. 3.13 with the element loca-
tions in Fig. 3.14: failure of the first and third members markedly softens the
global structural response, as seen by the noticeable change in the slope of the
displacement after these failures; failure of the second and fourth members has
less of an effect on the global structural response; and failure of the fifth element
leads to global collapse.
Figure 3.14: Detail of through-truss right end, including cross-section orienta-
tions and failed members (labeled in order of failure).
The exact mechanism for collapse is most clearly seen in contour plots of
nodal horizontal translation ∆x at different analysis times, shown in Fig. 3.15.
At t = 8.34 s, four members have failed, and the fifth one fails just after the
snapshot in Fig. 3.15(a). After the failure of the fifth member, a mechanism
forms for global collapse via buckling of the right end of the through-truss.
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(a) t = 8.34 s
(b) t = 8.50 s
Figure 3.15: Contour plot of joint horizontal x-translation of through-truss at
t = 8.34 s and t = 8.50 s for collapse load Q = 601.6 kN, with failed elements
denoted accordingly.
This collapse mechanism can be seen by comparing the extreme values of ∆x
in Fig. 3.15(a) and Fig. 3.15(b). In the interval of analysis time between these
snapshots, the top of the through-truss has moved farther in the +x direction,
whereas the mid-height joints of the diagonal members on the right end have
moved farther in the −x direction. This trend also produces a significant rotation
in θz and a downward displacement in ∆y at the same locations, which are not
shown here.
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3.8 Conclusions
An approach to modeling the post-blast behavior of steel skeletal structures us-
ing blast beam-column elements has been described in this paper and a com-
panion paper [30]. The approach leverages a library of bounding surface plas-
ticity models based on numerical failure data from high-resolution models of
individual wide-flange members, in order to facilitate a macro-element descrip-
tion of blast-damaged wide-flange components in a finite element context. Such
an approach enables a system-wide consideration of post-event structural per-
formance that would be prohibitively expensive with high-resolution modeling
tools. In particular, a finite element code employing the developed blast beam-
column element would enable computationally efficient evaluation of the effects
associated with numerous explosion locations and loading scenarios for a struc-
ture subjected to explosive air blast.
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CHAPTER 4
FUTURE WORK
Future work for the blast beam-column element approach should focus onmini-
mizing the error incurred by using this method in its current state. Investigating
alternative functional forms to fit the bounding surface data might yield a func-
tional form that more closely captures the salient features of the bounding sur-
face data, thus decreasing fit error. Exploring possible parameterizations of the
bounding surfaces to allow for interpolation between surfaces defined for dis-
crete combinations of members and explosive scenarios (rather than choosing a
close, but conservative bounding surface model) could reduce the approxima-
tion error in the current bounding surfaces library interaction algorithm. This
step would also increase the robustness of the proposed approach, especially if
the parameterization could be used for interpolation of bounding surfaces be-
tweenmaterial types other than the ASTM-A36 steel examined herein. Potential
alternate materials may include ASTM-A992 or other Grade 50 steels.
Additional future research should also be carried out to increase the robust-
ness of the blast beam-column approach as implemented in the developed code.
Further population of the bounding surfaces library for different sections, in-
cluding channels or angles, would increase the applicability of the code. Future
work might also focus on examining the behavior of various steel connections
under explosive loading with a view towards creating macro-models to char-
acterize post-blast connection behavior. A nonlinear finite element code with
the developed blast beam-column macro-element implemented together with
a library of connection macro-models would provide a very powerful tool for
computationally efficient assessment of blast effects in steel skeletal structures.
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