Abstract-Understanding the overall health of an IT Infrastructure is a key part of IT Service Management. Traditional approach to perform technical health check is by visiting customer's physical site and rigorously examining the IT infrastructure with Subject Matter Experts. Alternatively, periodic surveys are sent to Technical Architects who are responsible for the managed IT infrastructure. In essence, both site visits and surveys suffer from reactive nature, and subjective assessment. In this paper, we present technical health check for cloud providers, that monitors, assesses operational data and depicts the current health of an IT infrastructure in real time. We also discuss challenges and opportunities of technical health check in Hybrid Cloud Environment.
I. INTRODUCTION
Enterprises are increasingly outsourcing their IT management to focus on their core business. IT service providers are tasked with ensuring that the customer's IT infrastructure is healthy, secure and operating seamlessly by managing the core elements of IT environments such as, servers, storage and middleware. Moreover, service providers also need to make sure that industry specific regulations are enforced to avoid audit failures and penalties.
Technical Health Check (THC) is a service management practice, which traditionally entails visiting customer's physical site and work with customer's Subject Matter Experts (SMEs) to examine all of the IT infrastructure in order to understand problems and resolve them. The process of visiting the customer's physical site can be either in a reactive way, by responding to a major incident reported by the customer, or a proactive approach in which periodic visits are made and overall health of different IT components are rigorously examined.
Despite the effectiveness of working with customer's SMEs face-to-face, site visits are costly and more importantly not scalable. Many SMEs (both from Service Provider and Customer) need to be present and work together to find out issues and resolve them. Therefore, usually site visits are limited to once or twice a year. As a natural outcome, site visits neither prevent all the incidents taking place and customers still need to rely on a reactive approach where incidents happen and SMEs visit customer's physical site to fix the issues; nor can help optimize the current setup.
Alternative to site visits is to conduct periodic surveys with the Technical Architects (TAs), who are responsible for the managed IT environment for the customer. The idea with conducting a survey is to ask several questions to the TA and expect a fair and accurate response on the health of the IT environment. The downside of this approach is that since TA is the main person responsible for the IT environment, sometimes biased and optimistic answers are given which make it hard to make use of the survey data to understand the overall health. Number of questions, and the variety of expertise needed to answer these questions are also other downsides of the survey based approach, and hence falls short of solving issues that the customer faces.
To overcome these challenges, this paper presents Technical Health Check for cloud service providers, which automates the process by utilizing operational data collected from various components of the IT infrastructure and provides insights through monitoring, analyzing and quantifying operational data to various health controls, called Key Performance Indicators (KPIs) -derived from COBIT® 1 framework. Our framework enables IT service providers to quantitatively measure the technical health check of the managed IT infrastructure. The contributions of the paper are as follows:
• We presented the building blocks of Technical Health Check (THC) for cloud providers. THC is a cloudbased service for IT service providers which utilizes operational data collected from various IT components, as well as from Change, Incident and Event Management Systems and make sense of the collected data to depict the health of an IT environment.
• We presented an approach to derive Key Performance Indicators (KPIs) quantitatively. KPIs reflect different critical health controls using industry-standard CO-BIT® framework.
• We presented various use cases of KPIs, namely Generating Heatmaps to reflect the account's health status, KPI prediction to estimate future critical degradations, and finally KPI correlation analysis to unveil hidden correlations among KPIs.
• Finally, while we focus on the traditional IT service management; we provide a discussion on challenges and opportunities that Hybrid Cloud brings from the perspective of Cloud Service providers. The rest of the paper is organized as follows: In Section II, we discuss the related work. In Section III, we discuss the building blocks of our THC framework. In Section IV, we layout various use cases of KPIs in our THC framework. Next, in Section V, we discuss how Hybrid and Multi Cloud trends can help better understand the overall health of an IT infrastructure as well as the additional challenges that they bring. Finally we conclude with Section VI.
II. RELATED WORK
Correctly assessing Technical Health Check (THC) of a managed IT environment is a quintessential part of service provider's duty. There are variety of tools and extensive literature that are related to the technical health check of a particular component of an IT environment such as application 2 , 3 [1] , [2] , storage 4 and network 5 . In addition, there are many tools out there to monitor the resources (such as CPU, Memory) in Cloud [3] , [4] . However there are two main differences of our work to previous work. First, our THC framework integrates raw Operational Data and aggregate them as Operational Metrics (OMs) and transform OMs to the Key Performance Indicators (KPIs) that provides a holistic view of the IT environment. Second, our framework integrates Subject Matter Experts (SMEs) input on KPI score calculation, and allow them to specify and dynamically change which components or health controls weights more among others.
In a related domain, Incident and ticket analysis is an active research area within the community. In [5] Diao et al. proposes to use crowds' ability to define classification rules for tickets where there are insufficient classified data. In [6] authors propose multi-label classification system for IT tickets utilizing the category hierarchy. In [7] , Zhou et al. developed a ticket analysis framework which recommends a solution for a given ticket using the previous history of resolutions.
Change Management is another source of operational data that is utilized by our THC framework. In [8] , authors propose to auto-classify the incoming change requests to better understand the impact by aggregated information associated with the change, for example reasons for past failures or best implementation practices. In [9] , Kalia et al. suggest a framework that auto-classify change requests to the classes in catalog using machine learning. In another paper, Guven et al. [10] , develop a solution to build casuality between change and incident, which can be used to understand change management maturity.
Assessing the Security & Compliance in Cloud is an upmost importance to our framework. Organizations like CIS and NIST provide guidance on how compliance should be done in managed IT infrastructure via technical specifications and vulnerability reporting and scoring 6 , 7 . In [11] explain a solution that enforce continuous compliance in a managed IT infrastructure. Besides, there are many work in literature that discuss how security and compliance can be achieved in Cloud [12] , [13] , [14] .
III. TECHNICAL HEALTH CHECK ARCHITECTURE
Our Technical Health Check (THC) framework consists of three core components as shown in Figure 1 : Operational Data Analyzer Module, KPI Identification & Quantification Module and KPI Consumers Module which consists of several functional use cases of KPIs and will be explained in Section IV. In the following subsections, we will delve into the details of the first two components of our THC framework.
A. Operational Data Analyzer
Operational data is an invaluable asset to understand the overall health of an IT infrastructure. Our framework mainly focuses on the operational data that is coming from Asset Management, Change Management, Event Management, Incident/Ticket Management and Security & Compliance Management.
Asset Management provides information about the age of the physical infrastructures such as servers and switches. As a device gets older, it is getting closer to End-of-Life (EoL) or End-of-Service (EoS). In that case, it is likely that these devices will fail more, and when they fail, the official technical support would be potentially unavailable. So the age of the assets is closely related to the performance of the whole IT infrastructure system and is an important indicator of its overall health.
Change Management allows service providers to keep track of the changes that have been applied to the various components of the IT infrastructure such as OSes, Middlewares and Applications. For example if a new memory needs to be attached to a server, it needs to be recorded on Change Management system first. As another example, if the operating system needs to be updated for a virtual machine, a change request also has to be submitted to the Change Management system and the updating process will be kept in the change request record.
Event Management provides a way to monitor various defined events on the service provider's radar. For example if a storage utilization of a server exceeds a certain threshold, an event may be fired and as a consequence different actions can be taken such as adding more capacity to the server. Such record keeping helps both service providers to optimize its management operations, as well as makes process/people accountable for audits.
Incident & Ticket Management provides a way to monitor the incidents that occur on the infrastructure as reported by the engineers or specialists. For example, a ticket may be opened for an application failure. It may turn out that the application failure is because of a recent change that has been made to the same server on its firewall rules. Therefore, utilizing the linkage between different management services, in this case Incident and Change Management, enable service providers to find the root cause of the problems. However, understanding the tickets comes with its own challenges. Most of the tickets are written in plain text in natural language and hence needs to be understood, i.e proper natural language processing and machine learning techniques (such as classification) needs to be applied to correctly understand the problem reported in the ticket.
Finally, Security & Compliance Management provides immense value as to evaluate the security and the compliance of the infrastructure in regards to various regulations that are asked to be enforced by the customer.
In a nutshell, Operational Metric (OM) is an aggregation of raw operational data. To illustrate the advantage of having aggregated measurements like OMs over the raw operational data, consider when updating a library on a Virtual Machine. Usually every update needs to be taken care of with care, meaning pre and post steps need to be followed in order Requests from the raw operational data provides insights of the overall health condition for the Change Management Operations. Table I gives examples of OMs. As can be seen from the Table, for each OM, we have a description, Lower and Upper bounds, Scale Type and Direction (to understand whether to minimize or maximize the the metric for a better performance). In order to quantify the OMs in a standard way across the metrics, we need a normalization process. Let us now delve into how normalization process works.
For each OM, we get a performance score which can be measured by different units. In order to have a valid comparison, all elements of performance values across OMs need to be transferred into the same unit. Thus the approach is the following:
• The subject matter expert determines the classification type of OM. 
By this procedure, we achieve two goals: All OMs performance values are transformed to the unit interval [0, 10] , and all the OMs of type minimization are converted into the criteria of maximization type thus can be handled together in subsequent steps as equal citizens. Operational Metrics (OMs) provide an aggregated measurement for a particular unit of function in the IT infrastructure. OMs are derived from many sources which are available to IT service providers. As a result, usually there are multiple metrics to understand the overall health of the particular health control. For example, for change management maturity as can be seen from Table I , we have multiple OMs to account for Change Management, and not all of them necessarily maps to one Key Performance Indicator. Hence, to better understand the overall health of the infrastructure, we need higher level metrics than OMs (which captures finer granularity functionalities). We call these higher level metrics, Key Performance Indicators (KPIs). KPIs capture the essence of the particular IT Environment's management performance.
To define KPIs we rely on an industry standard framework called COBIT®. In a nutshell, COBIT® provides a control framework for IT governance, aligns business goals with enterprise IT architecture. COBIT® specifies key indicators and measurements to control in the IT management system, hence guides us the performance indicators in the service quality control taking the business goals into the account. By using COBIT®, we rely on an industry standard framework to be able to account the health of the IT environment. Let us now explain how mapping from OMs to KPIs is done in our framework.
KPIs captures the health of a critical IT component for a Service Provider. Using KPIs, service providers, particularly Technical Architects, can quantitatively assess the health of particular crucial component of the IT environment and reason about potential technical issues, and impact to the business. Below we briefly describe our methodology to quantify the KPIs.
Given OMs, we need to combine relevant OMs and come up with a score. Usually OM to KPI mapping is many-to-many mapping. Note that different OMs can have different impact on the KPI score and therefore it needs to be accounted in the formula. Hence we need a weighing process. Thus the approach is the following:
• First SME defines the importance of each OM contributing to a KPI, as shown in Table II . However, different approaches such as machine learning to learn the weights can also be applied and we leave it as a future work.
• Second we need to combine the different OMs. Currently in our framework, we use a linear weighted combination. However more complex functions/formulas can also be explored (such as Quadratic function etc). More specifically, given OMs o 1 , o 2 , ..., o n with corresponding weights as w 1 , w 2 , ..., w n , we calculate the KPI score as shown in Equation 2, using a scale from [1, 5] . 
Algorithm 1 shows the overall calculation process for both OM and KPI values. In overall, the advantage of the method proposed above for multi-criteria (multiple OMs) scoring is the fact that we can deal with different scale types of OM, whether it is a maximization type or a minimization type. Furthermore, even if we have different scales and units of OM, the normalization process can convert all OM into the same unit base. With a simple pairwise evaluation of the most dominant OM against the remaining criteria, the method allows the qualitative input from a subject matter experts point of view. With this approach, the experts input is easy to understand and can be effectively handled. Likewise, the underlying qualitative model by importance level comparisons can be easily adjusted by machine learning and is suitable for further analysis.
IV. KPIS USE CASES
KPIs encompass various OMs and quantitatively reflects the health of a particular component of IT environment. In our THC framework, there are various consumers of KPIs. Among others, below we explain four of these consumers and shared their respective experimental results. Once KPIs are calculated, Technical architects can use KPI scores to better understand the health of the managed IT environment. To provide an intuitive expression of the KPI scores, we visualize them on a heatmap as similar to shown in Figure 2 . The figure shows the drill down feature of the heatmap, starting from top left in clockwise. The color scheme is coded in three colors: Green indicates a good performance (KPI score of [4, 5] ), Yellow indicates a caution (KPI score of [2, 4) ) and Red indicates a problem (KPI score of [1, 2) ) when immediate action is needed to investigate the IT component and fix any issues. The heatmap starts from a high level topic, such as Technology, Operational Processes etc., as shown in Figure 2 and can be drilled down until the actual KPI reached along with associated OMs. Trend is also shown to indicate the change from the last captured value.
A. IT Environment Heatmap

B. Benchmarking Among Customers
Another unique features of our THC framework is to be able to benchmark an account among other accounts. Figure  3 shows an example of benchmarking for an account for Server Domain. As shown in the Figure, overall statistics of all the other accounts (min., max. and median scores) are shown to help Technical Architects to understand where her account stands among others. For example, for Server High Availability, account's KPI score is 1, on the other hand, median score for all the other accounts are 3.8 in a range Though Technical Architects can use KPI scores to understand the overall health of particular health controls, it is also useful to know what will be the score in the near future. With that information available to Technical Architects, they can make more informed choices and act pro-actively. In this part, we present an experiment that we performed over 6 select KPIs over 12-months period for 7 accounts to show how affectively we can predict the next month's value. Due to various reasons such as data feed problem, in some months, we were not be able to calculate the KPI values (we have only 14 such missing values out of 504 KPI scores). For those missing months, we simply replaced the missing values with the average of their immediate neighbors.
Our methodology for evaluation is as follows: Starting from 8th month, we use the previous months' data to predict next month's value. Hence, to predict the KPI score for 11th month, we use the last 10 months of scores as training, and calculate the Mean Absolute Error (MEA) as the measurement. We take the average of MAEs (from month 9 to 12) and set as the calculated metric for that particular KPI for an account. To predict next month's score, we utilize three widely used time series forecasting methods, namely Autoregression (AR), Moving Average (MA) and Exponential Smoothing (ES). Figure 4 shows the average MAE for different accounts. Across all accounts overall MAEs are: MA 0.084, ES: 0.083 and AR 0.113. From the results, it is understood that MA, ES performs similarly and better than AR. Keeping in mind that KPI scores ranges from [1, 5] MAE less than 0.1 can provide a pretty good estimate of what is going to be the score of a KPI for the next month and can be helpful for Technical Architects.
D. KPI Correlations
Since there are multiple KPIs covering different aspects of IT service management system, it is important to look at the correlation of one KPI to the other KPIs. This can be quite useful in a way that, correlated KPIs can account to full problem that is observed on the IT environment. As an example, application failures may be a result of a poor capacity management, and if this correlation is observed, we can arrive to a solution quicker than only focusing on application failures. In order to calculate KPI correlations, we look at the historical KPI scores. We use 6-months of KPI scores and use the coefficient of correlation formula to calculate correlation between different KPIs. In particular, if the values of KPI1 in the last 6 months are k 1 , k 2 , ..., k 6 and the values for KPI2 in the last 6 months are p 1 , p 2 , ..., p 6 , we use the predicted value from linear regression to help find the coefficient of correlation, i.e. f i for i = 1, 2, ..., 6 given in 3 below.
Then the correlation score between KPI1 and KPI2 is in 4 below:
wherek = 1 n 6 i=1 k i is the average value of KPI1 over the last 6 months. In the practical implementation, the SciPy package is used to compute the r-square scores between pairwise KPIs.
When the correlation score is above 0.5, empirically it indicates that the two KPIs are strongly related. Identifying strongly related KPIs could help demonstrate hidden relationships between different domains. Table III shows four strongly correlated KPIs we found in one of the experiments. The KPI Server Monitoring Ratio and Server Capacity Events Ratio measures the percent of server that is being automatically monitored and the percent of CPU/Memory related events in the system, which are both IT operation process related KPIs. While Business Outage measures the number of business outages that happened in the past 6 months, which is a business performance related KPI. The KPI scores show that all the three KPIs are strongly correlated with the KPI DPP, which refers to Defect Prevention Process. It indicates that the server monitoring and capacity monitoring have a great impact on the business outage. By discussing with Subject Matter Experts (SMEs), we learned that from their experience, if the accounts' servers and their capacity are better monitored, their risks of having severe business outages are much better controlled.
V. TECHNICAL HEALTH CHECK IN HYBRID/MULTI CLOUD ENVIRONMENT
With companies are increasingly moving to the public cloud, this brings in new challenges for IT service providers. Additionally, according to the recent statistics, 85% of the companies are already using more than one cloud environments, and the number is expected to increase to 98% in 3 years [15] . As such, these trends make service provider's job challenging in two ways.
First, there are variety of companies that provide public cloud services including Amazon, Google, IBM and Microsoft. Each one of these public cloud vendors provides different set of services for their customers. Besides, these services can change rapidly and new services are constantly being added. Both of these factors make it hard for service providers to be able to find Subject Matter Experts (SMEs) who fully understand the services to provide the required services for their customers. Meanwhile, failure to address user's concern in a timely manner would undermine the provider's goodwill.
Second, companies have different motivations to move to the public cloud. Some to reduce the cost, some to take advantage of a new set of managed services provided by the cloud vendors such as the ones related to Artificial Intelligence. At the same time, many companies (especially big ones), have already made a lot of investments over the decades to build up their own datacenters (again for various reasons, such as privacy and security), so they are usually reluctant to move away from their own private datacenter altogether. As a result, increasingly, many companies end up in an IT environment where applications run in hybrid cloud environment. Microservices also support this trend, and it is not very uncommon to see some microservices of an application are running in public cloud and some are running in private cloud. As a result, IT service providers increasingly faces to manage hybrid workloads which are obviously harder than managing IT service provided by one vendor.
On the other side, moving to the public cloud comes with its own benefit and opportunities. First service providers now be able to help customers to move different cloud providers where customers sees more appropriate. In a way, this would help prevent lock-down in a specific cloud vendor and take advantage of the price and service varieties of different cloud providers. Assuming, IT service providers have enough SMEs to support this journey, companies can increasingly would like to take advantage of it. Second, service providers can now offer their customers more choices, and also be able to go along with the customer's strategy than enforcing their own strategy in terms of which provider or service to use.
Given the above challenges and opportunities, next we discuss how our framework can adapt itself to work in different cloud architectures, such as Infrastructure as a Service (IaaS) and Platform as a Service (PaaS).
A. THC in IaaS
In IaaS environment, some of the metrics that our THC framework makes use of today is not appropriate. For example, server (physical) currency (age) now becomes responsibility of the public cloud vendor and our framework may not need to worry about. At the same time we still need to keep track of what changes applied to servers, so proper Change Management needs to be in place. Also necessary tools need to be in place to monitor the events and logs in the infrastructure. In some cases, cloud vendors already provides such tools, therefore proper integration of such tools to our framework is necessary to capture the full picture. Same is valid for Security & Compliance, service providers still need to provide the Security and Compliance requirements based on the customer's need.
B. THC in PaaS
In PaaS environment, for example in Cloud Foundry 8 , both the virtual machines (servers) and runtimes (such as Java, Python etc.) are provided and managed by the cloud providers. In this case, we mostly need to worry about the application. Our framework needs to make sure that application development follows the DevOps rules and secure and compliant applications are pushed to the cloud providers. An opportunity emerges for our framework to provide advisory capabilities through monitoring of an applications and their performance on possible rearchitecting or refactoring based on the operational data and insights. Traditional processes such as, change management need to be adapted to the new operating model. With DevOps the scale of changes increases, as well as the dependency across microservices. These new models of operation will drive and capture the KPIs that are meaningful in new hybrid Cloud environment.
VI. CONCLUSION
In this paper, we present Technical Health Check for cloud service providers. Our THC framework makes use of raw operational data as Operational Metrics (OMs) and transforms them to Key Performance Indicators (KPIs) based on a industry-standard COBIT® framework. KPIs allow service providers to be able to capture the health of an underlying IT environment. With multiple use cases of KPIs, we demonstrated that our framework provides immense value to the Technical Architects not just in terms of monitoring the IT environment, but also understanding the actual causes of the problems that occur in the environment via KPI correlation analysis and KPI score prediction. Finally, we discuss the challenges and opportunities that Hybrid/Multi Cloud brings from the perspective of Cloud Service providers, by identifying challenges at IaaS and PaaS level, coupled with
