Abstract. Nakayama automorphisms play an important role in several mathematical branches, which are known to be tough to compute in general. We compute the Nakayama automorphism ν of any Ore extension R[x; σ, δ] over a polynomial algebra R in n variables for an arbitrary n. The formula of ν is obtained explicitly. When σ is not the identity map, the invariant E G is also investigated in term of Zhang's twist, where G is a cyclic group sharing the same order with σ.
Introduction
In the past three decades, a great deal of research appears on Artin-Schelter regular algebras arising from noncommutative projective algebraic geometry and on noetherian Hopf algebras. Associated to these algebras, there are automorphisms that play an important role in studying and/or classifying them. They are related with the study of rigid dualizing complexes, Hopf algebra actions, noncommutative invariant theory, Zariski cancellation, and so forth. Such automorphisms are nowadays called Nakayama automorphisms in the literature. Examples of algebras that have Nakayama automorphisms are: noetherian Artin-Schelter Gorenstein algebras, many noetherian Hopf algebras, some (co)invariant subalgebras of ArtinSchelter regular algebras under Hopf algebra actions, Poincaré-Birkhoff-Witt deformations of some graded algebras. In general, Nakayama automorphisms are known to be tough to compute. We refer to [1] , [2] , [3] , [8] , [10] , [11] , [13] , [14] , [15] , [16] and the references therein for the progress on this topic during the past years.
Nakayama automorphisms, which turn out to be unique up to inner for an algebra, are related with twisted Calabi-Yau algebras (or skew Calabi-Yau algebras); in particular, a homologically smooth algebra whose Nakayama automorphism is inner is Calabi-Yau in the sense of Ginzburg [4] . Calabi-Yau algebra is an algebraic structure arising from the geometry of Calabi-Yau manifolds and homological mirror symmetry. It has attracted much interest in recent years.
On top of the examples we mentioned above, one can construct new algebras belonging to the class via a given algebra having a Nakayama automorphism; for instance, by Ore extensions. In order to study right coideal subalgebras of quantized enveloping algebras and 5-dimensional Artin-Schelter regular algebras, Wang, Wu and the first author proved that if A is twisted Calabi-Yau with Nakayama automorphism ν A then the Ore extension E = A[x; σ, δ] has Nakayama automorphism ν E such that ν E | A = σ −1 ν A and ν E (x) = λx + b for an invertible λ ∈ A and b ∈ A [9] . The only drawback is that λ, b are not completely determined. This result was improved by several professionals in different contexts, cf [5] , [6] , [18] , etc. Among them, Zhu, Van Oystaeyen and Zhang showed that λ is equal to the homological determinant hdet(σ) of σ, introduced by Jørgensen and Zhang [7] , for any trimmed graded Ore extension A[x; σ] over a Koszul Artin-Schelter regular algebra A. Notice that there are numerous automorphisms that are not graded for a specific graded algebra, even for a polynomial algebra. Besides, the parameter b is still unknown for non-trimmed Ore extensions.
In this paper, we partially make up for the deficiency of the result in [18] . We focus on Ore extensions R[x; σ, δ] where R is the polynomial algebra k[z 1 , . . . , z n ], but we do not impose any restrictive conditions about the automorphism σ and the σ-derivation δ. By regarding R as a noncommutative algebra, we introduce in §2 a noncommutative version of partial derivation ∆ p with respect to each variable z p (1 ≤ p ≤ n). In terms of ∆ p , there is a determinant J which is analogous to the classical Jacobian determinant. We call J the noncommutative Jacobian determinant, and discuss relations between it and the classical one. Following the idea in [9] , we construct a bounded resolution of E = R[x; σ, δ] by finitely generated free left E e -modules in §3. The differentials of this resolution are expressed explicitly, by using ∆ p and J.
In §4, we compute the Nakayama automorphism ν of E, completely determining the two parameters λ and b. We capture λ and b in several different cases. The results are summarized as follows (Theorems 4.2, 4.5, and Corollary 4.3):
be an Ore extension, and J the Jacobian determinant of σ. Then the Nakayama automorphism ν satisfies ν| R = σ −1 and
where X δ is a vector field determined by δ and ∇ · X δ stands for the divergence of
where κ is in the quotient field of R and σ q is an extension of σ. Both κ and σ q are uniquely determined. As a consequence, E is Calabi-Yau if and only if σ = id and ∇ · X δ = 0.
Suppose σ = id, and let G be a cyclic group of order equal to that of σ (also equal to that of ν). There is a G-action on E naturally. We investigate the invariant E G in §5. In this section, we first extend σ, δ to the quotient field R q of R. The extended automorphism is denoted by σ q , and the extended σ q -derivation is denoted by δ q , respectively. A larger Ore extension E q = R q [x; σ q , δ q ] is hence obtained. Next we show that the invariant E G q is isomorphic to the Zhang's twist tw( R q , σ q ) of a graded algebra R q via a graded automorphism σ q . Later on, we discuss the subalgebra E G of E G q in two cases. The case κ ∈ R is very easy, under which we deduce that E G is isomorphic to the Zhang's twist tw( R, σ); the other case κ / ∈ R is quite subtle because sometimes E G carries a graded algebra structure in a natural way but sometimes not. If E G is not graded, we equip it with a filtration, whose associated graded algebra gr E G is proven to be a graded subalgebra of tw( R, σ). The graded subalgebra may happen to be tw( R, σ) itself. The results are summarized as follows (Theorem 5.4):
G is isomorphic to a graded subalgebra of tw( R, σ), (2) gr E G is isomorphic to tw( R, σ) if either ν(x) = Jx or σ is of finite order r with char k ∤ r.
Throughout this paper, k is a field and all algebras are over k unless stated otherwise. Unadorned ⊗ means ⊗ k .
Preliminaries
Let A be an algebra and M an A-bimodule. The group of algebra automorphisms of A is denoted by Aut(A). For any σ ∈ Aut(A), denote by σ M (resp. M σ ) the left A-module (resp. right A-module) whose ground k-module is the same with M and whose left (resp. right) A-action is twisted by σ, that is, a ⊲ m = σ(a)m (resp. m ⊳ a = mσ(a)) for any a ∈ A, m ∈ M .
Let A op be the opposite algebra of A, and A e = A ⊗ A op the enveloping algebra of A. We will often identify A-bimodules with left or right A e -modules, for convenience. Recall that A is homologically smooth if A as a left (or equivalently, right) A e -module, admits a finitely generated projective resolution of finite length.
(1) A is homologically smooth, (2) there are isomorphisms of A-bimodules
in which the regular left module structure on A e is used for computing the Ext-group, and the right one induces the A-bimodule structure on the Ext-group.
Let R be an algebra. Given an endomorphism σ on R and a σ-derivation δ, one obtains an extension E = R[x; σ, δ] over R which is called an Ore extension. We assume that the reader is familiar with this topic. For details we refer to [12] . Since E will inherit nice properties from R if σ is an automorphism, we require in this paper that σ is always an automorphism when Ore extensions are mentioned. Customarily, an Ore extension is called trimmed if δ = 0, called differential if σ = id. In both cases, we write R[x; σ] and R[x; δ] respectively. Lemma 2.1. Let E = R[x; σ, δ] be an Ore extension. Then there is a short exact sequence
where ν E is determined by ν E | R = σ −1 ν R and ν E (x) = λx + b with λ, b in R and λ invertible. Moreover, λ depends only on σ, and b depends on both σ and δ.
Remark 2.1. The parameters λ and b have not been completely determined so far. Though, other professionals improve Theorem 2.2 a lot, mainly dealing with the first parameter λ in several contexts. As far as the author knows, the following two are of importance and of interest:
(1) [5] If σ = ν R and δ = 0, then ν E (x) = x. As a consequence, every twisted Calabi-Yau algebra admits a trimmed Ore extension that is Calabi-Yau. (2) [18] If R is graded Koszul, σ ∈ GrAut(R), and δ = 0, then ν(x) = hdet(σ)x.
From now on, let R = k[z 1 , z 2 , . . . , z n ] be the polynomial algebra in n variables. Denote σ i = σ(z i ) and δ i = δ(z i ). Then σ is completely determined by the n-tuple (σ 1 , . . . , σ n ), and respectively, δ is determined by (δ 1 , . . . , δ n ).
For any polynomial ϕ in R, we write dϕ = 1 ⊗ ϕ − ϕ ⊗ 1; it is called the noncommutative 1-form of ϕ in noncommutative geometry. For each 1 ≤ p ≤ n, define the linear map ∆ p : R → R ⊗ R by
If µ is the multiplication map of R, then we can check µ∆ p = ∂/∂z p . Hence ∆ p is sometimes called the noncommutative partial derivation with respect to z p , and Lemma 2.3 is analogous to the total differential formula in calculus.
We will introduce a determinant J in terms of ∆ p which are somewhat Jacobianlike. By definition, J = |∆ j (σ i )| n×n , and we called it the noncommutative determinant of σ. In fact, µ(J) is equal to the common Jacobian determinant J of σ. For any pair of sequences (i 1 , . . . , i p ) and (j 1 , . . . , j p ) in {1, 2, . . . , n}, define J i1...ip j1...jp to be the determinant of order p whose (u, v)-entry is ∆ jv (σ iu ).
Free resolutions
In this section, we follow the idea used in [9] 
e -modules) whose differentials are given by
Likewise, denoting by e 
Then ρ is a lifting ofρ. 
Proof. Let us compute
where the last equality holds by expanding the determinant J 
Then ρ is a lifting ofρ.
Proof. Like in the proof of Proposition 3.2, we have
and by Lemma 2.3,
Corollary 3.3. Let E and ρ be in Propositions 3.1 or 3.2, cone(ρ) is a free resolution of E as a left E e -module.
Nakayama automorphisms
In order to compute the Nakayama automorphism ν of trimmed or differential E (or equivalently the cohomological group Ext n+1 E e (E, E e )), let us observe the differential d ρ n+1 : cone(ρ) n+1 → cone(ρ) n . By Corollary 3.3, we know Ext
where d
. The E-bimodule structure on E e / im d ρ∨ n+1 inherits from the multiplication on E e from right, i.e.,
On the other hand, Ext n+1 E e (E, E e ) ∼ = E ν is proven in Theorem 2.2.
Lemma 4.1. Let E be trimmed or differential whose Nakayama automorphism is ν. For any a, f in E, ν(a) = f if and only if a ⊗ 1
Proof. We choose an automorphism θ : E e / im d ρ∨ n+1 → E ν , and suppose θ −1 (1) = y 1 ⊗ y 2 := y 1 ⊗ y 2 + im d ρ∨ n+1 and θ(1 ⊗ 1) = k. It follows that
Necessarily, k ∈ k \ {0}, and without loss of generality, we assume k = 1. Hence
Trimmed case.
As free E e -modules, cone(ρ) n+1 and cone(ρ) n are of rank 1 and n respectively. By Proposition 3.1,
The differential is thus represented by the matrix (multiplying from right)
for all f ∈ R. It follows from Lemma 4.1 that ν(f ) = σ −1 (f ), in accordance with Theorem 2.2. For ν(x), we write J = g 1 ⊗ g 2 and recall that the Jacobian determinant J of σ satisfies J = µ(J) = g 1 g 2 . Hence
Remark 4.1. When σ is a graded algebra homomorphism, J is equal to the homological determinant hdet(σ) (cf. [7] ). Hence, the formula ν(x) = Jx coincides with [18 
, and thus
Similar with the trimmed case, we have ν(f ) = f for any polynomial f ∈ R, in accordance with Theorem 2.2. Since in the differential case
we then have the vector field X δ = (δ 1 , δ 2 , . . . , δ n ) on the affine space A n k , and then ∇ · X δ denotes the divergence of this vector field. Theorem 4.2. Let E = R[x; δ] be a differential Ore extension. The Nakayama automorphism ν of E is then given by ν| R = id and
Proof. It is sufficient to show the expression of ν(x) given in the theorem is true. In fact, let us write Lemma 4.4. Let σ = id and δ be a σ-derivation. Then there is a unique κ in the quotient field R q of R such that δ(h) = κ(σ(h) − h) for all h ∈ R.
Proof. Since R is commutative, by applying the Leibniz's rule to δ(f g) and δ(gf ), we have
Choose any f such that σ(f ) = f . If δ(f ) = 0, then δ = 0, and we hence obtain κ = 0. If δ(f ) = 0, then δ(g) = 0 if and only if σ(g) = g. So the quotient δ(f )/(σ(f ) − f ) is independent of the choice of f , which is the desired κ.
Notice that the automorphism σ on R extends to R q naturally, we write σ q ∈ Aut(R q ) for the extension. 
We have proven the theorem in §4.1 for δ = 0. When δ = 0, we know that ν(x) = Jx + b for an undetermined b ∈ R by Theorem 2.2. Let f ∈ R be such that σ(f ) = f . We then apply ν to the relation xf 
Invariants under Nakayama automorphisms
In the present section, we suppose σ = id, and let κ be as in Lemma 4.4. Let G be a cyclic group of order equal to that of σ, then by Corollary 4.6, we have G-actions on R and on E naturally.
Our goal is to study the invariant E G = {a ∈ E | ν(a) = a}. For the purpose, let us construct a subsidiary Ore extension as follows. Since σ q is an automorphism on R q , we define δ q : R q → R q by δ q (c) = κ(σ q (c) − c) for all c ∈ R q . It is evident to check that δ q is a σ q -derivation and δ q | R = δ. So we have an Ore extension E q = R q [x; σ q , δ q ] that contains E as a subalgebra.
The group G acts on E q via ν q where ν q ∈ Aut(E q ) is the unique extension of ν. We will determine E G q . Let S r s (a 1 , a 2 , . . . , a s ) be the elementary symmetric polynomial of degree r in variables a 1 , a 2 , . . . , a s , where 1 ≤ r ≤ s. We adopt S 0 s (a 1 , a 2 , . . . , a s ) = 1.
Proof. Let us prove it by induction on r. When r = 0, this is clearly true. Now let r ≥ 1 and assume that the lemma holds true for r − 1. We then have namely, the lemma also holds true for r.
By virtue of Lemma 5.1, any element of E q can be uniquely expressed as i g i (x+ κ) i for some g i ∈ R q . Since (4.1) can be rewritten as ν q (x + κ) = J(x + κ), it is easy to verify that i g i (x + κ)
i ∈ E 
