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Abstract-- In this paper, a method is described for obtaining an estimate of the error of the Tau 
Method for ordinary differential equations; it is based on a modification of the error of Lanczes 
economization process. Perturbing the integrated error equation does not  appear  to  improve the 
accttracy of the estimate significantly, while perturbing the homogeneous boundary conditions can 
lead to an increase in the accuracy of the estimate. In addition, the estimate is represented in terms 
of Canonical polynomials without any appreciable ss of accuracy. Several examples are given to 
illustrate the effectiveness of the method, including the incomplete gamma, exponential nd Bessel 
functions. 
1. INTRODUCTION 
Accurate approximate polynomial solutions of linear ordinary differential equations with poly- 
nomial coefficients can be obtained by using the Tau Method introduced by Lanczos [1] in 1938. 
Techniques based on this method have been reported in the literature with applications to more 
general equations including nonlinear ones [2,3], while techniques based on direct Chebyshev 
Series replacement have been discussed by Fox [4]. In a recent paper, Onumanyi and Ortiz [3] 
proposed a practical error estimation procedure. In this work, a polynomial is constructed, based 
on the error function associated with polynomial economization, which gives a theoretical es- 
timate of the maximum error of the Tau Method. In doing so, the number of undetermined 
constants is kept to a minimum; the resulting error polynomial does not require further evalu- 
ations at points of the interval considered. For our subsequent use, we recall some well-known 
properties of the Chebyshev polynomials 
T*(z )  = cos ( rcos - l (2x  - 1)), r :> 0, 0 -< z 1, 
"- 22r -1 (x  r r x r_ l  +"'). 
If C~ r) denotes the coefficient of x k in T~(x) then C (r) = 22r-1, C(r)r-1 -- -112rC( r ) .  It follows 
that Vr_ l lV  /fT(r) m --1/2 r. Reducing a given polynomial ao + a lx  + • • • + anx n to one of degree 
n - 1 by means of the economization process in the range 0 ~ z ~ 1, involves an error of 
an T* (x ) /2  ~n-1, which is a polynomial of degree n. In the sequel, we modify an T*(z)/2 2n-1 for 
it to become an approximation to the error of the Tau Method. The paper of Ortiz [2] gives an 
account of the theory of the Tau Method developing a recursive formulation of it. Such then is 
applied to the following basic problem: 
L y(x) : -  Pro(x) y(m)(x) +""  + Po(X) y(x) = f (x ) ,  a ~_ x ~ b, (1.1) 
Supported by the Senate Research Grant, University of norin. 
Typeset by .A.A~-TEX 
19 
20 R.B. ADENIYI, P. ONUMANYI 
y(r)(x) stands for the derivative of order r of y(x); f(z) and Pr(x), r = 0, i,..., m are polyno- 
mials (or polynomial approximations immediately derivable by using the Tau Method) of given 
functions. We assume that y(z) satisfies m conditions 
rn--I 
,~  y~) (~)  = ~,  k = I, 2,..., m, (1.2) 
r-----0 
where ark, xrk and at are given real numbers. We assume here that a transformation has been 
made such that a = 0 and b = I, to simplify matters further. 
2. AN ERROR ANALYSIS 
If we define en(X) = y(x) - y,~(x), then en(x) satisfies the error equation 
Le,~(x) = -gn(x),  (2.1) 
where H,~(z) = ~--]~+,-1-~ rrn+,-r T~*_m+r+l(Z), s => 0, t => 0 are integers with their usual 
meaning (see Ortiz [2]) and en(z) also satisfies the conditions (1.2) with ak = 0, k = 1, 2,.. .  , m. 
It is possible to derive a polynomial estimate (en(z))n+l of degree n + 1 for en(z) by 
modifying anT*(x)/22r*-1 as follows. Replace an by ¢npm(Z) and T*(z)/22n-x by 
T~_,n+l(X)/22('~-'n+t)-t, where ~b,~ is a constant o be determined and pro(z) = (z - x0) m, 
if the conditions (1.2) are all given at x0, 0 =< z0 =< 1. Then we have 
¢,., pm(x) T*_rn+l(X) (2.2) (en(X))n4.1 - - -~ 22n_2m+l  ' 
for a polynomial approximation to en(x). The role of #,n(x) is to ensure that (e, (X))n+l satisfies 
some or all the homogeneous conditions of e,(x). We shall now develop three approaches to the 
problem of fixing the value of en. 
METHOD 1: Differential Form 
Let us consider the perturbed error equation 
L(en(x))n+l -" -Hn(x) + HM(X), 
where 
M __> n + 1, (2.3) 
m-l-a-- I--~ 
HM(X) = ~ rm+,-r T,~-rn+r+2(x). (2.4) 
r----0 
The necessary (m + s + 1 - t) equations to determine Vt+l,... , ?rn+, and en are given by equating 
corresponding coefficients of xn+'+l-t , . . .  ,z n+l-m in (2.3). A forward elimination process is 
used. Substituting the expression so obtained for en into (2.2) gives (en(X))n+l in terms of 
known quantities. We then obtain, for large n, the estimate 
I¢-I (2.5) g--- max I (en(x)) ,+l l -  22(n_rn)+l , 
0_<x_<l 
for II~-Jl = max I~-(~)1. 
0_<~_<1 
METHOD g: Integrated Error Equation 
The Integrated Error Equation is considered here with the aim of improving the accuracy of the 
estimate (2.5). To this end, let f f .  ~. f g(x)dx denote the indefinite integration i times applied 
to the function g(x), and let IL = f f  .m.. fL(.)dx. The integrated form of (2.1) is 
IL(en(x)) =- - f / .m. /Hn(~)d~.  (2.6) 
We consider the perturbed form of (2.6), i.e., the perturbed integrated error equation, 
I L (en(x ) )n+l  = - + Hn+l+m(x), (2.7) 
which is satisfied by (en(x)),+l, given by (2.2). Equating corresponding coefficients of like powers 
of x in (2.7), and solving the resulting algebraic equations lead to the value of ¢,. 
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METHOD 3: Ca.onical Poly.omials 
The expression of the approximate solution yn(x) in terms of Canonical polynomials offers 
several advantages: Canonical polynomials neither depend on the boundary conditions of the 
problem which we want to solve nor on the interval in which the solution is sought. When an 
approximation of a higher degree n + d, d > 1, is required, it is only necessary to compute 
Qn+I(X), ..., Qn+d(X) Canonical polynomials, and weight these and the ones already computed 
with a different set of coefficients Ci n+d), ]¢ = 0, 1, 2 . . . .  , n÷ d, to get the desired approximation. 
Once the Canonical polynomials are generated they can be used for an error estimation of the 
Tau Method (see [5,6]). Here we consider a slight perturbation of the given boundary conditions 
(1.2) by g to obtain an estimate of the Tau parameter rm+, in terms of the Canonical polynomials 
which is then substituted into the expression for g given in (2.5) for a new estimate. The details 
of the three methods will be illustrated by a numerical example in the next section. 
3. A WORKED EXAMPLE 
Example 1: 
r /  
Ly(x) := (2 (1÷ x)~ x + 1)y(x) - 0, 
The exact solution is y(x) - (1% x)-½. In this case, 
O~x___l, y(O) = I. 
rn = 1, s = 0, t = 0, x0 = 0, M = n + 1, ~tl (X)  -" X, 
g.(~) = nTZ(~), HM(~) = hTZ+~(x), (e.(~)).+l - ¢"~TZ(~) 
22n-- 1 
(3.1) 
METHOD 1: 
LCen(x)),+l = - r l  T*Cx) ÷ rl T,*+l(x). (3.2) 
Substituting (3.1) into (3.2) and expanding both sides of (3.2), we obtain the following equation: 
22.-1 ~" [(2"+3)c-~")x"+1 + {(2" + 1) c("~--1 + (2. + 2)c.~-)}x- + ...] 
t'(n')" 1) xn+l  C(n n+l) "'" (3.3) --" 11 ~n+l  "4- {7"1 - -  7"1 C(nn)}x  n "~- • 
Equating coefficients of corresponding powers of x "+l and x n in (3.3), gives the following equa- 
tions: 
,~(.+I) (2,  + 3) C(,) ¢, ,  (3.4) 
~'1 " 'n+l  = 22 ._  1 
- -  ~ vn- -1  rl C ("+1) rl C(, ") (2n + 1) + + 22.-i ¢.. (3.5) 
We solve (3.4) and (3.5) for ¢ ,  and ~1 using forward substitution. From (3.4) we have 
Substituting (3.6) into (3.5) gives 
22._  1 g-~(n-{- 1)
Wn+l  
(2.+3)c¢. ") 
- Vn+ 1 
(3.6) 
¢._nC( . )={(2"+1)C(" - ) I  (2- + 2) C- (") } 
22._ 1 + 22n_ 1 Cn. (3.7) 
22 
Using C (n) = 2 2"-x 
and (3.7) becomes 
Hence 
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C(~) ~- - -+n,  C(~+1) , 2~--' ~ = -½ (n + 1); (3.6) becomes 
fi = (2. + 3) 
22n+ 1 Cn, 
1 1 
Cn [ -~(n  + 1) (2n + 3) + ~n (2n + 1) - (2n + 2)] = 22n-1 I"1, 
¢, [-(4n + 3.5)] = 22n-1 rl. 
2 2n -- 1 
¢,  - - -  rl, 
4n + 3.5 
and from (2.5) we obtain, for m = 1, that 
e= Inl 
4(n + 0.875)" 
For this example, Fox [7] used a different analysis to obtain an estimate 
Inl 
4 (n - 1)" 
METHOD 2: 
From (2.7) we have 
where 
Thus 
fo= fo= [2 (1 + u) (e'n(u))n+l + (en(u)),+x] du = - H,~(u) du + HM(X), 
M=n+2,  
H.(x) = n T;(~), 
(~.(~)).+~ - ¢- ~TZ(~) 
22n--1 ' 
and HM(X) = h T.*+dx). 
(3.8) 
(3.9) 
(3.10) 
[ ]=/0= /0= /0= 2(1+~,)(e.(u)).+l -2  (e.(u)).+id~+ (e.(~)) .+~du=-r l  T,:(~,)du++~T;+2(~), o 
which gives 
/o // 2 (1 + x) (e.(x)).+~ - (~.(u)).+l eu = -n  T~(u) e~ + +~ T,~÷2(~). 
Expanding and collecting like terms gives 
[ (2n + 3) x,~+ 2 (2n2 - 3n -  4) x.+1 } 
¢" 1 ~T~ - ~¥~ + J 
p(.+2) ~..+2 ~ ,~(.+2) n C- (") =h-- . ,+2 - + jx  "+1+. - . .  (3.11) / ~1 ""n+l R + 1 
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Equating coefficients of corresponding powers of z n+2 and X n+l  in (3.11) gives the following set 
of equations: 
From(3.12) we have 
,,(,+~) (2n + 3) 
1 ~n+2 - n + 2 en,  (3.12) 
(~(n+2) n C (n) (2n 2 - 3n - 4) 
"rl "-'n+l n + 1 - 2n + 2 4~n" (3.13) 
Substituting (3.14) into (3.13) gives 
Hence, 
and thus 
(2 .+3)  
Vl---- 22n+a(n_}.2) Ca. (3.14) 
(2n + 3) (n + I) ~b. + 2 2"-1 = - - - - -V -  ~1 ~(2 .  2 3.  4). 
22n- 1 
en -- 4 (n + 0.875) rl, 
= {n{ 
4 (n + 0.875) ' (3.15) 
which is the same estimate as in (3.10). Thus, the integrated form of the error equation (2.6) 
when perturbed as in (2.7) does not lead to an improvement in the estimate of the error. 
METHOD 3: 
n 
y.(m) = ~1 ~ c~(")Qr(m), 
r----0 
where Qr(m), r = O, 1 , . . .  , n are generated recursively as shown below. Let 
d 
L -  2 (1+, )~+ 1, 
Lx  r = 2rx  r-1 + (2 r+ 1) x r = 2r  iQr - l (X )  + (2 r+ 1) LQr (x ) ,  
x r = 2rQr_ l (x)  + (2r+ 1) Qr(m), 
since L is linear. Therefore, 
Qr(x )= xr - 2rQr- l (m) >0.  
(2r + 1) 
From (3.16), we obtain the set of Canonical polynomials: 
1 2 
Q0(m) = 1, QI(-)  = ~ m - ~, 
Using the initial condition y,~(0) = 1, we have 
Now, 
1 x2 4 8 Q2(m) = g - ]~  ~ + ~, . . . .  
Vl ZC~")  Qr(0) = 1. 
r----0 
lnl I ]~'~,=o c~(")O,(o) ~ I + g, 
(3.16) 
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where g ~ 0 is given by (3.10). Therefore, 
In l c,(") Q,(0) 
That is, 
1 
<1+ )[ 
= 4 (n + 0.875 vl [. 
Irl[ = <
4 (n + 0.875) 
4(n+0.875)  ~"~nr=o C(n) Qr(O ) - 1" 
This estimate of Irl[ is substituted in (3.10) to give 
1 
g _ < , (3.17) 
4(n+0.875)  y~:=oC(")Qr(O) - 1 
which is dependent on the Canonical polynomials and independent of rl. The main interest of 
(3.17) is that an estimate is possible prior to computation ofyn(x), assuming C0 (n), C~n), . . . ,  C(n "), 
Qo(x), Ql(x), . . .  , Q,(x) are known. 
In Table 1, we compare the estimates by the various methods with the error. The error is ob- 
tained throughout this paper using 100 equidistant points, in 0 =< x =< 1; i.e., 
error : :  max [y(xi) - ya(xl)l, where {xi} - {0, 0.01, . . . ,  0.99, 1.0}. 
Tab le  1 
Methods  
6 7 8 12 
Fox [7] 
E r ror  6.32 × I0  -e  9.67 × 10 -7  1.51 × 10 -7  1.00 × 10 -1°  
Es t imate  
Method  3 4.60 x 10 - °  7.37 × 10 -7  1.19 × 10 -7  0.86 × 10 -1°  
Method  2 4.60 × I0  - °  7.37 × 10 -7  1.19 × 10 -7  0.86 × 10 -1°  
Method  1 4.60 × 10 -8  7.37 × 10 -7  1.19 × 10 -7  0.86 × 10 - I °  
E r ror  3.19 × I0  - °  6.60 × 10 -7  1.00 × 10 -7  0.86 × 10 -1°  
4. FURTHER EXAMPLES AND NUMERICAL  RESULTS 
Example 2: 
d Ly (x ) :=( -~x-x2)y (x )=O , 0_<x_<l ,  y(0) = 1. 
The exact solution is y(x) = e~ ~a. For n - 9, 10 the order of the error is 10 -7, 10 -s,  respectively, 
and the three methods of error estimation confirm these numbers. 
Example 3: 
d 2 d 
Ly(x) := (x ~ + (a + 1 + x) ~ + o')y(x) = O, 
1 
y(0)=½,  y l (0 )=~.  
~=2,  0~x~l ,  
The exact solution y(x) denotes the incomplete gamma function. For n = 8, 9, 10 the order of 
the error is 10 -12 , 10 -13 , 10 -15 , respectively, and the three methods of error estimation again 
confirm these numbers. 
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Example 4: 
d 2 
Ly(x) :-- (~.x2 - 1)y(z) - O, 0 ~ z _~ 1, y(O) - 1, y l (o )  --" 1. 
The exact solution is y(x) = e =. The three error estimation methods agree on the figures given 
in Table 2 for this example. 
Table 2 
n Error  Es t imate  ~ Error  
8 5.63 ×I0  - I °  5.19 ×10 - I °  
9 1.40 ×10 -11 1.25 ×I0  -11 
10 3.19 x lO  -13 2.68 x lO  -13 
Example 5: 
d ~ d Ly(z ) : - - ( z~T-~x +z) y(z)-O' O-- -z~ 1, y(O)-- 1, yl(O)--O. 
The exact solution y(x) denotes Jo(x) which is the Bessel function of order zero. We obtain 
the same numerical results for the three methods of error estimation. The estimates confirm the 
order of the error 10 -11, 10 -13, 10 -15 for n - 8, 9, 10, respectively. 
Example 6: A stiff boundary value problem (see [11]). 
d 4 d 2 
L y(z) : -  (d-~x 4 - 3601 ~ + 3600) y(x) - -1  + 1800 2 ,  0 _< x _< 1, 
y(O)--1, y'(O)--1, 
y(1) = 1.5 + sinh(1), y'(1) : 1.0 + cosh(1), 
1 z2 sinh(z). y(z) = 1+ : + 
The problem in example 6 has been used quite often to test methods, see for example [8-11]. See 
Table 3 for the numerical results. 
Table 3 
Error Es t imate  
n 
8 
9 
10 
~,,(x) = ~2 (=_ i)2 Error  
1.42XI0 -8  6.15XI0 - Io  4.71X10 - lo  
4.07×10 -1o 2.08X10 - I I  1 .62x10 -11 
9.23x10 -12 5.33X 10 -13 4.16X10 -13 
We finally consider the following stiff system, for an initial value problem. 
Example 7: 
d [ 6y2 ~, 
i y(x) := (~ + 10) y(~) = \13.5  y l J  Y = (yl,  y2), 
y(0) = , y(x) = e" - e-19-  J '  
O~z~l, 
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For i = 1, 2: 
gn, i (x)  = 7.{ HM,i(z) = ri Tn+I(X). 
The procedure leads to the following result: 
@l = 10 ¢n,1 - 6 ¢,,2 10 ~bn,2 - 13.5 ¢n,1 
22n+ I , ~2 = 22n+ 1 , 
22n-1 [3 7-2 -t" (n -'F 6) 7"1] 22n-1 [6.75 7"1 -Jr (n -t- 6) 7"2] 
Cn,~= (n 2+12n+15.75)  ' ¢n,2= (n 2+12n+15.75)  
1 3 7.2 + (n + 6) 7,, 
gl = n2 + 12 n ~ I-5.-7-5 ' 
6.75  n + (n + 6) 7-2 
Oliver [12] used the problem given in example 7 to test his error estimation technique for ordinary 
differential equations in Chebyshev series. The error of his approximation to yl(x) for n = 8 is 
the same as the error of the r-method. However, the error estimates differ in accuracies in favour 
of our present procedure as shown in Table 4 (I). 
Table 4 
I: for Yl (X). 
Er ror  Es t imates  
Er ror  
Oliver [12] gl 
1.90 × 10 -2  1.75 x 10 -2  
1.41 x lO  -2  0.79 X 10 -2  0.73 × 10 -2  
3.18 x 10 -3  2.81 X 10 -3  
Ih for y2(x). 
n Error Estimate g2 Error 
7 2.76 X 10 -2  2.62 × 10 -2  
8 1.19 × 10 -2  1.09 × 10 -2  
9 4.69 × 10 -3  4.22 x 10 -2  
We note that the rate of convergence of a single polynomial approximation is 0 < x =< 1 is slow 
as Table 4 shows. This is due to the fact that the problem given in Example 7 is mildly stiff. 
Nonetheless our error estimate of the 7.-method is very effective. 
5. CONCLUSION 
The polynomial method of estimation of the error of the Tan Method has been described. 
The method is shown to be accurate, efficient and general in application for sufficiently smooth 
solutions y(x) and for Tan polynomial approximant y, (x)  of sufficiently large degree. 
The results obtained in the present work demonstrate he closeness between the error of Lanczos 
economization process and the error of the Tan Method. The three variants of the error estimate 
described have practically the same accuracy. 
In particular, we note the effectiveness of the present estimate ven in the case of a mildly stiff 
system for an initial value problem. 
In the vicinity of a singularity or near a rapidly varying portion of y(z), 0 < z _< 1, the error 
polynomial (en(z))n+l is understandably less reliable. In such a situation, partition of the given 
interval seems more appropriate. 
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