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Abstract
We provide a detailed study of the estimation of probability distributions—discrete and
continuous—in a stringent setting in which data is kept private even from the statistician.
We give sharp minimax rates of convergence for estimation in these locally private settings,
exhibiting fundamental tradeoffs between privacy and convergence rate, as well as providing tools
to allow movement along the privacy-statistical efficiency continuum. One of the consequences
of our results is that Warner’s classical work on randomized response is an optimal way to
perform survey sampling while maintaining privacy of the respondents.
1 Introduction
The original motivation for providing privacy in statistical problems, first discussed by Warner
[27], was that “for reasons of modesty, fear of being thought bigoted, or merely a reluctance to
confide secrets to strangers,” respondents to surveys might prefer to be able to answer certain
questions non-truthfully, or at least without the interviewer knowing their true response. With this
motivation, Warner considered the problem of estimating the fractions of the population belonging
to certain strata, which can be viewed as probability estimation within a multinomial model. In this
paper, we revisit Warner’s probability estimation problem, doing so within a theoretical framework
that allows us to characterize optimal estimation under constraints on privacy. We also apply
our theoretical tools to a further probability estimation problem—that of nonparametric density
estimation.
In the large body of research on privacy and statistical inference [e.g., 27, 18, 12, 13, 19], a major
focus has been on the problem of reducing disclosure risk: the probability that a member of a dataset
can be identified given released statistics of the dataset. The literature has stopped short, however,
of providing a formal treatment of disclosure risk that would permit decision-theoretic tools to be
used in characterizing tradeoffs between the utility of achieving privacy and the utility associated
with an inferential goal. Recently, a formal treatment of disclosure risk known as “differential
privacy” has been proposed and studied in the cryptography, database and theoretical computer
science literatures [15, 2, 14]. Differential privacy has strong semantic privacy guarantees make it a
good candidate for declaring a statistical procedure or data collection mechanism private, and has
been the focus of a growing body of recent work [14, 17, 20, 28, 25, 7, 21, 9, 6, 11].
In this paper, we bring together the formal treatment of disclosure risk provided by differential
privacy with the tools of minimax decision theory to provide a theoretical treatment of probability
estimation under privacy constraints. Just as in classical minimax theory, we are able to provide
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lower bounds on the convergence rates of any estimator, in our case under a restriction to estima-
tors that guarantee privacy. We complement these results with matching upper bounds that are
achievable using computationally efficient algorithms. We thus bring classical notions of privacy,
as introduced by Warner [27], into contact with differential privacy and statistical decision theory,
obtaining quantitative tradeoffs between privacy and statistical efficiency.
1.1 Setting and contributions
Let us develop a bit of basic formalism before describing—at a high level—our main results. We
study procedures that receive private views Z1, . . . , Zn ∈ Z of an original set of observations,
X1, . . . ,Xn ∈ X , where X is the (known) sample space. In our setting, Zi is drawn conditional
on Xi via the channel distribution Q(Zi | Xi = x,Zj = zj , j 6= i). Note that this channel allows
“interactivity” [15], meaning that the distribution of Zi may depend on Xi as well as the private
views Zj of Xj for j 6= i. Allowing interactivity—rather than forcing Zi to be independent of
Zj—in some cases allows more efficient algorithms, and in our setting means that our lower bounds
are stronger.
We assume each of these private views Zi is α-differentially private for the original data Xi. To
give a precise definition for this type of privacy, known as “local privacy,” let σ(Z) be the σ-field
on Z over which the channel Q is defined. Then Q provides α-local differential privacy if
sup
{
Q(S | Xi = x,Zj = zj , j 6= i)
Q(S | Xi = x′, Zj = zj, j 6= i) | S ∈ σ(Z), zj ∈ Z, and x, x
′ ∈ X
}
≤ exp(α). (1)
In the non-interactive setting (in which we impose the constraint that the providers of the data
release a private view independently of the other data providers) the expression (1) simplifies to
sup
S∈σ(Z)
sup
x,x′∈X
Q(S | X = x)
Q(S | X = x′) ≤ exp(α), (2)
a formulation of local privacy first proposed by Evfimievski et al. [17]. Although more complex to
analyze, the likelihood ratio bound (1) is attractive for many reasons. It means that any individual
providing data guarantees his or her own privacy—no further processing or mistakes by a collection
agency can compromise one’s data—and the individual has plausible deniability about taking a
value x, since any outcome z is nearly as likely to have come from some other initial value x′. The
likelihood ratio also controls the error rate in tests for the presence of points x in the data [28]. All
that is required is that the likelihood ratio (1) be bounded no matter the data provided by other
participants.
In the current paper, we study minimax convergence rates when the data provided satisfies the
local privacy guarantee (1). Our two main results quantify the penalty that must be paid when
local privacy at a level α is provided in multinomial estimation and density estimation problems. At
a high level, our first result implies that for estimation of a d-dimensional multinomial probability
mass function, the effective sample size of any statistical estimation procedure decreases from n to
nα2/d whenever α is a sufficiently small constant. A consequence of our results is that Warner’s
randomized response procedure [27] enjoys optimal sample complexity; it is interesting to note
that even with the recent focus on privacy and statistical inference, the optimal privacy-preserving
strategy for problems such as survey collection has been known for almost 50 years.
Our second main result, on density estimation, exhibits an interesting departure from standard
minimax estimation results. If the density being estimated has β continuous derivatives, then
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classical results on density estimation [e.g., 30, 29, 26]) show that the minimax integrated squared
error scales (in the number n of samples) as n−2β/(2β+1). In the locally private case, we show that—
even when densities are bounded and well-behaved—there is a difference in the polynomial rate of
convergence: we obtain a scaling of (α2n)−2β/(2β+2). We give efficiently implementable algorithms
that attain sharp upper bounds as companions to our lower bounds, which in some cases exhibit
the necessity of non-trivial sampling strategies to guarantee privacy.
Notation: We summarize here the notation used throughout the paper. Given distributions P
and Q defined on a space X , each absolutely continuous with respect to a distribution µ (with
corresponding densities p and q), the KL-divergence between P and Q is defined by
Dkl (P‖Q) :=
∫
X
dP log
dP
dQ
=
∫
X
p log
p
q
dµ.
Letting σ(X ) denote the (an appropriate) σ-field on X , the total variation distance between the
distributions P and Q on X is given by
‖P −Q‖TV := sup
S∈σ(X )
|P (S)−Q(S)| = 1
2
∫
X
|p(x)− q(x)| dµ(x).
For random vectors X and Y , where X is distributed according to the distribution P and Y | X is
distributed according to Q(· | X), let M(·) = ∫ Q(· | x)dP (x) denote the marginal distribution of
Y . The mutual information between X and Y is
I(X;Y ) := EP [Dkl (Q(· | X)‖M(·))] =
∫
Dkl (Q(· | X = x)‖M(·)) dP (x).
A random variable Y has Laplace(α) distribution if its density pY (y) =
α
2 exp (−α|y|), where α > 0.
For matrices A,B ∈ Rd×d, the notation A  B means B − A is positive semidefinite, and A ≺ B
means B − A is positive definite. We write an . bn to denote that an = O(bn) and an ≍ bn to
denote that an = O(bn) and bn = O(an). For a convex set C ⊂ Rd, we let ΠC denote the orthogonal
projection operator onto C, i.e., ΠC(v) := argminw∈C{‖v − w‖2}.
2 Background and Problem Formulation
In this section, we provide the necessary background on the minimax framework used throughout
the paper. Further details on minimax techniques can be found in several standard sources [e.g.,
3, 29, 30, 26]. We also reference our companion paper on parametric statistical inference under
differential privacy constraints [11]; we make use of two theorems from that earlier paper, but in
order to keep the current paper self-contained, we restate them in this section.
2.1 Minimax framework
Let P denote a class of distributions on the sample space X , and let θ : P → Θ denote a function
defined on P. The range Θ depends on the underlying statistical model; for example, for density
estimation, Θ may consist of the set of probability densities defined on [0, 1]. We let ρ denote the
semi-metric on the space Θ that we use to measure the error of an estimator for θ, and Φ : R+ → R+
be a non-decreasing function with Φ(0) = 0 (for example, Φ(t) = t2).
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Recalling that Z is the domain of the private variables Zi, let θ̂ : Zn → Θ denote an arbitrary
estimator for θ. Let Qα denote the set of conditional (or channel) distributions guaranteeing α-local
privacy (1); then for any Q ∈ Qα we can define the minimax rate
Mn (θ(P),Φ ◦ ρ,Q) := inf
θ̂
sup
P∈P
EP,Q
[
Φ
(
ρ(θ̂(Z1, . . . , Zn), θ(P ))
)]
(3a)
associated with estimating θ based on the private samples (Z1, . . . , Zn). In the definition (3a), the
expectation is taken both with respect to the distribution P on the variables X1, . . . ,Xn and the
α-private channel Q. By taking the infimum over all possible channels Q ∈ Qα, we obtain the
central object of interest for this paper, the α-private minimax rate for the family θ(P), defined as
Mn(θ(P),Φ ◦ ρ, α) := inf
θ̂,Q∈Qα
sup
P∈P
EP,Q
[
Φ
(
ρ(θ̂(Z1, . . . , Zn), θ(P ))
)]
. (3b)
A standard route for lower bounding the minimax risk (3a) is by reducing the estimation problem
to the testing problem of identifying a point θ ∈ Θ from a finite collection of well-separated
points [30, 29]. Given an index set V of finite cardinality, the indexed family of distributions
{Pν , ν ∈ V} ⊂ P is said to be a 2δ-packing of Θ if ρ(θ(Pν), θ(Pν′)) ≥ 2δ for all ν 6= ν ′ in V.
The setup is that of a standard hypothesis testing problem: nature chooses V ∈ V uniformly at
random, then data (X1, . . . ,Xn) are drawn from the n-fold conditional product distribution P
n
ν ,
conditioning on V = ν. The problem is to identify the member ν of the packing set V.
In this work we have the additional complication that all the statistician observes are the
private samples Z1, . . . , Zn. To that end, if we let Q
n(· | x1:n) denote the conditional distribution of
Z1, . . . , Zn given that X1 = x1, . . . ,Xn = xn, we define the marginal channel M
n
ν via the expression
Mnν (A) :=
∫
Qn(A | x1, . . . , xn)dPν(x1, . . . , xn) for A ∈ σ(Zn). (4)
Letting ψ : Zn → V denote an arbitrary testing procedure—a measureable mapping Zn → V—we
have the following minimax risk bound, whose two parts are known as Le Cam’s two-point method
and Fano’s inequality. In the lemma, we let P denote the joint distribution of the random variable
V and the samples Zi.
Lemma 1 (Minimax risk bound). For the previously described estimation and testing problems,
we have the lower bound
Mn(θ(P),Φ ◦ ρ,Q) ≥ Φ(δ) inf
ψ
P(ψ(Z1, . . . , Zn) 6= V ), (5)
where the infimum is taken over all testing procedures. For a binary test specified by V = {ν, ν ′},
inf
ψ
P (ψ(Z1, . . . , Zn) 6= V ) = 1
2
− 1
2
‖Mnν −Mnν′‖TV , (6a)
and more generally,
inf
ψ
P(ψ(Z1, . . . , Zn) 6= V ) ≥
[
1− I(Z1, . . . , Zn;V ) + log 2
log |V|
]
. (6b)
For Le Cam’s inequality (6a), see, e.g., Lemma 1 of Yu [30] or Theorem 2.2 of Tsybakov [26]; for
Fano’s inequality (6b), see Eq. (1) of Yang and Barron [29] or Chapter 2 of Cover and Thomas [8].
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2.2 Information bounds
The main step in proving minimax lower bounds is to control the divergences involved in the
lower bounds (6a) and (6b). In our companion paper [11], we present two results, which we now
review, in which bounds on
∥∥Mnν −Mnν′∥∥TV and I(Z1, . . . , Zn;V ) are obtained as a function of
the amount of privacy provided and the distances between the underlying distributions Pν . The
first result [11, Theorem 1 and Corollary 1] gives control over pairwise KL-divergences between the
marginals (4), which lends itself to application of Le Cam’s method (6a) and simple applications
of Fano’s inequality (6b). The second result [11, Theorem 2 and Corollary 4] provides a variational
upper bound on the mutual information I(Z1, . . . , Zn;V )—variational in the sense that it requires
optimization over the set of functions
Gα :=
{
γ ∈ L∞(X ) | sup
x∈X
|γ(x)| ≤ 1
2
(eα − e−α)
}
.
Here L∞(X ) := {f : X → R | supx∈X |f(x)| <∞} denotes the space of bounded functions on X .
Our bounds apply to any channel distribution Q that is α-locally private (1). For each
i ∈ {1, . . . , n}, let Pν,i be the distribution of Xi conditional on the random packing element V = ν,
and let Mnν be the marginal distribution (4) induced by passing Xi through Q. Define the mixture
distribution P i =
1
|V|
∑
ν∈V Pν,i, and the linear functionals ϕν,i : L
∞(X )→ R by
ϕν,i(γ) :=
∫
X
γ(x)
(
dPν,i(x)− dP i(x)
)
.
With this notation we can state the following proposition, which summarizes the results that we
will need from Duchi et al. [11]:
Proposition 1 (Information bounds). (a) For all α ≥ 0,
Dkl (M
n
ν ‖Mnν′) +Dkl (Mnν′‖Mnν ) ≤ 4(eα − 1)2
n∑
i=1
∥∥Pν,i − Pν′,i∥∥2TV . (7)
(b) For all α ∈ [0, log(12 + 12
√
3)],
I(Z1, . . . , Zn;V ) ≤ Cα
n∑
i=1
1
|V| supγ∈Gα
∑
ν∈V
(ϕν,i(γ))
2 , (8)
where Cα := 4/(e
−α − 2(eα − 1)).
By combining Proposition 1 with Lemma 1, it is possible to derive sharp lower bounds on
arbitrary estimation procedures under α-local privacy. In particular, we may apply the bound (7)
with Le Cam’s method (6a), though lower bounds so obtained often lack dimension dependence we
might hope to capture (see Section 3.2 of Duchi et al. [11] for more discussion of this issue). The
bound (8), which (up to constants) implies the bound (7), allows more careful control via suitably
constructed packing sets V and application of Fano’s inequality (6b), since the supremum controls
a more global view of the structure of V. In the rest of this paper, we demonstrate this combination
for probability estimation problems.
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3 Multinomial Estimation under Local Privacy
In this section we return to the classical problem of avoiding answer bias in surveys, the original
motivation for studying local privacy [27]. We provide a detailed study of estimation of a multino-
mial probability under α-local differential privacy, providing sharp upper and lower bounds for the
minimax rate of convergence.
3.1 Minimax rates of convergence for multinomial estimation
Consider the probability simplex ∆d :=
{
θ ∈ Rd | θ ≥ 0,∑dj=1 θj = 1} in Rd. The multinomial
estimation problem is defined as follows. Given a vector θ ∈ ∆d, samples X are drawn i.i.d. from
a multinomial with parameters θ, where Pθ(X = j) = θj for j ∈ {1, . . . , d}, and our goal is to
estimate the probability vector θ. In one of the earliest evaluations of privacy, Warner [27] studied
the Bernoulli variant of this problem, and proposed a simple privacy-preserving mechanism known
as randomized response: for a given survey question, respondents provide a truthful answer with
probability p > 1/2, and a lie with probability 1− p.
In our setting, we assume that the statistician sees random variables Zi that are all α-locally
private (1) for the corresponding samples Xi from the multinomial. In this case, we have the
following result, which characterizes the minimax rate of estimation of a multinomial in terms of
mean-squared error E[‖θ̂ − θ‖22].
Theorem 1. There exist universal constants 0 < cℓ ≤ cu < 5 such that for all α ∈ [0, 1/4], the
minimax rate for multinomial estimation satisfies the bounds
cℓ max
k∈{1,...,d}
min
{
1
k
,
k log dk
nα2
}
≤ Mn
(
∆d, ‖·‖22 , α
)
≤ cumin
{
1,
d
nα2
}
. (9)
We provide a proof of the lower bound in Theorem 1 in Section 5. Simple estimation strategies
achieve the lower bound, and we believe exploring them is interesting, so we provide them in the
next section.
Theorem 1 shows that providing local privacy can sometimes be quite detrimental to the quality
of statistical estimators. Indeed, let us compare this rate to the classical rate in which there is no
privacy. Then estimating θ via proportions (i.e., maximum likelihood), we have
E
[
‖θ̂ − θ‖22
]
=
d∑
j=1
E
[
(θ̂j − θj)2
]
=
1
n
d∑
j=1
θj(1− θj) ≤ 1
n
(
1− 1
d
)
<
1
n
.
On the other hand, an appropriate choice of k in Theorem 1 implies that
min
{
1,
1√
nα2
,
d
nα2
}
. Mn
(
∆d, ‖·‖22 , α
)
. min
{
1,
d
nα2
}
, (10)
which we show in Section 5. Thus, for suitably large sample sizes n, the effect of providing differ-
ential privacy at a level α causes a reduction in the effective sample size of n 7→ nα2/d.
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3.2 Private multinomial estimation strategies
An interesting consequence of the lower bound in (9) is the following fact that we now demon-
strate: Warner’s classical randomized response mechanism [27] (with minor modification) achieves
the optimal convergence rate. Thus, although it was not originally recognized as such, Warner’s
proposal is actually optimal in a strong sense. There are also other relatively simple estimation
strategies that achieve convergence rate d/nα2; for instance, as we show, the Laplace perturbation
approach proposed by Dwork et al. [15] is one such strategy. Nonetheless, its ease of use coupled
with our optimality results provide support for randomized response as a preferred method for
private estimation of population probabilities.
Let us now prove that these strategies attain the optimal rate of convergence. Since there is a
bijection between multinomial samples x ∈ {1, . . . , d} and the d standard basis vectors e1, . . . , ed ∈
R
d, we abuse notation and represent samples x as either when designing estimation strategies.
Randomized response: In randomized response, we construct the private vector Z ∈ {0, 1}d
from a multinomial sample x ∈ {e1, . . . , ed} by sampling d coordinates independently via the
procedure
[Z]j =
{
xj with probability
exp(α/2)
1+exp(α/2)
1− xj with probability 11+exp(α/2) .
(11)
We claim that this channel (11) is α-differentially private: indeed, note that for any x, x′ ∈ ∆d and
any vector z ∈ {0, 1}d we have
Q(Z = z | x)
Q(Z = z | x′) =
(
exp(α/2)
1+exp(α/2)
)‖z−x‖1 ( 1
1+exp(α/2)
)d−‖z−x‖1
(
exp(α/2)
1+exp(α/2)
)‖z−x′‖
1
(
1
1+exp(α/2)
)d−‖z−x′‖
1
= exp
(α
2
(‖z − x‖1 − ∥∥z − x′∥∥1)) ∈ [exp(−α), exp(α)] ,
where we used the triangle inequality to assert that | ‖z − x‖1 − ‖z − x′‖1 | ≤ ‖x− x′‖1 ≤ 2. We
can compute the expected value and variance of the random variables Z; indeed, by definition (11)
E[Z | x] = e
α/2
1 + eα/2
x+
1
1 + eα/2
(1− x) = e
α/2 − 1
eα/2 + 1
x+
1
1 + eα/2
1.
Since the Z are Bernoulli, we obtain the variance bound E[‖Z − E[Z]‖22] < d/4 + 1. Recalling the
definition of the projection Π∆d onto the simplex, we arrive at the natural estimator
θ̂part :=
1
n
n∑
i=1
(
Zi − 1/(1 + eα/2)
) eα/2 + 1
eα/2 − 1 and θ̂ := Π∆d
(
θ̂part
)
. (12)
The projection of θ̂part onto the probability simplex can be done in time linear in the dimension d
of the problem [4], so the estimator (12) is efficiently computable. Since projections only decrease
distance, vectors in the simplex are at most distance
√
2 apart, and Eθ[θ̂part] = θ by construction,
we find that
E
[
‖θ̂ − θ‖22
]
≤ min
{
2,E
[
‖θ̂part − θ‖22
]}
≤ min
{
2,
(
d
4n
+
1
n
)(
eα/2 + 1
eα/2 − 1
)2}
. min
{
1,
d
nα2
}
.
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Laplace perturbation: We now turn to the strategy of Dwork et al. [15], where we add Laplacian
noise to the data. Let the vector W ∈ Rd have independent coordinates, each distributed as
Laplace(α/2). Then x+W is α-differentially private for x ∈ ∆d: the ratio of the densities q(· | x)
and q(· | x′) of x+W and x′ +W is
q(z | x)
q(z | x′) =
exp(−(α/2) ‖x− z‖1)
exp(−(α/2) ‖x′ − z‖1)
∈ [exp(−α), exp(α)] .
By defining the private data Zi = Xi +Wi, where Wi ∈ Rd are independent, we can define the
partial estimator θ̂part =
1
n
∑n
i=1 Zi and the projected estimator θ̂ := Π∆d(θ̂part), similar to our
randomized response construction (12). Then by computing the variance of the noise samples Wi,
it is clear that
E
[
‖θ̂ − θ‖22
]
≤ min
{
2,E
[
‖θ̂part − θ‖22
]}
≤ min
{
2,
1
n
+ 4
d
nα2
}
. min
{
1,
d
nα2
}
.
For small α, the Laplace perturbation approach has a somewhat sharper convergence rate in terms
of constants than that of the randomized response estimator (12), so in some cases it may be
preferred. Nonetheless, the simplicity of explaining the sampling procedure (11) may argue for its
use in scenarios such as survey sampling.
4 Density Estimation under Local Privacy
In this section, we turn to studying a nonparametric statistical problem in which the effects of local
differential privacy turn out to be somewhat more severe. We show that for the problem of density
estimation, instead of just multiplicative loss in the effective sample size as in previous section (see
also our paper [11]), imposing local differential privacy leads to a completely different convergence
rate. This result holds even though we solve an estimation problem in which the function estimated
and the samples themselves belong to compact spaces.
In more detail, we consider estimation of probability densities f : R → R+,
∫
f(x)dx = 1 and
f ≥ 0, defined on the real line, focusing on a standard family of densities of varying smoothness [e.g.
26]. Throughout this section, we let β ∈ N denote a fixed positive integer. Roughly, we consider
densities that have bounded βth derivative, and we study density estimation using the squared
L2-norm ‖f‖22 :=
∫
f2(x)dx as our metric; in formal terms, we impose these constraints in terms of
Sobolev classes (e.g. [26, 16]). Let the countable collection of functions {ϕj}∞j=1 be an orthonormal
basis for L2([0, 1]). Then any function f ∈ L2([0, 1]) can be expanded as a sum ∑∞j=1 θjϕj in
terms of the basis coefficients θj :=
∫
f(x)ϕj(x)dx. By Parseval’s theorem, we are guaranteed that
{θj}∞j=1 ∈ ℓ2(N). The Sobolev space Fβ,C is obtained by enforcing a particular decay rate on the
coefficients θ:
Definition 1 (Elliptical Sobolev space). For a given orthonormal basis {ϕj} of L2([0, 1]), smooth-
ness parameter β > 1/2 and radius C, the function class Fβ,C is given by
Fβ,C :=
{
f ∈ L2([0, 1]) | f =
∞∑
j=1
θjϕj such that
∞∑
j=1
j2βϕ2j ≤ C2
}
.
8
If we choose the trignometric basis as our orthonormal basis, then membership in the class Fβ,C
corresponds to certain smoothness constraints on the derivatives of f . More precisely, for j ∈ N,
consider the orthonormal basis for L2([0, 1]) of trigonometric functions:
ϕ0(t) = 1, ϕ2j(t) =
√
2 cos(2πjt), ϕ2j+1(t) =
√
2 sin(2πjt). (13)
Now consider a β-times almost everywhere differentiable function f for which |f (β)(x)| ≤ C for
almost every x ∈ [0, 1] satisfying f (k)(0) = f (k)(1) for k ≤ β − 1. Then it is known [26, Lemma
A.3] that, uniformly for such f , there is a universal constant c such that that f ∈ Fβ,cC . Thus,
Definition 1 (essentially) captures densities that have Lipschitz-continuous (β − 1)th derivative. In
the sequel, we write Fβ when the bound C in Fβ,C is O(1). It is well known [30, 29, 26] that the
minimax risk for non-private estimation of densities in the class Fβ scales as
Mn
(
Fβ, ‖·‖22 ,∞
)
≍ n− 2β2β+1 . (14)
The goal of this section is to understand how this minimax rate changes when we add an α-privacy
constraint to the problem. Our main result is to demonstrate that the classical rate (14) is no longer
attainable when we require α-local differential privacy. In particular, we prove a lower bound that
is substantially larger. In Sections 4.2 and 4.3, we show how to achieve this lower bound using
histogram and orthogonal series estimators.
4.1 Lower bounds on density estimation
We begin by giving our main lower bound on the minimax rate of estimation of densities when
samples from the density must be kept differentially private. We provide the proof of the following
theorem in Section 6.1.
Theorem 2. Consider the class of densities Fβ defined using the trigonometric basis (13). For
some α ∈ (0, 1/4], suppose Zi are α-locally private (1) for the samples Xi ∈ [0, 1]. There exists a
constant c > 0, dependent only on β, such that
Mn
(
Fβ, ‖·‖22 , α
)
≥ c (nα2)− 2β2β+2 . (15)
In comparison with the classical minimax rate (14), the lower bound (15) is substantially different,
in that it involves a different polynomial exponent: namely, the exponent is 2β/(2β + 1) in the
classical case (14), while in the differentially private case (15), the exponent has been reduced to
2β/(2β + 2). For example, when we estimate Lipschitz densities, we have β = 1, and the rate
degrades from n−2/3 to n−1/2. Moreover, this degradation occurs even though our samples are
drawn from a compact space and the set Fβ is also compact.
Interestingly, no estimator based on Laplace (or exponential) perturbation of the samples Xi
themselves can attain the rate of convergence (15). This can be established by connecting such
a perturbation-based approach to the problem of nonparametric deconvolution. In their study
of the deconvolution problem, Carroll and Hall [5] show that if samples Xi are perturbed by
additive noise W , where the characteristic function φW of the additive noise has tails behaving as
|φW (t)| = O(|t|−a) for some a > 0, then no estimator can deconvolve the samples X+W and attain
a rate of convergence better than n−2β/(2β+2a+1). Since the Laplace distribution’s characteristic
function has tails decaying as t−2, no estimator based on perturbing the samples directly can attain
a rate of convergence better than n−2β/(2β+5). If the lower bound (15) is attainable, we must then
study privacy mechanisms that are not simply based on direct perturbation of the samples {Xi}ni=1.
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4.2 Achievability by histogram estimators
We now turn to the mean-squared errors achieved by specific practical schemes, beginning with the
special case of Lipschitz density functions (β = 1), for which it suffices to consider a private version
of a classical histogram estimate.
For a fixed positive integer k ∈ N, let {Xj}kj=1 denote the partition of X = [0, 1] into the
intervals
Xj = [(j − 1)/k, j/k) for j = 1, 2, . . . , k − 1, and Xk = [(k − 1)/k, 1].
Any histogram estimate of the density based on these k bins can be specified by a vector θ ∈ k∆k,
where we recall ∆k ⊂ Rk+ is the probability simplex. Any such vector defines a density estimate
via the sum
fθ :=
k∑
j=1
θj1Xj ,
where 1E denotes the characteristic (indicator) function of the set E.
Let us now describe a mechanism that guarantees α-local differential privacy. Given a data set
{X1, . . . ,Xn} of samples from the distribution f , consider the vectors
Zi := ek(Xi) +Wi, for i = 1, 2, . . . , n, (16)
where ek(Xi) ∈ ∆k is a k-vector with the jth entry equal to one if Xi ∈ Xj, and zeroes in all
other entries, and Wi is a random vector with i.i.d. Laplace(α/2) entries. The variables {Zi}ni=1
so-defined are α-locally differentially private for {Xi}ni=1.
Using these private variables, we then form the density estimate f̂ := f
θ̂
=
∑k
j=1 θ̂j1Xj based
on the vector
θ̂ := Πk
(
k
n
n∑
i=1
Zi
)
, (17)
where Πk denotes the Euclidean projection operator onto the set k∆k. By construction, we have
f̂ ≥ 0 and ∫ 10 f̂(x)dx = 1, so f̂ is a valid density estimate.
Proposition 2. Consider the estimate f̂ based on k = (nα2)1/4 bins in the histogram. For any
1-Lipschitz density f : [0, 1]→ R+, we have
Ef
[∥∥f̂ − f∥∥2
2
]
≤ 5(α2n)− 12 +√αn−3/4. (18)
For any fixed α > 0, the first term in the bound (18) dominates, and the O((α2n)− 12 ) rate matches
the minimax lower bound (15) in the case β = 1. Consequently, we have shown that the privatized
histogram estimator is minimax-optimal for Lipschitz densities. This result provides the private
analog of the classical result that histogram estimators are minimax-optimal (in the non-private
setting) for Lipshitz densities. See Section 6.2 for a proof of Proposition 2. We remark in pass-
ing that a randomized response scheme parallel to that of Section 3.2 achieves the same rate of
convergence; once again, randomized response is optimal.
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4.3 Achievability by orthogonal projection estimators
For higher degrees of smoothness (β > 1), histogram estimators no longer achieve optimal rates in
the classical setting. Accordingly, we now turn to developing estimators based on orthogonal series
expansion, and show that even in the setting of local privacy, they can achieve the lower bound (15)
for all orders of smoothness β ≥ 1.
Recall the elliptical Sobolev space (Definition 1), in which a function f is represented in terms
of its basis expansion f =
∑∞
j=1 θjϕj , where θj =
∫
f(x)ϕj(x)dx. This representation underlies the
classical method of orthonormal series estimation: given a data set, {X1,X2, . . . ,Xn}, drawn i.i.d.
according to a density f ∈ L2([0, 1]), we first compute the empirical basis coefficients
θ̂j =
1
n
n∑
i=1
ϕj(Xi) and then set f̂ =
k∑
j=1
θ̂jϕj , (19)
where the value k ∈ N is chosen either a priori based on known properties of the estimation problem
or adaptively, for example, using cross-validation [16, 26].
In the setting of local privacy, we consider a mechanism that, instead of releasing the vector of
coefficients
(
ϕ1(Xi), . . . , ϕk(Xi)
)
for each data point, employs a random vector Zi = (Zi,1, . . . , Zi,k)
with the property that E[Zi,j | Xi] = ϕj(Xi) for each j = 1, 2, . . . , k. We assume the basis functions
are uniformly bounded; i.e., there exists a constant B0 = supj supx |ϕj(x)| <∞. (This boundedness
condition holds for many standard bases, including the trigonometric basis underlying the classical
Sobolev classes and the Walsh basis.) For a fixed number B strictly larger than B0 (to be specified
momentarily), consider the following scheme:
Sampling strategy Given a vector τ ∈ [−B0, B0]k, construct τ˜ ∈ {−B0, B0}k with coordinates
τ˜j sampled independently from {−B0, B0} with probabilities 12 −
τj
2B0
and 12 +
τj
2B0
. Sample T
from a Bernoulli(eα/(eα + 1)) distribution. Then choose Z ∈ {−B,B}k via
Z ∼
{
Uniform on
{
z ∈ {−B,B}k : 〈z, τ˜ 〉 > 0} if T = 1
Uniform on
{
z ∈ {−B,B}k : 〈z, τ˜ 〉 ≤ 0} if T = 0. (20)
By inspection, Z is α-differentially private for any initial vector in the box [−B0, B0]k, and moreover,
the samples (20) are efficiently computable (for example by rejection sampling).
Starting from the vector τ ∈ Rk, τj = ϕj(Xi), in the above sampling strategy, iteration of
expectation yields
E[[Z]j | X = x] = ck B
B0
√
k
(
eα
eα + 1
− 1
eα + 1
)
ϕj(x) = ck
B
B0
√
k
eα − 1
eα + 1
ϕj(x), (21)
for a constant ck that may depend on k but is O(1) and bounded away from 0. Consequently, to
attain the unbiasedness condition E[[Zi]j | Xi] = ϕj(Xi), it suffices to take B = O(B0
√
k/α).
The full sampling and inferential scheme are as follows: given a data point Xi, we sample Zi
according to the strategy (20), where we start from the vector τ = [ϕj(Xi)]
k
j=1 and use the bound
B = B0
√
k(eα + 1)/ck(e
α − 1), where the constant ck is as in the expression (21). Defining the
density estimator
f̂ :=
1
n
n∑
i=1
k∑
j=1
Zi,jϕj , (22)
we obtain the following proposition.
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Proposition 3. Let {ϕj} be a B0-uniformly bounded orthonormal basis for L2([0, 1]). There exists
a constant c (depending only on C and B0) such that the estimator (22) with k = (nα
2)1/(2β+2)
satisfies
Ef
[
‖f − f̂‖22
]
≤ c (nα2)− 2β2β+2 .
for any f in the Sobolev space Fβ,C .
See Section 6.3 for a proof.
Propositions 2 and 3 make clear that the minimax lower bound (15) is sharp, as claimed. We
have thus attained a variant of the known minimax density estimation rates (14), but with a
polynomially worse sample complexity as soon as we require local differential privacy.
Before concluding our exposition, we make a few remarks on other potential density estimators.
Our orthogonal-series estimator (22) (and sampling scheme (21)), while similar in spirit to that
proposed by Wasserman and Zhou [28, Sec. 6], is different in that it is locally private and requires
a different noise strategy to obtain both α-local privacy and optimal convergence rate. Finally, we
consider the insufficiency of standard Laplace noise addition for estimation in the setting of this
section. Consider the vector [ϕj(Xi)]
k
j=1 ∈ [−B0, B0]k. To make this vector α-differentially private
by adding an independent Laplace noise vectorW ∈ Rk, we must takeWj ∼ Laplace(α/(B0k)). The
natural orthogonal series estimator (e.g. [28]) is to take Zi = [ϕj(Xi)]
k
j=1 +Wi, where Wi ∈ Rk are
independent Laplace noise vectors. We then use the density estimator (22), except that we use the
Laplacian perturbed Zi. However, this estimator suffers the following drawback (see section 6.4):
Observation 1. Let f̂ = 1n
∑n
i=1
∑k
j=1 Zi,jϕj , where the Zi are the Laplace-perturbed vectors of the
previous paragraph. Assume the orthonormal basis {ϕj} of L2([0, 1]) contains the constant function.
There is a constant c such that for any k ∈ N, there is an f ∈ Fβ,2 such that
Ef
[
‖f − f̂‖22
]
≥ c(nα2)− 2β2β+3 .
This lower bound shows that standard estimators based on adding Laplace noise to appropriate
basis expansions of the data fail: there is a degradation in rate from n
− 2β
2β+2 to n
− 2β
2β+3 . While
this is not a formal proof that no approach based on Laplace perturbation can provide optimal
convergence rates in our setting, it does suggest that finding such an estimator is non-trivial.
5 Proof of Theorem 1
At a high level, our proof can be split into three steps, the first of which is relatively standard,
while the second two exploit specific aspects of the local privacy set-up:
(1) The first step is a standard reduction, based on Lemma 1, from an estimation problem to
a multi-way testing problem that involves discriminating between indices ν contained within
some subset V of Rd.
(2) The second step is an appropriate construction of the set V ⊂ Rd such that each pair is δ-
separated and the resulting set is as large as possible (a maximal δ-packing). In addition, our
arguments require that, for a random variable V uniformly distributed over V, the covariance
Cov(V ) has relatively small operator norm.
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(3) The final step is to apply Proposition 1 in order to control the mutual information associated
with the testing problem. To do so, it is necessary to show that controlling the supremum
subsets of L∞(X ) in the bound (8) can be reduced to bounding the operator norm of Cov(V ).
We have already described the reduction of Step 1 in Section 2.1. Accordingly, we turn to the
second step.
Constructing a good packing: The following result on the binary hypercube Hd := {0, 1}d
underlies our construction:
Lemma 2. There exist universal constants c1, c2 ∈ (0,∞) such that for each k ∈ {1, . . . , d}, there
is a set V ⊂ Hd with the following properties:
(i) Any ν ∈ V has exactly k non-zero entries.
(ii) For any ν, ν ′ ∈ V with ν 6= ν ′, the ℓ1-norm is lower bounded as ‖ν − ν ′‖1 ≥ max{⌊k/4⌋ , 1}.
(iii) The set V has cardinality card(V) ≥ (d/k)c1k.
(iv) For a random vector V uniformly distributed over V, we have
Cov(V )  c2 k
d
Id×d.
The proof of Lemma 2 is based on the probabilistic method [1]: we show that a certain randomized
procedure generates such a packing with strictly positive probability. Along the way, we use matrix
Bernstein inequalities [23] and some approximation-theoretic ideas developed by Ku¨hn [22]. We
provide details in Appendix A.
We now construct a suitable packing of the the unit simplex ∆d. Given an integer k ∈ {1, . . . , d},
consider the packing V ⊂ {0, 1}d given by Lemma 2. For a fixed δ ∈ [0, 1], consider the following
family of vectors in Rd
θν :=
δ
k
ν +
(1− δ)
d
1, for each ν ∈ V.
By inspection, each of these vectors belongs to the d-variate probability simplex (i.e., satisfies
〈1, θν〉 = 1 and θν ≥ 0). Moreover, since the vector ν − ν ′ can have at most 2k non-zero entries,
we have ‖ν − ν ′‖1 ≤
√
2k‖ν − ν ′‖2. Combined with property (ii), we conclude that for universal
constants c, c′ > 0
∥∥ν − ν ′∥∥
2
≥ ‖ν − ν
′‖1√
2k
≥ c′k 1√
2k
= c
√
k.
By the definition of θν , we then have for a universal constant c that
‖θν − θν′‖22 =
δ2
k2
∥∥ν − ν ′∥∥2
2
≥ cδ
2
k
. (23)
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Upper bounding the mutual information: Our next step is to upper bound the mutual
information I(Z1, . . . , Zn;V ). Recall the definition of the linear functionals ϕν from Proposition 1.
Since X = {1, 2, . . . , d}, any element of L∞(X ) may be identified with a vector γ ∈ Rd. Following
this identification, we have
ϕν(γ) =
d∑
j=1
θν,jγj − 1|V|
∑
ν′∈V
d∑
j=1
θν′,jγj =
δ
k
〈γ, ν − E[V ]〉 ,
where V is a random variable distributed uniformly over V. As a consequence, we have
1
|V|
∑
ν∈V
(ϕν(γ))
2 =
δ2
k2
γ⊤Cov(V )γ ≤ c2 δ
2
dk
‖γ‖22 ,
where the final inequality follows from Lemma 2(iv). For any γ ∈ Gα, we have the upper bound
‖γ‖22 ≤ d(eα − e−α)2/4, whence
sup
γ∈Gα
1
|V|
∑
ν∈V
(ϕν(γ))
2 ≤ c(e
α − e−α)2δ2
k
,
for some universal constant c. Consequently, by applying the information inequality (8), we con-
clude that there is a universal constant constant C such that
I(Z1, . . . , Zn;V ) ≤ Cnα
2δ2
k
for all α ≤ 1/4. (24)
Applying testing inequalities: The final step is to lower bound the testing error. Since the
vectors {θν , ν ∈ V} are c/
√
k-separated in the ℓ2-norm (23) and Lemma 2 implies card(V) ≥ (d/k)c2k
for a constant c2, Fano’s inequality (6b) implies
Mn
(
∆d, ‖·‖22 , α
)
≥ c0 δ
2
k
(
1− c1nδ
2α2/k + log 2
c2k log(d/k)
)
, (25)
for universal constants c0, c1, c2. We split the remainder of our analysis into cases, depending on
the values of (k, d).
Case 1: First, suppose that (k, d) are large enough to guarantee that
c2k log(d/k) ≥ 3 log 2. (26)
In this case, if we set
δ2 = min
{
1,
c2k
2
2c1nα2
log
d
k
}
,
then we have
1− c1nδ
2α2/k + log 2
c2k log(d/k)
≥ 1−
c1nα2
k
c2k2
2c1nα2
log dk + log 2
c2k log
d
k
= 1−
1
2c2k log
d
k + log 2
c2k log
d
k
≥ 1− 1
2
− 1
3
=
1
6
.
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Combined with the Fano lower bound (25), this yields the claim (9) under condition (26).
Case 2: Alternatively, when d is small enough that condition (26) is violated, we instead apply Le
Cam’s inequality (6a) to a two-point hypothesis. For our purposes, it suffices to consider the case
d = 2, since for the purposes of lower bounds, any higher-dimensional problem is at least as hard
as this case. Define the two vectors
θ1 =
1 + δ
2
e1 +
1− δ
2
e2 and θ2 =
1− δ
2
e1 +
1 + δ
2
e2.
By construction, each of these vectors belongs to the probability simplex in R2, and moreover, we
have ‖θ1 − θ2‖22 = 2δ2. Letting Pj denote the multinomial distribution defined by θj , we also have
‖P1 − P2‖TV = ‖θ1 − θ2‖1 /2 = δ.
In terms of the marginal measures Mnν defined in equation (4), Pinsker’s inequality (e.g. [26,
Lemma 2.5]) implies that
‖Mn1 −Mn2 ‖TV ≤
√
Dkl (M
n
1 ‖Mn2 ) /2.
Combined with Le Cam’s inequality (6a) and the upper bound on KL divergences from Proposi-
tion 1, we find that the minimax risk is lower bounded as
Mn(∆d, ‖·‖22 , α) ≥
δ2
2
(
1
2
− 1
2
√
2(eα − 1)2n ‖P1 − P2‖2TV
)
,
where Pi denotes the multinomial probability associated with the vector θi. Since ‖P1 − P2‖TV = δ
by construction and eα − 1 ≤ (5/4)α for all α ∈ [0, 1/4], we have
δ2
2
(
1
2
− 1
2
√
25nα2δ2/8
)
=
δ2
2
(
1
2
− 5
4
√
2
√
nαδ
)
.
Choosing δ = min{1,√2/(5
√
nα2)} guarantees that 12 − 5
√
nαδ/4
√
2 ≥ 1/4, and hence
Mn(∆d, ‖·‖22 , α) ≥
1
8
min
{
1,
2
25nα2
}
,
which completes the proof of Theorem 1.
Proof of inequality (10) We conclude by proving inequality (10). We distinguish three cases:
(i) nα2 < log d, (ii) log d ≤ nα2 ≤ 1
2
d2, (iii) nα2 ≥ 1
2
d2.
In case (i), by taking k = 1 in the lower bound (9) we obtain the lower bound 1. In case (ii), we
set k =
√
nα2 ∈ [√log d, d/√2], and we obtain
min
{
1
k
,
k log dk
nα2
}
= min
{
1√
nα2
,
log d√
nα2
−
1
2 log(nα
2)√
nα2
}
≥ log d√
nα2
−
1
2(2 log d+ log
1
2)√
nα2
=
log 2
2
√
nα2
.
In the final case (iii), choosing k = d/2 yields the bound min{2/d, d log 2/(nα2)} ≥ d log 2/(nα2).
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Figure 1. Panel (a): illustration of 1-Lipschitz continuous bump function g1 used to pack Fβ when
β = 1. Panel (b): bump function g2 with |g′′2 (x)| ≤ 1 used to pack Fβ when β = 2.
6 Proofs of Density Estimation Results
In this section, we provide the proofs of the results stated in Section 4 on density estimation. We
defer the proofs of more technical results to the appendices. Throughout all proofs, we use c to
denote a universal constant whose value may change from line to line.
6.1 Proof of Theorem 2
As with our previous proof, the argument follows the general outline described at the beginning
of Section 5. We remark that our proof is based on a local packing technique, a more classical
approach than the metric entropy approach developed by Yang and Barron [29]. We do so because
in the setting of local differential privacy we do not expect that global results on metric entropy
will be generally useful; rather, we must carefully construct our packing set to control the mutual
information, relating the geometry of the packing to the actual information communicated. In
comparison with our proof of Theorem 1, the construction of a suitable packing of Fβ is somewhat
more challenging: the identification of densities with finite-dimensional vectors, which we require for
our application of Proposition 1, is not immediately obvious. In all cases, we use the trigonometric
basis to prove our lower bounds, so we may work directly with smooth density functions f .
Constructing a good packing: We begin by describing the collection of functions we use to
prove our lower bound. Our construction and identification of density functions by vectors is
essentially standard [26], but we specify some necessary conditions that we use later. First, let gβ
be a function defined on [0, 1] satisfying the following properties:
(a) The function gβ is β-times differentiable, and
0 = g
(i)
β (0) = g
(i)
β (1/2) = g
(i)
β (1) for all i < β.
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(b) The function gβ is centered with
∫ 1
0 gβ(x)dx = 0, and there exist constants c, c1/2 > 0 such that∫ 1/2
0
gβ(x)dx = −
∫ 1
1/2
gβ(x)dx = c1/2 and
∫ 1
0
(
g
(i)
β (x)
)2
dx ≥ c for all i < β.
(c) The function gβ is non-negative on [0, 1/2] and non-positive on [1/2, 1], and Lebesgue measure
is absolutely continuous with respect to the measures Gj , j = 1, 2 given by
G1(A) =
∫
A∩[0,1/2]
gβ(x)dx and G2(A) = −
∫
A∩[1/2,1]
gβ(x)dx. (27)
(d) Lastly, for almost every x ∈ [0, 1], we have |g(β)β (x)| ≤ 1 and |gβ(x)| ≤ 1.
The functions gβ are smooth “bumps” that we use as pieces in our general construction; see Figure 1
for an illustration of such functions in the cases β = 1 and β = 2
Fix a positive integer k (to be specified momentarily). Our proof makes use of the following
result from our previous paper [11, Lemma 7]:
Lemma 3 (Re-stated from the paper [11]). There exists a packing V of size at least exp(c0k) of
the hypercube {−1, 1}k such that∥∥ν − ν ′∥∥
1
≥ c1k for all ν 6= ν ′, and 1|V|
∑
ν∈V
νν⊤  c2Ik×k,
where (c0, c1, c2) are universal positive constants.
We now make use of this packing of the hypercube in order to construct a packing of our density
class. For each j ∈ {1, . . . , k}, define the function
gβ,j(x) :=
1
kβ
gβ
(
k
(
x− j − 1
k
))
1(x∈[ j−1k ,
j
k
]).
Based on this definition, we define the family of densities{
fν := 1 +
k∑
j=1
νjgβ,j for ν ∈ V
}
⊆ Fβ. (28)
It is a standard fact [30, 26] that for any ν ∈ V, the function fν is β-times differentiable, satisfies
|f (β)(x)| ≤ 1 for all x, and ‖fν − fν′‖22 ≥ ck−2β . Consequently, the class (28) is a (ck−β)-packing
of Fβ with cardinality at least exp(c0k).
Controlling the operator norm of the packing: Having constructed a suitable packing of
the space Fβ, we now turn to bounding the mutual information associated with a certain multi-way
hypothesis testing problem. Suppose that an index V is drawn uniformly at random from V, and
conditional on V = ν, the data points Xi are drawn i.i.d. according to the density fν . The data
{X1, . . . ,Xn} are then passed through an α-locally private distribution Q, yielding the perturbed
quantities {Z1, . . . , Zn}. The following lemma bounds the mutual information between the random
index V and the outputs Zi.
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Lemma 4. There exists a universal constant c such that for any α-locally private (1) conditional
distribution Q, the mutual information is upper bounded as
I(Z1, . . . , Zn;V ) ≤ n cα
2
k2β+1
.
The proof of this claim is fairly involved, so we defer it to Appendix B. We remark, however, that
standard mutual information bounds [30, 26] show I(Z1, . . . , Zn;V ) . n/k
2β ; our bound is thus
essentially a factor of the “dimension” k tighter.
Applying testing inequalities: The remainder of the proof is an application of Fano’s inequal-
ity. In particular, we apply Lemma 1 with our k−β packing of Fβ in ‖·‖2 of size exp(c0k), and we
find that for any α-locally private channel Q, there are universal constants c0, c1, c2 such that
Mn
(
Fβ , ‖·‖22 , Q
)
≥ c0
k2β
(
1− I(Z1:n;V ) + log 2
c1k
)
≥ c0
k2β
(
1− c2nα
2k−2β−1 + log 2
c1k
)
.
Choosing kn,α,β =
(
2c2nα
2
) 1
2β+2 ensures that the quantity inside the parentheses is a strictly
positive constant. As a consequence, there are universal constants c, c′ > 0 such that
Mn
(
Fβ, ‖·‖22 , α
)
≥ c
k2βn,α,β
= c′
(
nα2
)− 2β
2β+2
as claimed.
6.2 Proof of Proposition 2
Note that the operator Πk performs a Euclidean projection of the vector (k/n)
∑n
i=1 Zi onto the
scaled probability simplex, thus projecting f̂ onto the set of probability densities. Given the
non-expansivity of Euclidean projection, this operation can only decrease the error ‖f̂ − f‖22. Con-
sequently, it suffices to bound the error of the unprojected estimator; to reduce notational overhead
we retain our previous notation θ̂ for the unprojected version. Using this notation, we have
E
[∥∥f̂ − f∥∥2
2
]
≤
k∑
j=1
Ef
[∫ j
k
j−1
k
(f(x)− θ̂j)2dx
]
.
By expanding this expression and noting that the independent noise variables Wij ∼ Laplace(α/2)
have zero mean, we obtain
E
[∥∥f̂ − f∥∥2
2
]
≤
k∑
j=1
Ef
[∫ j
k
j−1
k
(
f(x)− k
n
n∑
i=1
[ek(Xi)]j
)2
dx
]
+
k∑
j=1
∫ j
k
j−1
k
E
[(
k
n
n∑
i=1
Wij
)2]
=
k∑
j=1
∫ j
k
j−1
k
Ef
[(
f(x)− k
n
n∑
i=1
[ek(Xi)]j
)2]
dx+ k
1
k
4k2
nα2
. (29)
We bound the error term inside the expectation (29). Defining pj := Pf (X ∈ Xj) =
∫
Xj
f(x)dx,
we have
kEf [[ek(X)]j ] = kpj = k
∫
Xj
f(x)dx ∈
[
f (x)− 1
k
, f (x) +
1
k
]
for any x ∈ Xj,
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by the Lipschitz continuity of f . Thus, expanding the bias and variance of the integrated expecta-
tion above, we find that
Ef
[(
f(x)− k
n
n∑
i=1
[ek(Xi)]j
)2]
≤ 1
k2
+Var
(
k
n
n∑
i=1
[ek(Xi)]j
)
=
1
k2
+
k2
n
Var([ek(X)]j) =
1
k2
+
k2
n
pj(1− pj).
Recalling the inequality (29), we obtain
Ef
[∥∥f̂ − f∥∥2
2
]
≤
k∑
j=1
∫ j
k
j−1
k
(
1
k2
+
k2
n
pj(1− pj)
)
dx+
4k2
nα2
=
1
k2
+
4k2
nα2
+
k
n
k∑
j=1
pj(1− pj).
Since
∑k
j=1 pj = 1, we find that
Ef
[∥∥f̂ − f∥∥2
2
]
≤ 1
k2
+
4k2
nα2
+
k
n
,
and choosing k = (nα2)
1
4 yields the claim.
6.3 Proof of Proposition 3
We begin by fixing k ∈ N; we will optimize the choice of k shortly. Recall that, since f ∈ Fβ,C , we
have f =
∑∞
j=1 θjϕj for θj =
∫
fϕj . Thus we may define Zj =
1
n
∑n
i=1 Zi,j for each j ∈ {1, . . . , k},
and we have
‖f̂ − f‖22 =
k∑
j=1
(θj − Zj)2 +
∞∑
j=k+1
θ2j .
Since f ∈ Fβ,C , we are guaranteed that
∑∞
j=1 j
2βθ2j ≤ C2, and hence
∑
j>k
θ2j =
∑
j>k
j2β
θ2j
j2β
≤ 1
k2β
∑
j>k
j2βθ2j ≤
1
k2β
C2.
For the indices j ≤ k, we note that by assumption, E[Zi,j] =
∫
ϕjf = θj , and since |Zi,j| ≤ B, we
have
E
[
(θj − Zj)2
]
=
1
n
Var(Z1,j) ≤ B
2
n
=
B20
ck
k
n
(
eα + 1
eα − 1
)2
,
where ck = Ω(1) is the constant in expression (21). Putting together the pieces, the mean-squared
L2-error is upper bounded as
Ef
[
‖f̂ − f‖22
]
≤ c
(
k2
nα2
+
1
k2β
)
,
where c is a constant depending on B0, ck, and C. Choose k = (nα
2)1/(2β+2) to complete the proof.
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6.4 Proof of Observation 1
We begin by noting that for f =
∑
j θjϕj , by definition of f̂ =
∑
j θ̂jϕj we have
E
[
‖f − f̂‖22
]
=
k∑
j=1
E
[
(θj − θ̂j)2
]
+
∑
j≥k+1
θ2j =
k∑
j=1
B20k
2
nα2
+
∑
j≥k+1
θ2j =
B20k
3
nα2
+
∑
j≥k+1
θ2j .
Without loss of generality, let us assume ϕ1 = 1 is the constant function. Then
∫
ϕj = 0 for all
j > 1, and by defining the true function f = ϕ1 + (k + 1)
−βϕk+1, we have f ∈ Fβ,2 and
∫
f = 1,
and moreover,
E
[
‖f − f̂‖22
]
≥ B
2
0k
3
nα2
+
1
(k + 1)−2β
≥ Cβ,B0(nα2)−
2β
2β+3 ,
where Cβ,B0 is a constant depending on β and B0. This final lower bound comes by minimizing
over all k. (If (k+1)−βB0 > 1, we can rescale ϕk+1 by B0 to achieve the same result and guarantee
that f ≥ 0.)
7 Discussion
We have linked minimax analysis from statistical decision theory with differential privacy, bringing
some of their respective foundational principles into close contact. Our main technique, in the
form of the divergence bounds in Proposition 1, shows that applying differentially private sampling
schemes essentially acts as a contraction on distributions, and we think that such results may
be more generally applicable. In this paper particularly, we showed how to apply our divergence
bounds to obtain sharp bounds on the convergence rate for certain nonparametric problems in
addition to standard finite-dimensional settings. With our earlier paper [11], we have developed
a set of techniques that show that roughly, if one can construct a family of distributions {Pν}
on the sample space X that is not well “correlated” with any member of f ∈ L∞(X ) for which
f(x) ∈ {−1, 1}, then providing privacy is costly—the contraction Proposition 1 provides is strong.
By providing (to our knowledge, the first) sharp convergence rates for many standard statis-
tical inference procedures under local differential privacy, we have developed and explored some
tools that may be used to better understand privacy-preserving statistical inference and estimation
procedures. We have identified a fundamental continuum along which privacy may be traded for
utility in the form of accurate statistical estimates, providing a way to adjust statistical procedures
to meet the privacy or utility needs of the statistician and the population being sampled. Formally
identifying this tradeoff in other statistical problems should allow us to better understand the costs
and benefits of privacy; we believe we have laid some of the groundwork for doing so.
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A Proof of Lemma 2
In the regime k ∈ (d/2, d], the statement of lemma follows Lemma 7 in Duchi et al. [11]; conse-
quently, we prove the claim for k ≤ d/2. If k ∈ {1, 2, 3, 4}, taking V = {ν ∈ Hd : ‖ν‖1 = k} implies
that ‖ν − ν ′‖1 ≥ k/4 for ν 6= ν ′, card(V) =
(d
k
) ≥ (d/k)ck for some constant c > 0, and
Cov(V ) =
(
k
d
− k
2
d2
)
Id×d,
from which the claim follows.
Accordingly, we focus on k ∈ (4, d/2]. To further simplify the analysis, we claim it suffices
to establish the claim in the case that k/4 is integral (i.e., k ∈ 4N). Indeed, assume that the
result holds for all such integers. Given some k /∈ 4N, we may consider a packing V ′ of the binary
hypercube Hd′ with d
′ = d − (k − 4 ⌊k/4⌋) and ‖ν‖1 = k′ = 4 ⌊k/4⌋ for ν ∈ V ′. By assumption,
there is a packing V ′ of Hd′ satisfying the lemma. Now to each vector ν ∈ V ′, we concatenate the
(k − 4 ⌊k/4⌋)-vector 1, which gives [ν⊤ 1⊤]⊤ ∈ {0, 1}d and
∥∥[ν⊤ 1⊤]∥∥
1
= k. This concatenation
does not increase Cov(V )—the last k − 4 ⌊k/4⌋ coordinates have covariance zero—and the rest of
the terms in items (i)–(iv) incur only constant factor changes.
It remains to prove the claim for k ∈ 4N over the range {5, . . . , ⌊d/2⌋}. To ease notation, we
let ℓ = k/4 belong to the interval [2, d/8]. Our proof is based on the probabilistic method [1]:
we propose a random construction of a packing, and show that it satisfies the desired properties
with strictly positive probability. Our random construction is straightforward: letting Hd = {0, 1}d
denote the Boolean hypercube, we sample K i.i.d. random vectors Ui from the uniform distribution
over the set
Sℓ := {ν ∈ Hd | ‖ν‖1 := 4ℓ} . (30)
We claim that for K = (d/(6ℓ))3ℓ/2, the resulting random set UK := {U1, . . . , UK} satisfies the
claimed properties with non-zero probability. We say that UK is ℓ-separated if ‖Ui − Uj‖1 > ℓ for
all i 6= j, and we use Cov(UK) to denote the covariance of a random vector V drawn uniformly at
random from UK . Our proof is based on the following two tail bounds, which we prove shortly: for
a universal constant c <∞,
P [UK is not ℓ-separated] ≤
(
K
2
)(
6
ℓ
d
)3ℓ
, and (31a)
P
[
λmax
(
Cov(UK)
) ≥ t] ≤ d exp(− Kt2
3cmax{ℓ, ℓ3/d}+ ctℓ
)
for all t > 0. (31b)
For the moment, let us assume the validity of these bounds and use them to complete the proof.
By the union bound, we have
P (UK is not ℓ-separated or Cov(UK) 6 tI) ≤
(
K
2
)(
6
ℓ
d
)3ℓ
+ d exp
(
− Kt
2
3cmax{ℓ, ℓ3/d}+ ctℓ
)
.
By choosing t = Cℓ/d and recalling that K = (d/(6ℓ))3ℓ/2, we obtain the bound
1
2
+ d exp
(
−C2 ℓ
2(d/(6ℓ))3ℓ/2
3cmax{d2ℓ, dℓ3}+ Ccdℓ2
)
.
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If ℓ ≥ ℓ3/d, the second term can be easily seen to be less than 12 for suitably large constants C, so
assume that ℓ ≤ ℓ3/d. Then we have, where c is a constant whose value may change from inequality
to inequality,
ℓ2(d/(6ℓ))3ℓ/2
3cmax{d2ℓ, dℓ3}+ Ccdℓ2 =
ℓ2d3ℓ/2
(6ℓ)3ℓ/2(3cdℓ3 + Ccdℓ2)
≥ c d
3ℓ/2
(6ℓ)3ℓ/2dℓ
≥ c
dℓ
(
d
6ℓ
)3ℓ/2
.
For suitably large d and any ℓ ≥ 2, the final term is greater than c′ log d for some constant c′ > 0,
which implies that with appropriate choice of the constant C earlier, we have the bound
P (UK is not ℓ-separated or Cov(UK) 6 tI) < 1.
Consequently, recalling that k = 4ℓ by definition, a packing as described in the statement of the
lemma must exist.
It remains to prove the tail bounds (31a) and (31b). Beginning with the former bound, define
the set
N(ν, ℓ) :=
{
ν ′ ∈ Hd |
∥∥ν − ν ′∥∥
1
≤ ℓ} .
Recalling the definition (30) Sℓ, let Ui and Uj be sampled independently and uniformly at random
from Sℓ. Then
P (‖Ui − Uj‖1 ≤ ℓ) ≤ card(N(ν, ℓ))
card(Sℓ)
.
Note that N(ν, ℓ) can be constructed by choosing an arbitrary subset J ⊂ {1, . . . , d} of size ℓ, and
then setting ν ′j = νj for j 6∈ J and νj arbitrarily otherwise; consequently, its cardinality is upper
bounded as card(N(ν, ℓ)) ≤ (dℓ)2ℓ. Since card(Sℓ) = ( d4ℓ), we find that
card(N(ν, ℓ))
card(Sℓ)
=
(d
ℓ
)
2ℓ( d
4ℓ
) = 2ℓ(d− 4ℓ)!(4ℓ)!
(d− ℓ)!ℓ! = 2
ℓ
3ℓ∏
j=1
ℓ+ j
d− 4ℓ+ j ≤ 2
ℓ
(
4ℓ
d− ℓ
)3ℓ
,
where the final inequality follows because the function x 7→ h(x) = ℓ+xd−4ℓ+x is increasing for x > 0.
Since ℓ ≤ d/8 by assumption, we arrive at the upper bound
card(N(ν, ℓ))
card(Sℓ)
≤ 2ℓ
(
4ℓ
d− ℓ
)3ℓ
=
(
4 · 21/3ℓ
d− ℓ
)3ℓ
≤
(
6
ℓ
d
)3ℓ
.
Since we have to compare
(K
2
)
such pairs over the set UK , the claim (31a) follows from the union
bound.
We now turn to establishing the claim (31b), for which we make use of matrix Bernstein in-
equalities. Letting U be drawn uniformly at random from Sℓ, we have
E[UU⊤] = βℓ,d11
⊤ +
(
4ℓ
d
− βℓ,d
)
Id×d.
where βℓ,d :=
(
4ℓ
2
)(
d
2
)−1
. Consequently, the d× d random matrix
A := UU⊤ − βℓ,d11⊤ −
(
4ℓ
d
− βℓ,d
)
Id×d.
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is centered (E[A] = 0), and by definition of our construction, Cov(UK) = 1K
∑K
i=1Ai, where the
random matrices {Ai}Ki=1 are drawn i.i.d.
In order to apply a matrix Bernstein inequality, it remains to bound the operator norm (maxi-
mum singular value) of A and its variance. The operator norm of A is upper bounded as
|||A||| ≤
∣∣∣∣∣∣∣∣∣UU⊤ − (4ℓ/d − βℓ,d)I∣∣∣∣∣∣∣∣∣+ βℓ,d ∣∣∣∣∣∣∣∣∣11⊤∣∣∣∣∣∣∣∣∣ = 4ℓ− 4ℓ
d
+ βℓ,d + dβℓ,d ≤ 5ℓ.
Moreover, we claim that there is a universal positive constant c such that∣∣∣∣∣∣E[A2]∣∣∣∣∣∣ ≤ cmax{ℓ, ℓ3/d}. (32)
To establish this claim, we begin by computing
E[A2] = E[UU⊤UU⊤]−
((
4ℓ
d
− βℓ,d
)
Id×d + βℓ,d11
⊤
)2
= 4ℓ
((
4ℓ
d
− βℓ,d
)
Id×d + βℓ,d11
⊤
)
−
((
4ℓ
d
− βℓ,d
)
Id×d + βℓ,d11
⊤
)2
.
Consequently, if we define the constants,
aℓ,d :=
(
4ℓ− 4ℓ
d
+ βℓ,d
)
and bℓ,d :=
(
4ℓβℓ,d −
8ℓβℓ,d
d
+ 2β2ℓ,d − dβ2ℓ,d
)
,
then E[A2] = aℓ,dId×d + bℓ,d11
⊤. It is easy to see that |aℓ,d| ≤ 4ℓ and that |bℓ,d| ≤ c′ ℓ3d2 for some
universal constant c′, from which the intermediate claim (32) follows. With these pieces in place,
the claimed tail bound (31b) follows a matrix Bernstein inequality (e.g., [23, Corollary 5.2]), applied
to the quantity Cov(UK) = 1K
∑K
i=1Ai.
B Proof of Lemma 4
This result relies on inequality (8) from Proposition 1, along with a careful argument to understand
the extreme points of γ ∈ L∞([0, 1]) that we use when applying the proposition. First, we take
a packing V as guaranteed by Lemma 3 and consider densities fν for ν ∈ V. Overall, our first
step is to show for the purposes of applying inequality (8), it is no loss of generality to identify
γ ∈ L∞([0, 1]) with vectors γ ∈ R2k, where γ is constant on intervals of the form [i/2k, (i+ 1)/2k].
With this identification complete, we can then use the packing set V from Lemma 3 to provide a
bound on the correlation of any γ ∈ L∞([0, 1]) with the densities fν , which completes the proof.
With this outline in mind, let the setsDi, i ∈ {1, 2, . . . , 2k}, be defined asDi = [(i− 1)/2k, i/2k)
except that D2k = [(2k − 1)/2k, 1], so the collection {Di}2ki=1 forms a partition of the unit interval
[0, 1]. By construction of the densities fν, the sign of fν−1 remains constant on each Di. Recalling
the linear functionals ϕν in Proposition 1, we have ϕν : L
∞([0, 1]) → R defined via
ϕν(γ) =
2k∑
i=1
∫
Di
γ(x)(fν(x)− f(x))dx,=
2k∑
i=1
∫
Di
γ(x)(fν(x)− 1− (f(x)− 1))dx,
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where f = (1/|V|)∑ν∈V fν . Expanding the square, we find that since f is the average, we have
1
|V|
∑
ν∈V
ϕν(γ)
2 ≤ 1|V|
∑
ν∈V
( 2k∑
i=1
∫
Di
γ(x)(fν(x)− 1)dx
)2
.
Since the set Gα from Proposition 1 is compact, convex, and Hausdorff, the Krein-Milman
theorem [24, Proposition 1.2] guarantees that it is equal to the convex hull of its extreme points;
moreover, since the functionals γ 7→ ϕ2ν(γ) are convex, the supremum in Proposition 1 must be
attained at the extreme points of Gα. As a consequence, when applying the information bound
I(Z1, . . . , Zn;V ) ≤ nCα 1|V| supγ∈Gα
∑
ν∈V
ϕ2ν(γ), (33)
we can restrict our attention to γ ∈ L∞([0, 1]) for which γ(x) ∈ {e−α − eα, eα − e−α}/2.
Now we argue that it is no loss of generality to assume that γ, when restricted to Di, is
a constant (apart from a measure zero set). Using µ to denote Lebesgue measure, define the
shorthand κ = (eα− e−α)/2. Fix i ∈ [2k], and assume for the sake of contradiction that there exist
sets Bi, Ci ⊂ Di such that γ(Bi) = {κ} and γ(Ci) = {−κ}, while µ(Bi) > 0 and µ(Ci) > 0.1 We
will construct vectors γ1 and γ2 ∈ Gα and a value λ ∈ (0, 1) such that∫
Di
γ(x)(fν(x)− 1)dx = λ
∫
Di
γ1(x)(fν(x)− 1)dx+ (1− λ)
∫
Di
γ2(x)(fν(x)− 1)dx
simultaneously for all ν ∈ V, while on Dci = [0, 1] \Di, we will have the equivalence
γ1|Dci ≡ γ2|Dci ≡ γ|Dci .
Indeed, set γ1(Di) = {κ} and γ2(Di) = {−κ}, otherwise setting γ1(x) = γ2(x) = γ(x) for x 6∈ Di.
We define
λ :=
∫
Bi
(fν(x)− 1)dx∫
Di
(fν(x)− 1)dx so 1− λ =
∫
Ci
(fν(x)− 1)dx∫
Di
(fν(x)− 1)dx.
By the construction of the function gβ, the function fν − 1 does not change signs on Di, and the
absolute continuity conditions on gβ specified in equation (27) guarantee 1 > λ > 0, since µ(Bi) > 0
and µ(Ci) > 0. Moreover, the quantity λ is constant for all ν by the construction of the fν , since
Bi ⊂ Di and Ci ⊂ Di. We thus find that for any ν ∈ V,∫
Di
γ(x)(fν(x)− 1)dx =
∫
Bi
γ1(x)(fν(x)− 1)dx+
∫
Ci
γ2(x)(fν(x)− 1)dx
= κ
∫
Bi
(fν(x)− 1)dx − κ
∫
Ci
(fν(x)− 1)dx = κλ
∫
Di
(fν(x)− 1)dx− κ(1− λ)
∫
Di
(fν(x)− 1)dx
= λ
∫
γ1(x)(fν(x)− 1)dx+ (1− λ)
∫
γ2(x)(fν(x)− 1)dx.
1For a function f and set A, the notation f(A) denotes the image f(A) = {f(x) | x ∈ A}.
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By linearity and the strong convexity of the function x 7→ x2, then, we find that
∑
ν∈V
( 2k∑
i=1
∫
Di
γ(x)(fν(x)− 1)dx
)2
< λ
∑
ν∈V
( 2k∑
i=1
∫
Di
γ1(x)(fν(x)− 1)dx
)2
+ (1− λ)
∑
ν∈V
( 2k∑
i=1
∫
Di
γ2(x)(fν(x)− 1)dx
)2
.
Thus one of the densities γi, i ∈ {1, 2} must have a larger objective value than γ. This is our
desired contradiction, which shows that (up to measure zero sets) any γ attaining the supremum
in the information bound (33) must be constant on each of the Di.
Having shown that γ is constant on each of the intervals Di, we conclude that the supremum (33)
can be reduced to a finite-dimensional problem over the subset
Gα,2k :=
{
u ∈ R2k | ‖u‖∞ ≤
eα − e−α
2
}
of R2k. In terms of this subset, we have the upper bound
|V|
Cαn
I(Z1, . . . , Zn;V ) ≤ sup
γ∈Gα
∑
ν∈V
ϕν(γ)
2 ≤ sup
γ∈Gα,2k
∑
ν∈V
( 2k∑
i=1
γi
∫
Di
(fν(x)− 1)dx
)2
.
By construction of the fν and gβ, we have the equality∫
Di
(fν(x)− 1)dx = (−1)i+1νi
∫ 1
2k
0
gβ,1(x)dx = (−1)i+1νi
∫ 1
2k
0
1
kβ
g(kx)dx = (−1)i+1νi
c1/2
kβ+1
,
which implies that
|V|
Cαn
I(Z1, . . . , Zn;V ) ≤ sup
γ∈Gα,2k
∑
ν∈V
(
c1/2
kβ+1
γ⊤
([
1
−1
]
⊗ ν
))2
=
c21/2
k2β+2
sup
γ∈Gα,2k
γ⊤
(∑
ν∈V
[
1
−1
]
⊗ νν⊤ ⊗
[
1
−1
]⊤)
γ, (34)
where ⊗ denotes the Kronecker product. By our construction of the packing V of {−1, 1}k , there
exists a constant c such that (1/|V|)∑ν∈V νν⊤  cIk×k. Moreover, observe that the mapping
A 7→
[
1
−1
]
⊗A⊗
[
1
−1
]⊤
satisfies
[
x
y
]⊤([
1
−1
]
⊗A⊗
[
1
−1
]⊤)[
x
y
]
= (x− y)⊤A(x− y),
whence it is operator monotone (A  B implies (x−y)⊤A(x−y) ≥ (x−y)⊤B(x−y)). Consequently,
by linearity of the Kronecker product ⊗ and Lemma 3, there is a universal constant c such that
1
|V|
∑
ν∈V
[
1
−1
]
⊗ νν⊤ ⊗
[
1
−1
]⊤
=
[
1
−1
]
⊗
(
1
|V|
∑
ν∈V
νν⊤
)
⊗
[
1
−1
]⊤
 cI2k×2k.
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Combining this bound with our inequality (34), we obtain
I(Z1, . . . , Zn;V ) ≤ n c
k2β+2
sup
γ∈Gα,2k
γ⊤Iγ = n
c(eα − e−α)2k
2k2β+2
for some universal numerical constant c. Since α ∈ [0, 1/4], we have (eα − e−α)2 ≤ c′α2, which
completes the proof.
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