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SMALL OPERATOR IDEALS ON THE SCHLUMPRECHT AND SCHREIER
SPACES
ANTONIS MANOUSSAKIS AND ANNA PELCZAR-BARWACZ
Abstract. We present a method of building operators on a Banach space X that generate
distinct operator ideals in the algebra B(X) of bounded linear operators on X. We show
that there are exactly 2c distinct small closed operator ideals on the Schlumprecht space and
there is a chain of cardinality c of small closed operator ideals on any Schreier space of finite
order.
1. Introduction
The algebras of bounded linear operators on a Banach spaces provide natural examples of
non-commutative Banach algebras, thus draw attention to the structure of the lattice of closed
operator ideals. We recall here only some of known results, for the thorough survey referring
to [BKL, LL, JPS, SZ]. The study of the closed operator ideals dates back to [C], where it was
proved that the ideal of compact operators K (ℓ2) is the only non-trivial closed operator ideal
on the Hilbert space ℓ2. The result was generalized by I. Gohberg, A. Markus and I. Feldman
to the case of c0 and ℓp, 1 ≤ p < ∞. The list of Banach spaces with completely described
lattice of closed operator ideals includes also non-separable Hilbert spaces ([G, L]), spaces built
from classical spaces (
⊕∞
n=1 ℓ2)c0 and (
⊕∞
n=1 ℓ2)ℓ1 ([LLR, LSZ]), and - of completely different
character - the celebrated Argyros-Haydon space XAH with the property B(XAH)/K (XAH) ∼=
R, as well as some of spaces built on its bases.
Recently strong results concerning the structure and the cardinality of the lattice of closed
operator ideals were obtained, mostly based on the analysis of complemented subspaces of the
considered space or of the family of strictly singular operators acting on the space. Recall here
that an operator T : X → X is called strictly singular if none of its restriction to an infinite-
dimensional subspace of X is an isomorphism onto its image. The family S (X) of bounded
strictly singular operators on a Banach space X forms a classical example of a closed operator
ideal. It turns out to be useful to distinguish operator ideals with respect to the ideal of strictly
singular operators; following [JPS] we call an operator ideal in B(X) small if it is contained in
S (X), otherwise we call it large.
The spaces ℓp⊕ ℓq, 1 ≤ p < q ≤ ∞, and ℓp⊕c0, 1 ≤ p <∞ were shown in [FSZ, SZ] to admit
continuum many closed operator ideals, with the exception of the case ℓ1 ⊕ c0 and ℓ1 ⊕ ℓ∞,
where only uncountable chains of closed ideals were built ([SW]). Notice that continuum is
the maximal length of a chain of closed ideals on a separable Banach space. In [JPS] chains
of continuum many small closed ideals on the spaces L1(0, 1), C[0, 1] and L∞(0, 1) were built.
Finally in [JS] it was shown that B(Lp), 1 < p < ∞, p 6= 2, contains 2c many distinct large
and 2c small closed operator ideals, answering another longstanding open question of Pietsch.
Notice that again it is the maximal cardinality of a family of distinct closed ideals on a separable
Banach space.
Spaces less "classical" are also studied with respect to the lattice of closed ideals, as Figiel
spaces (cf. [LL, JS]), the Tsirelson space and Schreier spaces of finite order ([BKL]). In the last
paper the authors showed that in both cases there are continuum many maximal (large) ideals
generated by projections on subspaces spanned by subsequences of the canonical bases of the
considered spaces.
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In the present paper we consider closed small operator ideals on the Schlumprecht space XS
([S]), a fundamental example of Banach space theory, and on Schreier spaces of finite order
XSn , n ∈ N ([AA]).
One should notice that by [W], the Schlumprecht space being complementably minimal (i.e.
any its closed infinite-dimensional subspace contain a complemented copy of the whole space)
admits a unique maximal ideal, which is S (XS), limiting the study on closed ideals on XS
to the small ones. In the case of the Gowers-Maurey space XGM , the first known hereditarily
indecomposable space, defined on the basis ofXS , the ideal S (XGM ) is also the unique maximal
ideal, however, for different reasons. In [AS] strictly singular non-compact operators both on
XS and XGM were constructed. Moreover it was noticed that ℓ∞/c0 can be embedded into
S (XGM )/K (XGM ), however, to the best of our knowledge, it was not known how many, if
any, there are closed ideals between S (XS) and K (XS) (cf. [LL]). We prove that there is an
injective mapping from the family 2R of subsets of R into the family of closed small operator
ideals that preserves inclusion (Theorem 3.19). In particular there are 2c many distinct closed
ideals in B(XS). The proof is based on a refined construction of strictly singular operators of
[AS], with use of some techniques of [MP2], and on a general criterion we present in the second
section. The cited criterion (Theorem 2.3) is an example of a method of reasoning rather than a
set of most optimal conditions, a variant of this method is described also in the case of Schreier
spaces of finite order. We choose this way of presenting the method, as more clear for possible
adaptation in different settings. In the case of Schreier spaces we show that in every such space
there is a chain of cardinality continuum of closed small operator ideals (Theorem 4.8).
The paper is organized as follows: in the second section we present a general criterion for
generating distinct operator ideals by operators of a specific form, the third section is devoted
to the case of the Schlumprecht space, the forth section concerns the Schreier spaces of finite
order.
2. A general criterion
Recall that for a Banach spaceX by B(X) we denote the Banach algebra of bounded (linear)
operators on X .
We shall consider only operator ideals which are subsets of B(X) for some Banach space
X , in this setting a non-zero set I ⊂ B(X) is an operator ideal provided it is both a linear
subspace and a two-sided ideal in the Banach algebra B(X).
For any family B ⊂ B(X), where X is a Banach space, by I(B) denote the closed operator
ideal generated by B. Recall that I(B) is the closure in the operator topology of the set
{
∑l
j=1
∑kj
i=1Qj,i ◦Rj ◦ Sj,i : Qj,i, Sj,i ∈ B(X), Rj ∈ B, k1, . . . , kl, l ∈ N}.
Let X be a Banach space. Let (en)n ⊂ X be a normalized basic sequence and let Y be
the closed subspace spanned by (en)n. Denote by (e
∗
n) ⊂ Y
∗ the sequence of biorthogonal
functionals to (en) ⊂ Y .
Notation. Let Bseq(X,Y ) ⊂ B(X) denote the family of bounded operators on X of the form
T : X ∋ x 7→
∞∑
n=1
fn(x)en ∈ Y ⊂ X (2.1)
for some biorthogonal basic sequences (fn, xn)n∈N ⊂ X∗ × X with (fn)n ⊂ BX∗ weakly∗ null
and (xn)n seminormalized (in particular Txn = en and e
∗
n ◦ T = fn, n ∈ N).
Remark 2.1. Obviously the sequence (xn)n in the definition above is not determined by the
operator T , however we shall consider an operator T ∈ Bseq(X,Y ) always with a fixed sequences
(fn, xn)n∈N ⊂ X∗ ×X defining T as above.
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For any operator T ∈ Bseq(X,Y ) with the associated sequences (fn, xn)n let
ck(T ) := lim sup
i1<···<ik,i1,...,ik→∞
sup {‖ǫ1fi1 + · · ·+ ǫkfik‖ : ǫ1 = ±1, . . . , ǫk = ±1} ,
dk(T ) := lim sup
i1<···<ik,i1,...,ik→∞
‖xi1 + · · ·+ xik‖, k ∈ N
Notation. Let S∞(X,Y ) denote the family of bounded operators T : X → Y with the following
property: for any bounded sequence (ym)m ⊂ X with ‖Tym‖Y,∞
m→∞
−−−−→ 0 also ‖Tym‖
m→∞
−−−−→ 0,
where the norm ‖ · ‖Y,∞ on Y is given by ‖ · ‖∞ = sup{|e∗n(·)| : n ∈ N}.
Remark 2.2. Notice that for X not containing an isomorphic copy of c0 we have S∞(X,Y ) ⊂
S (X). On the other hand, if the sequence (en)n is equivalent to the unit vector basis of c0,
then any operator of the form (2.1) with (fn)n ⊂ BX∗ belongs to Bseq(X,Y ) ∩S∞(X,Y ).
With the abuse of notation we use Y instead of its basis (en)n both in the case of Bseq(X,Y )
and S∞(X,Y ), however, it will be clear in the rest of the paper which basis of Y we consider.
Dealing with operators from S∞(X,Y ) enables to relate the behaviour of operators of type
Bseq(X,Y ) even when composed with other bounded operators, and in consequence yields the
following
Theorem 2.3. Fix an operator T ∈ Bseq(X,Y ) defined by (fn, xn)n and a non-empty family
B ⊂ Bseq(X,Y ) ∩S∞(X,Y ). Assume
inf
k∈N
ck(R)dk(T )
k
= 0 for any R ∈ B
Then ‖T−Q‖ ≥ 1/d for any Q in the operator ideal I(B) generated by B, where d := supn ‖xn‖.
Proof. Take operators as in the theorem. Let (xn)n ⊂ X be the seminormalized basic sequence
defining T .
Assume there is Q ∈ I(B) with ‖T − Q‖ < 1d . Then there are Rj ∈ B, Qj,i, Sj,i ∈ B(X),
i = 1, . . . , kj , j = 1, . . . , l such that ‖T−
∑l
j=1
∑kj
i=1Qj,i◦Rj◦Sj,i‖ <
1
d . As Txn = en and (xn)n
is bounded, n ∈ N, passing to a subsequence if necessary, there are some j0 ∈ {1, . . . , l}, i0 ∈
{1, . . . , kj0} such that the sequence ((Qj0,i0 ◦ Rj0 ◦ Sj0,i0)xn)n, is seminormalized. It follows
that ((Rj0 ◦ Sj0,i0)xn)n is seminormalized as well.
In order to avoid unnecessary indices we write R := Rj0 , S := Sj0,i0 . Let (gn)n ⊂ X
∗ be the
seminormalized basic sequence defining R.
As R ∈ S∞(X,Y ) there is a universal constant c > 0 with supl∈N |e
∗
l (R(Sxn))| > c for all
n. For any n ∈ N pick ln ∈ N and ǫn = ±1 so that ǫngln(Sxn) = ǫne
∗
ln
(R(Sxn)) ≥ c for each n.
Notice that for any fixed n ∈ N we have gln(Sxm)
m→∞
−−−−→ 0 (∗). Indeed, assume |gln(Sxm)| >
δ, for some universal δ and any m ∈M , with some infinite M ⊂ N. Without loss of generality
we assume gln(Sxm) > δ, m ∈M . Thus for any k ∈ N and any A ⊂M with #A = k we have
‖S‖‖
∑
m∈A
xm‖ ≥ ‖S(
∑
m∈A
xm)‖ ≥ gln(
∑
m∈A
Sxm) ≥ kδ
It follows that lim infk∈N
dk(T )
k ≥ δ‖S‖
−1 > 0, which contradicts the assumption on (dk(T ))k
(as lim infk ck(R) > 0).
It follows that we can pass to subsequence of (xn)n on which the mapping n 7→ ln is an
injection, thus gln(Sxm)
n→∞
−−−−→ 0 for any m ∈ N (∗∗) (recall R ∈ Bseq(X,Y ), thus (gln)n is
weakly∗ null).
Using (∗) and (∗∗) we easily pass to a further subsequence (xn)n∈L such that |gln(Sxm)| ≤
c
2n+m for any n 6= m, n,m ∈ L. Now for any k ∈ N choose A ⊂ L, #A = k, with minA >
2
c
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big enough to guarantee ‖
∑
n∈A±gln‖ ≤ 2ck(R) and ‖
∑
n∈A xn‖ ≤ 2dk(T ). Estimate
‖S‖2dk(T ) ≥ ‖S‖‖
∑
n∈A
xn‖ ≥ ‖
∑
n∈A
Sxn‖
≥
1
2ck(R)
∑
n∈A
ǫngln
(∑
n∈A
Sxn
)
=
1
2ck(R)
∑
n∈A
ǫngln(Sxn) +
1
2ck(R)
∑
n6=m∈A
ǫngln(Sxm)
≥ c ·
k
2ck(R)
−
1
2ck(R)
·
c
2
≥
c
4
·
k
ck(R)
Thus for any k ∈ N
ck(R)dk(T )
k
≥
c
8‖S‖
which contradicts the assumptions on (ck(R))k, (dk(T ))k and thus ends the proof of the theorem.

3. Schlumprecht space
3.1. Basic definitions and properties. By a tree we shall mean a non-empty partially or-
dered set (T ,) for which the set {y ∈ T : y  x} is linearly ordered and finite for each x ∈ T .
The tree T is called finite if the set T is finite. The root is the smallest element of the tree
(if it exists). The terminal nodes are the maximal elements. A branch of T is any maximal
linearly ordered set in T . A tree with no infinite branches is called well-founded. The immediate
successors of x ∈ T , denoted by succ(x), are all the nodes y ∈ T such that x ≺ y but there
is no z ∈ T with x ≺ z ≺ y. A tree is finitely branching, if any its non-terminal element has
finitely many immediate successors. If T has a root, then for any node α ∈ T we define a level
of α, denoted by |α|, as the length of the branch linking α and the root.
We recall the definition of the Schlumprecht space XS . Let K ⊂ c00 be the smallest set
containing {±e∗n : n ∈ N} and such that for any n ≤ m and any block sequence f1 < · · · < fn of
elements ofK also the weighted average 1log2(m+1)
(f1+· · ·+fn) belongs to K. The setK defines
a norm ‖ · ‖ on c00 as its norming set, i.e. ‖ · ‖ = supf∈K |f(·)|, where for any f = (fn)n ∈ K
and x = (xn)n ∈ c00 we have f(x) =
∑
n fnxn. The Schlumprecht space XS is defined as the
completion of (c00, ‖ · ‖).
Remark 3.1. (1) It follows straightforward from the definition of the Schlumprecht space
that the unit vector basis (en)n is 1-unconditional and 1-subsymmetric (i.e. 1-equivalent
to any of its subsequences).
(2) By definition of the norming set K any f ∈ K \ {±e∗n : n ∈ N} has a tree-analysis
(fγ)γ∈R ⊂ K where R is a well-founded finitely-branching tree with the root ∅, f∅ = f ,
fγ =
1
log2(mγ+1)
∑
ζ∈succ(γ) fζ , mγ ≥ #succ(γ), for any non-terminal γ ∈ R, fγ = ±enγ
for any terminal γ ∈ R. In such situation a weight w(f) of f is given by w(f) = m∅.
(3) [S] We have ‖e1 + · · · + ek‖ =
log2(k+1)
k for any k ∈ N. Thus for any h ∈ K we have
#{i ∈ supph : |h(ei)| ≥ log2(k + 1)
−1} ≤ k for any k ∈ N.
We recall now a notion from [MP2], implicitly used in [AS].
Definition 3.2. A core tree is any finitely branching tree T ⊂ ∪nNn with no terminal nodes
and a root ∅, considered with the tree order  and the lexicographic order ≤lex. For any n ∈ N
let Tn = {α ∈ T : |α| ≤ n}. For any α ∈ T let mα = #succ(α).
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Notation. We enumerate nodes of T according to the lexicographic order as (αj)j∈N, starting
from α0 = ∅. With abuse of notation we write mj = mαj for each j ∈ N.
For any α ∈ T , α 6= ∅, let cα =
∏
γ≺α log2(mγ + 1)
−1 and dα =
∏
γ≺α log2(mγ + 1)m
−1
γ .
For simplicity we shall write cj = cαj , dj = dαj for any j ∈ N.
Remark 3.3. Notice that any sequence of parameters (mj)j∈N ⊂ N \ {0} defines a unique core
tree T , for which #succ(αj) = mj for any j ∈ N, with the enumeration (αj)j∈N of elements of
T according to the order ≤lex.
The definition below recalls the notion of "repeated" averages of [AS].
Definition 3.4. [AS] We say that a vector x ∈ XS has a tree-analysis (xα)α∈Tn ⊂ XS (of
height n ∈ N) with a core tree T with associated parameters (mα)α∈T ⊂ N, if the following
hold:
(1) x∅ = x,
(2) for any terminal node α ∈ Tn we have xα = etα for some tα ∈ N,
(3) for any non-terminal node α ∈ T the vector xα is a seminormalized mα-average of
(xβ)β∈succ(α) of the form xα =
log2(mα+1)
mα
∑
β∈succ(α) xβ,
(4) for any nodes α, β ∈ T with |α| = |β|, α ≤lex β we have xα < xβ (in terms of supports).
Lemma 3.5. [MP2, Prop. 2.3, Lemma 2.10] Let T be a core tree with the associated sequence
of parameters (mj)j∈N. If for some (qj)j∈N ⊂ N the sequence 0 < m0 < q0 < m1 < q1 < . . .
increases fast enough, then for any tree-analysis (xα)α∈Tn , n ∈ N, of a vector x ∈ XS we have
(F1) 1 ≤ ‖xα‖ ≤ 2 for any α ∈ Tn,
(F2) |h(xαj )| ≤
2
log2(mj+1)
for any h ∈ K with w(h) ≥ qj and any αj ∈ Tn.
Remark 3.6. The precise conditions guaranteeing the fast increase of (mj , qj)j are given in
[MP2]. The important feature of this notion is that it is "finitely defined" in a sense that if a
sequence m0 < q0 < · · · < ms < qs can be extended to fast increasing sequence (required in
Lemma 3.5), then any sequence m0 < q0 < · · · < ms < q, with q > qs, as well, and the same
holds true for sequences of the form m0 < q0 < · · · < qs−1 < ms.
Remark 3.7. In the situation as above it follows that any xα is an ℓ
r
1-average with constant 3,
with r = r(mα) → ∞ as mα → ∞. Thus by standard reasoning for any α ∈ T there is some
q = q(mα) such that for any E1 < · · · < Eq, we have
∑q
s=1 ‖Esxα‖ ≤ 4, with q(mα) → ∞ as
mα →∞ ( [S]).
Definition 3.8. Given a vector x with a tree-analysis (xα)α∈Tn as in Def. 3.4 we define in a
natural way an associated norming functional f ∈ K with a tree-analysis (fα)α∈Tn as follows
(with the notation of Def. 3.4):
(1) f∅ = f ,
(2) for any terminal node α ∈ T we set fα = e∗tα ,
(3) for any non-terminal node α ∈ T we set fα =
1
log2(mα+1)
∑
β∈succ(α) fβ.
In the situation above obviously any fα, α ∈ Tn, of the above form is in the norming set of
XS , thus in particular f ∈ K, and f(x) = 1.
3.2. Block sequences of vectors and functionals defined by a core tree. For the rest
of this section we fix a core tree T with parameters (mj)j , a block sequences (xn)n ⊂ XS and
(fn)n ⊂ X∗S defined by T , i.e. such that each xn has a tree-analysis (x
n
α)α∈Tn and each fn is
an associated functional to xn with a tree-analysis (f
n
α )α∈Tn . We shall estimate in this section
finite sums of (xn)n and (fn)n under certain conditions on parameters associated to the tree T .
For a sequence of parameters (mj , qj)j , with 0 < m0 < q0 < m1 < q1 < . . . , we define
the following conditions of the fast growth: for any tree-analysis (xα)α∈Tn , n ∈ N, of a vector
x ∈ XS we require
(F3) for any E1 < · · · < Eqj−1 we have
∑qj−1
s=1 ‖Esx
n
αj‖ ≤ 4, for any j ∈ N and n ≥ |αj |,
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(F4) log2(mj + 1) ≥ 2 log2(mj−1 + 1) for all j ∈ N,
(F5) #{α : |α| = N}(=
∑
α:|α|=N−1mα) ≤ log2(qsN + 1), where αsN is maximal in {α :
|α| = N − 1} with respect to ≤lex,
Notation. As in the case of (mα)α∈T we write qα for qj for which α = αj ∈ T , j ∈ N.
Remark 3.9. Notice that it is possible to construct inductively (mj , qj)j satisfying (F1)-(F5).
Indeed, at each step choose qj , mj big enough to ensure conditions (F1) and (F2) are satisfied
(cf. Remark 3.6), and moreover, given m0 < q0 < · · · < mj−1 < qj−1 choose mj big enough
so that (F3) is satisfied (according to Remark 3.7) as well as (F4). Additionally, given m0 <
q0 < · · · < mj , with j = sN for some N ∈ N, choose qj so that (F5) is satisfied. Moreover, the
choice of (mj , qj)j is "finitely defined" in the sense of Remark 3.6.
Proposition 3.10. Let (xn)n ⊂ XS be a block sequence defined by a core tree T with (mj , qj)j
satisfying (F1)-(F5). Fix j0 ∈ N so that αj0 is minimal in {α ∈ T : |α| = |αj0 |} with respect to
≤lex. Then for any qj0−1 ≤ k ≤ mj0 and j0 < n1 < · · · < nk we have
1
2
kdj0 ≤ ‖xn1 + · · ·+ xnk‖ ≤ 14kdj0
Proof. As the bases of XS and X
∗
S are 1-unconditional, and the vectors (x
n
α) have non-negative
coefficients, we can assume that the functionals analysed below have also non-negative coeffi-
cients.
Let N := |αj0 |. Fix k ∈ N and n1, . . . , nk as in the Proposition, in particular nk > · · · >
n1 > j0 ≥ N . Let each xni has the tree-analysis (x
i
α)α∈Tni .
For the left estimate consider the associated functionals (fni)i with corresponding tree-
analysis (f iα)α∈Tni , i = 1, . . . , k, and estimate using unconditionality and (F4) as follows
‖xn1 + · · ·+ xnk‖ ≥ dj0‖x
1
αj0
+ · · ·+ xkαj0 ‖
≥ dj0
1
log2(kmj0 + 1)
k∑
i=1
∑
β∈succ(αj0 )
f iβ(x
i
αj0
)
≥
1
2
dj0
k∑
i=1
1
log2(mj0 + 1)
∑
β∈succ(αj0 )
f iβ(x
i
αj0
)
=
1
2
dj0
k∑
i=1
f iαj0 (x
i
αj0
)
=
1
2
kdj0 .
For the right estimate we show first that
‖xn1 + · · ·+ xnk‖ ≤ 4kdj0 + 5‖y1 + · · ·+ yk‖ (3.1)
where (y1, . . . , yk) is a block sequence of shifted copies of the vector xN =
∑
|αj|=N
dαj etj and
for such (y1, . . . , yk) we prove
‖y1 + · · ·+ yk‖ ≤ 2kdj0 (3.2)
For (3.1) take a functional hˆ ∈ K with its tree-analysis (hˆγ)γ∈Rˆ. By [MP] we can pick h ∈ K
with |hˆ(
∑
i
∑
|α|=N x
i
α)| ≤ 6h(
∑
i
∑
|α|=N x
i
α) and a tree-analysis (hγ)γ∈R compatible with the
block sequence (xiα : |α| = N, i = 1, . . . , k) (meaning that for any γ ∈ R, α ∈ T with |α| = N
and i = 1, . . . , k we have either rangexiα ∩ rangeh ⊂ rangehγ , rangex
i
α ∩ rangeh ⊃ rangehγ or
rangexiα ∩ rangehγ = ∅). We want to estimate
h(xn1 + · · ·+ xnk) =
∑
α∈T ,|α|=N
dαh(x
1
α + · · ·+ x
k
α)
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In the sequel we consider only those (i, j), |αj | = N , for which h(xiαj ) 6= 0. For any (i, j),
|αj | = N , let γi,j ∈ R be the node with hγi,j covering x
i
αj (i.e. γi,j is maximal in R with
rangehγ ⊃ rangeh ∩ rangexiαj ).
Let A = {(i, j) : i = 1, . . . , k, |αj| = N,w(hγi,j ) ≤ qj−1}. Then by (F3) for each (i, j) ∈ A we
have
|
∑
β∈succ(γi,j)
hβ(x
i
αj )| ≤ 4
thus we can replace in the tree-analysis of h all successors of hγi,j with range intersecting the
range of xiαj by one functional f
i
αj , paying the cost of multiplying the action of h on xn1+· · ·+xnk
by 4. Thus
|h(
∑
(i,j)∈A
djx
i
αj )| ≤ 4‖y1 + · · ·+ yk‖ (3.3)
Let B = {(i, j) : i = 1, . . . , k, |αj| = N,w(hγi,j ) ≥ qj}. Then for any (i, j) ∈ B by (F2) we
obtain
|hγi,j (x
i
αj )| ≤
2
log2(mj + 1)
Thus
|h(
∑
(i,j)∈B
djx
i
αj )| ≤ 2k
∑
|αj |=N
dj0
log2(mj + 1)
≤ 2kdj0 (3.4)
with the last inequality by (F4).
We consider one more set which can have non-empty intersection with the previous ones.
Let C = {(i, j) : i = 1, . . . , k, |αj | = N,w(hγ) ≥ qj0−1 for some γ ≺ γi,j}. Then for each
(i, j) ∈ C we have |h(xiαj )| ≤ log2(qj0−1 + 1)
−1, thus
|h(
∑
(i,j)∈C
djx
i
αj )| ≤ kdj0
#{j : |αj | = N}
log2(qj0−1 + 1)
≤ kdj0 (3.5)
with the last inequality by (F5) (as j0 − 1 = sN in the notation of (F5)).
Let E = {(i, j) : i = 1, . . . , k, |αj | = N} \ (A ∪ B ∪ C). Then for any (i, j) ∈ E we have
qj−1 < w(hγi,j ) < qj . Notice that for (i, j) ∈ E and (i
′, j′) with hγi,j (x
i′
αj′
) 6= 0, we have
γi,j  γi′,j′ (recall the tree-analysis of h is compatible with (xiαj )i=1,...,k,|αj |=N ), thus either
hγi,j = hγi′,j′ (and thus j = j
′) or (i′, j′) ∈ C.
We split E into two pieces: E′ = {(i, j) ∈ E : hγi,j (x
i′
αj′
) = 0 ∀(i′, j′) ∈ E, (i′, j′) 6= (i, j)}
and E′′ = E \ E′. By the remark above we have #E′′ ≤ k and thus
|h(
∑
(i,j)∈E′′
dαjx
i
αj )| ≤ #E
′′dαj0 ≤ kdj0 (3.6)
By the definition of E′ we can replace in the tree-analysis of h each hγi,j , (i, j) ∈ E
′, by the
functional f iαj , not decreasing the action of the resulting functional on
∑
(i,j)∈E′ dαjx
i
αj . Thus
|h(
∑
(i,j)∈E′
dαjx
i
αj )| ≤ ‖y1 + · · ·+ yk‖ (3.7)
which ends the proof of (3.1).
For (3.2) take any h ∈ K and let F = {i ∈ N : |h(ei)| > log2(qj0−1+1)
−1}. Then by Remark
3.1(3) and the choice of k ≥ qj0−1 we have
|h|F (y1 + · · ·+ yk)| ≤ #F · dj0 ≤ qj0−1dj0 ≤ kdj0 (3.8)
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On the other hand estimate, using (F5)
|h|N\F (y1 + · · ·+ yk)| ≤ #supp(y1 + · · ·+ yk)‖y1 + · · ·+ yk‖∞‖h|N\F‖∞
≤ k(# suppxN )dj0
1
log2(qj0−1 + 1)
= k#{α ∈ T : |α| = N}dj0
1
log2(qj0−1 + 1)
≤ kdj0
which ends the proof of (3.2).

For any j0 ∈ N let
Aj0 = {α ∈ T : |α| = |αj0 |, α ≥lex αj0} ∪
⋃
|α|=|αj0 |,α<lexαj0
succα, A′j0 = Aj0 \ {αj0}
Remark 3.11. Notice that #Aj0 ≤
∑
j<j0
mj and mα ≥ mj0+1 for each α ∈ A
′
αj0
.
Proposition 3.12. Let (fn)n ⊂ X∗S be a block sequence of functionals given by a core tree T
with parameters (mj)j . Fix αj0 ∈ T . Then for any k ≤ mj0 and j0 + 1 < n1 < · · · < nk we
have
‖fn1 + · · ·+ fnk‖ ≤ 2
∑
j<j0
mj
and for any k ≤ mj0+1 and |αj0 |+ 1 < n1 < · · · < nk we have
‖
k∑
i=1
fni − cj0
k∑
i=1
f iαj0 ‖ ≤ 2
∑
j<j0
mj
Proof. Let any fni have the tree-analysis (f
i
α)α∈Tni . Then fni =
∑
α∈A′αj0
cαf
i
α + cj0f
i
αj0
for
each i = 1, . . . , k, where each α ∈ A′αj0 is not terminal in Tni as ni > j0 + 1 ≥ |αj0 | + 1 for
any i = 1, . . . , k. We show the second estimate, as the proof of the first estimate is a simplified
version of the proof of the second one. Estimate, using second part of Remark 3.11, as follows
‖
k∑
i=1
fni − cj0
k∑
i=1
f iαj0 ‖ ≤ ‖
k∑
i=1
∑
α∈A′αj0
1
log2(mα + 1)
∑
β∈succα
f iβ‖
≤
∑
α∈A′αj0
‖
1
log2(mα + 1)
k∑
i=1
∑
β∈succα
f iβ‖
≤
∑
α∈A′αj0
‖
2
log2(kmα + 1)
k∑
i=1
∑
β∈succα
f iβ‖
≤ 2#Aαj0
as each functional 1log2(kmα+1)
∑k
i=1
∑
β∈succα f
i
β is in the norming set K of XS . 
3.3. Operators defined by a core tree. We fix a core tree T with parameters (mj)j . The
aim of this section is to study properties of an operator T ∈ Bseq(XS) := Bseq(XS , XS) (where
XS is considered with the canonical basis (en)n), defined by a sequence (fn, xn)n ⊂ X
∗
S ×XS
associated to T .
Remark 3.13. In [MP2] the index set of summation was required to be more lacunary, however,
in the situation of the Schlumprecht space we profit from the specific form of involved coefficients
( 1log2(n+1)
) and dealing with the family An.
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For an increasing sequence (mj)j ⊂ N we define the following properties:
(F6) 2j
∑
t<jmt ≤ log2(mj + 1), j ∈ N,
(F7) cj ≤ 1/2j+1, j ∈ N.
We recall now estimate used already in [MP2].
Any sequence (fn)n∈N defines a family of norms ‖ · ‖j , j ∈ N, on XS in the following way:
‖ · ‖j = sup{|fn1(·)|+ · · ·+ |fnj (·)| : n1 < · · · < nj}
Proposition 3.14. Take a block sequence of functionals (fn) ⊂ X∗S associated to a core tree
T with (mj)j satisfying (F6)-(F7). Then the operator T : XS ∋ x 7→
∑
n fn(x)en ∈ XS is well
defined and satisfies the following for any j0 ∈ N:
‖Ty‖ ≤
j0∑
j=1
‖y‖mj +
7
2j0
‖y‖, y ∈ XS ,
Proof. The calculation below proves both statements (T well-defined and the estimate). The
calculation for j0 = 1 and y ∈ XS with finite support show that for any y finite support we
have ‖Ty‖ ≤ 8‖y‖, proving that T is well-defined on the whole space XS .
Put ǫj = log2(mj + 1)
−1, j ∈ N, with ǫ0 = 1. Let each fn, has the tree-analysis (fnα )α∈Tn .
Let h ∈ K. For any j ∈ N let
Bj = {n ∈ N : ǫj+1 < |h(en)| ≤ ǫj}, Dj = Bj ∩ {1, . . . , j + 2},
Notice that #Bj ≤ mj+1 for any j ∈ N by Remark 3.1(3). Therefore by Prop. 3.12 for any
j ∈ N we have
‖
∑
n∈Bj\Dj
±(fn − cjf
n
αj )‖ ≤ 2
∑
t<j
mt (3.9)
Now for a fixed j0 ∈ N and y ∈ XS we have
|h(Ty)| = |h(
∑
n∈N
fn(y)en)|
≤
j0−1∑
j=0
|
∑
n∈Bj
fn(y)h(en)|+ |h(
∞∑
j=j0
∑
n∈Bj
fn(y)en)|
≤
j0−1∑
j=0
‖y‖mj+1 +
∞∑
j=j0
|
∑
n∈Bj
(fn − cjf
n
αj )(y)h(en)|+ ‖
∞∑
j=j0
∑
n∈Bj
cjf
n
αj (y)en‖
Estimate the second term as follows, using (3.9) and (F6):
∞∑
j=j0
|
∑
n∈Bj
(fn − cjf
n
αj )(y)h(en)| ≤
∞∑
j=j0
|
∑
n∈Dj
(fn − cjf
n
αj )(y)h(en)|
+
∞∑
j=j0
|
∑
n∈Bj\Dj
(fn − cjf
n
αj )(y)h(en)|
≤
∞∑
j=j0
(j + 2)ǫj‖y‖+ 2
∞∑
j=j0
ǫj
∑
t<j
mt‖y‖
≤
6
2j0
‖y‖
Estimate the third term as follows
‖
∞∑
j=j0
∑
n∈Bj
cjf
n
αj (y)en‖ ≤
∞∑
j=j0
cj‖
∑
n∈Bj
fnαj (y)en‖ ≤
∞∑
j=j0
1
2j+1
‖y‖ ≤
1
2j0
‖y‖
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using (F7) and the fact that for any block sequence (hk) ⊂ K and z ∈ XS we have ‖
∑
k hk(z)ek‖ ≤
‖z‖ (cf. Fact 1.3 [MP2]).

The following theorem summarizes previous estimates setting the ground for the general
criterion (Theorem 2.3) in the Schlumprecht space.
Theorem 3.15. Take a core tree T with parameters (mj , qj)j, satisfying (F1)-(F7) and the
operator T defined by sequences (fn, xn)n associated to T . Then we have the following
(1) the operator T is bounded, strictly singular and non-compact.
(2) for any N ∈ N and any qjN−1 ≤ k ≤ mjN (where αjN is minimal in {α ∈ T : |α| = N}
with respect to the lexicographical order ≤lex) we have
ck(T ) ≤ 2
∑
j<jN
mj , dk(T ) ≤ 14k
log2(mjN−1 + 1)
mjN−1
(3) T ∈ S∞(XS) := S∞(XS , XS) (where XS is considered with the canonical basis (en)n).
Proof. (1) follows immediately from Proposition 3.14, as XS does not contain c0. The non-
compactness is guaranteed by the fact that Txn = en, n ∈ N, with (F1) ((xn)n is seminormal-
ized).
(2) follows by Propositions 3.10 and 3.12 and the definition of parameters (dj)j .
(3) Take a seminormalized sequence (ym)m ⊂ XS with ‖Tyl‖XS ,∞ → 0, l → ∞. As
‖T (·)‖XS,∞ ≥
1
j ‖ · ‖j any j ∈ N, it follows that for any j ∈ N ‖yl‖mj → 0, l →∞.
Let C = supl ‖yl‖. We show that any subsequence (yl)l∈M contains a further subsequence
(yl)l∈L with ‖Tyl‖
L∋l→∞
−−−−−→ 0, which ends the proof.
Take a subsequence (yl)l∈M . Diagonalizing pass to a subsequence (yl)l∈L, such that ‖yl‖mj ≤
1
2l
for any j ≤ l, l ∈ L. Then by Prop. 3.14 we have for any l ∈ L
‖Tyl‖ ≤
l∑
j=1
‖yl‖mj +
7
2l
‖yl‖ ≤
l
2l
+
7C
2l
→ 0, L ∋ l→∞

3.4. Small operator ideals. Fix two core trees: T with parameters (mj , qj)j and R with
parameters (ki, pi)i, with both sets of parameters satisfying (F1)-(F7). Pick block sequences
of vectors (xn) and functionals (fn) associated to T and block sequences of vectors (yn) and
functionals (gn) associated to R and associated operators T,R ∈ Bseq(XS):
T : XS ∋ x 7→
∑
n
fn(x)en ∈ XS , R : XS ∋ x 7→
∑
n
gn(x)en ∈ XS . (3.10)
We define now conditions concerning only two fixed consecutive levels of the trees T and R.
For any N ∈ N let jN (resp. iN) be such that αjN is minimal in {α ∈ T : |α| = N} (resp.
γiN is minimal in {γ ∈ R : |γ| = N}) with respect to the lexicographical order ≤lex.
We define the following property: we write that (mα, qα)|α|=N−1,N ⋗ (kγ , pγ)|γ|=N−1,N , for
0 < N ∈ N, provided
(L1)
log2(mjN−1 + 1)
mjN−1
∑
|γ|<N
kγ ≤
1
N
(L2) qjN−1 ≤ kiN ≤ mjN .
Remark 3.16. Notice that it is possible to build core trees with parameters (mj , qj)j=N−1,N ⋗
(ki, pi)i=N−1,N for any N ∈ N, with both sets of parameters satisfying (F1)-(F7) by induction
on N . Indeed, choose m0, k0, q0, p0, to ensure (F1), (F2), (L1), (L2). For a fixed N ∈ N,
having chosen parameters of the trees T , R up to level N − 1, i.e. (mα)|α|<N , (qα)|α|<N (in
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particular qjN−1, since |αjN−1| = N − 1) and (kγ)|γ|<N , (pγ)|γ|<N , we pick kiN ≥ qjN−1 and
the rest of parameters on the N -th level of the tree R, i.e. (pγ)|γ|=N and (kγ)|γ|=N,γ>lexγiN so
that (F1)-(F7) in the case of R are satisfied. Then we pick mjN ≥ kiN big enough to ensure
(F1)-(F7) in the case of T and moreover so that
log2(mjN + 1)
mjN
∑
|γ|≤N
kγ ≤
1
N + 1
Then we choose (qα)|α|=N and (mα)|α|=N,α>lexαjN to ensure (F1)-(F7) in the case of T and
thus we finish the inductive procedure.
Theorem 3.15 (2) implies the following
Corollary 3.17. Let T and R be bounded strictly singular operators defined as in (3.10) by
core trees T and R with parameters (mj , qj)j , (ki, pi)i. If there is an infinite J ⊂ N such that
(mα, qα)|α|=N−1,N ⋗ (kγ , pγ)|γ|=N−1,N for any N ∈ J , then
lim inf
k∈N
1
k
ck(R)dk(T ) = 0
Lemma 3.18. There is a family (Tr)r∈R of bounded strictly singular operators on XS such that
for any r, s ∈ R, r 6= s we have
lim inf
k∈N
1
k
ck(Tr)dk(Ts) = 0
Proof. Let D be a dyadic tree with the root ∅, the order , the lexicographic order ≤lex and
levels |d|, d ∈ D. For any d ∈ D, d 6= ∅ let d− be the immediate predecessor of d in (D,),
i.e. d ∈ succ(d−). Recall that a branch of a tree is a maximal linearly ordered subset of D
with respect to .
We attach to every node d ∈ D a set of parameters md = (mdj , q
d
j )j∈Ad for some finite
Ad ⊂ N so that
(1) for any branch I ⊂ D we have N =
⋃
d∈I Ad, and for any d,d
′ ∈ I with d  d′ we have
maxAd < minAd′ ,
(2) for any branch I ⊂ D parameters (mdj )j∈Ad,d∈I define a core tree TI , such that for any
d ∈ I we have {j ∈ N : |αj | = |d|} = Ad (i.e. md is the set of parameters on the
|d|-level of TI),
(3) for any branch I ⊂ D parameters ∪d∈Imd = (mdj , q
d
j )j∈Ad,d∈I satisfy (F1)-(F7),
(4) for any 0 < N ∈ N, any d,d′ ∈ D with |d| = |d′| = 4N , d ≤lex d′ we have md− ∪
m
d ⋗md
′− ∪md
′
,
(5) for any N ∈ N, any d,d′ ∈ D with |d| = |d′| = 4N +2, d ≤lex d′ we have md−∪md⋖
m
d
′− ∪md
′
.
Conditions (1)-(3) above describe the way the parameters defining trees TI , with I - a branch
of D, are represented in the tree D. Then for any branch I of D we let TI ∈ Bseq(XS)
be the operator defined by sequences associated to the tree TI with parameters ∪d∈Im
d =
(mdj , q
d
j )j∈Ad,d∈I . Conditions (4) and (5) above imply, by Corollary 3.17, that for any different
branches I, I ′ of D we have
lim inf
k∈N
1
k
ck(TI)dk(TI′) = 0
In order to finish the proof notice that we can choose sets md = (mdj , q
d
j )j∈Ad , d ∈ D
satisfying (1)-(5) by induction on the level of D, more precisely choosing for every 0 < N ∈ N
parameters (mdj , q
d
j )j∈Ad,|d|=2N−1,2N satisfying (1)-(3) and either (4) or (5) similarly to the
way it was done in Remark 3.16, profiting from the fact that on each level of D we have only
finitely many d’s. 
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Theorem 3.19. There is a family of small closed operator ideals (IA)A⊂R on the Schlumprecht
space such that IA ⊂ IB ⇔ A ⊂ B, for any A,B ⊂ R. In particular there are exactly 2c distinct
small closed ideals on the Schlumprecht space.
Proof. Take a family (Tr)r∈R ⊂ S (XS) as in Lemma 3.18 and for any A ⊂ R define IA to be
the closed operator ideal generated by (Tr)r∈A. Then obviously A ⊂ B implies IA ⊂ IB. On
the other hand, fix A ⊂ R and r ∈ R \ A. Then Tr and (Ts)s∈A satisfy the assumptions of
Theorem 2.3, thus in particular Tr 6∈ IA. In other words Tr ∈ IA implies r ∈ A, which finishes
the proof. 
Remark 3.20. (1) It follows easily that there is also a chain of cardinality c of small closed
ideals and an antichain of cardinality 2c of small closed ideals on the Schlumprecht
space.
(2) Theorem 3.19 holds true in the case of Banach spaces with a basis whose spreading
model is equivalent to the basis (en)n of the Schlumprecht space, like Gowers-Maurey
space (cf. [MP2]).
(3) The last step of construction (creating (IA)A⊂R from a family of bounded operators
(Tr)r∈R with certain separation property described in Theorem 2.3) works as in [JS],
however, the constructed operators are of a different type.
4. Schreier space
We recall the definition of Schreier spaces X [SN ], N ∈ N, given in [AA]. Define the Schreier
families SN , N ∈ N, by induction. Let
S0 = {{n} : n ∈ N} ∪ {∅}
and for any N ∈ N let
SN+1 =
{
k⋃
i=1
Ei : k ∈ N, E1, . . . , Ek ∈ SN , k ≤ minE1, E1 < · · · < Ek
}
∪ {∅}
We recall here one of the basic properties of Schreier families we shall need later, namely the
spreading property: for any N ∈ N and {n1, . . . , nk} ∈ SN , and m1 < · · · < mk ∈ N with
n1 ≤ m1, . . . , nk ≤ mk also {m1, . . . ,mk} ∈ SN .
The Schreier space X [SN ], N ∈ N, is the completion of c00 with the norm
‖(xn)n‖SN = sup
A∈SN ,A 6=∅
∑
n∈A
|xn|, (xn)n ∈ c00
The unit vector basis of c00, which we denote in this section by (e˜n)n, was proved in [AA] to be
a shrinking unconditional basis for any X [SN ], N ∈ N. By the spreading property of Schreier
families any subsequence (e˜ln)n 1-dominates the basis (e˜n)n in X [SN ].
For any I ⊂ N by PI denote the canonical projection on [e˜n : n ∈ I].
We shall need the following observations. Repeating the reasoning of [BL] we obtain the
following (one needs only to observe that S1 ⊂ SN , N ∈ N, N ≥ 1)
Lemma 4.1. [BL, Corollary 3.17(ii)] Fix N ∈ N, N ≥ 1, and infinite I = (in)n, J = (jn)n ⊂ N
and assume the mapping e˜in → e˜jn , n ∈ N, extends to a bounded operator RI,J : X [SN ] ⊃ [e˜i :
i ∈ I]→ [e˜j : j ∈ J ] ⊂ X [SN ]. Then there is a constant C > 0 with jn ≤ Cin for all n ∈ N.
The following lemma is proved in [CS, Prop. 0.7] in the case of N = 1 (recall thatX [S0] = c0)
and with domination replaced by 1-equivalence. In the proof we use this case (N = 1).
Lemma 4.2. For any N ∈ N, N ≥ 1, and any sequence (Em)m∈N of finite subsets of N with
#Em = minEm, #Em+1 > 2#EmmaxEm, m ∈ N the sequence of averages (ym)m ⊂ X [SN ]
defined as ym =
1
#Em
∑
n∈Em
±e˜n, m ∈ N, is 2-dominated by the unit vector basis (e˜sm)m of
X [SN−1], where sm = maxEm, m ∈ N.
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Proof. Take a maximal, with respect to the inclusion, set F ∈ SN and consider ‖
∑
m amym|F ‖ℓ1 ,
(am)m ⊂ R. By [GL, Lemma 3.8] F = ∪ki=1Fi, where F1 < · · · < Fk are maximal members
of S1 and (minFi)ki=1 ∈ SN−1. Let Gi = {m ∈ N : Fi ∩ Em 6= ∅}, pick mi ∈ Gi with
|ami | = max{|am| : m ∈ Gi} for each i = 1, . . . , k. Estimate, using the fact that (ym)m in
X [S1] is 1-equivalent to the unit vector basis of c0,
‖
∑
m
amym|F ‖ℓ1 =
k∑
i=1
‖
∑
m∈Gi
amym|Fi‖ℓ1 ≤
k∑
i=1
‖
∑
m∈Gi
amym‖S1 ≤
k∑
i=1
‖ami e˜smi ‖ ≤ . . .
Notice that for any m ∈ N by maximality of Fi’s there can be at most 2 sets from the family
(Fi)
k
i=1 intersecting Em, thus each mi can appear in the above sum at most twice. Thus, as
smi ≥ minFi, i = 1, . . . , k, and (minFi)
k
i=1 ∈ SN−1, we continue
· · · ≤ 2‖
∑
m
ame˜sm‖SN−1
which ends the proof. 
The following lemma is well known, for the sake of completeness we present a proof.
Lemma 4.3. The basis (e˜n)n ⊂ X [SN ] is not dominated by any subsequence of the basis
(e˜n)n ⊂ X [SN−1], for any N ∈ N, N ≥ 1.
Proof. Take (e˜km)m ⊂ X [SN−1]. Pick (mn)n ⊂ N with
mn ≤ kmn < mn+1 ≤ kmn+1 , n ∈ N
Fix ǫ > 0 and take (an)n∈F ⊂ [0, 1] so that {mn : n ∈ F} ∈ SN , with
∑
n∈F an = 1 and∑
n∈G an < ǫ for any G with {mn : n ∈ G} ∈ SN−1. An average of this type is called a
(N, ǫ)-special convex combination, its existence was proved in [AD].
Then ‖
∑
n∈F ane˜mn‖SN = 1. On the other side for any G ∈ SN−1 with (kmn)n∈G ∈ SN−1,
we have {mn : n ∈ G} = {mminG} ∪ {mn : n ∈ G \ {minG}} and each of these sets is a
member of SN−1. It follows that
∑
n∈G an ≤ 2ǫ and hence ‖
∑
n∈F ane˜kmn ‖SN−1 ≤ 2ǫ. As
ǫ > 0 was arbitrarily small the basic sequence (e˜km)m∈N ⊂ X [SN−1] does not dominate the
basis (e˜m)m ⊂ X [SN ]. 
Recall that by [O] any Schreier space X [SN ], N ∈ N, is saturated by isomorphic copies of c0.
Alternatively we can apply Lemma 4.2 inductively in any X [SN ] obtaining normalized repeated
averages of the basis dominated by (and thus equivalent to) the unit vector basis of c0.
We fix for the rest of the section a normalized block sequence (en)n equivalent to the unit
vector basis of c0 and let Y ⊂ X [SN ] be the closed subspace spanned by (en)n.
Lemma 4.4. [BKL, Lemma 4.14] For any N ∈ N, N ≥ 1, and any infinite I ⊂ N the formal
identity operator X [SN ] ⊃ [e˜i : i ∈ I]→ c0 is non-compact strictly singular with norm 1.
For any infinite I = (in)n ⊂ N let TI ∈ Bseq(X [SN ], Y ) be the operator defined by sequences
(e˜∗in , e˜in)n∈N, i.e.
TI : X [SN ] ∋ (an)n 7→
∑
n
ainen ∈ Y ⊂ X [SN ]
Notice that TI ∈ S∞(X,Y ) ∩S (X [SN ]) by Lemma 4.4 and the choice of (en)n.
Theorem 4.5. Fix N ∈ N, N ≥ 1, and infinite I = (in)n, J = (jn)n∈N ⊂ N such that for any
K ∈ N we have
lim
n→∞
j⌊n/K⌋
in
=∞
Then ‖TI −Q‖ ≥ 1 for any Q in the operator ideal I(TJ ) generated by TJ in B(X [SN ]).
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Proof. The proof goes along the lines of the proof of Theorem 2.3, however, different reasoning
is needed as infk
1
kck(TJ)dk(TI) = 1.
Take operators as in the theorem. Assume there is Q ∈ I(TJ) with ‖TI−Q‖ < 1. Then there
are Qt, St ∈ B(X), t = 1, . . . , k, such that ‖TI−
∑k
t=1Qt◦TJ ◦St‖ < 1. As TI(e˜in) = en, n ∈ N,
the sequence ((
∑k
t=1Qt ◦ TJ ◦ St)e˜i)i∈I is seminormalized. It follows that for any i ∈ I there
is ti ∈ {1, . . . , k} so that the sequence ((TJ ◦ Sti)e˜i)i∈I is seminormalized. For any t = 1, . . . , k
let It = {i ∈ I : t = ti}. Then for the operator S =
∑k
t=1 St ◦ PIt ∈ B(X [SN ]) the sequence
((TJ ◦ S)e˜i)i∈I is seminormalized. As the sequence (en)n is equivalent to the unit vector basis
of c0, there is universal c > 0 such that
sup
l∈N
|e∗l (TJ(Se˜i))| = sup
j∈J
|S(e˜i)(j)| > c, i ∈ I
Let Aj = {i ∈ I : |S(e˜i)(j)| > c} for any j ∈ J . We prove here a stronger property of Aj ’s than
in the proof of Theorem 2.3, namely
Claim. There is universal K ∈ N such that #Aj ≤ K, j ∈ J .
Proof of Claim. Assume otherwise, then we can pick a sequence (Em)m of subsets of N as
in Lemma 4.2 such that each Em is contained in some Alm . For each m ∈ N let ym =
1
#Em
∑
n∈Em
(signS(e˜n)(lm))e˜n. Then by Lemma 4.2 the block sequence (ym)m is 2-dominated
by some subsequence of the basis (e˜m)m in X [SN−1], whereas S(ym)(lm) > c for each m ∈ N.
Notice that S(ym)(l)
m→∞
−−−−→ 0 for each l ∈ N. Otherwise there would be l ∈ N and δ > 0 with
|S(ym)(l)| > δ for infinitely many m’s, without loss of generality S(ym)(l) > δ. Taking the
infinite set M of such m’s for any finite A ⊂M we obtain
#Aδ <
∑
m∈A
S(ym)(l) ≤ ‖
∑
m∈A
S(ym)‖SN ≤ ‖S‖‖
∑
m∈A
ym‖SN
which, as the block sequence (ym)m∈M is normalized and unconditional, yields that (ym)m∈M
is equivalent to the unit vector basis of ℓ1, contradicting the fact that (en)n is a shrinking basis
of X [SN ] ([AA]).
Therefore passing to a subsequence we can assume that lm ր∞ and |S(ym)(lm′)| <
‖S‖
2m+m′+2
for anym 6= m′. Now take any scalars (am)m with ‖
∑
m amym‖SN = 1 (recall that supm |am| ≤
2) and estimate by unconditionality of (e˜n)n, as follows
‖S‖ = ‖S‖‖
∑
m
amym‖SN ≥ ‖
∑
m
am(PJ ◦ S)(ym)‖SN
≥ ‖
∑
m
amS(ym)(lm)e˜lm‖SN −
∑
k 6=m
|amSm(lk)|
≥ c‖
∑
m
ame˜lm‖SN −
‖S‖
2
≥ c‖
∑
m
ame˜m‖SN −
‖S‖
2
which yields a contradiction by Lemma 4.3. 
Claim. Let (Bn)n∈N, be a family of subsets of N of cardinality at most K ∈ N such that⋃
nBn = N. Then there is infinite M ⊂ N and an increasing mapping φ : M → N such that
m ∈ Bφ(m) and m ≤ Kφ(m) for any m ∈M .
Proof of Claim. We pick M ⊂ N by induction. Let m1 = 1 and φ(m1) ∈ N arbitrary with
m1 ∈ Bφ(m1). Then obviously Kφ(m1) ≥ 1. Fix k ∈ N and assume we picked first m1, . . . ,mk
as desired. Let B =
⋃
n≤φ(mk)
Bn and notice that #B ≤ Kφ(mk). Let mk+1 = min((N \ B) ∩
(mk,∞)) and φ(mk+1) ∈ N arbitrary with mk+1 ∈ Bφ(mk+1). Then
mk+1 ≤ max{Kφ(mk) + 1,mk + 1} = Kφ(mk) + 1 ≤ K(φ(mk+1)− 1) + 1 ≤ Kφ(mk+1)
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which ends the inductive step. Taking M = {mk : k ∈ N} ends the proof of Claim. 
Now we continue the proof of the theorem. We apply the Claim above for Bk = {n ∈ N :
in ∈ Ajk}, where J = (jk)k∈N, obtaining a suitable infinite M ⊂ N and a mapping φ : M → N
with m ∈ Bφ(m) (i.e. im ∈ Ajφ(m)) and m ≤ Kφ(m) for any m ∈M .
As in the proof of the first claim passing to infiniteM ′ ofM we can assume that S(e˜im)(jφ(m′)) <
‖S‖
2m+m′+2
for any m 6= m′ ∈ M ′ and thus the sequence (e˜im)m∈M ′ dominates the sequence
(e˜jφ(m))m∈M ′ . By Lemma 4.1 there is universal C > 0 with jφ(m) ≤ Cim for any m ∈ M
′. It
follows that j⌊m/K⌋/im ≤ C for any m ∈M
′ which contradicts the assumptions on I, J .

Remark 4.6. Careful examination of the proof shows that the idea behind it is the same as in
Theorem 2.3, however, it works in different technical setting. We make sure in the proof first
that there is infinite M ⊂ N so that the set of indices (ln)n∈N of functionals defining TJ , i.e.
(gln)n∈M = (e˜
∗
ψ(in)
)n∈M is a spread of {⌊n/K⌋ : n ∈ M} for some K ∈ N. Unboundedness of
the operator carrying each e˜in to e˜ψ(in), n ∈ M implied by the assumptions on I, J and the
choice of M is witnessed by convex combinations
∑
n∈A anxn of (xn)n∈M = (e˜in)n∈M with the
Schreier norm tending to zero (cf. [BL]), whereas ‖
∑
n∈A gln‖SN = 1. Thus the proof relies on
the fact that for any infinite M ⊂ N we have
inf
A⊂M
(
inf∑
n∈A |an|=1
‖
∑
n∈A
anxn‖SN
)(
sup ‖
∑
n∈A
gln‖SN
)
= 0,
where the supremum is taken over all (ln)n∈M that are spreads of (⌊n/K⌋)n∈M for some K ∈ N.
In the above formula instead of averages defining 1kdk(TI) we use all convex combinations (de-
scribing the "distance" of finite subsequences of (e˜in) to the unit vector basis of ℓ1 of correspond-
ing length), and instead of all sums of functionals in ck(TJ) we consider only those with indices
from a certain restricted family that is sufficient in our case, which desires a separate proof.
We notice also that - in spite of involving Schreier families in the definition of the space - the
presented reasoning reduces the to comparing behaviour of sequences defining operators from
the family Bseq(XSn on the sets of equal cardinality - on the families of sets of low complexity
when compared to the complexity of Schreier families.
Remark 4.7. Notice that if either of the conditions in Lemma 4.1 is satisfied, the operator TI
belongs to the operator ideal generated by TJ , as TI = TJ ◦RI,J ◦ PI .
It follows that for any I and J satisfying assumptions of Theorem 4.5 the operator TJ belongs
to the ideal generated by TI .
Theorem 4.8. For any N ∈ N, N ≥ 1, there is a chain of cardinality c of closed small ideals
in B(X [SN ]).
Proof. Let D be a dyadic tree with the root ∅. Enumerate the nodes of D according to the
lexicographic order ≤lex as (dk)k∈N. For any branch B of D let IB = (k!)dk∈B. We extend the
lexicographic order on the family of branches of D: we write B ≤lex B′ provided for any d ∈ B
and d′ ∈ B′ with |d| = |d′| we have d ≤lex d′.
Notice that for any branches B ≤lex B′ the sets of indices IB = (in)n∈N, IB′ = (jn)n∈N
satisfy limn→∞ j⌊n/K⌋/in = ∞ for any K ∈ N. By Theorem 4.5 and Remark 4.7 the mapping
carrying each branch B of D to the closed operator ideal generated by the operator TIB is
strictly increasing with respect to the order ≤lex on the family of branches of D and inclusion
in B(X [SN ]). As the operators TIB are strictly singular (by Lemma 4.4) we finish the proof. 
The result of [BKL] and the one presented above suggest the following
Question. Do the Schreier spaces X [SN ], N ∈ N, N ≥ 1, admit exactly continuum many
distinct closed operator ideals ?
16 ANTONIS MANOUSSAKIS AND ANNA PELCZAR-BARWACZ
References
[AA] D. Alspach and S.A. Argyros, Complexity of weakly null sequences, Diss. Math. (Rozprawy Mat.) 321
(1992), 1–44.
[AS] G. Androulakis, Th. Schlumprecht, Strictly singular, non-compact operators exist on the space of Gowers
and Maurey, J. London Math. Soc. (2) 64 (2001) 655–674.
[AD] S.A. Argyros, I. Deliyanni, Examples of asymptotic ℓ1 Banach spaces, Trans. Amer. Math. Soc. 349
(3), 1997
[BKL] K. Beanland, T. Kania, N. Laustsen, Closed ideals of operators on the Tsirelson and Schreier spaces,
J. Funct. Anal. 279(8):108668 (2000) DOI: 10.1016/j.jfa.2020.108668.
[BL] A. Bird, N. Laustsen, An amalgamation of the Banach spaces associated with James and Schreier, Part
I: Banach-space structure, Banach Center Publications 91 (2010), 45–76.
[C] J.W. Calkin, Two sided ideals and congruences in the ring of bounded operators in Hilbert spaces, Ann.
of Math. 42 (2) (1941), 893–873.
[CS] P. Casazza, T.Shura, Tsirelson’s Space, Lecture Notes in Math. 1363, Springer-Verlag, 1989.
[FSZ] D. Freeman, Th. Schlumprecht, A. Zsák, The cardinality of the sublattice of closed ideals of operators
between certain classical sequence spaces, arXiv:2006.02421.
[GL] I. Gasparis, D. Leung, On the complemented subspaces of the Schreier space, Studia Math. 141 (2000),
273–300.
[G] B. Gramsch, Eine Idealstruktur Banachscher Operatoralgebren, J. Reine Angew. Math. 225 (1967),
97–115.
[JPS] W. Johnson, G. Pisier, G. Schechtman, Ideals in L(L1), Math. Ann. 376 (3), (2019), DOI:
10.1007/s00208-019-01934-0.
[JS] W. Johnson, G. Schechtman, The number of closed ideals in L(Lp), arXiv:2003.11414.
[LL] N. Laustsen, R. Loy, Closed ideals in the Banach algebra of operators on a Banach space, Banach Center
Publications 67 (2005), 245–264.
[LLR] N. Laustsen, R. Loy, C. Read, The lattice of closed ideals in the Banach algebra of operators on certain
Banach spaces, J. Funct. Anal., 214 (204), 106–131.
[LSZ] N. Laustsen, Th. Schlumprecht, A. ZsÃąk, The lattice of closed ideals in the Banach algebra of operators
on a certain dual Banach space, J. Operator Theory, 56 (2006), 391–402.
[L] E. Luft, The two-sided closed ideals of the algebra of bounded linear operators of a Hilbert space,
Czechoslovak Math. J. 18 (1968), 595–605.
[MP] A. Manoussakis, A. Pelczar-Barwacz, Quasiminimality in mixed Tsirelson spaces, Math. Nachr. 284
(2011), 1924–1947.
[MP2] A. Manoussakis, A. Pelczar-Barwacz, Strictly singular non-compact operators on a class of HI spaces,
Bull. London Math. Soc. 45 (3) (2013), 463–482.
[O] E. Odell, On quotients of Banach spaces having shrinking unconditional bases, Illinois J. Math. 36
(1992), 681–695.
[S] Th. Schlumprecht, An arbitrarily distortable Banach space, Israel J. Math. 76 (1991), 81–95.
[SZ] Th. Schlumprecht, A. Zsák, The algebra of bounded linear operators on ℓp ⊕ ℓq has infinitely many
closed ideals, J. Reine Angew. Math. 735 (2018), 225–247.
[SW] G. Sirotkin, B. Wallis, Sequence-singular operators, J. Math. Anal. Appl. 443 (2016), (2), 1208–1219.
[W] R. Whitley, Strictly singular operators and their conjugates, Trans. Amer. Math. Soc. 113 (1964),
252–261.
School of Environmental Engineering, Technical University of Crete, University Campus,
73100 Chania, Greece
E-mail address: amanousakis@isc.tuc.gr
Institute of Mathematics, Faculty of Mathematics and Computer Science, Jagiellonian Uni-
versity, Łojasiewicza 6, 30-348 Kraków, Poland
E-mail address: anna.pelczar@uj.edu.pl
