Voronoi treemaps represent hierarchies as nested polygons. We here show that, contrary to the apparent popular belief, utilization of an algorithm for weighted Voronoi diagrams is not only feasible, but also more efficient than previous low-resolution approximations, even when the latter are implemented on graphics hardware. More precisely, we propose an instantiation of Lloyd's method for centroidal Voronoi diagrams with Aurenhammer's algorithm for power diagrams that yields an algorithm running in O(n log n) rather than Ω(n 2 ) time per iteration, with n the number of sites. We describe its implementation and present evidence that it is faster also in practice.
Introduction
Much data is either inherently hierarchical, or purposefully made hierarchical for comprehension, abstraction, or interaction. The hierarchical inclusion relations can be represented in a rooted tree, where singleton sets of base elements form the leaves, and each inner node represents the union of the sets represented by its children. Treemaps have been proposed as a space-filling representation of such inclusionhierarchy trees [Shn92] . Each node of the hierarchy tree is depicted by a rectangle, and rectangles are subdivided recursively into smaller rectangles depicting the children of the corresponding tree node. In most applications, base elements have associated weights, and the area of a rectangle is required to be proportional to the total weight of the corresponding subset. There are several other degrees of freedom in this representation, in particular with respect to layout and rendering, and many of them have been utilized in various applications [Shn09] .
A special variant are Voronoi treemaps [BD05] , in which more general polygons are used instead of rectangles. These polygons are defined as the regions of centroidal Voronoi diagrams, and the resulting visualizations have good aspect ratio and an appealing, organic look to them. Moreover, they are more robust to changes in time-varying hierarchical data.
Despite the extensive praise they are receiving, Voronoi and state of the art appears to be the approach of [SFL10] which achieves run-time improvements over other variants by utilizing fast parallel processing in graphics hardware.
We here demonstrate that a carefully revised, yet relatively simple implementation using a conventional algorithm from computational geometry, Aurenhammer's method for power diagrams [Aur87] , actually outperforms even the parallelized approximation while also removing the resolution limit.
The remainder is organized as follows. We first recall the definition of Voronoi diagrams and Voronoi treemaps. In Section 3, we then review previous approaches for their computation. The approach proposed here is presented in Section 4 and evaluated in Section 5. We conclude with a brief discussion.
Background

Voronoi Diagrams
Given a set S of n distinct points in the plane, called sites, the corresponding Voronoi diagram divides the plane into regions, one for each site. Each region, called (Voronoi) cell, consists of exactly those points that have the same closest site. Since display space is usually bounded, we consider bounded Voronoi diagrams that divide up some convex area (e.g., a rectangle) rather than the entire plane.
Formally, we are given a bounded, convex area Ω ⊂ R 2 and a set of sites S = {s 1 , . . . , sn}. For each point s i ∈ S its associated cell V(s i ) is defined as
where p 1 − p 2 = (x 1 − x 2 ) 2 + (y 1 − y 2 ) 2 is the Euclidean distance of points p 1 = (x 1 , y 1 ) and p 2 = (x 2 , y 2 ). Each cell Vs = V(s) is bordered by a polygon Vs of points that have equal distance to at least two sites, or belong to the boundary of Ω. Furthermore the area of a cell (region) is denoted by A(Vs).
An (ordinary) Voronoi diagram is thus defined as the collection of cells,
It can be computed in O(n log n) time using any of a variety of algorithms [GO04] .
Area Requirements
The area of a cell depends on the relative position of its associated and neighboring sites. Since the cells of a Voronoi diagram are going to be used to depict numerical data elements, we require a mechanism to control their area better.
To have the possibility of influencing the size of the cell area, weighted Voronoi diagrams can be used. Let W (S) = {w 1 , w 2 , . . . , wn} be a set of positive real weights w i = w(s i ) ∈ R >0 associated with sites S = {s 1 , . . . , sn}.
Two generalizations of Voronoi diagrams that take weights into account are common, both defined by substituting a weight-dependent distance for the Euclidean distance in (1). In the additively weighted (AW) Voronoi diagram [For87] , p − s i is replaced by p − s i − w i . Note that the boundaries between pairs of sites thus become hyperbolic curves. In the power weighted (PW) Voronoi diagram [Aur87] , or power diagram for short, p − s i 2 − w i is used instead and boundaries remain polygonal.
In either variant, increasing a single weight increases the area of the associated cell. While the relation between weights and areas is monotonic, it is in general non-linear. Note also that cells are empty when the defining site is "closer" (w.r.t. to the modified distances) to another site than to itself. This does not happen in ordinary Voronoi diagrams.
We here restrict our attention to power diagrams, but our results are likely to extend to additively weighted Voronoi diagrams because both can be computed in O(n log n) time using algorithms of similar practical performance [Aur87, For87] .
Centroidal Voronoi Diagrams
In addition to accuracy in the representation of magnitudes, we would like to ensure good readability. An important readability aspect, among other things supporting the visual comparison of areas, is the aspect ratio of cells, i.e. the ratio of the lengths of sides of the smallest enclosing rectangle. Aspect ratio can be changed by moving sites, and it has been shown that, for ordinary Voronoi diagrams, aspect ratio close to one is achieved when sites are evenly distributed and located in the centroid (the center of mass) of their cell [LWL * 09]. The latter property defines centroidal
Voronoi diagrams (CVDs).
Note that the subdivison of a rectangle by parallel lines as in the slice-and-dice technique [Shn92] also yields, in fact, centroidal Voronoi diagrams (the sites would have to be placed at the center of each rectangle), but the resulting subrectangles are often long and thin and thus have very poor aspect ratio.
Voronoi Treemaps
A Voronoi treemap is the recursive subdivision of a region into the cells of a centroidal Voronoi diagram defined as follows.
Let O = {o 1 , . . . , on} be a set of objects, each with an associated positive real value v i ∈ R >0 , i = 1, . . . , n. We define v : 2 O → R >0 as the additive extension to subsets of P ⊆ O,
A hierarchical partition of O is a rooted tree T = (P, I; r) with nodes P representing subsets of O and edges I representing set inclusion. The root r ∈ P represents O and the leaves represent exactly the singleton sets {o i }, i = 1, . . . , n.
We will identify nodes in the tree with the subsets they represent. Each inner node represents the set formed by the union of the sets of its children.
A hierarchical partition is represented by a Voronoi treemap, if the bounding region represents the entire set of objects, this region is subdivided by a centroidal Voronoi diagram with one cell per child of the root and these cells are subdivided recursively such that the leaves are represented by cells with an area (approximately) proportional to their value. The children of p ∈ P are given by children(p) = {x ∈ P : x ⊂ p}. We denote by
the target area of c ∈ children(p). See Figure 2 for an example.
Previous Approaches
Because of the recursive nature of Voronoi treemaps, it is sufficient to consider a single level of the computation: given a bounded region representing an inner node of a hierarchical partition, subdivide this region by a Voronoi diagram such that each cell corresponds to exactly one child.
To address aspect ratio and area requirements, weighted centroidal Voronoi diagrams are used instead of ordinary ones. Following Balzer and Deussen [BD05] , the core scheme for their computation is Lloyd's iterative method for centroidal Voronoi diagrams augmented by weight adaptation to control cell areas. We therefore outline Lloyd's method first, and then present the various approaches building on it.
Lloyd's Method
Originally, Lloyd's method [Llo57] is designed to determine a centroidal Voronoi diagram inside a bounded region Ω ⊂ R 2 such that the density of sites approximates a given
Starting from random initial sites S, an ordinary Voronoi diagram is determined. Then, each site s ∈ S is moved into the centroid V(s) ρ(p)p dp V(s) ρ(p) dp , of its cell, and the Voronoi diagram is recomputed. This process is repeated until an approximately centroidal Voronoi diagram is obtained.
In our present scenario, however, there is no variation in density. While this simplifies the calculation of centroids to the average of the corners of each cell, it also causes the limit solution to be a centroidal Voronoi diagram with evenly distributed sites and thus (near) equal-area cells. The methods described in the next section therefore adapt Lloyd's method to accommodate weights.
Methods for Voronoi Treemaps
We are not aware of any method to determine a centroidal weighted Voronoi diagram directly from a set of area requirements, even if a solution satisfying one of the two properties is given.
The central idea of Balzer and Deussen [BD05] is to apply Lloyd's method to weighted Voronoi diagrams to make these centroidal, and to adapt weights during the iteration to meet the area requirement. After each iteration, weights are increased or decreased proportionally to the missing or excess area.
However, because the computation of weighted Voronoi diagrams is found to be "non-trivial" [BDL05] , they resort to sample-based approximation. That is, a sufficiently dense number of sample points is tested for their closest site according to the weighted distance function, and sites are subsequently moved to the average of all sample points closest to them. This approach has two major drawbacks with respect to efficiency: it introduces a resolution problem (where higher resolution corresponds to more sample points and thus higher running times) and the cell boundaries are not obtained as part of the process. The sampling needs quadratic running time and thus asymptotically dominates the time spent in each iteration. To actually construct the Voronoi diagram, pairwise boundaries are determined, irrelevant ones discarded, and the remaining ones clipped. This again has at least a quadratic running time and slows down the overall process.
Sud et al. [SFL10] present an improved implementation of the sampling approach using graphics hardware and General Purpose GPU techniques. While actual running times are reduced significantly, the advantage of parallelization on the graphics card could not be used for all parts of the algorithm and the asymptotic running time for a single iteration remained quadratic in the number of sites. Several other authors have worked on computing centroidal Voronoi diagrams completely on GPU [VSCG08, RLW
* 11], but we are not aware of one such approach that also allows for weight adaptation.
Instead of computing the treemap level by level, Gotz [Got11] suggests to interleave the iterative computations on all levels. The argument being more flexible reactions to changes in the data, but it seems that the constant change of bounding regions increases the number of iterations rather dramatically. It is interesting to note, though, that in this approach a combinatorial algorithm is used for computing weighted Voronoi diagrams. Unfortunately, its adaptation for Lloyd's method is not described and no running times are reported.
Applications using Voronoi treemaps generally stick to the original computation scheme [HTS09, BFHS09] , and authors therefore note that running times are a major limitation.
Let us summarize the main drawbacks of previous approaches as follows:
(speed) at least quadratic running time (resolution) samples determine accuracy and level of detail (hardware) practical running times require parallelization
We show in the next section that a careful adaptation of a conventional analytic algorithm with no resolution limit outperforms even the hardware-accelerated approach at very low resolution.
Resolution-independent Algorithm
In this section, we introduce our modified Voronoi treemap algorithm. While we stick to the overall scheme of Balzer and Deussen in which Lloyd's method is applied to weighted Voronoi diagrams, our approach differs in three main aspects:
• an analytic algorithm for power diagrams • a modified update scheme for sites and weights • a heuristic to reduce the number of iterations As a byproduct, implementation complexity is reduced as well. The initialization of the sites depends strongly on the application, as an example we use random positions in Ω.
Although we keep Lloyd's method and the weight change step, we need to handle them separately to have non empty regions after each iteration, see Algorithm 1. By doing this separation we could possibly use the L − BFGS optimization method which has been shown to converge faster for the ordinary Voronoi diagram [LWL * 09] than Lloyd's method, but its influence on the weighted Voronoi diagram and the area requirements are not known. We thus keep Lloyd's method in this step to be able to compare our implementation with previous work.
Description
After starting with an initialization we improve the layout in each iteration of the for-loop. In AdaptPosition-
Algorithm 1: Compute Voronoi Treemap (single layer)
Input: Ω ⊂ R 2 : convex polygon , p ∈ P: hierarchy node with n children, imax: maximal iteration number, E threshold : error threshold Output: Voronoi diagram V(S) with n polygons 1 init. sites S = children(p) with unique positions in Ω 2 init. weights W with small constant
Algorithm 2: Update steps sWeights (line 6) the sites are moved to the centroid but at the same time the weights are decreased if necessary. In AdaptWeights (line 8) the weights are changed in such a way that the areas are improved in each iteration. Further the weight of each site s ∈ S is limited by its nearest neighbor NNs (line 13 and line 14). After each adaption of the diagram we need to recompute the power diagram (line 7 and line 9). This is necessary since Lloyd's method is a different optimizer than our area error reduction step (AdaptWeights).
If the area error is below a certain threshold we can cancel the optimization process (line 11). 
Complexity
For the complexity analysis we say n = |S| and k is the number of iterations which are made. We first look at the complexity of the update steps (Algorithm 2). Since the Voronoi diagram of n sites has linear complexity, the computation of the centroids for all sites needs O(n) time. To compute the minimal distance of the centroid to the border of the corresponding cell, one has to determine the smallest distance of the centroid to the set of segments (bisectors) which define the corresponding Voronoi cell. Note that this can be done in constant time for a single segment. For each segment we have to compute the minimal distance to two sites, which needs O(n) time due to the linear number of segments. We can therefore say that adaptPositionsWeights needs O(n) time and space.
When adapting the weights with AdaptWeights we need to compute the nearest neighbor of every site in S, which takes O(n log n) by e.g., computing the ordinary Voronoi diagram (power diagram with zero weights). Since all the other steps in the for-loop (line 8) are trivial we need O(n log n) time for AdaptWeights.
For Algorithm 1 we can now follow that the runtime for a single iteration O(n log n) and due to the for-loop the overall runtime is O(k · n log n).
Correctness
In this section we prove the correctness by showing that no Voronoi diagram with empty regions is generated by Algorithm 1.
The following invariant helps us proving the correctness:
We first show some helpful lemmas.
Lemma 1 Invariant (2) holds for Algorithm 1
Proof By choosing unique coordinates in Ω and ε < min p,q∈S ( p − q ), Equation 2 holds after the initialization. Since the use of ComputePowerDiagram() in Algorithm 1 does not change the sites or weights, it cannot break the invariant. Since each Voronoi cell of a bounded power diagram is convex, the centroid has to lie in the cell. By moving a site to the centroid of its cell AdaptPositionsWeights the invariant could be broken. By decreasing the corresponding weight in line 5 to the distance of the site to its closest bisector the following holds for two neighboring sites s,t ∈ S: s − t ≥ ws + wt > max(ws, wt ).
This further means that √ ws for a site s ∈ S, can at most be the minimal distance of the site to its Voronoi cell. Since every other site t ∈ S lies in its own cell Vt it also lies outside of the cell Vs, thus the distance between s and t is larger than the minimal distance of s to its cell border, s − t > √ ws. Respectively s − t > √ wt holds, therefore s − t > max( √ ws, √ wt ) is valid after AdaptPositionsWeights(). The limitation of the weight in line 13 further guarantees that the invariant holds after the call of AdaptWeights().
Lemma 2 Invariant (2) ⇒ ∀s ∈ S : Vs = ∅ Proof (by contradiction) Assume there is a site s ∈ S for which Vs = ∅, which means that the point p = (sx, sy) = s has a smaller distance to another site t ∈ S,t = s and wt > ws: p − t 2 − wt < p − s 2 − ws s − t 2 < wt − ws < wt = max(ws, wt )
But this is a contradiction to our assumption that ∀s,t ∈ S, s = t : s − t > max( √ ws. √ wt ).
Theorem 3 Algorithm 1 does not produce empty Voronoi cells and is thus correct.
Proof This follows directly from Lemma 1 and Lemma 2.
Computation of the Power Diagram
It will turn out that the power diagram is easy to compute by using any convex hull algorithm in 3D.
Aurenhammer [Aur87] describes how the general d−dimensional power diagram can be computed by using a transformation to the d + 1 dimensional space. In the same breath he further generalizes his method for higher-order Voronoi diagrams. This sweeping blow results in a very general description and makes it hard to use his algorithm without intensively dealing with computational geometry.
We now reduce the complex algorithm to the important steps for the two dimensional case. It turns out that for the two dimensional case one has mainly to combine several easy transformations with a convex hull computation in 3D. The main steps are:
• transform the weighted sites in 2D to half-planes in 3D
• compute the lower envelope of the half-plane intersections (convex hull) • map the dual solution back by reversing the applied transformation
Transformation from 2D to 3D
This transformation uses the property that the power function in 2D can be described as a plane in three-dimensional space. The plane h 0 in R 3 is the plane which is spanned by the x and y-axis, z = 0. Let s = (xs, ys) ∈ S and ws the corresponding weight. Each site lies on h 0 , see Figure 4a .
The transform Π maps a sphere with coordinates of s and radius r = √ ws into the three-dimensional plane
The most important property of Π is that the vertical projection of Π(s)∩Π(t) is the bisector of the sites s and t in 2D, see Figure 4 for an illustration, or see section 4.1 in [Aur87] for the proof. The corners and edges of the lower envelope correspond to the vertices and the bisectors of the Voronoi diagram. Since the projection from 3D to 2D can easily be done by just ignoring the z-coordinates, we only have to look at the computation of the lower convex hull. The intersection of the projected half-planes creates a lower convex hull in 3D (gray facets) which is a dual solution to the power diagram.
Lower Convex Hull
A plane in R 3 can be defined by h : z = ax + bx + c. The plane-point duality is an interesting relation between planes and points. Each plane h can be represented as a point (or polar) in a dual space by using a polarity function ∆ of a, b, c:
∆ further maps each point p into a plane ∆(p) = h⊇p ∆(h). An important characteristic of ∆ is that it maintains the relative positions of points and planes. If a plane h contains a point p in the normal space, then the plane ∆(p) contains the point ∆(h) in the dual plane, see [Cox03] for an extensive description of polarity and duality.
By using the plane duality we can just map the halfplanes, which we want to intersect, to points in the dual space. The convex hull of this set of points in dual space is then a dual solution to the wanted lower envelope of halfplane intersections. The dual solution just has to be transformed back to the normal space by using ∆. A face of the convex hull in dual space corresponds to a point in the normal space.
For the algorithm we need to concatenate ∆ and Π for s ∈ S, which results in: ∆ (Π (s)) = (xs, ys, x 
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As a result of the convex hull in dual space, we have triangulated faces. Each plane defined by a face needs to be transformed back using ∆. For a face f defined by three points
Eqn. 7 is used to determine the plane from a triangle, and transform it back from dual space. 
Description of the Power Diagram Algorithm
In line 1 of Algorithm 3 we need to check whether the minimal number of points for a convex hull in 3D is given, if this is not the case we can determine the cells by intersecting the bisectors (see [OBSC00]). Otherwise (line 4), the sites are transformed to planes in 3D and then to points in the dual space by using the function in Eq. 6. Note that this requires nothing more than two multiplications and one subtraction to directly get the point we need in dual space from a given site.
The convex hull of the set S * , which is the dual solution to an intersection of half-planes, is then computed in line 6. The result of the convex hull computation is stored in a double connected edge list. If two sites s 1 , s 2 ∈ S are neighbors in V(S), then an edge exists between s * 1 and s * 2 in the convex hull of S * . An Edge directed from s * 1 to s * 2 has a pointer to the face it belongs to and to the edge which goes from s * 2 to s * 1 . By walking along these edges one can easily get all the edges belonging to a site s * ∈ S * and the corresponding faces as a sequence in the right order (line 10). This can clearly be done in O(n) time and space where n = |S * |. Note that a face in dual space represents a point in normal space, when transformed back using ∆ in line 11. The points we need to represent a polygon for a cell are determined by dropping the z-coordinate (line 12). Since not all cells of a Power diagram are closed, they need to be closed such that they are a subset of Ω. As a last step the resulting Voronoi diagram needs to be intersected with the bounding polygon Ω (line 14).
Implementation Details
In the following we analyze the available algorithms for the convex hull of a set of points in 3D with regard to our Voronoi treemap algorithm.
Several optimal O(n log n) algorithms exist for the convex hull computation in 3D [PH77] , where n is the number of points. Unfortunately the divide and conquer algorithm of Preparata and Hong [PH77, Ede87] is very difficult to implement and has poor practical performance [Day90] . We are not aware of a complete and stable implementation. Although output-sensitive algorithms exist [CMS93, CM95, ES91] , which exploit the fact that in many applications few points are on the convex hull, they are not important in our case. Since every site of our Power diagram has a non empty region, the corresponding point in 3D has to lie on the convex hull. We thus propose to use the randomized incremental algorithm of Clarkson and Shor [CS89] which is expected to run in O(n log n), where n is the number of points. It is simple to implement and many stable implementations are already available; see [O'R98] for an implementation in C or [dBCvKO08] for a general description. 
Performance
While our approach is asymptotically faster than previous ones, this does not ensure that it is faster on typical problem instances as well. We first show that our method compares favorably with previous ones already during a single iteration, and then present a new heuristic to further reduce running times speeding up convergence. Figure 5: Timings for a single iteration (sites vs. time in ms). Blue dots are timings reported in [SFL10] for the GPU-accelerated approach at different resolutions, with quadratic curves fitted to extrapolate to larger instances. Red dots are our timings for our CPU-only approach, taken on a comparable machine.
Single Iteration Comparison
Since concrete timings are given only in [BD05, SFL10] , but to the best of our knowledge, the approach of Sud et al. [SFL10] is the fastest implementation of Voronoi treemaps to date.
In a single iteration of the adapted method of Lloyd, Sud et al. [SFL10] determine new sites, new weights, and an (approximate) additively weighted Voronoi diagram, whereas we determine new sites and weights, a power diagram, again new weights (including a power diagram), and again a power diagram.
Note that differences in objective, programming language, and hardware requirements do not allow for reasonably controlled experiments. In fact, we do not even have access to the hardware-accelerated code. The testing environments are sufficiently similar, though, to allow for a rough comparison of absolute times. The runtime of our approach only depends on the quantity of the sites and not on their coordinates, anyway we chose random site coordinates for each run.
Sud et al. [SFL10] : PC, Windows 7, Intel Core2 CPU, 2.4 GHz, 4 GB memory, NVIDIA GTX260 GPU Our setting: MacBook, MacOS 10.6, Intel Core2 CPU, 2.5 GHz, 4 GB memory, without GPU (Java 6)
As can be seen in Figure 5 , the hardware-accelerated approach is dominated by our analytical method in terms of growth, but also already on small instances and even with respect to the poorest resolution. Since our implementation is entirely in Java, and no optimizations have been attempted, we think that it is justified to conclude that our method is more efficient.
Note that any approach, including ours, can benefit from parallelization on different cores once the top level of the hierarchy has been dealt with. This was already exploited in [BD05] .
Fewer Iterations
Up to now we have argued that our method is faster in each iteration. We now show that the number of iterations can also be reduced significantly by including assumptions about future updates.
Instead of general extrapolation techniques, we propose to use a heuristic based on an observation made during our preliminary experiments. The number of iterations needed until convergence was particularly high when the variance of required areas was large.
This appears to be due to cells with large area requirements having to push smaller cells in their vicinity away to gain space. A large number of iterations is required to propagate these movements. Figure 6 shows an example in which the weight of site t needs to be increased to enlarge the cell. If the neighboring cells do not have excess area, they would become smaller in the next iteration, their site would be moved outward to the new centroid, their weight increased and their area enlarged in the next iteration. This process is cut short by adding a radial displacement vector to the sites of cells near t. Note that sites may be subject to displacement triggered by several growing cells near them, and we simply add them up so that they cancel each other out when contradictory. Figure 6 : The large growing cell of a site t needs to push surrounding sites s away. To reduce the number of iterations, we determine displacements ds depending on the distance from t directly rather than alternating between weights and centroid updates for the same effect.
To determine which sites should cause movement of others, we use the ratio of current and target area as a criterion. If a cell has a large enough target area, we start generating displacement vectors if the misrepresentation is significant. In our experiments, excluding cells that occupy less then 5-10% of the total area or which already have more then 2/3 of their area worked well, but further experiments are necessary to tune these parameters to a context. Moreover, we made the magnitude of displacement linearly dependent on the distance from the underrepresented cell to avoid excessive flow and oscillations. See Algorithm 4 for details. The impact of our heuristic on convergence is illustrated by the following experiment. We created 100 instances by distributing 50 sites randomly in a 2x1 rectangle and assigning area requirements drawn from a power-law distribution. Figure 7 summarizes the convergence behavior of our method with and without the speed-up heuristic. Note that, in the long run, there is no difference in quality of area representation, but the number of iterations needed is reduced by approximately 70%. This heuristic is compatible with other instantiations of Lloyd's method as well.
Discussion
We described an asymptotically optimal algorithm for Voronoi treemaps. Our straightforward implementation of this algorithm outperforms tuned and hardware-accelerated implementations of previous approaches. In contrast to previous approaches it is based on a combinatorial algorithm for weighted Voronoi diagrams and therefore resolutionindependent; as a consequence, zooming does not require recomputation. Like all previous approaches, our method is an adaptation of Lloyd's method for centroidal Voronoi diagrams, and yields only locally optimal area representation.
The second element of our contribution is a new site update strategy that reduces the number of iterations in Lloyd's method considerably. This technique is not specific to our approach and can be used in other schemes as well, but it would be interesting to explore further the tuning of its parameters.
Other issues to address in future work include the extension of the Voronoi treemap to higher dimensions and parallel computation of the 3d convex hull. The most immediate, however, is whether Fortune's algorithm [For87] yields similar improvements for additively weighted Voronoi diagrams.
