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Abstract
This paper examines the time-dependent double diffusive convection in Brinkman flow in a semi-infinite
cylinder. Under appropriate initial and boundary conditions the authors establish exponential decay of so-
lutions in “energy” norm with distance from the finite end of the cylinder.
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1. Introduction
We consider a problem of time-dependent double diffusive convection for Brinkman flow
in a semi-infinite cylinder of uniform cross section, using a model given by Straughan and
Hutter [12]. With prescribed data on the finite end of the cylinder together with appropriate ho-
mogeneous initial conditions and boundary conditions on the lateral surface, Saint-Venant type
decay results are established. Other decay results for porous medium problems have been ob-
tained by Payne and Song [9], and Song [11]. For a survey of results of Saint-Venant type see
Horgan and Knowles [5], Horgan [3,4].
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414 L.E. Payne, J.C. Song / J. Differential Equations 244 (2008) 413–430In describing the geometry of the semi-infinite cylinder we let R denote its interior and ∂R its
boundary. The generators of the cylinder are assumed to be parallel to the x3 axis whose entry
section is assumed to lie in the plane x3 = 0. Denoting the cross section of the cylinder by D and








∣∣ (x1, x2) ∈ D, x3 = z}.
Clearly R0 = R.
Let ui , p, T , and C, all functions of (x1, x2, x3, t), denote respectively the velocity field, the
pressure, the temperature, and the concentration of solute. The flow is described by
ui − νui = −p,i + gi(x)T + hi(x)C in R × {t > 0}, (1)
uj,j = 0 in R × {t > 0}, (2)
∂T
∂t
+ uiT,i = T in R × {t > 0}, (3)
∂C
∂t
+ uiC,i = C + σT in R × {t > 0}, (4)
T = C = 0 in R × {t = 0}, (5)
ui = 0, T = C = 0 on ∂D × {x3 > 0} × {t  0}, (6)
ui = fi(x1, x2, t), T = F(x1, x2, t), C = G(x1, x2, t) on D × {t > 0}, (7)
where  is the Laplace operator, ν and σ are positive material constants, gi and hi are given
vector functions and a comma is used throughout to denote partial differentiation. We also use
the summation convention of summing over Latin subscripts ranging from 1 to 3 and over the
Greek subscripts α and β from 1 to 2. The prescribed functions fi , F , and G are assumed to be
continuously differentiable in R and to vanish on ∂D for non-negative x3 and t . For compatibility
we further assume that ui,i = 0 on x3 = 0 and that fα,α is differentiable.
It follows from an integration of (2) over D and use of (6) that the mean value of u3 has
the same value over each cross section. Thus if u3 is to tend to zero as x3 tends to infinity it is
necessary that ∫
D
f3 dA = 0, (8)
a condition which we will assume in this paper. Here dA denotes the element of area in D. Our















ξC,iC,i dx dηM(t), (9)
where M is a bounded function of t for the range of values of t of interest. Here dx denotes the
element of volume and dη the element of time. The symbol ξ denotes the running x3 variable.
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In Section 3 we derive a differential inequality for a weighted energy which integrates to yield
exponential decay for finite energy solutions, and in the final section we establish a bound for the
total “energy.” One inequality which is key to our derivation is established in Appendix A. The
reader will see that in the various steps of our derivation there are often various inequalities that
may be used. To attempt to derive the absolute sharpest result would lead to a long and perhaps
confusing paper, so in this paper the authors do not attempt to determine optimal results. Some
detail, however, is necessary in order to show that the bounds we obtain are actually valid.
2. Auxiliary inequalities
As in most problems of the type considered one makes frequent use of the Schwarz inequality
and the arithmetic–geometric mean inequality (AG inequality). In addition, we will make use of
the following inequalities:








where λ is the smallest eigenvalue of
w,αα + λˆw = 0 in D, w = 0 on ∂D. (11)
We also make use of the following Sobolev inequality for a Dirichlet integrable function vanish-
ing on ∂R \ D
∫
R







The proof of (12) may be found in [7, Eq. (A.11)]. It should be remarked that this inequality is
not sharp but because it is simple we use it throughout. Finally we make use of the lemma.
Lemma 1. Let D be a plane domain with Lipschitz boundary ∂D and let χ be a differentiable
function defined on D such that ∫
D
χ dA = 0. Then there exist a vector function ωα and a con-
stant Ω depending only on the geometry of D such that







For star shaped region a bound for the optimal Ω was obtained by Horgan and Wheeler [7]. This
lemma is established by Babuška and Aziz [2] (see also Horgan and Payne [6]).
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In this section we derive a decay bound for solutions of (1)–(7). In particular we define an
“energy” function
















(ξ − z)C,iC,i dx dη
= I1 + I2 + I3 (15)
for positive constants k1 and k2 to be specified. By assumption (9), Φ(z, t) is clearly bounded.
Our goal is to show that for specific choices of k1 and k2, Φ(z, t) actually decays exponentially










































































To handle the last term in (16) we make use of the inequality (A.10) in Appendix A. Using
(10) and the AG inequality we have














































C,iC,i dx dη. (18)
Clearly this inequality could be sharpened at the expense of somewhat more complicated con-
stants.
Assuming that (ui,C,T ) is a classical solution with ui bounded on the interval (0, t) we may
bound I2 by making use of the fact that T satisfies a maximum principle in R. Integrating by


























































where we have dropped a non-negative term k12
∫
Rz












































C,iC,i dx dη +
t∫ ∫
T 2,3 dx dη
)
0 Dz 0 Rz 0 Rz



















2 dx dη. (20)
In order to bound the last integral in (20), we use the Schwarz inequality repeatedly, the













































































An upper bound for maxt
∫
R























































Inserting the bounds for the I1, I2, and I3 into (15), we have














































































































A4 = ν2λ(1 +
√






2 + σ 2h2
λ
, k2 = 2h
2
λ
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(ξ − z)C,iC,i dx dη, (27)
























− m2E  0, (29)



































which leads upon integrating from z to ∞ to
∂E
∂z
+ bE  0, (33)
or
E(z, t)E(0, t)e−bz. (34)
This is the exponential decay bound we seek. We note that the decay rate b depends on parameters
of the problem (ν, σ, g,h), λ, Ω , TM , and maxt
∫
R
C2 dx in (21).




C2 dx in terms of the boundary data. In the next section we will indicate a procedure
for obtaining bounds for these quantities.
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∫
R C
2 dx and E(0, t)










C,iC,i dx dη, and maxt
∫
R
















uiui dx dη in terms
of data.







































To bound the first term in (35) we set
W = F(x1, x2, t)e−γ z (36)












































W,iuiT dx dη, (37)






























+ data. (38)0 R 0 R 0 R










uiui dx dη + data, (39)













f3F 2 dAdη. The










C,iC,i dx dη and maxt
∫
R




+ uiH,i = H in R × {t > 0},
H = 0 in R × {t = 0},
H = 0 on ∂D × {x3 > 0} × {t  0},
H = G(x1, x2, t) on D × {t > 0}. (40)




















































T,iT,i dx dη with






























T,iT,i dx dη. (44)










uiui dx dη + data, (45)
where 1 may be chosen as small as necessary.



















which integrates to give
∫
R


















uiui dx dη + data. (47)
To compute the bound for
∫
R
C2 dx we require a bound for
∫
R
H 2 dx. To this end we set
W1 = G(x1, x2, t)e−γ1z (48)
















The second term on the right is data and




















(H − W1),i(H − W1),i dx − 2
∫
R









(H − W1),iuiW1 dx. (50)





(H − W1)2 dx  2
∫
R
uiui dx dη + data (51)





























































and since the bounds are less than what would be obtained by replacing t∗ by t where t∗ ∈ [0, t],
our bound for maxt
∫
R
C2 dx will hold with t∗ replaced by t in the data terms. We have thus
obtained bounds of the type





























uiui dx dη + data. (55)






















uα,3uα,3 dAdη + data, (56)











uα,3uα,3 dAdη, noting the fact that by (10) the L2 integral
of ui may be bounded in terms of its Dirichlet integral.
To bound the first term in (56) we define functions χi by
χi = fie−μz (57)

































(ui − χi) + p,i − giT − hiC + χi − νχi
}
dx dη (59)0 R



























C2 dx dη + data. (60)
But
χi,i = χα,α + χ3,3 = (fα,α − μf3)e−μz (61)





















C2 dx dη + data, (62)
where 3 may be taken small if necessary and B1 and B2 are computable constants.











ui,3[νui − ui − p,i + giT + hiC]dx dη = 0. (63)































pχα,α dx dη +
t∫ ∫
χα,α(νu3 − u3 + g3T + h3C)dx dη
0 R 0 R





















χα,α(u3 − g3T − h3C)dx dη, (65)


























C2 dx dη + data, (66)
where again all of the i can be chosen to be as small as needed. Inserting (66) back into (64)





















C2 dx dη + data (67)
















C,iC,i dx dη + data. (68)
Finally, making use of (55) and (10) we may bound ∫ t0 ∫R ui,j ui,j dx dη in terms of data, and





ui,j ui,j dx dη data,
t∫ ∫
T,iT,i dx dη data,0 R









C2 dx  data. (69)
With these bounds the inequality (34) may be made explicit.
Appendix A
Since it will be used in various context we derive here a bound for an integral expression





pψ dx dη where
ψ is a differentiable function defined in R and having mean value zero over each cross section
x3 = z, i.e.
∫
Dz
ψ dA = 0 (A.1)
for each z. To derive our bound we make use of the lemma to introduce a function ωα(x) satis-
fying
ωα,α = ψ in Dz, (A.2)
































ωα(uα − gαT − hαC)dx dη. (A.5)
0 Rz





























ψ2,3 dx dη, (A.7)

















































































































































































We make different uses of this inequality in the text.
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