ABSTRACT: A 240 yr run of the ECHAM4/OPYC3 coupled ocean-atmosphere model with transient greenhouse gas (GHG) forcing according to the IPCC IS92a scenario is examined with respect to simulated changes in boreal winter cyclone activity and 10 m wind speeds over Europe, the North Atlantic and Eastern North America. It is found that simulated cyclone activity undergoes a pronounced northand eastward shift over Europe and the Northeast Atlantic. This shift is accompanied by a decrease in the number of weak cyclones and an increase in deep cyclones (with core pressures below 970 hPa) in this area. The cyclone signal corresponds to the changes in storm track activity and upper-tropospheric baroclinicity. Increases of mean wind speeds and of wind speed extremes are identified over Northern Europe and parts of the East Atlantic. The wind signal is due to an increase in wind speed variability and an intensification of the westerly mean current connected with an enhanced mean pressure gradient. It is shown that the rising number of extreme wind events in the GHG simulation is connected to the augmented occurrence of deep cyclones over Northern Europe and the adjacent ocean areas. There are also strong wind speed increases over Hudson Bay and the Greenland Sea. They are restricted to the planetary boundary layer and appear to be connected to the reduction in winter mean sea-ice cover, which leads to locally decreased static stability and -over the Greenland Sea -also to a reduction in surface roughness.
INTRODUCTION
Cyclones and their associated frontal weather systems are important features of European climate. The frequency and strength of cyclones have a marked influence on the variability of surface wind speed, a quantity of high economic relevance. Mean winds are important for wind energy and wave heights, which affect ocean shipping and off-shore industries (WASAGroup 1998; WASA: Waves and Storms in the North Atlantic); extreme winds can lead to large economic losses and even loss of life (Schraft et al. 1993) . Apart from floodings (Penning-Rowsell et al. 1996) , extreme winds are in fact the most important hazard of mid-latitude wintertime depressions (Munich Re 1977 , 1990 ).
In the early 1990s Western, Central and Northern Europe were hit by a number of strong winter storms; the ones in 1990 alone caused economic losses of about US $15 billion (Dorland et al. 1996) .
These storms and the large number of deep cyclones in the late 1980s and early 1990s stimulated research on this issue. With respect to the occurrence of deep cyclones, there is general agreement on an increase in recent years (Dronia 1991 , Schinke 1993 , Stein & Hense 1994 , Haak & Ulbrich 1996 , Lambert 1996 , Schmith et al. 1998 . With respect to the occurrence of extreme wind events, this issue is less certain, mainly because of data inhomogeneity in wind measurements and the high variability on decadal time scales of this quantity (von Storch et al. 1993 , Kaas et al. 1996 . The WASA-Group (1998) investigated wave climate as an indirect indicator of wind velocity. They observed a roughening in the northeast Atlantic and in the North Sea for the recent decades, but according to their estimates the current intensity is not larger than it was at the beginning of this century.
Assuming a trend in storm and cyclone occurrence is detectable in observational data, it would be interesting if the observed changes are part of natural variability or if they can be assigned to rising greenhouse gas (GHG) concentrations. This question is generally addressed by investigating numerical climate simulations with a prescribed increase in GHG forcing. There is a certain agreement between different simulations of this kind concerning the signal in the mean state of the climate system, particularly with regard to the vertical meridional structure of temperature change (Mitchell et al. 1990 , Karoly et al. 1994 , IPCC 1996 , Cubasch et al. 1997 . Warming maxima in the low-latitude upper troposphere and in the polar lower troposphere are common features of many GHG simulations. These temperature changes lead to increased upper tropospheric and reduced lower tropospheric zonal mean baroclinicity and to a global increase in atmospheric water-vapour content.
Although studies with simplified conceptional models have shown that baroclinic wave activity is more sensitive to lower than to upper level changes (Held & O'Brien 1992 , Pavan 1996 , it is not a straightforward task to predict the net effect of the described baroclinicity signal on synoptic activity. The influence of the increased water-vapour content on baroclinic wave activity is also not clear. Several studies (Golding 1984 , Gutowski et al. 1992 , Fantini 1993 reveal that activity is intensified due to an additional latent heat release in the synoptic systems. Held (1993) , however, argues that a larger efficiency of mid-latitude eddies in transporting heat meridionally requires weaker or fewer cyclones to balance the global water and energy budget. In addition, the zonal inhomogeneity of the changes makes this issue even more complex. Therefore the net effect of the described temperature change on the occurrence and intensity of cyclones and low-level wind speed is still a matter of scientific debate.
Thus, in order to estimate how increasing GHG concentrations affect the frequency and intensity of cyclones and strong winds in Europe, changes in synoptic activity as simulated by a complex general circulation model (GCM) must be considered. There have been a variety of studies on the CO 2 signal of baroclinic activity measured in terms of the standard deviation of the bandpass filtered variability of the 500 hPa geopotential height, simply called 'storm track activity' (Stephenson & Held 1993 , Hall et al. 1994 , Lunkeit et al. 1996 , Beersma et al. 1997 , Cubasch et al. 1997 , Zhang & Wang 1997 , Ulbrich & Christoph 1999 . In addition, there have been studies on changes in cyclone frequency and intensity (König et al. 1993 , Lambert 1995 , Lunkeit et al. 1996 , Beersma et al. 1997 , Zhang & Wang 1997 , Carnell & Senior 1998 , Schubert et al. 1998 . Only a few studies have explicitly considered changes of low-level wind speed in GHG simulations (e.g. Carnell et al. 1996 , Lunkeit et al. 1996 , Zwiers & Kharin 1998 , partly because of the missing of details in orography, surface roughness, etc., that are important for this quantity on a local basis. This problem can be approached by the application of different downscaling techniques (statistical; dynamical, see e.g. Mengelkamp 1999) . Since all these approaches make use of the simulated large-scale fields, a regionalization cannot substantially alter the basic changes produced by the GCM (Machenhauer et al. 1998) . Therefore a careful analysis of the simulated largescale winds should be performed before regionalization attempts are made.
In this paper we address changes in boreal winter synoptic activity and low-level mean and extreme wind speeds over Europe, the North Atlantic and Eastern North America as simulated in a transient GHG experiment with the coupled model ECHAM4/OPYC3. Section 2 of this paper gives a short description of the data and the model. In Section 3 local changes in mean and extreme 10 m wind speed will be investigated in the light of simulated changes in mean sea-level pressure (MSLP) and surface cyclone occurrence. Changes in these quantities as well as in storm track activity and lower and upper level baroclinicity are presented. After an investigation of the relation between strong wind events and cyclones and the role of sea-ice for the wind signal in Sections 4 and 5, a discussion of the results and conclusions are given in Section 6.
DATA
We consider data from a 240 yr transient GHG experiment conducted with the coupled GCM ECHAM4/ OPYC3. The atmospheric model has a spectral resolution of T42 and uses a hybrid vertical coordinate system with 19 irregularly spaced levels that are terrain following at the surface and coincide with pressure at the uppermost level at 10 hPa. Nonlinear terms and most of the parameterized physics are calculated on the associated Gaussian transform grid which has a resolution of about 2.8°× 2.8°in latitude and longitude. For a detailed description of the atmospheric model see Roeckner et al. (1992 Roeckner et al. ( , 1996a .
The oceanic component is the OPYC (Ocean on isoPYCnal coordinates) model (Oberhuber 1993) , which consists of sub-models for the interior ocean, the surface mixed layer and for sea-ice. The model has 11 layers. Poleward of 36°, the horizontal resolution is identical to that of the atmospheric model. At lower latitudes, the meridional grid spacing is gradually decreased down to 0.5°at the equator. The model components are coupled quasi-synchronously and exchange information about surface fluxes of momentum, heat, freshwater, etc., and sea-surface temperature and sea-ice variables once a day. More details on the coupling technique and on the performance of the model can be found in Roeckner et al. (1996b) and Bacher et al. (1998) . The anthropogenic GHG forcing is prescribed using observed data between 1860 and 1990, and the IS92a scenario (IPCC 1992) afterwards. In this simulation the individual GHGs are treated separately with regard to their contribution to the net radiative forcing. Effects from sulphate aerosols and tropospheric ozone are not taken into account. The model simulation is initialized with present-day values rather than pre-industrial ones. This causes a warm bias in the initial state of the scenario run which is maintained throughout the simulation and is regarded to have negligible impact on climatic trends (Roeckner et al. 1998) . Further details on this simulation are given in Roeckner et al. (1998) .
As the GHG concentrations increases slowly during the first decades of the run, the period between 1880 and 1930 represents present-day conditions and is subsequently called the 'control period'. The GHG signal is determined by a comparison to a 50 yr period out of the final part of the simulation (Years 2039 to 2089, subsequently called the 'scenario period'), when the CO 2 concentrations have about doubled to tripled. The control period was preferred to the actual control run as a reference climate state, because we intended to analyse the response of the model to the additional GHGs within the transient run.
The significance of the change (differences between the 2 periods) is calculated with a simple 2-sided t-test applied to the variances of the winter-to-winter variability. Because of the strong nonlinear trend in the GHG concentrations and the forcing at the end of the run, the second period cannot be considered homogeneous, since the trend enlarges the standard deviation with respect to the 50 winter mean. The results of the t-test must therefore be regarded as a pessimistic estimation of the 'real' significances. In order to take the nonlinearity of the forcing into consideration, part of our analysis of the climate signal is based on the nonlinear trends in time series of winter means over the complete run rather than on differences between the two 50 yr periods.
We took only winter (December, January, February) periods into account as the occurrence of strong storm events in the Atlantic/European area is concentrated in this season (for extreme cyclone events see e.g. Haak & Ulbrich 1996) . The 10 m wind data is only available as 12 hourly averages. We use these values not only for mean wind computations but also as a proxy for extreme wind occurrence. Consequently, the actual value of extremes in wind speed events are not optimally caught, but the averaged fields give a good spatial representation of storm affected areas. We compared the upper first percentiles (the threshold dividing the highest 1% from the rest of the statistical ensemble) of the 10 m, 12 hourly means with the 2 m, 12 hourly maximum wind speed and found an agreement in the structure of both the absolute fields and the climate signal, except that the maximum wind speed field is more noisy. As the MSLP and other low-level fields are rather unrealistic over Greenland, we blanked this area out in all figures that show low-level quantities.
CO 2 -INDUCED CHANGES

MSLP and baroclinicity
The wintertime MSLP climatology from the NCEP (National Centers for Environmental Prediction) reanalysis ( Fig. 1a) shows a minimum of just below 1000 hPa between the southern tip of Greenland and Iceland and a broad maximum reaching from the Atlantic southwest of the Azores to the Iberian Peninsula and into Northern Africa. The position and depth of the climatological Icelandic Low are well reproduced in the model's control period (Fig. 1b) . The deviation in central pressure is only about 1 hPa. In contrast, the Azores High is shifted to the northeast and reaches a maximum pressure that is about 5 hPa higher than in the NCEP re-analysis. Consequently, the mean pressure gradient is somewhat higher over Western and Central Europe in the simulations than in the re-analysis.
The comparison of the control and the scenario period indicates a strong and statistically significant decrease (up to 6 hPa) of MSLP at high latitudes in the area considered (Fig. 1c) . Weakly enhanced pressure is found over Southern and Western Europe leading to an increased mean pressure gradient in Northern and Central Europe and a strengthening of the mean westerly winds. This signal structure is in good agreement with the results from a nonlinear trend analysis performed by Ulbrich & Christoph (1999) for the same model simulation.
Surface cyclone activity and upper air storm track are related to baroclinic instability, which can be quantified in terms of the maximum Eady growth rate (see Eady 1949 , Lindzen & Farrell 1980 , Hoskins & Valdes 1990 . It is defined as σ BI = 0.31(ƒ/N)|δv/δz|, where ƒ is the Coriolis parameter, N is the static stability, z is the vertical coordinate and v is the horizontal wind vector. This quantity was calculated from monthly means of temperature, geopotential height and wind both for the lower (850 to 700 hPa) and the upper troposphere (500 to 300 hPa). The winter mean lower tropospheric baroclinicity from the NCEP re-analysis shows a distinct maximum off the east coast of North America and a zone of relatively high baroclinicity stretching over the Atlantic into Northern Europe (Fig. 2a) . This is in good agreement with the winter mean from the control period (Fig. 2b) . In both the model (Fig. 3b ) and the climatology (Fig. 3a) the upper tropospheric maximum of the Eady parameter has a more southwesterly location With increased GHG concentrations, the reduction of the lower tropospheric meridional temperature gradient and land-sea contrasts leads to a decreased baroclinicity over most of the North Atlantic and Europe. There is, however, no significant change in the area of maximum baroclinicity, which reaches from Newfoundland to Ireland (Fig. 2c) . In the upper troposphere, the change of mean temperatures induces a northward shift and a downstream extension of the zone of high baroclinicity. The increasing upper tropospheric baroclinicity over the Greenland, Iceland and Norwegian Sea (Fig. 3c ) will contribute to better conditions for cyclones to intensify in this region and to move further into Northern Europe, particularly since there is no opposing signal in the lower tropospheric baroclinicity over this region. Thus, the changes in baroclinicity could contribute to an increased activity of cyclones and upper air storm track downstream of the present day climatological maximum as discussed in the following sections of this paper.
Cyclone frequency and depth
Cyclone core positions and pressures were identified by means of an automatic identification routine (Haak & Ulbrich 1996) . The scheme uses 1000 hPa geopotential height data. The core pressures are calculated from the height values of the minima by means of the barometric height equation. In order to smooth the frequency distribution, cyclone cores are counted in 10°× 10°grid boxes for different core pressure ranges every time step (12 h). Consequently, a cyclone is counted more than once if it lasts longer than 12 h. For the control climate cyclone frequency distribution for core pressures less than 1000 hPa and less than 970 hPa (Figs. 4b & 5b) both show pronounced maxima over the North Atlantic. A comparison with climatologies obtained from the ECMWF re-analysis for 1978/1979 to 1993/94 with the same identification routine (Figs. 4a & 5a) shows good agreement in structure. The number of cyclones with core pressures less than 970 hPa per winter is underestimated by about 50%. This result may be explained from the higher resolution of the re-analysis data, which allows for more distinct local extremes and sharper local pressure gradients to occur.
The location of cyclones with core pressure below 1000 hPa undergoes a northeastward shift over Europe and the East Atlantic with rising GHG concentrations (Fig. 4c) . Increasing numbers are found between the east coast of Greenland and Northern Russia, and locally over Hudson Bay, while the frequency of cyclones further south over the Atlantic and central Europe is reduced. This leads to negligible changes in the total numbers of cyclones over the whole Atlantic.
For the deep cyclones with core pressures less than 970 hPa (whose occurrence is mainly restricted to the Labrador Sea, the Atlantic north of 50°N and the Norwegian Sea in the control period, Fig. 5b) , increasing frequencies at high latitudes are not balanced by decreasing numbers at more southerly locations (Fig. 5c) , as would be the case for a pure meridional shift of the pattern. Consequently, the total number of these cyclones over the whole Atlantic increases by about 40% from 51 events per winter in the control period to 72 during the scenario period. Note that the increase for extreme cyclones (with core pressures less than 950 hPa) from 1.74 to 2.82 events per winter over the Atlantic (+ 62%) is even larger (not shown).
A local t-test is not suitable for evaluating the statistical significance of the local signals (in 10°× 10°grid boxes) in cyclone frequency because of their nonGaussian distribution. We therefore calculated time series of cyclone counts per winter over the complete scenario run for a larger window (30°W to 30°E, 35°to 80°N), the area of major changes of cyclone frequency. To exhibit the nonlinear trend we added a spline fit to these figures (see Fig. 6 ). Kendall's τ (Press et al. 1992 ) is used to test whether the time series show a statistical significant trend. The results confirm that for this area a small but insignificant increase in the total number of cyclones (with core pressures below 1000 hPa, Fig. 6a ) is the result of a decrease in the frequency of shallow cyclones (990 hPa < p core < 1000 hPa, Fig. 6b ) and a strong increase in the frequency of deep cyclones (p core < 970 hPa) (Fig. 6d) , which is significant at the 1% level. The intermediate cyclones (970 hPa < p core < 990 hPa, Fig. 6c ) do not show significant changes.
Storm track activity
Upper air storm track activity is computed from the 2.5 to 8 d bandpass-filtered 500 hPa geopotential The wintertime mean storm track activity calculated from the ECMWF re-analysis for 1978/79 to 1993/94 (Fig. 7a) shows a distinct maximum of about 80 gpm over Newfoundland and a zone of relatively high activity reaching from there over the Atlantic into Northern and Central Europe. A comparison to the winter mean of the control period (Fig. 7b ) reveals that the model simulates storm track activity quite well except for a 10% underestimation with regard to the observed values. One of the most striking features of the climate signal (Fig. 7c) is the increase in storm track intensity over the Eastern North Atlantic and Europe, with a maximum of 8 gpm (increase of 15%) between Iceland and South Norway. This change leads to an extension of the region of high storm track activity further into Northern Europe. A region of decreased storm track activity is located south of 45°N over the Atlantic, the Mediterranean and North Africa with a minimum of about -3 gpm over the Central North Atlantic. Ulbrich & Christoph (1999) argued that there might be a positive feedback between the storm track and the MSLP signal (Fig. 1c) in this climate change experiment.
Winter mean 10 m wind speed
The winter mean 10 m wind speed averaged over the control period (Fig. 8a) clearly reflects the strong influence of surface roughness in this level. High wind speeds are found over the entire North Atlantic with a maximum of about 12.5 m s -1 south of Greenland and a distinct drop along the coastlines. The difference between the scenario and the control period (Fig. 8b ) reveals that wind speed increases significantly over Northern Europe as well as over Hudson Bay and the Greenland Sea, whereas decreasing wind speeds can be found over a band reaching from the east coast of the USA into the Mediterranean. The absolute change of up to 0.6 m s -1 over Northern Europe corresponds to a relative increase of about 8%. Over the Hudson Bay and the Greenland Sea the relative increases of up to 13 or 17%, respectively, are much higher. The latter signals are connected to a strong decrease in sea-ice cover and will be discussed in Section 5.
In order to assess the time evolution of the wind signal and the relation between the signal and the internal variability, an empirical orthogonal function (EOF) analysis (see e.g. Preisendorfer 1988 ) over all 240 winter means of the 10 m wind speed of the scenario run was performed following the method presented in Ulbrich & Christoph (1999) . Although this study is focused on the North Atlantic/European sector, the EOF analysis is based on global data, since a more regional EOF is too strongly influenced by local variability patterns that might dominate over the GHG trend. The 50 yr low-pass-filtered curve of the resulting first principal component (PC) (Fig. 9a) shows a nearly parallel development compared to the GHG forcing function, suggesting that the main features of the GHG signal with respect to 10 m wind speed is captured by the corresponding EOF. The unsmoothed curve reveals a distinct year-to-year variability, whose amplitude, however, is substantially smaller than the magnitude of the GHG trend. The North Atlantic/ European sector of the corresponding EOF (Fig. 9b) reproduces the pattern shown in Fig. 8b , underlining that the differences between the control and the scenario period are in fact dominated by the GHG trend rather than by year-to-year variability.
Wind speed extremes
In order to investigate the changes in wind speed extremes, the upper first percentile of the 12 hourly averaged wind speed was computed for every grid point and for both the control and the scenario 50 winter period. The results for the control period (Fig. 10a) show high similarity to the mean field (Fig. 8a) , differing by about a factor of 2 over sea and 2.5 over land. The field of differences between the 2 periods ( Fig. 10b) has a similar structure as the signal identified for the mean wind speed, with wind speed extremes increasing over Northern Europe and the adjacent Atlantic as well as over Hudson Bay and the Greenland Sea. There is also a region with strong increases of extreme winds off the east coast of North America. Over the eastern part of the Atlantic west of the Iberian Peninsula and parts of the Mediterranean, wind speed extremes decrease. For most of the regions mentioned the local increases of the upper first percentile are generally somewhat larger than those for mean 10 m wind speed, particularly in the region off the east coast of North America. This can be explained by the increase in wind speed variability on a daily time scale, expressed by the mean intraseasonal stan- (Fig. 11 , for calculation method see figure caption). Over the Mediterranean, however, the changes in mean (Fig. 8b ) and extreme wind speed (Fig. 10b ) are of the same order. Except for the extreme western part of the basin, changes in wind speed variability are small (Fig. 11) . It can thus be assumed that the reduction of the prevailing mean westerly winds over the central part of the basin (not shown) is the dominant reason for the locally reduced mean and extreme wind speeds.
RELATION OF STRONG WIND EVENTS AND CYCLONES
Deep cyclones are often connected with strong pressure gradients on their flanks; which produce extreme wind events. In this section we investigate the relation between the simulated change in deep cyclone occurrence and the regional signal in wind speed over Northern Central Europe. Wind events exceeding local mean plus local day-to-day standard deviation (relative to the 50 winters of the control period) are counted over the whole scenario run for each of 10 grid points over the southern parts of the North and the Baltic Sea (2.8°to 14.1°E, 54.4°to 57.2°N), where a strong signal in the extreme winds was observed (see Section 3.5). For each strong wind event we then looked for the nearest cyclone core, registered the core pressure and grouped them in classes of 10 hPa. The results for the 2 time periods and the 10 grid points mentioned above are presented in Fig. 12 . It is striking that nearly all 20 curves reach their maximum in the class between 970 and 980 hPa, revealing that these cyclones are most common for extreme winds at the chosen grid points. Comparing the two 50 winter periods considered, we note that the total number of strong wind events (corresponding to the area under the curves) is much higher in the enhanced GHG climate, which is in Since all curves show a rather similar development for relatively shallow cyclones, this difference is nearly exclusively due to cyclones with core pressures less than 970 hPa, indicating that there is a connection between the increase in extreme winds and the rising number of deep cyclones (see Section 3.2). Note that both changes could (at least partly) be related to the reduction of mean pressure at high latitudes (see Fig. 1c ). If we consider lows as minima superposed on a mean pressure field (ignoring their mutual dependence), a reduction of mean pressure would lead to an enhanced number of deep lows. Still, the pressure gradient averaged around the cores of the lows could be unchanged, as in the results of Schubert et al. (1998) . The increase of the westerly mean current (caused by the increased mean meridional pressure gradient), however, would then enhance the winds at the southern flanks of the lows and lead to a larger number of extreme wind events.
In addition to that, we also investigated the relationship between mean and extreme winds over Northern and Central Europe (0°to 33.75°E, 51.6°to 68.4°N) and the upper air storm track activity in a slightly larger window (8.4°W to 31.0°E, 40.5°to 71.2°N). The correlation between the 2 area-averaged quantities over the whole 240 yr of the scenario run is 0.66 for the winter means and 0.49 for the winter maxima in 10 m wind speed (determined from the 12 hourly averaged values, see Section 2). This underlines that there is indeed a strong relation between extreme winds and baroclinic activity for Northern and Central Europe, which is reflected by the increase of both quantities in this GHG simulation.
In contrast, over the Mediterranean the reduction in extreme wind speeds is not associated with a marked change in wind speed variability nor in baroclinic activity, and thus the locally reduced westerly mean current (as a consequence of the weakening of the mean pressure gradient) seems to be the dominating factor.
WIND SIGNALS AND SEA ICE
We showed in Section 3 that both mean and extreme winds over the Hudson Bay area are strongly increased in the scenario period. This area is isolated from the other regions with strong increases and the changes are mainly restricted to the sea grid points. By looking at the increase of mean zonal wind at different levels (not shown), we found that the signal is restricted to the atmospheric layers below 850 hPa. In contrast, the local changes over the Central European area (see Section 4) are also evident at upper levels.
We thus assume that the increase in wind speed over Hudson Bay must be due to changes in the atmospheric boundary layer. The strong rise in low-level temperatures with increasing GHG concentrations (up to 11 K in the 2 m temperature over Hudson Bay) leads to a distinct decrease in winter mean sea-ice cover by about 30 to 50%. The decreasing static stability connected with the enhanced sensible heat flux from the increasingly ice-free surface and the associated enhanced turbulent transport of momentum from the free atmosphere downward into the planetary boundary layer (PBL) are likely to be the physical mechanisms that produce the wind speed increase. A decrease in (model) surface roughness, which leads to an acceleration of low-level winds, does not contribute much to increasing winds, as model roughness is only reduced when the ocean is completely ice-free over a whole grid box. In spite of the strong reduction this is rarely the case over the model's 'Hudson Bay' in winter. This effect may rather contribute to the increasing wind speed in the Greenland Sea, where the sea-ice disappears over some parts with increasing GHG concentrations. Assuming a logarithmic wind profile, a PBL height of 100 m and further a roughness length of 0.5 mm over sea-ice and 0.015 mm over open water (as used in the ECHAM4), this mechanism might explain about one-third of the 17% increase of the mean wind speed over the Greenland Sea (see Section 3.4). An additional factor for the increases of extreme winds over Hudson Bay may also be the higher frequency of weak local cyclones (see Fig. 4c ). 
DISCUSSION AND CONCLUSIONS
Synoptic activity and 10 m wind speed over Europe, the North Atlantic and Eastern North America are analysed in a 240 yr transient GHG forcing experiment (according to the IS92a scenario) with the ECHAM4/ OPYC3 coupled ocean-atmosphere model at T42 resolution. In summary, the most important changes under the GHG forcing simulated by the model are the folloing: (1) The position of the cyclone cores is shifted north-and eastward over Europe and the Eastern North Atlantic. (2) The number of relatively shallow cyclones over Europe and the Eastern North Atlantic decreases slightly. The number of deep cyclones increases, so that the total number of cyclones changes only insignificantly. (3) Over the Hudson Bay and the Greenland Sea both mean wind speeds and wind speed extremes increase caused by changes in the PBL due to a strong decrease in winter mean sea-ice cover. Over Northern Europe and parts of the Eastern North Atlantic the positive signal in mean and extreme wind speed is caused by an intensification of the westerly mean current and an augmented occurrence of deep cyclones. Over the Mediterranean, where small changes in cyclone frequency were found, decreasing mean and extreme wind speeds are associated with a weakening of the westerly mean current.
The climate signals of MSLP, low-level wind, synoptic activity and baroclinicity have been shown to be consistent with each other. The assignment of the changes to the climate signal rather than long-term variability was shown for 10 m wind velocities on the basis of an EOF analysis. The same had been done by Ulbrich & Christoph (1999) with respect to storm track activity and sea-level pressure for the same model run. There is a close relationship between the cyclone signal and the signal in the 500 hPa storm track. On the one hand both parameters undergo a northeastward shift over the Eastern North Atlantic and Europe, and on the other hand the intensification of the storm track activity over the north of this region can probably be associated with the augmented occurrence of deep cyclones. Furthermore, the changes in storm track activity are in good agreement with the signal in upper-tropospheric baroclinicity, which is located upstream of the storm track signal, indicating that the additional baroclinicity supports the intensification of developing synoptic systems in this region.
Our results agree with many other GCM studies on GHG forcing. This statement refers to the northward shift of the cyclone tracks and the upper air storm track activity over Europe and the North Atlantic (König et al. 1993 , Hall et al. 1994 , Schubert et al. 1998 , and to the increased number of deep and the decreased number of shallow cyclones with increasing GHG concentrations over this region (Lambert 1995 , Carnell & Senior 1998 . With respect to the storm track over the Northeast Atlantic, an enhancement is also common to many model studies (see also Hall et al. 1994 , Lunkeit et al. 1996 , Cubasch et al. 1997 , Schubert et al. 1998 ). In agreement with our findings, an increasing occurrence of high wind speeds over the East Atlantic and Europe has been found by Lunkeit et al. (1996) and by Carnell et al. (1996) . Corresponding to the findings of Zwiers & Kharin (1998) , we find larger wind extremes in the areas where sea-ice retreated. The coincidence of results from quite different model configuration may point to some degree of robustness and reliability. An investigation with an ECHAM4/T106 time-slice experiment revealed that the results of this study are also largely insensitive with respect to changes in the model's horizontal resolution (W. May, Danish Meteorological Institute, pers. comm. 1999) . Some of the studies whose results do not agree with ours are based on very short time slices (e.g. Beersma et al. 1997) or on model simulations which have some problems reproducing the observed patterns of baroclinic activity (Zhang & Wang 1997) .
The GHG run considered here does not take into account the effects of anthropogenic changes in sulphur aerosols. Transient climate change experiments including these effects show that in winter the cooling due to aerosols merely leads to a reduction of the temperature response to carbon dioxide (Mitchell & Johns 1997 , Roeckner et al. 1998 . One may expect that the climate signal in the synoptic activity is also weakened by this additional effect. It is still important to perform the climate change investigations with GHG forcing only. A sensitivity experiment with the HadCM2 model revealed that the weakening influence of sulphur aerosols on GHG induced global temperature rise vanishes within 1 decade after their removal during the continuing transient simulation (T. Johns, Hadley Centre, pers. comm. 1999).
We would like to emphasize that, in spite of a certain agreement between different models, considerable insecurity about their results remains. While some of the mechanisms leading to the changes are evident (the increase in upper air baroclinicity, increasing latent heat release within the baroclinic waves adding to their energy, see Hoffmann 1999 and Cubasch et al. 1999) , the apparently most important effect, the increasing number of deep cyclones at the cost of shallow cyclones, has to be carefully investigated in order to exclude the possibility of an artifact of the GCMs. It is not clear whether secondary lows or short-wave disturbances and their importance for the generation of extreme wind events are simulated realistically enough.
Another problem regarding the interpretation of climate change studies arises from the resolution of cli-mate models, which affects the representation of orography, the land-sea distribution, etc., and consequently the wind signal. We will have to wait for improvements in the nesting of high resolution regional models in order to obtain a more reliable estimate of the local impacts of climate change with respect to extreme wind events.
