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ABSTRACT 
In this paper we show how to approximate (“learn”) a function 
:f X →Y , where  ,X σ  and ,Y ρ  are metric spaces. 
 
 
1. INTRODUCTION 
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2. THE APPROXIMATION FUNCTION 
We now define a sequence of functions { } 1:n nf X Y ∞=→ . Define  
for  
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So 
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Theorem: If ( 1lim 0n nn E A A −→∞ − =) , then ( ) ( )( )( )1lim ,n n nn P f x f xρ ε−→∞ q≤ = . 
Proof:  
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Hence ( ) ( )( )( )1lim ,n n nn P f x f xρ ε−→∞ q≤ = . 
 2
This suggests that if we attain convergence of the expected size of  in the limit, i.e. nA
( 1lim 0n nn E A A −→∞ − =) , we must expect to get ( ) ( )( )( )1lim ,n n nn P f x xρ ε−→∞ ≤ =f q . 
Therefore we may interpret the parameter  as the limiting “performance” of the 
approximation, i.e. the limiting probability that the approximation will return a value 
within distance 
q
ε   of the correct value.  
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