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1 はじめに
シュタイナー森問題は，辺 e 2 E にコスト ce  0
の付随する無向グラフG = (V;E)と k組のターミナ
ル点対 si; ti 2 V (si 6= ti, i = 1; 2; : : : ; k)が与えられ
たときに，どのターミナル点対 si; tiも連結となるよ
うな辺部分集合 F  Eで誘導される部分グラフのな
かで最小コストのものを求める問題であり，NP-困難
であることが知られている．この問題に対する最初の
性能保証アルゴリズムは，1991年に Agrawal, Klein
and Ravi により提案された [1]．それはシュタイナー
森問題の IP定式化の LP緩和に基づく主双対アルゴ
リズムであり，性能保証は 2である．一方，LP緩和
を用いない最初の性能保証アルゴリズム（大食アル
ゴリズム）が，2015年に Gupta and Kumarにより
提案された [2]．本稿では，Agrawal, Klein and Ravi
とGupta and Kumarのアルゴリズムを実装して様々
な入力に対する実験を行い，性能の比較・評価を与
える．
次の図 1はシュタイナー森の例である．
図 1 　シュタイナー森の例
2 大食アルゴリズム
2.1 大食アルゴリズムの概要
Gupta and Kumar [2]で提案された大食アルゴリ
ズム (gluttonous algorithm)は，シュタイナー森問題
に対する LP緩和を用いない最初の性能保証アルゴリ
ズムであり，貪欲法に基づいている．性能保証は高々
96であることが示されているが，実際的性能には不
明な点が多い．以下は，大食アルゴリズムの概要で
ある．
大食アルゴリズムは，ターミナル点の集合を，互い
に素なターミナル点の部分集合族で管理する．このと
き現れる部分集合をスーパーノードと呼ぶ（各スー
パーノードに含まれるすべてのターミナル点は同一
の点と見なされることになる）．したがって，アルゴ
リズムのどの時点でも，その時点でのスーパーノード
のすべての集合を Cとすると，[S2CS = [ki=1fsi; tig
である．アルゴリズムの開始時点で，各ターミナル
点がスーパーノードを形成する（すなわち，C =
ffs1g; ft1g; fs2g; ft2g; : : : ; fskg; ftkgg である）．ア
ルゴリズムは，2つのスーパーノードを選択して，併
合することを繰り返す．そこで，ある i = 1; 2; : : : ; k
が存在して，si 2 S かつ ti 62 S となるスーパーノー
ド S は活性 (active)であると呼ぶことにする．図 2
は活性なスーパーノードと（活性でない）不活性な
スーパーノードの例である．
図 2 　活性および不活性なスーパーノード
アルゴリズムは 2つの活性なスーパーノードの併合
（対応する 2つの部分集合の和集合をとること）を，
活性なスーパーノードがなくなるまで反復する．各
反復で併合を行うと，併合されたスーパーノードに
属するターミナル点間のコストを 0とするので，更
新されたスーパーノード間のコストは変化する．各
反復の開始時の C と各スーパーノードに含まれる 2
点を結ぶ辺のコストを 0としたグラフを GC とする．
GC における（コストを長さと見なした）u; v間の最
短パスの長さを dGC (u; v)とする．その反復における
2つのスーパーノード S1; S2 間の最短パスの長さは
dGC (S1; S2) = min
u2S1;v2S2
dGC (u; v)
と定義される．アルゴリズムは以下のように動作する．
(1) GC における 2つの異なる活性なスーパーノード
間で，最短パスの長さが最も短い 2つの異なる
スーパーノード S1; S2 を求める．
(2) GC における S1; S2 間の最短パス上の辺 e で，
スーパーノード間にあるものをすべて E0 に加
える.
(3) C ← (C n fS1; S2g) [ fS1 [ S2gとする．
(1)～(3)を活性なスーパーノードが存在する限り繰り
返し，最後に E0から閉路となる辺を取り除いた辺部
分集合 F  E0  E を出力する．
2.2 大食アルゴリズムの改良
本研究では，通常の大食アルゴリズムに加えて，大
食アルゴリズムの動作 (2) において E0 に加える辺，
すなわち，各反復で GC における S1; S2 間の最短パ
ス上の辺 eで，スーパーノード間にあるすべての辺，
を縮約（両端点を同一視）して改良したアルゴリズム
も加えて，実験を行う．以下に，図 3のシュタイナー
森問題の例に対して，大食アルゴリズムとそれを改
良したものをそれぞれ適用したときの動きを示す．
図 3 　シュタイナー森問題の例
まず，大食アルゴリズムの動きを示す．最初の反復
においては，スーパーノード S1 と S2 が併合され図
4のようになる．
図 4 　大食アルゴリズム 1
図 3の例に大食アルゴリズムを用いると，最終的に
次の図 5のようになる．
図 5 　大食アルゴリズム 2
次に，改良した大食アルゴリズムを図 3の例に適
用する．最初の反復において，スーパーノード S1と
S2 が併合される．その際，併合されたスーパーノー
ドに属するターミナル点間のコストだけでなく，最短
パス上のすべての辺のコストも 0とする．そのよう
にすると次の図 6のようになる．
図 6 　改良した大食アルゴリズム 1
最短パス上のすべての辺のコストを 0としたことで，
次にスーパーノードの併合を行う際，大食アルゴリ
ズムを用いたときと異なる辺が E0 に加えられる．
図 3の例に改良した大食アルゴリズムを用いると，
最終的に次の図 7のようになる．
図 7 　改良した大食アルゴリズム 2
大食アルゴリズムを用いたときに比べ，解が小さい
ことがわかる．
3 主双対アルゴリズム
シュタイナー森問題に対して，1991年にAgrawal,
Klein and Raviにより提案されたアルゴリズムは，主
双対アルゴリズムであり，シュタイナー森問題に対す
る最初の性能保証アルゴリズムである [1]．次に，シュ
タイナー森問題の IP定式化を示す．
一方の端点が部分集合 S に属し，他方の端点が S
に属さないすべての辺の集合を (S)とし，siと tiを
分離する部分集合からなる集合族を Si とする．すな
わち，Si = fS  V :j S \ fsi; tig j= 1g とする．す
ると，シュタイナー森問題の IP定式化は以下のよう
に書ける．
minimize
X
e2E
cexe
subject to
X
e2(S)
xe  1; 8S  V : 9i; S 2 Si;
xe 2 f0; 1g; e 2 E:
この IPの LP緩和の双対問題は次のように書ける．
maximize
X
SV :9i;S2Si
yS
subject to
X
S:e2(S)
yS  ce; 8e 2 E;
yS  0; 8S  V : 9i; S 2 Si:
最初すべての S  V で yS は 0であるとし，F = ;
とする．(V; F )で連結になっていない対 si; tiが存在
しなくなるまで以下の (1)を繰り返す．
(1) ある iが存在して j C \ fsi; tig j= 1を満たすよ
うな (V; F )の連結成分Cのすべての集合を Cと
し，C 0 2 C かつ e 2 (C 0)を満たす eのうちの
どれかで最初に
P
S:e2(S) yS = ceとなるまです
べての C 2 C の双対変数 yC を一様に増加する．
そしてそのような eを F に加える．
(2) F から取り除いてもすべての対 si; tiで連結性が
保たれる辺をすべて取り除いて得られる F 0  F
を出力する．
次の図 8に主双対アルゴリズムの動作のイメージを
示す．
図 8 　主双対アルゴリズムのイメージ
4 計算機実験
4.1 実験環境
実験に用いたパソコン SONY VPCL23AJ VAIO
PCG-21514N の仕様は以下の通りである．プロセ
ッサーは Intel(R) Core(TM) i7-2670QM CPU @
2.20GHz，OSはWindows 7 Home Premium，メモリ
は 8.00GBである．用いるデータセットは，DIMACS
のシュタイナー木問題の lin（lin01～lin37)，hc10p，
hc10u[3]である．
最適解が判明しているDIMACSのシュタイナー木
問題（シュタイナー森問題の特殊ケース）の入力 [3]
に対して，表 1は各アルゴリズムを実行して得られ
た近似率である (実験 1)．表 2は，（シュタイナー木
問題とはならない）シュタイナー森問題の入力に対し
て各アルゴリズムを実行して得られた解である (実験
2)．
実験に用いるアルゴリズムは，大食アルゴリズムに
おいて，最後に閉路を取り除くために E0の各連結成
分に対して最小全点木を求める方法 (方法 1)と，E0
の各連結成分に含まれる点集合で誘導される入力の
グラフG = (V;E)の部分グラフに対して最小全点木
を求める方法 (方法 2)の 2種類．同様に改良した大
食アルゴリズムにおいて，最後に閉路を取り除くため
にE0の各連結成分に対して最小全点木を求める方法
(方法 3)と，E0 の各連結成分に含まれる点集合で誘
導される入力のグラフG = (V;E)の部分グラフに対
して最小全点木を求める方法 (方法 4)の 2種類．主
双対アルゴリズムにおいて，最後に F 0を出力する方
法 (方法 5)と，F 0の各連結成分に含まれる点集合で
誘導される入力のグラフG = (V;E)の部分グラフに
対して最小全点木を求める方法 (方法 6)の 2種類で
ある．
表 1 アルゴリズムの近似率 (kはターミナル点数)
点数 辺数 k 方法 1 方法 2 方法 3 方法 4 方法 5 方法 6
lin01 53 80 4 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
lin02 55 82 6 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
lin03 57 84 8 1.0065 1.0065 1.0000 1.0000 1.0065 1.0065
lin04 157 266 6 1.0226 1.0226 1.0226 1.0226 1.0226 1.0226
lin05 160 269 9 1.0617 1.0617 1.0317 1.0317 1.0711 1.0711
lin06 165 274 14 1.0475 1.0215 1.0668 1.0668 1.0267 1.0267
lin07 307 526 6 1.0647 1.0647 1.0064 1.0064 1.0647 1.0647
lin08 311 530 10 1.0267 1.0240 1.0160 1.0160 1.0249 1.0249
lin09 313 532 12 1.0120 1.0120 1.0120 1.0120 1.0120 1.0120
lin10 321 540 20 1.0678 1.0678 1.0300 1.0300 1.0649 1.0649
lin11 816 1460 10 1.0129 1.0129 1.0208 1.0208 1.0129 1.0129
lin12 818 1462 12 1.0202 1.0202 1.0190 1.0190 1.0202 1.0202
lin13 822 1466 16 1.0523 1.0180 1.0067 1.0067 1.0440 1.0401
lin14 828 1472 22 1.0702 1.0668 1.0577 1.0577 1.0582 1.0582
lin15 840 1484 34 1.0371 1.0239 1.0150 1.0150 1.0237 1.0223
lin16 1981 3633 12 1.0284 1.0284 1.0056 1.0056 1.0284 1.0284
lin17 1989 3641 20 1.1265 1.1265 1.0898 1.0898 1.1267 1.1267
lin18 1994 3646 25 1.1237 1.1151 1.0463 1.0463 1.0941 1.0941
lin19 2010 3662 41 1.0439 1.0405 1.0190 1.0190 1.0479 1.0479
lin20 3675 6709 11 1.0743 1.0743 1.0607 1.0607 1.0788 1.0788
lin21 3683 6717 20 1.0550 1.0550 1.0358 1.0358 1.0559 1.0555
lin22 3692 6726 28 1.0481 1.0481 1.0241 1.0241 1.0420 1.0420
lin23 3716 6750 52 1.0435 1.0433 1.0211 1.0211 1.0498 1.0489
lin24 7998 14734 16 1.1004 1.0956 1.0424 1.0424 1.1059 1.1059
lin25 8007 14743 24 1.0929 1.0929 1.0697 1.0697 1.0702 1.0702
lin26 8013 14749 30 1.0910 1.0882 1.0538 1.0538 1.0877 1.0867
lin27 8017 14753 36 1.0917 1.0917 1.0529 1.0529 1.0880 1.0880
lin28 8062 14798 81 1.0664 1.0633 1.0306 1.0306 1.0656 1.0633
lin29 19083 35636 24 1.0785 1.0737 1.0264 1.0264 1.0785 1.0737
lin30 19091 35644 31 1.0936 1.0906 1.0566 1.0566 1.0970 1.0970
lin31 19100 35653 40 1.0994 1.0946 1.0636 1.0636 1.0948 1.0946
lin32 19112 35665 53 1.0807 1.0764 1.0476 1.0476 1.0769 1.0765
lin33 19177 35730 117 1.0690 1.0687 1.0390 1.0390 1.0641 1.0641
lin34 38282 71521 34 1.1043 1.1041 1.0583 1.0583 1.1044 1.1044
lin35 38294 71533 45 1.0848 1.0848 1.0493 1.0493 1.0738 1.0738
lin36 38307 71546 58 1.0990 1.0971 1.0648 1.0648 1.1062 1.1044
lin37 38418 71657 172 1.0759 1.0735 1.0383 1.0383 1.0818 1.0806
hc10p 1024 5120 512 1.3425 1.3424 1.1081 1.0945 1.3642 1.3641
hc10u 1024 5120 512 1.4417 1.4417 1.1165 1.1165 1.3339 1.3339
表 2シュタイナー森問題の解 (kはターミナル点対数)
点数 辺数 k 方法 1 方法 2 方法 3 方法 4 方法 5 方法 6
lin01 53 80 4 624 624 624 624 650 650
lin02 55 82 6 973 973 973 973 973 973
lin03 57 84 8 1245 1245 1220 1220 1245 1245
lin04 157 266 6 1932 1898 1788 1788 1872 1838
lin05 160 269 9 2306 2306 2176 2176 2306 2306
lin06 165 274 14 2788 2788 2774 2774 2718 2718
lin07 307 526 6 3564 3526 3358 3358 3606 3572
lin08 311 530 10 5040 4884 4570 4570 4886 4866
lin09 313 532 12 3694 3694 3506 3506 3720 3720
lin10 321 540 20 5966 5966 5926 5926 6076 6076
lin11 816 1460 10 5702 5702 5660 5660 5780 5780
lin12 818 1462 12 7165 7165 6789 6789 7173 7173
lin13 822 1466 16 9058 9016 8754 8754 8958 8888
lin14 828 1472 22 9658 9612 9426 9426 9890 9822
lin15 840 1484 34 11874 11726 11494 11494 11914 11852
lin16 1981 3633 12 9870 9838 9120 9120 9990 9986
lin17 1989 3641 20 12930 12916 12656 12656 13270 13202
lin18 1994 3646 25 15082 14974 14476 14476 15098 15030
lin19 2010 3662 41 19316 19286 18552 18552 19406 19346
lin20 3675 6709 11 13620 13612 13134 13134 13874 13850
lin21 3683 6717 20 16975 16895 16541 16541 16995 16957
lin22 3692 6726 28 21784 21780 20804 20804 21790 21636
lin23 3716 6750 52 28466 28270 27249 27249 28672 28634
lin24 7998 14734 16 22486 22464 21566 21566 22580 22546
lin25 8007 14743 24 30212 30176 29568 29568 30632 30494
lin26 8013 14749 30 31914 31758 30928 30928 32064 31992
lin27 8017 14753 36 35022 34972 33542 33542 35658 35658
lin28 8062 14798 81 51806 51688 49678 49678 52142 52036
lin29 19083 35636 24 46022 46022 44842 44842 46810 46762
lin30 19091 35644 31 54213 54037 52200 52200 54251 54157
lin31 19100 35653 40 53340 53264 50918 50918 52890 52774
lin32 19112 35665 53 66292 66214 64382 64382 66790 66588
lin33 19177 35730 117 98508 97752 93954 93954 99026 98720
lin34 38282 71521 34 78570 78354 74166 74166 78842 78734
lin35 38294 71533 45 87760 87470 85402 85402 87570 87508
lin36 38307 71546 58 93138 92894 88678 88678 93260 93048
lin37 38418 71657 172 162553 162267 156525 156525 163287 162903
hc10p 1024 5120 512 64720 64720 64720 64720 64720 64720
hc10u 1024 5120 512 642 642 642 642 642 642
5 比較・評価
まず，実験 1において通常の大食アルゴリズムと
主双対アルゴリズムの近似率を比較すると，2つのア
ルゴリズムは同程度優れていることがわかった．今
回の入力では，2つのアルゴリズムの近似率はともに
すべて 1.5以下で同程度であった．このことから，大
食アルゴリズムの性能保証は 96であるが，その実際
的性能は非常に良いものであることがわかる．また，
入力によって大食アルゴリズムが優れている場合と
主双対アルゴリズムが優れている場合があったが，今
回その数はほとんど同じであった．2つのアルゴリズ
ムの近似率の差も大きいもので 0.1程度であった．
さらに，大食アルゴリズムを改良したアルゴリズ
ムも加えて比較すると，ほとんどの入力で改良した
アルゴリズムが優れていた．これは，繰り返し併合
を行うなかで，より短いパスを選択できるようになっ
ていくからであると考えられる．
次に，実験 2において通常の大食アルゴリズムと
主双対アルゴリズムの近似率を比較すると，大食ア
ルゴリズムが優れている場合が多かった．しかし，こ
れがシュタイナー森問題における大食アルゴリズム
の特性なのかどうか判断するには，さらに多くの入
力で実験を行う必要がある．
最後に，対応する連結成分の最小全点木を求める際
にEに含まれるすべての辺を用いた場合 (方法 2,4,6)
であるが，多くのの入力で，大食アルゴリズムとそ
の改良でE0から最小全点木を求めた場合 (方法 1,3)，
あるいは主双対アルゴリズムの F から不要な辺を取
り除いて F 0を求めた場合 (方法 5)よりも良い結果を
出力した．これは解となる森を出力する際に，選ぶこ
とができる辺が増加したためであると考えられる．
6 まとめ
本研究では，理解するために高度な数学の知識を
必要としないが，実際的性能に不明な点が多い大食
アルゴリズムと，2近似の主双対アルゴリズムを比較
することで，大食アルゴリズムの実用性を数値で確
認することができた．今後は，他の 2近似アルゴリ
ズムとの比較，そしてより多くの入力を用いての実
験が求められる．
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