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Abstract
The set of ultrametrics on [n] nodes that are `∞-nearest to a given dissimilarity map forms a
(max,+) tropical polytope. Previous work of Bernstein has given a superset of the set containing
all the phylogenetic trees that are extreme rays of this polytope. In this paper, we show that
Bernstein’s necessary condition of tropical extreme rays is sufficient only for n = 3 but not for
n ≥ 4. Our proof relies on the exterior description of this tropical polytope, together with the
tangent hypergraph techniques for extremality characterization. The sufficiency of the case n = 3
is proved by explicitly finding all extreme rays through the exterior description. Meanwhile, an
inductive construction of counterexamples is given to show the insufficiency for n ≥ 4.
1 Introduction
Phylogenetic tree is a compact way of representing the evolutionary history of systems such as biolog-
ical species. In the case of biological evolution, the leaves of a tree are known species and the internal
nodes are hypothetical ascendants. The upper in the tree the common ascendant of two species is, the
further evolutionary relationships these two species have. A tree with edge lengths or internal node
weights specified induces a metric on the leaves, which measure the discrepancy among entities under
consideration. An ultrametric δ is a metric satisfying the additional strengthened triangle inequality
∀x, y, z, δ(x, z) ≤ max(δ(x, y), δ(y, z)), or equivalently, max(δ(x, y), δ(y, z), δ(x, z)) achieved at least
twice. An ultrametric encodes the topology of the underlying phylogenetic tree and one can recover
it when needed.
In practice, one is usually given a dissimilarity map that measures the pairwise discrepancy among
entities. Most of the times such dissimilarity map is not exact but presumably approximates to an
ultrametric. The reconstruction of such ultrametric from dissimilarity map is of great interest across
many scientific areas [1–3]. Although many choices of distance measure between two dissimilarity maps
exist, the `∞-distance becomes a natural and preferable choice since it blends well into the (max,+)
tropical algebra together with the defining property of ultrametrics. Recent advancements also imply
deeper relations between phylogenetic trees and tropical geometry: [4] established the homeomorphism
between Bergman fan of the graphical matroid of the complete graph to the space of phylogenetic
trees; [5] gave the space of phylogenetic trees a statistical treatment framework based on tropical
geometry and [6] discussed the relationship between the space of weighted phylogenetic trees and the
tropical varieties of flag variety. Also, an interesting application of the tropical principal component
analysis to phylogenetic trees can be found in [7].
It was shown by Bernstein in [8] that the set of ultrametrics that are `∞-nearest to a given
dissimilarity map d forms a tropical polytope. A tropical polytope admits two equivalent descriptions
— by tropical halfspaces (exterior description) and by extreme rays (interior description). In pursuit
of a direct method to find extreme rays, Bernstein proposed a procedure as well as a criterion that
can generate a set of ultrametrics Bn(d) and showed that Bn(d) ⊇ En(d), where En(d) is the set of
extreme rays. But it was not clear if Bn(d) = En(d). In this paper, we prove the following theorem.
Theorem 1.1. The necessary extremality characterization by Bernstein is sufficient only when n = 3,
i.e., B3(d) = E3(d); Bn(d) ) En(d), ∀n ≥ 4.
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This means that for n ≥ 4, some ultrametrics that are not extreme rays may also be produced and
pass the criterion. Thus, a direct procedure to produce all and only extreme rays is yet still unknown.
The proof of n = 3 is achieved by using the exterior description and the tangent directed hypergraph
techniques [9] to characterize the extremality. Meanwhile, the disproof of n ≥ 4 is done by giving an
explicit counterexample of n = 4 and then using it to generate larger counterexamples inductively.
Also, the n = 8 example given in [8] based on biological data is examined and it turns out it is also a
counterexample to the sufficiency.
This paper is organized as follows. In Section 2 we briefly introduce the background of tropical
interior/exterior description, as well as phylogenetic trees and ultrametrics. In Section 3 we give the
exterior description of `∞-nearest ultrametrics polytope. In Section 4 we prove Theorem 1.1 for the
case n = 3 and in Section 5 for the case n ≥ 4. Finally, we summarize in Section 6.
2 Background
2.1 Tropical double description
For a complete review of tropical geometry, readers should refer to [10–13]. In (max,+) tropical
geometry, tropical addition ⊕ is defined to be the max and tropical multiplication  to be the usual
addition. These two operations together with the set Rmax := R ∪ {−∞} forms the max tropical
semiring (Rmax,⊕,). Many concepts of classical geometry such as polyhedral cone and polyhedron
have tropical analogs. In the following discussion, we work in the d-dimensional ambient space Rdmax
and use the usual boldface vector notation to denote the elements: x = {x1, · · · , xd} ∈ Rdmax. The
tropical inner product is defined as: for x,y ∈ Rdmax,
x · y = max
1≤i≤d
(xi + yi).
Denote argmax(x · y) ⊂ [d] to be the set of indices that achieve the maximum. Similarly, the matrix-
vector multiplication is defined as: for A ∈ Rn×dmax and x ∈ Rdmax,
Ax ∈ Rnmax and (Ax)k = Ak · x = max
1≤i≤d
(Aki + xi),
where k ∈ [n] and Ak denotes the kth row of matrix A. Tropical halfspace and polyhedral cone are
direct analogs of their classical versions:
Definition 2.1 (Tropical halfspace). Given a, b ∈ Rdmax, the tropical halfspace is the set
{x ∈ Rdmax |a · x ≤ b · x}. (2.1)
Definition 2.2 (Tropical polyhedral cone). Given A,B ∈ Rn×dmax, the tropical polyhedral cone C is the
set
C := {x ∈ Rdmax |Ax ≤ Bx}. (2.2)
The above definition of tropical polyhedral cone is the exterior description by the set of defining
halfspaces. It can also be described by a set of points called extreme rays defined as follows. The cone
described by the extreme rays will be referred to as the interior description.
Definition 2.3 (Extreme rays). Let C be a tropical polyhedral cone. The set of extreme rays of C is
the minimal set of points {uj} ⊆ C such that
C = {x ∈ Rdmax |x =
⊕
j
λjuj , λj ∈ Rmax}. (2.3)
Given the exterior description of a tropical polyhedral cone, the state-of-the-art algorithm to compute
its interior description was given by [14]. A tropical polyhedron of Rdmax is an affine version of the
tropical polyhedral cone:
Definition 2.4 (Tropical polyhedron). Given A,B ∈ Rn×dmax and c,d ∈ Rnmax, the tropical polyhedral
is the set
P := {x ∈ Rdmax |Ax⊕ c ≤ Bx⊕ d}. (2.4)
It is known [15] that a tropical polyhedron in Rdmax can be transformed into a tropical polyhedral cone
in Rd+1max by a homogenization process which we will show in an example in Section 3.
2
2.2 Phylogenetic trees and ultrametrics
First we give the definition of dissimilarity map. Let X be a finite set with n elements.
Definition 2.5 (Dissimilarity map). A dissimilarity map on X is a function d : X × X → R. s.t.
d(x, x) = 0 and d(x, y) = d(y, x), ∀x, y ∈ X. A dissimilarity map can be expressed as a symmetric
matrix with zero diagonal D ∈ R([n]2 ), Dij = d(xi, xj).
Given two dissimilarity maps d1, d2 on X with associated matrices D1, D2, define the `
∞ distance
‖d1 − d2‖∞ to be the value of greatest entries in |D1 −D2|.
Phylogenetic trees come with various types. In this paper we will be focusing on the rooted tree.
The weight of the tree can be either defined on the edges or nodes. Here we follow the definitions
in [8] that assigns weights on the internal nodes of the tree. The rooted tree is defined as follows.
Definition 2.6 (Rooted tree). A rooted tree T on X is a tree with leaf set X and one interior node
is designated as the root, denoted as root(T ).
The descendants of a vertex v in T , denoted as DesT (v), is all node v
′ 6= v s.t. the unique path
from v′ to root(T ) contains v. Denote T ◦ be the set of interior nodes of T . Let α : T ◦ → R be a
weighting of the internal nodes of T . The pair (T, α) induces a dissimilarity map dT,α on X defined
by dT,α(xi, xj) = α(v) where v ∈ T ◦ is the node nearest to root(T ) in the unique path from xi to xj .
Definition 2.7 (Ultrametric). Given dissimilarity map δ on X, δ is an ultrametric if it is a metric
and satisfies the strengthened triangle inequality
∀x, y, z ∈ X, δ(x, z) ≤ max(δ(x, y), δ(y, z)). (2.5)
Denote Un be the set of ultrametrics on n elements.
Given an ultrametric δ on X, we can construct a rooted tree T with weighting α which induces u.
Also, such construction is unique if α(u) < α(v), ∀u ∈ DesT (v).
Definition 2.8 (`∞-nearest ultrametrics). Given dissimilarity map d, the set of ultrametrics that are
`∞-nearest to d is
argmin
δ∈Un
‖δ − d‖∞. (2.6)
It was shown by Proposition 3.2 in [8] that this set is a tropical polytope. Denote En(d) to be the set
of all extreme rays of this polytope.
3 Exterior description of `∞-nearest ultrametrics
In this section, we label the elements in X by integers i ∈ [n]. The ultrametrics on n elements consist
of n(n − 1)/2 variables to be solved. We represent an ultrametric δ as a vector δ, with elements
arranged in lexicographical order. Eq. (2.5) becomes
∀i, j, k ∈ [n], δij ≤ max(δjk, δik), (3.1)
which will contribute 3× C3n = n(n− 1)(n− 2)/2 tropical halfspaces.
Then we consider the `∞-nearest condition. Suppose we are given the dissimilarity map d = {dij},
and further, the nearest distance q = ‖d− δ′‖∞ where δ′ is any `∞-nearest ultrametric. For given
d, such distance q exists and is unique and it can be calculated by a specific instance of `∞-nearest
ultrametric. The following algorithm [16] finds one `∞-nearest ultrametric.
Theorem 3.1 (Chepoi & Fichet [16]). Let d be a dissimilarity map on n elements. The map δ∗
constructed in the following way is an ultrametric that is `∞-nearest to d.
• Let Kn = (X,E) be a complete graph with edge weights dij and T be its minimum spanning tree;
• define d∗ij to be the maximal edge of the unique path in T connecting i and j;
• denote q = ‖d∗ − d‖∞/2 and let δ∗ = d∗ + q1 where 1ij = 1, ∀i 6= j ∈ [n].
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Minimal spanning tree can be easily computed by algorithms such as Kruskal’s algorithm. It is worth
noting that d∗ij can also be written as the minimal bottleneck between i and j:
d∗ij = min
path P from i to j
(
max
(u,v)∈P
duv
)
. (3.2)
The `∞-nearest condition gives
∀i 6= j ∈ [n], |δij − dij | ≤ q, (3.3)
or written separately,
∀i 6= j ∈ [n], δij − q ≤ dij and dij ≤ δij + q. (3.4)
This gives us 2× C2n = n(n− 1) inequalities.
These two sets of inequalities Eq. (3.1) and Eq. (3.4) together give us the exterior tropical poly-
hedron description of the `∞-nearest ultrametrics. In total there are n2(n − 1)/2 inequalities so the
matrix of the tropical polyhedron is of dimension n2(n − 1)/2 × n(n − 1)/2. Since the exterior to
interior conversion algorithm works on tropical cone, we need to homogenize the tropical polyhe-
dron. By adding auxiliary variable ξ to both sides of Eq. (3.1) and Eq. (3.4) and making replacement
δij + ξ → δ˜ij , we have
δ˜ij ≤ max(δ˜jk, δ˜ik),
δ˜ij − q ≤ ξ + dij and ξ + dij ≤ δ˜ij + q.
(3.5)
Eq. (3.5) is the exterior tropical cone description of the `∞-nearest ultrametrics.
Allamigeon et al. gives an algorithm that can compute all the extreme rays from the exterior
descriptions [14]. Suppose by using this algorithm we find p extreme rays: δ˜1, · · · , δ˜p. Then any
`∞-nearest ultrametrics can be generated by taking tropical linear combination of the extremes
δ˜ =
p⊕
i=1
λiδ˜i, λi ∈ Rmax, (3.6)
followed by a tropical normalization that subtracts the value of the auxiliary variable.
3.1 A small example (n = 3)
We here present explicitly a small example of n = 3 to demonstrate the above procedure. In the case
of n = 3, δ = (δ12, δ13, δ23). The ultrametric condition gives 0 0
0
 δ ≤
 0 00 0
0 0
 δ, (3.7)
where blank spots are tropical zero, i.e., −∞. And the nearest condition gives −q −q
−q
 δ ⊕

d12
d13
d23
 ≤

q
q
q
 δ ⊕
 d12d13
d23
 . (3.8)
Denote δ˜ = (ξ, δ˜12, δ˜13, δ˜23). After homogenization we get
0
0
0
d12
d13
d23
−q
−q
−q

δ˜ ≤

0 0
0 0
0 0
q
q
q
d12
d13
d23

δ˜. (3.9)
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To be more concrete, let the given dissimilarity map to be
d =
 0 2 42 0 8
4 8 0
 , (3.10)
i.e., d12 = 2, d13 = 4, d23 = 8. The one `
∞-nearest ultrametric given by Theorem 3.1 is
δ∗ =
 0 4 64 0 6
6 6 0
 , (3.11)
corresponding to the tree shown in Fig. 1. Along with the ultrametric, we also get q = ‖d− δ∗‖∞ = 2.
Figure 1: One ultrametric returned by Theorem 3.1
Eq. (3.9) realizes to be 
0
0
0
2
4
8
−2
−2
−2

δ˜ ≤

0 0
0 0
0 0
2
2
2
2
4
8

δ˜. (3.12)
Using the extreme computing algorithm we find two (normalized) extreme rays:
δ˜ =

0
0
6
6
 and δ˜ =

0
4
6
6
 −→ δ =
 06
6
 and δ =
 46
6
 . (3.13)
They corresponds to the two trees shown in Fig. 2 respectively.
Figure 2: Extreme ultrametrics `∞-nearest to the dissimilarity map given by Eq. (3.10)
Finally, any `∞-nearest ultrametrics can be written as the tropical linear combination as in Eq. (3.6)
of the above two ultrametrics.
4 Proof of Theorem 1.1 for the case n = 3
The following theorem by Bernstein [8] gives a necessary condition to be extreme. It generates a set
containing all extreme rays and some non-extreme ones, within which the extreme ones should satisfy
the criterion.
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Theorem 4.1 (Bernstein [8]). Let d be a dissimilarity map on X. Let S0 = {δ∗}, and for each i ≥ 1
define Si to be the set of ultrametrics obtained from some u ∈ Si−1 by sliding a mobile internal node
of a resolution of the topology of u all the way down. Define
Bn(d) = {δ ∈ ∪iSi | δ has at most one mobile internal node}.
Then Bn(d) ⊇ En(d).
In this theorem δ∗ is the ultrametric generated by Theorem 3.1. And mobility of a internal node means
the ability to decrease its weight without violating the conditions for ultrametric and `∞-nearest. The
formal definition is as follows:
Definition 4.2 (Mobility). Let d be a dissimilarity map on X and let δ be an ultrametric that is
closest to d in the `∞-norm. Let T be a resolution of the topology of δ and let α be the internal nodes
weighting s.t. dT,α = δ. An internal node v of T is said to be mobile if there exists an ultrametric
δˆ 6= δ, expressible as δˆ = dT,αˆ s.t.
• δˆ is also nearest to δ in the `∞-norm,
• αˆ(x) = α(x), ∀x ∈ T ◦, x 6= v, and
• αˆ(v) ≤ α(v).
In this case, we say that δˆ is obtained from δ by sliding v down. If moreover v is no longer mobile in
dT,αˆ, i.e., if αˆ(v) = max{α(y) : y ∈ DesT (v)}, or αˆ(v) is the minimum value s.t. dT,αˆ is nearest to d
in the `∞-norm, then we say that δˆ is obtained from δ by sliding v all the way down.
In this proof, we will use the tangent directed hypergraph techniques from [9]. We state some
definitions and a theorem we will use in the following.
Definition 4.3 (Tangent directed hypergraph). The tangent directed hypergraph at v, denoted by
G(v, C), consisting of the hyperarcs (argmax(Bkv), argmax(Akv)) for every k ∈ [p] such that Akv =
Bkv > −∞.
As an example, we construct the tangent directed hypergraphs of Eq. (3.12) with respect to non-
extreme vector δ = (0, 2, 6, 6)T and extreme one δ = (0, 0, 6, 6)T, as shown in Fig. 3. The corresponding
indices are labeled by ξ, δ12, δ13, δ23. In these cases, the hypergraphs are actually usual graphs.
Figure 3: Examples of tangent directed hypergraph (left: (0, 2, 6, 6)T, right: (0, 0, 6, 6)T)
Definition 4.4 (Strongly connected components (SCC)). The strongly connected components C of
a directed hypergraph H are the equivalence classes of the relation ≡H, defined by u ≡H v if u H v
and v  H u. SCCs are partially ordered by the relation H induced by reachability: C H C ′ if C
and C ′ admit a representative u and u′ such that u H u′.
Theorem 4.5 (Allamigeon, Gaubert & Goubault [9]). Let C be a tropical polyhedral cone. A vector
v ∈ C is tropically extreme if, and only if, the set of the strongly connected components of the tangent
directed hypergraph at v in C, partially ordered by the reachability relation, admits a greatest element.
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In Fig. 3, SCCs are indicated by shading. The non-extreme one on the left has two disconnected
SCCs, so it does not have a greatest one. One the other hand, the extreme one has a greatest SCC
{ξ, δ13, δ23}. Now we are ready to prove Theorem 1.1 for the case n = 3.
Proof. Without loss of generality, assume d12 ≤ d13 ≤ d23 (this can be done by relabeling the three
items). The one `∞-nearest ultrametric given by Theorem 3.1 is
δ∗ =
 0 d12 + q d13 + qd12 + q 0 d13 + q
d13 + q d13 + q 0
 , (4.1)
where q = (d23 − d13)/2. We discuss by cases in the following.
Case 1: First we consider d12 < d13 < d23. Since d13 + q − d13 = q and d13 + q − d23 = −q, we know
that the root node is immobile. On the other hand, we can slide down the other node to d12− q while
still keep it nearest. So we have the following two candidate rays (one in the case of d13 = d23):
δ˜ =

0
d12 + q
d13 + q
d13 + q
 and δ˜ =

0
d12 − q
d13 + q
d13 + q
 , (4.2)
where the first one has one mobile node and the second one has none. Recall the exterior description
Eq. (3.9): 
0
0
0
d12
d13
d23
−q
−q
−q

δ˜ ≤

0 0
0 0
0 0
q
q
q
d12
d13
d23

δ˜. (3.9)
Their corresponding tangent directed hypergraphs are shown in Fig. 4, where indices are labeled by
ξ, δ12, δ13, δ23 and SCCs are indicated by shading. They all have a greatest SCC: {δ12} for the first
one and {ξ, δ13, δ23} the second one, which means that both of them are extreme rays.
Figure 4: Tangent hypergraphs of case d12 < d13 < d23
Case 2: In the case of d12 = d13 < d23, the tree is not binary. Each of the two resolutions corresponds
to a candidate ray:
δ˜ =

0
d12 + q
d12 − q
d12 + q
 and δ˜ =

0
d12 − q
d12 + q
d12 + q
 . (4.3)
As shown in Fig. 5, their corresponding tangent hypergraphs all have greatest SCC: {ξ, δ12, δ23} for
the first one and {ξ, δ13, δ23} for the second one. So both of them are extreme rays.
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Figure 5: Tangent hypergraphs of case d12 = d13 < d23
Case 3: In the case of d12 ≤ d13 = d23, we have q = 0. There is no freedom to slide the internal
nodes. Thus, the only candidate ray is just the one given by Theorem 3.1:
δ˜ =

0
d12
d13
d13
 . (4.4)
Their corresponding tangent hypergraph is itself a SCC, thus it is greatest, indicating it extreme ray.
The hypergraph is shown in Fig. 6.
Figure 6: Tangent hypergraph of case d12 ≤ d13 = d23
With all possible cases discussed above, we can now conclude that Bernstein’s characterization is
sufficient when n = 3. 
5 Proof of Theorem 1.1 for the case n ≥ 4
In this section, we show by counterexamples that the Bernstein’s characterization [8] is not sufficient
for n ≥ 4. First we give a counterexample of n = 4.
5.1 An n = 4 counterexample
The given dissimilarity map and the one `∞-nearest ultrametric given by Theorem 3.1 are
d =

0 6 6 5
6 0 14 12
6 14 0 9
5 12 9 0
 , δ∗ =

0 10 10 9
10 0 10 10
10 10 0 10
9 10 10 0
 and q = 4. (5.1)
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By constructing the exterior description and using the extreme computing algorithm, we find 8 extreme
rays, shown as columns in the following matrix.
10 10 8 2 2 10 10 9
5 2 10 10 10 9 2 10
1 5 1 8 9 9 9 9
10 10 10 10 10 10 10 10
10 10 8 8 9 10 10 8
5 5 10 10 10 5 9 10
 . (5.2)
The corresponding trees are shown in Fig. 7. However, the procedure in [8] will generate two more
Figure 7: Extreme rays `∞-nearest to the dissimilarity map given by Eq. (5.1)
trees that also satisfy the characterization, as shown in Fig. 8.
Figure 8: Non-extreme ultrametrics that satisfy the characterization
5.2 Construction of counterexamples for n > 4
We present a way to construct any n > 4 ones inductively, i.e., size n + 1 counterexample can be
generated from size n counterexample. First we prove the following lemma.
9
Lemma 5.1. Suppose δ ∈ R(n2) represents an `∞-nearest ultrametric to a given dissimilarity map d
on n(≥ 3) elements. Define the extended dissimilarity map d′ on n+1 elements by d′ij = dij if i, j ≤ n
and d′i,n+1 = r + q +  if i ≤ n where r is the root weight of ultrametric δ and  > 0 is an arbitrary
positive number. Define the extended ultrametric δ′ ∈ R(n+12 ) by δ′ij = δij if i, j ≤ n and δ′i,n+1 = r+ .
Then the extremality of δ′ given d′ is the same as the extremality of δ given d .
Proof. First we perform the homogenization procedure on δ and δ′ by letting ξ = 0, getting δ˜ and
δ˜′. Recall the exterior description of the `∞-nearest tropical cone Eq. (3.5):
δ˜ij ≤ max(δ˜jk, δ˜ik),
δ˜ij − q ≤ ξ + dij and ξ + dij ≤ δ˜ij + q.
(3.5)
Consider the difference between tangent directed hypergraphs built from δ˜ on d and δ˜′ on d′. The
hypergraph of δ˜ will have
(
n
2
)
+ 1 nodes and that of δ˜′ will have
(
n+1
2
)
+ 1 nodes, where the n extra
nodes correspond to the n variables δ˜i,n+1. An schematic diagram is shown in Fig. 9.
Figure 9: Schematic tangent hypergraph of size n+ 1 ultrametric δ˜
We focus on the extra hyperarcs between these n extra nodes and the original
(
n
2
)
+ 1 nodes. The
first set of inequalities in Eq. (3.5) will not make any difference since any combination of (i, j, n + 1)
with i, j ≤ n will only generate hyperarcs among the n extra nodes themselves but not between the
two groups, due to the fact that δ˜′i,n+1 = r +  > δ˜
′
i,j with ∀i, j ≤ n. On the other hand, the second
set of inequalities will contribute extra hyperarcs. Consider the inequalities ξ + dij ≤ δ˜ij + q. Since
δ′i,n+1 + q = r +  + q = d
′
i,n+1, extra hyperarcs from each of the n extra nodes to the first node
representing the homogenization variable ξ will be generated. So the overall difference between these
two hypergraphs is that an extra SCC consisting of n extra nodes will be pointing towards the first
node. Now it is obvious to see that this will not change the fact whether or not the hypergraph has a
greatest SCC since this newly added SCC cannot be the greatest one. Therefore by Theorem [9], the
extremality of δ′ given d′ is the same as the extremality of δ given d. 
Lemma 5.1 tells us that once the ultrametric is not extreme, there will always be a way to construct
another larger non-extreme ultrametric upon it. So we have the following theorem:
Theorem 5.2. Let d(n) be a dissimilarity map on n(≥ 4) elements. If d(n) is a counterexample to
Bernstein’s characterization, then there exists d(n+1) on n+ 1 elements that is also a counterexample.
Proof. Suppose δ(n) ∈ R(
n
2)
max is an ultrametric produced by Bernstein’s Theorem 4.1 but not
extreme. We construct d(n+1) and δ(n+1) in the same way as in Lemma 5.1, based on d(n) and δ(n).
Since δ(n) is not extreme, according to Lemma 5.1, δ(n+1) is also not an extreme ray. Now we only have
to show δ(n+1) satisfies Bernstein’s characterization, i.e., can be generated from the sliding procedure
and has at most one mobile node.
First, for d(n+1), the one `∞-nearest ultrametric given by Theorem 3.1 will only differ from that
of d(n) when involving the (n+ 1)-th element. This is because by construction, the distance from any
element to (n+1)-th element is the largest. We have δ
∗(n+1)
ij = δ
∗(n)
ij if i, j ≤ n and δ∗(n+1)i,n+1 = r+2q+.
The tree constructed from δ∗(n+1) will have a root node with weight r+ 2q+ , whose two children are
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the (n + 1)-th element and the entire tree constructed from δ∗(n). Note that the root node is mobile
and we can slide the root node all the way done till r + . Now the root node is immobile and has a
greater weight than the root of δ∗(n). So further sliding procedures will only take place on the δ∗(n)
sub-tree. This means that all possible trees generated by sliding δ∗(n) will also appear, as a child of
the root node whose weight is r+ . Moreover, they should all have at most one mobile node since the
root itself is immobile. Because the above δ(n) is generated from δ∗(n), δ(n+1) defined as in Lemma 5.1
should appear in the sliding procedure and has at most one mobile node, hence satisfying Bernstein’s
characterization. 
Now we can complete the proof of Theorem 1.1.
Proof. Given the n = 4 counterexample Eq. (5.1), we can inductively construct any size n(≥ 4)
counterexample according to Theorem 5.2. 
As an example, here we show how to construct an n = 5 counterexample based on the n = 4
counterexample in Eq. (5.1). We will focus on the left non-extreme ultrametric in Fig. 8. Since the
root weight is r = 10 and q = 4. We choose  = 1 then we can write the following n = 5 dissimilarity
map
d =

0 6 6 5 15
6 0 14 12 15
6 14 0 9 15
5 12 9 0 15
15 15 15 15 0
 (5.3)
and the one `∞-nearest ultrametric given by Theorem 3.1 is
δ∗ =

0 10 10 9 19
10 0 10 10 19
10 10 0 10 19
9 10 10 0 19
19 19 19 19 0
 . (5.4)
It is straightforward to check that the following ultrametric shown in Fig. 10 with root weight q+ = 11
satisfies Bernstein’s characterization but is not an extreme ray.
Figure 10: Non-extreme ultrametrics constructed from the left in Fig. 8 satisfies the characterization
5.3 A counterexample based on the biological data in [8]
The counterexample given above is far from unique. To show this, we examine the n = 8 example
given in [8]. The given dissimilarity map is
d =

0 32 48 51 50 48 98 148
32 0 26 34 29 33 84 136
48 26 0 42 44 44 92 152
51 34 42 0 44 38 86 142
50 29 44 44 0 24 89 142
48 33 44 38 24 0 90 142
98 84 92 86 89 90 0 148
148 136 152 142 142 142 148 0

. (5.5)
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This dataset represents immunological distances between dot(D), bear(B), raccoon(R), weasel(W),
seal(S), sea lion(SL), cat(C), monkey(M). The one `∞-nearest ultrametric given by Theorem 3.1 is
δ∗ =

0 41 41 43 41 41 93 145
41 0 35 43 38 38 93 145
41 35 0 43 38 38 93 145
43 43 43 0 43 43 93 145
41 38 38 43 0 33 93 145
41 38 38 43 33 0 93 145
93 93 93 93 93 93 0 145
145 145 145 145 145 145 145 0

. (5.6)
This ultrametric corresponds to the tree in Fig. 11. The `∞-nearest distance q = 9. We can then
Figure 11: One ultrametric returned by Theorem 3.1
construct the exterior description, which will be matrices of size 224× 29. By the extreme computing
algorithm, 16 extreme rays are found as following, where each column represents an extreme ray.
41 41 41 41 41 41 41 41 41 41 41 41 41 41 41 41
41 41 41 41 41 41 41 41 41 41 41 41 41 41 41 41
42 42 42 43 42 42 42 43 42 42 42 43 42 42 42 42
41 41 41 41 41 41 41 41 41 41 41 41 41 41 41 41
41 41 41 41 41 41 41 41 41 41 41 41 41 41 41 41
89 89 89 89 93 89 89 89 93 89 89 89 93 89 89 89
143 143 143 143 143 143 145 143 143 143 145 143 143 143 143 145
35 35 17 35 35 35 35 35 35 35 35 17 17 17 17 17
42 42 42 43 42 42 42 43 42 42 42 43 42 42 42 42
24 20 35 24 24 33 24 20 20 20 20 35 35 38 35 35
24 24 35 24 24 24 24 24 24 33 24 35 35 38 35 35
89 89 89 89 93 89 89 89 93 89 89 89 93 89 89 89
143 143 143 143 143 143 145 143 143 143 145 143 143 143 143 145
42 42 42 43 42 42 42 43 42 42 42 43 42 42 42 42
35 35 35 35 35 35 35 35 35 35 35 35 35 38 35 35
35 35 35 35 35 35 35 35 35 35 35 35 35 38 35 35
89 89 89 89 93 89 89 89 93 89 89 89 93 89 89 89
143 143 143 143 143 143 145 143 143 143 145 143 143 143 143 145
42 42 42 43 42 42 42 43 42 42 42 43 42 42 42 42
42 42 42 43 42 42 42 43 42 42 42 43 42 42 42 42
89 89 89 89 93 89 89 89 93 89 89 89 93 89 89 89
143 143 143 143 143 143 145 143 143 143 145 143 143 143 143 145
15 24 15 15 15 33 15 24 24 33 24 15 15 15 33 15
89 89 89 89 93 89 89 89 93 89 89 89 93 89 89 89
143 143 143 143 143 143 145 143 143 143 145 143 143 143 143 145
89 89 89 89 93 89 89 89 93 89 89 89 93 89 89 89
143 143 143 143 143 143 145 143 143 143 145 143 143 143 143 145
143 143 143 143 143 143 145 143 143 143 145 143 143 143 143 145

(5.7)
And the corresponding trees are shown in Fig. 12. The indices under the trees indicate the order that
they are arranged in [8]. Note that in (f), the node with weight 89 has weight 93 in [8], which might be
a typo in the original paper. There are 4 more non-extreme ultrametrics that fail the characterization,
shown in Fig. 13.
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(a) No. 1 (b) No. 3
(c) No. 4 (d) No. 5
(e) No. 6 (f) No. 7 (*)
(g) No. 8 (h) No. 11
(i) No. 12 (j) No. 13
Figure 12: Extreme rays `∞-nearest to the dissimilarity map given by Eq. (5.5) (continue next page)
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(k) No. 14 (l) No. 15
(m) No. 17 (n) No. 18
(o) No. 19 (p) No. 20
Figure 12: Extreme rays `∞-nearest to the dissimilarity map given by Eq. (5.5)
(a) No. 2 (b) No. 9
(c) No. 10 (d) No. 16
Figure 13: Non-extreme ultrametrics that satisfy the characterization
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6 Summary
In this paper, we prove that Bernstein’s characterization [8] for extreme rays of the tropical polytope
formed by ultrametrics `∞-nearest to a given dissimilarity map is sufficient if and only if n = 3. We
first give the exterior description of this tropical polytope, which can be used not only for the purpose
of this proof, but also to compute all extreme rays of the polytope by algorithm proposed in [9].
The proof utilizes the tangent directed hypergraph technique [14] which determines the extremality
of a vector by constructing the tangent directed hypergraph based on the exterior description of the
tropical polytope. The n = 3 sufficiency is proved directly by this technique and the n ≥ 4 insufficiency
is proved inductively.
There are two important open questions. First, is there a direct characterization on phylogenetic
trees that distinguishes extreme and non-extreme ones? One possibility, for example, might be adding
some additional constraints to Bernstein’s characterization. Second, is there an efficient algorithm to
generate all extreme rays of out particular polytope? The existing algorithm by Allamigeon et al. for
general cases grows exponentially with n since the rows and columns of the matrix are both increasing.
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