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subject to $Ax=b$, (1)
$x\geq 0$ ,
$A\in\Re^{m\cross n},$ $b\in\Re^{m},$ $c\in\Re^{n}$ $X\in\Re^{n}$
(1)
$\max$ $b^{T}y$ ,







$B\subset\{1,2, \ldots, n\}$ $A^{T}$ , $C$
$s$ $B$ $N=\{1,2, \ldots, n\}-B$
$A^{T}=\{\begin{array}{l}A_{B}^{T}A_{N}^{T}\end{array}\},$ $c=\{\begin{array}{l}c_{B}c_{N}\end{array}\},$ $s=\{\begin{array}{l}s_{B}s_{N}\end{array}\}$ .
(2)
$\max$ $b^{T}y$ ,
subject to $A_{B}^{T}y+s_{B}=c_{B}$ ,
(3)
$A_{N}^{T}y+s_{n}=c_{N}$ ,
$s_{B}\geq 0,$ $s_{N}\geq 0$ .
$A_{B}$ $B$ $\backslash$ , $N=\{1,2, \ldots, n\}$
$B$ $N$
$y=(A_{B}^{T})^{-1}c_{B},$ $s_{B}=0,$ $s_{N}=c_{N}-A_{N}^{T}(A_{B}^{T})^{-1}c_{B}$




$(s_{B}, s_{N})$ $j\in\{1,2, \ldots, n\}$ $Si\neq 0$
$\delta_{D}\leq s_{j}\leq\gamma_{D}$
$\delta_{D}$
$\gamma_{D}$ (2) $A$ $c$
$b$
$B^{t}$ $t$ $N^{t}=\{1,2\ldots, n\}-B^{t}$
(3)
$\max$ $b^{T}(A_{B^{t}}^{T})^{-1}c_{B^{t}}-\overline{b}_{B^{t}}^{T}s_{B^{t}}$ ,
subject to $s_{N^{t}}=c_{N^{t}}-A_{N^{t}}^{T}(A_{B^{t}}^{T})^{-1}c_{B^{t}}+\overline{A}_{N^{t}}s_{N^{t}}$, (4)




( )sj $(j\in B^{t})$














Lemma 3.1 $(y^{t}, s^{t})$ DantZig $t$
$(y^{t}, s^{t})$ $\overline{j}\in B^{*}\cap N^{t}$
$s \frac{t}{j}>0$ (2) $(y, s)$
$s_{\overline{j}} \leq\min\{m, n-m\}\frac{z^{*}-b^{T}y}{z^{*}-b^{T}y^{t}}s\frac{t}{j}$
31 31
Lemma 3.2 $(y^{t}, s^{t})$ Dantzig $t$
$(y^{t}, s^{t})$ (2) 2
$\overline{j}\in B^{*}\cap N^{t}$
1. $s \frac{t}{j}>0$ .
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Theorem 3.2 (2) Dantzig
$m \lceil\min\{m, n-m\}\frac{\gamma_{D}}{\delta_{D}}\log(\min\{m, n-m\}\frac{\gamma_{D}}{\delta_{D}})\rceil$




$m \lceil\min\{m, n-m\}\frac{\gamma_{D}}{\delta_{D}}\log(\min\{m, n-m\}\frac{\gamma_{D}}{\delta_{D}})\rceil$
4
$S$
$t$ $f$ $V$ $E$
$G=(V, E)$
$\max$ $f$ ,
subject to $\sum_{j_{;(S}j)\in E^{X_{s}j}}-\sum_{j_{;}(j_{s})}Xj_{S}=f$,
$\sum_{j:(i,j)\in E}x_{ij}-\sum_{j;(j,i)\in E}x_{ji}=0,$ $\forall i\neq s,$ $t$ , (5)
$\sum_{j:(t,j)\in E}x_{tj}-\sum_{j;(j,t)\in E}x_{jt}=-f$ ,
$0\leq x_{ij}\leq u_{ij},$ $\forall(i, j)\in E$ .








$u_{mm}= \max_{(i,j)\in E}u_{ij}$ $u_{mm}$
Corollary 4.1
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