This work presents a landmark detection system for a walking robot, which has to operate in unknown unstructured outdoor environments. Most landmark detection approaches are not adequate for this application, since they rely on either structured information or a priori knowl�dge about the landmarks. 
Introduction
This work deals with the problem of detecting natural visual landmarks in outdoor environments. Natural landmarks are objects or patterns already present in the environment that can be used as reference marks to identify places in the world, like trees in a field, rocks, and buildings. In opposition to them, artificial landmarks are those inserted deliberately in the environment to serve as reference marks, such as bar code signs, radio bacons, and geometrical figures.
When dealing with visual landmarks in outdoor environments, color and texture are two of the most important features, since they are adequate to characterize unstructured forms [21] . The main difficulty in their utilization as recognition features is that the visual information acquired is strongly dependent on the 1 Professor at Pontificia Universidade Cat6Iica do Rio Grande do SuI, Brazil
Currently PhD student at Universitat PoIitecnica de Catalunya 0-7695-0750-6/00 $10.00 © 2000 IEEE 976 intensity, direction, and spectral power distribution of the illumination, which change with sun position and atmospheric condition [22] , [9] .
In order to increase robustness to these adverse conditions, the original Red, Green, and Blue (RGB) color components are often trarJSformed to another color space, like the normalized color space (chromaticity coordinates), which is decoupled from the luminance, or the Hue, Intensity and Saturation (HIS), well-suited to human perception representation [22] , [17] .
Additionally to the illumination dependency of color perception, the robot position and orientation at the observation time influence the visibility, distance, and orientation of the landmarks relative to the robot. Since for mobile robots these conditions are not fixed along time, it is desirable to deal with features as independent as possible from the robot's movements, in order to achieve robust landmark recognition.
Most published works on visual landmark-based navigation are related to indoor environments (e.g., [7] , [14] , [8] , [20] , [6] ), which have controlled illumination and structured or artificial landmarks available.
In outdoor environments, the existence of a priori maps with the landmark locations is frequently assumed, as well as the availability of landmark models. Nasr and Bhanu [15J use model-based vision, assuming explicit knowledge about the maps, 3-D models of landmarks and a camera model. They adopt several features for the landmark descriptions, some range-dependent, such as size, length, and width, and others range-independent, like color, perimeter squared over area, length over width, and shape. Talluri 
Visual saliency
In the case where there is no a priori knowledge of what things in the scenes will be used as landmarks, some criterion is needed to decide what regions in the images could be considered as representing potential landmarks.
Recent theories in active and purposive vision indicate that potential landmark locations could be detected using a visual attention mechanism. It has also been observed that when human perceivers are trying to build or recover the description of a scene, their attention is focused on certain relevant regions in the scene [10) , [11] .
One important concept in visual attention is the saliency map. This map represents the regions of the image corresponding to distinctive areas with large values, whereas the non-distinctive regions are indicated by small values. Usually a saliency map is constructed from a linear combination of a set of features, which is application dependent. In addition, the use of a visual attention mechanism bypasses the task of image segmentation for object delineation, which does not always produce accurate results [20] .
Two interesting works on visual attention that intend to model and predict human visual search performance in color images are presented by Itti, Koch, and Niebur [12] and Fernandez-Vidal et al. [5] . Their systems build topographical saliency maps from a combination of multi scale image features; specifically, intensity, opponent colors and orientation. Contrarily to these works, the landmark detection system here described does not attempt to emulate human visual search mechanisms, but, inspired by their approach, uses the same concept of saliency maps to locate good landmark candidates.
The landmark detection system
Each acquired color image has resolution of 512x384 pixels and is represented in conventional camera RGB Considering that in outdoor environments the intensity of the illumination can change substantially along time, altering the color perception of the objects in the RGB space, it is convenient to decouple the color information from the illumination intensity. This is achieved converting the image representation from the RGB space to rgb chromaticity space [22] .
To compute the desired color opponencies it is necessary to convert the rgb space to another space which gets full response for the saturated colors red, green, blue, and yellow (K, G', B', fj. Following the proposal presented in [12] , this color space is calculated by
The orientation features are computed on the monochromatic intensity image obtained at the beginning
of the processing of each image. For each orientation, an efficient Gabor filtered approximation is computed using a convolution with ll-tap filter masks [16] .
Each feature (intensity, opponent colors, and orientations) is represented in nine spatial scales, through the use of Gaussian pyramids [2] . In these pyramids, each level is obtained by a low-pass filtering operation on the preceding level, followed by a subsampling of factor two in each dimension. All pixels at any level have equal contribution to the subsequent level. The center-surround differences are computed by the comparison between fine and coarse scales of the pyramids, as presented in [12] .
The center corresponds to a feature at a fine scale, and the surround corresponds to a feature at a coarse scale, represented with lower resolution. Figure 1 
Results

Conclusions
Based on the present results, it seems promising that a multiscale opponent feature mechanism can be used to 
