Abstract. We extend the results of our recent preprint [11] into higher dimensions n ≥ 4. For minimizing harmonic maps u ∈ W
Introduction
In [11] we studied singularities of minimizers of the Dirichlet energy Ω |∇u| 2 dx among u ∈ W 1,2 (Ω, S 2 ) with fixed boundary data for smooth, bounded domains Ω ⊂ R 3 . We refer to [11] for an introduction and background, as well as a discussion of earlier works.
There are two main results in [11] . Firstly, we sharpen result by Hardt and Lin [5] , on the stability of singularities. , 1], p ∈ [2, ∞) and sp = 2.
Assume that u ∈ W 1,2 (Ω, S 2 ) is the unique minimizing harmonic map with boundary u| ∂Ω = ϕ ∈ W s,p (∂Ω, S 2 ).
Then for any ε > 0 there is a δ = δ(ε, Ω, ϕ) > 0 such that whenever v is a minimizing harmonic map v ∈ W 1,2 (Ω, S 2 ) with trace ψ := v ∂Ω close to ϕ, namely
then v has the same number of singularities as u. Moreover
Theorem 1.1 has previously been known under Lipschitz boundary assumption. See also [8] for a related result. Theorem 1.1 is sharp as was shown in [12] .
Secondly, we extended Almgren and Lieb's linear law, [1, Theorem 2.12] , to general trace spaces (whereas Almgren and Lieb had proved this previously for W 1,2 -traces).
Theorem 1.2 (Almgren and Lieb's linear law for trace spaces).
Let Ω ⊂ R 3 be a bounded domain with smooth boundary, s ∈ ( In this work we extend these results to higher dimensional domains Ω ⊂ R n for n ≥ 3. Let us remark that for simplicity below we will make no attempt at obtaining the estimates in trace spaces W s,p , but stick to the Sobolev space W 1,p (∂Ω). An easy combination of the arguments presented here and in [11] will lead to them.
Our generalization of Theorem 1.1 to higher dimensional domains takes the following form, see Theorem 6.1.
Theorem 1.3.
Let Ω ⊂ R n , n ≥ 3, be a bounded smooth domain. Assume that for some boundary map ϕ ∈ W 1,n−1 (∂Ω, S 2 ) there is a unique minimizer u ∈ W 1,2 (Ω, S 2 ).
Then, for each ε > 0 there is a δ > 0 such that if (1.1) ψ − ϕ W 1,n−1 (∂Ω) < δ ⇒ d W H n−3 sing v, H n−3 sing u < ε for any minimizer v with boundary data ψ.
Here, d W is the 1-Wasserstein distance, see (6.1), which in particular satisfies H n−3 (sing u) − H n−3 (sing v) d W H n−3 sing u, H n−3 sing v .
For n = 3 Theorem 1.3 implies indeed Theorem 1.1: in three-dimensional domains the singular set is locally finite and any continuous map into integers is constant. In this sense, Theorem 1.3 is the natural extension of Theorem 1.1 to higher dimensions.
We also obtain a generalization of Theorem 1.2 which takes the following form. See Theorem 7.1.
Theorem 1.4. Let u : Ω → S 2 be a minimizing map with u| ∂Ω = ϕ, ϕ : ∂Ω → S 2 , where Ω ⊂ R n is a bounded, smooth domain. Then H n−3 (sing u) ≤ C(n, Ω)
In the case of Theorem 1.4 it is possible to replace S 2 by any simply connected target manifold N , since then Theorem 3.1 still applies (see [4, Theorem 6.2] ).
As for Theorem 1.3 the situation is more involved as our argument relies also on the classification of tangent maps. For the case when the target manifold is S 2 this was obtained in [3, Theorem 1.2] . Such a classification is also known for targets S 3 , see [17, 9] . In this case dim H sing u ≤ n − 4, [19] , thus it should be possible to extend Theorem 1.3 in this case to an estimate of H n−4 (sing u) following the spirit of our argument.
Another, very challenging, question is whether the W 1,n−1 (∂Ω)-condition in Theorem 1.4 can be improved. Technically, this condition controls each singularity close to the boundary of Ω -but only (n − 3)-dimensional singularities appear in the estimate. So one might be tempted to believe that a W 1,2 -bound is sufficient in (7.1). On the other hand, one might also be able to analyze each stratum of the singular set via a different Sobolev norm along the boundary.
While the proofs of the theorems above are in spirit very similar to the arguments in [11] , there is one main new ingredient: the following (interior) analysis of the singular set of harmonic maps by Naber and Valtorta [15] . Then there exists a constant C = C(n, N , Λ) > 0 such that H n−3 (sing u ∩ B r (x)) ≤ Cr n−3 .
Results on the analysis of singular sets were also considered in [13, 7] .
Notation. We denote by B r (x) the ball centered in x with radius r. By R n + = R n ∩ {x ∈ R n : x n > 0} we denote the upper half-space. B For simplicity we use Greek letters ψ, ϕ, etc. for boundary maps and u, v, etc. for interior maps. The letters r, R, ρ will be usually reserved for the radii. We use ∇ T u for the tangential gradient of u, i.e., the gradient of its restriction u| ∂Ω . As usual, the constant C will denote a generic constant that may vary from line to line.
Throughout the paper the term minimizer or energy minimizer will refer to an S 2 -valued map minimizing the Dirichlet energy among W 1,2 (Ω, S 2 ) maps with same boundary data, unless otherwise stated. 
Tangent Maps and the interior estimates by Naber-Valtorta
The crucial new ingredient in comparison to the original work by Almgren and Lieb [1] are interior estimates on singular sets recently obtained by Naber and Valtorta [15] .
2.1. Tangent maps. In this subsection we recall various facts concerning tangent maps which will be useful for future purposes. For more details we refer the interested reader to [21, Chapter 3] .
We start with the monotonicity formula see [18 
Theorem 2.1 (Monotonicity formula).
Let Ω ⊂ R n and let u ∈ W 1,2 (Ω, S 2 ) be a minimizing harmonic map. Then for any 0 < r < R < dist (y, ∂Ω)
where ∂u ∂ν is the directional derivative in the radial direction
2 ) be a minimizing harmonic map, y ∈ Ω and λ > 0. We define the rescaled maps u y,λ ∈ W
By the monotonicity formula we know that if we let λ i 0 then lim sup i→∞ Br(0) |∇u y,λ i | 2 dx < ∞ for all r > 0. Thus, by the compactness theorem (cf. Theorem 4.1), we obtain a subsequence λ i j such that
and Φ ∈ W 1,2 (R n , S 2 ) is locally a minimizing harmonic map. Moreover, also by the monotonicity formula Φ is homogeneous of degree 0 (see [18, Lemma 2.5]), i.e., Φ(x) = Φ(λx) for all λ > 0. We call such map a tangent map to u at point y.
In the case n = 3 Simon proved uniqueness of the tangent maps [20, Section 8] , but in general if we choose a different subsequence of λ i the limiting map may be different (see [24] ).
For B r (x) ⊂ Ω we denote the rescaled energy by For any tangent map Φ the maximum of the energy density is attained at 0 ∈ R n :
If we assume additionally that θ Φ (y, 0) = θ Φ (0, 0) then we obtain Φ(x + λy) = Φ(x + y) for any λ > 0 and x ∈ R n , which leads to the definition
Observe that for non-constant tangent map Φ we have S(Φ) ⊂ sing Φ.
We introduce the notion of k-symmetric maps. A map f :
The space of such functions will be denoted by sym n,k .
Next we observe y ∈ sing u ⇐⇒ dim S(Φ) ≤ n − 1 for every tangent map Φ of u at y.
We define for all j ∈ {0, . . . , n − 1} S j := {y ∈ sing u : dim S(Φ) ≤ j for all tangent maps Φ of u at y} ≤ {y ∈ sing u : no tangent map of u at y belongs to sym n,j+1 }.
and in particular from the regularity result dim H (sing u) ≤ n − 3, see [18, Theorem II] . This gives us the stratification
We will be mainly interested in the top-dimensional part of the singular set, so for this purpose we define sing * u = S n−3 \ S n−4 .
We also recall the classification of tangent maps by Brezis-Coron-Lieb.
Theorem 2.2 ([3, Theorem 1.2]).
In the case n = 3 every nonconstant tangent map must have the form R x |x| for a orthogonal rotation R of R 3 .
We will use the symbol Ψ : R n → S 2 to denote the map
We note that the map Ψ belongs to sym n,k for all k = 0, 1, . . . , n − 3 but not to sym n,n−2 . Its energy density will be denoted by
is a minimizing harmonic map and y ∈ sing * u, then up to isometries of R n the only tangent map of u at y is Ψ. In particular the density of a tangent map to u at a point from sing * u is constant.
Proof. Let Φ be any tangent map to u at y. By definition, since y ∈ sing * u it means that Φ is (n − 3)-symmetric, thus if (
, where the last equality results from the 0-homogeneity of Φ. Now, by [ [15] needed in the sequel. A simplified presentation of these is available in their later article [16] .
The main ingredient is Theorem 1.5. In the special case of N = S 2 , uniform boundedness of minimizers, Theorem 3.3, implies that the energy assumption is redundant.
Corollary 2.4. If u : B 2r → S 2 is energy minimizing then H n−3 (sing u ∩ B r ) ≤ Cr n−3 with some constant C(n) > 0.
In particular, whenever Ω ⊂⊂ Ω and u is a minimizing harmonic map on Ω, then
In order to prove the stability theorem, Theorem 1.3, one needs more subtle measure estimates. Note that for the tangent map Ψ, the singular set is an (n − 3)-plane and so H n−3 (sing Ψ ∩ B r ) = ω n−3 r n−3 . If u is close to Ψ, one could expect its singular set to have similar measure, see Lemma 6.7 . To this end, we will need two more results, which are essential ingredients of [15] .
To state them, we first recall the definition of Jones' height excess β-numbers. Choosing a Borel measure µ in R n , a dimension 0 < k < n and an exponent p ≥ 1, we can define for each ball B r (x)
where the infimum is taken over all k-dimensional affine planes L ⊂ R n . This measures how far the support of µ is from a k-dimensional plane (on the ball B r (x)). However, we shall not work directly with this definition, but rather rely on the two theorems below, since they encompass all the geometric information we need.
The first theorem is a general geometric result that gives sharp measure estimates. Theorem 2.5 (Rectifiable Reifenberg [15, Theorem 3.3] ). For every ε > 0 there is a δ = δ(n, ε) > 0 such that the following holds. Let S ⊂ R n be a H k -measurable subset and assume that for each ball B r (x) ⊂ B 2
As a side remark, let us note that in our application the set S will satisfy the so-called Reifenberg condition and so one could work with the W . For every ε > 0 there are δ(n, ε) > 0 and C(n, ε) > 0 such that the following holds. If u :
then for any finite measure µ on B 1 we have
Again, the formulation in [15] involves an energy bound. However, Theorem 3.3 shows a uniform bound on B 9 |∇u| 2 and thus we obtain the stronger formulation above.
Since we shall only consider k = n − 3, p = 2 and µ = H n−3 sing u from now on, we abbreviate β µ,n−3,2 by β; this should not cause any confusion.
Uniform boundedness of Minimizers
That is, using trace theorems, Sobolev embedding, and Gagliardo-Nirenberg inequalities, we obtain as a corollary of Theorem 3.1 the following.
2 is a minimizing harmonic map, then the following estimate holds
is a minimizing harmonic map with u = ϕ on the flat part of the boundary T r . Then the following estimate hold
Theorem 3.3 (Uniform Boundedness of Minimizers
be a minimizing harmonic map. Then for any r < R,
where C is an absolute constant.
Also, let u ∈ W 1,2 (B + 2r (0), S 2 ) be a minimizing harmonic map. Then,
Proof. We prove the boundary estimate:
Denote by
.
Observe that then
Then from Corollary 3.2 we have for any ρ ∈ [r, 2r],
or in other words
If it was the case that r
we would end up with
That is,
]. Integrating on (r, 2r) we conclude
That is, D(r) r n−2 .
We conclude that either
3.1. Caccioppoli inequality and higher local integrability.
Proposition 3.4 (Caccioppoli inequality (interior))
. Let u ∈ W 1,2 (Ω, S 2 ) be a minimizing harmonic map. Suppose that B R (y) ⊂⊂ Ω for some y ∈ Ω and R > 0. Then there exists a constant C, such that
Here (u) B R (y) denotes the mean value.
. Then for all r < 1 we have
where
is any harmonic function with ϕ h = ϕ on T 1 .
As consequences of Poincaré inequality, Sobolev embedding and Gehring Lemma we readily obtain
Corollary 3.6 (Higher integrability). Let u and R be as in Proposition 3.5. There exists a p > 2 such that
Let u and R be as in Proposition 3.5.
Strong Convergence for minimizers and Consequences
Theorem 4.1 (strong convergence of minimizers).
be a sequence of minimizing harmonic maps. Then, up to taking a subsequence i → ∞, we find u ∈ W 1,2 (B, S 2 ) which is a minimizer and
2 ) be a sequence of minimizing harmonic maps and set
Then, up to taking a subsequence i → ∞, we find u :
. Moreover, for every r ∈ (0, 1) the map u is a minimizing harmonic map in B + r .
We will need the following lemma.
) be such that in the sense of traces f = 0 on T 3/4 . Then, for any δ ∈ (0,
Proof. For continuous functions ϕ : [0, δ] → R we have by the fundamental theorem of calculus,
For almost all x ∈ T 3/4 we thus have
Integrating this in T 3/4 we obtain the claim.
Proof of Theorem 4.1. We will give only the proof of (2). The interior convergence follows similarly, see for example [4, Theorem 6.4 ] (see also [11, Theorem 4.6] for n = 3).
From Theorem 3.3 we have
In particular, up to taking a sequence and diagonalizing we find u : B + → S 2 which is a weak W 1,2 -limit, and strong L 2 -limit of u i in each ball B + r , and ϕ as the weak W 1,2 -limit of ϕ i on each T r , such that ϕ is the trace of u.
We need to show that u is a minimizer in B + r and that u k → u strongly with respect to the W 1,2 -norm in B + r for every r ∈ (0, 1). For simplicity of notation we shall assume r = .
By Corollary 3.6 we have uniformly higher integrability of v i , namely for some p > 2 we have
2 ) be a map that coincides with u on ∂B The map v is a competitor for u, and we need to transform it into a competitor for u i . We do so by an interpolation on a set I δ which separates Ω δ and 0 δ , which are defined as follows:
Observe that on ∂I δ is separated into two parts, the inner part being ∂Ω δ and the outer being ∂(I δ ∪ Ω δ ).
We haveṽ δ,i = v on ∂Ω δ , andṽ δ,i = u i on ∂(I δ ∪ Ω δ ). However,ṽ δ,i does not map into the sphere. So we use the extension theorem, Theorem 3.1, and obtain some v δ,i : I δ → S 2 with the same boundary data, i.e., v δ,i = v on ∂Ω δ , and
with the constant independent of i and δ.
We extend v δ,i by u i to 0 δ and by v to Ω δ , and thus have
In particular, v δ,i is a competitor for u i on B + 3/4 , and the minimizing property of u i implies
We observe that
Thus, (4.4) becomes
Moreover, by (4.3) and (4.2)
Since moreover u = v on T 3/4 , we can apply Lemma 4.2, and obtain
We thus arrive at
This estimate holds for all i and δ, so taking the limit superior i → ∞, by Fatou's lemma for weakly convergent u i to u,
(4.7)
That is, we have shown
This holds for any δ > 0 small enough, so we take the limit δ → 0 and obtain lim sup
By absolute continuity of the integral we observe
Moreover, by Hölder inequality and the higher integrability of u i , (4.1), we find for some p > 2,
That is, finally, by Fatou's lemma and weak convergence of u i to u this implies readily (4.10)
This holds for all v which coincide with u on ∂B + 1/2 , in particular we have shown that u is a minimizing harmonic map in B + 1/2 . On the other hand, from (4.10) we get by taking v ≡ u,
and thus, using once again the weak convergence of u i to u, loc to u, and a sequence of their singularities y k ∈ sing u k converges to y ∈ Ω. Then y is a singular point of u.
Proof. The proof is essentially the same as in [11, Theorem 4.8 (i)]. ) so that the following holds: Let u ∈ W 1,2 (B + , S 2 ) be a minimizer and assume that ϕ = u
is a constant. Then
Proof of Theorem 5.1. The proof is essentially the same as [11, Theorem 5.1], for analyticity of the solutions we refer to [2, 22] .
5.2.
Uniform boundary regularity for singular boundary data.
Theorem 5.3 (Uniform boundary regularity for singular boundary data). Let Ω ⊂ R n be a bounded domain with smooth boundary. There are constants R = R(Ω) and ε = ε(Ω) such that the following holds.
Take any minimizing harmonic map u : Ω → S 2 and denote the trace of u on ∂Ω by ϕ.
If for some x 0 ∈ ∂Ω and some ρ < R we have the estimate
Proposition 5.4. There exist uniform constants R 0 and ε such that the following holds. Take any minimizing harmonic map u : B + → S 2 and denote the trace of u on T 1 by ϕ.
If for some ρ 0 < R 0 we have the estimate
then u is smooth in B λρ 0 ∩ {x 3 > λ ρ 0 /2} where λ is from Theorem 5.1.
Proof. The proof is essentially the same as in [11, Proposition 5.4] .
By a covering argument, we obtain in particular the following regularity up to the boundary (but of course not including the boundary).
Corollary 5.5. There exist uniform constants R 0 and ε such that the following holds. Take any minimizing harmonic map u : B + 2 → S 2 and denote the trace of u on T 2 by ϕ.
If for some x 0 ∈ T 1 and some ρ < R 0 we have the estimate For x 0 ∈ ∂Ω let A (r,s) (x 0 ) := {x ∈ R n : r < dist (x, x 0 ) < s}. Suppose also that u is a minimizer in Ω having boundary map ϕ. Then, whenever 0 < r < r 0 ,
where C is a constant independent of Ω, K, u, and ϕ.
Proof. We can cover the annulus A (r,2r) (x 0 ) by balls, of radius comparable to r not leaving A(r/2, 5r/2). The number of these balls is a dimensional constant, and we get the desired estimate by the uniform boundedness theorem, Theorem 3.3. See [11, Theorem 6.1].
Theorem 5.7 (regularity away from "hot spots"). For every N ∈ N there exists an ε N > 0 with the following property. Suppose u ∈ W 1,2 (B + 1 , S 2 ) with trace ϕ on T 1 . Assume that there are balls B 1 , . . . , B N of radius at most ε N such that
Then u is smooth in
for a uniform constant µ > 0.
Proof. For simplicity suppose that N = 1, ε N = ε 1 = ε. Thus we have only one ball
We argue by contradiction. Assume that u i : B + 1 → S 2 is a sequence of minimizers with boundary maps ϕ i such that
for a sequence of balls B ε i (p i ) and
where r i i→∞ − −− → 0, and up to taking a subsequence, r i < 2 −i . Now, we assume (by contradiction) that each u i has at least one point singularity y i ∈ T 1/2 × (µ, 2µ).
By Theorem 5.6, for large enough i and for any r ≥ 2
Thus, for every k ≥ i,
Up to taking another subsequence we can assume that p i → p 0 , and that |p i − p 0 | ≤ 2 −i . Then, from the above estimate we have
In particular by a diagonal argument and the strong convergence of minimizers, Theorem 4.1, we obtain a minimizer u ∈ W 1,2 (B + 3/4 \B r (p 0 )) for any r > 0. Moreover, its trace, which we shall call ϕ ∈ W 1,2 (T 1 \B r (p 0 ), S 2 ) is the weak limit of ϕ i . Observe that ϕ is constant on T 1 \B r (p 0 ) for any r > 0, by (5.2).
Moreover, by Theorem 4.5, the sequence of singular points y i can be assumed to converge to a singular point of u which we call y ∈ T 1/2 × (µ, 2µ).
On the other hand, in view of Lemma 5.8 below, the singularity p 0 is removable, and so u is a minimizing harmonic map in B To complete the proof of Theorem 5.7, we need the following removability lemma. 
This holds for any δ ∈ (0, 1) and we observe that by absolute continuity of the integral
and, since n ≥ 3,
Thus, u ∈ W 1,2 (B 
In particular,w δ is a competitor in the sense of (5.3), and we have
Since u, and w ∈ W 1,2 (B + 1 ) using the absolute continuity of the integral we find that (5.5)
Observe that we are in dimension n ≥ 3 and S 2 is compact, so
Thus, using again the absolute continuity of the integral and that u, w ∈ W 1,2 we find
Plugging this into (5.5) we conclude.
As a corollary of Theorem 5.7 we obtain Theorem 5.9 (boundary regularity with hot spots). For each bounded smooth domain Ω ⊂ R n , there are small constants σ, ε, λ > 0, Λ > 1, (σ depending on the geometry of Ω, the others only on the dimension) so that the following statement holds true for any minimizer u ∈ W 1,2 (Ω, S 2 ) with trace ϕ := u ∂Ω .
For any singular point p ∈ sing u with r := dist (p, ∂Ω) < σ and for any ball B ⊂ R n with radius λr, we have
Proof. In principle, this is a rescaled version of Theorem 5.7, only with non-flat boundary. By choosing σ > 0 small enough, we can ensure that after rescaling the balls to unit size, the boundary is arbitrarily close to flat. To consider this more general case, one needs another contradiction argument based on Theorem 4.1 (see Remark 4.3).
Hardt and Lin's stability of singularities for n ≥ 3
This chapter is concerned with stability of singularities. By this we mean that if two boundary maps ϕ, ϕ : ∂Ω → S 2 are close in the right Sobolev norm, then the singularities of their corresponding minimizers u, u : Ω → S 2 are close as well. Since minimizers are in general non-unique, the precise statement is a little more subtle -e.g. by assuming uniqueness a priori.
In any case, let us discuss the right notions of closeness. In dimension n = 3, when the singular set consists of finitely many points, Hardt and Lin [5] considered the Lipschitz norm for boundary data, and showed that small perturbations do not change the number of singularities. Moreover, they constructed a bi-Lipschitz diffeomorphism η : Ω → Ω (close to identity in Lipschitz norm) such that u is close to u • η in some C β norm. These results were recently extended to the case of W 1,2 -perturbations of boundary data by Li [8] .
In higher dimension n ≥ 3, we consider perturbations in the W 1,n−1 norm. Since the singular set is a rectifiable set of codimension 3, we prove its stability with respect to Wasserstein metric, see [23] ,
i.e., we show that the distance between measures H n−3 sing u and H n−3 sing u is small. Since taking h ≡ 1 in the definition yields
we obtain in particular that the size of the singular set H n−3 (sing u) is also stable under W 1,n−1 -perturbations of boundary data.
Theorem 6.1 (stability of singularities).
Let Ω ⊂ R n be a bounded smooth domain, and let u ∈ W 1,2 (Ω, S 2 ) be a minimizer with boundary data ϕ ∈ W 1,n−1 (∂Ω, S 2 ). If u k is a sequence of minimizers with boundary data ϕ k and
Under the assumption of uniqueness, we obtain immediately Theorem 1.3.
Proof of Theorem 1.3. For the sake of contradiction, let u k be a sequence of minimizers with boundary data ϕ k , with ϕ k → ϕ in W 1,n−1 (∂Ω, S 2 ). Taking a subsequence, by Theorem 4.1 we may assume that u k converges in W 1,2 (Ω, S 2 ) to a minimizer u with boundary data ϕ. By uniqueness, u = u and Theorem 6.1 implies that H n−3 sing u k tends to H n−3 sing u. Thus, we obtain a contradiction for large enough k.
6.1. Outline. In analogy to the original argument of Hardt and Lin [5] , the heart of the argument lies in the special case when u is the tangent map Ψ as in (2.4) given by
Establishing a stability result for the singular set (which for Ψ is an (n − 3)-dimensional plane) requires some care. Here we adopt the notion of δ-flatness introduced in [14] , which combines topological and analytic conditions for a minimizer to be close to Ψ. In Section 6.2 we cite the necessary results and also show that the condition for δ-flatness is stable under W 1,2 -perturbations of the minimizer (Proposition 6.6).
With this in hand, we are able to modify the original arguments of Naber and Valtorta [15] and improve on them in the special case of maps into S 2 . In result, we obtain the stability result for Ψ mentioned earlier (Lemma 6.7).
Since around H n−3 -almost every singular point, any energy minimizer is close to the map Ψ (composed with an isometry), this stability result can be seen as a local case for Theorem 6.1. Indeed, in Section 6.4 we cover most of the singular set of u by balls on which Lemma 6.7 can be applied. An argument based on Proposition 6.6 then shows that the same covering works for both sing u and sing u k , and the global estimate follows.
6.2.
Behavior of top-dimensional singularities. This subsection gathers the results of [14] , which allow us to study further the top-dimensional part of the singular set.
Recall the tangent map Ψ from (2.4) and its energy density Θ from (2.5), and the rescaled energy θ u from (2.2). We introduce the following property, which basically says that u is close to Ψ (up to an isometry) on the ball B r (x).
Definition 6.2 (δ-flatness). We say that an energy minimizer
Note that this definition is scale-invariant in the following sense: u is δ-flat in B r (x) if and only if the rescaled map u(y) = u(x + ry) is δ-flat in B 1 . Also note that u is smooth outside the tube around L by and thus the degree is well-defined. and some
Here and henceforth, π L denotes the nearest-point projection from R n onto L.
In particular, it follows from our definition of δ-flatness that L ∩ B r (x) ⊂ B r/5 (sing u). This allows us to apply the results of [14] .
The first important point is that around each point in top-dimensional part of the singular set, sing * u, the map u satisfies the δ-flattness property on sufficiently small balls. . Let x ∈ sing * u. Then for each δ > 0 there is r 0 > 0 such that u is δ-flat in B r (x) for all r ∈ (0, r 0 ].
Below we also note various consequences of δ-flatness proved in [14] . For simplicity, we only deal with the unit ball, but one can easily obtain the corresponding statement for any ball using the scale-invariance.
Theorem 6.5. For each ε > 0 there is δ > 0 such that the following holds. If u is δ-flat in B 1 , then
(1) for some tangent map of the form Ψ = Ψ • τ (with Ψ as in (2.4) and some linear isometry τ ) we have
(3) all singular points in B 1/2 lie in the top-dimensional part sing * u, and u is ε-flat in each of the balls B r (z) with z ∈ sing u ∩ B 1/2 and 0 < r ≤ 1/2.
Proof. Due to Lemma 6.3, we may apply the results of [14] directly.
Points (1) and (2) The last ingredient is another consequence of the arguments in [14] . It is to some extent the higher-dimensional analogue of [1, Theorem 1.8, (2) 
Proof. Choose ε (n, ε) > 0 small enough, more precisely such that
By taking δ small enough, we may assume by Theorem 6.5 that
for some (n−3)-dimensional linear plane L. Since singular points converge again to singular points, Theorem 4.5, we have for all large k,
By [18, Proposition 4.6], we have locally uniform convergence outside the singular set, and thus
In particular, u k and u restricted to L ⊥ ∩ ∂B 1/2 have the same homotopy type for large k.
. Combined with (6.3) this means that u k has many singular points near L. Since H n−3 -a.e. singular point lies in sing * u (see (2. 3)), we find x k ∈ sing * u k with |x k | ≤ 1 2 ε . In particular, we already have θ u k (x k , 0) = Θ, by Corollary 2.3.
The last condition to show is θ u k (x k , 1 − ε) ≤ Θ + ε. By strong convergence, for large enough k,
which does not exceed Θ+ε if only δ ≤ ε/4. By the monotonicity formula, we conclude that
6.3. Local case. The lemma below can be thought of as a local version of the stability theorem. It says that perturbing the tangent map Ψ a little does not change the size of the singular set much.
Lemma 6.7. For each ε > 0 there is δ > 0 such that the following is true. If u :
is energy minimizing and δ-flat in B 2 (0) (see Definition 6.2), then
Here ω n−3 = H n−3 (sing Ψ ∩ B 1 ) is the volume of the (n − 3)-dimensional ball.
Proof. While the ball B 2 is indeed enough here, we will work with B 40 which saves us from an additional covering argument.
The lower bound follows from a simple topological argument. Fix ε = ε n−2
, then apply Theorem 6.5 to find that there is an (n − 3)-dimensional linear plane L such that
provided δ is small enough. Since the orthogonal projection π L is 1-Lipschitz, this shows
A rough upper bound follows from Naber and Valtorta's work [15] , namely Corollary 2.4,
for each ball B 2r (z) ⊂ B 2 .
To obtain the sharp upper bound, we will follow the general outline of Naber and Valtorta's work [15, Sec. 1.4] . When the target manifold is S 2 , the original reasoning can be made significantly easier due to topological control of singularities (analyzed in [14] ). In particular, we we will be able to apply Rectifiable Reifenberg Theorem 2.5 to the whole singular set in B 1 , without decomposing it into many pieces. With δ 1 > 0 to be fixed later, by Theorem 6.5 we can choose δ small enough so that all singular points in B 20 lie in the top-dimensional part sing * u, moreover u is also δ 1 -flat in each ball B r (z) with z ∈ sing u ∩ B 20 and 0 < r ≤ 20.
We can now apply the L 2 -best approximation Theorem 2.6 on these balls; for simplicity, we consider the ball B 10 first. By Theorem 6.5, u is W 1,2 -close to a map of the form Ψ = Ψ • q (with Ψ as in (2.4) and some linear isometry τ ). Note that Ψ lies in sym n,0 and the value ε 0 := dist L 2 (B 10 ) (Ψ, sym n,k+1 ) > 0 depends only on the dimension n (not on the choice of τ ). Hence, by taking δ 1 small enough we can ensure that dist L 2 (B 10 ) (u, sym n,0 ) ≤ δ, dist L 2 (B 10 ) (u, sym n,k+1 ) ≥ 2ε 0 with δ = δ(ε 0 ) chosen according to Theorem 2.6. Then we obtain
where µ := H n−3 sing u and β = β µ,n−3,2 . Similarly,
for each ball B s (z) ⊂ B 2 with z ∈ sing u. To see this, one simply needs to consider the rescaled map u(x) = u(z + rx) and apply scaling-invariance of δ-flatness and β-numbers.
Now we verify the hypotheses of Rectifiable Reifenberg Theorem 2.5. Fix a ball B r (x) ⊂ B 2 ; we only need to check that (6.6)
with δ 2 (ε) > 0 chosen according to Theorem 2.5, First, we integrate the estimate (6.5) over B r (x) and exchange the order of summation:
Note that in the last step we used the weak upper bound (6.4) on the ball B s (y).
When the above is integrated with respect to s, we obtain a telescopic sum. In order to estimate it, first recall that u is δ 1 -flat in each ball B 8s (y) with y ∈ sing u ∩ B 20 and 0 < s ≤ 2, in particular
on the support of µ. Thus, the substitution s → 8s together with monotone convergence θ u (y, s) θ u (y, 0) give us
Now we are ready to combine the above estimates:
where we used (6.4) again in the last line. Assuming δ 1 ≤ δ 2 (ε)/C(n), we have verified the assumption (6.6) and we infer the upper estimate
6.4. Global case. The idea of the proof is to cover most of sing u by good balls, on which u is δ-flat and thus the measure of sing u is controlled by Lemma 6.7. The rest of the singular set is to be covered by bad balls, whose total mass is small. To achieve this, we will need the following simple covering lemma.
Let B be a family of open balls with the following property: For all p ∈ S there exists r(p) > 0 such that B r (p) ∈ B for all r < r(p).
Then, given any ε > 0, S can be covered by the union of families of open balls Good, Bad, where Good ⊂ B consists of finitely many pairwise disjoint balls and Bad = B r j (p j ) is a countable family which is small in the sense that
Proof. One way to construct this covering is by using Vitali's covering theorem for Radon measures, e.g., [10, Theorem 2.8] . Applying it to the measure µ := H k S, we obtain a countable family of pairwise disjoint balls A = B rs (p s ) , covering µ-almost all S and satisfying B 2rs (p s ) ∈ B for each s. Since the series s µ(B rs (p s )) converges, we can divide A into two subfamilies Good , Bad , where Good is finite and Bad is small, i.e., µ ( Bad ) ≤ ε.
To obtain the desired properties, we still need to alter these families a little.
First, we define Good to be the balls of Good slightly enlarged to open balls, but still pairwise disjoint and still belonging to B. Now, the remaining part S \ Good is a compact set and
By definition of Hausdorff measure, this set can be covered by a countable family of open balls Bad satisfying the smallness condition (6.7).
Proof of Theorem 6.1. Fix ε > 0. For the sake of clarity, we focus on showing that the difference |H n−3 (sing u k )−H n−3 (sing u)| is controlled by ε for k large enough. The estimate for Wasserstein distance follows the same lines; it is briefly discussed at the end of the proof.
Step 1 (boundary regularity). Choose ε 0 > 0 according to the boundary regularity theorem, Theorem 5.3. Fix ρ > 0 such that
Then u is smooth in a λρ-neighborhood of ∂Ω. By strong convergence of ϕ k to ϕ in W 1,n−1 (∂Ω), we may assume w.l.o.g. for all k ∈ N,
As a consequence, we may assume each u k is also smooth in the same fixed neighborhood of ∂Ω.
Step 2 (covering the low-dimensional part). Recall the stratification, Section 2.1,
in which the k-th stratum S k has Hausdorff dimension k or smaller. We will consider separately the set S n−4 and the top-dimensional part sing * u := S n−3 \ S n−4 .
Since sing u is compact and sing * u is an open subset of sing u (see Theorem 6.5), S n−4 is also compact. At the same time, it has a uniform distance from ∂Ω and H n−3 (S n−4 ) = 0, so it can be covered by a finite family Bad 1 = {B r i (p i )} of open balls satisfying the smallness condition (6.7)
On each such ball Corollary 2.4 yields
, with C depending only on the dimension n. Summing over all balls, we obtain
The same estimate holds verbatim for each u k , by the same application of Corollary 2.4.
Step 3 (covering the top-dimensional part and estimating H n−3 (sing u)). Here, we use the covering lemma (Lemma 6.8) for the set S := sing u \ Bad 1 . Thanks to Step 1, sing u has positive distance from the boundary, so it is a compact set of finite H n−3 -measure due to Corollary 2.4. We choose B to be B = {B r (p) : p ∈ sing * u, u is δ-flat in B 41r (p)} , where δ(ε) > 0 is chosen according to Lemma 6.7. Since S n−4 is already covered by Bad 1 , we know that S ⊂ sing * u and hence small enough balls around each point in S lie in B by Lemma 6.4.
Having checked the properties required by Lemma 6.8, we can cover S by the union of a finite disjoint family Good ⊂ B and another countable family Bad 2 satisfying (6.7). We add the latter to Bad 1 to obtain the family of bad balls Bad := Bad 1 ∪ Bad 2 , which still satisfies the smallness condition (6.7).
Repeating the reasoning from Step 2, we have again via Corollary 2.4,
By assumption, the map u is δ-flat in B 40rs (p s ) for each ball B rs (p s ) ∈ Good. By Lemma 6.7, we now obtain
for each s. To finish the proof, we need to show that a similar comparison holds for u k if k is large.
Step 4 (estimating H n−3 (sing u k )). Since u k → u in W 1,2 (Ω) and sing u is covered by the open families Good, Bad, Theorem 4.5 (singular points converge to singular points) implies that the same holds for u k if k is large enough (from now on we assume it is). For bad balls, the rough estimate (6.8) will be enough, so we focus on good balls.
By Proposition 6.6, we can assume (by taking k large and δ small) that for each B rs (p s ) ∈ Good there is p , which is only slightly worse that the estimate for H n−3 (sing u).
Step 4 (comparison). Recalling that Good is a disjoint family, we can sum the above estimate over all s to obtain (1 − ε) n−2 A ≤ H n−3 (sing u k ∩ Good) ≤ (1 + ε) n−2 A, where A := s ω n−3 r n−3 s
. Combining it with the estimate for bad balls (6.8), we finally obtain (1 − ε) n−2 A ≤ H n−3 (sing u k ) ≤ (1 + ε) n−2 A + 2Cε.
Exactly the same estimate is true for u. Combining these two yields H n−3 (sing u k ) − H n−3 (sing u) ≤ (1 + ε) n−2 − (1 − ε) n−2 A + 2Cε
(1 − ε) n−2 − 1 H n−3 (sing u) + 2Cε.
Evidently the right-hand side tends to zero when ε → 0, which ends the proof of stability of H n−3 (sing u).
Step 5 (Wasserstein distance estimate). With just a little bit more care, the Wasserstein distance estimate follows. Let us decompose the measure µ := H n−3 sing u into µ = µ b + s µ s , where
Bad \ Good , µ s = µ B rs (p s ) for each ball B rs (p s ) ∈ Good.
The estimate for µ b is simply d W (µ b , 0) ≤ µ ( Bad) ≤ 2Cε, whereas on each good ball B rs (p s ) we have the inequalities , if only each radius is smaller than ε. By triangle inequality, d W (µ, ν) ≤ 3εA + 2Cε, where ν = s ω n−3 r n−3 s δ ps is the packing measure associated to Good and once again A = ν(R n ). Applying the same reasoning to u k , we conclude as before.
7. Almgren and Lieb's linear law for n ≥ 3: size of the singular set
Here we obtain following higher-dimensional counterpart for Almgren-Lieb's linear estimate on the number of singularities. Let us stress, that the fundamental result that makes such estimates possible is Naber and Valtorta's breakthrough paper [15] , Corollary 2.4.
Theorem 7.1. Let u ∈ W 1,2 (Ω, S 2 ) be a minimizing map with u| ∂Ω = ϕ, ϕ : ∂Ω → S 2 , where Ω ⊂ R
n is an open bounded domain. Then As in the case n = 3, the study of singularities near the boundary involves the following covering lemma, which we here cite from [1, Theorem 2.8, 2.9].
Theorem 7.2 (Covering lemma). Let B be a family of closed balls in R n , µ be a Borel measure over R n , and let τ, ω ∈ (0, 1). Moreover, assume that the following two hypotheses hold:
(1) For any two different B r (p), B s (q) ∈ B we have |p − q| ≥ ω min(r, s).
(2) Suppose that B r (p) ∈ B and q ∈ R n is an arbitrary point, then µ (B r (p) \ B τ r (q)) ≥ 1.
for a constant C(ω, τ, n) > 0.
Proof of Theorem 7.1. Choose σ > 0 (depending on the geometry of ∂Ω) according to Theorems 4.4, 5.9. We first estimate the measure of the set Next we estimate the set A 2 := {p ∈ sing u : r(p) ≥ σ}.
For each ball B σ (y) with dist (y, ∂Ω) ≥ 2σ we have a bound H n−3 (sing u ∩ B σ (y)) ≤ C(Ω) by Corollary 2.4. The set A 2 can be covered by finitely many such balls (the number of balls depending only on σ and the geometry of Ω), which gives us an estimate H n−3 (A 2 ) ≤ C 0 .
Taking C 0 as above and ε as in Theorem 4.4, we see that either ∂Ω |∇ϕ| n−1 dH n−1 ≤ ε and H n−3 (A 2 ) = 0, or
which ends the proof.
