It is known that folding a protein chain into the cubic lattice is an NP-complete problem. We consider a seemingly easier problem, given a 3D fold of a protein chain (coordinates of its « atoms), we want to find the closest lattice approximation of this fold. This problem has been studied under names such as "lattice approximation of a protein chain", "the protein chain fitting problem" and "building protein lattice models". We show that this problem is NP-complete for the cubic lattice with side 3.8Å and the coordinate root mean-square deviation.
Introduction
A protein is a linear sequence of amino acids which when placed into a solvent forms a 3D structure (fold). One of the main problems in proteomics is to computationally determine the structure of a protein given a sequence of amino acids. This problem appears extremely hard even when very simplified models are considered. For instance in Dill's HP-model , it is assumed that the "centers" of amino acids ( « atoms) of the protein structure occupy vertices of a given lattice. A fold of a protein then can be represented as a path in the lattice. The second simplification, is the energy function of the fold. Instead of considering all forces affecting the folding process, only hydrophobic interactions between amino acids neighboring in the lattice are considered. It was shown in Refs. 1 and 4 that protein folding is NP-complete even in this simplified model.
Even though protein folding in lattice models is NP-complete, it is more computationally feasible than in the general non-lattice models as the lattice significantly limits the degree of freedom. In fact, lattice models are widely used in investigation of folding kinetics and thermodynamics and for computer investigation of protein folding ½ ¾¼ . However, even if the optimal (native) fold in a certain lattice model is found it could be quite far from the real fold of the protein. Identifying lattice models which have a potential to produce folds close to real 3D structures is an important question in structural proteomics studied in handful of papers ¿ ½½ ½¼ ½ ½ ½ ½ ½¾ ½ to cite a few.
To measure the accuracy of representation of lattice models, the following procedure is commonly used: (1) select a test set of proteins with known 3D structure (for instance from PDB ¾ ); (2) find the closest lattice representation of each protein minimizing the overall distance of the lattice representation to the exact structure, as measured by the coordinate root mean squared deviation (c-RMS) or by the distance rms deviation (d-RMS); (3) calculate average of the c-RMS (d-RMS) values over all proteins in the test set. The crucial part of this procedure is the computation of the closest lattice representation (of the chain) of a given protein structure. This problem is also referred to as "the discretization of a protein backbone", "lattice approximation of 3D structure of a chain molecule", "constructing lattice models of protein chains", "modeling protein structures on a lattice", "discrete state model fitting to X-ray structures" or "fitting of a protein chain to a lattice". In this paper, we call the problem protein chain lattice fitting problem (the PCLF problem). Also note that an algorithm for the PCLF problem is an essential part of genetic protein folding algorithm, cf. Ref. 17 .
The first algorithm for the PCLF problem proposed in Ref.
3 enumerates all possible conformations and picks the best one. Dynamic programming based algorithms were presented in several papers, cf. Refs. 19, 18 and 17. A greedy approach keeping about 500 "best" lattice folds was used in Ref. 16 and another greedy approach was used in Ref. 14. A completely different approach using the self-consistent mean field theory was presented in Ref. 12 . All these algorithms either exhaustively enumerate all conformations, which can be applied only on very short proteins, or produce approximate solutions. It is questionable how reliable is the comparison of accuracy of various lattices based on an approximate algorithm. A chosen approximation algorithm might have a better approximation ratio for certain types of lattices which would consequently show higher accuracy for those lattice than other ones. Therefore, it would be highly desirable to develop a fast (polynomial) and exact algorithm solving the protein chain fitting problem.
In this paper, we show that the protein chain lattice fitting problem is NP-complete for the cubic lattice with side 3.8Å and c-RMS deviation. Although this result does not immediately imply that the problem is intractable for other lattices as well, it would be very unlikely if it is not the case.
Formalization of the problem
Given is a protein as a sequence of 3D points and a regular lattice embedded into space (each lattice vertex is a 3D point). The goal is to map every point of the protein to a lattice point such that consecutive protein points are mapped to lattices points connected by an edge, the mapping is injective and the "distance" between the sequences of protein points and mapped points is minimized. The following properties of proteins whose structure is available in PDB ¾ are well known: the distances between consecutive points of a protein vary very little from 3.8Å; the distances between non-consecutive points of a protein is at least 3.8Å.
We will assume that the lengths of the edges of the lattice are equal to 3.8Å. We can then easily scale the whole setting so that the distances between consecutive protein points and between two neighboring lattice points are one. Hence, we can formalize the protein chain fitting problem as follows: 
Ò´Ò ½µ ¾
We show that the PCLF problem is NP-complete for the cubic lattice and the c-RMS measure. We would like to point out that the assumption that Ð Ð ½ Ð Ò is a path in the lattice is a crucial assumption. In fact it can be proved that if Ð is a walk in the lattice, the problem can be solved in polynomial time . We use a reduction from a special variant of the satisfiability problem shown to be NP-complete in Ref. 13 .
Var-linked planar 3-SAT (VLP-3-SAT)
Instance: A formula¨with a set of clauses over a set of variables in a conjunctive normal form such that: (S1) Every clause contains at most three variables. (S2) The set of variables allows a linear ordering, Ü ½ Ü Ò such that the graph
Question: Is¨satisfiable? Note that for a different variant of planar 3-SAT, in which clauses are linked in a circled chain instead of variables (clause-linked), it was shown in Ref. 8 that it can be assumed that each variable occurs in exactly three clauses, once negated and twice positive. A similar assumption for the var-linked version of the planar 3-SAT problem simplifies our proof. We provide the justification for this assumption in the next paragraph.
Consider an instance of the VLP-3-SAT problem. It is possible to draw ¨i n a way that all the variables in lie on one vertical line, and clauses lie either to the left or to the right of this line and connect directly to the variables without crossing the vertical line.
Henceforth, we distinguish between left and right clauses. Now, similar to the construction in Ref. 8 , we replace every variable Ü which does not have exactly 3 occurrences such that at least one of them is positive and one negative, with variables Ð ½ Ð and Ö ½ Ö Ñ , where Ü was connected to left clauses Ä ½ Ä and right clauses Ê ½ Ê Ñ . Obviously, we can assume that · Ñ ¾. Figure 1 shows the connections before and after the replacement. Note that we have introduced new clauses´Ð
Ö µ and´Ö ½ Ð ½ µ, which guarantees that all new the variables have the same value in any satisfiable assignment. Therefore, the new 3-SAT formula is satisfiable if and only if the original one was, and every variable has at least one positive and at least one negative occurrence. Finally, replacing the variables with negative occurrences by their negations we obtain a var-linked planar 3-SAT formula satisfying the following condition:
(S3) Every variable occurs in exactly three clauses, once negated and twice positive. 
NP-completeness of the PCLF problem for the cubic lattice and the c-RMS measure
To prove the NP-completeness of the PCLF problem, we consider special instances of the problem. Next we give a simple lower bound on the c-RMS of protein sequence Ô and its lattice approximation Ð. For every Ô , let Ä´Ô µ denote the set of lattice vertices which are the closest to Ô. 
Ä´Ôµ is not a singleton will be called a flexible point.
Obviously, flexible points will play an important role in the construction. It is sufficient to prove the following lemma.
Lemma 3.1. It is NP-complete to decide whether for a given sequence of points
Proof. We establish the NP-completeness by a reduction from the VLP-3-SAT problem.
Let¨be a formula and ¨a planar drawing of¨such that every variable occurs twice positive and once negated (cf. the definition of VLP-3-SAT and the discussion after the definition). We construct Ô in two phases. In the first phase, we construct several subsequences of Ô lying either in or close to (within distance 3 from) the plane Þ ¼, each ending in Ä £ -points. These sub-sequences closely follow the planar drawing ¨. In the second phase, these subsequence are connected to one sequence Ô using only Ä £ -points not lying in the plane Þ ¼. Obviously, this can be done without any problem and in any solution they have to be mapped to the same points, therefore we omit the explicit description of the second phase. The first basic building block of the construction is a "wire", cf. Figure 2 Ä ½ ¾ , as they connect lattice points to flexible points. We will call such points connecting points. Even though they do not lie directly in the lattice, their closest lattice points sets Ä´Õ ¾ µ and Ä´Õ ½ µ are singletons, i.e., in every solution, they are uniquely mapped to the lattice points. Therefore, in our schematic drawing, the end points of the wire are usually omitted and the connecting points are shifted to the lattice points to which they are uniquely mapped, cf. Figure 2(b) .
Next we show that the connecting points satisfying conditions (P1) and (P2) do exist. To model the graph ¨w e replace each vertex (clause) ¾ by a "clause gadget" and every vertex (variable) Ü ¾ with a "variable gadget". We will use two different types of gadgets for clauses depending on the number of literals, and several different types of gadgets for variables depending on occurrences of variables in the formula¨(positive or negative, in left or right clauses, as well as their relative order). The variable gadgets are placed vertically on top of each other and there are no connections between them as in ¨. For each edge between a clause and a variable, we have a wire connecting the corresponding clause and variable gadgets. It is not always possible to draw ¨i n a way that all clause-variable edges are horizontal. Therefore, we need a wire which bends and correctly sends a signal from one end to the other. Such wires can be constructed using only two bends. Figure 4 shows how using two flippers we can achieve exactly this. Consider Next, assume that the clause contains three literals. We want to design a gadget with 3 wires coming out of it such that it allows all and only those states in which at least one of the wires is pulled. It seems hard to design such a planar gadget, therefore we use a 3D-version of the flipper depicted in Figure 6 (a). Note that we again need two connecting points Õ ¾ and Õ ¿ on left end of the sequence. Points Õ ¾ and Õ ¿ are exactly above each other at distance 1. If Õ ¾ were placed on a lattice vertex, it would be too close to the point Õ on the other end of the subsequence. Observe that in each state, the mapped sequence goes through exactly one of the points Ô, Õ, Ö. Two of them, Ô and Õ lie directly in the plane Þ ¼. For point Ö, we use one vertically placed flipper to transfer information that Ö is occupied to plane Þ ¼, cf. Figure 7(a-b) . is a solution such that this point is occupied while the other two are not. Given ¿ wires, and using several flippers it is possible to ensure that at least one of the wires is pulled, cf. On the other hand, for every satisfiable assignment to variables in of the formula¨, set each clause gadget to the state in which they are pulling each wire which corresponds to a literal satisfied by the assignment, and set each variable gadget to the state in which × ½ × ½ if the corresponding variable Ü has value 1, or × ¾ × ¿ ½ otherwise.
Finally, for the remaining cases of the neighborhood of Ü, cf. Figure 8(a)(b)(d) , we need to bend one wire from the right hand side of the configuration to the left hand side. For the case (a), the complete variable gadget is depicted in Figure 10 . For other two cases, the construction is analogous.
It follows by the construction that the formula¨is satisfiable if and only if there exists a solution to the constructed PCLF problem. It is also clear that the construction can be done in polynomial time and space. Therefore, the PCLF problem is NP-complete.
Conclusions
We have proved that the protein chain lattice fitting problem is NP-complete for the cubic lattice with side 3.8Å and the coordinate root mean square deviation (c-RMS) as the distance measure. From the theoretical point of view it would be very interesting to further investigate the complexity for the 2D square lattice with side 3.8Å. The proof of NP- completeness presented in this paper mostly uses one plane of the 3D cubic lattice (Þ ¼)
and is based on the planar 3-SAT problem. However, it cannot be applied directly to the square lattice for two reasons: (1) we were unable to design the 3-clause gadget without using the third dimension; (2) connecting the gadgets into one protein string without using the third dimension seems to be a nontrivial task. From the practical point view, the questions whether our result applies to different types of lattices or cubic lattices with sides different from 3.8Å or d-RMS used as the distance measure between two 3D structures are more important. It can be shown that a greedy algorithm can perform arbitrary bad for constructed sequences of points (although, the performance on proteins from PDB is better). It would be interesting to study whether the existing DP-based algorithms have bounded performance ratio, or to design a new algorithm with constant performance ratio.
