In this paper a new bit-parallel structure for a multiplier with low complexity in Galois elds is introduced. The multiplier operates over composite elds GF((2 n ) m ), with k = nm. The Karatsuba-Ofman algorithm is investigated and applied to the multiplication of polynomials over GF(2 n ). It is shown that this operation has a complexity of order O(k log 2 3 ) under certain constraints regarding k. A complete set of primitive eld polynomials for composite elds is provided which perform modulo reduction with low complexity. As a result, multipliers for elds GF(2 k ) up to k = 32 with low gate counts and low delays are listed. The architectures are highly modular and thus well suited for VLSI implementation.
Introduction
Finite elds play an increasingly important role in modern digital communication systems. Typical areas of applications are cryptographic schemes 1] or error correction codes such as Reed-Solomon codes 2]. For e cient VLSI implementation of such systems e cient hardware structures for the two fundamental eld operations, addition and multiplication, must be provided. Whereas addition can be implemented with a very low space and time complexity for elds in standard representation, fast multipliers usually possess a much higher complexity. During the last decade various bit-parallel multipliers over Galois elds GF (2 k 
. This paper presents a new architecture of a bit parallel, i.e. fast, multiplier for extension elds of GF(2) with a signi cantly improved space complexity. The application of (multiple) eld extensions to multipliers has been proposed before in 7] , 8] by Afanasyev and in 9] by Pincin. The results there show also a low space complexity although the internal structure of the multiplier is di erent.
We consider nite elds GF(2 n ) with n > 1. The elements of an extension eld GF((2 n ) m ) may be represented in the standard (or canonical) base as polynomials with a maximum degree of m ? 1 over GF(2 n ): A(x) = a m?1 x m?1 + + a 0 , where a i 2 GF(2 n ) and A = A(x) mod P(x) 2 GF((2 n ) m ). The eld polynomial of the extension eld is an irreducible (or even primitive) polynomial P(x) of degree m over GF (2 n ). Fields of the form GF((2 n ) m ) are sometimes referred to as composite elds 10] and have further applications, for instance in the generation of m-sequences 11]. Composite elds GF((2 n ) m ) are isomorphic to elds GF(2 k ) i k = nm.
Multiplication of two elements A and B of a composite eld can be performed in the standard representation as:
A(x) B(x) mod P(x):
(1) The eld multiplication in (1) may be performed in two steps:
1. Ordinary polynomial multiplication ( ); 2. Reduction modulo the eld polynomial (mod). We will treat both steps separately. The basic arithmetic operations, addition and multiplication, which are required for both steps are performed in the ground eld GF(2 n ).
The key idea of the multiplier introduced here is the application of the Karatsuba-Ofman algorithm (KOA) 12] 13] for e cient polynomial multiplication to Step 1. E cient refers to the fact that the algorithm saves multiplications at the cost of extra additions. Hence, if the algorithm is expected to improve the complexity, multiplication in the eld must be more \costly" than addition. This condition is naturally ful lled for polynomials over elds GF(2 n ): Addition can be realized with n XOR gates, multiplication requires n 2 AND gates and at least n 2 ? 1 XOR gates using traditional approaches.
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In the sequel the following notations will be used for the eld polynomials: Q(y) = y n + q n?1 y n?1 + + q 0 , with q i 2 GF(2) denotes an irreducible polynomial of the ground eld GF(2 n ), and P(x) = x m +p n?1 x n?1 + +p 0 , with p i 2 GF(2 n ) denotes an irreducible polynomial of the composite eld GF((2 n ) m ). All irreducible polynomials Q(y) and P(x) used in this paper are (monic) primitive polynomials. By (1; !; ! 2 ; : : : ; ! n?1 ) we denote a base for GF(2 n ) over GF (2) , where Q(!) = 0.
Preliminaries
2.1 General Multiplication in GF (2 n ) Review of the Mastrovito Multiplier
The multiplier proposed in this paper uses the architecture of Mastrovito 5] , 14] to perform multiplication in the ground eld GF(2 n ). First, we will introduce a matrix notation for the multiplication A(y)B(y) = C(y) mod Q(y) in the eld GF(2 n ). All elements are binary polynomials of degree less than n: c n?1 y n?1 + : : : + c 0 = (a n?1 y n?1 + : : : + a 0 )(b n?1 y n?1 + : : :
Alternatively, the elements B(y) and C(y) can be represented as column vectors containing the polynomial coe cients. By introducing the matrix Z = f(A(y); Q(y)) the multiplication can be described as: 
The matrix Z is named \product matrix". Its coe cients f ij 2 GF(2) depend recursively on the coe cients a i and on the coe cients q i of the Q matrix which will be introduced below in Equation (4): f ij = ( a i ; j = 0 ; i = 0; : : : ; n ? 1 u(i ? j)a i?j + P j?1 t=0 q j?1?t;i a n?1?t ; j = 1; : : : ; n ? 1 ; i = 0; : : : ; n ? 1 (3) where the step function u is de ned as u( ) = ( 1 0 0 < 0:
The matrix-vector product in Equation (2) 
The Q matrix describes the representation of the polynomials y n ; y n+1 ; : : : ; y 2n?2 in the equivalence classes mod Q(y), i.e. after the reduction modulo Q(y).
The implementational complexity of the matrix-vector product (3) depends solely on the primitive polynomial Q(y). In 5] primitive polynomials are given for elds GF(2 n ), n = 2; 3; : : : ; 16 . The polynomials are optimum with respect to the number of gates required to multiply in the eld. For the elds in this range in which primitive trinomials of the form: Q(y) = y n + y + 1 (5) exist, the space complexity is given by: #AND + #XOR = 2n Table 4 .5].
The delay (or time complexity) of the multiplier is upper bounded by: T = T AND + T XOR 1 + 2dlog 2 ne, measured in gate delays.
Some Comments on the Mastrovito Multiplier
Next, we will state some additional facts about the Mastrovito multiplier. First we will give a formula for computing the matrix Q. The binary entries q i;j of Q in Equation (4) can be computed recursively after the rst row is lled with the coe cients of Q(y) = y n + q n?1 y n?1 + : : : + q 1 y + 1, i.e. q 0;j = q j where q 0 = 1, through: Since the matrix-vector operation in Equation (2) requires exactly n 2 mod 2 multiplications, the space complexity can be further speci ed as:
where Equation (7) is only valid for elds with irreducible polynomials which possess property (5). The time complexity can be further speci ed into multiples of XOR and AND gate delays.
The delays will be denoted as T xor and T and , respectively. If it is taken into consideration that each path through the multiplier contains only one mod 2 multiplier, it follows directly that the overall delay can be upper bounded by:
T T and + 2T xor dlog 2 ne: (8) 2.2 Multiplication with a constant in GF (2 n ) In Section 4 it will be shown that for the achievement of a low complexity for the operation \modP (x)"| which is the second step in the eld multiplication (1) | it is crucial to have an e cient scheme for the multiplication of an arbitrary element with a constant in GF(2 n ). The results from Section 2.1 for multiplication of two arbitrary elements can be applied directly to constant multiplication as well. If Equation (3) is applied to a xed element A(y) = a n?1 y n?1 + + a 0 , it yields a xed binary product matrix Z. 1 C C C C C C C C C C A : (9) Each operation \+" in (9) denotes a mod 2 addition.
Considering (9) it is obvious that constant multiplication in GF(2 n ) does not require any multiplication but only mod 2 additions. The average complexity for constant multiplication in GF(2 n ) is given by 14, Section 5.1.2] #XOR = n 2 2 ? n: (10) However, to realize constant multiplication with low complexity it is necessary to solve the optimization problem on Boolean equations of form (9) . The cost function of the optimization problem is the number of mod 2 additions required to realize a set of n equations in n variables b i , where each equation is a sum over certain b i . We applied a greedy algorithm to the problem which yields suboptimum solutions. In every step of the iterative algorithm the occurrence of all possible pairs b i + b j is determined. The most often occurring pair b k + b l is precomputed. Thus, a locally optimum solution is found. The pair is considered a new element b = b k + b l . In the next iteration step again all possible pairs b i + b j are investigated, including the new element b . The algorithm eventually terminates when all possible pairs occur only once. E.g., application of the algorithm to Equation (9) results in optimized sums which can be realized with 14 XOR gates whereas a direct implementation requires 26 XOR gates.
E cient Polynomial Multiplication 3.1 The Karatsuba-Ofman Algorithm
In this section an e cient scheme for multiplying two polynomials will be derived. This is the rst and, with respect to the complexities, major step for performing the entire eld multiplication (1). We apply a \divide-and-conquer" algorithm which was rst described by Karatsuba and Ofman in 1962 in the \Doklady Akademii Nauk SSSR," the English translation of which followed in 1963 12] . A more compact version is described in 13, Section 4.3.3]. A detailed description of the algorithm's computational complexity is given in 15, Section 3], where the KOA is referred to as \Split." However, this reference contains an error in the derivation of the additive complexity, leading to a somewhat incorrect complexity formula 
1 the error will be outlined later Thus far the procedure has reduced the number of coe cient multiplications to 3=4m 2 . However, the algorithm can be applied recursively to the three polynomial multiplications in (12) . The next iteration step splits the polynomials A l ; A h ; and(A l + A h ) and their B counterparts again in half. The algorithm eventually terminates after t steps. In the nal step the polynomials D (t) i (x) are degenerated into single coe cients, i.e. deg(D (t) (x)) = 0. Since every step exactly halves the number of coe cients, the algorithm terminates after t = log 2 m steps.
The following two theorems provide expressions for the computational and the time complexity of the KOA for polynomials over elds of characteristic 2 with respect to a parallel hardware implementation. T = T + 3 (log 2 m) T ; (16) where \ T " and \ T "denote the delay of one multiplier and one adder, respectively, in F. It should be noted that the subtractions in (13) are additions if F has characteristic 2. For the proof of the theorems three stages of the algorithm will be distinguished:
Proof.
1. In the rst stage the mere splitting of the polynomials is considered. Since splitting itself takes no computation, only the two summations in Equation (12) are of interest. Taking into account that the number of polynomials triples in each iteration step, whereas the length of the polynomials is reduced by half, one obtains: Since all additions of one iteration can be performed in parallel in a hardware realization, the delay equals:
where \T " denotes the delay for one adder in F. where \T " denotes the delay caused by one multiplier in F. The delay equals:
The overall complexities in the Theorems 1 and 2 are now obtained by summation of the partial complexities. 2 However, the right hand side of the additive complexity (15) is an upper bound because the recursive algorithm bears redundancies which can be eliminated in a parallel realization. For instance, for the value m = 4 the upper bound in (15) can be reduced from 24 to 22.
Karatsuba-Ofman Algorithm for Polynomials over GF (2 n )
If the Karatsuba-Ofman algorithm is applied to multiplication in composite elds, the polynomials A(x); B(x) are elements of the eld GF((2 n ) m ). The operations described above refer to arithmetic with the coe cients a i ; b j which are elements of GF(2 n ). As a consequence, we can now build a multiplier in the eld GF((2 n ) m ) by using identical modules providing GF(2 n ) arithmetic. Its modularity makes the multiplier especially suited for VLSI implementations. The module \GF (2 n ) adder" simply consists of n parallel mod 2 adders. For the module \GF (2 n ) multiplier" the parallel structures described in Section 2.1 were used. Assuming condition (5) for all eld polynomials Q(y) of the ground eld, the overall complexity for polynomial multiplication (in AND and XOR gates) follows from the Equations (14) and (15) as k increases if n can be kept under a certain limit. This is in particular possible for all applications where k is a power of two which are of great technical interest.
To achieve an expression for the time complexity, Equation (16) with appropriate expressions for T and T can be applied. Addition in GF(2 n ) has a delay of one XOR gate, i.e. T = T xor . The delay for multiplication, T , in the ground eld GF(2 n ) is upper bounded by (8) . Hence, the overall delay for parallel multiplication of polynomials of degree m ? 1, m = 2 t , over GF(2 n ) can be upper bounded by:
T T xor (2dlog 2 ne + 3 log 2 m) + T and : (19) 
Reduction Modulo the Primitive Polynomial
This section describes the second step of the eld multiplication, the operation \ mod P(x)". The pure polynomial multiplication of two polynomials A(x) B(x) results in a product polynomial C 0 (x) over GF(2 n ) with deg(C 0 (x)) 2m ? 2. In order to perform a multiplication in GF((2 n ) m ), C 0 (x) must be reduced modulo the eld polynomial P(x).
The General Case GF( (2 n ) 
However certain eld polynomials yield matrices with a complexity considerably smaller than the average complexity in (22). In order to obtain such low complexity polynomials an exhaustive computer based search through all primitives polynomials P(x) was performed for each pair of parameters (n; m). The number of primitive polynomials I p of degree m over GF (2 n For every matrix the number of additions and constant multiplications was computed. Redundancies within the rows of R, i.e. at least two elements are equal: r ij = r ik , were taken into account, thus reducing the number of constant multiplications. However, we did not consider all possible redundancies and the best polynomials P opt found during the search can thus be considered suboptimum.
The Special Case GF( (2 n ) 2 ) For the special case m = 2 we can perform the two operations polynomial multiplication and modulo reduction in just one single step due to its simplicity. This method was rst described in 8]. In this case we know that there exist primitive polynomials of the form P(x) = x Table 1 gives insight in the complexities and architectures of parallel multipliers in composite elds GF(2 k ) k = 2; 4; : : : ; 32. For each eld an optimized eld polynomial P(x) and a multiplier with a minimum complexity is given. A description of the table's contents is given below. All columns are explained from left to right, where each column is named after its heading symbol. k; n; m: k denotes the eld order 2 k , where the parameters n and m determine the composition GF((2 n ) m ) of the eld. The binary eld polynomials Q(y) of the ground elds GF(2 n ) are given in 14, Table 4 .5].
P(x): Primitive polynomials over GF(2 n ) are given which possess minimum complexity with respect to the operation \modP (x)". The character ! denotes a primitive element of the eld GF(2 n ), such that Q(!) = 0. Each row contains the m coe cients of a polynomial, highest coe cient leftmost (e.g. for n = m = 2, P(x) = x A B mod P: The theoretical delay of the entire multiplier is shown in bold face letters.
However, delays caused by routing or high fanouts which may occur in an actual VLSI implementation are not considered.
As an example, the multiplier over GF (2 16 ) is explained below. 
Conclusions
It is shown that the introduction of composite elds GF((2 n ) m ) leads to a signi cantly improved parallel multiplier with respect to the number of mod 2 adders and multipliers if compared to traditional architectures over GF(2 k ) with k = nm. The multiplication of two polynomials, which is the most costly step in standard based Galois eld multiplication, can be performed with an asymptotical complexity of O(k log 2 3 ) under the condition that k = n2 t and that n can be kept under a certain limit. It is found that the number of gates for modulo reduction takes less than 10% of the overall gate count for the entire eld multiplication for the cases considered.
An improved multiplier is given for every eld GF(2 k ), k = 2; 4; : : : ; 32, if compared to the 2k 
