A Fourier method and an extrapolation technique for Stokes’ first problem for a heated generalized second grade fluid with fractional derivative  by Chen, Chang-Ming et al.
Journal of Computational and Applied Mathematics 223 (2009) 777–789
www.elsevier.com/locate/cam
A Fourier method and an extrapolation technique for Stokes’ first
problem for a heated generalized second grade fluid with
fractional derivativeI
Chang-Ming Chena, F. Liub,c,∗, V. Anhb
a School of Mathematical Sciences, Xiamen University, Xiamen 361005, China
b School of Mathematical Sciences, Queensland University of Technology, GPO Box 2434, Brisbane, Qld. 4001, Australia
c School of Mathematical Sciences, South China University of Technology, Guangzhou 510640, China
Received 28 May 2007; received in revised form 27 December 2007
Abstract
In this article, we consider Stokes’ first problem for a heated generalized second grade fluid with fractional derivative (SFP-
HGSGF). Implicit and explicit numerical approximation schemes for the SFP-HGSGF are presented. The stability and convergence
of the numerical schemes are discussed using a Fourier method. In addition, the solvability of the implicit numerical approximation
scheme is also analyzed. A Richardson extrapolation technique for improving the order of convergence of the implicit scheme is
proposed. Finally, a numerical test is given. The numerical results demonstrate the good performance of our theoretical analysis.
c© 2008 Elsevier B.V. All rights reserved.
MSC: 65M20; 65L06; 65R10; 26A33
Keywords: Stokes’ first problem; Heat flow; Numerical approximation; Stability; Convergence; Fourier method; Extrapolation method
1. Introduction
The modelling of viscoelastic flow is a topic which has received a great deal of attention in the past three
decades [14,16,18]. This is due largely to the applications in such diverse areas as biorheology, chemical, geophysical
and petroleum industries. But, it is not feasible to describe a single model which exhibits all properties of viscoelastic
fluids. Rajagopal [11] discussed the decay of vortices in a second grade fluid. Rajagopal and Gupta [12] derived a
class of exact solutions to the equations of motion of a second grade fluid. Fetecaqu and Conna [3] considered the
Rayleigh–Stokes problem for heated second grade fluids. Tan and Masuoka [20] investigated Stokes’ first problem
for a second grade fluid in a porous half-space with heated boundary. Tan and Xu [17] also investigated the impulsive
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motion of a flat plate in a general second grade fluid. Recently fractional calculus has produced much success in the
description of viscoelasticity. Tan and Xu [16] considered a plate surface suddenly set in motion in a viscoelastic
fluid with fractional Maxwell equation. Tan and Pan [18] gave a note on unsteady flow of a viscoelastic fluid with
the fractional Maxwell model between two parallel plates. Tan and Xu [19] discussed unsteady flows of a generalized
second grade fluid with the fractional derivative model between two parallel plates. By means of fractional calculus,
Shen et al. [14] presented the Rayleigh–Stokes problem for a heated generalized second grade fluid with a fractional
derivative model. The form of this problem is flexible, and some classical problems can be considered as particular
cases of this problem. Shen et al. [14] also have obtained the exact solution of this problem using the Fourier transform
and the fractional Laplace transform. However, due to the complex nature of the exact solution, it is also significant
to compute its numerical solution.
In this paper, we consider Stokes’ first problem for a heated generalized second grade fluid with fractional derivative
with a non-homogeneous forcing term (SFP-HGSGF):
∂u(x, t)
∂t
= 0 D1−γt
[
κ1
∂2u(x, t)
∂x2
]
+ κ2 ∂
2u(x, t)
∂x2
+ f (x, t), (1)
0 < t ≤ T, 0 < x < L ,
with the boundary conditions
u(0, t) = φ(t), 0 ≤ t ≤ T, (2)
u(L , t) = ψ(t), 0 ≤ t ≤ T (3)
and initial condition
u(x, 0) = w(x), 0 ≤ x ≤ L , (4)
where 0 < γ < 1, the constants κ1, κ2 > 0 and 0 D
1−γ
t v(x, t) is the Riemann–Liouville fractional derivative of order
1− γ defined by
0 D
1−γ
t v(x, t) =
1
Γ (γ )
∂
∂t
∫ t
0
v(x, ξ)
(t − ξ)1−γ dξ.
Some different numerical methods for solving the time, space, or space-time fractional partial differential equations
have been proposed. Liu et al. [7] derived a discrete non-Markovian random walk approximation for the time
fractional diffusion equation. Zhuang and Liu [23] analyzed an implicit difference approximation for the time
fractional diffusion equation, and stability and convergence of the method were discussed. Liu et al. [5,6] considered
the space fractional partial differential equation. They transformed the equation into a system of ordinary differential
equations that was then solved using backward differentiation formulas. Chen et al. [1,2] proposed a Fourier method
for the fractional diffusion equation describing sub-diffusion and the Galilei invariant fractional advection diffusion
equation. Meerschaert et al. [10] examined finite difference approximations for the space fractional advection-
dispersion flow equations. Shen et al. [15] proposed an explicit finite difference approximation for the space fractional
diffusion equation and gave an error analysis. Liu et al. [9] discussed an approximation of the Le´vy-Feller advection-
dispersion process by a random walk and finite difference method. Roop [13] investigated the computational aspects
of the Galerkin approximation using continuous piecewise polynomial basis functions on a regular triangulation of
a bounded domain in R2. Liu et al. [8] also investigated the stability and convergence of the difference methods for
the space-time fractional advection-diffusion equation. Yu et al. [21] developed a reliable algorithm of the Adomian
decomposition method to solve the linear and nonlinear space-time fractional reaction–diffusion equations in the
form of a rapidly convergent series with easily computable components. They did not give its theoretical analysis.
Yuste and Acedo [22] proposed an explicit finite difference method and a new von Neumann-type stability analysis
for the fractional subdiffusion equation, i.e., the SFP-HGSGF without the diffusion term of second order derivative.
However, they did not give a convergence analysis and pointed out that it is not such an easy task when implicit
methods are considered. Langlands and Henry [4] also investigated this problem and proposed an implicit numerical
scheme (L1 approximation), and discussed the accuracy and stability of this scheme. However, the global accuracy of
the implicit numerical scheme has not been derived and it seems that the unconditional stability for all γ in the range
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0 < γ ≤ 1 has not been established. Thus, effective numerical methods and error analysis for the SFP-HGSGF are
still limited. The main purpose of this paper is to solve and analyze this problem via Fourier analysis.
The structure of this paper is as follows: in Section 2, we propose an implicit numerical approximation scheme
(INAS) and discuss its stability. In Section 3, we discuss convergence of the INAS. In Section 4, we analyze the
solvability of the INAS. In Section 5, we propose an explicit numerical approximation scheme (ENAS) and discuss
its stability and convergence. Finally, we construct a high-accuracy algorithm using the Richardson extrapolation and
give a numerical example.
2. The implicit numerical approximation scheme and its stability
We let
tk = kτ, k = 0, 1, . . . , N ; x j = jh, j = 0, 1, . . . ,M,
where τ = T/N is the time step and h = L/M is the space step. Then the SFP-HGSGF (1)–(4) can be approximated
by the following implicit numerical approximation scheme:
ukj − uk−1j
τ
= τ γ−1
k∑
m=0
λmκ1
δ2x u
k−m
j
h2
+ κ2
δ2x u
k
j
h2
+ f kj , (5)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1,
uk0 = ϕ(tk), k = 0, 1, . . . , N , (6)
ukM = ψ(tk), k = 0, 1, . . . , N , (7)
u0j = w(x j ), j = 0, 1, . . . ,M, (8)
where λm = (−1)m
(
1− γ
m
)
,m = 0, 1, . . . , k, f kj ≡ f (x j , tk), δ2x ulj = ulj−1 − 2ulj + ulj+1.
In order to analyze the stability of the INAS (5)–(8), we rewrite (5) as
ukj = uk−1j + µ1
k∑
m=0
λmδ
2
x u
k−m
j + µ2δ2x ukj + τ f kj , (9)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1,
where µ1 = κ1 τ γh2 and µ2 = κ2 τh2 . We now let U kj be the approximation of the solution for the INAS (5)–(8), and let
ρkj = ukj −U kj , k = 0, 1, . . . , N ; j = 1, 2, . . . ,M − 1
and
ρk =
[
ρk1 , ρ
k
2 , . . . , ρ
k
M−1
]T
,
respectively. Then we can obtain the roundoff error equations:
ρkj = ρk−1j + µ1
k∑
m=0
λmδ
2
xρ
k−m
j + µ2δ2xρkj , (10)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1.
We will complete the stability analysis by Fourier analysis. We now assume that the solution of Eq. (10) has the form
ρkj = dkeiσ jh,
where σ = 2pil/L . Substituting the above expression into (10), we get
dk = dk−1 − 4µ1 sin2 σh2
k∑
m=0
λmdk−m − 4µ2 sin2 σh2 dk, k = 1, 2, . . . , N . (11)
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Lemma 1. The coefficients λm (m = 0, 1, . . .) satisfy
(1) λ0 = 1; λ1 = γ − 1; λm < 0,m = 1, 2, . . . ;
(2)
∑∞
m=0 λm = 1; ∀n ∈ N+,−
∑n
m=1 λm < 1.
Proof. See [23]. 
Applying Lemma 1, Eq. (11) can be rewritten as
dk = 1+ (1− γ )µ˜11+ µ˜1 + µ˜2 dk−1 −
µ˜2
1+ µ˜1 + µ˜2
k∑
m=2
λmdk−m, (12)
k = 1, 2, . . . , N − 1,
where µ˜1 = µ1 sin2 σh2 ≥ 0, µ˜2 = µ2 sin2 σh2 ≥ 0.
Proposition 1. Suppose that dk (k = 1, 2, . . . , N ) are the solution of Eq. (12); we have
|dk | ≤ |d0|, k = 1, 2, . . . , N .
Proof. We will complete the proof by mathematical induction. When k = 1, we have from (12)
d1 = 1+ (1− γ )µ˜11+ µ˜1 + µ˜2 d0.
Noting that 0 < γ < 1 and µ˜1, µ˜2 ≥ 0, we obtain easily
|d1| ≤ 1+ (1− γ )µ˜11+ µ˜1 + µ˜2 |d0| ≤ |d0|.
Suppose now that
|dn| ≤ |d0|, n = 1, 2, . . . , k − 1.
Then applying Lemma 1, and noticing that 0 < γ < 1 and µ˜1, µ˜2 ≥ 0, we have from (12)
|dk | ≤ 1+ (1− γ )µ˜11+ µ˜1 + µ˜2 |dk−1| +
µ˜2
1+ µ˜1 + µ˜2
k∑
m=2
|λm ||dk−m |
≤
[
1+ (1− γ )µ˜1
1+ µ˜1 + µ˜2 +
µ˜2
1+ µ˜1 + µ˜2
k∑
m=2
|λm |
]
|d0|
=
{
1+ (1− γ )µ˜1
1+ µ˜1 + µ˜2 +
µ˜2
1+ µ˜1 + µ˜2
[
−
k∑
m=1
λm − (1− γ )
]}
|d0|
≤
{
1+ (1− γ )µ˜1
1+ µ˜1 + µ˜2 +
µ˜2
1+ µ˜1 + µ˜2 [1− (1− γ )]
}
|d0|
= |d0|. 
We now define the grid functions:
ρk(x) =

ρkj , when x j −
h
2
< x ≤ x j + h2 , j = 1, 2, . . . ,M − 1;
0, when 0 ≤ x ≤ h
2
or L − h
2
< x ≤ L ,
and introduce the following norm:
‖ρk‖ ≡
(
M−1∑
j=1
h|ρkj |2
) 1
2
=
[∫ L
0
|ρk(x)|2dx
] 1
2
.
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Using Parseval’s equality:∫ L
0
|ρk(x)|2dx =
∞∑
l=−∞
|dk(l)|2,
where dk(l) = 1L
∫ L
0 ρ
k(x)e−i2pilx/Ldx , we then have
‖ρk‖22 =
∞∑
l=−∞
|dk(l)|2. (13)
Theorem 1. The INAS (5)–(8) is unconditionally stable.
Proof. Noticing (13), and applying Proposition 1, we obtain
‖ρk‖2 ≤ ‖ρ0‖2. 
3. Convergence of the INAS
In this section, we first introduce the following lemma:
Lemma 2. τ γ−1
∑k
m=0 λm = 1Γ (γ ) + O(τ ).
Proof. See [1]. 
We now define
Rkj =
u˜kj − u˜k−1j
τ
− τ γ−1
k∑
m=0
λmκ1
δ2x u˜
k−m
j
h2
− κ2
δ2x u˜
k
j
h2
− f (x j , tk), (14)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1,
where u˜kj ≡ u(x j , tk) and δ2x u˜lj = u˜lj−1 − 2u˜lj + u˜lj+1. Let
Ω , {(x, t) | 0 ≤ x ≤ L , 0 ≤ t ≤ T } ,
C4,2(Ω) ,
{
v(x, t)|∂
4v(x, t)
∂x4
,
∂2v(x, t)
∂t2
∈ C(Ω)
}
.
In this paper, we always assume that u(x, t) ∈ C4,2(Ω) is the exact solution for the SFP-HGSGF (1)–(4). Then we
have
δ2x u˜
k−m
j
h2
= ∂
2u(x j , tk−m)
∂x2
+ O(h2), m = 0, 1, . . . , k,
and
u˜kj − u˜k−1j
τ
= ∂u(x j , tk)
∂t
+ O(τ ).
Again applying
0 D
1−γ
t g(t)|t=tk = τ γ−1
k∑
m=0
λm g(tk − mτ)+ O(τ )
and Lemma 2, we obtain
τ γ−1
k∑
m=0
λmκ1
δ2x u˜
k−m
j
h2
+ κ2
δ2x u˜
k
j
h2
= τ γ−1
k∑
m=0
λmκ1
[
∂2u(x j , tk−m)
∂x2
+ O(h2)
]
+ κ2
[
∂2u(x j , tk)
∂x2
+ O(h2)
]
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= τ γ−1
k∑
m=0
λmκ1
∂2u(x j , tk−m)
∂x2
+ κ2 ∂
2u(x j , tk)
∂x2
+ κ1 O(h2)τ γ−1
k∑
m=0
λm + O(h2)
= 0 D1−γt
[
κ1
∂2u(x j , tk)
∂x2
]
+ O(τ )+ κ2 ∂
2u(x j , tk)
∂x2
+ O(h2)
= 0 D1−γt
[
κ1
∂2u(x j , tk)
∂x2
]
+ κ2 ∂
2u(x j , tk)
∂x2
+ O(τ + h2).
From the above analysis, we have
Rkj = O(τ + h2), k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1.
Consequently, there is a positive constant c(k, j)1 such that
|Rkj | ≤ c(k, j)1 (τ + h2), k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1.
Then, for all k, j,
|Rkj | ≤ c1(τ + h2), (15)
where c1 = max1≤k≤N ,1≤ j≤M−1
{
c(k, j)1
}
.
Let
ekj = u(x j , tk)− ukj , k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1
and
ek =
[
ek1, e
k
2, . . . , e
k
M−1
]T
, Rk =
[
Rk1, R
k
2; . . . , RkM−1
]T
,
respectively. From (15), we get
u˜kj = u˜k−1j + µ1
k∑
m=0
λmδ
2
x u˜
k−m
j + µ2δ2x u˜kj + τ Rkj ,
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1.
Subtracting (9) from the above equation, we obtain
ekj = ek−1j + µ1
k∑
m=0
λmδ
2
x e
k−m
j + µ2δ2x ekj + τ Rkj , (16)
k = 1, 2, . . . , N ; j = 1, 2, . . . ,M − 1.
We suppose that the ekj and R
k
j have the form
ekj = ξkeiσ jh
and
Rkj = ηkeiσ jh,
respectively, where σ = 2pil/L . Substituting the above expressions into (16), we get
ξk = ξk−1 − 4µ1 sin2 σh2
k∑
m=0
λmξm − 4µ2 sin2 σh2 ξk + τηk, k = 1, 2, . . . , N .
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Applying Lemma 1, the above equations can be rewritten as
ξk = 1+ (1− γ )µ˜11+ µ˜1 + µ˜2 ξk−1 −
µ˜2
1+ µ˜1 + µ˜2
k∑
m=2
λmξk−m + τηk1+ µ˜1 + µ˜2 , (17)
k = 1, 2, . . . , N ,
where µ˜1 = 4µ1 sin2 σh2 ≥ 0, µ˜2 = 4µ2 sin2 σh2 ≥ 0. We also define the grid functions:
ek(x) =

ekj , when x j −
h
2
< x ≤ x j + h2 , j = 1, 2, . . . ,M − 1;
0, when 0 ≤ x ≤ h
2
or L − h
2
< x ≤ L ,
and
Rk(x) =

Rkj , when x j −
h
2
< x ≤ x j + h2 , j = 1, 2, . . . ,M − 1;
0, when 0 ≤ x ≤ h
2
or L − h
2
< x ≤ L ,
respectively. Similarly, using Parseval’s equality, we also have
‖ek‖22 ≡
M−1∑
j=1
h|ekj |2 =
∞∑
l=−∞
|ξk(l)|2, k = 0, 1, . . . , N (18)
and
‖Rk‖22 ≡
M−1∑
j=1
h|Rkj |2 =
∞∑
l=−∞
|ηk(l)|2, k = 1, 2, . . . , N , (19)
respectively, where
ξk(l) = 1L
∫ L
0
ek(x)e−i2pilx/Ldx, ηk(l) = 1L
∫ L
0
Rk(x)e−i2pilx/Ldx .
Proposition 2. Suppose that ξk (k = 1, 2, . . . , N ) is the solution of Eq. (17); then there is a positive constant c2 such
that
|ξk | ≤ kτc2|η1|, k = 1, 2, . . . , N .
Proof. Noticing e0 = 0 and (18), we obtain easily
ξ0 ≡ ξ0(l) = 0. (20)
In addition, from the left equality of (20) and (15), we get
‖Rk‖2 ≤ c1
√
Mh
(
τ + h2
)
= c1
√
L
(
τ + h2
)
, k = 1, 2, . . . , N . (21)
Again, based on the convergence of the series
∑∞
l=−∞ |ηk(l)|2, there is a positive constant c(k)2 such that
|ηk | ≡ |ηk(l)| ≤ c(k)2 |η1| ≡ c(k)2 |η1(l)|, k = 1, 2, . . . , N .
Therefore, we have
|ηk | ≤ c2|η1|, k = 1, 2, . . . , N , (22)
where
c2 = max
1≤k≤N
{
c(k)2
}
.
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We now begin to prove the result by mathematical induction. When k = 1, from (17) and (20), we have
ξ1 = 1+ (1− γ )µ˜11+ µ˜1 + µ˜2 ξ0 +
τη1
1+ µ˜1 + µ˜2
= τη1
1+ µ˜1 + µ˜2 .
Noticing that µ˜1, µ˜2 ≥ 0 and (22), we get
|ξ1| ≤ τ |η1| ≤ c2τ |η1|.
Supposing that
|ξn| ≤ c2nτ |η1|, n = 1, 2, . . . , k − 1,
and noticing that 0 < γ < 1, µ˜1, µ˜2 ≥ 0 and (22), from (17), applying Lemma 1, we have
|ξk | ≤ 1+ (1− γ )µ˜11+ µ˜1 + µ˜2 |ξk−1| +
µ˜2
1+ µ˜1 + µ˜2
k∑
m=2
|λm ||ξk−m | + τ |ηk |1+ µ˜1 + µ˜2
≤
[
1+ (1− γ )µ˜1
1+ µ˜1 + µ˜2 (k − 1)+
µ˜2
1+ µ˜1 + µ˜2
k∑
m=2
|λm |(k − m)+ 11+ µ˜1 + µ˜2
]
c2τ |η1|
≤
[
1+ (1− γ )µ˜1
1+ µ˜1 + µ˜2 (k − 1)+
µ˜2
1+ µ˜1 + µ˜2 (k − 1)
k∑
m=2
|λm | + 11+ µ˜1 + µ˜2
]
c2τ |η1|
=
{
1+ (1− γ )µ˜1
1+ µ˜1 + µ˜2 (k − 1)+
µ˜2
1+ µ˜1 + µ˜2 (k − 1)
[
k∑
m=1
|λm | − (1− γ )
]
+ 1
1+ µ˜1 + µ˜2
}
c2τ |η1|
≤
{
1+ (1− γ )µ˜1
1+ µ˜1 + µ˜2 (k − 1)+
µ˜2
1+ µ˜1 + µ˜2 (k − 1) [1− (1− γ )]+
1
1+ µ˜1 + µ˜2
}
c2τ |η1|
=
[
1+ (1− γ )µ˜1 + γ µ˜2
1+ µ˜1 + µ˜2 (k − 1)+
1
1+ µ˜1 + µ˜2
]
c2τ |η1|
≤ c2τ |η1|. 
Theorem 2. Suppose that u(x, t) ∈ C4,2(Ω) is the exact solution for the SFP-HGSGF (1)–(4); then the INAS (5)–(8)
is L2-convergent, and the convergence order is O(τ + h2).
Proof. Noticing (18), (19), (21) and applying Proposition 2, we get
‖ek‖2 ≤ c2kτ‖R1‖2 ≤ c1c2kτ
√
L(τ + h2).
Because kτ ≤ T,
‖ek‖2 ≤ c(τ + h2),
where c = c1c2T
√
L . 
4. Solvability of the INAS
We now let
u0 = [w(x1), w(x2), . . . , w(xM−1)]T
and
uk =
[
uk1, u
k
2, . . . , u
k
M−1,
]T
, k = 1, 2, . . . , N ,
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respectively; then the INAS (5)–(8) can be written in the matrix form
Auk =
k−1∑
i=0
Bi u
i + F, k = 1, 2, . . . , N , (23)
where
A =

1+ 2µ −µ
−µ 1+ 2µ −µ
.. .
. . .
. . .
−µ 1+ 2µ −µ
−µ 1+ 2µ
 , µ = µ1 + µ2;
Bk−1 =

1− 2µ µ
µ 1− 2µ µ
.. .
. . .
. . .
µ 1− 2µ µ
µ 1− 2µ
 , µ = µ1λ1;
Bi = µ1λk−i

−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −2
 , i = 0, 1, . . . , k − 2;
F =

(µ1 + µ2)ϕ(tk)+ µ1
k−1∑
i=0
λk−iσ(ti )+ τ f (x1, tk)
τ f (x2, tk)
...
τ f (xM−2, tk)
(µ1 + µ2)ψ(tk)+ µ1
k−1∑
i=0
λk−iψ(ti )+ τ f (xM−1, tk)

.
Theorem 3. The difference equations (23) are uniquely solvable.
Proof. Noticing that µ1, µ2 > 0, then the coefficient matrix of the difference equations (23) is a strictly diagonally
dominant matrix. Obviously A is a nonsingular matrix, therefore the difference equations (23) are uniquely solvable.

5. An explicit numerical approximation scheme and its stability and convergence
In this section, we present the following explicit numerical approximation scheme for the SFP-HGSGF (1)–(4):
uk+1j − ukj
τ
= τ γ−1
k∑
m=0
λmκ1
δ2x u
k−m
j
h2
+ κ2
δ2x u
k
j
h2
+ f kj , (24)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M − 1,
uk0 = ϕ(tk), k = 0, 1, . . . , N ; (25)
ukM = ψ(tk), k = 0, 1, . . . , N ; (26)
u0j = w(x j ), j = 0, 1, . . . ,M, (27)
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where λm, f kj and δ
2
x u
l
j are as defined in Section 2. We rewrite (24) as
uk+1j = ukj + µ1
k∑
m=0
λmδ
2
x u
k−m
j + µ2δ2x ukj + τ f kj , (28)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M − 1,
where µ1 = κ1 τ γh2 , µ2 = κ2 τh2 . Similar to (10), we also obtain the roundoff error equations of the ENAS (24)–(27) as
ρk+1j = ρkj + µ1
k∑
m=0
λmδ
2
xρ
k−m
j + µ2δ2xρkj , (29)
k = 0, 1, . . . , N − 1; j = 1, 2, . . . ,M − 1,
where ρkj = u(x j , tk)− ukj . We assume that the solutions of the equations (29) have the form
ρkj = dkeiσ jh .
Substituting the above expression into (29), we obtain
dk+1 = dk − 4µ1 sin2 σh2
k∑
m=0
λmdk−m − 4µ2 sin2 σh2 dk, (30)
k = 0, 1, . . . , N − 1.
Using Lemma 1, Eq. (30) can be rewritten as
dk+1 = (1− µ˜1 − µ˜2) dk − µ˜1
k∑
m=1
λmdk−m, (31)
k = 0, 1, . . . , N − 1,
where µ˜1 = 4µ1sin2 σh2 ≥ 0, µ˜2 = 4µ2sin2 σh2 ≥ 0.
Proposition 3. Suppose that dk+1 (k = 0, 1, . . . , N −1) are the solutions of the equations (31). If µ1+µ2 ≤ 14 , then
|dk+1| ≤ |d0|, k = 0, 1, . . . , N − 1.
Proof. We will apply mathematical induction. When k = 0, from (31), we have
d1 = (1− µ˜1 − µ˜2) d0.
Noticing that µ˜1, µ˜2 ≥ 0 and µ1 + µ2 ≤ 14 , hence 0 ≤ µ˜1 + µ˜2 ≤ 1, we get
|d1| ≤ (1− µ˜1 − µ˜2)|d0| ≤ |d0|.
Assuming that
|dn| ≤ |d0|, n = 1, 2, . . . , k,
and noticing that µ˜1, µ˜2 ≥ 0 and µ1 +µ2 ≤ 14 , hence 0 ≤ µ˜1 + µ˜2 ≤ 1, again from (31) and applying Lemma 1, we
get
|dk+1| ≤ (1− µ˜1 − µ˜2)|dk | + µ˜1
k∑
m=1
|λm ||dk−m |
≤
(
1− µ˜1 − µ˜2 + µ˜1
k∑
m=1
|λm |
)
|d0|
=
[
1− µ˜1 − µ˜2 + µ˜1
(
−
k∑
m=1
λm
)]
|d0|
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≤ (1− µ˜1 − µ˜2 + µ˜1)|d0|
= (1− µ˜2)|d0|
≤ |d0|. 
Similar to the proof of Theorem 1, using Proposition 3, we can get the following result:
Theorem 4. If µ1 + µ2 ≤ 14 , the ENAS (24)–(27) is stable.
Similar to the proof of Theorem 2, we can obtain the following result:
Theorem 5. Suppose that u(x, t) ∈ C4,2(Ω) is the exact solution for the SFP-HGSGF (1)–(4). If µ1 + µ2 ≤ 14 , then
the ENAS (24)–(27) is L2-convergent, and the convergence order is O(τ + h2).
6. Numerical test and improvement of the accuracy
In order to demonstrate the effectiveness of the implicit and explicit numerical approximation schemes, we consider
the SFP-HGSGF with the following form:
∂u(x, t)
∂t
= 0 D1−γt
[
∂2u(x, t)
∂x2
]
+ ∂
2u(x, t)
∂x2
+ ex
[
(1+ γ )tγ − Γ (2+ γ )
Γ (1+ 2γ ) t
2γ − t1+γ
]
, (32)
0 < t ≤ 1, 0 < x < 1,
u(0, t) = t1+γ , 0 ≤ t ≤ 1; (33)
u(1, t) = et1+γ , 0 ≤ t ≤ 1; (34)
u(x, 0) = 0, 0 ≤ x ≤ 1. (35)
The exact solution of the problem (32)–(35) is
u(x, t) = ex t1+γ .
We define
E∞ = max
0≤k≤N ,0≤ j≤M
{
|ukj − u(x j , tk)|
}
.
Table 1 shows, for γ = 0.4, 0.5 and 0.6, the maximum errors of the numerical solutions of the problem (32)–(35)
by the INAS (5)–(8) at all mesh points for different τ = h2, respectively.
Table 2 shows, for γ = 0.7, 0.8, and 0.9, the maximum errors of the numerical solutions of the problem (32)–(35)
by the ENAS (24)–(27) at all mesh points for different τ and h, respectively.
It is well known that, although simple, the Richardson extrapolation is still an effective technique for improving
the convergence of numerical methods. It is constructed by means of a linear combination of numerical solutions at
different steps, so to eliminate lower order error terms and obtain higher convergence order. In recent years, many
researchers [24–26] have applied the Richardson extrapolation to improve the convergence order of the numerical
solution for fractional differential equations. We note that, on the basis of our numerical approximation scheme, a
high-accuracy algorithm can be constructed using the Richardson extrapolation. For example, we can construct the
Richardson extrapolation of the INAS for time step τ in the following form:
uE (τ, h) = u I (βτ, h)− βu I (τ, h)1− β , (36)
where β 6= 1 is a parameter, and u I (τ, h) denotes the numerical solution by the INAS (5)–(8). In order to compare, we
now take τ = h2 = 164 and τ = h = 164 , and β = 18 , 14 and 12 in (36), respectively, to compute the numerical solutions
of the problem (32)–(35) by the Richardson extrapolation for the INAS for time step τ . Tables 3 and 4 show, when
τ = h2 = 164 and τ = h = 164 , the corresponding maximum errors for the INAS and Richardson extrapolation for
the INAS for different γ and β, respectively. From these Tables, it can been seen that the accuracy of the Richardson
extrapolation of the INAS for two different time steps τ is improved. It also can been seen that when τ = h2, the
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Table 1
The maximum error E∞ of the INAS
τ = h2 γ = 0.4 γ = 0.5 γ = 0.6
1
4 7.034242E–03 1.033647E–02 1.342054E–02
1
64 8.262880E–04 1.036022E–03 1.189791E–03
1
1024 8.273125E–05 7.574819E–05 1.347065E–04
Table 2
The maximum error E∞ of the ENAS
τ h γ = 0.7 γ = 0.8 γ = 0.9
1
100
1
2 2.9212236E–03 2.8870106E–03 2.8445721E–03
1
500
1
4 7.9834461E–04 7.9071522E–04 7.8153610E–04
1
4000
1
8 2.2590160E–04 2.2435188E–04 2.2244453E–04
Table 3
Comparison of the maximum error E∞ of the INAS and the Richardson extrapolation for the INAS (τ = h2 = 164 )
γ INAS β = 18 β = 14 β = 12
0.4 8.262880E–04 2.602339E–04 2.542734E–04 2.578497E–04
0.5 1.036022E–03 2.650023E–04 2.549887E–04 2.558231E–04
0.6 1.189791E–03 2.686977E–04 2.536774E–04 2.547503E–04
Table 4
Comparison of the maximum error E∞ of the INAS and the Richardson extrapolation for the INAS (τ = h = 164 )
γ INAS β = 18 β = 14 β = 12
0.4 8.315481E–04 6.285906E–04 4.827976E–04 3.660917E–04
0.5 1.043685E–03 3.377199E–04 2.760887E–04 2.344847E–04
0.6 1.199082E–03 1.738071E–04 1.597404E–04 1.338720E–04
improvement is higher by taking β = 14 , while when τ = h, the improvement is higher by taking β = 12 . This shows
that different selections of the parameter β directly affect the improvement of accuracy.
Finally, we point out that because the steps for the ENAS are restricted by the stability condition, it is difficult to
apply the Richardson extrapolation on the ENAS. Our numerical experiment has verified this.
7. Conclusion
In this paper, implicit and explicit numerical approximation schemes for Stokes’ first problem for a heated
generalized second grade fluid with fractional derivative have been described. Fourier analysis has been used to
successfully analyze the stability and convergence of the INAS and ENAS. The solvability of the INAS has also been
discussed. Applying the Richardson extrapolation, a high-accuracy algorithm has been constructed and a numerical
example has confirmed the theoretical results. These methods and analytical techniques can also be extended to other
fractional integro-differential equations and higher-dimensional problems including the Rayleigh–Stokes problem for
a heated generalized second grade fluid with fractional derivative.
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