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V této bakalářské práci je zaveden syntaxí řízený překlad za pomocí stavových gramatik.
Teoretická část práce je zaměřená na zavedení teoretických modelů potřebných pro pocho-
pení syntaktické analýzy za pomocí stavových gramatik. Mezi nejdůležitejší z teoretických
formálních modelů v této práci patří hluboký zásobníkový převodník a překladová grama-
tika vytvořená ze stavové gramatiky, které lze využít k syntaktické analýze. Praktická část
práce sa zaměřuje hlavně na syntaktickou analýzu zdola nahoru pomocí stavových gramatik
a její implementaci.
Abstract
Syntax-directed translation based on state grammars is introduced in this bachelor’s thesis.
Theoretical section of this thesis is focused on the introduction of theoretical models that are
necessary for understanding syntax analysis based on state grammars. The most important
theoretical formal models in this thesis include deep pushdown transducer and translation
grammar based on state grammar, which can be used in syntax analysis. Practical section
of this thesis is focused on bottom-up syntax analysis using state grammar and its imple-
mentation.
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Táto bakalárska práca je venovaná teórii formálnych jazykov. Základom bakalárskej práce
je popis silnejších prostriedkov na preklad programátorských jazykov, aké sú v momentálnej
dobe používané.
Celá práca je rozdelená do troch tématických častí pre lepšie pochopenie čitateľom
a postupné rozpoznanie potrebných formalizmov.
V prvej časti skladajúcej sa z prvých štyroch kapitol je uvedený teoretický základ pre
lepšie pochopenie praktickej časti. Druhá časť pozostávajúca z jednej rozsiahlejšej kapitoly,
ktorá sa zaoberá praktickým aspektom prekladačov a spája teóriu uvedenú v predošlých
kapitolách s treťou, poslednou časťou, ktorá je venovaná samotnej implementácii.
V prvej kapitole je uvedený matematický základ, ktorý je potrebný na pochopenie zá-
kladnej teórii formálnych jazykov uvedenej v tejto bakalárskej práci.
Ďalšia v poradí druhá kapitola je venovaná formálnym jazykom a ich špecifikácii podľa
Chomského klasifikácie jazykov.
Tretia kapitola zahrňuje gramatiky, ktoré sú rozobrané od jednoduchších bezkontexto-
vých gramatík, ktoré sú stavebným kameňom stavových gramatík, ktorým je táto bakalárska
práca venovaná.
V nasledujúcej kapitole sú uvedené základné teoretické matematické výpočetné modely,
ktoré sú používané na skúmanie a špecifikáciu formálnych jazykov. Znova sú rozobraté
najprv ich základné formy, ako je konečný automat, od ktorého sa ďalej dostávame k jeho
výpočetne silnejšej verzii zásobníkovému automatu. Ku koncu kapitoly je špecifikovaná
modifikácia zásobníkového automatu, ktorá je ekvivalentom stavových gramatík v teórii
automatov, nazývaná hlboký zásobníkový automat.
Piata kapitola je, ako už bolo uvedené, venovaná praktickému aspektu tejto bakalárskej
práce. Táto najobsiahlejšia kapitola rozoberá prekladače v rámci implementačného hľadiska,
no i v rámci teoretických formálnych modelov, ktoré sa pri implementácii používajú. Táto
časť je rozdelená na päť naväzujúcich častí, ktoré sú úzko spojené so základnými časťami
každého prekladača.
Predposledná šiesta kapitola je už venovaná implementácii. Nakoľko po konzultácii s ved-
úcim bakalárskej práce bolo rozhodnuté využiť ako ukážkovú aplikácii pre vyzdvihnutie
hlavných bodov tejto práce syntaktický analyzátor jednoduchého jazyka, práve táto sekcia
popisuje navrhnutý jazyk aj s následnou ukážkou kódu.
Posledná kapitola sa venuje implementácii implementovaného syntaktického analyzá-




V tejto bakalárskej práci je uvedené väčšie množstvo matematických symbolov a pojmov.
Preto je vhodné si ich na začiatok vysvetliť.
Písmeno I bude označovať množinu všetkých kladných celých čisiel. Pre každú množinu
zavedieme kardinalitu card(Q), ktorá označuje počet prvkov danej množiny.
Abeceda je konečná neprázdna množina prvkov, nazývaných symboly. Pre ľubovolný
reťazec x zavedieme |x| označujúci jeho dĺžku. Nech Σ je abeceda. Potom ε je prázdny
reťazec s dlžkou 0. Funkcia alph(w), kde w je reťazec označuje množinu všetkých symbolov,
ktoré sa v reťazci w nachádzajú.
Ak x je reťazec nad abecedou Σ a a je symbol a ∈ Σ, tak xa je reťazec nad abecedou
Σ. Konkatenácia dvoch reťazcov je ich spojenie do nového reťazcu. Konkatenáciou x a a je
reťazec xa. Konk1atenácia reťazcu a prázdneho reťazcu je pôvodný reťazec (xε = ε x = x)
Pre každý reťazec x, je prefix(x,i) predpona reťazca x o dĺžke i ak je |x| ≥ i alebo prefix(x,
i) = x ak i > |x|
Symbol Σ∗ bude označovať množinu všetkých podreťazcov nad abecedou Σ a symbol Σ+
bude označovať množinu všetkých neprázdnych podreťazcov na abecedou Σ. Teda platí
Σ∗= Σ+ ∩ ε.
Pojem relácia nazývame ľubovolný vzťah medzi skupinou prvkov jednej alebo viac
množín. Zobrazenie je predpis ako priradovať prvkom jednej množiny prvky inej množiny.
Homomorfizmus alebo Homomorfné zobrazenie je zobrazenie z jednej algebraickej štruk-
túry do inej rovnakého typu. Bijekcia alebo Bijektívne zobrazenie je zobrazenie, ktoré je
súčasne prosté (každý prvok výslednej množiny je obrazom najviac jedného prvku pôvod-
nej množiny) a surjektívne (na každý prvok jednej množiny sa zobrazí aspoň jeden prvok
druhej množiny).




Nech Σ je Abeceda a Σ∗ je množina všetkých reťazcov na abecedou Σ a Σ+ je množina všet-
kých neprázdnych reťazcov nad abecedou Σ. Potom Jazyk L definujeme ako podmnožinu
Σ∗. Teda jazyk L nad abecedou L môžeme zapísať ako L ⊆ Σ.
Jazyky sú rozdelené na konečné a nekonečné jazyky, podľa toho, či obsahujú konečný
alebo nekonečný počet reťazcov. Konečným jazykom značíme každý jazyk, ktorého kardi-
nalita je celé čislo, inak je jazyk nekonečný. Príkladom nekonečného jazyka je napríklad L
= { x | a je prefix x} . Medzi konečné jazyky patrí napríklad jazyk s kardinalitou card(L)
= 0, ktorý neobsahuje žiadny reťazec.
Velkú rolu vo formálnych jazykov však robí popis jazykov, ktorý sa dá uskutočniť viace-
rými spôsobmi. Jedným z nich je vymenovanie všetkých prvkov. Toto je však uskutočnitelné
len pre konečné jazyky zo zrejmých dôvodov. Nekonečné jazyky sú väčšinou popisované
inýmy spôsobmi a nato slúžia metajazyky na popis jazykov. Jedným z takýchto metaja-
zykov, ktorým sa v tejto bakalárskej práci budeme venovať, sú gramatiky, ktoré podľa
gramatických pravidiel generujú reťazce daného jazyka. Druhým modelom sú automaty,
ktoré jazyky negenerujú, ale podla pravidiel daného automatu rozhodujú, či daný reťazec
do konkrétneho jazyka patrí.
3.1 Chomského klasifikácia jazykov
V roku 1956 Avram Noam Chomsky, americký linguista a logik, zaviedol v článku [1] hie-
rarchiu tried formálnych gramatík generujúcich rekurzívne spočítatelné formálne jazyky.
Tieto gramatiky boli rozdelené do štyroch základných tried. Nasledujúce triedy sú zora-
dené od najobecnejších po tie najmenej obecné:
Gramatiky typu 0 - frázové gramatiky
Zahrňujú všetky formálne gramatiky a sú to práve tie, ktoré môžu byť rozpo-
znateľné Turingovým strojom. Turingov stroj je zložený z konečného automatu,
pravidiel prechodovej pásky a pravostrannej ”nekonečnej”pásky pre zápis medzi-
výsledkov. Tieto jazyky akceptovateľné Turingovým strojom sa nazývajú aj re-
kurzívne spočítateľné.
Gramatiky typu 1 - kontextové gramatiky
Kontextové gramatiky (CSG) sú podmnožinou gramatík typu 0. K prijatiu ta-
kýchto gramatík stačí obmedzená verzia Turingového stroja, tzv. lineárne ohra-
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ničený Turingov stroj, ktorý nemá nekonečnú pásku, ale jej dĺžka je lineárne
závislá na dĺžke vstupného reťazca. Tieto gramatiky sa skladajú z konečného
počtu pravidiel typu L → R kde L, R sú reťazce neterminálov a terminálov.
Gramatiky typu 2 - bezkontextové gramatiky
Bezkontextové gramatiky (CFG) generujú bezkontextové jazyky (CF). Do tejto
skupiny patria napríklad programovacie jazyky, pre ktoré v prekladačoch exis-
tuje syntaktický analyzátor. V praxi sa na syntaktickú analýzu CFG používa
zásobníkový automat (PD) a jeho modifikácie, ako napríklad hlboký zásobní-
kový automat (DEEPPD).
Gramatiky typu 3 - regulárne gramatiky
Posledným typom v Chomského klasifikácii sú regulárne gramatiky, ktorých
pravidlá na rozdiel od bezkontextových gramatík a kontextových gramatík sú
obmedzené na jeden neterminál na ľavej strane pravidla a maximálne jeden
neterminál na pravej stranej pravej strany pravidla (L → a B). Tieto grama-
tiky sú rozpoznatelné konečnými automatmi a v praxi sa reálne využívaju len
v lexikálnej analýze prekladačov vzhľadom na ľahkú použitelnosť a väčšiu silu
obecnejších gramatík.
Každý typ Chomského klasifikácie je priamou nadmnožinou ďalšieho typu, a tak grama-
tiky vytvárajú hierarchiu gramatík vo formálnych jazykoch podľa sily nimi generovaných
jazykov. Nasledujúca tabuľka vyjadruje jazyky, ktoré sú generované konkrétnymi triedami
klasifikácie, automaty ktoré dané jazyky príjmajú a typy pravidiel, ktoré sa v daných jazy-
koch používajú. V pravidlách sa vyskytuje nasledujúce značenie: α, β, γ - neterminály alebo
terminály, A, B, C - neterminály, a, b, c - terminály:
Gramatika Jazyk Automat Pravidlá
typ 0 rekurzívne ohraničený turingov stroj α→ β
typ 1 contextový lineárne ohraničený αAβ → αγβ
turingov stroj
typ 2 bezkontextový nedeterministický A → γ
zásobníkový automat
typ 3 regulárny konečný automat A → B a A →aB




Slovo gramatika označuje štruktúru popisujúcu formálne jazyky. Základom každej grama-
tiky je množina pravidiel, pomocou ktorých dochádza ku generovaniu reťazcov jazyka. Ak
je pre každé slovo jednoznačne určený najviac jeden postup generovania pravidiel k prijatiu
daného reťazca, gramatika sa nazýva jednoznačná. V súčasnosti sa časť formálnych jazykov
zaoberajúca sa gramatikami tak rozrástla, že je prakticky nemožné v tejto baklárskej práci
uviesť všetky jej odvetia, preto si uvedieme dve základné gramatiky, ktoré budú hlavnými
bodmi tejto bakalárskej práce.
Konvencia pre zápis symbolov použitých v popisoch gramatík bude podobné konvencii
použitej v pravidlách gramatík chomského klasifikácii. α, β, γ - neterminály alebo terminály,
A, B, C - neterminály, a, b, c - terminály, u, v, w - reťazec terminálov a ε bude označovať
prázdny reťazec.
Väčšina pojmov v tejto kapitole je citovaná z knihy [3]
4.1 Bezkontextové gramatiky
Tieto gramatiky majú pravdilá typu A→ β. Názov bezkontextová gramatika vychádza zo
skutočnosti, že neterminál A sa môže prepísať pomocou hore uvedeného pravidla na β bez
ohľadu na kontext, tieto gramatiky neuchovávajú stav, v ktorom sa momentálne generácia
reťazca nachádza. Tým pádom, bezkontextová gramatika je špecialnym prípadom kontex-
tovej gramatiky, kde je kontext prázdny, čo vyplýva aj z chomského klasifikácie jazykov.
Bezkontextové gramatiky podľa Chomského klasifikácie jazykov sú schopné generovať
jazyky typu 2 (CF). Príkladom takýchto jazykov môžu byť programátorské jazyky na-
príklad jazyk C. Typickým jednoduchším príkladom jazyku generovaného bezkontextovou
gramatikou je L(G)={anbn | n ≥1}
4.1.1 Definícia
Bezkontextová gramatika je štvorica
(N,T, P, S)
kde
N je abeceda neterminálnych symbolov
T je abeceda terminálnych symbolov
P ⊆ N × (N ∪ T )∗ je množina pravidiel typu A → B, kde: A ∈ N je
neterminál B ∈ (N ∪ T )∗ je reťazec neterminálov a terminálov
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S je počiatočný neterminál
4.2 Stavové gramatiky
Stavové gramatiky majú pravidlá rovnakého typu ako bezkontextové gramatiky A→ β.
Na rozdiel od bezkontextových gramatík však stavové gramatiky nemusia prepisovať nutne
najlavejší neterminál. Vzhľadom na pravidlá gramatiky a stav, v ktorom sa gramatika
nachádza, sa nemusí nájsť vhodné pravidlo pre najľavejší neterminál a môže byť prepí-
saný aj neterminál umiestnený hlbšie. Toto zpôsobuje, že na rozdiel od bezkontextových
gramatík stavové gramatiky tvoria nekonečnú hierarchiu tried jazykov medzi jazykmi bez-
kontextovými a kontextovými. Typickým príkladom v jazykoch je viacnásobné priradenie
do premenných v jazyku Python, ktorého syntaktická analýza nejde previesť pomocou jed-
noduchej bezkontextovej gramatiky (a, b, c = 1, 2, 3). Jednoduchším príkladom jazyku
generoveného stavovou gramatikou je L(G)={anbncn | n ≥1}.
Pojem n-obmedzená stavová gramatika vyjadruje skutočnosť, že stavová gramatika
oproti bezkontextovej gramatiky nemusí vykonať derivačný krok len na najľavejšom (naj-
pravejšom) neterminále, ale derivovať je možné aj neterminál v hĺbke n. V prípade n = 2
je možné vykonať derivačný krok na najľavejšom (najpravejšom) netermináli a netermináli
druhom z ľava (z prava).
Detailnejšie sú stavové gramatiky popísané v [2].
4.2.1 Definícia
Stavová gramatika je pätica:
(V,W, T, P, S)
kde,
V ⊆ (N ∪ T ) je abeceda terminálnych a neterminálnych symbolov
W je konečná množina stavov
T ⊆ V je abeceda termininálnych symbolov
S ∈ (V − T ) je počiatočný symbol
P ⊆ (W × (V −T ))× (W ×V +) je konečná relácia. Prehľadnejšie sú pravidlá
stavovej gramatiky zapísané v tvare (q ,A ) → (p, v) ∈ P , kde A ∈
(V − T ), p, q ∈ W a v ⊆ V . Matematicky správne by však zápis pravidla mal
vyzerať nasledovne (q, A, p, v) ∈ P .
4.2.2 Derivačný krok
Pre každý reťazec z ∈ V ∗ vytvoríme množinu stavovov q ∈ W takých, pre ktoré platí
statesG (z) = {q | (q,B)→ (p, v) ∈ P}, kde B ∈ (V − T ) ∩ alph(z), teda reťazec q obsa-
huje neterminál, v ∈ V + je neprázdny reťazec a q, p ∈ W sú stavy. Ak existuje pravidlo
(q,B) → (p, v) ∈ P , reťazce x, y ∈ V ∗a statesG(x) ∩ {q} = ∅ , tak stavová grama-
tika G prevedie derivačný krok (deriváciu) z (q, xay) do (p, xvz). Symbolickým zápisom
(q, xAy)⇒ (p, xvy)[(q, a)→ (p, v)].
Ak dodáme prirodzené číslo n, pre ktoré platí occur(xA, V −T ) ≤ n, tak derivačný krok
(q, xAy) ⇒ (p, xvy)[(q, a) → (p, v)] je n-obmedzený, symbolicky zapisujeme (q, xAy) n⇒
(p, xvy)[(q, a) → (p, v)]. V prípade, že je n ≥ 1, hovoríme o derivačnom kroku v hĺbke
väčšej ako 1.
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Ak nieje možné použiť iné pravidlo na dosiahnutie konkrétnej derivácie, je možné zápis
skrátiť na tvar (q, xAy)⇒ (p, xvy) a (q, xAy) n⇒ (p, xvy) .
Séria derivačných krokov ⇒m, pre prirodzené číslo m označuje m derivačných krokov.
Rovnakým spôsobom môžme zaviesť ⇒+ a ⇒∗ označujúci postupne sériu derivačných kro-
kov, kde je vykonaný aspoň jeden derivačný krok a kde nemusí byť vykonaný žiadny deri-
vačný krok. Pri použítí ⇒∗ v stave, kde nebude vykonaný žiadny derivačný krok budú obe
strany zhodné.
Na vyjadrenie skutočnosti, že každý zo série derivačných krokov v ⇒m w, v ⇒+ w
a v ⇒∗ w je n-obmedzený, použijeme zápis v n⇒m w, v n⇒+ w a v n⇒∗ w, kde n ∈ N
a v, w ∈ (W × V +).
Derivácia sa nazýva ľavou (pravou), ak v každom jej kroku nahradzujeme najľavejší
(najpravejší) možný neterminál vetnej formy.
Jazyk L(G) generovaný stavovou gramatikou G je definovaný ako L(G) = {w ∈ T ∗ |
(q, s)⇒∗ (p, w), p, q ∈W}. Jazyk generovaný n-obmedzenou stavovou gramatikou G stupňa
n ∈ N je definovaný ako L(G,m) = {w ∈ T ∗ | (q, s) n⇒∗ (p, w), p, q ∈W}.
4.2.3 Vlastnosti
Dôkazy nasledujúcich viet sú uvedené v [2] a [6]
Veta: Nech L je rekurzívny jazyk typu 0. Potom existuje stavová gramatika G =
(V,W, T, P, S)., ktorá generuje jazyk ekvivalentný jazyku L a zároveň | w |= 3.
Veta: Každý jazyk L generovaný bezontextovou gramatikou môže byť generovaný sta-
vovou gramatikou G, ak | V − T |= 1 a L = L(G).
Veta: Majme rekurzívne vyčíslitelný jazyk L, potom existuje stavová gramatika G, pre
ktorú platí L = L(G) a zároveň počet neterminálov stavovej gramatiky | V − T |≤ 3.
Veta: Ak nG je n-obmedzená stavová gramatika tak, L(G, n) je bezkontextvový jazyk
pre každé n ≥ 1. L(G, n) je jazyk generovaný stavovou gramatikou, za použití pravidiel
s rovnakým vstupným stavom.
4.2.4 Príklad
Majme stavovú gramatiku G = (V,W, T, P, S).
V = {S, A, B, . , =, a}
W = {s, p, q,f}
T = {. , = ,a}
S = {S}
P = {(s, S) → (s, a A = a B) [1]
(s, A) → (p, . a A) [2]
(p, B) → (s, . a B) [3]
(s, A) → (q, ε) [4]
(q, B) → (f, ε) [5]
Uvažujme vstupnú vetu a.a.a=a.a.a. Túto vetu môžme v uvedenej gramatike odvodiť po-
mocou pravej derivácie.
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(s, S) ⇒ (s, a A = a B) [1]
⇒ (p, a . a A = a B) [2]
⇒ (s, a . a A = a . a B) [3]
⇒ (p, a . a . a A = a . aB) [2]
⇒ (s, a . a . a A = a . a . a B) [3]
⇒ (s, a . a . a = a . a. a B) [4]
⇒ (f, a . a . a = a . a. a ) [5]




Táto kapitola zahňuje tri základné výpočetné modely k štúdiu formálnych jazykov - konečný
automat, zásobníkový automat a hlboký zásobníkový automat. Automaty na rozdiel od
gramatík slúži k rozhodovaniu, či daný reťazec patrí do zadaného jazyka.
5.1 Konečný automat
Konečný automat je výpočetný model používaný ku štúdiu formýlnych jazykov. Tento mo-
del popisuje jednoduchý počítač, ktorý dokáže na základe analýzy vstupnej pásky prechá-
dzať medzi niekoľkými stavmi. Celá logika konečného automatu je založená len na znalosti
aktuálneho symbolu na vstupnej páske a stavu, v akom sa konečný automat nechádza. Ko-
nečný automat je jeden z najednoduchších automatov a dokáže rozoznávať podľa chomského
hierarchie regulárne jazyky typu 3. Vzhľadom na jeho silu sa v praxi využíva na zpracova-
vanie regulárnych výrazov. V syntaxi riadenom preklade sa jeho využitie väčšinov zúži na
lexikálnu analýzu vstupného súboru.
5.1.1 Definícia
Konečný automat je štvorica:
(Q,Σ, R, s, F )
kde,
Q je konečná množina stavov
Σ je konečná množina vstupných symbolov (vstupná abeceda)
s ∈ Q je počiatočný stav
F ⊆ Q je konečná množina koncových stavov
R je relácia Q×(Σ∪{ε}) nazývaná aj množina pravidiel. Miesto matematicky
správneho zápisu (pa, q) ∈ R sa používa zápis (pa → q) ∈ R, p, q,∈ Q, a ∈
(Σ ∪ {ε})
5.2 Zásobníkový automat
Zásobníkový automat je teoretický výpočetný model používaný v informatike, ktorý vznikol
rozšírením konečného automatu. V zásobníkovom automate oproti konečnému automatu sa
nachádza navyše zásobníková štruktúra ako medzipamäť. Zásobníková štruktúra prináša
do zásobníkového automatu možnosť rozhodnutia nie len na základe aktuálneho symbolu
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na vstupnej páske a stavu, v ktorom sa automat nechádza ale aj na základe symbolu na
vrcholu zásobníku.
Zásobníkový automat na začiatku analýzy jazyka sa nachádza v počiatočnom stave
a zasobník obsahuje iba počiatočný symbol. V každom kroku podľa aktuálneho stavu zá-
sobníkového automatu môže pracovať so znakmi na vrchole zásobníka a čítať ďalší symbol zo
vstupnej pásky. Po prečítaní celej vstupnej pásky, ak do tej doby neprišlo k chybe, automat
rozhodne, či bude reťazec prijatý alebo nie.
Prijatie reťazca záleží od vyprázdnenia zásobníku a koncového stavu zásobníkového
automatu.
5.2.1 Definícia
Zásobníkový automat je sedmica:
M = (Q,Σ,Γ, R, s, S, F )
kde,
Q je konečná množina stavov
Σ je konečná množina vstupných symbolov (vstupná abeceda)
Γ je konečná množina zásobníkových symbolov (zásobníková abeceda)
Σ ⊂ Γ,# ⊆ Γ− Σ, # je špeciálny symbol označujúci dno zásobníku
s ∈ Q je počiatočný stav
S ∈ Γ je počiatočný zásobníkový symbol
F ⊆ Q je konečná množina koncových stavov
R je relácia Q× (Σ∪{ε})×Γ∗ nazývaná aj množina pravidiel. Miesto zápisu
(Apa,wq) ∈ R sa používa zápis (Apa→ wq) ∈ R,A ∈ Γ, w ∈ Γ∗, p, q ∈ Q,
a ∈ (Σ ∪ {ε})
5.2.2 Sila
Pridaním zásobníkovej štruktúry do konečného atomatu sa rozšíri množina rozpoznávaných
jazykov z regulárnych jazykov typu 3 na bezkontextové jazyky typu 2 podľa Chomského
klasifikácie jazykov.
Keby k zásobníkovému automatu pridáme ďalšiu zásobníkovú štruktúru, tak takto vy-
tvorený automat s dvomi zásobníkmi už má výpočetnú silu zrovnateľnú s Turingovým
strojom.
5.2.3 Operácie nad zásobníkom
Zásobníkový automat má nad zásobníkom dve základné operácie.
Expanzia
K tejto operácii môže dôjsť iba v prípade, že na vrchole zásobníka sa nachádza nevstupný
zásobníkový symbol. Operácia expanzie zabezpečuje nahradenie vrchu zásobníka, reťazcom
symbolov zásobníkovej abecedy. Zároveň po zámene vrchole zásobníka zásobníkový automat
prejde do nového stavu.
12
Vybratie
Vybratie je operácia, ku ktorej dochádza ak sa na vrchole zásobníka nachádza rovnaký
symbol ako na aktuálnej pozícii vstupnej pásky. Pri použití tejto operácie sa vrch zásobníka
vyberie a zároveň zo vstupnej pásky bude prečítaný ďalší symbol.
5.3 Hlboký zásobníkový automat
Pojem hlboký zásobníkový automat bol zavedený v článku Deep pushdown automata prof.
Medunou [4]
Hĺbkový zásobníkový automat je rozšírenou verziou zásobníkového automatu. Rozdie-
lom medzi zásobníkovým automatom a hĺbokým zásobníkovým automatom je v operácii
expanzie. U klasického zásobníkového automatu operácia expanzie prebieha na nevstupnom
zásobníkovom symbole na vrchu zásobníka. V prípade hlbokého zásobníkového automatu
je možné previesť operáciu expanzie aj na nevstupných zásobníkových symboloch hlbšie
v zásobníku.
Podľa typu automatu môže byť zásobníkový automat obmedzený na istú hĺbku, do
ktorej môže pristupovať.
5.3.1 Definícia
Zásobníkový automat je sedmica:
nM = (Q,Σ,Γ, R, s, S, F )
kde,
n ∈ I je maximálna hĺbka, v ktorej môže dojsť k expanzii
Q je konečná množina stavov
Σ je konečná množina vstupných symbolov (zásobníková abeceda)
Γ je konečná množina zásobníkových symbolov (zásobníková abeceda) Σ ⊂
Γ,# ⊆ Γ,−Σ, # je špeciálny označujúci dno zásobníka
s ∈ Q je počiatočný stav
S ∈ Γ je počiatočný zásobníkový symbol
F ⊆ Q je konečná množina koncových stavov
R je relácia Q× (Σ∪{ε})×Γ∗ nazývaná aj množina pravidiel. Miesto zápisu
(Apa,wq) ∈ R sa používa zápis (Apa→ wq) ∈ R,A ∈ (Γ− Σ), w ∈ Γ∗, p, q,∈
Q, a ∈ (Σ ∪ {ε})
5.3.2 Sila
Hlboký zásobníkový automat dokáže generovať aj niektoré kontextové jazyky, ktoré sú
v Chomského klasifikácii jazykov pod typom 1.
5.3.3 Determinizmus
Determinizmus je vlastnosť automatu, kedy automat zareaguje v danom stave s danými
vstupnými podmienkami (symbol na vstupnej páske, stav zásobníka) vždy rovnakým a do-
predu predvídatelnám spôsobom.
Uvedené automaty odpovedajú nedetereministickým automatom. Vzhľadom na použitie
operácie expanzie aj vo väčšej hĺbke ako 1 v hlbokých zásobníkových automatoch, však
môžme determinizmus u týchto matematickýh modelov chápať dvomi spôsobmi.
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Determinizmus s ohľadom na hĺbku
Determinizmus s ohľadom na hĺbku hovorí:
∀q ∈ Q : card({m | mqA→ pv ∈ R, p ∈ Q,A ∈ Γ, v ∈ Γ∗}) ≤ 1
slovami tento matematický zápis hovorí o tom, že v každom stave môže hlboký zásobníkový
automat vykonať najviac jedno pravidlo pre každú hĺbku.
Zároveň deterministický hlboký zásobníkový automat s ohľadom na hĺbku nM je možné
previesť na ekvivalentnú stavovú gramatiku G tak, že L(nM) = L(G,n).
Striktný determinizmus
Striktný determinizmus hovorí:
∀(mqa → pv) ∈ R : card({mqA →| mqa → ow ∈ R, o ∈ Q,w ∈ Γ+} −
{mqA → pv}) = 0
tento formálny zápis hovorí o tom, že v každom stave hĺbokého zásobníkového automatu
môže byť prevedené najviac jedno pravidlo. Toto obmedzenie platí pre všetky prípustné
hĺbky.
Nieje dokázané, či striktná varianta determinizmu hlbokého zásobníkového automatu má




Prekladač je programátorský nástroj, ktorý je používaný pre vývoj softwaru. Slúži pre pre-
klad vyššieho programovacieho jazyku do strojového kódu, resp. strojového jazyka. Z obec-
ného hľadiska je prekladač program, ktorý prevádza preklad zo vstupného jazyka do jazyka
výstupného.
Z matematického hľadiska je prekladač funkcia, ktorá mapuje jeden alebo viac úsekov
vstupného zdrojového kódu na kód vo výstupnom jazyku podľa parametrov prekladu.
Prekladač je program, ktorý na svojom vstupe príjma zdrojový kód a na výstupe pro-
dukuje cieľový program.
Obdobou prekladača je kompilátor, ktorý má za úlohu prevod vyššieho programovacieho
jazyka na jazyk nižšej úrovne.
V terminológii prekladačov sa často vyskytuje aj pojem Interpret. Tento výraz označuje
program, ktorý priamo vykonáva inštrukcie programu v zdrojovom jazyku.
Najznámejší prekladač je asi Asembler, ktorého úlohou je preklad strojového jazyka na
ekvivalentný strojový kód.




• Generovanie vnútorného kódu
• Optimalizácia vnútorného kódu
• Generovanie cieľového kódu
Názvy jednotlivých častí následne určujú názvy častí prekladača.
Lexikálny analyzátor je prvou časťou prekladača, ktorého úlohou je lexikálne spracova-
nie vstupného zdrojového programu a jeho následné rozdelenie na postupnosť lexikálnych
symbolov. Každému z týchto lexikálnych symbolov je priradený typ tak, aby ich syntaktický
analzyzátor mohol spracovať.
Takto vytvorená postupnosť lexikálnych symbolov je predaná druhej časti prekladača,
ktorá za pomoci syntaktických pravidiel zostrojí derivačný strom ak je zdrojový program
syntaktický správne.
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Derivačný strom sa následne predá Sémantickému analyzátoru na následnu kontrolu
sémantiky. V tejto časti sa kontroluje napr. deklarácia použitých premenných alebo typová
kontrola operácií, ktorých sémantická analýza môže nastať ešte pred generáciou medzikódu.
Po tom, ako sémantický analyzátor predá riadenie generátoru medzikódu, ten na základe
syntaktickej štruktúry vytvorí kód, obvykle zapísaný v trojadresnom kóde.
Takto vytvorený vnútorný kód prekladač je ďalej zefektívnený pomocou optimalizátora,
v ktorom sa napr. odstránia mŕtve vetvy kódu, a spracujú prebytočné inštrukcie na mini-
malistickú podobu.
Optimalizovaný trojadresný kód je následne spracovaný generátorom výsledného kódu,
ktorý vytvorí výstup prekladača.
V praxi však prvé 3 fázy prekladu sa prelínajú, nakoľko je pre preklad efektívnejšie,
keď je riadený syntaktickým analyzátorom, ktorý si vrámci potreby vie zavolať potrebnú
metódu alebo funkciu lexikálneho analyzátoru, ktorá mu predá ďalší lexikálny symbol. A už
pri syntaktickej analýze je možné prevádzať základnú sémantickú analýzu a generovanie
medzikódu. Komplexnejšie sú jednotlivé časti popísané v nasledujúcich kapitolách prípadne
v [5].
6.1 Formálny preklad
Nech ΣI ,ΣO sú abecedy a LI ⊆ Σ+I , LO ⊆ Σ+O. Prekladom z jazyka LI do jazyka LO
nazývame reláciu
P ⊆ LI × LO
ΣI je vstupná abeceda
ΣO je výstupná abeceda
Ak (x, z) ∈ P tak slovo z nazveme prekladom vety x z jazyka LI do jazyka LO alebo
výstup pre vetu x z prekladu P.
Keďže preklad je relácia a nie zobrazenie v obecnom prípade môže existovať pre jednu
vstupnú vetu niekoľko výstupov. Preklad je teda tvorený nekonečnou množinou dvojíc
a my potrebujeme prostriedky, ktoré nám umožnia tieto dvojice špecifikovať. Najznámejším
z týchto prostriedkov je syntaxou riadená prekladová schéma.
6.1.1 Syntaxou riadená prekladová schéma
Syntaxou riadená prekladová schéma formálne zapísaná je pätica:
M = (N,ΣI ,ΣO, R, S)
kde,
N je abeceda neterminálov
ΣI je vstupná abeceda
ΣO je výstupná abeceda
R je konečná množina pravidiel tvaru A → x, y, kde A ∈ N, x ∈ (N ∪
ΣI)
∗, y ∈ (N ∪ ΣO)∗ a neterminály y sú permutáciou z x
S ∈ N je počiatočný symbol
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6.2 Lexikálna analýza
Lexikálna analýza je prvou časťou prekladu. Jej hlavnou rolou v prekladači je rozpoznanie
jedlnostlivých lexikalných symbolov v zdrojovom programe.
Okrem rozpoznania lexikálnych symbolov vo vstupnom súbore, lexikálna analýza musí
uložiť potrebné informácie do príslušných štruktúr tak, aby ďalšia časť prekladača, syntak-
tický analyzátor, s nimi mohol pracovať. Je zvykom v lexikalnej analýze zároveň vynechať
komentáre v zdrojovom kóde a nevytvárať z nich príslušné štruktúry, nakoľko sú pre syn-
taktickú analýzu nepodstatné.
Lexikálna analýza môže byť samostatnou častou prekladača, avšak častejšie je lexikálnu
analýza vložená ako podprogram do syntaktickej analýzy, ktorá si môže riadiť čítanie vstup-
ného zdrojového programu. Týmto spôsobom nieje potrebné načítať celý zdrojový program
do medzipamäte a v prípade chyby nieje potrebné ukladať nepotrebné časti zdrojového
kódu.
6.2.1 Formálne modely
Regulárna syntaxou riadená prekladová schéma
Špeciálnym prípadom syntaxou riadenej prekladovej schémý je jej regulárna verzia. Ktorá
vznikne zo syntaxou riadenej prekladovej schémy T = (N,ΣI ,ΣO, R, C), tak že každé pra-
vidlo sa bude nachádza v jednom z týchto tvarov:
1. A→ aB,XB,
2. A→ a, x,
kde a ∈ ΣI ∪ {ε}, x ∈ Σ∗O.
Takto definovaná schéma T nazývame regulárna prekladová schéma a preklad P (T )
nazývame regulárny preklad.
Konečný prevodník
Konečný prevodník je modifikácia konečného automatu o možnosť výstupu reťazca nad
abecedou.
Konečný prevodník M je šestica:
(Q,ΣI ,ΣO, g, q0, F )
kde
Q je konečná množina stavov
ΣI je konečná množina vstupných symbolov (vstupná abeceda)
ΣO je konečná množina výstupných symbolov (výstupná abeceda)
g je zobrazenie Q× (Σ ∪ {ε}) do množiny konečných podmnožin Q× Σ∗O
q0 ∈ Q je počiatočný stav
F je konečná množina koncových stavov
Vzťah formálnych modelov
Medzi syntaxou riadenou prekladovou schémou a konečným prevodníkom existuje súvislosť,
ktorej vzťah vystihuje nasledujúca veta.
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Nasledujúci dôkaz je prevzatý z kapitoly 3.2.7 študijnej opory predmetu IFJ na VUT
FIT [7].
Veta: Nech T je regulárna syntaxou riadená schéma. Potom existuje konečný
prevodník M taký, že P (M) = P (T )
Dôkaz: Majme regulárnu prekladovú schému
T = (N,ΣI ,ΣO, R, C).
Zostrojme konečný prevodník
(Q,ΣI ,ΣOq, S, F )
takto:
1. Q = N ∪ {X}, X /∈ N ;
2. g je definované
• ak A→ a, y ∈ R, tak (X, y) ∈ g(A, a),
• ak A→ aB, yB ∈ R, tak (B, y) ∈ g(A, a),
pre každé a ∈ ΣI ∪ {ε}, g ∈ Σ∗O, A,B ∈ N,
3. F = {S,X}, ak S → ε, y ∈ R.
Matematickou indukciou podľa dĺžky prekladovej derivácie v T a počtu pre-
chodov v M sa dá ľahko dokázať rovnosť
P (T ) = P (M)
6.3 Syntaktická analýza
Druhou časťou prekladu je syntaktická analýza, ktorá sa snaží určiť syntaktickú štrukt-
úru zdrojového kódu. To znamená vytvorenie derivačného stromu z lexikálnych symbolov
poskytnutých lexikálnym analyzátorom.
Pretože derivačný strom a ľavá (pravá) derivácia korenšpondujú, je z praktického hla-
diska výhodnejšie hladať pre dané slovo ľavú (pravú) deriváciu a to sa dá docieliť syntak-
tickou analýzou zhora nadol (resp. zdola nahor).
Samostatná syntaktická analýza je definovaná následovne:
Majme gramatiku G = (N,T, P, S), ktorá má m pravidiel očíslovaných 1, . . ., m a reťazec
w ∈ L(G).
Syntaktická analýza je postup vedúci k nájdeniu postupnosti čísiel pravidiel gramatiky
G, použitých pri ľubovolnej derivácii vety w.
Syntaktická analýza zhora nadol je proces vedúci k nájdeniu postupnosti pravidiel pou-
žitých pri ľavej derivácii w.
Syntaktická analýza zdola nahor je proces vedúci k nájdeniu postupnosti pravidiel pou-
žitých pri pravej derivácii w.
6.3.1 Formálne modely
Tak, ako lexikálna analýza aj syntaktická analýza má dva základné modely prekladu.
Jednoduchá syntaxou riadená prekladová schéma
Jednoduchá syntaxou riadená prekladová schéma je prvým formálnym prostriedkom, ktorý
umožnuje preklad vety zadaného stavového jazyka na jemu odpovedajúce ľavé (pravé) roz-
bory.
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Syntaxou riadená prekladová schéma je šestica:
T = (V,W,ΣI ,ΣO, R, S)
kde
V je úplná abeeda, N = V − ΣI − ΣO
W je konečná množina stavov
ΣI je konečná množina vstupných symbolov (vstupná abeceda)
ΣO je konečná množina výstupných symbolov (výstupná abeceda)
S ∈ N je počiatočný neterminál a
R je konečná množina pravidiel tvaru pA → qx, y, p, q ∈ W,A ∈ N, x ∈
(N ∪ΣI)∗, y ∈ (N ∪ΣO)∗. Pričom neterminály z ysú permutáciou neterminálov
z x.
Preklad P (T ) definovaný jednoduchou syntaxou riadenou prekladovou schémou nazý-
vame jednoduchý syntaxou riadený preklad.
Prekladová gramatika
Každý syntaxou riadený preklad sa ale dá definovať aj jednoduchším prostriedkom ako je
syntaxou riadené prekladové schéma. Na toto slúži prekladová gramatika, ktorá je defino-
vaná nasledovne:
Prekladová gramatika je stavová gramatika
G = (V,W,ΣI ∪ ΣO, P, S)
v ktorej je množina terminálov rozdelená na dve disjunktné podmnožiny, množiny vstup-
ných symbolov ΣI , nazývaných vstupná abeceda, a množinu výstupných symbolov ΣO,
nazývaných výstupná abeceda.
Následne si pre prekladovú gramatiku definujeme tzv. vstupný a výstupný homomorfi-
zmus.
Vstupný homomorfizmus hI : N ∪ ΣI ∪ ΣO → N ∪ ΣI ∪ {ε} je zobrazenie:
1. ak X ∈ N ∪ ΣI , tak hI(X) = X
2. ak X ∈ ΣO, tak hI(X) = ε
Výstupný homomorfizmus hO : N ∪ ΣI ∪ ΣO → N ∪ ΣI ∪ {ε} je zobrazenie:
1. ak X ∈ N ∪ ΣO, tak hO(X) = X
2. ak X ∈ ΣI , tak hO(X) = ε
Ďalej rozšírime homomorfizmý hI a hO na definičný obor (N∪ΣI∪ΣO)∗ hI(ε) = hO(ε) = ε
hI(Xx) = hI(X)hI(x)
hO(Xx) = hI(X)hO(x)
pre X ∈ N ∪ ΣI ∪ ΣO,x ∈ (N ∪ ΣI ∪ ΣO)∗.
Pomocou homomorfizmov hI a hO teraz môžme špecifikovať preklad P (G) definovaný
prekladovou gramatikou G
G = V,W,ΣI ∪ ΣO, P, S)
je definovaný ako
P (G) = {(hI(w), hO(w)) : w ∈ L(G)},
kde L(G) je jazyk generovaný gramatikou G.
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Nech w ∈ L(G), vstupný reťazec x ∈ hI(w) a výsupný reťazec u ∈ hO(w). Reťazec w je
charatkeristická veta dvojice (x, y).
V obecnom preklade je povolené, aby jeden vstupný reťazec mal pridelených viac vý-
stupných reťazcov. Preto preklad nazveme jednoznačný práve vtedy, keď pre preklad P ∈
Σ∗I × Σ∗O platí, že ľubovolnej vstupnej vete x odpovedá práve jedna výstupná veta y.
Prekladovú gramatiku nazývame sémanticky jednoznačnú práve vtedy, ak splňuje pod-
mienku:
ak (p,A)→ (q, x) ∈ P ∧ (q, A)→ (q, y) ∈ P ∧ x 6= y, tak hI(x) 6= hI(y)
Vstupnou gramatikou nazývame gramatiku GI = V,W,ΣI , PI , S), kde PI = {(p,A) →
(q, hI(x)); (p,A) → (q, x) ∈ P, p, q ∈ W}. Obdobne výstupná gramatika bude definovaná
GO = V,W,ΣO, PO, S), kde PO = {(p,A)→ (q, hIO(x)); (p,A)→ (q, x) ∈ P, p, q ∈W}.
Prekladové gramatiky G1 a G2 nazývame ekvivalentné, ak P (G1) = P (G2)
Hlboký zásobníkový prevodník
Rovnakým spôsobom ako zkonečného automatu vznikne konečný prevodník vznikne z hlbo-
kého zásobníkového automatu hlboký zásobníkový prevodník. Rozšírenie spočíva v možnosti
výstupu reťazca nad výstupnou abecedou.
Hlboký zásobníkový prevodník je osmica:
M = (Q,ΣI ,Γ,ΣO, R, s, S, F )
kde
n ∈ I je maximálna hĺbka, v ktorej môže dojsť k expanzii Q je konečná
množina stavov
ΣI je konečná množina vstupných symbolov (zásobníková abeceda)
ΣO je konečná množina výstupných symbolov (zásobníková abeceda)
Γ je konečná množina zásobníkových symbolov (zásobníková abeceda) Σ ⊂
Γ,# ⊆ Γ,−Σ, # je specialny označujúci dno zásobníka
s ∈ Q je počiatočný stav
S ∈ Γ je počiatočný zásobníkový symbol
F ⊆ Q je konečná množina koncových stavov
R je relácia Q× (Σ∪{ε})×Γ∗ nazývaná aj množina pravidiel. Miesto zápisu
(Apa,wq) ∈ R sa používa zápis (Apa → wq) ∈ R,A ∈ Γ − Σ, w ∈ Γ∗, p, q,∈
Q, a ∈ (Σ ∪ {ε})
Vzťah formálnych modelov
Veta: Nech existuje jednoduchá syntaxou riadená prekladová schéma
T = (V,W,ΣI ,ΣO, R, S)
potom existuje hlboký zásoníkový prevodník
M = (Q,ΣI ,Γ,ΣO, R, s, S, F )
a prekladová gramatika
G = (V,W,ΣI ∪ ΣO,P, S)
taká, že.
P (G) = P (T ) = P (M)
uvedená veta je dokázaná v sekcii 4.2.3 a 4.2.5 diplomovej práce Ing. Solára [9]
a [8].
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6.3.2 Syntaktická analýza zhora nadol
V obecných prípadoch tvorenia syntaktickej analýzy pomocou hlbokého zásobníkového pre-
vodníku je tento prevodník nedeterministický. Pre isté špeciálne podtriedy stavových jazy-
kov sa dá tento nedeterminizmus odstrániť. Nasledujúca veta hovorí o tom ako zo stavovej
gramatiky zostrojiť jednoduchú syntaxou riadenú prekladovú schému, ktorá je použitelná
pri syntaktickej analýze.
Veta: Majme stavovú gramatiku G. Potom existuje jednoduchá syntaxou
riadená prekladová schéma T také, že
P (T ) = {(x, v);x ∈ L(G),v je lavý rozbor x }
Dôkaz: Majme stavovú gramatiku G = (V,W, T
′
, P, S) s m-pravidlami
(m ≥ 1) očíslovanými 1...m.
Potom definujeme jednoduchú sytaxou riadenú prekladovú schéma
T = (V,W,ΣI ,ΣO, R, S),
ΣI = T
′,
ΣO = {1, ...,m}
a pravidlá množiny R definujeme:
ak (p,A) → (q, x) ∈ P je pravidlo s číslo m i, i ∈ {1, ...,m}, A ∈ N, p, q ∈
W,x ∈ (N ∪ T )∗, potom (p,A) → (q, x, i@x′) ∈ R, kde x′ je slovo x, z ktorého
boli eliminované všetky terminálne symboly a @ ∈ ⋃n−1i=0 (N − {A})i.
Dôkaz P (T ) = {(x, v);x ∈ L(G), v je ľavý rozbor x} môžme previesť na
základe indukcie, viz. [10].
Veta: Nech G je stavová gramatika a n je ľubovolné kladné celé číslo. Potom
existuje hlboký zásobníkový prevodník M taký, že platí:
Pe(nM) = {(x, v);x ∈ L(G,n), v je lavý rozbor x}.
Dôkaz: Majme stavovú gramatiku G(V,W, T, P, S) s pravidlami, kde (m ≥
1) očíslovanými 1...m a n je ľubovolné kladné celé čislo n ≥ 1. Bez ujmy na
obecnosti môžme predpokladať, že T ∩ {1, ....,m} = ∅. Definujme homomorfi-
zmus h nad ({#} ∪ V )∗ ako h(A) = A pre každé A ∈ {#} ∪N a h(a) = ε pre
každé a ∈ V −N .
Potom môžme definovať hlboký zásobníkový prevodník
nM = (Q,ΣI ,Γ,ΣO, δ, q0, S, F )
ΣI = T ,
ΣO = {1, ...,m},
n = V − T ,
Γ = {#} ∪ V ,
Q = {s0,$} ∪ {〈p, u〉 | p ∈W,u ∈ prefix(N∗{#}n, n), | u |≤ n},
F = {$},
q0 = s0.
Množinu δ zostrojíme nasledovne:
1. pre každé pravidlo (p, S)→ (q, x) ∈ P, p, q ∈W,x ∈ Σ+I pridáme δ(1, s0, ε, S) =
(〈p, S〉, S, ε)
2. ak (p,A) → (q, x) ∈ P je pravidlo s číslom i, i ∈ {1, ...,m} a 〈p, uAv〉 ∈
Q, p, q ∈ W,A ∈ N, u ∈ N∗ ∪ {#}∗, | uAv |≤ n, p /∈ statesG(u) tak
(〈q, prefix(uh(x)v, n)〉, x, i) ∈ δ(| uA |, 〈p, uAv〉, ε, A)
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3. ak A ∈ N, p ∈ W,u ∈ N∗, v ∈ {#}∗, | uv |≤ n − 1, p /∈ statesG}(u),
tak (〈p, uAv〉, A, ε) ∈ δ(| uA |, 〈p, uv〉, ε, A) a (〈, p, uv#〉, ε) ∈ δ(| uA |
, 〈p, uv〉, ε,#)
4. δ(1, 〈q,#n〉,#, ε) = {($,#, ε)}pre všetky q ∈W
6.3.3 Syntaktická analýza zdola nahor
Rovnako ako sa pri syntaktickej analýze zhora nadol hľadal ľavý rozbor jazyka genero-
vaného stavovou gramatikou, budeme v tejto časti hľadať prostriedky na preklad jazyka
generoveného stavovou gramatikou na jeho pravé rozbory. Prvým z týchto prostriedkov
bude jednoduchá syntaxou riadená prekladová schéma, po ktorej si dokážeme aj možnosť
syntaktickej analýzy zdola nahor pomocou hlbokého zásobníkového prevodníku.
Veta: Majme stavovú gramatiku G. Potom existuje jednoduchá syntaxou
riadená prekladová schéma T taká, že
P (T ) = {(x, v);x ∈ L(G),v je pravý rozbor x }
Dôkaz: Majme stavovú gramatiku G = (V,W, T
′
, P, S) s m-pravidlami
(m ≥ 1) očíslovanými 1...m.
Potom definujeme jednoduchú sytaxou riadenú prekladovú schémú
T = (V,W,ΣI ,ΣO, R, S),
ΣI = T
′,
ΣO = {1, ...,m}
a pravidlá množiny R definujeme:
ak (p,A) → (q, x) ∈ P je pravidlo s číslo m i, i ∈ {1, ...,m}, A ∈ N, p, q ∈
W,x ∈ (N ∪ T )∗, potom (p,A) → (q, x, x′@i) ∈ R, kde x′ je slovo x, z ktorého
boli eliminované všetky terminálne symboly a @ ∈ ⋃n−1i=0 (N − {A})i.
Dôkaz P (T ) = {(x, v);x ∈ L(G), v je pravý rozbor x} môžme previesť na
základe inducie, viz [10].
Veta: Nech G je stavová gramatika a n je ľubovolné kladné celé číslo. Potom
existuje hlboký zásobníkový prevodník M taký, že platí:
Pe(nM) = {(x, v);x ∈ L(G,n), v je pravý rozbor x}.
Dôkaz: Majme stavovú gramatiku G(V,W, T, P, S) s pravidlami, kde (m ≥
1) očíslovanými 1...m a n je ľubovolné kladné celé čislo n ≥ 1. Bez ujmy na
obecnosti môžme predpokladať, že T ∩ {1, ....,m} = ∅. Definujme homomorfi-
zmus h nad ({#} ∪ V )∗ ako h(A) = A pre každé A ∈ {#} ∪N a h(a) = ε pre
každé a ∈ V −N .
Potom môžme definovať hlboký zásobníkový prevodník
nM = (Q,ΣI ,Γ,ΣO, δ, q0, S, F )
ΣI = T ,
ΣO = {1, ...,m},
n = V − T ,
Γ = {#} ∪ V ,
Q = {s0,$} ∪ {〈p, u〉 | p ∈W,u ∈ prefix(N∗{#}n, n), | u |≤ n},
F = {$},
q0 = s0.
Množinu δ zostrojíme nasledovne:
1. pre každé pravidlo (p, S)→ (q, x) ∈ P, p, q ∈W,x ∈ Σ+I pridáme δ(1, y, ε, S) =
(〈p, S〉, S, ε)
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2. ak (p,A) → (q, x) ∈ P je pravidlo s číslom i, i ∈ {1, ...,m} a 〈p, uAv〉 ∈
Q, p, q ∈ W,A ∈ N, u ∈ N∗ ∪ {#}∗, | uAv |≤ n, p /∈ statesG(u) tak
(〈q, prefix(uh(x)v, n)〉, x, i) ∈ δ(| uA |, 〈p, uAv〉, ε, A)
3. ak A ∈ N, p ∈ W,u ∈ N∗, v ∈ {#}∗, | uv |≤ n − 1, p /∈ statesG}(u),
tak (〈p, uAv〉, A, ε) ∈ δ(| uA |, 〈p, uv〉, ε, A) a (〈, p, uv#〉, ε) ∈ δ(| uA |
, 〈p, uv〉, ε,#)
4. δ(1, 〈q,#n〉,#, ε) = {($,#, ε)}pre všetky q ∈W
6.4 Generovanie kódu
Generovnie kódu vo väčšine kompilátorov spočíva z troch častí:
• Generovanie vnútorného kódu
• Optimalizácia vnútorného kódu
• Generovanie cieľového programu
V niektorých kompilátoroch však tieto tri časti splývajú do jednej, ktorá preskočí prvé
dve časti a prejde rovno na generáciu cieľového programu. Vstupom tejto etapy prekladača
je derivačný strom určujíci syntaktickú štruktúru zdrojového programu.
V praxi sa v prekladačoch však rovnako ako u lexikálnej analýzy generátor kódu vysky-
tuje ako podprogram syntaktického analyzátora, a teda v skutočnosti je reťazec lexikálnych
znakov od lexikálneho analyzátora priamo preložený na postupnosť príkazov.
6.4.1 Generovanie vnútorného kódu
Táto časť generátora kódu spočíva vo vytvorení reťazca reprezentujúceho vnútornú formu
programu.
Na uloženie medzikódu sa obvykle využíva trojadresný kód, ktorý sa skladá z postup-
nosti inštrukcií s najviac tromi operandami. Tento kód reprezentovaný tromi operandami
a typom inštrukcie má hlavné výhody hlavne v ľahkých oprimalizáciách takto zapísaného
programu. Zároveň takýto zápis nepoužíva pomocné premenné, čím sa znižuje nárok na
pamäť.
Forma zápisu, na ktorý je väčšina ľudí zvyknutá z aritmetiky, sa nazýva infixový zá-
pis. Ďalšou formou zápisu vnútorného kódu je poľský zápis, nazývaný aj poľská notácia,
ktorú zaviedol poľský logik Lukasiewicz. Existujú dva základné typy tohoto zápisu, ktoré
si popíšeme nasledujúcim príkladom aritmetického výrazu zapísaného v infixovom zápis







Optimalizáciou programu rozumieme proces, v ktorom získame nový, efektívnejší program,
ktorý ale je funkčne ekvivalentný s pôvodným. Toto je docielené preusporiadaním, eliminá-
ciou alebo zmenou niektorých inštrukcií.
I keď optimalizáciou sa výsledný kód vo väčšine prípadoch zefektívni prácou optima-
lizátora sa predlžuje doba prekladu. Preto v súčasnosti je vo väčšine prekladačoch možné
optimalizácie vypnúť prípadne nastaviť stupeň optimalizácií. V niektorých špecifických prí-
padoch optimalizátor môže naopak zhoršiť vlastnosti pôvodného kódu, kedy by preklad bez
optimalizácií bol efektívnejší.
6.4.3 Generovanie cieľového programu
Táto, posledná etapa prekladu zdrojového kódu, prekladá zoptimalizovaný vnútorný kód
na cieľový program. Väčšinou je cieľový program zapísaný formou strojových inštrukcií,
poprípade postupnosťou príkazou jazyka symbolických adries.
Medzi základné kroky prevedené v tejto časti patrí:
• Pridelenie miesta v pamäti premenným,
• Pridelenie registru premenným,
• Prevedenie inštrukcií medzikódu na odpovedajúce strojové inštrukcie.





Praktickou časťou k tejto bakalárskej práci je syntaktický analyzátor jednoduchého progra-
movacieho jazyka, ktorý vyzdvihuje rozdiel v syntaktickej analýze za pomoci bezkontexto-
vých gramatík a za pomoci stavových gramatík. Aplikácia bola navrhnutá po konzultáciách
s vedúcim práce bez grafického užívatelského prostredia, nakoľko je to pre túto bakalársku
prácu nepotrebné.
7.1 Návrh programovacieho jazyka
Základom pre navrhovaný programovací jazyk sa stali jazyky Assembler a Pascal, ktorých
podmnožina je aj použitá v interpretovanom jazyku. Vzhľadom na potrebu preukázania
silu stavových gramatík sú do jazyka pridané aj ďalšie príkazy, ktoré sa v normách týchto
jazykov nenachádzajú. Z jazyka Assembler boli prevzaté naveštia a skoky, k čomu boli
pridané základné operácie z jazyku pascal, ako sú sčitanie, odčítanie apod.
7.1.1 Obecné vlastnosti a dátové typy
Navrhovaný jazyk je case-sensitive (tzn. záleží na veľkosti písmen) a má statickú typovú
kontrolu, takže typy premenných sú určené už pri ich deklarácii. Deklarácia prebieha v špe-
ciálnej časti programu, ktorá je označená slovom ”declaration”
• Identifikátor je definovaný ako neprázdna postupnosť písmen, znakov podčiarkovníku
(” ”) a číslic, pričom prvým znakom identifikátora je písmeno alebo podčiarkovník.
Môže byť vyjadrený regulárnym výrazom [a-z ][a-z0-9 ]*. Navrhovaný jazyk ešte ob-







– Literál môže byť troch typov:
∗ Celočíselný literál definujeme ako postupnosť číslic, [0-9]+
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∗ Desatinný literál definujeme ako dva celočíselné literály oddelené bodkou,
[0-9]+.[0-9]+
∗ Reťazcový literál je postupnosť písmen ohraničených uvodzovkami (”, ASCII
hodnota 34) z oboch strán. V prípade potreby je možné použiť aj dvojice
znakov (tzv. escape sekvencie):
· \n koniec riadku
· \t tabulátor
· \” znak ”
· \\ znak \
• Komentár je dvoch typov:
– komentár do konca riadka začína znakmi // a končí koncom riadku
– blokový komentár začína znakmi /* a končí */
7.1.2 Príkazy
Program sa skladá z postupnosti príkazov oddelených bodkočiarkov (;) a komentárov.
Príkazy:
• Príkaz priradenia
identifikátor = výraz ;
Príkaz priradí hodnotu pravého operandu (výraz) do ľavého operandu (identifikátor).
• Príkaz viacnásobného priradenia
identifikátor, identifikátor, identifikátor = výraz, výraz, výraz;
Príkaz viacnásobného priradenia postupne priraďuje hodnoty pravých operandov do
hodnôt ľavých operandov. Príkaz bol pridaný na demonštráciu sily stavových gramatík
a hlbokých zásobníkových automatov.
• Podmienený príkaz skoku
if výraz jump náveštie ;
Príkaz skočí na náveštie uvedené v inej časti programu, ak je splnená podmienka
zadaná výrazom.
7.1.3 Deklarácia
• Definícia náveštia identifikátor :
Príkaz definuje náveštie v programe, na ktoré je možné sa odkázať v podmienenom
príkaze skoku.
• Deklarácia premenných
declaration type premennej identifikátor ; end
Premenné sú definované po špecialnom klúčovom slove ”declaration” koniec deklarácie
je označený klúčovým slovom ”end”. Medzi týmito dvomi kľúčovými slovami sa môže
nachádzať neobmedzený počet deklarácií premenných.
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7.1.4 Výrazy
V jazyku sú navrhnuté základné aritmetické a relačné operátory prevzaté z jazyka Pascal.
• Aritmetické operátory
Do navrhnovaného jazyka boli pridané operátory +, -, *, / na prácu s reťazcami
a číslami.
• Relačné operátory
Relačné operátory >,<,>=, <=,==, ! = sú využité v príkaze podmieneního skoku.
7.1.5 Vstavané funkcie
• Čítanie štandardného vstupu
read identifikátor ;
Do premennej zadanej identifikátorom sa vloží reťazec zo štandardného vstupu(stdin).
• Výpis na štandardný výstup
print identifikátor ;
Hodnota premennej zadanej identifikátorom sa vypíše na štandardný výstup (stdout).













if i > 0 jump kladne ;
if i < 0 jump zaporne ;
kladne:
a = a + b;
if 0 == 0 jump konec;
zaporne:
a= c * a;
konec:
print a;




Syntaktický analyzátor bol implementovaný v jazyku Python verzie 3. Ku syntaktickému
analyzátoru bol vytvorený aj lexikálny analyzátor na lexikálnu analýzu nachádzajúci sa
v súbore scannar.py. Ostatné súbory sú častami syntaktického analyzátora. Syntaktická
analýza prebieha zdola nahor teda je robená pomocou LR tabuľky a pravidiel jazyka v sú-
bore lang.py. Jazyk je možné rozšíriť a zmeniť editáciou tohoto súboru. V ňom sa nachá-
dzajú pravidlá pre bezkontextovú gramatiku a stavovú gramatiku tak, ako aj požadované
LR tabulky. Po zmene požadovaných štruktúr na správu úroveň je možné parsovať aj iné
jazyky.
8.1 Program
Aplikácia bola po konzultácii s vedúcim práce zvolená ako konzolová. Program je zame-
raný na porovnanie syntaktickej analýzy pomocou bezkontextových gramatík a stavových
gramatík. Užívateľ si môže pomocou prepínačov v konzole zvoliť výpis použitých pravidiel
pri LR parsingu, stavy zásobníkov, operácie, ktoré boli prevedené pri LR analýze a stavy
v ktorom sa konkrétna stavová gramatika nachádza.
Zároveň je potrebné, aby si užívateľ pomocou prepínačov --cfg a --sg zvolil, či bude ja-
zyk prekladaný pomocou bezkontextovej gramatiky (CFG) alebo stavovej gramatiky (SG).
V prípade stavovej gramatiky je možné použiť príkaz viacnásobného priradenia.
8.1.1 Popis činnosti
Program pracuje na dvoch rovinách podľa parametrov zvolených na príkazovom riadku od
užívateľa.
Ak je zvolený preklad pomocou bezkontextových gramatík, syntaktická analýza prebieha
štandardným spôsobom zdola nahor pomocou LR tabuliek. Ku koncu je potrebné zistiť, či
bolo v programe definované náveštie ”main”, ktoré slúži ako počiatočné náveštie programu
a to sa docieli prehladaním pola identifikátorov.
V prípade zvolenia prekladu pomocou stavových gramatík sa program okrem vyhodno-
covania jednotlivých operácií v LR tabulke pred výberom hodnoty z tabulky skontroluje
stav, v ktorom sa momentálne stavová gramatika nachádza a pomocou neho zvolí príslušnú
tabuľku. Toto je využité na kontrolu jednotného výskytu náveštia ”main”. Všetky pra-
vidlá sa nachádzajú v oboch základných stavoch stavovej gramatiky. Rozdiel medzi tými
stavmi je ukončenie programu (operácia ”accpet”), ktorý sa nachádza iba v jednom z nich.
Z počiatočného stavu ”p”, ktorý neobsahuje prijatie reťazca na vstupe sa do stavu ”q”,
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ktorý ho obsahuje, dá prejsť len pomocou prijatia náveštia ”main”na vstupe. Týmto sa ze-
fektívni prehľadanie pola identifikátorov použitého pri preklade za pomoci bezkontextovej
gramatiky.
Ďalšie využitie stavových gramatík je v príkaze viacnásobného priradenia. Redukciou
terminálov a neterminálov v hĺbke 1 a 2 hlbokého zásobníkového automatu je príjatý príkaz
viacnásobného priradenie, čo zásobníkový automat bezkontextovej gramatiky nedokáže.
8.1.2 Prijatie operácie viacnásobného priradenia hlbokým zásobníkovým
automatom
Pri preklade pomocou stavových gramatík je v programe implementovaná syntaktická ana-
lýza aj pre príkaz viacnásobného priradenia tvaru:
a, b, c, d = 1, ”abcd”, 2.5, b;
V prípade použitia nasledujúceho príkazu sa do premennej a uloží celé číslo 1, do pre-
mennej b reťazec ”abcd”, do premennej c desatinné číslo 2,5 a do premmennej d hodnota
premennej b. Rovnakým zápisom je možné naraz priradiť ľubovolnému počtu premmenných
ich príslušné hodnoty.
Pri syntaktickej analýze nasledujúceho príkazu je potrebné vytvoriť istým spôsobom
počítadlo premenných a spárovať premennú s jej prislúchajúcou hodnotou. Toto je v pro-
grame implementované pomocou syntaktickej analýzy za pomoci hlbokého zásobníkového
automatu.
V prípade, že sa na vstupnej páske vyskytne čiarka program do novo vytvorenej instan-
cie objektu reprezentujúceho hlboký zásobníkový automat, ktorého trieda je definovaná
v súbore dpda.py, uloží všetky terminály až po terminál reprezentujúci znak bodkočiarky,
ktorá má reprezentovať ukončenie príkazu. Uloženie do zásobníka je v obrátenom poradí
preto aj v nasledujúcom zápise bude vrch zásobníka na pravej strane.
V nasledujúcom zápise CMD, NID reprezentujú neterminálne symboly a ”id”, ”=”, ”;”,
”,”reprezentujú terminálne symboly. Prvý znak pravej a druhý znak ľavej strany pravidla
reprezentuje stav automatu. Prvý znak ľavej strany pravidla reprezentuje hĺbku, v ktorej
má byť vykonaná redukcia.
Program pomocou pravidiel
[1] 1s CMD → p, id NID = id NID ;
[2] 1p NID → r, id
[3] 2r NID → s, id
[4] 1s NID → t, idNID
[5] 2t NID → s, idNID
postupne aplikuje inverznú operáciu k operácii expanzie nazývanú redukcia, ktorá na-
hradí terminálne a neterminálne symboly pravej strany pravidla za jeden neterminálny
symbol na ľavej strane pravidla. Nakoľko boli terminálne symboly vložené na zásobník
v obrátenom poradí, sa neterminál v hĺbke jedna nachádza na najpravejšej časti zápisu
stavu zásobníku.
Nasledujúca ukážka operácií nad zásobníkom demonštruje syntaktickú analýzu hore
uvedeného príkazu podľa implementácii v programe.
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(p, id , id , id , id = id , id , id , id ;) ⇒ (r, id , id , id , id = id , id , id NID ;) [2]
⇒ (s, id , id , id NID = id , id , id NID ;) [3]
⇒ (t, id , id , id NID = id , id NID ;) [4]
⇒ (s, id , id NID = id , id NID ;) [5]
⇒ (t, id , id NID = id NID ;) [4]
⇒ (s, id NID = id , id NID ;) [5]
⇒ (p, CMD) [1]
Čím bol reťazec terminálnych symbolov v hlbokom zásobníkovom automate prijatý a vy-
hovuje syntaxi navrhovaného jazyka. Pri použití pravidiel [3] a [5] sú terminálne symboly
redukované v hĺbke dva v strede zásobníka, to je v implementácii dosiahnuté ďalším pa-
rametrom operácie redukcie, ktorá zvolí index prvého terminálneho symbolu, od ktorého
sa má reťazec terminálnych symbolov vhodný pre redukciu vyhľadať. V konkrétnom prí-
pade syntaktickej analýzy príkazu viacnásobného priradenia je index, v ktorom je operácia
redukcie hľadaná nastavený na polovicu počtu terminálnych symbolov v zásobníku.
V obecnej implementácii syntaktického analyzátora pomocou stavových gramaták, resp.
hlbokých zásobníkových automatov by však podobné riešenie nebolo komplexné pre syn-
taktickú analýzu ľubovolného príkazu.
Na vyriešenie podobnej situácie by ale mohol byť použitý backtracking, ktorý pomocou
ukladania stavov by sa v prípade neprijatia reťazca vedel vrátiť na konkrétnu operáciu
redukcie a zvýšiť index posunutia vyhľadania reťazca terminálnych symbolov pre operáciu
redukcie o 1.
8.1.3 Ovládanie programu
Užívateľ si pri spúštaní programu pomocou argumentov na príkazovom riadku môže zvo-
liť všetky parametre prekladu. Je potrebné zvoliť parameter –cfg/--context-free-grammar
(na preklad pomocou bezkontextovej gramatiky) alebo –sg/--state-grammar (na preklad
pomocou stavovej gramatiky).
Prepínačom -f/--file si užívateľ môže nastaviť vstupný súbor, ktorý je prednasatavený
na názov a.lang.
Zvyšné prepínače modifikujú výstup.
• prepínač -s/--stacks nastavuje výpis zásobníkov LR analýzy počas ich modifikácií
• prepínač -r/--rules nastavuje výpis použitých pravidiel počas analýzy
• prepínač -o/--operation nastavuje výpis použitých operácií pri syntaktickej analýze
• prepínač -c/--current-state nastavuje výpis stavov, v ktorých sa stavová gramatika
nachádza
8.2 Dokumentácia
Na priloženom CD je okrem samotného parseru priložený:
• prehľad pravidiel použitých pre bezkontextovú gramatiku




V tejto bakalárskej práci bol popísaný postup využitia stavových gramatík v prekladačoch.
Dlhou dobou bolo zvyklosťou používať na preklad bezkontextové gramatiky a zásobníkové
automaty. V dnešnej dobe keď už je teória gramatík a automatov rozšírená aj na stavové
gramatiky a hlboké zásobníkové automaty je možné využiť aj tieto prostriedky. Stavové gra-
matiky na rozdiel od bezkontextových gramatík obsahujú množiny stavov a vzhľadom na
to modifikované pravidlá, podľa ktorích je možné riadiť proces výberu správneho pravidla.
Týmto stavové gramatiky definujú nekonečnú hierarchiu jazykov medzi triedov kontexto-
vých a bezkontextových jazykov.
Verziou automatu vhodného pre podobný preklad je hlboký zásobníkový automat, ktorý
je uvedenú v tejto práci ako ekvivalent stavových gramatík pre syntaktický preklad. Vzhľa-
dom na možnosť nahradenia neterminálu, ktorý sa nie nutne nachádza na vrchole zásobníka,
sila týchto automatov vzrástla na ekvivalentnú výpočetnej sile stavových gramatík.
V teoretickej časti tejto bakalárskej práce sú uvedené základné definície stavových gra-
matík a jej vlastnosti rovnako ako aj ich ekvivelentný hlboký zásobníkový automat a teore-
tické modely stavových gramatík a hlbokých zásobníkových automatov, ktoré sú požitelné
na syntaktický preklad. Týmito modelmi sú hlboký zásobníkový prevodník, jednoduché
stavové prekladové schéma a stavové prekladové gramatiky.
V praktickej časti, bol implementovaný syntaktický analyzátor jednoduchého navrhnu-
tého programátorského jazyka. Vzhľadom na doterajšie práce, ktoré boli vypracované na
tému syntaktickej analýzy zhora nadol je v praktickej časti implementovaný syntaktický
analyzátor založený na opačnom procese. Využitie v stavových gramatík a ich ekvivalent-
ných modelov v syntaktickej analýze zhora nadol je ekvivalentné využitiu v opačnom pro-
cese. V implementovanom programe ide práve o operáciu viacnásobného priradenia, ktorej
syntaktická analáza je uskutočnitelná len pomocou stavových gramatík. Ďalšou formou
vyzdvihnutia sily stavových gramatík je kontrola jednotnej deklarácie základných identifi-
kátorov, ktoré sa majú v programe vyskytovať iba raz.
Ďalšie rozšírenie tejto práce vidím práve v rozšírení syntaktickej analýzy zdola nahor
a jej plné spojenie so stavovými gramatikami s rozšírenie o backtracking potrebný v ana-
lýze symbolov, ktoré niesu na vrchole zásobníku pri použití operácia redukcie v hlbokom
zásobníkovom automate/prevodníku. Ďalšou možnosťou je rozšírenie syntaktickej analýzy
zdola nahor o ε pravidlá v stavovej gramatike.
31
Literatura
[1] Chomsky, N.: Three models for the description of language. 1956, ISSN 0096-1000.
[2] Kasai, T.: An Hierarchy Between Context-Free and Context-Sensitive Languages.
Journal of computer and system sciences, vol. 4, 1970: p. 492–508.
[3] Meduna, A.: Automata and languages: Theory and applications. Springer, 2000, ISBN
978-1852330743.
[4] Meduna, A.: Deep pushdown automata. Acta Informatica, vol. 98, 2006: p. 114–124,
ISSN 0001-5903.
[5] Meduna, A.: Elements of Compiler Design. Aew York, Taylor Francis, 2008, ISBN
1-4200-6323-5.
[6] Meduna, A.; Horváth, G.: On state grammars. Acta Cybernetica, 1988: p. 237–245,
ISSN 0324-721.
[7] Meduna, A.; Lukáš, R.: Formální jazyky a překladače, IFJ. studijní opora, Brno, FIT
VUT v Brně, 2006.
[8] Solár, P.: Syntax-directed Translation Based on Deep Pushdown Automata.
Proceedings of the 15th Conference STUDENT EEICT 2009, Sv., 2009: p. 202–204,
ISBN 978-80-214-3868-2.
[9] Solár, P.: Syntaxí řízený překlad založený na hlubokých zásobníkových automatech.
diplomová práce, Brno, FIT VUT v Brně, 2009.
[10] Ullman, J.; Aho, A.: The Theory of Parsing, Translation and Compiling - Volume I:
Parsing. Englewood Cliffs, New Jersey, 1972, ISBN 0-19-914556-7.
32
Příloha A
CD s programom
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