This paper is concerned with the upper bound of the lifespan of solutions to nonlinear Schrödinger equations with general homogeneous nonlinearity of the critical order. In [8] , Masaki and the first author obtain the upper bound of the lifespan of solutions to our equation via a test function method introduced by [16, 17] . Their nonlinearity contains a non-oscillating term |u| 1+2/d which causes difficultly for constructing an even small data global solution. The non-oscillating term corresponds to the L 1 -scaling critical. In this paper, it turns out that the upper bound can be refined by employing an unified test function by Ikeda and the second author [5] .
Introduction
In this paper, we consider the lifespan of solutions to nonlinear Schrödinger equations i∂ t u + ∆u = F (u), (t, x) ∈ R 1+d (NLS) where u = u(t, x) is a complex-valued unknown function, and the nonlinearity F is homogeneous of degree 1 + 2/d, that is, F satisfies the condition F (λz) = λ 1+ 2 d F (z) (1.1) for any z ∈ C and λ > 0. It is well-known that the exponent 1+2/d is critical in view of large time behavior of solutions to (NLS). Indeed, considering F (u) = η|u| p−1 u with p > 1 and η ∈ R \ {0}, the solution asymptotically behaves like a free solution as t → ∞, when p > 1 + 2/d. On the other hand, if p = 1 + 2/d, then the solution behaves like a free solution with a logarithmic phase correction
for suitable function u + as t → ∞, where u + denotes the Fourier transform of u + with respect to x (cf. [2, 3, 12, 15] ). Furthermore, in the critical case, the behavior of the solutions depends on the shape of the nonlinearity. More precisely, under (1.1) and some summability assumption on {g n } n , Masaki and the first author [7] introduce a decomposition of the nonlinearity
with the coefficients
By using the decomposition, they prove that if g 0 = 0 and g 1 ∈ R, then (NLS) admits a solution which asymptotically behaves like (1.2) with η = g 1 (see also Masaki, the first author and Uriya [9] , and references therein). Later on, in [8] , they try to deal with the large time behavior of the solution to (NLS) under the case g 0 = 0 in which the nonlinearity contains the non-oscillating term |u| 1+2/d . However, according to the previous works such as [4, 6, 13, 14] , we do not always have even small data global solutions to (NLS) in this case. Hence it seems difficult to find certain large time behavior of the solution. For this reason, instead of specifying the large time behavior, they denies the existence of the solution which behaves like a free solution with or without a logarithmic phase correction like (1.2) with η = g 1 . They further obtain the upper bound of the lifespan of the solution with a general initial data corresponding to a finite time blowup result for small data (see Theorem 2.3). In this paper, we aim to refine the upper bound of the lifespan given by [8] . Here, let us briefly review previous analysis of blowup phenomena and the lifespan of solutions to the nonlinear Schrödinger equation with non-oscillating nonlinearity [1] give an estimate of the lifespan of solutions to (1.4) in d-dimensional Torus. Also, Oh, Okamoto and Pocovnicu [11] investigate stability of the finite time blowup solution constructed in [4] under a stochastic setting. In the L 1 -scaling critical case p = 1 + 2/d, Ikeda and the second author [5] give an upper bound of the lifespan of solutions to (1.4) which can be regarded as a refinement of [6] and [1] . They introduce an unified test function, in order to treat the lifespan estimate of blowup solutions to semilinear evolution equations in L 1 -scaling critical setting such as (1.4) . Their test function method is an improvement of that given by Mitidieri and Pokhozhaev [10] .
Main results
Before stating the main results, we recall the technique for the decomposition of the nonlinearity like (1.3) developed by [7] . We identify a homogeneous nonlinearity F and 2π-periodic function g as follows: A homogeneous nonlinearity F is written as
Let us here introduce a 2π-periodic function g(θ) = g F (θ) by g F (θ) = F (e iθ ). Conversely, for a given 2π-periodic function g, we can construct a homoge-
under at least {g n } ∈ ℓ 1 (Z). Hence, the above expansion gives us (1.3).
In this paper, we refine the upper bound of the lifespan in [8] by employing the technique in [5] . To state the main results, let us give the definition of a weak solution and the lifespan of the solution.
Definition 2.2 (Lifespan of solutions). For a given data u 0 ∈ L 1 loc (R d ), we define the maximal existence time by
There exists a weak solution u(t)
By the test function method introduced by Zhang [16, 17] , the first author and Masaki [8] give a upper bound of the lifespan under g 0 = 1. Remark that without loss of generality, we may let g 0 = 1 by change of variable.
for some k d and R 0 > 0, then there exist C = C(k, R 0 , µ) > 0 and ε 0 > 0 such that
holds for any ε ∈ (0, ε 0 ).
In the case k = d, as a main result, we give a refinement of the upper bound of the lifespan. 
for some α ∈ R and R 0 > 0, then there exist C = C(α, R 0 , µ) > 0 and ε 0 > 0 such that
Remark 2.5. When α = 0, the estimate (2.4) is a refinement of (2.2). In fact, we obtain the additional blowup rate d d+2 , compared with (2.2). Remark 2.6. In addition to the assumption of the theorem, let us suppose that F (e iθ ) is Lipschitz continuous and f ∈ L 2 (R d ). Then, as mentioned in [8] , a standard contraction argument yields a unique solution u(t) ∈ 
Proof of Theorem 2.4
We follow the test function method argument as in [5] 
We further define the cut-off functions
for any R > 0 and all (t, x) ∈ [0, ∞) × R N , where p 0 = 1 + 2 d . Let us here show the following estimate for the initial data:
3) for some α ∈ R and R 0 > 0. Then there exist constants C = C(d, R 0 , α) > 0 and
holds as long as R 1 < R.
when R is large enough. Indeed, when α = 1, ones easily has √
Then it holds that log R − log 2 1 2 log R, log log R − 2 log 2 − log R 0 1 2 log log R as long as R is sufficiently large. Thus, we have the estimate (3.2). The other cases are similar way, taking into account
as long as R is sufficiently large. In conclusion, taking R 1 > 0 satisfying R 1 > 2R 2 0 and (3.2), we have (3.1) if R > R 1 .
Let us go back to the proof of Theorem 2.4. Put T ε = T max (εf ). let u(t, x) be a weak solution on [0, T ε ) with initial condition u(0) = εf . For each ε > 0, it is deduced that T ε R 1 or T ε > R 1 , where R 1 is given by Lemma 3.1. Since the former case is trivial, we may suppose that T ε > R 1 . Taking the real part of the both side and ψ = ψ R in (2.1), from density argument and the integration by part, we deduce that weak solutions to (NLS) satisfies
for any R ∈ [R 0 , T ε ), where F n (u) = |u| p 0 −n u n . Let us here introduce
Then since |I n (R)| I 0 (R), we have
Hence, we see from the above and (3.
Taking A = C 1 +C 2 /R 0 , combining the Hölder inequality with the definition of p 0 , it is obtained that
Following the idea in [5, Lemma 3.10], we here define two functions by
Note that y ∈ C([0, T ε )) and Y ∈ C 1 ([0, T ε )) satisfying
A direct calculation shows
for any σ 0, one sees that
Therefore, plugging these estimates and (3.1) into (3.4), it holds that
Let us handle the case α = 1. Integrating the both side in (R 1/2 , R), it holds that
Putting S = log R 1/2 , we can rewrite the above inequality as
Set ε * = ε p 0 −1 and S * = c * ε −1 * (log ε −1 * ) 1−p 0 for any ε ∈ (0, 1), where c * will be chosen later. Then it follows that This provides that S S * and therefore R exp(2S * ) = exp 2c * ε −1 * (log ε −1 * ) 1−p 0 holds. Taking R → T ε , we conclude that
One also chooses ε 0 ∈ (0, 1) satisfying exp C ε log ε −1 − 2 d = R 1 . Then, (3.5) is true for all ε ∈ (0, ε 0 ). The other cases are easier. Indeed, we establish log R Cε 
