Load balancing in a distributed network environment : an ant colony inspired approach by Veerisetty, Neeharika
  
 
 
Load balancing in a Distributed Network Environment - An 
Ant Colony Inspired Approach 
 
 
Neeharika Veerisetty 
 
 
A thesis submitted in partial fulfilment of the requirements 
For the Degree of Master of Computing 
At Unitec Institute of Technology 
 
September, 2013 
Department of Computing 
 
Primary Supervisor  : Dr. Chandimal Jayawardena 
Secondary Supervisor : Dr. Paul Pang 
External Supervisor : Dr. Aaron Chen 
  
ACKNOWLEDGMENTS 
Foremost, I wish to express my sincere gratitude to my supervisors Dr. Chandimal Jayawardena 
and Dr. Paul Pang for their continuous support and guidance aided with their immense knowledge 
in completing my thesis. 
I could not have imagined the completion of my thesis without infinite support from Dr. Aaron 
Chen. He is one of the best teachers I have had in my life. I thank him from the depth of my heart 
for his motivation and perseverance in addressing my queries. I could never forget his timely 
responses via emails / phones during late hours in the weekdays as well as weekends. 
I wish to express my thanks to Hira Sathu, Dr. Guan Yue Hong and Cynthia Almeida for their 
moral support and encouragement. I am thankful to all my colleagues at DMLI laboratory for 
offering their support whenever required. 
I am grateful to Dr. Hossein Sarrafzadeh, Head of the Department of Computing for providing me 
with endless encouragement and necessary resources to attain my Masters.  
Thanks is definitely not an ample word to express my deep gratitude to my cherished husband 
Satish, for his boundless assurance in everything I do. I am indebted to him for making my dream 
of Post-graduation come true. I am blessed to have been born to such wonderful parents who are 
my abundant source of love and sparkle. I thank my in-laws for their confidence and constant 
support. Last but not the least, I am indebted to my sibling Raghu for always believing in me. I 
would like to thank my relatives and friends for always cheering me up and supporting me. 
 
 
  
ABSTRACT 
With the incidence of technology at each and every juncture of human life, there has been an 
accelerated growth in computational needs to satisfy the technological cravings. Computer 
networks have evolutionarily emerged and have evolved as life blood of today’s global 
communication challenges. To fulfil the dynamic needs of present day networks, distributed and 
parallel computing applications are gaining momentum rapidly.  
Distributed networks have apparently become a better choice favouring the processing of large 
scale intensive applications which was previously unimaginable. However, it is evident that the 
load on a network is always relative to the volume of the application being processed. Eventually 
if the load on the network is not fairly distributed among all the available processing elements, it 
might result in improper resource usage and degraded network performance. 
Efficient load balancing approaches are essential to achieve proportional distribution of load 
among the network nodes to preserve the overall system integrity. Therefore, the process of 
identifying an efficient method to achieve proportional distribution of load is of paramount 
importance. 
To achieve an affective balance in load, this thesis investigates into an already existing Ant Colony 
based prototype called Messor and establishes a new approach based on dynamic load table 
concept augmented with ant search using Artificial Neural Networks. The proposed approach is 
simulated on a software based model network and the results are presented. The performance of 
the approach is evaluated based on certain performance criteria. 
  
Key Words: Distributed system, Load balancing, Workload, Messor, Resource utilization, Job 
response time, Ant Colony Optimization, Multi agent, Meta-heuristic, Dynamic Load table, 
Artificial Neural Networks, Decision making 
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1.0 Introduction 
To match with the accelerating pace of computer and internet utility and to suffice the 
resulting enormous requirement of computational resources, many powerful network technologies 
have been emerging. Distributed and parallel computing systems are one among those innovatively 
developed technologies that has revived the concept of networked computing. 
With the fast growth of robust and adept computer applications, network traffic has increased 
exponentially which in turn affects the networks’ ability to handle load. To address this issue with 
respect to distributed systems, quite a few approaches (Cardellini, Colajanni, & Yu, 1999; Kwok 
& Cheung, 2004; Tantawi & Towsley, 1985; Yoshihara, Isomura, & Horiuchi, 2003; Zhou, Ooi, 
& Tan, 2005), have been adapted in past and load balancing is one such approach. 
Distributed systems possess loosely-coupled network architecture offering the substantial 
reward of resource sharing. As these systems are designed with solid real-time constraints and 
rapidly changing network traffic flow that varies with time, the notion of communication and 
coordination among the computers contribute to additional load on the system apart from the 
regular load imposed by incoming tasks targeted on to the network.  
Scaling networks in accordance with the dynamically changing load tends to be a herculean task. 
Improperly scheduled load might result in inadequate resource utilization, resulting in certain 
network nodes being heavily loaded while the other network resources being scarcely used. This 
often might lead to cases where network users experience degraded service. If the situation prevails 
for unusually longer durations, it might subsequently lead to network failure resulting in service 
disruptions. 
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To reap the benefits offered by distributed systems to the fullest extent, an approach that 
mitigates the risk of irrational resource utilization, illogical load distribution is significantly 
essential. The procedure of judiciously dispersing the work load among the available processing 
elements in the network describes a typical load balancing process. 
A proper load balancing is said to be achieved if the distribution of load across the network 
is rational. This is attained when the load difference between the heavily loaded node and the 
lightly loaded node is kept to the possible minimum (Salehi, Deldari, & Dorri, 2008; Shaharuddin 
& Zomaya, 1999). 
To cope with the dynamically altering topology and load demands, an effective load 
balancing mechanism is a prerequisite to complement the functioning of distributed networks. One 
of the approaches for load balancing is the even distribution of tasks among the available nodes 
such that all the network resources are amply utilized. This optimal allocation of tasks can be 
categorized as the NP hard sect of problems (Bokhari, 1987). Hence Load balancing can be 
considered as a combinatorial optimization problem (Dorigo & Stützle, 2003). 
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2.0 Literature Review 
2.1 Distributed Networks 
A distributed system comprises of a collection of self-governing computers that are connected via 
a network and distribution middleware, that facilitate the networked computers to work in a 
coordinated manner by enabling resource sharing, so that network users comprehend the entire 
system as a single computing unit (Pathan, Pathan, & Lee, 2011). 
In simple words, when a group of networked computers communicate with one another to 
work in coordination, the resulting computing ability could be remarkably immense. However the 
entire system appears as a single computing entity to the user. 
Distributed systems provide cost effective computing and offer high processing speeds. They 
present a great degree of reliability as the integrity of the system is not affected even when one 
machine in the network crashes. Moreover the computing capacity can be expanded modularly. 
(Tanenbaum & Steen, 2002) 
Distributed systems have to accommodate conflictingly changing requirements of the network 
while simultaneously maintaining the system integrity. Overall performance of the system is based 
on multiple objectives and constraints and moreover topology of a distributed network is more 
arbitrary. 
Unlike centralized systems no single processing element in a distributed system is 
responsible for managing the entire load of an application. Instead the processing overhead is 
distributed among all the available computing elements. The prime benefits of distributed systems 
are their elevated performance, accessibility and flexibility at low cost (Shivaratri, Krueger, & 
Singhal, 1992). Computers interacting with one another in a distributed system are capable of 
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approaching both local and remote computers via the underlying communication network to access 
the available resources. 
To deal with load balancing issues in a distributed environment, an approach that endures   
elasticity, autonomicity and adaptability as principal concerns should be considered (Babaoglu, 
Meling, & Montresor, 2002). These qualities are in turn inherent to any swarm intelligence based 
system. 
2.2 Load Balancing 
Load Balancing is a performance enhancing technique employed in computer networks to 
enable a balanced and fair distribution of processing overhead among all the available machines 
or nodes connected across the network (Mishra & Jaiswal, 2012a). Load balancing has always 
been a conventional issue since the genesis of distributed systems. The problem of load imbalance 
arises when a task assigned to a particular network resource waits to be served in the queue of the 
resource, while another resource that is capable of handling this task is completely idle (Livny & 
Melman, 1981),(Zomaya & Teh, 2001). 
For realizing a substantially balanced network, the available resources must be intuitively 
and appropriately allocated to each node such that the processing capacity of the network is utilized 
to its fullest potential(Shivaratri et al., 1992). A balanced network also achieves shorter job 
response times (Mishra & Jaiswal, 2012b) when compared to an unbalanced network. To preserve 
the worthiness of load balancing, the effort dedicated to achieve the balance should also to be 
considered as load. 
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2.2.1 Load Definition 
Any node in the network is said to be loaded if,   
 It has many jobs waiting in its job queue 
 Average processing capacity of the node is less than the overall global average 
 Node resources being used beyond their actual usage 
 CPU idle time of an individual node is always less than the network wide CPU idle time 
(Ferrari & Zhou, 1987) (Shivaratri et al., 1992) (Shaharuddin & Zomaya, 1999) (Salehi et al., 
2008) 
2.2.2 Overview of Load Balancing Process 
The entire process of Load balancing is segmented into three phases. 
 Load information collection 
 Optimal decision making in choosing the right resource 
 Task migration 
During information collection phase, load information on all the processing elements in the 
network is gathered. The information thus gathered is utilized to determine the availability status 
of computing elements so as to track the load imbalance. Based on this information, optimal 
decisions are taken on how to appropriately distribute the load among the network nodes. When 
once the decision is made, the tasks are transferred from the overloaded node/computer to the 
node/under loaded computer (Y. Li & Lan, 2005). A proper equilibrium of all the above factors 
has to be maintained in order to retain the worthiness of the load balancing process (Chen, 2008). 
A brief discussion on various load balancing approaches is presented in the following sub sections. 
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2.2.2.1 Decentralized Load Balancing 
Many conventional load balancing approaches are in practice to achieve workload balance 
in a network. The major drawback of centrally controlled load balancing approach is its single 
point of failure which makes the system more vulnerable to failures (Kandagatla, 2003). 
While in a decentralized load balancing approach, each node/processing element possesses 
the capability of self-governance that avoids single point of failure. 
2.2.2.2 Cooperative Load Balancing Approach 
In cooperative load balancing approach, a node coordinates with its neighbouring nodes 
via a communication mechanism and works towards achieving effective load distribution in the 
network whereas the vice versa is called a non-cooperative approach (Kandagatla, 2003). 
However decentralized load balancing mechanisms exhibit great degree of autonomicity 
and are intended to be the best choice for today’s rapidly changing network needs (Schaerf, 
Shoham, & Tennenholtz, 1995). 
A hierarchical approach is a hybrid approach where the processing elements of the network 
are divided hierarchically into autonomous groups. Tasks are transferred from over loaded 
computers to under loaded computers that belong to the same hierarchical group (Zheng, Bhatelé, 
Meneses, & V. Kalé, 2011). 
2.2.2.3 Static and Dynamic Load Balancing approaches 
The conduct of static load balancing mechanisms is predestined. The way they perform 
depends on the available apriori information about the problem definition. Balancing is performed 
in a pre-deterministic fashion. Behaviour of the load balancing approach is not altered with respect 
to the load transitions or the current state of the network (Cybenko, 1989). 
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While on the other hand, dynamic load balancing mechanisms are adaptable and can adjust 
their performance intuitively in accordance to the system state and the incoming load onto the 
network. Dynamic approach can be otherwise called as the run-time approach as the load is 
intuitively allocated to the available nodes based on the changing load dynamics of the system 
(Cybenko, 1989). 
Static approaches might not be worthwhile for contemporary network needs. Dynamic load 
balancing yields better results than static load balancing. Load balancing decisions in a dynamic 
environment are based on current load status of the system rather than depending on apriori load 
information (Alakeel, 2010). 
2.3 Task Transfers 
2.3.1 Preemptive and Non-Preemptive 
In a preemptive task transfer, the task chosen to be transferred from one node to the other node is 
transferred along with its current state (i.e., if the task is being partially executed at that moment, 
it will be transferred along with its execution state) to the selected node. If a task is transferred 
non-preemptively, it is just the placement of the task which is essentially shifted to the selected 
node. Unexecuted tasks residing in the job queues are transferred non-preemptively. Cost involved 
for preemptive task transfer is very high when compared to non-preemptive task transfer 
(Shivaratri et al., 1992). 
2.3.2 Periodic and Non-periodic transfers 
Task transfers between nodes can be scheduled by setting up a timer which enables the tasks to be 
transferred to the chosen nodes periodically. Periodic task transfers are mostly used in static 
approaches where the behaviour of the load balancer is predetermined. 
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On the other hand, task transfers can be done non-periodically depending on the load status of a 
particular node. Non-periodic task transfers are more suitable for dynamic and adaptive load 
balancing approaches (Yagoubi & Meddeber, 2010), due to their robustness.  
In other words, periodic task transfers are time driven and non-periodic task transfers are event 
driven. 
An adaptive load balancing approach should fundamentally be flexible, simple, durable, resilient, 
gracefully degradable, scalable, compliant and transparent to the application being processed and 
at the same time should not induce any additional overhead to the network (Kremien & Kramer, 
1992). All the above said properties are symbiotic. For example, if a task has to wait for unusually 
longer time in the job queue of a particular node in the network, and the node is busy processing 
other previously assigned tasks, handling jobs in the job queue might be delayed which might 
result in performance degradation. 
Any dynamic load balancing process is based on the following guidelines. 
 Transfer policy 
 Selection policy 
 Location policy 
 Information policy 
Transfer Policy: This policy ascertains the participation of a node in the task transfer process. 
This policy is based on the load threshold of nodes. Whenever a new job is submitted to a particular 
node, the transfer policy checks the load threshold of that node and determines if the node can 
handle the arrived task. The node becomes a sender if the current load on the node is greater than 
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the estimated load threshold. Similarly, the node becomes a receiver if its current load value is less 
than the calculated load threshold value (Shivaratri et al., 1992). 
Selection policy: When once a node is chosen to be the sender according to the transfer policy, 
the selection policy selects the task that needs to be transferred.  Selection policy chooses a task in 
such a way that the cost incurred and the overhead involved for the task transfer is always kept to 
the possible minimum. 
Location policy: This policy is responsible to find a suitable node as a transfer partner to the 
previously chosen node (sender) using transfer policy. Usually location policy implements a 
random polling mechanism to find a suitable node as a transfer partner. An alternative method is 
to broadcast a message seeking an available node to participate in the process of task transfer. 
Information policy: The purpose of this policy is to determine when and what information has to 
be collected about the state of nodes in the network. The state information of nodes is in turn 
collected using one of the three policies, namely, 
 Demand-driven policy 
 Periodic policy 
 State-change-driven policy 
A demand-driven policy is a dynamic policy that favours a node to collect the state information of 
other nodes in the network only when it evolves to be a sender or a receiver. Demand-driven policy 
can be further classified into, 
 Sender initiated 
 Receiver initiated 
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 Symmetrically initiated 
As the names indicate, in a sender initiated policy, the node that has evolved to be a sender looks 
for an appropriate receiver node to which the additional load (job) can be transferred. In a receiver 
initiated policy, the idle node that has evolved to be a receiver approaches the sender seeking a 
task transfer. Symmetrically initiated policy is a combination of both sender initiated and receiver 
initiated policies. 
Periodic policy: Periodic policy is responsible for collecting information at regular intervals. 
Depending on this information, the transfer policy might decide about the participation of a node 
in task transfers. 
State-change-driven policy: According to this policy, nodes broadcast their state information 
whenever there is a transition in their state information to certain extent (Shivaratri et al., 1992). 
2.4 Swarm Intelligence 
Swarm Intelligence (SI) can be termed as the younger generation development of Evolutionary 
Algorithms (EA). Insects like ants, bees, wasps, termites etc., in nature display extraordinary 
behaviour in collectively performing activities like foraging for food, nest building, nest clean-up, 
cemetery organisation etc., 
Self-organization, resilience, robustness, social behaviour and spontaneity are the innate traits seen 
in these natural species. In turn these characteristics are the basic building blocks for any artificial 
systems designed to cope well with many real world problems. Numerous algorithms and 
approaches are being designed and developed based on the inspiration from social behaviour seen 
in insect groups. These biologically inspired approaches are conceptualized as Swarm Intelligence 
approaches (Bonabeau, Dorigo, & Theraulaz, 1999). 
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SI can be traditionally understood as the emergent collective brilliance exhibited by a swarm of 
simple agents (Bonabeau, 1998). Individuals in the swarm are called agents and these agents are 
loosely coupled with one another. Control is decentralized and distributed among all the 
individuals in a group. The performance of the entire swarm is measured by the collective 
performance of the individuals/agents in the group. 
The most appealing aspect seen in insect swarms is their inter-communication with one another. 
Initially scientists thought that there exists an extra sensory perception between swarms of insects 
that resulted in wonderful harmony among them. But later it was identified that, there is not much 
complex logic behind their co-ordination. The correlation and co-ordination between each and 
every individual insect in the group is the result of simple interactions between the individuals in 
the group (Bonabeau et al., 1999). 
Models designed for practical applications based on swarm behaviour are termed as SI models 
(Blum & Daniel, 2008). One of the interesting aspects of SI models is the spontaneous adaptability 
of agents to unexpected changes in their external environment (Bonabeau et al., 1999). 
Most common behavioural traits exhibited by swarm intelligent models are as follows, 
 Distributed and de-centralized control among the individuals in a group 
 Absence of central controller 
 Localized agent communications 
 Stochastically made agent decisions 
 Interactions between individual agents doesn’t involve high level logics 
 The behaviour of an individual transcends in accordance with the group’s behaviour 
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2.4.1 Multi Agent Systems 
Multi agent approach is inherently based on SI principles. Multi Agent Systems (MAS) are 
particularly designed to solve problems in a distributed environment, where the incoming jobs and 
workload change dynamically at run time. These systems are characterized with the ability of 
accommodating multiple individual agents that collectively perform tasks competently in a co-
ordinated fashion. Moreover these tasks may not be effectively performed by individual agents in 
isolation (POSLAD, 2007). 
In the literature, an intelligent agent is considered as autonomous software, which is capable of 
sensing the environment in which it exists and learns from its observations, so as to adapt itself to 
the changes in the environment. Based on all the learnt information, it proactively achieves its 
design objectives and likely instigates and contributes back to the environment in which it exists 
(Anumba, Ugwu, & Ren, 2005). 
It has been accepted that social behaviour enhances an individual’s ability to adapt to more 
complex situations (Weiss, 2005). Social insect colonies can be perceived as multi agent systems 
where individuals in the group possess the capability of self-organizing themselves in accordance 
to the changes in their external environment adhering to certain imposed constraints. These 
individuals perform the required tasks in an integrated manner (Bonabeau, 1998). 
In a distributed network employed with ant colony based load balancing approach, multiple ant 
agents provide users with the privilege of migrating tasks from a heavily loaded node to the other 
available nodes that can readily accept tasks for local processing. This feature is extremely 
advantageous when it involves extremely large computations. The calculations are performed 
locally rather than transmitting the whole dataset throughout the network which will possibly add 
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extra load on the network leading to congestion, degrading the system performance (Aneiba & 
Rees, 2004). 
2.4.2 Ant colony Systems 
Ants in nature are simple creatures with uncomplicated structure and behaviour. In spite of their 
elemental nature, ants exhibit an intuitive and dynamic behaviour in foraging for food and 
organizing clean-up operations by grouping objects in their surroundings. Ants cannot 
communicate directly. Instead they embrace an intelligent tactic of indirect communication called 
stigmergy. This communication is mediated by the environment in which they live. 
These path laying principles, clean-up advent and communication approach are attributed to the 
domain of artificial intelligence and a multitude of diverse algorithms have been developed based 
on the natural ant’s social behaviour. 
Ant colony systems with their intrinsic distributed nature and decentralized stochastic decision 
making capability provided a backbone for the development of MAS that are highly flexible and 
can work in an autonomously coordinated manner aimed at achieving one common goal. 
Ant Colony algorithms are widely used to solve discrete optimization problems (Dorigo, Di Caro 
& Gambardella, 1999). For solving a discrete or combinatorial optimization problem the optimal 
solution has to be chosen from a finite set of possible solutions (Bonabeau et al., 1999). Ant colony 
based decision making has been successfully applied in solving real world optimization problems 
like, adaptive routing in telecommunication networks, finding shortest paths, traffic control, forex 
forecasting, data mining applications, military applications, extra-terrestrial/spatial applications, 
robotics etc., Ant colony techniques are also playing key role in bio-medical applications (Bell & 
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McMullen, 2004), (Blum, 2005), (Fox, Xiang, & Lee, 2007), (Juanping, Xiuhui , & Ying, 2011), 
(Gupta, Sadawarti, & Verma, 2012). 
The very first ant colony algorithm was developed by Marco Dorigo in 1992. Since then the basic 
ACO algorithm has been subjected to many incremental changes and numerous subsequent 
variants like Ant system, AntNet, Ant based control, Ant colony System etc., have been developed. 
Various Ant colony algorithms are presented briefly in the following section of the report. 
Simple ACO 
Simple ACO is the elementary algorithm of the ACO class of algorithms. The goal of Simple ACO 
is to find the shortest path between two given points in a connected graph. An artificial pheromone 
trail value is associated with every edge in the graph. This value serves as an attractiveness factor 
in choosing a specific edge for the successive ants exploring the graph.  
Artificial ants incorporate similar exploration mechanism as biological ants. This 
exploration mechanism known as evaporation avoids the convergence of all ants towards the same 
path with high pheromone intensity. Evaporation is carried out by diminishing the pheromone trail 
values on graph edges at regular intervals which results in emergence of shortest paths between 
their nests and food sources (Dorigo & Di Caro, 2004). 
Simple ACO works well for problem instances with limited number of constraints. Owing to its 
simplicity, Simple ACO has a number of limitations. This algorithm has to be therefore taken only 
as a theoretic example (Dorigo & Di Caro, 2004). The subsequent algorithms follows the basic 
principles of simple ACO and are developed with additional capabilities to overcome the 
limitations of simple ACO. Detailed pseudo code explaining the ant foraging process as seen in 
simple ACO is presented in Appendix 1. 
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Ant System 
Ant system (AS) is an ACO algorithm which is indeed designed as a set of three algorithms 
differentiated from one another by the approach of their pheromone trail update. The three 
algorithms are ant-cycle, ant-quantity and ant-density (Dorigo & Di Caro, 2004). This algorithm 
draws its inspiration from simple ACO and has in turn become the source of inspiration for the 
ACO meta-heuristic framework and many later versions of the ant algorithms. 
In the context of Ant System, the problem information is globally available over the search space 
and moreover the problem instance is statically assigned. Ants make probabilistic decisions in 
selecting their next nodes based on the entries in the local data structure of the node called the ant 
routing table. This AS algorithm is characterized with a finite number of nodes in a connected 
graph. Detailed explanation of the algorithm follows. 
Ants are positioned in parallel on all the nodes in the defined problem space. Ants possess a private 
memory for carrying specific details like the node state information, node load status and list of 
visited nodes. Ant memory is initially empty. Ants are initialized by updating their memory with 
the origin node as their start node. The start node is added to the list of visited nodes in the ant 
memory. Ants stochastically decide their next move as explained earlier. Further ant memory is 
updated with the visited node’s information. This process continues till the tour is completed and 
an integral solution is built. 
Ants use their memory to assess the quality of the solution built and also to retrace the same path 
backward. The pheromone trails of all the visited edges are updated using the online delayed 
pheromone approach. When all the ants have finished exploring the search space, pheromone 
evaporation is triggered (Dorigo & Di Caro, 2004). 
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The pseudo code presented in Appendix 2 provides a detailed explanation of the ant search process 
as seen in the Ant System algorithm. 
ACO meta-heuristic 
Based on the principles of Simple ACO and Ant system, a framework called ACO meta-heuristic 
has been developed and all the ant colony algorithms developed later can be called as the instances 
of this framework. ACO meta-heuristic is characterized with a finite set of nodes, edges, cost 
functions, constraints, sequences and suitable parameters with respect to the problem definition. 
Algorithms based on ACO meta-heuristic, use heuristic information in addition to the pheromone 
information for probabilistic decision making. 
Heuristic information is the apriori information or the ample information about the problem 
instance. Ants are provided access to both pheromone information and the aggregate knowledge 
about the previous ant search process for selecting their moves (Dorigo & Di Caro, 2004). 
ACO meta-heuristic follows the search principle similar to Ant System algorithm. The entries in 
the routing table are composed of a combination of heuristic values, pheromone trail values, 
private memory of ants and the problem constraints. Ant routing table serves as the information 
base for the ants visiting the respective nodes in choosing their next nodes with a selective 
probability. 
Pheromone evaporation is an exploration activity that favours an unbiased ant search process by 
decreasing the intensity of pheromone over the traversed edges of the graph over time 
automatically. The Daemon action process comes into picture when there is a need to perform 
some centralized actions like depositing additional pheromone along a specific edge etc., which 
the individual ants cannot perform on their own. 
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According to ACO meta-heuristic, pheromone values over the edges of the graph can be updated 
in two distinct ways. 
 Online-step-by-step pheromone update - Ant updates the pheromone trail value of an edge 
between a pair of nodes concurrently while moving from one node to the other 
 Online delayed pheromone update - Ant updates the pheromone trail values of all the 
traversed edges during its backward travel to the source node when once the solution has 
been built 
Therefore, in conjunction with the ant’s activity, two more procedures called Pheromone 
evaporation and Daemon action are also included in the ant search process (Dorigo & Di Caro, 
2004). 
The following section discusses about the two significant instances of the ACO Meta-heuristic that 
are being successfully implemented in solving optimization problems like the classical travelling 
salesman problem (TSP) and the adaptive routing problem in communication networks. Travelling 
salesman problem is a commendable example of static optimization problem whereas routing in 
telecommunications networks is exemplarily a dynamic optimization problem. From a high level 
point of view both the problems appear to be identical, but their implementation approaches vary 
extensively (Dorigo & Stutzle, 2003). 
TSP is one of the most commonly seen NP-hard problems in the sect of combinatorial optimization 
problems. Ant colony metaphor can be easily explained using TSP, as it is less complex without 
many technical details. Solution for this type of problems would be a minimal length Hamiltonian 
path, visiting all the nodes in the network once and only once. Similarly, ant colony approach has 
been effectively applied in designing techniques that direct the data traffic in a network efficiently. 
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Ant colony approach best fits to this class of optimization problems because of its intrinsically 
distributed nature (Dorigo & Di Caro, 2004). 
AntNet 
AntNet is the most widely used variant of the ACO meta-heuristic. AntNet behaviour best suits to 
the varying needs of today’s communication networks. AntNet is a multi-agent based algorithm 
incorporated with Monte Carlo methods and is the most suitable algorithm for distributed 
environments. AntNet is featured with two sets of ants/mobile agents addressed as forward and 
backward ants. These ants are identical in structure but perceive diverse inputs and can generate 
diverse and autonomous outputs (Dorigo & Di Caro, 2004). 
AntNet employs an incremental technique to generate optimal solutions. Ants in AntNet adopt an 
iterative and parallel method to generate new solutions. Moreover historic information or the 
heuristic information acquired from previous simulations is used to direct the future search in 
achieving optimal solutions.  
Ants or agents are launched simultaneously along with the data packets at definite intervals from 
each node in the network and are directed towards randomly chosen destination nodes. Ants 
indirectly communicate with each other with the help of node local data structures namely, ant 
routing table and local traffic model of the network. 
Routing table maintains the information that helps an ant in choosing the immediate next node in 
its travel to reach the destination. The information related to all possible destinations is stored in 
the routing table of each node and this information expresses the relative desirability of each link 
from a particular node. The traffic model consists of statistics of the local traffic distribution and 
heuristic search information (Dorigo & Di Caro, 2004). 
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Ants exploit all the available information from the routing table entries and the traffic model 
statistics to choose their next node to move to. Furthermore ants possess confined memory. While 
moving towards their chosen destination, ants gather information corresponding to the elapsed 
time from their starting node, identifiers of visited nodes encountered in their path, congestion 
status during their travel etc., 
Once arrived at the destination, forward ants are terminated after transmitting all the gathered 
information to the backward ants. Backward ants use the ant memory and retrace the path to the 
source node. While retracing their path, these ants update the routing tables and the local traffic 
models of all the node identifiers listed in their memory. To make the optimal path more visible, 
positive and negative reinforcements are applied. Backward ants get terminated once they reach 
the source node. 
The pseudo code presented in Appendix 3 describes the ant search process employed by the AntNet 
algorithm. 
Multiple Ant Colony Optimization (MACO) 
Multiple Ant Colony Optimization (MACO) algorithm is a load balancing algorithm based on 
multiple ant colonies. MACO is employed to allocate the load of the entire system evenly among 
all the available processing elements in such a way that each of these elements obtain relatively 
proportionate amount of load, thus maximizing the Quality of Service and minimizing the loss of 
information transmitted (Sim & Sun, 2003).  
Multiple Ant colony approach is proven to be capable of solving routing and congestion issues in 
communication networks. This is achieved by continuously updating the ant routing tables in the 
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network nodes in response to the congestion encountered (Sim & Sun, 2002). Similar approach is 
proposed to balance the work load in circuit switched networks. 
MACO enhances the adaptability of the system by amplifying a balanced resource utilization that 
improves the overall system performance. In MACO, ant colonies are differentiated by the colour 
of the pheromone they deposit. Ants that belong to a colony can only sense and recognize the 
pheromone deposited by the ants of their own colony. In this way, ants from multiple colonies 
build multiple paths between a selected source and a desired destination. 
Building multiple routes mitigates congestion by avoiding the convergence of all ants towards the 
same route and additionally increments the probability of exploring the network to discover 
optimal alternative paths. One more appealing feature of MACO is that, it incorporates the feature 
of Pheromone redistribution, enabling inter-colony communication when required. This feature 
helps to exchange information about a heavily congested path or node in the network and guides 
the subsequent ants to avoid entering into a deadlock wasting their time and resources. 
2.5 Artificial Neural Networks 
Artificial Neural networks (ANNs) is undisputedly one of the cutting edge approaches germinated 
in the field of Artificial intelligence. The original concept of ANNs dates back to 1940s (Shukla, 
Tiwari, & Kala, 2010). The concept of neural computing was initiated with McCulloch-Pitts 
network in 1940’s. This network can be thought of as primitive neural networks, which accepts 
only binary inputs with predetermined weight values. ANNs can be interpreted as a simple abstract 
model of the human brain. Within no time ANNs has emerged as a competent AI technology that 
has rapidly gained acceptance and being extensively employed in real world decision making 
domains including business applications like data mining, pattern identification, sales prediction 
and forecasting, risk management etc., (E. Y. Li, 1994; Smith & Gupta 2000). ANNs are also 
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successfully being implemented in medical, bio-medical and cellular engineering systems 
(Dujardin, Amarger, & Madani, 1999)  (Dorffner & Porenta, 1994) (Green et al., 2009)  (Xia, Cao, 
& Cheng, 2007). 
Biological nervous system is the inspiration for developing Artificial Neural Networks.ANNs 
mimick the behaviour of biological information processing system of the human brain (E. Y. Li, 
1994). Human brain is capable of highly intelligent and sophisticated decision making which is 
very much superior to the any other intelligent decision making systems. The following figure 
represents the idea borrowed by neural networks. 
      
      
A simple artificial neural network is a non-linear function with defined parameters (Emi 
Nakamura, 2005). ANNs are fed with inputs which in turn derive an output which can be 
diversified by adjusting the weights and biases. ANNs are constructed with elemental units called 
Neurons. Neurons are interconnected with one another and communicate by co-operatively 
transmitting signals over a great number of weighted connections to accomplish the aspired 
function. Figure 2.0 represents a simple Neuron. 
 
 
Figure 2.0 - A simple Artificial Neuron 
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Figure 1.0 - Biological Neural Networks and Artificial Neural Networks 
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Neurons work communally in parallel to perform computations. Adding weights and biases 
enables the neurons to be competitively adaptable which enhances the decision making process. 
Any slight change to the weights and biases will directly impact the outcome. An elementary neural 
network can be classified into three layers namely, an input layer which accepts the inputs, a hidden 
layer in which neurons perform computations by working out combinations and finally the output 
layer where the computed results are presented. Figure 3.0 represents a three layered neural 
network. 
   
  
 
 
 
     
Figure 3.0 - Structure of an Artificial Neural Network 
A neural network can also be designed without a hidden layer. Adding hidden layers to the network 
depends on the scale of computations to be performed. Output computation differs depending on 
the values of weights and biases. Weights of inputs are adjusted before sending them through the 
hidden layer. Weights are more input oriented while a bias is responsible for minimizing the error 
deviation (between the target output and the computed output) when the weighted sum is further 
computed using an activation function. Output of a neuron can be defined as the function of 
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weighted sum of inputs in addition to a bias. Most commonly used activation function is the 
“Sigmoid function”.  
ANNs with complex network topology is complicated to handle since adjusting weights and biases 
would be a difficult task without which it is impossible to derive the expected output. To 
accomplish this task of adjusting weights and biases precise algorithms are used. The process of 
exercising with sample data and adjusting weights and biases of ANN to achieve optimum or near 
optimum output is called training the neural networks.   
The most magnificent feature of ANNs is their learning ability for which they can be acclaimed. 
ANNs learn from their training and improve their efficiency producing expected results. If ANNs 
are trained with large and versatile training data sets, their training will be more effective resulting 
in producing best possible results pertaining to that environment. Decision making in ANNs is 
adaptive and will be on par with the learning outcome in order to maximize the result efficacy. 
Learning paradigms in a neural network can be Supervised, Unsupervised and Reinforcement 
learning. 
Perceptrons and Multilayer Perceptrons 
Perceptrons are the foremost neural networks developed in the late 1950’s, with the ability to learn. 
The networks are trained using supervised learning techniques. An elemental perceptron network 
constitutes of only input and output neurons without any hidden neurons. In its simple form, this 
neural network is restricted to linear problem solving.  
Multi-layer feed forward networks are an extension to the perceptron model and are the most 
commonly used ANNs. These networks constitute multiple hidden neuron layers between the input 
layer and the output layer. The information flow in these networks is unidirectional. Outputs of 
 24 
 
one layer serve as inputs to the subsequent layer. Multi-layer feed forward networks can address 
both linear problems and non-linear problems effectively. There are two phases in implementing 
a Multi-layer feed forward Network  
  Learning phase/Training phase 
 Execution phase 
The available datasets is categorised into training data and test data.  In the training phase, the 
network is trained to derive a specific output with training data. After the training, the execution 
phase begins in which the outputs are observed with test data. The accuracy of the output depends 
on the learning efficiency of ANNs. The computational effort required to find the appropriate 
combination of weights and biases upsurges considerably when the number of parameters increase 
or the network topology is more complicated. An efficient training process is one that predicts 
ideal sets of weights and biases and minimizes the error deviation. A commonly used algorithm 
for training ANNs is Back propagation algorithm. 
2.5.1 Back Propagation Algorithm 
Back propagation algorithm is based on supervised learning techniques that fall in the category of 
gradient descent algorithms. Test data is provided to model the input data and then the algorithm 
trains the network on the weights and biases to be imposed in order to yield the desired output. 
Then the error value is calculated by finding out the deviation between the actual results and the 
expected results. The aim of back propagation algorithm is to keep this error to the minimum 
possible extent by adjusting the weight values and/or bias values. The sequence of steps performed 
in the Back Propagation is presented below. 
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Back propagation Algorithm 
Repeat: 
- Provide the input training data to input layer 
- Process the input data (assign weights and biases randomly) 
- Calculate the output activation 
- Calculate error deviation as derivative between output activation and target output 
- Back propagate summed product of the weights and errors to hidden layer 
- Calculate the error on the hidden units 
- Update the weights depending on the error (η, α ) 
Until error derivative is low or maximum number of iterations 
Where, ‘η’ is the learning rate and ‘α’ is the momentum. 
2.5.2 Success of ANNs for Decision making 
ANNs have successfully proved their ability to derive optimal outputs from indefinite inputs 
(Wright, 1998). In other words, ANNs are intelligent enough to deal with obscure systems where 
the input is not clearly known or non-measurable. Banking on uncertain inputs for decision making 
is a critical process and ANNs implement intelligent approaches for enhanced decision making. 
Unlike most AI technologies, ANNs forbid to follow specific set of rules. Decision making in 
ANNs is deterministic while decision making in Ant colony systems is probabilistic. 
ANNs are trained using historic data. ANNs adaptively modify their decisions in accordance to 
the varying inputs and produce optimal outputs. Most intelligent decision making systems respond 
to user requests subjectively by relying on their external environment. These systems need to be 
trained in order to make organized decisions. ANNs are capable of learning from the training 
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datasets, and further use the knowledge for adaptive decision making (Cano, Delgado, & Requena, 
1991).  
For example, an autonomously moving robot is trained to move in eight possible directions as 
shown in the below figure 4.0 
 
Figure 4.0 - An Autonomous Robot 
Let us assume that it has a steep ground to move further. And this steepness would be the untrained 
9th input. Since it is trained with 8 inputs, the chances of handling the new input is high, considering 
the training it received earlier with 8 inputs. Probabilistic decision making can produce efficient 
output only when it receives an organized input. Whereas, ANNs have proved their ability to 
produce efficient outputs using reinforcement learning (non Markov decisions) (Gomez & 
Miikkulainen, 1999). 
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2.6 Messor 
Messor is a peer-to-peer (P2P) system developed to support parallel execution of highly complex 
time consuming jobs and there by achieving a balanced work load simultaneously in a grid 
computing environment. Scheduling jobs in a grid structure is considered to be a NP hard sect of 
problems (Di Stefano & Morana, 2012). 
Messor employs an ant colony based algorithm to support work load balancing. Balanced 
workload is achieved using an ingenious framework called Anthill. The prime focus of Anthill is 
to support the analysis and design of P2P algorithms (Babaoglu, Meling, & Montressor, 2002). 
Ants in the Anthill framework follow the three basic Resnick’s rules for exploring the network and 
balancing the load on the network (Resnick, 1994). Structure of Anthill constitutes an overlay of 
interconnected nests characterized with storage and computational abilities. Anthill nests are 
mobile in nature, i.e., nests come and go and are kept intact with an underlying communication 
layer. These nests have the capability of self-organizing themselves in accordance to the needs of 
the network. The services offered by the nest are distributive in nature. Each nest is assigned with 
a unique identifier and ants are generated in the nests, based on the user requests. Nests interact 
with their neighbours using an efficient and indirect communication mechanism provided by the 
ants. The set of neighbour nests is highly dynamic (Montressor, Meling, & Babaoglu, 2002). 
2.6.1 The Messor Approach 
Nests in a Messor system are organized as two layers namely, application layer and service layer. 
Application layer of Messor serves as the interface between the user and the system. It also 
maintains the complete information of jobs that are submitted to the network. This makes it easy 
to track which jobs have been halted or crashed and those respective jobs can be re-inserted into 
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the system to preserve the system integrity. Service layer of Messor takes care of job executions 
forwarded by the application layer and keeps track of work load balance. 
Each Messor nest is actually a host or a node in the network. Ants are mobile agents that are created 
by nodes in response to job arrival. Ants contingently wander in the network and gather the load 
information of all the visited nests. Ants are organized with locally informed mechanisms for 
decision making and furthermore enabled with a limited form of memory that consists of the details 
of its originator nest and the list of already visited nests. 
Messor ant carries out the search process in two states. While the Messor ant is in the SearchMax 
state, it searches for overloaded nests in the network and when an overloaded nest is found, the 
identifier of that nest is stored in the ant’s memory. Then the ant immediately switches to 
SearchMin state and starts looking out for under loaded nests. When the desired nest is found, the 
ant requests the node local job manager to communicate with the job manager of overloaded nest. 
Nests interact locally to keep communication delays to as low as possible and thus eliminate the 
excess time required for global knowledge sharing as in centrally controlled mechanisms. 
Messor ants modify their behaviour according to the changing load and structure of the system. 
Ant search for overloaded and under loaded nodes is not completely probabilistic in case of 
Messor. For avoiding a biased search ants occasionally follow normal distribution to find the next 
nest to move to. During the initial phases of simulation, finding a suitable node is completely 
performed at random. It is only after a certain number of iterations, probabilistic decisions are 
made based on the accumulated information locally in the node load storage components. 
Therefore, the efficiency of Messor progresses with number of iterations and hence efficient load 
balance may not be achieved during the initial iterations. Only experimental results are available 
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but there are no actual results as Messor was a prototype and has not been commercially 
implemented (Montressor, Meling, & Babaoglu, 2002). 
2.7 Thesis Organization 
This thesis is organized as follows. The next section of the report describes the objectives of the 
research and subsequently explains the proposed load balancing approach. Section 4 briefly 
presents the experimental results obtained through simulation. Finally Section 5 concludes the 
thesis with discussion about the results attained through experimental evaluation and then 
concisely presents the future research direction.  
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3.0 Research Methodology 
This research addresses load balancing problem as an Optimization problem. The research 
proposes a novel idea of solving load balancing problem by implementing Ant Search process and 
Artificial Neural Networks. To achieve load balancing, Ant Search process is used for load 
transfers by identifying suitable node which is capable of sharing the load from a heavily loaded 
node. Artificial neural networks are used for directional decision making within the network to 
drive the ant search process. The suggested approach tries to mitigate the risk of load imbalance 
while facilitating ingenious usage of  the available resources and effectively find a suitable node 
for task transfers. 
3.1 Research Questions 
 Can load balancing be achieved using ant search process and ANNs 
 Can this approach be better than the Messor approach 
3.2 Research Aim 
 To propose an evolutionary approach to improve the efficiency of load balacing 
mechanism in a distributed Network 
 Analyse the behaviour of the proposed approach in a network of heterogeneous 
nodes with different job arrival strategies (static and dynamic strategies) 
 Compare the proposed approach with Messor approach 
3.3 Motivation 
In the Messor approach, each node generates an ant in response to the jobs submitted. All these 
ants wander across the network in search of suitable nodes. Ants move around the network along 
with the data packets. As the number of ants increase, additional network traffic is generated, 
causing the risk of congestion, which in turn results in extra network overhead. 
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The proposed approach tries to address this problem by generating ants based on load demand of 
the nodes. A node generates an ant, abiding to the load statistics and threshold constraints. Thus, 
the suggested approach tries to reduce the congestion caused by ants in the network. 
For directional decision making, Messor uses a probabilistic approach whereas, this research 
implements ANNs which has proven their ability in efficient decision making. The interrelation of 
both these classical paradigms might offer adaptive and competent approach. 
3.4 Research Design 
The network model presented in Figure 5.0 represents a generic distributed network. The proposed 
approach has been tested on a similar kind of network model.
                                                                  
Figure 5.0 - A Generic Distributed Network Model 
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3.4.1 Node 
A network is designed with heterogeneous processing units (computers) that execute incoming 
jobs. Each processing unit of the network is called a node. A node is capable of responding to user 
requests and performing operations like load calculations, ant generation, etc., Each node is 
equipped with a load index table, which holds the current load status information of the node and 
its neighbouring nodes along with their identifiers. The load index table comprises of the load 
information of the current node and its neighbouring nodes. 
Structure of a node in the proposed approach 
 
 
 
 
 
Figure 6.0 - Structure of a Node 
Load index table of a node is organized as follows, 
Node ID Load % 
N1 LN1% 
N3 LN3% 
Nn LNn% 
                                                       Table 1.0 - Load Index Table 
Load Index Table 
Node Job Queue 
Ant Generator 
Job processing 
User requests 
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Where, Nn - node identifier representing individual nodes in the network 
‘n’ - total number of nodes in the network 
LNn - load % of the n
th node 
3.4.2 Load on a node 
From the available literature, load on a network node can be its lengthy job queue with too many 
jobs waiting to be processed, processing ability of the node is less than the average global 
processing capacity of the network, node resources being utilized beyond their actual expected 
usage, CPU idle time of the node is always less than the network wide CPU idle time (Ferrari & 
Zhou, 1987), (Shivaratri et al., 1992) (Shaharuddin & Zomaya, 1999) (Salehi et al., 2008). 
3.4.3 Load Calculation 
For calculating the current load on a node, the following parameters are considered.  
 CPU Idle time (NIt) 
 CPU Utilization rate (NCu) 
 Available Node Memory(Nm) 
 Available Disk space(Nd) 
 Job Queue Length(Ql) 
Time can be considered as a reliable unit of measurement for system performance. Hence, it is 
also one of the key deciding factors in addition to the other load parameters. CPU idle time is 
obtained by calculating running average or the simple moving average. Load on each node is 
calculated at regular intervals and is updated relatively. This updated load is compared with the 
estimated approximate system-wide average to determine the node status. CPU time is measured 
in milliseconds. CPU utilization rate is represented in percentage, Node memory and Disk space 
is measured in bytes (kilobytes and megabytes), while length of a job queue is simply represented 
using a positive integer. 
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3.4.4 Calculating CPU Idle time 
An Idle Time Counter (ITC) represents the idle time of a node in seconds. As long as a node is 
idle, ITC value gets incremented. CPU Idle time is calculated based on periodic average of ITC.  
3.4.5 Proposed Load Calculation formula (Ln)  
Load Ln on every node is calculated at a particular point of time using the node specific parameters 
NIt, NCu, Nm, Nd, and Ql. The following formula is proposed for this purpose.  
Ln = ([(100 - NCu) +Nm + Nd] / Ql) *NIt 
For example, Ln at a particular instance with node specific parameter values NIt= 5 milliseconds, 
NCu= 65.5%, Nm = 32.5 MB, Nd= 48.25 MB, Ql = 10 is calculated as follows, 
Ln= ([(100 – 65.5) + 32.5 + 48.25] / 10) * 5 
     = ([34.5 + 32.5 + 48.25] / 10) * 5 
     = (115.25 / 10) * 5 
     = 11.525 * 5 
     = 57.625 > 50 
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To determine the status of a node, Load average La is calculated. La is the mean of Ln values 
accumulated over a period of time. Table 2.0 presents the node availability status depending on its 
load condition. 
Ln Node Status 
≤ 25% Idle 
>25% & ≤50% Moderately busy 
> 50% Busy 
Table 2.0 - Node availability status based on load percentage 
3.4.6. Load Threshold Calculation (Lt) 
Load threshold value determines the capability of a node till which it can handle jobs conveniently. 
When the load on the node approaches the threshold value, it means that the node is overly loaded 
and the ability to handle resources is lowered significantly. Load Threshold of a node can be 
defined as an extent after which possibly the productivity or the processing capacity of the node is 
abridged and at this stage we may say that the node is loaded. 
Usually the hardware specifications of a node reflect the capacity of the node to handle incoming 
jobs. This configuration includes but not limited to Processor speed, RAM, Cache memory, Disk 
memory. 
During initialization, when the node is completely idle, the total capacity of the node can be 
anticipated. The instance at which the node status transforms from idle to busy determines the load 
threshold. 
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The probability of handling a job is determined by the difference between Ln and Lt. A node can 
effectively handle its work load till Ln ≈ Lt. And if Ln> Lt, the productivity of the node is 
significantly lowered. In the proposed approach, the value of load threshold can be set to a fixed 
number. 
3.4.7. Network Wide Load Average (NLA) 
Each node’s load table is updated when an ant visits the node. The information in the load table is 
used to estimate the Network wide load average (NLA). Value of NLA is calculated time to time. 
For example, let us consider a network of 6 nodes N1, N2, N3, N4, N5 and N6. Assume that node N4 
is overloaded and as a result an ant is generated at N4.This ant wanders in the network. In this 
process, it evaluates the visited nodes and updates the load tables of all those visited nodes and 
might reach an idle node. When it finds an idle node which is N5 in this case, it will request for a 
task transfer. The load index table of N5 is updated with the load% values L1, L2, L3, L4 of N1, N2, 
N3 and N4respectively. NLA calculated at N5 is, 
NLA = L1 + L2 + L3+L4 / 4 
However NLA may not be accurate since, it is not the load aggregate of all the nodes in the 
network. It is the load aggregate of all those nodes that are visited by the ant during its search 
process. But still this value can be conscientiously used to compare a node’s Individual load 
average to its neighbourhood load. 
Calculation of NLA is dynamic and is periodically calculated over the accumulated data in 
the load tables of nodes which gives the approximated NLA. Individual load average of the node is 
 37 
 
compared with the approximated NLA and the result concludes the status of the node. Depending 
on the status of a node, the availability of that node can be determined. 
3.4.8. Identifying Status of the Node 
When an ant visits a node Ni with load % Li, the status of the node is determined by comparing 
LNi with the Load threshold Lt of Ni. Table 3.0 represents the job handling capability of a node 
based on its load status.   
condition Node Status Description Job assignment 
LNi >= Lt Busy Cannot handle additional jobs Not possible 
LNi < Lt Not busy May be capable of handling more jobs Depends on the incoming 
job specifications 
Table 3.0 - Node capability based on its load status   
When a node is not busy, its individual load LNi is compared with its load threshold Lt. 
Each node is given a Star rating depending on its job performance history. And this parameter 
plays a significant role in choosing the next move of the ant. 
3.4.9. The Process of Ant Generation 
An ant is a mobile agent used to dispatch load information among nodes. When a node is 
overloaded an ant is generated. (i.e., LNi >= Lt). These intelligent ants serve as conveyers of load 
information and possess limited form of memory which is capable of holding node specifications 
like node identifiers, load indices of all the respective nodes visited by the ant. 
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When an ant visits a node, it updates the Load Index Table (LIT) of that node with the information 
it already possesses. Further it updates its memory with the information about the visited node. 
Each ant is permitted to roam in the network for a fixed period of time (which is its time-to-live 
parameter), after which the ant gets terminated.  
Ant moves in the network in search of idle node for job transfer. The direction of ant movement is 
not decided arbitrarily or (probabilistically as seen in Messor, (Montressor, Meling, & Babaoglu, 
2002)). Instead ANNs are used since they follow a deterministic approach to find the direction of 
movement for an Ant from its current node. 
ANNs use the following input parameters to predict the direction in which a suitable node is 
available for job transfer from an overloaded node.  
 Current Load on the node (Ln) 
 Available services on the node 
 Star rating 
3.4.10. Training the Neural Network 
A three layered ANN with 3 input neurons, a hidden neuron and an output neuron is used in 
this approach and the topology of the network is represented in Fig 7.0.  
 
 
 
 
Figure 7.0 - Representation of a 3-1-1 neural network 
X0 
X1 
X2 
Input Hidden Output 
W0 
W1 
W2 
b1 
W3 
b2 
t0 
y0 
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Where,  
X0 load% of the node 
 X1array of available services in the node 
X2star rating of the available neighbours 
W0, W1, W2, input to hidden weights  
W3hidden to output weight 
b1input to hidden bias value 
b2hidden to output bias value 
t0 target output value 
y0 computed output value 
Back propagation algorithm is adopted to train the neural network, in order to generate an optimal 
direction as output which facilitates the ants in choosing suitable nodes from the available set of 
neighbouring nodes. The pseudo code presented in Appendix 4 illustrates the procedure of back 
propagation algorithm for training the employed 3-1-1 neural network. 
The training of the ANN is carried out using predefined input and output parameters (Supervised 
learning). These training sets are generated considering the fixed (hardware) configuration of the 
network and a probabilistic network load. With this known parameters, ANNs are trained till they 
produce predefined results.  
A total of 100 training data sets are generated out of which 75% are used for training and 25% for 
testing. Each training set consists of 4 sets of parameters representing four nodes in four directions. 
The aim is to identify the best suitable node among these set of nodes. After the training process, 
the accuracy of the ANNs on the testing data sets is found to be 92%.  
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3.4.11. Determining Job Status 
Job status represents the status of a job. The possible values of Job status are explained in Table 
4.0. 
Job Status Description 
Unassigned Not assigned to any node 
Assigned Assigned to a particular node 
Processing Job is being handled by a network node 
Completed Job is completed 
Table 4.0 - Job status Description 
When there are no incoming jobs to the network, all the nodes will be in the idle state. When a job 
arrives to a node, its initial status will be assigned and it is placed in the job queue of that node. 
When this node is available to handle the job, it verifies the possibility of handling the job. If yes, 
the job will be processed by the node and the job status changes to “Processing” and the node 
status will be “busy”. Once the job is completed by this node, the status of the job is altered to 
“Completed”. In case this node is not capable of handling the job, an ant is generated to handle 
this situation and the job status will be changed to “Unassigned”. From here on the ant takes the 
responsibility of searching an idle node to handle this job. 
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Figure 8.0 illustrates the sequence of steps followed in the proposed approach. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                              
                                                      Figure 8.0 - The proposed approach 
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4.0 Experimental Results 
The proposed approach is experimentally evaluated on a demo model and is implemented in visual 
studio environment. The experimental model is configured with heterogeneous nodes. These 
configurations are generated randomly making sure of no repetitions and noticeable difference 
between configurations of each node.  These nodes are named as N1, N2, N3 …... Nn. Each node is 
diverse with unique computing capabilities. The jobs are also produced randomly with variable 
sizes.  
The evaluation is performed with two different job arrival strategies. Each strategy is verified on 
five different sized networks. Job arrival strategy can be interpreted as the pattern of jobs coming 
to the network, which can be either fixed or random. In a fixed job arrival strategy, a single node 
in the network is overwhelmed with jobs, while the other network nodes are completely idle with 
no single job waiting in their job queues. In other words network with fixed job arrival strategy 
can be considered as a static network. Whereas in a randomized approach, though a single node is 
overloaded with too many jobs, the network is more dynamic with jobs being submitted to all the 
network nodes along with this overloaded node. 
Each experiment is performed until the near optimal load balance/load distribution is achieved. 
Every experiment is performed for 5 times and the results are represented graphically for 20 
iterations. 
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4.1 Experiment - 1 (Fixed job arrival strategy) 
In this experiment, each time 1000 jobs are submitted to a single network node while all other 
nodes are idle. During this trial, the number of jobs submitted to the network is fixed and no other 
nodes encounter new jobs. 
The graph in Figure 9.0 represents the initial state of the network. In case of network with 20 
nodes, 19 nodes in the network are completely idle while one node is flooded with 1000 jobs. This 
initial state of the network is similar irrespective of network size. 
 
 Figure 9.0 - Initial state of static network  
As the experiment proceeds, the load in the network is balanced and the observations on different 
sized networks are presented below. 
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a) Network with 20 nodes 
 
1 – 5 iterations 
 
6 – 10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
     Figure 10.0 - Performance of the proposed approach on a static 20 node network  
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b) Network with 40 nodes 
 
1 – 5 iterations 
 
6 -10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
Figure 11.0 - Performance of the proposed approach on a static 40 node network 
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c) Network with 60 nodes 
 
1 – 5 iterations 
 
6 – 10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
Figure 12.0 - Performance of the proposed approach on a static 60 node network 
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d) Network with 80 nodes 
 
1 – 5 iterations 
 
6 – 10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
 
21 – 25 iterations 
                Figure 13.0 - Performance of the proposed approach on a static 80 node network 
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e) Network with 100 nodes 
 
1 – 5 iterations 
 
5 - 10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
       Figure 14.0 - Performance of the proposed approach on a static 100 node network 
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4.2 Experiment - 2 (Random job arrival strategy) 
The 2nd experiment is conducted in a network environment where the job arrival pattern is 
completely random. One node is loaded with 1000 jobs and other nodes share the excess load of 
the overloaded node while processing their own jobs arriving at random.  
 
Figure 15.0 - Initial state of a dynamic network 
The graph in Figure 15.0 represents the initial state of the network with 20 nodes. This initial state 
is similar irrespective of network size. 
As the experiment proceeds, the load in the network is balanced and the observations on different 
sized networks are graphically plotted as follows. 
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a) Network with 20 nodes 
 
1 – 5 iterations 
 
6 – 10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
           Figure 16.0 - Performance of the proposed approach on a dynamic 20 node network 
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b) Network with 40 nodes 
 
1 – 5 iterations 
 
6 – 10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
 Figure 17.0 - Performance of the proposed approach on a dynamic 40 node network 
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c) Network with 60 nodes 
 
1 – 5 iterations 
 
6 – 10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
Figure 18.0 - Performance of the proposed approach on a dynamic 60 node network 
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d) Network with 80 nodes 
 
1 – 5 iterations 
 
6 – 10 iterations 
 
 
11 -15 iterations 
 
16 – 20 iterations 
Figure 19.0 - Performance of the proposed approach on a dynamic 80 node network 
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e) Network with 100 nodes 
 
1 – 5 iterations 
 
6 – 10 iterations 
 
11 – 15 iterations 
 
16 – 20 iterations 
Figure 20.0 - Performance of the proposed approach on a dynamic 100 node network 
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4.3 Performance with variable network sizes 
The proposed approach is tested on variable sized networks starting with a network of 20 nodes 
and adding 20 nodes each time till the network size reaches to a maximum of 100 nodes. The 
approach has shown a minor variation in the performance. The network load is almost balanced in 
20 iterations for all network sizes.  
The performance analysis of the proposed approach is presented as follows. 
4.4 Performance with different job arrival strategies 
When the proposed approach is evaluated in a 20 node network with a fixed job arrival strategy, 
load balance is achieved at iteration number 18. Similarly, in a network with 40 nodes and 60 
nodes, the load is balanced at iteration number 18. But in an 80 node network, optimal load 
balance is achieved at iteration number 21. Again in a network with 100 nodes, load balance is 
achieved in iteration number 18.  
While in a dynamic job arrival strategy, load balance is achieved at iteration number 19, 
irrespective of the network size. Though the operation of the network is more vigorous when jobs 
arrive in a dynamic fashion, the proposed approach has proven its stability in achieving balanced 
network for the same number of iterations when compared to fixed job arrival strategy.  
For both the strategies, load balancing has been achieved in less than 20 iterations of the 
experiment, thus justifying the performance of the proposed approach.  
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5.0 Conclusion 
With the prevalence of dynamism in the web and network domains, distributed systems have 
become a suitable option offering the advantages of low cost, increased availability, fault tolerance 
and flexibility, which have further driven the demand for distributed systems. Achieving judicious 
work load balance in a distributed network is a challenging task, as the network exhibits extreme 
dynamism in structure and load. Therefore an innovative approach is required to facilitate a 
rational distribution of load among all the available network resources thus enabling full utilization 
of the accessible resources. Load balancing in distributed systems has to be performed 
autonomously. An appropriate load balancing mechanism reaps the benefits of improved 
productivity, simplified management of large scale systems, and enhances the scale-out options.       
This thesis report includes an in-depth study of literature about the network load balancing issues 
and various solutions adopted to address it, followed by the proposed approach and related details 
like research methodology, research design, experimental evaluation and results. A future agenda 
to further amplify the performance of the proposed approach has also been included. 
This thesis proposes a new load balancing approach for distributed networks, utilizing 
ACO and ANN. This work was motivated by the research works conducted in a P2P system called 
Messor and is further improvised by exploring the available literature and attempts to address the 
shortcomings of Messor.  In the proposed approach, load information is collected by ANTS (ACO 
Inspired) which serve as mobile agents. These ANTS are aided by ANNs for optimal decision 
making to find a suitable node for job transfer. Based on this decision the process of task migration 
is carried out at the node level. 
 The proposed approach is tested on five different sized networks and with two different 
job arrival strategies (fixed and dynamic) to analyse the possibility of performance variations. In 
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the fixed job arrival strategy experiment (experiment 1), network load balance is achieved at 
iteration number 18. Whereas in a dynamic job arrival strategy (experiment 2), load balance is 
achieved in iteration number 19. This variation is due to the busyness of nodes performing their 
own jobs while attending to the jobs from overloaded nodes.  
Experiments are conducted considering the combination of the job arrival strategies and variable 
network sizes. The proposed approach showed consistent performance irrespective of the network 
size and job arrival strategies.  Minor impact on the performance (stated in section 5.2) is negligible 
considering the overall efficiency of the approach.  
5.1 Research Limitations 
The proposed approach presented in the report, has been evaluated on a demo model in a simulated 
custom network environment of 100 nodes and is assumed to perform well for bigger networks. 
Hence this approach further requires additional empirical evaluation so that it can be successfully 
implemented for large scale networks. Therefore, it would be interesting to examine the 
performance of the proposed approach in a Wide Area Network (WAN) environment. The 
proposed approach is only compared with Messor and it would be exciting to assess the 
performance of the proposed approach with more similar load balancing approaches. The proposed 
approach hasn’t focussed on what immediate action is required to tackle the network in case if a 
node crashes. Moreover the effectiveness of the proposed approach has to be evaluated in a real 
world network environment where there might be unexpected power disruptions, sudden increase 
in the workload on one part of the network, abrupt node failures etc.  
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5.2 Future Work 
Growth in the network size implies increase in complexity to handle the network load. Future 
extension to this work includes, implementing a global job queue and priority based job 
processing.  
Implementing a Global Job Queue: A global job queue acts as a central job repository, which 
can hold all the incoming jobs targeted on to the network. This repository serves as an information 
source about pending jobs. The benefit of implementing a global job queue is explained as follows.  
While all the highly capable network nodes are busily processing jobs assigned to them, all the 
incoming jobs directed to these nodes will have to wait in their respective job queues. Nodes turn 
to be overloaded and ants are generated in response, to search for idle nodes in the network. Ants 
search the length and breadth of the network to find suitable under loaded nodes to facilitate job 
transfers. These ants wander in the network till their Time-to-Live parameter exceeds and are 
terminated. 
Traversing ants generate network traffic. In order to minimize the waiting time of jobs in the job 
queues of busy nodes and to reduce the risk of congestion, idle nodes can poll the central job 
repository for pending job information and can start downloading and processing the pending tasks 
depending on their processing capability.  
Idle time of the node has to be significantly considered in the scenario, since this is the key 
parameter that determines the node’s availability. Furthermore, the TTL of an ant has to be 
designed very carefully.  When the network is too big and the TTL exceeds when the ant has been 
searching for an idle node, the whole search becomes in vain and there might be undiscovered idle 
network nodes. This might result in network imbalance compromising the network performance.  
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Therefore, implementing a global job queue would improve the performance of the proposed load 
balancing approach. 
Priority based job processing: Incorporating an approach to process jobs based on their priorities 
would further boost the performance of the proposed approach. When low priority jobs and high 
priority jobs are residing in the node job queue, pending to be processed, the processing should 
not be done in the order of job arrival. Instead, high priority jobs have to be processed first, which 
in turn ensures hassle-free functioning of the network. Furthermore, while a node currently 
processing a low priority job has encountered a high priority job been placed in its job queue, the 
node has to halt its current processing and should immediately start processing the high priority 
job in its job queue. The low priority job has to be handled once the high priority job has been 
completed.   
The performance of the proposed approach can be complemented if suitable solutions can be 
proposed to the above said circumstances. 
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Appendix 1: Simple ACO 
Pseudo code of the Simple ACO is as follows. The symbols and equations used in the pseudo code 
are also explained below.  
Connected Graph G = (N, E)  
N total number of nodes on the problem graph and  
N = {n1, n2, ………., nN} 
E  total number of edges connecting all the nodes in the graph and  
E = {eij, where i, j = {1, 2, 3, ………., N} 
s source node 
d destination node 
Ni set of all one-step neighbours of node i 
τ0 amount of pheromone associated with each arc at the initial state 
m ant memory 
ρ evaporation coefficient 
t Total running time 
∆τ  constant 
P probabilistic_decision_policy 
Ψ  complete solution 
K  Ant identifier 
Path length = number of hops in the path 
Each arc (i, j) is associated with a pheromone value τij 
Formulae for Pheromone updation and Pheromone evaporation 
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τij(t) ←τij(t) + ∆τ   ------------------- ( 1 ) 
τ← (1- ρ) τ ,  ρ є (0,1] --------------- ( 2 )  after each iteration of the algorithm 
pkij=  τij if j є Ni and pkij=  0  if j є Ni 
Global Variables 
Ant list is a global variable 
N = number of nodes 
Best solution ever found 
Pseudo code 
Simple ACO ( ) { 
 Initialization ( ); 
  T0 = get_time ( ); 
  Tf = T0; 
  ∆T = Tf – T0; 
 While (∆T ≤ T) { 
  Create N ants and put them into a list 
  (ant_list); 
  Find solution for each Ant ( ); 
  Update Pheromone Value ( ); 
  Evaporation ( ); 
  ∆T = current_time ( ) – T0; 
 } 
 Return best Solution Ever Found; 
} 
 Create ant_list ( ) { 
  Empty ant_list; 
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  For (i=1; i≤N; i++) { 
   Create an ant ( );  ----- initialize the ant 
   Put the created ant into the ant_list; 
  } 
 } 
  
Find solution ( ) { 
For each ant in the ant_list { 
 Do { 
  Find next node ( ) 
  Put the node into the stack of the ant ( );  
 } while (the current node is not the destination node) 
 } 
} 
 
Pheromone update ( ) { 
 For each ant in the ant_list{ 
If the solution found by the ant is better than the best solution ever Found{ 
Best solution Ever Found = the solution found by this     ant; 
  } 
  For each edge e included in the solution of this ant { 
   τe(t) ←τe(t) + ∆τ; 
  } 
 } 
} 
 
Pheromone evaporation { 
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 For each edge e in the graph G{ 
  τe← (1- ρ) τe ,  ρ є (0,1] 
} 
} 
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Appendix 2: Ant System 
The following pseudo code explains the functionality of Ant System algorithm. The symbols and 
equations used in the pseudo code are also explained below. 
Graph G = (N, E) ------------ (not a fully Connected graph) 
Nctotal number of nodes on the problem graph and  
C set of components representing cities and  
C = {N1,N2, ………., Nc} 
L  set of edges connecting all the nodes in the graph and  
L = {lij, where i,j = (1,2,3, ………., N)} 
Jcicj= cost/length of the connection between the nodes i,j and Jcicj≠Jcjci 
m = total number of ants 
s source node 
d destination node 
Ni set of all one-step neighbours of node i 
|s|  number of components in a sequence 
τ0 amount of pheromone associated with each arc at the initial state 
M ant memory 
ρ evaporation coefficient 
t Total running time 
∆T  constant 
P probabilistic_decision_policy 
Ψ  complete solution 
K  Ant identifier 
Path length = number of hops in the path 
Each arc (i, j) is associated with a pheromone value τij 
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Formulae used 
Pij= aij/ ΣlєNik ail       ------------------------------------------------------------------- (1) 
aij [ τij]α [ ηij]β /ΣlєNik[ τil]α [ ηil]β  ----------------------- (2) 
τij(t) ←τij(t) + ∆τk(t) ------------------------------------------ (3) 
∆τk(t) = 1/JkΨ----------------------------------------------------(4) 
τij(t) ← (1- ρ) τij(t),  ρ є (0,1) --------------------------------- (5) 
 
Pseudo Code 
Ant System ( ) { 
Initialization ( ); 
T0 = get_time( ); 
Tf = T0; 
∆T = Tf – T0; 
While ((∆T ≤ T) { 
Create ant_list ( );  -------------- create m ants and put them into a list (ant_list); 
 Find solution ( );  ---------------- for each Ant; 
 Update Pheromone ( ); 
 Pheromone Evaporation ( ); 
 ∆T = current_time ( ) – T0; 
 } 
Return best Solution Ever Found; 
} 
 
Create ant_list ( ) { 
 Empty the ant_list; 
 For (i=1; i ≤ m; i++) { 
 Create an ant ( );  ----- initialize the ant 
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 Put the created ant into the ant_list; 
} 
} 
 
Find solution ( ) { 
 For each ant in the list { 
 Empty the memory and add start city to the memory stack; 
 Do { 
  Find next node ( ); 
  Update the memory stack by adding this node to the list; 
 } while (|s| not equal to the nbr_of_cities) 
 } 
} 
 
Find next node ( i ) { 
Do { 
/* i = current node; /* 
 Read the routing table entries of node i; 
 Read the ant memory; 
Apply the probabilistic decision rule, 
} while (next node is not in the list of visited nodes) 
} 
 
Update Pheromone ( ) { 
 For each ant in the ant_list { 
  If the solution found is better than the best solution Ever Found { 
  Best solution Ever Found = solution of this ant; 
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  } 
 For each edge in the solution { 
 /* Use the ant memory for the knowledge of visited edges; /* 
  τij(t) ←τij(t) + ∆τk(t); 
 } 
 } 
} 
 
Pheromone Evaporation { 
For each edge e in the graph G{ 
 τij(t) ← (1- ρ) τij(t),  ρ є (0,1) 
} 
} 
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Appendix 3 : AntNet 
The Pseudo code for AntNet algorithm is as follows. The symbols and equations used in the pseudo 
code are also explained below. 
Tk routing table of node k 
Mk  local traffic model of node k and it is an array of data structures, 
Mk = (µd, σd2, wd) 
Nk set of neighbouring nodes of k 
µd = sample mean computed over the trip times of mobile agents 
σd2 =sample variance computed over the trip times of mobile agents 
wd= moving observation window that stored the best value(wbest d) of the agent’s triptime 
okd  new observed trip time 
fsd flow (in nbr of bits) rate from s to d 
P’nd probability of finding the next node 
ln length of the queue 
qnnbr of bits waiting on the queue 
α constant 
T  reinforcement signal (composed of all the sub paths elapsed times) 
r reinforcement and r ≡ r(T, Mk), r є (0,1] 
Formulae Used 
ΣnєNkPnd = 1, d є [1,N], Nk = {neighbours(k)} 
µd µd + η(okd - µd) 
σd2σd2 + η((okd - µd)2 - σd2) 
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pd = fsd / Σ d’ = 1to Nfsd’ 
P’nd=pnd +αln/ 1 + α(|Nk| - 1) 
ln=  1 – qn/ Σ n’ = 1to|Nk| qn’ 
Pfd’ Pfd’ + r (1 -Pfd’)   ------- positive reinforcement 
Pnd’ Pnd’ - rPnd’ , n є Nk, n ≠ f.   -------- negative reinforcement 
 
 Procedure Router ( ) { 
 Do { 
Create an ant ( ); 
 /* source,  destination (is generated using the random function) are known*/ 
Empty the ant memory and initialize it with the start node “s” and start_time = 
current time (); 
  Sleep (∆T); 
 } while (True) 
} 
 
Procedure Ant ( ) { 
 Forward activity ( ); 
 Backward activity ( ); 
 Destroy ant ( ); 
} 
 
Forward activity ( ) { 
Do {  
Move to the next node { 
Calculate the probability, 
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P’nd=pnd +αln/ 1 + α(|Nk| - 1) 
 
Move to this node and push it into the stack by adding this visited node and the time taken 
to reach this node from the start node; 
 If (current node = visited node)  { 
Delete the node from the memory stack and now push it into the memory stack; 
 } 
 Else If (elapsed time > ant’s half age) { 
 Destroy the ant; 
 } 
} 
} while (current node ≠ destination node) 
}  
Backward activity ( ) { 
Do { 
/* current node = destination node…… */ 
Pop out the stack and update local network statistics and the local traffic model; 
Use this model along with the ant memory and calculate the reinforcement values; 
Apply positive reinforcement; 
/*The edge that receives a positive reinforcement would be that edge between the current node and 
the node from which the backward ant has just come from. */ 
Apply negative reinforcement; 
/* The other neighbouring nodes of the current node receive negative reinforcement*/ 
/* depending on the local traffic model, positive and negative reinforcements are imposed……. */ 
Update the routing table; 
} while (current node ≠start node) 
Destroy the ant; 
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Appendix 4: ANN Training Algorithm 
The below pseudo code represents the Neural network training process using back propagation 
algorithm. 
Terms Used 
IValues Input Values 
TargetOP Target output 
W0B0  randomly generated initial weights and bias values 
Eta (η) Learning rate of the algorithm 
Aplha (α) momentum of the algorithm 
InitialOP Test results for output values 
OGradsoutput gradients 
HGradshidden gradients 
i-hWeightsinput to hidden weights 
i-hBiasesinput to hidden biases 
h-oWeightshidden to output weights 
h-oBiaseshidden to output biases 
∆difference between the target output value and the computed output value 
Computing Gradients 
Computing output gradients - The derivative of the activation function (tanh function is the hidden 
to output activation function in this case) is calculated and let it be “a”. Let Y be the value of 
computed output and X be the value of target output. 
a = (1 – Y) * (1 + Y) // derivative of tanh function 
OGrad= a * (X – Y)  
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Computing hidden gradients - The derivative of the activation function (Sigmoid function is the 
input to hidden activation function in this case) is calculated and let it be “b”. Let ‘M’ be the value 
of intermediate output (input to hidden output). 
b = (1 – M) * M; 
HGrad = b * (OGrad * h-oWeigths) 
Neural Network nn () 
{ 
 Initialization (); 
 double [] IValues = new double [] { }; 
 double [] TargetOP = new double []; 
double [] W0B0 = new double [] {};  
double eta = x; 
double alpha = y; 
nn.SetWeights (); 
double [] InitialOP = nn.ComputeOutputs (); 
nn.UpdateWeights(); // 
nn.GetWeights(); // when best weights and biases are found 
} 
Stop process when the error deviation is<= 0.01 or 1000 iterations 
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Update Weights() // updates the weight values and bias values using back propagation  
{ 
 Set Weights ( ); 
 Compute Outputs ( ); 
 Compute OGrads; 
 Compute HGrads; 
Compute the new delta value; 
 Update i-hWeights; 
Update i-hBiases; 
 Update h-oWeights; 
 Update h-oBiases;  
} 
Set Weights() 
{ 
 Insert values into i-hWeights; 
Insert values into i-hBiases; 
Insert values into h-oWeights; 
Insert values into h-oBiases; 
} 
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Compute Outputs() 
{ 
 Insert input values into Inputs array; 
 Compute input to hidden weighted sum; 
 Add bias values to the calculated weighted sums; // adjusted i-h weighted sum                                                                                                                            
 Apply Activation function to the adjusted weighted sum; // intermediate output  
 Compute hidden to output weighted sum; 
 Add bias value to the calculated weighted sum; // adjusted h-o weighted sum 
 Apply Activation function to the adjusted weighted sum; 
 Display output;  
} 
 
Get Weights() // retrieves the best weights and bias values 
{ 
 Display the optimal set of weight and bias values; 
} 
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