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ABSTRACT 
We propose a technique that combines geometric hashing 
with stereo vision. The idea is to use the robustness of geo- 
metric hashing to spurious data to overcome the correspon- 
dence problem, while the stereo vision setup enables direct 
model matching using the 3-D object models. Furthermore, 
because the matching technique relies on the relative posi- 
tions of local features, we should be able to perform robust 
recognition even with partially occluded objects. We tested 
this approach with simple geometric objects using a corner 
point detector. We successfully recognized objects even in 
scenes where the objects were partially occluded by other 
objects. For complicated scenes, however, the limited set 
of model features and required amount of computing time, 
sometimes became a problem. 
1. INTRODUCTION 
Stereo vision enables efficient object recognition by provid- 
ing 3 dimensional information about the scene under con- 
sideration. The use of stereo vision for object recognition, 
however, requires a solution to the correspondence problem, 
i.e. points in the left and right image must be paired in such 
a way that they are the respective projections of the same 
3-D points in the world coordinate system. This problem 
can be partially resolved by defining special points related 
to local features which may be found in both images inde- 
pendently. Imperfect detection of these features, noise and 
the abundance of such features, however, may still prevent 
a unique and correct stereo match. 
We use the robustness of geometric hashing to spurious 
data to deal with these problems. We offer all 3-D points 
generated by all pairs of points in respectively the left and 
right image that meet the geometrical constraints to form 
a stereo pair, to a geometric hashing algorithm that per- 
forms model-based recognition. This set of 3-D points not 
only contains the correct points but also a lot of incorrect, 
spurious points. In this paper we will show that the inher- 
ent robustness of geometric hashing to spurious data can 
be used to overcome this problem. 
The organisation of this paper is as follows. Section 2 
discusses the geometric hashing technique and some previ- 
ous work in this area. In section 3 we describe the stereo 
vision technique used. Section 4 shows some experimental 
results that prove the applicability of our method with real 
images and in section 5 we draw some overall conclusions 
and we discuss our future research interests. 
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2. GEOMETRIC HASHING 
2.1. The basic technique 
Geometric hashing is a technique to generate candidate 
matches between a model database and a set of measure- 
ment features. It was first employed by Lamdan et al. [l, 21 
and has since then been used and developed by many other 
authors [3, 4, 5 ,  61. 
Geometric hashing performs recognition with a set of 
points. In our case these points will be 3 dimensional points. 
Each of these points may have an attribute list to accom- 
modate features that carry more information than just a 
position (e.g. a line). The algorithm works in 2 stages. In 
the first stage, which can be performed off-line with just the 
model database, a hash table is generated from the set of 
object models. In the second stage, the actual recognition, 
this hash table is used to perform recognition on a set of 
measurement features. 
For the first stage we take a model of an object that 
consists of say k points. In order to find an object with 
arbitrary position and orientation, we want to express the 
positions of these points in a way that is invariant to ro- 
tations and translations. This can be done by expressing 
the positions in a coordinate system which is fixed with re- 
spect to the object and defined by a subset of the model 
points. In our case of 3 dimensional points, we need 3 non- 
collinear points to define such a coordinate system. First 
we translate the set of model points until the origin coin- 
cides with the centre of gravity of the 3 basis points. Next 
we rotate the set about the y-axis and the z-axis such that 
the first and second basis points fall onto the x-axis with 
the positive direction pointing from the first to the second 
basis point. Finally we rotate the set about the x-axis un- 
til the third basis point is situated on the xy-plane with a 
positive y-coordinate. If any of the attributes of a point 
contains geometrical information, this information should 
also be updated in accordance with these transformations. 
The resulting set of points is invariant to translations and 
rotations because any translation or rotation would also 
affect the basis points leaving the transformed point set 
untouched. 
In our case the points will carry no further attributes 
except their geometrical position. Therefore, because the 
transformation fixes 6 degrees of freedom, the positions of 
the 3 basis points after the transformation contain only 3 in- 
dependent variables. With these 3 variables we construct a 
new point. This point, together with the other k-3 points, 
is stored in a 3 dimensional hash table which in fact is just a 
3 dimensional array that quantifies the 3-D space into bins. 
Each of these points is stored in the appropriate bin tagged 
with the model-basis combination that generated it. The 
process of defining a new coordinate system is repeated for 
each subset of 3 non-collinear model points. This results in 
approximately k*(k-l)*(k-2) different sets of basis points, 
each generating IC-2 entries in the hash table. Due to sym- 
metries in the object model, different sets of basis points 
may generate exactly the same set of entries in the hash ta- 
ble. Therefore, our software keeps track of the transformed 
point sets already stored in the hash table, thereby pre- 
venting the same set from being stored twice with different 
bases. In this manner all available object models are stored 
in the hash table. 
During the second stage we do basically the same with a 
set of measurement features (points). Assume that we have 
a set of n 3-D measurement points. From these n points, we 
select at random 3 points to form a basis and we generate a 
set of n - 2  transformed points. For each of these transformed 
points we access the hash table at the appropriate bin and 
all bins surrounding it ( 2 7  in total). For each model-basis 
combination whose entries we find in these bins we cast a 
vote. After all n-2 points have been processed in this way, 
we collect the votes for all model-basis combinations. If the 
vote count of any of the model-basis combinations exceeds 
a certain threshold we accept a match of the model of the 
model-basis combination with a pose defined by the trans- 
formation between the basis points from the measurement 
set and the basis points from the model-basis Combination. 
If none of the vote counts exceeds the threshold a new subset 
of measurement points is selected to form the basis points 
and the process is repeated until all possible bases in the 
set of measurement points have been tried. 
Although most of the work in geometric hashing consid- 
ered 2-D models and images, there have been some exam- 
ples of 3-D object recognition in recent literature. Lamdan 
and Wolfson [a] discuss the recognition of 3-D objects from a 
single 2-D image. They propose a number of approaches but 
only discuss one method in detail in which 2-D aspect mod- 
els are generated from the 3-D object models for a discrete 
set of viewing angles. A drawback of this approach is that it 
increases the number of models in the hash table, although 
this may be compensated by the fact that usually less fea- 
tures are necessary to form a basis than with 3-D models, so 
that the total number of model-basis combinations doesn't 
necessarily increase. Furthermore, the approach introduces 
errors due to the fact that only a discrete number of viewing 
angles can be modelled and the approach discards part of 
the information that is available in the 3-D models. Gavrila 
and Groen [4] use a similar approach in which they adapt 
the set of viewing angles for each of the 3-D models based on 
the errors caused by the discretization. Flynn and Jain [3] 
use an indexing technique similar to geometric hashing, for 
invariant features based on 3 dimensional surfaces. Their 
approach, however, seems most suitable for range images. 
2.2. Weighted voting 
The crude voting strategy used by Lamdan does not allow 
a graceful degradation of the vote count for a model-basis 
combination as the amount of noise in the feature positions 
increases. Rigoutsos and Hummel[5,6], therefore, proposed 
a weighted voting system. In fact they developed a Bayesian 
approach to geometric hashing to derive an expression for 
weighted voting. We applied a simplified form of their result 
in our application. 
The weighted vote is given by 
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Figure 1: Stereo matching: reconstruction of the epi-polar 
line for a point in the left image. 
where &,i indicates the ith hash entry from model-basis 
combination I ,  d j  indicates the j t h  transformed point from 
the measurement set and cm is a parameter of the weigh- 
ing function. The parameter um indicates the width of the 
weighing function and should be fixed according to the ex- 
pected error in the transformed measurement points. Dur- 
ing the recognition phase, instead of just casting a vote, we 
will now calculate a weighted vote for each entry that we 
find in one of the 27  bins that we access for a certain trans- 
formed measurement point. It is assumed that the weighted 
vote for a hash entry outside these bins would have been 
negligible anyway, which is a reasonable assumption if the 
linear bin size is at least equal to nm. 
The total vote for a certain model-basis combination is 
now collected according to 
-+ 
k-1 
Here the summation sums over the different hash entries 
due to one model-basis combination and the maximisation 
ensures that only one measurement point will vote for a 
certain model point. 
3. STEREO MATCHING 
We use a calibrated stereo setup in which we know the 
transformations from the 3 dimensional world coordinates 
to the 2 dimensional coordinates in both image planes. 
These transformations are based on a pinhole camera model 
and involve the position and orientation of the camera (ex- 
ternal parameters), a perspective projection and the posi- 
tion and orientation of the image plane (internal parame- 
ters). Except for the perspective transformation, the trans- 
formations are linear. If a subset of the internal parameters 
is given (e.g. by the manufacturer of the camera and the 
lens), the other parameters may be estimated using a cali- 
bration object with a known 3-D position and orientation. 
If we know the 2-D positions of both projections of the 
same 3-D point (a stereo pair), we can reconstruct the po- 
sition of the 3-D point using these positions and our knowl- 
edge of the camera transformations. The difficulty, how- 
ever, is finding these stereo pairs. This problem can be 
reduced by defining special points, local features, such that 
the number of candidate stereo pairs strongly decreases. 
The number of candidate stereo pairs can be further re- 
duced by using the epi-polar line constraint [7]. Given a 
point in one of the images, we can calculate its projection 
line, the line in the 3-D world that projects onto this partic- 
ular point, see figure (1). This line is given by the line that 
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Figure 2: Model matching results with the cube, (a) left im- 
age showing the correct model; (b) image of cube matched 
to hexagon model. 
goes through the image point on the image plane and the 
pinhole of the camera. Next we project this line onto the 
image plane of the other camera, generating the so called 
epi-polar line. Because the 3-D point that generated the 
first point must be somewhere on the projection line, the 
projection of this point onto the second image plane must 
be somewhere along the epi-polar line. 
Due to noise, discretization errors and limitations of 
the camera model, however, we can not expect this second 
point to be exactly on the epi-polar line. Therefore we take 
a strip along the epi-polar line of width 2T,, T, being the 
maximum distance of a candidate point to the epi-polar 
line. All points that fall within this strip will form a candi- 
date stereo pair with the point that generated the epi-polar 
line. This means that in general one image point will form 
multiple candidate stereo pairs which are mutually exclu- 
sive. 
Once a candidate stereo pair has been established, the 
3-D point can be reconstructed by calculating the projection 
lines of both image points. In general these lines will not 
intersect. Therefore we calculate the mid point between the 
points on the lines where these lines draw nearest to each 
other. This is the 3-D point that we offer to the recognition 
phase. 
4. EXPERIMENTS 
4.1. Experimental setup 
We have applied our method in an experiment involving 
simple geometric objects described earlier by Hoogeveen 
and Korsten [8]. We want to test the behaviour of our 
method for different values of the parameters and we want 
to test its ability to deal with complex scenes in the pres- 
ence of occlusion. Our model database contains models for 
a cube, a hexagon and a wedge. These objects are mod- 
elled by their corner points. Furthermore, we consider all 
possible bases in the set of measurement points. We do not 
stop if we find a probable match because this would restrict 
the number of solutions which is undesirable during test- 
ing. The corner points are detected by local maxima in the 
isophote curvature multiplied by the cube of the gradient, K.  
This K is given by [9] 
where Iy(Z) etc. are the local partial derivatives of t‘h;! 
gray value image I(5). These derivatives are estimated by 
convolving the image with the appropriate derivatives of the 
Gaussian function. We calculate the local maxima of K(Z)  
and we select those maxima that exceed a certain threshold. 
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Figure 3: Contour plot of relative match value (T, = 0.6, 
T, = 5 ) .  
Our corner detector, therefore, exhibits 2 parameters, uc for 
the width of Gaussian function and T, for the threshold. 
Figure (4) shows an image with the set of corner points 
that have been detected. As can be seen from this image 
the corner detector does not work flawlessly, some of the 
corner points have not been detected and there are some 
spurious points due to shadows and highlights. 
4.2. Parameter dependence 
To determine the dependence of the success of our strategy 
on the specific parameter values we consider the scene in 
figure (2) that only contains the cube. Figures (2a,b) show 
two matching results that are likely to occur with this scene. 
Figure (2a) shows the projection of the 3-D points of the 
modelled cube onto the left image. Note that the position 
of the cube model is non-optimal: the positioning of the 
model is based on the transformation calculated only from 
the 3 basis points, not from all points involved in the match. 
Figure (2b) shows the hexagon model matched to an image 
of the cube. It turns out that 4 corners of the hexagon 
can be made to coincide almost exactly with corners of the 
cube. Together with the fact that no more than 6 corners 
of the cube will be visible in both the left- and right image, 
this makes the hexagon a very likely candidate match for 
scenes containing the cube. Therefore, as a measure for 
the reliability of the match we introdiiw the ratio of the 
highest vote (as given in equation (2)) for a model-basis 
combination of the cube over the highest vote for a model- 
basis combination of the hexagon. 
This relative match value is plotted in figure (3) as a 
function of the parameters (r, and 0,. This figure shows 
a slight dependency for the optimal value of (r, on the 
value of U,. This is understandable because an increase 
in the value of U, means that corner points are detected 
more reliable but with less posltional accuracy, so that the 
position of the 3-D points will be less accurate. Therefore to 
find a good match the width of the weighing function, om, 
also has to increase. 
As for the thresholds, it appears that the best results 
are obtained by choosing the threshold values such that a 
lot of 3-D points are generated. Which means choosing a 
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Figure 4: Multiple objects: left image showing detected 
corner points overlaid with the models of the two detected 
objects (U, = 8, T, = 0.6, T, = 5, um = 3.5). 
low value for the curvature threshold T, and a high value for 
the strip width T,. This is in accordance with our assump- 
tion that geometric hashing is very robust to spurious data 
so that the incorrect points have little effect on the final 
result while these parameter settings ensure that all correct 
3-D points are found. There is, however, a drawback to such 
settings. Because we consider all possible bases in the scene 
points, the amount of computing time necessary to evaluate 
a scene is of the order n4 (n  being the number of 3-D points 
calculated from the images). There are about n3 different 
bases which each result in order n transformed 3-D points 
This problem also limits the range of values for U, in fig- 
ure (3). For oC = 5.6 pixels we find 46 3-D points which 
take about 40 minutes to evaluate on a SUN Sparc 20, while 
with CT, = 8 pixels we find only 10 3-D points which take 
about 14 seconds to evaluate. 
4.3. Multiple objects and occlusion 
Because our model matching strategy uses only local fea- 
tures, it should be able to recognize objects that are par- 
tially occluded. Therefore, we analysed more complex im- 
ages where multiple objects where visible, partially occlud- 
ing each other. To find multiple objects in one scene we 
remove the scene points belonging to a detected object af- 
ter a match has been found, and we repeat the matching 
process until no more objects are found. 
Figure (4) shows a scene with multiple objects partially 
occluding each other. For this scene our method generated 
6 matches among which were the correct matches shown in 
figure (4). The other matches concerned the other objects in 
the scene whose models were not contained in the database. 
In order to find both correct matches, however, the value 
for cm had to be finely tuned. Otherwise random matches 
would prevent at least one object from being found. This 
problem is probably caused by the fact that the models 
contain only a few corner points. Furthermore, we found 
that with scenes containing multiple objects close together, 
we had to limit value for the stereo threshold, T,. The 
close presence of multiple objects generated a large number 
of 3-D points that could not be dealt with in reasonable 
time by our algorithm. 
5.  CONCLUSIONS AND FUTURE RESEARCH 
Geometric hashing enables the recognition of 3-D objects 
from stereo images in a relatively simple manner. The pro- 
posed technique relies on local features which permits recog- 
nition even when the objects are partially occluded. The 
recognition phase, however, still uses global information in 
the form of the geometric positions of the features to per- 
form reliable matching. The robustness of the geometric 
hashing technique to spurious data helps to solve the cor- 
respondence problem in stereo vision. 
The experiments show that technique works well on sim- 
ple scenes even with the rather limited set of features that 
we used. For more complex scenes it turns out that the 
limited set of model features and the computation time re- 
quired for such scenes, are a problem. The computation 
time can be strongly reduced by not evaluating every pos- 
sible basis but accepting a match if its match value exceeds 
a certain threshold. In that case and if a modelled object is 
present in the scene, the computational complexity reduces 
from n4 to n [I]. In order to be able to put a threshold on 
the match value, however, we should at least account for 
the variation in the number of features among the different 
models. To increase the information contained in the mod- 
els, we are planning to extend our set of features to include 
3-D lines and curves. If we use a combination of line and 
point features, but only use the point features as possible 
elements for a basis, we may realize this extension at very 
low additional computational costs. 
The authors wish to thank Dick Snippe for his contri- 
butions to the ideas presented in this paper. 
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