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We reconstruct finite-dimensional quantum theory with superselection rules, which can describe hybrid
quantum-classical systems, from four purely operational postulates: symmetric sharpness, complete mixing,
filtering, and local equality. It has been shown that each of the classical and fully quantum theories is singled
out by an additional postulate.
I. INTRODUCTION
Although quantum theory has enjoyed great success as
an approach for explaining the behavior of the microscopic
world, we still lack a deep and intuitive understanding of its
principles. This is in contrast to special and general relativ-
ity, which are based on simple physical principles. In 1932,
von Neumann presented an abstract mathematical formula-
tion of quantum theory based on complex Hilbert spaces [1].
However, as he pointed out “I do not believe in Hilbert space
anymore” [2], it is thus noteworthy that this formulation is
far from a clear understanding of the physical structure of
quantum theory. For a proper understanding of the reason
why the complex Hilbert space (or C∗-algebraic) formalism
is relevant in describing the microscopic world, Birkoff and
von Neumann[3], Zierler[4], Mackey[5], Jauch and Piron[6],
Ludwig[7], and many other researchers have investigated the
reconstruction of the mathematical structure of quantum the-
ory (simply referred to as the derivation of quantum theory)
from physically meaningful principles.
Around 2000, a research program was launched by Fuchs
and Brassard (e.g., [8]), the goal of which was to reconstruct
quantum theory from a few simple information-theoretic prin-
ciples. Since then, an increasing number of studies have
adopted an information-theoretic approach [9–31]. Many of
these studies are based on the operational probabilistic the-
ory (OPT) or other similar theories such as the generalized
probabilistic theory [9–21]. An OPT offers a powerful ap-
proach for ensuring a deeper understanding of the operational
and information-theoretic aspects of quantum processes. In
2001, Hardy proposed a novel approach for deriving ordinary
quantum theory, i.e., quantum theory without superselection
rules (which we denote as fully quantum theory), using five
informational axioms [9]. However, some of these axioms
are expressed in mathematical terms that have no clear phys-
ical underpinning. Subsequently, Dakic and Bruckner [13]
and Masanes and Mu¨ller [14] attempted reconstruction ap-
proaches based on more sophisticated axioms. Chiribella et
al. [15] and Hardy [16] succeeded in reconstructing fully
quantum theory using purely operational postulates. To avoid
technical difficulties resulting from infinite dimensions, many
studies have focused on finite-dimensional quantum theory,
which still exhibits all the essential quantum phenomena.
In quantum information science, effective use of classical
systems in combination with fully quantum systems can be
crucial. For instance, the control of a fully quantum system
using classical information, such as the outcomes of mea-
surements, is crucial in many fields (e.g., local operations
and classical communication, quantum teleportation, and one-
way quantum computing). Furthermore, fully quantum the-
ory is arguably not self-contained as the outcome of a mea-
suring process is essentially classical in nature. To deal with
classical and quantum information in a unified way requires
the application of quantum theory to handle hybrid quantum-
classical systems. Several studies have been conducted on
hybrid quantum-classical systems and we will mention only
a few examples of such studies herein: the interaction be-
tween quantum and classical systems (e.g., [32, 33]), formu-
lation of hybrid quantum-classical dynamics (e.g., [34–36]),
quantumness of correlations in quantum states (e.g., [37, 38]),
and quantum coherence (e.g., [39, 40]). However, it is note-
worthy that all the results mentioned in the previous para-
graph cannot be applied to a quantum theory having hybrid
quantum-classical systems. Therefore, in this paper, we will
derive quantum theory with superselection rules, which can
describe classical systems, fully quantum systems, and hybrid
quantum-classical systems, from purely operational postulates
only.
Some properties that can be used as postulates (or axioms)
to single out fully quantum theory are not satisfied in classi-
cal systems: an instance of this is the so-called purification
postulate [15, 21, 41], which claims that every state has a pu-
rification. Moreover, there exist postulates that can be used
to derive both fully quantum theory and classical probability
theory (which we refer to as classical theory) but are not sat-
isfied in hybrid quantum-classical systems; instances of such
postulates are as follows: (i) there exists a deterministic re-
versible process between any pair of normalized pure states
[9, 13, 14, 18]; (ii) each system is characterized by a natural
number that is referred to as dimension or capacity [9, 14]; and
(iii) there exists a deterministic reversible process producing
any given permutation of any given maximal set of perfectly
distinguishable normalized pure states [16, 19]. The deriva-
tion of quantum theory with superselection rules from an OPT
is presented by Barnum and Wilce [42], Selby et al. [43],
Wilce [44], and Jia [45]. However, in Refs. [42, 45], math-
ematical assumptions that are not stated in operational terms
were adopted as postulates. Also, some postulates adopted in
Refs. [43, 44] (e.g., symmetric purification or the existence
of a conjugate system) seem to be difficult to intuitively com-
prehend, at least for readers that are unfamiliar with quantum
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2theory1. In contrast, the set of our postulates is stated in oper-
ational terms and provides an intuitive interpretation; in par-
ticular, each of our four postulates is easy to intuitively under-
stand in the context of classical theory. Moreover, we show
that each of the fully quantum and classical theories can be
singled out using an additional operational postulate. In this
paper, we consider only finite-dimensional systems.
The paper is organized as follows. In Sec. II, we present
a review of the framework of OPTs. In Sec. III, we present
a set of four operational postulates and overview the deriva-
tion of quantum theory with superselection rules (which we
simply refer to as quantum theory subsequently). In Secs. IV
and V, we consider an OPT satisfying the first three postu-
lates and show that each state space is the cone of squares
of a Euclidean Jordan algebra (EJA). In Sec. VI, we present
a review of the fundamental properties of EJAs that will be
used in Sec. VII. In Sec. VII, we discuss an OPT with the four
postulates and show that quantum theory is the only theory
consistent with these postulates.
II. OPERATIONAL PROBABILISTIC THEORY (OPT)
In this section, we introduce the framework of OPTs. The
framework can be explained in several ways, leading to es-
sentially almost the same formalism. Some basic facts about
an OPT are reviewed. The proofs of some of the results are
not presented in this paper; for the details, we refer the reader
to Refs. [9–21, 41]. To provide an intuitive grasp of an op-
erational interpretation, we will use diagrammatic representa-
tions, which is motivated by the work of Coecke, Abramsky,
and others (see, e.g., [46–48]). Any diagrammatic representa-
tion can be faithfully and rigorously described in a mathemat-
ical formula.
A. Operational theory
First, we introduce an operational theory. This theory de-
scribes the compositional structure of physical processes.
1. Processes, states, and effects
An operational theory consists of a collection of systems
and a collection of processes. Systems could represent a phys-
ical system such as a photon. Processes could represent a par-
ticular behavior of a physical device such as a beam splitter.
Systems are labeled by capital letters from the beginning of
1 Certainly, Wilce noted that there remains some mystery as to the proper
interpretation of the conjugate system [44]. Based on some postulates, he
showed that each effect space is a symmetric cone; however, he did not
provide the complete derivation of quantum theory. Also, in Ref. [43],
there seems to be a gap in the proof of Theorem 4.14, as presented in the
footnote 15 of this paper.
the alphabet (A, B, . . .). Syst is defined as the set of all sys-
tems. Each process has an input system and an output system;
a process having an input system A and an output system B is
called a process from A to B. ProcA→B is defined as the set of
all processes from A to B.
We introduce an ‘empty’ system, called a trivial system and
denoted by I. A process from I to A (which is a process with
no input) is called a state preparation, or simply a state, of A
and is denoted like |ρ) in analogy to Dirac’s bra-ket notation
(note that |ρ) could be a mixed state, which will be defined
later). StA B ProcI→A is called the state space of system A.
Similarly, a process from A to I (i.e., a process with no output)
is called an effect of A and is denoted like (e|. EffA B ProcA→I
is called the effect space of system A. An effect represents an
event associated with a particular outcome of a measurement.
A process from I to I (i.e., a process with no input and no
output) is called a scalar. Let Scalar B ProcI→I .
In diagrammatic terms, a process f ∈ ProcA→B, a state |ρ) ∈
StA, an effect (e| ∈ EffA, and a scalar p ∈ Scalar are depicted
as
f
B
A
ρ,
A
,
e
A
p
, . (1)
Systems are represented by labeled wires (labels are often
omitted). The trivial system I is represented by ‘no wire’.
Processes are represented by boxes that have an input wire at
the bottom and an output wire at the top. For a scalar, the box
will be omitted. Diagrammatic representations can be consid-
ered as something like data flow diagrams with time increas-
ing from the bottom to the top.
Example of quantum theory The state space StA and the
effect space EffA are isomorphic to
⊕k
i=1 S+(Cni ), where C
is the set of all complex numbers and S+(Cn) is the set of
all complex positive semidefinite matrices of order n. The
natural numbers k, n1, . . . , nk are determined by the system A.
NA B
∑k
i=1 ni is called the rank of A. System A is called
classical if k = NA (i.e., StA  EffA 
⊕NA
i=1 S+(C)  RNA+ )
holds, where X  Y denotes that X is isomorphic to Y, and
R+ is the set of all nonnegative real numbers. Classical the-
ory is a special case of quantum theory in which every sys-
tem is classical. System A is called fully quantum if k = 1
(i.e., StA  EffA  S+(CNA )) holds. Fully quantum the-
ory is a special case of quantum theory in which every sys-
tem is fully quantum. Note that a system A with NA = 1
is classical and fully quantum. The state space of the triv-
ial system, StI = Scalar, is isomorphic to S+(C)  R+.
When StA 
⊕kA
i=1 S+(Cmi ) and StB 
⊕kB
j=1 S+(Cn j ) hold,
ProcA→B is isomorphic to the space of all completely positive
(CP) maps from
⊕kA
i=1 S(Cmi ) to
⊕kB
j=1 S(Cn j ), where S(Cn)
is the set of all complex Hermitian matrices of order n. In
the examples of quantum theories, we will identify a process
with its corresponding CP map; in particular, we will identify
a state (or effect) with the corresponding positive semidefinite
matrix.
32. Sequential / parallel composition of processes
Two processes can be composed sequentially if the output
system of one is equal to the input system of the other. The
sequential composition of f ∈ ProcA→B and g ∈ ProcB→C is
a process from A to C, which is denoted as g ◦ f ∈ ProcA→C .
The composition, (e| ◦ |ρ) ∈ Scalar, of a state |ρ) ∈ StA and
an effect (e| ∈ EffA is also denoted by (e||ρ) or (e|ρ). g ◦ f and
(e|ρ) are respectively depicted as
f
g
A
B
C
ρ
e
,
A
. (2)
Whenever we write g◦ f for two processes f and g, we always
assume that the output system of f and the input system of g
are equal. Sequential composition is associative, i.e., h ◦ (g ◦
f ) = (h ◦ g) ◦ f holds for any f ∈ ProcA→B, g ∈ ProcB→C ,
and h ∈ ProcC→D, where f = f ′ denotes that f and f ′ are
indistinguishable in an operational theory.
Two systems A and B can be composed in parallel to yield
a new system, denoted A ⊗ B. The composition is associative,
i.e., A⊗(B⊗C) = (A⊗B)⊗C holds for any A, B,C ∈ Syst. I⊗A
and A⊗ I are identified with A itself. The parallel composition
of f ∈ ProcA→B and g ∈ ProcC→D, denoted as f ⊗ g, is a
process from A ⊗ C to B ⊗ D. Diagrammatically, f ⊗ g is
depicted as a pair of processes arranged side by side:
f g
A C
DB
. (3)
The parallel composition of processes is also associative, i.e.,
f ⊗ (g ⊗ h) = ( f ⊗ g) ⊗ h holds for processes f , g, and h.
A collection of connected processes will be called a diagram.
Assume that
(g1 ⊗ g2) ◦ ( f1 ⊗ f2) = (g1 ◦ f1) ⊗ (g2 ◦ f2) (4)
holds for four any processes f1, f2, g1, and g2, which is dia-
grammatically represented as
=
f1 f2
g1 g2
f1 f2
g1 g2
, (5)
where the auxiliary lines (dashed lines) are only intended to
guide the eye.
Example of quantum theory The sequential composition,
g ◦ f , of two processes f ∈ ProcA→B and g ∈ ProcB→C
is the CP map defined as (g ◦ f )[|ρ)] B g[ f [|ρ)]] for any
|ρ) ∈ StA. In particular, (e|ρ) = Tr[(e| · |ρ)] holds, where ·
indicates the matrix product. When StA 
⊕kA
i=1 S+(Cmi ) and
StB 
⊕kB
j=1 S+(Cn j ) hold, StA⊗B 
⊕kA
i=1
⊕kB
j=1 S+(Cmin j )
holds. The parallel composition, |ρ) ⊗ |σ), of two states |ρ)
and |σ) is the tensor product of the matrices |ρ) and |σ). The
parallel composition, f ⊗h, of two processes f ∈ ProcA→B and
h ∈ ProcC→D is the CP map defined as ( f ⊗ h)[|ρ) ⊗ |σ)] B
f [|ρ)] ⊗ h[|σ)] for any |ρ) ∈ StA and |σ) ∈ StC .
We present two examples of systems that are neither clas-
sical nor fully quantum. The first one is hybrid quantum-
classical systems. Consider a classical system A and a fully
quantum one B with NA,NB > 1. Since StA 
⊕NA
i=1 S+(C)
and StB  S+(CNB ) hold, the state space of the composite sys-
tem A ⊗ B satisfies StA⊗B 
⊕NA
i=1 S+(CNB ). The second one
is a system C with superselection rules for the total number of
particles, In such a system, coherent superpositions between
states with a different number of particles cannot be observed.
Assume that C consists of at most K particles. The state space
StC can be decomposed StC =
⊕K
k=0 St
(k)
C , where St
(k)
C is the
subspace with the number of particles equal to k. If each sub-
space St(k)C can be thought of as a fully quantum system, then
St(k)C  S+(Cnk ) holds for some natural number nk. In this
case, StC is isomorphic to
⊕K
k=0 S+(Cnk ).
3. Identity processes and swap processes
Assume that, for each system A, there exists a ‘do nothing’
process on A, which is called an identity process and denoted
by idA ∈ ProcA→A or simply id. Diagrammatically, idA is
depicted as
A . (6)
idI is depicted as the ‘empty space’. Identity processes satisfy
the following conditions for any systems A and B and any
process f ∈ ProcA→B:
(1) f ◦ idA = f = idB ◦ f .
(2) idA ⊗ idB = idA⊗B.
(3) f ⊗ idI = f = idI ⊗ f .
It follows that there is a unique identity process for each sys-
tem. The above property (1) is depicted as:
f
f
f= =
, (7)
where the auxiliary boxes indicate the identity processes. It is
easily seen that, for any processes f and g, (id ◦ f )⊗ (g ◦ id) =
f ⊗ g = ( f ◦ id) ⊗ (id ◦ g) holds, which is diagrammatically
represented as
=
f
=f
fg
g
g
. (8)
Intuitively, this means that the vertical shifts of processes do
not affect diagrams.
4We also assume that, for any systems A and B, there exists
a process ×A⊗B ∈ ProcA⊗B→B⊗A, called a swap process and
diagrammatically depicted as
A B
AB
, (9)
such that
f = f
AB
A'B
B
B
A
A'
(10)
(i.e., ×A′,B ◦ ( f ⊗ idB) ◦ ×B,A = idB ⊗ f ) holds for any systems
A, A′, and B and any process f ∈ ProcA→A′2.
Example of quantum theory The identity process is the
identity map. The swap process ×A,B is the process satisfying
×A,B ◦ [|ρ) ⊗ |σ)] = |σ) ⊗ |ρ) for any |ρ) ∈ StA and |σ) ∈ StB.
Note that although no knowledge of category theory is re-
quired to read this paper, this theory provides a suitable frame-
work to describe an operational theory. Specifically, an oper-
ational theory can be considered as a category with systems
as objects and processes as morphisms. In particular, this cat-
egory is a strict symmetric monoidal category with the tensor
unit I and the tensor product ⊗.
4. Properties of scalars
We introduce the following diagram consisting of two pro-
cesses u1 ∈ ProcC→A⊗E and u2 ∈ ProcB⊗E→D
C
D
E=u
A
B
u2
u1
A
B
D
C . (11)
This diagram, denoted as u : ProcA→B → ProcC→D, maps
f ∈ ProcA→B to u( f ) B u2 ◦ ( f ⊗ idE) ◦ u1 ∈ ProcC→D. Any
process from C to D that includes f ∈ ProcA→B is expressed in
the form u( f ) ∈ ProcC→D with some diagram u : ProcA→B →
ProcC→D; for example,
ff = = uf
g1
g2
g3
g1
g3 g2
,
(12)
where u1 and u2 are, respectively, the processes enclosed by
the lower and upper auxiliary boxes.
2 More strictly, we also assume that ×A,I = idA and ×A,B⊗C = (idB ⊗ ×A,C) ◦
(×A,B ⊗ idC) hold for any systems A, B, and C.
For a scalar a and a process f , a ⊗ f is denoted by a f or
a · f . A process expressed in the form a f with a scalar a and a
process f will be referred to as scalar multiplication of f . Two
processes f , g ∈ ProcA→B will be referred to as proportional,
denoted by f ∝ g, if there exists a scalar a satisfying either
f = ag or a f = g.
It follows that, for any scalar a, process f ∈ ProcA→B, and
diagram u : ProcA→B → ProcC→D, u(a f ) = a · u( f ) holds3,
which is diagrammatically represented as
=ua f ua f
. (13)
This implies that any scalar can freely move around a diagram;
for example, [(a f ) ◦ g] ⊗ h = [ f ◦ (ag)] ⊗ h = ( f ◦ g) ⊗ (ah) =
a[( f ◦ g) ⊗ h] holds for any processes f , g, h and any scalar a.
Consider the particular case in which A = B = C = D = E = I
and u2 = idI and let b B u1 ∈ Scalar; then, u : Scalar →
Scalar satisfies u(a) = a ◦ b for any a ∈ Scalar. Also, from
a = a · idI and Eq. (13), u(a) = a · u(idI) = ab holds. Thus, for
any two scalars a and b, a ◦ b = ab holds, i.e., the sequential
and parallel compositions of two scalars are equal.
Example of quantum theory For any a, b ∈ Scalar = R+,
a · b = a ⊗ b = a ◦ b is the multiplication of two nonnegative
real numbers a and b. a f with a ∈ Scalar and f ∈ ProcA→B is
the CP map that satisfies (a f )[|ρ)] = a· f [|ρ)] for any |ρ) ∈ StA.
B. OPT
Next, we review an OPT. This theory is an operational the-
ory that assigns probabilities for processes.
1. Tests and feasible processes
A test is a mathematical model that represents the behavior
of a physical device. A test having an input system A and an
output system B consists of k processes f1, . . . , fk ∈ ProcA→B
that represent mutually exclusive and collectively exhaustive
events. f ∈ ProcA→B is called deterministic if { f } is a test.
Intuitively, a deterministic process represents an event that al-
ways happens. TestA→B and ProcDA→B are, respectively, de-
fined as the sets of all tests and deterministic processes from
A to B. Each element of MeasA B TestA→I is called a mea-
surement of A. Assume that, for each system A, there exist a
deterministic state of A and a deterministic effect of A.
As well as processes, tests can be composed sequen-
tially and in parallel. The sequential composition of { f j ∈
3 Proof: We obtain u(a f ) = u2 ◦ (a f ⊗ idE) ◦ u1 = (idI ⊗ u2) ◦ (a⊗ f ⊗ idE) ◦
(idI ⊗ u1) = (idI ◦ a ◦ idI ) ⊗ [u2 ◦ ( f ⊗ idE) ◦ u1] = a · u( f ), where the third
equality follows from Eq. (5).
5ProcA→B}Jj=1 ∈ TestA→B and {gl ∈ ProcB→C}Ll=1 ∈ TestB→C is
{gl ◦ f j}(J,L)( j,l)=(1,1) ∈ TestA→C . The parallel composition of { f j ∈
ProcA→B}Jj=1 ∈ TestA→B and {hm ∈ ProcC→D}Mm=1 ∈ TestC→D
is { f j⊗hm}(J,M)( j,m)=(1,1) ∈ TestA⊗C→B⊗D. Since the sequential com-
position, {g◦ f }, of two tests { f } and {g}with f ∈ ProcDA→B and
g ∈ ProcDB→C is a test, the sequential composition of two de-
terministic processes is deterministic. Also, the parallel com-
position of two deterministic processes is deterministic.
We will call a process f feasible if there exists a test includ-
ing f . Intuitively, a feasible process represents a randomly oc-
curring event. Let ProcFA→B be the set of all feasible processes
from A to B; then, ProcDA→B ⊆ ProcFA→B ⊆ ProcA→B obviously
holds. Also, we define StFA B Proc
F
I→A, Eff
F
A B Proc
F
A→I , and
ScalarF B ProcFI→I .
Example of quantum theory A set of processes (i.e., CP
maps), { f j}kj=1, is a test if and only if the CP map
∑k
j=1 f j is
trace-preserving (TP). A set of effects Π B {(e j| ∈ EffA}kj=1
is a measurement if and only if
∑k
j=1 (e j| = 1NA holds, where
1n is the identity matrix of order n. This means that Π is a
positive operator-valued measure. f ∈ ProcDA→B means that f
is a TP-CP map. Also, f ∈ ProcFA→B means that f is a trace
non-increasing CP map. In particular, |ρ) ∈ StFA is equivalent
to Tr |ρ) ≤ 1, and (e| ∈ EffFA is equivalent to (e| ≤ 1NA , where
H ≤ H′ (or H′ ≥ H) with Hermitian matrices H and H′ de-
notes that H′ − H is positive semidefinite.
2. Assigning Probabilities
Assume that, for each feasible state |ρ), a probability for
|ρ) to happen is assigned and is dependent only on |ρ). Let
us denote this probability by Pr[|ρ)], where Pr is a function
from StFA to [0, 1] (where [0, 1] denotes the set of all real num-
bers between 0 and 1, inclusive). Also, assume that each
p ∈ ScalarF is identified with Pr(p) and that ScalarF = [0, 1]
holds. This means that any feasible scalar can be interpreted
as a probability. A feasible state |ρ) satisfying Pr[|ρ)] = 1 is
called a normalized state. Let StNA be the set of all normalized
states of A.
Assume that, for any A, B, E ∈ Syst, f ∈ ProcFA→B, and|σ) ∈ StFA⊗E , the probability of the joint occurrence of the
state |σ) and the process f is Pr[ f , |σ)] B Pr[( f ⊗ idE) ◦ |σ)].
Also, assume that, for any two feasible scalars p and q, the
probability of the joint occurrence of p and q (i.e., Pr(p, q) =
Pr(pq) = pq) is the product of probabilities p and q, which
means that pq is the product of two real numbers p and q. This
can be interpreted to indicate that an event that p happens and
one that q happens to occur independently. The case q = idI
yields p · idI = p, which gives idI = 1.
It is natural to assume that f1, . . . , fk ∈ ProcA→B represent
mutually exclusive and collectively exhaustive events if, for
any feasible state |σ) ∈ StFA⊗E , the sum of the probabilities of
the joint occurrence of |σ) and f j is equal to the probability of
occurrence of |σ). This assumption implies
{ f j}kj=1 ∈ TestA→B
⇔ ∀E ∈ Syst, |σ) ∈ StFA⊗E ,
k∑
j=1
Pr[ f j, |σ)] = Pr[|σ)].
(14)
Example of quantum theory Pr[|ρ)] = Tr |ρ) and
Pr[ f , |σ)] = Tr[( f ⊗ idE)[|σ)]] hold.
3. Deterministic effects
We denote one of the deterministic effects of a system A as
( A| or simply ( |, which is depicted as
A . (15)
From Eq. (14), ( A|ρ) = Pr[|ρ)] obviously holds for any
|ρ) ∈ StFA. This can be interpreted that any deterministic ef-
fect always happens. In particular, ( I | = 1 holds. For any
systems A and B, we choose ( A⊗B| B ( A| ⊗ ( B|, which is
depicted as
B = A BA . (16)
Example of quantum theory ( A| is the identity matrix 1NA .
4. Unfeasible processes
In this paper, for the sake of mathematical convenience,
we assume Scalar = R+. A real number larger than 1 is
an unfeasible scalar. Unfeasible scalars are not quite intu-
itive since they cannot be interpreted as probabilities; how-
ever, they allow for a simple mathematical analysis, as will
be seen throughout this paper. For any a ∈ Scalar and
f ∈ ProcFA→B ⊆ ProcA→B, a f ∈ ProcA→B obviously holds.
Assume that any unfeasible process is expressed as scalar
multiplication of a feasible process, i.e.,
ProcA→B = {a f : a ∈ Scalar, f ∈ ProcFA→B} (17)
holds. Such ProcA→B can be interpreted as the smallest con-
ceivable process space that is consistent with an operational
theory satisfying Scalar = R+.
Recall that Pr[|ρ′)] = ( A|ρ′) holds for any |ρ′) ∈ StFA. We
here extend the domain of the function Pr by letting Pr[|ρ)] B
( A|ρ) for any |ρ) ∈ StA. Note that Pr[|ρ)] can be larger than
1. Also, let Pr[ f , |σ)] B Pr[( f⊗idE)◦|σ)] = ( |◦( f⊗idE)◦|σ)
for any f ∈ ProcA→B and |σ) ∈ StA⊗E .
65. Properties of tests and feasible processes
Since any |σ) ∈ StA⊗E is expressed as |σ) = a|σ′) with a ∈
Scalar and |σ′) ∈ StFA⊗E , Pr[|σ)] = Pr[a|σ′)] = a · Pr[|σ′)] and
Pr[ f , |σ)] = Pr[ f , a|σ′)] = a ·Pr[ f , |σ′)] obviously hold. Thus,
Eq. (14) also holds if |σ) ∈ StFA⊗E is replaced by |σ) ∈ StA⊗E .
Moreover,
Pr[ f , |σ)] ≤ Pr[|σ)], ∀E ∈ Syst, |σ) ∈ StA⊗E (18)
holds for any f ∈ ProcFA→B. Considering the particular case
of B = E = I, we have that, for any (e| ∈ EffFA,
(e|σ) ≤ ( |σ) , ∀|σ) ∈ StA. (19)
We have that, for any |ρ) ∈ StA, 4
|ρ) ∈ ProcDI→A ⇔ ( |ρ) = 1 ⇔ |ρ) ∈ StNA . (20)
Using Eq. (20), one can easily see that Eq. (14) can be re-
placed with5
{ f j}kj=1 ∈ TestA→B ⇔ |ρ) ∈ StA,
k∑
j=1
Pr[ f j, |ρ)] = Pr[|ρ)].
(21)
We also have
|ρ) ∈ StFA ⇔ ( |ρ) ≤ 1, (22)
where ⇐ follows from the fact that {|ρ), [1 − ( |ρ)]|σ)} with
|σ) ∈ StNA is a test.
6. Equality and local equality of processes
Recall that any scalar that includes f ∈ ProcA→B is ex-
pressed in the form u( f ) with some diagram u : ProcA→B →
Scalar. In an OPT, two processes f , f ′ ∈ ProcA→B are said to
be equal and denoted by f = f ′ if
u( f ) = u( f ′), ∀u : ProcA→B → Scalar (23)
holds. f = f ′ means that f and f ′ are indistinguishable from
a probabilistic point of view. It follows that f = f ′ holds if
and only if
u( f ) = u( f ′), ∀C,D ∈ Syst, u : ProcA→B → ProcC→D
(24)
4 Proof: Since Pr[|ρ), |σ)] = ( A |ρ) ( E |σ) holds for any |ρ) ∈ StA and
|σ) ∈ StI⊗E = StE , Eq. (14) gives that |ρ) ∈ ProcDI→A is equivalent to
( |ρ) = 1. Also, from the definition of a normalized state, ( |ρ) = 1 is
equivalent to |ρ) ∈ StNA (note that if ( |ρ) = 1 holds, then |ρ) ∈ ProcDI→A
holds, and thus |ρ) is feasible).
5 Proof: For any f ∈ ProcA→B and |σ) ∈ StA⊗E , Pr[ f , |σ)] = [( A | ⊗
( E |] ◦ ( f ⊗ idE) ◦ |σ) = ( A | ◦ f ◦ |σA) = Pr[ f , |σA)] holds, where
|σA) B [idA⊗( E |]◦|σ) ∈ StA. Also, Pr[|σ)] = ( A⊗E |σ) = ( A |σA) =
Pr[|σA)] holds. Substituting these relations into Eq. (14) gives Eq. (21).
holds6.
A process ∅ ∈ ProcA→B that satisfies u(∅) = 0 for any u :
ProcA→B → Scalar is called the zero process. Note that, for
any systems A and B, there is a unique zero process from A
to B. It follows from Eq. (13) that 0 · f = ∅ holds for any
f ∈ ProcA→B since u(0 · f ) = 0 · u( f ) = 0 = u(∅) holds for
any u : ProcA→B → Scalar. The zero process from I to A is
called the zero state and denoted by |∅) ∈ StA. Similarly, the
zero process from A to I is called the zero effect and denoted
by (∅| ∈ EffA.
Let us discuss the equality of states. For any diagram u :
StB → Scalar and |ρ) ∈ StB, u1 of Eq. (11) is in StI⊗E = StE ,
and thus
=ρ
B
E
ρ
B
E
= ρ
B
eu
u2
u1
u
B
=ρ u1
u2
(25)
holds, where the second equality follows from Eq. (8), and the
effect enclosed by the auxiliary box, (u2| ◦ [idB ⊗ |u1)] ∈ EffB,
is denoted by (eu|. Thus, a diagram u : StB → Scalar can be
expressed by the effect (eu| ∈ EffB. It follows from this and
Eq. (23) that two states |ρ), |ρ′) ∈ StB are equal if
(e|ρ) = (e|ρ′) , ∀(e| ∈ EffB (26)
holds. It also follows that |ρ) ∈ StA is the zero state if and only
if ( |ρ) = 0 holds7. Any |ρ) ∈ StA is expressed in the form8
= AA ρ0
A
ρρ (27)
with a certain |ρ0) ∈ StNA . It follows from Eq. (27) that, for any
nonzero state |ρ), ( |ρ)−1 |ρ) is a normalized state. Intuitively,
a nonzero feasible state |ρ) represents the process of preparing
the normalized state ( |ρ)−1 |ρ) with probability ( |ρ). We
can discuss the equality of effects as well as that of states.
Specifically, two effects (e|, (e′| ∈ EffA are equal if
(e|ρ) = (e′|ρ) , ∀|ρ) ∈ StA (28)
6 Proof: The case C = D = I immediately yields the “if” part. To prove
the “only if” part, we assume that u( f ) , u( f ′) holds for some diagram
u : ProcA→B → ProcC→D and prove f , f ′. From the definition of
equality of processes, there exists a diagram u′ : ProcC→D → Scalar such
that u′[u( f )] , u′[u( f ′)]. Let v : ProcA→B → Scalar be the diagram
satisfying v(g) B u′[u(g)] (∀g ∈ ProcA→B); then, v( f ) , v( f ′) holds.
Thus, f , f ′ holds.
7 Proof: The “only if” part is obvious. For the “if” part, assume ( |ρ) = 0.
From Eq. (19), any (e′ | ∈ EffFA satisfies 0 ≤ (e′ |ρ) ≤ ( |ρ) = 0, i.e.,
(e′ |ρ) = 0. For any (e| ∈ EffA, which is in the form (e| = a(e′ | with
a ∈ Scalar and (e′ | ∈ EffFA, we have (e|ρ) = a (e′ |ρ) = 0 = (e|∅). Thus,
Eq. (26) gives |ρ) = |∅).
8 Proof: When |ρ) = |∅) holds, from ( |ρ) = 0, Eq. (27) holds for any |ρ0) ∈
StNA . Consider the case |ρ) , |∅). Let a B ( |ρ) , 0 and |ρ0) B a−1 |ρ);
then, Eq. (27) obviously holds. Moreover, from ( |ρ0) = a−1 ( |ρ) = 1,
Eq. (20) gives |ρ0) ∈ StNA .
7holds. It is easy to verify that ( A| is the unique deterministic
effect of A. Indeed, assume (e| ∈ EffA is deterministic; then,
(e|ρ) = ( A|ρ) holds for any |ρ) ∈ StA, and thus (e| = ( A|
holds9.
Two processes f , f ′ ∈ ProcA→B are said to be locally equal
and denoted by f local= f ′ if
(e| ◦ f ◦ |ρ) = (e| ◦ f ′ ◦ |ρ), ∀(e| ∈ EffB, |ρ) ∈ StA (29)
holds. We have that, from Eq. (26),
f local= f ′ ⇔ f ◦ |ρ) = f ′ ◦ |ρ), ∀|ρ) ∈ StA. (30)
f = f ′ is a sufficient condition for f local= f ′, but not neces-
sary. Note that, in the particular case of A = I or B = I, the
equality and local equality are equivalent, as already shown in
Eqs. (26) and (28). We can easily obtain
f = f ′ ⇔ f ⊗ idE local= f ′ ⊗ idE , ∀E ∈ Syst. (31)
A process f ∈ ProcA→B is called reversible if there exists
f˜ ∈ ProcB→A, called an inverse of f , such that f˜ ◦ f local=
idA and f ◦ f˜ local= idB. f˜ is also reversible. Note that, for a
reversible process f , there may be more than one inverse of f .
Example of quantum theory In quantum theory, two pro-
cesses f , f ′ ∈ ProcA→B are equal if and only if they are lo-
cally equal. The “only if” part is obvious, so we prove only
“if” part. Assume f local= f ′. From Eq. (30), f [|ρ)] = f ′[|ρ)]
holds for any |ρ) ∈ StA. It is well known that any |σ) ∈ StA⊗E
can be expressed in the form |σ) = ∑li=1 ci|ρi) ⊗ |ρ′i), where
c1, . . . , cl ∈ R, |ρ1), . . . , |ρl) ∈ StA, and |ρ′1), . . . , |ρ′l) ∈ StE
hold. Thus, we have ( f ⊗ idE)[|σ)] = ∑li=1 ci f [|ρi)] ⊗ |ρ′i) =∑l
i=1 ci f
′[|ρi)] ⊗ |ρ′i) = ( f ′ ⊗ idE)[|σ)]. Therefore, f ⊗ idE local=
f ′ ⊗ idE holds for any system E, which gives f = f ′ from
Eq. (31).
A process f ∈ ProcA→B is reversible if and only if NA = NB
holds and f is written in the form f [|ρ)] = E · |ρ) · E† with an
invertible matrix E of order NA, where † denotes the conjugate
transpose. Its inverse, f˜ , is written as f˜ [|ρ)] = E−1 · |ρ) ·(E−1)†.
7. Sum of processes
Assume that, for any two feasible processes g1, g2 ∈
ProcFA→B and any p ∈ ScalarF, there exists a feasible process
h ∈ ProcFA→B satisfying
u(h) = p · u(g1) + (1 − p) · u(g2), ∀u : ProcA→B → Scalar.
(32)
9 Some papers (e.g., [15, 41]) adopt an OPT in which each system does not
necessarily have a unique deterministic effect. Such an OPT has non-fixed
causal structure. In this paper, we restrict our attention to fixed causal
structure.
Such a process h, denoted by pg1+(1−p)g2, can be interpreted
as a probabilistic mixture of g1 and g2 with probabilities p
and 1 − p. For any two processes f1, f2 ∈ ProcA→B, fsum ∈
ProcA→B is called the sum of f1 and f2 and denoted by f1 + f2
if it satisfies
u( fsum) = u( f1) + u( f2), ∀u : ProcA→B → Scalar. (33)
Since the right-hand side of Eq. (32) equals to u(pg1) + u[(1−
p)g2], the feasible process pg1 + (1 − p)g2 equals to the sum
of two processes pg1 and (1 − p)g2. It is easily seen that, for
any f1, f2 ∈ ProcA→B, the process f1 + f2 always exists10, i.e.,
the sum of two processes is always a process. In particular,
the sum of two scalars p1, p2 ∈ Scalar (i.e., p1 + p2) is equal
to the sum of the real numbers.
It is easily seen that any f1, . . . , fk ∈ ProcA→B and
a1, . . . , ak ∈ Scalar satisfy
u
 k∑
j=1
a j f j
 = k∑
j=1
a ju( f j) ∀u : ProcA→B → ProcC→D,
(34)
which is diagrammatically depicted as
=u uaj fj�j=1
k
aj fj�
j=1
k
. (35)
This implies that the diagram u distributes over addition.
We consider a set of process F B { f j ∈ ProcA→B}kj=1. It fol-
lows from Eq. (14) that F ∈ TestA→B and
{∑k
j=1 f j
}
∈ TestA→B
are equal, which yields
{ f j}kj=1 ∈ TestA→B ⇔
k∑
j=1
f j ∈ ProcDA→B. (36)
In the particular case of B = I, we have
{(e j|}kj=1 ∈MeasA ⇔
k∑
j=1
(e j| = ( |. (37)
Example of quantum theory The sum of processes is equal
to the sum of CP maps. In particular, the sum of states (or
effects) is the sum of matrices.
10 Proof: For each i ∈ {1, 2}, fi is expressed in the form fi = ai f ′i with ai ∈
Scalar and f ′i ∈ ProcFA→B. We assume, without loss of generality, that
a1, a2 > 0. Substituting g1 = f ′1 , g2 = f
′
2 , and p =
a1
a (where a B a1 + a2)
into Eq. (32) gives h B a1a f
′
1 +
a2
a f
′
2 ∈ ProcFA→B. Since u(ah) = a·u(h) = a·
[ a1a u( f
′
1)+
a2
a u( f
′
2)] = u( f1)+u( f2) holds, we have f1+ f2 = a·h ∈ ProcA→B.
88. Process spaces are convex cones
Each process space ProcA→B can be regarded as a subset of
a real vector space. Let VA→B be the set of all formal sums
of the form
∑
i ai fi with ai ∈ R and fi ∈ ProcA→B, where∑
i ai fi is the element satisfying u(
∑
i ai fi) =
∑
i aiu( fi) for any
diagram u : ProcA→B → Scalar. It follows that VA→B is
the vector space spanned by the process space ProcA→B. In
this paper, we only consider the case where VA→B is finite-
dimensional for any systems A and B. Let us define VA B
VI→A and V∗A B VA→I . We will refer to an element of VA→B
as an extended process from A to B. Similarly, we will re-
fer to elements of VA and V∗A as an extended state of A and
an extended effect of A, respectively. Since each extended ef-
fect can be described as a linear functional on an extended
state, V∗A can be regarded as the dual vector space of VA. We
use an overline, , to denote extended processes such as f .
Any extended process f ∈ VA→B, which can be expressed in
the form f =
∑
i ai fi with ai ∈ R and fi ∈ ProcA→B, satis-
fies f = f+ − f−, where f+ B ∑{i:ai>0} ai fi ∈ ProcA→B and
f− B
∑
{i:ai<0}(−ai) fi ∈ ProcA→B. As well as processes, ex-
tended processes can be composed sequentially and in par-
allel. Specifically, for any f B
∑
i ai fi ∈ VA→B, g B∑
j b jg j ∈ VB→C , and h B ∑k ckhk ∈ VC→D with ai, b j, ck ∈ R,
fi ∈ ProcA→B, g j ∈ ProcB→C , and hk ∈ ProcC→D, g ◦ f =∑
i
∑
j aib j(g j ◦ fi) and f ⊗ h = ∑i ∑k aick( fi ⊗ hk) hold. Dia-
grammatically, we have
fi�i
=
gj
ai
�
j
bj
fi
�
i
gj
ai�
j
bj
(38)
and
fi�i =hkai �k ck �i ai�k ck fi hk . (39)
Since a f + bg ∈ ProcA→B holds for any a, b ∈ Scalar = R+
and f , g ∈ ProcA→B, ProcA→B is a convex cone. Moreover,
ProcA→B is salient, i.e., ProcA→B does not contain both f and
− f for any f , ∅.
We here recall some basic properties of convex cones. For
a salient convex cone C with ∅ ∈ C in a real vector space V,
the partial ordering on V is defined as follows: for x, y ∈ V,
x ≤ y (or y ≥ x) :⇔ y − x ∈ C. (40)
For x ∈ C, the set defined as
Fx B {y ∈ C : ∃δ ∈ R++, δy ≤ x} (41)
is called the face of x, where R++ is the set of all positive real
numbers. x ∈ C is called an interior point if Fx = C holds.
x ∈ C is called atomic if Fx = {px : p ∈ R+} holds.
Since each process space ProcA→B is a convex cone, the
partial ordering on VA→B and the face of f ∈ ProcA→B can
be, respectively, defined by Eqs. (40) and (41) with C =
ProcA→B. One can easily verify that u( f ) ≤ u(g) holds for
any u : ProcA→B → ProcC→D and f , g ∈ VA→B satisfying
f ≤ g. From the definition of faces, we have that, for any
f , g ∈ ProcA→B,
f ∈ Fg ⇔ ∃ δ ∈ R++, δ f ≤ g. (42)
We call a state or an effect pure if it is atomic, mixed if it
is not atomic, and completely mixed if it is an interior point.
StPA is defined as the set of all pure states of system A. Let
StNPA B St
N
A ∩ StPA, which is the set of all normalized pure
states of A.
Recall that an effect (e| is feasible if and only if there exists
a measurement including (e|. Using Eq. (37), we have
(e| ∈ EffFA ⇔ (e| ≤ ( A|. (43)
From Eq. (37), the following relation also holds:
(e| ∈ EffFA ⇔ {(e|, ( | − (e|} ∈MeasA
⇔ ( | − (e| ∈ EffFA. (44)
It follows that ( | is completely mixed. Indeed, for any (e| ∈
EffA, there exists δ ∈ R++ such that δ(e| ∈ EffFA, which implies
from Eq. (43) that δ(e| ≤ ( |.
Lemma 1 If |ρ) ∈ StA and (e| ∈ EffA satisfy (e|ρ) = 0, then
(e|σ) = 0 holds for any |σ) ∈ F|ρ).
Proof From the definition of F|ρ), there exists δ ∈ R++ such
that δ|σ) ≤ |ρ). This gives 0 ≤ (e|σ) ≤ δ−1 (e|ρ) = 0. 
Lemma 2 If |ρ) ∈ StA and (e| ∈ EffFA satisfy (e|ρ) = ( |ρ),
then (e|σ) = ( |σ) holds for any |σ) ∈ F|ρ).
Proof From Eq. (44), (e′| B ( | − (e| ∈ EffFA holds. From
(e′|ρ) = 0 and Lemma 1, we have (e′|σ) = 0. Therefore,
(e|σ) = ( |σ) holds. 
It is easily seen that StNA is a convex set. This paper as-
sumes that StNA is closed; in this case, StA is a closed convex
cone. From Carathe´odory’s theorem, any |ρ′) ∈ StNA can be
expressed in the form |ρ′) = ∑li=1 pi|ψi), where |ψ1), . . . , |ψl) ∈
StNPA , p1, . . . , pl ∈ R++, and
∑l
i=1 pi = 1 hold. From Eq. (27),
any |ρ) ∈ StA is proportional to some normalized state and thus
is expressed in the form |ρ) = ∑li=1 ci|ψi) with |ψ1), . . . , |ψl) ∈
StNPA and c1, . . . , cl ∈ R++.
Example of quantum theory Recall that StA ⊕kA
i=1 S+(Cmi ) and StB 
⊕kB
j=1 S+(Cn j ) hold for some natural
numbers kA,m1, . . . ,mkA , kB, n1, . . . , nkB ; in this case, VA→B is
isomorphic to the space of all linear maps from
⊕kA
i=1 S(Cmi )
to
⊕kB
j=1 S(Cn j ) (which are often called Hermitian-preserving
maps). VA  V∗A 
⊕kA
i=1 S(Cmi ) also holds. For extended
processes f , g ∈ VA→B, f ≤ g holds if and only if g − f is a
CP map. In particular, for any |x), |y) ∈ VA, |x) ≤ |y) holds
9if and only if |y) − |x) is a positive semidefinite matrix. The
same holds for effects. For two states |ρ), |σ) ∈ StA, |σ) ∈ F|ρ)
and supp |σ) ⊆ supp |ρ) are equivalent, where supp denotes
the support of a matrix. A state |ρ) is completely mixed if and
only if the matrix |ρ) has full rank. A state |ψ) is pure if and
only if rank |ψ) ≤ 1 holds.
9. Perfectly distinguishable states
A set of states Φ B {|ρi) ∈ StA}ki=1 is said to be perfectly
distinguishable if there exists a measurement Π B {(ei|}mi=1 ∈
MeasA (m ≥ k) such that
(ei|ρi) = ( |ρi) , ∀i ∈ {1, . . . , k}, (45)
in which case, we say that Π perfectly distinguishes between
Φ. Equation (45) implies (e j|ρi) = δi, j for any i ∈ {1, . . . , k}
and j ∈ {1, . . . ,m}, where δi, j is the Kronecker delta. The
kernel of |σ) ∈ StA, denoted byK|σ), is defined as the set of all
states of A that is perfectly distinguishable from |σ). |ρ) ∈ K|σ)
and |σ) ∈ K|ρ) are obviously equivalent.
Let us refer to a set of perfectly distinguishable normal-
ized pure states as a PDS11. We also refer to a PDS Φ B
{|φi) ∈ StNPA }ni=1 as an MPDS (which stands for a maximal
PDS) if there exists no normalized pure state |ψ) such that
{|φ1), . . . , |φn), |ψ)} are perfectly distinguishable. Let PDSA
and MPDSA be, respectively, the sets of all PDSs and MPDSs
of A. The maximum number of elements of an MPDS for A
is called the rank of A and denoted by NA. Since there exist
normalized states for any system A, NA ≥ 1 holds. For an
MPDS Φ, a measurement Π ∈ MeasA with |Π| = |Φ| that per-
fectly distinguishes between Φ is called maximal, where |X|
is the number of elements in a set X. An effect (e| ∈ EffA
is called maximal if there exists a maximal measurement in-
cluding (e|. Let EffMA be the set of all maximal effects of A.
EffMA ⊆ EffFA ⊆ EffA obviously holds.
Example of quantum theory A set of states {|ρi) ∈ StA}ki=1
is perfectly distinguishable if and only if |ρi) · |ρ j) = |∅) holds
for any distinct i, j ∈ {1, . . . , k}, where |∅) is the zero square
matrix of order NA. It follows that |ρ) ∈ K|σ) and |ρ) · |σ) = |∅)
are equivalent. Ψ B {|ϕi) ∈ StNPA }ki=1 is a PDS if and only if
k ≤ NA and |ϕi) = |ϕi〉 〈ϕi| (∀i ∈ {1, . . . , k}) hold for some
orthonormal basis (ONB) {|ϕi〉}NAi=1 of CNA . In particular, Ψ is
an MPDS if and only if k = NA holds. For any Φ B {|φi)}NAi=1 ∈
MPDSA, there exists a unique maximal measurement {(ei|}NAi=1
that perfectly distinguishes between Φ, where (ei| and |φi) are
the same matrix. An effect is maximal if and only if it is in the
form |ψ〉 〈ψ| with some unit vector |ψ〉 ∈ CNA .
III. FOUR POSTULATES
In this section, we present the postulates used in our deriva-
tion. For each postulate, examples in classical and quantum
11 PDS stands for a Perfectly Distinguishable Set of normalized pure states.
theories are also presented. It is noteworthy that all these pos-
tulates are satisfied in quantum theory; conversely, quantum
theory is uniquely singled out from these postulates.
A. Postulates
1. Symmetric sharpness
Our first postulate concerns the duality between normalized
pure states and maximal effects.
Postulate 1 (Symmetric sharpness) To every normalized
pure state |φ), there corresponds one and only one maximal ef-
fect, denoted by (φ†|, giving unit probability (i.e., (φ†|φ) = 1).
Furthermore, for any two normalized pure states |ϕ) and |ψ)
and their corresponding maximal effects (ϕ†| and |ψ†), respec-
tively, the probability of the joint occurrence of |ϕ) and (ψ†| is
equal to the probability of the joint occurrence of |ψ) and (ϕ†|
(i.e., (ψ†|ϕ) = (ϕ†|ψ)).
In any OPT, for any (e| ∈ EffMA , there exists |φ) ∈ StNPA such
that (e|φ) = 1. The symmetric sharpness postulate states that
each (e| ∈ EffMA corresponds to one and only one |φ) ∈ StNPA
such that (e|φ) = 1. This postulate also states that the prob-
ability of the joint occurrence of any normalized pure state
and any maximal effect is invariant under the exchange of the
normalized pure state and its corresponding maximal effect.
Example of classical theory As previously mentioned, StA 
RNA+ holds. Regarding the examples of classical theory, with-
out loss of generality, we will identify a state of A with the
corresponding element of RNA+ , which is an NA-dimensional
nonnegative column vector. Each system A has exactly NA
normalized pure states |1) B |1〉 , . . . , |NA) B |NA〉, where
{|n〉}NAn=1 is the standard ONB of RNA . Each state |ρ) of A can be
expressed in the form |ρ) = ∑NAi=1 pi |i〉 with p1, . . . , pNA ∈ R+.
We will also identify a process from A to B with its corre-
sponding NB × NA nonnegative matrix. Particularly, an ef-
fect of A can be expressed as an NA-dimensional nonnegative
row vector. (i†| B 〈i| is the unique maximal effect satisfying
(i†|i) = 〈i|i〉 = 1. (i†| j) = δi, j = ( j†|i) also holds.
Example of quantum theory For any |φ) ∈ StNPA , which can
be expressed in the form |φ) = |φ〉 〈φ| with some unit vector
|φ〉 ∈ CNA , (φ†| B |φ〉 〈φ| represents the unique maximal effect
that satisfies (φ†|φ) = | 〈φ|φ〉 |2 = 1. (ψ†|ϕ) = | 〈ψ|ϕ〉 |2 = (ϕ†|ψ)
also holds for any |ψ) = |ψ〉 〈ψ| ∈ StNPA and |ϕ) = |ϕ〉 〈ϕ| ∈
StNPA .
2. Complete mixing
The second postulate provides a sufficient condition for a
state to be completely mixed.
Postulate 2 (Complete mixing) Every state for which there
exists no maximal effect giving zero probability is completely
mixed.
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In any OPT, the converse of this postulate is also true, i.e.,
for every completely mixed state |ρ), there exists no maximal
effect giving zero probability. Indeed, for any (e| ∈ EffMA ,
there exists |ψ) ∈ StNPA satisfying (e|ψ) = 1. From |ψ) ∈ StA =F|ρ), δ|ψ) ≤ |ρ) holds for some δ ∈ R++, which gives (e|ρ) ≥
δ (e|ψ) = δ > 0.
Example of classical theory Every |ρ) ∈ StA is in the form
|ρ) = ∑NAi=1 pi |i〉 with p1, . . . , pNA ∈ R+. If ( j†|ρ) = p j > 0
holds for each ( j†| = 〈 j| ∈ EffMA , then |ρ) is completely mixed.
Example of quantum theory The arguments for classical
theory can readily be extended to quantum theory. Every |ρ) ∈
StA can be expressed in the form |ρ) = ∑NAi=1 pi |φi〉 〈φi| with
p1, . . . , pNA ∈ R+ and an ONB {|φi〉}NAi=1 of CNA . If (φ†j |ρ) =
p j > 0 holds for each (φ
†
j | = |φ j〉 〈φ j| ∈ EffMA , then |ρ) is
completely mixed.
3. Filtering
The third postulate entails the existence of what we refer to
as filters. Herein, we will first define filters before stating the
postulate. For any normalized pure state |φ) ∈ StNPA and any
c ∈ [0, 1], a filter Fc|φ) is defined as a process in ProcFA→A that
satisfies
=
Fc|ϕ) c
,
∀ ∊K |ϕ)
ϕ ϕ
=
Fc|ϕ)
,ρ ρ ρ
;
(46)
that is, Fc|φ) transforms |φ) to c|φ) and leaves any state that
is perfectly distinguishable from |φ). Furthermore, suppose
that Fc|φ) is reversible if c > 0 holds. We say that |φ) ∈ StNPA
can be arbitrarily filtered if there exists a filter Fc|φ) for every
c ∈ [0, 1].
Postulate 3 (Filtering) Any normalized pure state can be ar-
bitrarily filtered.
Example of classical theory For any | j) ∈ StNPA and c ∈ [0, 1],
the filter Fc| j) ∈ ProcFA→A can be expressed as the following
matrix:
Fc| j) = c | j〉 〈 j| + Υ j, (47)
where Υ j B 1NA − | j〉 〈 j|. For any |σ) ∈ StA, which is in the
form |σ) = ∑NAi=1 pi |i〉, we have Fc| j) ◦ |σ) = ∑NAi=1 pi |i〉 − (1 −
c)p j | j〉. Since {Fc| j),1NA − Fc| j)} is a test, Fc| j) is feasible. It is
easy to verify that Fc| j) satisfies Eq. (46). Indeed, F
c
| j)◦| j) = c| j)
obviously holds. Also, for any |ρ) ∈ K| j), since |ρ) can be
expressed in the form |ρ) = ∑NAi=1 qi |i〉 with q j = 0, we have
Fc| j)◦|ρ) = |ρ). Let F˜c|φ) B | j〉 〈 j|+cΥ j; then, F˜c|φ)◦Fc|φ) = c·idA =
Fc|φ) ◦ F˜c|φ) obviously holds (note that idA = 1NA holds). Thus,
for any c > 0, Fc|φ) is reversible and its inverse is c
−1F˜c|φ).
Example of quantum theory For any |φ) = |φ〉 〈φ| ∈ StNPA
and c ∈ [0, 1], the CP map Fc|φ) defined as
Fc|φ) ◦ |ρ) = Ec|φ) · |ρ) · [Ec|φ)]†, |ρ) ∈ StA,
Ec|φ) B
√
c |φ〉 〈φ| + Υ′|φ〉 (48)
is a filter, where Υ′|φ〉 B 1NA − |φ〉 〈φ|. Since [Ec|φ)]†Ec|φ) ≤ 1NA
holds, Fc|φ) is trace non-increasing and thus feasible. Again,
Eq. (46) can easily be verified. Also, let F˜c|φ) be the following
CP map:
F˜c|φ) ◦ |ρ) = E˜c|φ) · |ρ) · [E˜c|φ)]†, |ρ) ∈ StA,
E˜c|φ) B |φ〉 〈φ| +
√
cΥ′|φ〉; (49)
then, F˜c|φ) ◦ Fc|φ) = c · idA = Fc|φ) ◦ F˜c|φ) holds. Thus, for any
c > 0, Fc|φ) is reversible and its inverse is c
−1F˜c|φ).
4. Local equality
The fourth postulate requires that two processes are equal
if they are locally equal.
Postulate 4 (Local equality) Any two locally equal processes
are equal.
Recall that, in any OPT, the converse is true, i.e., any two
equal processes are locally equal. Thus, this postulate implies
that, for any f , f ′ ∈ ProcA→B, f local= f ′ and f = f ′ are equiv-
alent.
We here consider the following scenario. Suppose that two
processes f , f ′ ∈ ProcA→B are equal and we want to prove
it, where A and B refer to systems in our laboratory. From
the definition of equality of processes, we need to show that
two scalars (e| ◦ ( f ◦ idE) ◦ |ρ) and (e| ◦ ( f ′ ◦ idE) ◦ |ρ) are
equal for any E ∈ Syst, |ρ) ∈ StA⊗E , and (e| ∈ EffB⊗E . If the
local equality postulate does not hold, then since E could be
an extremely large system (such as the universe), it may be
practically impossible to prove f = f ′. If the local equality
postulate holds, then we only need to show that (e| ◦ f ◦ |ρ) =
(e| ◦ f ′ ◦ |ρ) holds for any |ρ) ∈ StA and (e| ∈ EffB, which can
be accomplished only in the laboratory. Thus, we can say that
this postulate significantly reduces the amount of information
required to identify a process.
Example of classical theory Any process f ∈ ProcA→B can
be expressed in the form f =
∑NB
i=1
∑NA
j=1 fi, j |iB〉 〈 jA| with the
standard ONBs {|iB) B |iB〉}NBi=1 of RNB and {| jA) B | jA〉}NAj=1 of
RNA , where fi, j B 〈iB| f | jA〉 = (i†B| ◦ f ◦ | jA) ∈ R+. Hence, if
two processes f , f ′ ∈ ProcA→B satisfy (i†B|◦ f ◦| jA) = (i†B|◦ f ′◦| jA) for any i ∈ {1, . . . ,NB} and j ∈ {1, . . . ,NA}, then f = f ′
obviously holds.
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Example of quantum theory As we have already shown in
Subsubsec. II B 6, any quantum theory enjoys the local equal-
ity postulate.
The above four postulates can be thought of as approaches
describing the behavior of feasible processes. (Recall that any
process is proportional to some feasible process.) Indeed, it
can certainly be stated that the complete mixing postulate is
equivalent to the statement that every feasible state for which
there exists no maximal effect giving zero probability is com-
pletely mixed, and that the local equality postulate is equiv-
alent to the statement that any two feasible and locally equal
processes are equal. Regarding the filtering postulate, we note
that a filter Fc|φ) ∈ ProcFA→A is reversible if and only if there
exist a feasible process F˜c|φ) ∈ ProcFA→A and a nonzero feasible
scalar p such that F˜c|φ) ◦ Fc|φ)
local
= p · idA local= Fc|φ) ◦ F˜c|φ).
It is noteworthy that, roughly speaking, each of our four
postulates is essentially the same as, or similar to, that used in
previous studies. Specifically, in studies that focus on recon-
structing quantum theory from operational postulates, postu-
lates on symmetric sharpness [43] (or sharpness [16, 17, 44]),
complete mixing [15, 18], and filtering [17, 44, 49] have
been used. Also, several studies have used the so-called lo-
cal tomography (or local discriminability) postulate [9, 13–
16, 18, 43], which is highly related to the local equality pos-
tulate. Indeed, it has been shown that the local equality postu-
late holds for any OPT having the local tomography postulate
[41]. We will show later that, conversely, the local tomog-
raphy postulate holds for any OPT having the local equality
postulate, which means that these two postulates are equiva-
lent. Although each of the four postulates is not new in itself,
combining them provides a new way to reconstruct quantum
theory.
B. Overview of derivation
In this paper, we show that an OPT having the four pro-
posed postulates satisfies the following properties:
(A) For each system A, the state space StA is isomor-
phic to a direct sum of spaces of complex posi-
tive semidefinite matrices, i.e., StA 
⊕k
i=1 S+(Cni ),
where k, n1, . . . , nk refer to some natural numbers that
satisfy
∑k
i=1 ni = NA (Theorem 41).
(B) For any systems A and B with StA ⊕kA
i=1 S+(Cmi ) and StB 
⊕kB
j=1 S+(Cn j ),
StA⊗B 
⊕kA
i=1
⊕kB
j=1 S+(Cmin j ) holds (Theorem 42).
(C) Let M+A B {MA|σ) : |σ) ∈ StA}  StA, where MA|σ)
refers to a certain full and faithful matrix represen-
tation of |σ). Also, let MA be the real vector space
spanned by M+A and CPA→B be the set of all CP maps
from MA to MB. Then, for any systems A and B,
each process space ProcA→B is isomorphic to CPA→B
as convex cones. Also, there exists an isomorphism
L : ProcA→B 3 f 7→ L f ∈ CPA→B such that (i)
MBf◦|ρ) = L f [MA|ρ)] for any f ∈ ProcA→B and |ρ) ∈ StA;
(ii) f ∈ ProcA→B is deterministic if and only if L f is
TP; and (iii) f ∈ ProcA→B is feasible if and only if L f
is trace non-increasing (Theorems 44 and 45).
It is evident that quantum theory is uniquely singled out from
the above three properties. We present a brief comment on
these properties. The key step in the derivation of quantum
theory is to prove Property (A), which characterizes the state
space for each system. Properties (B) and (C) can be easily
derived from our postulates and Property (A). Property (B)
represents the relation between the state space of a composite
system and those of its subsystems. Property (C) implies that
each process is fully and faithfully represented by a CP map.
This property also characterizes deterministic processes and
feasible processes.
We now present an overview of our approach to the deriva-
tion of quantum theory. The first half of our approach focuses
on analyzing the behavior of an individual system using the
first three postulates presented in the previous subsection and
shows that the following property holds:
(♦) For each system A, StA is a symmetric cone and EffA
is its dual cone.
We will give the definition of a symmetric cone and a dual
cone in Subsec. V A. It is a well-known fact that a symmet-
ric cone can be decomposed as a direct sum of five types of
irreducible symmetric cones, one of which is the set of com-
plex positive semidefinite matrices, S+(Cn), of a certain order
n [50] (see also Theorem 29). The second half of our ap-
proach assumes that Property (♦) and the local equality pos-
tulate hold. By analyzing the behavior of a composite sys-
tem, we can conclude that StA is isomorphic to a direct sum
of spaces of complex positive semidefinite matrices, which
results in Property (A). Properties (B) and (C) can also be
derived. Our approach consists of the following three steps
(where the first half is further divided into two steps):
Step 1): Derive some basic properties of PDSs (Sec. IV).
Step 2): Derive Property (♦) (Sec. V).
Step 3): Derive Properties (A)–(C), i.e., single out quantum
theory (Sec. VII).
A schematic flow chart of our derivation of quantum theory is
shown in Fig. 1.
We will briefly explain each step.
Step 1
Firstly, we consider an OPT with the symmetric sharpness
and complete mixing postulates and derive some basic prop-
erties of PDSs. For instance, we show that, to every MPDS,
there corresponds one and only one maximal measurement
and that each PDS has certain symmetries.
Step 2
Secondly, we use the filtering postulate in addition to the
first two postulates. In this step, we first show that every state
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(♢) StA is a symmetric cone
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Step 1
and EffA is its dual cone
Step 2
Step 3
FIG. 1. A flow chart of our derivation of quantum theory.
has a spectral decomposition. Using this result, we then show
that every state space is a symmetric cone and that the effect
space of A is the dual cone of the state space of A.
It has been shown that any symmetric cone is the cone of
squares of a certain EJA [51, 52]. Since the state space StA is
a symmetric cone, StA is the cone of squares of some EJA EA.
We will give the definition of EJAs and describe their basic
properties in Sec. VI.
Step 3
Lastly, we derive Properties (A)–(C) from Property (♦) and
the local equality postulate. This implies that quantum theory
can be derived from the four postulates. As will be presented
later, a necessary and sufficient condition that a state space
StA is isomorphic to
⊕k
i=1 S+(Cni ) (i.e., Property (A) holds) is
that the corresponding EJA EA is isomorphic to
⊕k
i=1 S(Cni ).
To derive Property (A), we show EA 
⊕k
i=1 S(Cni ) using
the correspondence between the dimensions and the ranks of
EJAs. Subsequently, we derive Properties (B) and (C).
The results in this step indicate that an OPT satisfying Prop-
erty (♦) and the local equality postulate is quantum theory.
Also, as we already mentioned in Subsec. III A, quantum the-
ory satisfies the four postulates that we propose. Thus, one
can easily see that, in an OPT T , the following statements are
all equivalent:
(a) T satisfies the four postulates described in Sub-
sec. III A.
(b) T satisfies Property (♦) and the local equality postu-
late.
(c) T is quantum theory.
IV. BASIC PROPERTIES OF A PDS
In this section, we present an OPT satisfying the symmetric
sharpness and complete mixing postulates and derive some
basic properties of PDSs. We list here the main results of our
study in this section:
(1) To every MPDS, there corresponds one and only one
maximal measurement (Lemma 3).
(2) Every MPDS of system A has exactly NA elements
(Lemma 7). Also, the sum of all elements is the same
for every MPDS of A (Lemma 11).
(3) For every PDS Φ B {|φi)}ki=1, the kernel of |χΦ) B∑k
i=1 |φi) is equal to the set of all states |ρ) satisfying
(χ†
Φ
|ρ) = 0, where (χ†
Φ
| B ∑ki=1 (φ†i | (Lemma 9). Also,
for every PDS Φ, the face of |χΦ) is equal to the set of
all states |ρ) satisfying (χ†
Φ
|ρ) = ( |ρ) (Lemma 16).
A. Results about symmetric sharpness
From the symmetric sharpness postulate, each maximal ef-
fect corresponds to one and only one normalized pure state.
Let us define † as the map StNPA 3 |φ) 7→ |φ)† B (φ†| ∈ EffMA ,
where (φ†| satisfies (φ†|φ) = 1. By a slight abuse of no-
tation, we will use the same symbol † for the inverse map
EffMA 3 (e| 7→ (e|† B |e†) ∈ StNPA , where |e†) satisfies
(e|e†) = 1. We can represent as
= ,
†
ϕ ϕ
†
=
†e
e† . (50)
The following lemma ensures that, to every MPDS, there
corresponds one and only one maximal measurement.
Lemma 3 For any MPDS Φ B {|φi)}ni=1, there exists a unique
maximal measurement Π B {(φ†i |}ni=1 that perfectly distin-
guishes between Φ. Furthermore, Φ is the unique MPDS that
is perfectly distinguished by Π.
Proof There exists a maximal measurement, denoted by
Π′ B {(ei|}ni=1, that perfectly distinguishes between Φ. From
the symmetric sharpness postulate, (φ†i | is the unique maximal
effect that satisfies (φ†i |φi) = 1, which indicates (ei| = (φ†i |.
Thus, we have Π′ = Π. Moreover, since |φi) is the unique nor-
malized pure state that satisfies (φ†i |φi) = 1, Φ is obviously the
unique MPDS that is perfectly distinguished by Π. 
Lemma 4 We have that, for |φ) ∈ StNPA and |ρ) ∈ StA,
|ρ) ∈ K|φ) ⇔ (φ†|ρ) = 0. (51)
Proof The case |ρ) = |∅) is obvious; suppose |ρ) , |∅).
⇒: Let {(eφ|, (eρ|} be a measurement that perfectly distin-
guishes between {|φ), |ρ)}. Arbitrarily choose |ϕ) ∈ StNPA ∩F|ρ).
From (eρ|ρ) = ( |ρ) and Lemma 2, we have (eρ|ϕ) = ( |ϕ) =
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1. Hence, the set of the pure states {|φ), |ϕ)} is perfectly
distinguished by the measurement {(eφ|, (eρ|} and thus is a
PDS. (Note that this implies NA ≥ 2.) Consider an MPDS
{|φ), |ϕ), |ψ1), . . . , |ψk)} that includes |φ) and |ϕ), where k is a
nonnegative integer. From Lemma 3, {(φ†|, (ϕ†|, (ψ†1|, . . . , (ψ†k |}
is a measurement that perfectly distinguishes between this
MPDS, which indicates (φ†|ϕ) = 0. Since (φ†|ϕ) = 0 holds
for any normalized pure state |ϕ) ∈ F|ρ), we have (φ†|ρ) = 0.
⇐: Let Π B {(φ†|, ( | − (φ†|}. Since (φ†| is feasible, Π is
a measurement (see Eq. (44)). From (φ†|φ) = 1 and [( | −
(φ†|]|ρ) = ( |ρ), |φ) and |ρ) are perfectly distinguished by Π.

Lemma 5 Consider {ci ∈ R+}li=1, {d j ∈ R+}mj=1, {|ψi) ∈
StNPA }li=1, and {|φ j) ∈ StNPA }mj=1. Then, we have
=�
i=1
l
ci �
j=1
m
dj ⇒ψi ψiϕj �i=1
l
ci
†
= �
j=1
m
dj ϕj† .
(52)
Proof From the symmetric sharpness postulate, we have that,
for any |ϕ) ∈ StNPA ,
ψi† �
j=1
m
dj=�
i=1
l
ci φ �i=1
l
ci ψi
φ†
=
φ†
ϕj �j=1
m
dj= φ
ϕj†
.
(53)
Since any state can be written as a weighted sum of normal-
ized pure states, Eq. (53) gives
∑l
i=1 ci (ψ
†
i |ρ) =
∑m
j=1 d j (φ
†
j |ρ)
for any |ρ) ∈ StA. Therefore, ∑li=1 ci(ψ†i | = ∑mj=1 d j(φ†j | holds.

For every |ρ) ∈ StA, which can be expressed in the form
|ρ) = ∑li=1 ci|ψi) with c1, . . . , cl ∈ R++ and |ψ1), . . . , |ψl) ∈
StNPA , (ρ
†| ∈ EffA is defined as
= �
i=1
l
ci
†
=ρ† ρ = †ψi �i=1
l
ci ψi† . (54)
(∅†| = (∅| obviously holds. Lemma 5 guarantees that (ρ†| is
uniquely determined, regardless of how |ρ) is decomposed.
Lemma 5 can be immediately generalized to extended
states. Indeed, it is clear that Eq. (52) holds even if ci
and d j are any real numbers. Thus, for any extended state
|v) ∈ VA, which is expressed in the form |v) = ∑li=1 ci|ψi)
with c1, . . . , cl ∈ R and |ψ1), . . . , |ψl) ∈ StNPA , we can define
(v†| B |v)† B ∑li=1 ci(ψ†i |. Clearly, (v†| is uniquely determined,
regardless of how |v) is decomposed. One can easily verify
that the map † : VA 3 |v) 7→ |v)† ∈ V∗A is linear. We should
note that the converse of Eq. (52) does not necessarily hold.
For every PDS Φ B {|φi)}ki=1 ∈ PDSA, |χΦ) is defined as
χΦ �i=1
k
= ϕi . (55)
Since ( |χΦ) = k holds, |χΦ) is not feasible if k is larger than
1.
Lemma 6 For any Φ ∈MPDSA and (e| ∈ EffMA , we have
1χΦ
e
= .
(56)
Proof Let Φ B {|φi)}ni=1; then, we have
�
i=1
n
= = = 1
e†χΦ
e e
ϕi
�
i=1
n ϕi†
e†
= .
(57)
The second equality follows from the symmetric sharpness
postulate. The third equality follows from
∑n
i=1 (φ
†
i | = ( |,
which is obtained by the fact that, from Lemma 3, {(φ†i |}ni=1 is
a maximal measurement. 
Lemma 7 Every MPDS of system A has exactly NA elements.
Proof There exists an MPDS Φ B {|φi)}NAi=1 ∈ MPDSA with|Φ| = NA. From Lemma 6, for any {|ψi)}ni=1 ∈ MPDSA, we
have
�
i=1
n ψi
=n �
i=1
NA
†
χΦ = χΦ = χΦ = NA
ϕi†
.
(58)

Lemma 8 For any Φ ∈ PDSA, both (χ†Φ| and ( A| − (χ†Φ| are
feasible effects.
Proof Let Φ B {|φi)}ki=1. Consider an MPDS Φex B
{|φi)}NAi=1 ⊇ Φ. Since {(φ†i |}NAi=1 is a measurement from Lemma 3,
(χ†
Φ
| is a feasible effect. Also, from Eq. (44), ( A| − (χ†Φ| is a
feasible effect. 
The face of a PDS Φ ∈ PDSA is defined as FΦ B F|χΦ).
Also, the kernel of Φ is defined asKΦ B K|χΦ). They can also
be expressed by
FΦ = {|ρ) ∈ StA : ∃δ ∈ R++, δ|ρ) ≤ |χΦ)},
KΦ = {|ρ) ∈ StA : |ρ) is perfectly distinguishable from |χΦ)}.
(59)
Note that FΦ andKΦ depend only on |χΦ), which implies that,
for any Φ,Ψ ∈ PDSA satisfying |χΦ) = |χΨ), FΦ = FΨ and
KΦ = KΨ hold.
Lemma 4 can be generalized as follows:
Lemma 9 We have that, for Φ ∈ PDSA and |ρ) ∈ StA,
|ρ) ∈ KΦ ⇔ (χ†Φ|ρ) = 0. (60)
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Proof Let Φ B {|φi)}ki=1. The case k = 0 is obvious since|χΦ) = |∅) and KΦ = StA hold. Suppose k ≥ 1.
⇒: Let Π B {(eΦ|, (eρ|} be a measurement that perfectly
distinguishes between {|χΦ), |ρ)}. For each i ∈ {1, . . . , k}, we
have |φi) ∈ FΦ, and thus (eΦ|φi) = ( |φi) = 1 holds from
Lemma 2. This implies that Π perfectly distinguishes between
{|φi), |ρ)}, i.e., from Lemma 4, (φ†i |ρ) = 0 holds. Therefore,
(χ†
Φ
|ρ) = ∑ki=1 (φ†i |ρ) = 0 holds.
⇐: Since (χ†
Φ
| is feasible from Lemma 8, Π′ B {(χ†
Φ
|, ( | −
(χ†
Φ
|} is a measurement. We have
(χ†
Φ
|χΦ) =
k∑
i=1
k∑
j=1
(φ†i |φ j) = k = ( |χΦ) ,
[( | − (χ†
Φ
|]|ρ) = ( |ρ) , (61)
where the second equality in the first line follows from
(φ†i |φ j) = δi, j. Therefore, |χΦ) and |ρ) are perfectly distin-
guished by Π′. 
Lemma 4 is the special case of this lemma where Φ =
{|φ)}. From Lemma 9, KΦ is rewritten as KΦ ={
|ρ) ∈ StA : (χ†Φ|ρ) = 0
}
. It is easily seen that (ρ†|σ) = 0 holds
for any |ρ) ∈ KΦ and |σ) ∈ FΦ.
Lemma 10 For any Φ1,Φ2 ∈ PDSA with (χ†Φ1 |χΦ2 ) = 0, Φ1 ∪
Φ2 ∈ PDSA holds.
Proof If |Φ1| = 0 or |Φ2| = 0 holds, then the lemma is obvi-
ous. Suppose |Φ1| ≥ 1 and |Φ2| ≥ 1. Let Φ1 B {|φi)}ki=1 and
Φ2 B {|φi)}mi=k+1 with 0 < k < m. Also, let Ψl B {|φi)}k+li=1
for each l ∈ {0, 1, . . . ,m − k}. To prove that Ψm−k = Φ1 ∪ Φ2
is a PDS, we proceed by induction on l. Ψ0 = Φ1 ∈ PDSA
obviously holds. Suppose Ψl ∈ PDSA with 0 ≤ l < m − k. Let
t B k + l + 1. Since |φt) ∈ FΦ2 holds from |φt) ∈ Φ2, Lemma 1
gives (χ†
Φ1
|φt) = 0. Also, from Φ2 ∈ PDSA, (φ†k+i|φt) = 0 holds
for any i ∈ {1, . . . , l}. Thus, we have
ϕt
= ϕt
= 0�
i=1
l
+
ϕk+i†χΦ1†χΨl
ϕt
†
.
(62)
Let (e| B ( | − (χ†
Ψl
|; then, from Lemma 8, (e| ∈ EffFA holds.
This implies that Π B {(φ†1|, . . . , (φ†k+l|, (e|} is a measurement.
We also have
†χΨl−ϕt
=
e
ϕt ϕt
= 1 .
(63)
Thus, Ψl+1 is perfectly distinguished by Π and thus a PDS.
Therefore, Ψm−k is a PDS. 
B. Results about symmetric sharpness and complete mixing
We here discuss an OPT satisfying the symmetric sharpness
and complete mixing postulates.
Lemma 11 |χΦ) = |χΨ) holds for any Φ,Ψ ∈MPDSA.
Proof Let p be the maximum value of p′ ∈ R+ satisfying
p′|χΦ) ≤ |χΨ). Also, let
s χΨ − χΦp= . (64)
Since |χΦ) < F|s) holds from the definition of p, |s) is not
completely mixed. Thus, from the complete mixing postulate,
there exists a maximal effect (e| satisfying (e|s) = 0. There-
fore, we have
=
s χΨ −0 χΦ = 1 − p
p
e
=
e e
;
(65)
i.e., p = 1, where the last equality follows from (e|χΨ) =
(e|χΦ) = 1 by Lemma 6. Substituting p = 1 into Eq. (64)
gives
=
s χΨ − NA − NA = 0χΦ = , (66)
where the second equality follows from Lemma 7. Hence, we
have |s) = |∅), which means |χΦ) = |χΨ). 
By lemma 11, we know that |χΦ) with Φ ∈ MPDSA depends
only on A ∈ Syst and not on Φ. Let us denote such |χΦ) by
|χA) or simply |χ) and refer to it as the invariant state of A.
Clearly, (χ†A| = ( A| holds.
Example of quantum theory |χA) is the identity matrix of
order NA.
Lemma 12 The invariant state is completely mixed.
Proof Any |ρ) ∈ StA has the form |ρ) = ∑li=1 ci|ψi) with
c1, . . . , cl ∈ R++ and |ψ1), . . . , |ψl) ∈ StNPA . For each i ∈{1, . . . , l}, consider an MPDS Φ including |ψi); then, it fol-
lows that |ψi) ≤ |χΦ) = |χA) holds, which leads to |ρ) ∈ F|χA).
Therefore, |χA) is completely mixed. 
We will say that a set of k PDSs {Φi ∈ PDSA}ki=1 can com-
pose an MPDS if Φ1, . . . ,Φk are disjoint and
⋃k
i=1 Φi is an
MPDS. In particular, we will call two PDSs Φ and Ψ comple-
mentary if {Φ,Ψ} can compose an MPDS. We see at once that,
for any Φ ∈ PDSA, there exists Ψ ∈ PDSA such that Φ and Ψ
are complementary.
Lemma 13 Consider a set of k PDSs Φ˜ B {Φi ∈ PDSA}ki=1.
Then, Φ˜ can compose an MPDS if and only if
∑k
i=1 |χΦi ) = |χ)
holds.
By this lemma, Φ,Ψ ∈ PDSA are complementary if and only
if |χΦ) + |χΨ) = |χ) holds.
Proof The case k ≤ 1 is obvious; suppose k > 1.
“Only if”: Since Φ1, . . . ,Φk are disjoint and Φ B
⋃k
i=1 Φi
is an MPDS, we have
∑k
i=1 |χΦi ) = |χΦ) = |χ).
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“If”: From
∑k
i=1 |χΦi ) = |χ), we have that, for any j ∈{1, . . . , k},
k∑
i=1
(χ†
Φ j
|χΦi ) = (χ†Φ j |χ) = |Φ j| = (χ†Φ j |χΦ j ) , (67)
where the second equality follows from Lemma 6. Thus,
(χ†
Φ j
|χΦi ) = 0 holds for any distinct i, j ∈ {1, . . . , k}. There-
fore, by applying Lemma 10 recursively, we can see that Φ˜
can compose an MPDS. 
Lemma 14 If two PDSs Φ and Ψ satisfy |χΦ) ∈ KΨ, then
there exists a PDS that includes Φ and is complementary to
Ψ.
Proof Using Lemma 9, we have (χ†
Ψ
|χΦ) = 0. From this and
Lemma 10, Φ ∪ Ψ is a PDS such that |χΦ∪Ψ) = |χΦ) + |χΨ).
Let Φ′ be a PDS complementary to Φ ∪Ψ; then, (χ†
Φ′ |χΦ) = 0
holds, and thus, from Lemma 10, Φ∪Φ′ is a PDS including Φ.
Since |χΦ∪Φ′ )+ |χΨ) = |χΦ)+ |χΨ)+ |χΦ′ ) = |χΦ∪Ψ)+ |χΦ′ ) = |χ)
holds from Lemma 13, Φ ∪ Φ′ is complementary to Ψ. 
Lemma 15 Consider Ψ ∈ PDSA. Then, any |φ) ∈ StNPA ∩ KΨ
satisfies |φ) ≤ |χ) − |χΨ).
Proof From Lemma 14, there exists a PDS Φ that includes |φ)
and is complementary to Ψ. Therefore, |φ) ≤ |χΦ) = |χ)− |χΨ)
holds, where the equality follows from Lemma 13. 
Lemma 16 For Φ ∈ PDSA and |ρ) ∈ StA, we have
|ρ) ∈ FΦ ⇔ (χ†Φ|ρ) = ( |ρ) . (68)
Proof ⇒: From (χ†
Φ
|χΦ) = ( |χΦ) and Lemma 2, we have
(χ†
Φ
|ρ) = ( |ρ).
⇐: The case |ρ) = |∅) is obvious, so assume |ρ) , |∅). Let
Ψ be a PDS complementary to Φ. For any |ψ) ∈ StNPA ∩ F|ρ),
from (χ†
Ψ
|ρ) = 0 and Lemma 1, (χ†
Ψ
|ψ) = 0 holds. Thus,
from Lemma 15, |ψ) ≤ |χ) − |χΨ) = |χΦ) holds, which yields
|ψ) ∈ FΦ. Since |ρ) can be represented by a weighted sum of
normalized pure states in FΦ, |ρ) ∈ FΦ holds. 
Lemma 17 For two PDSs Φ,Ψ ∈ PDSA, KΦ = FΨ holds if
and only if Φ and Ψ are complementary.
Proof “Only if”: Since |χΨ) ∈ FΨ = KΦ holds, it follows
from Lemma 14 that there exists a PDS Ψ′ that includes Ψ
and is complementary to Φ. If Ψ , Ψ′ holds, then there must
exist |ψ) ∈ Ψ′ such that |ψ) < Ψ. Such |ψ) satisfies |ψ) ∈ KΦ
and |ψ) < FΨ, which contradictsKΦ = FΨ. Therefore, Ψ = Ψ′
holds, i.e., Φ and Ψ are complementary.
“If”: Since |χΨ)+ |χΦ) = |χ) holds from Lemma 13, (χ†Ψ|ρ)+
(χ†
Φ
|ρ) = ( |ρ) holds for any |ρ) ∈ StA. Thus, we have
|ρ) ∈ KΦ ⇔ (χ†Φ|ρ) = 0
⇔ (χ†
Ψ
|ρ) = ( |ρ) ⇔ |ρ) ∈ FΨ, (69)
which follows from Lemmas 9 and 16. Therefore, KΦ = FΨ
holds. 
Lemma 17 still holds if we exchange Φ and Ψ. Thus, for
any two PDSs Φ,Ψ ∈ PDSA, KΦ = FΨ and FΦ = KΨ are
obviously equivalent.
V. SYMMETRIC PROPERTIES OF STATE SPACE
In this section, we show Property (♦) in an OPT that satis-
fies the symmetric sharpness, complete mixing, and filtering
postulates. The main results in this section are:
(1) Every state has a spectral decomposition, which means
that any |ρ) ∈ StA can be expressed in the form
|ρ) = ∑NAi=1 pi|φi) with p1, . . . , pNA ∈ R+ and {|φi)}NAi=1 ∈
MPDSA (Proposition 20).
(2) StA is a symmetric cone (Theorem 25).
(3) EffA is the dual cone of StA (Theorem 28).
A. Symmetric cones
We here review the definitions of symmetric cones. A con-
vex cone C in a real vector space V is called a symmetric cone
ifC is self-dual and homogeneous, whose definitions are given
below.
First, we will recall the definition of self-duality. Let C be
a convex cone in a real vector space V.
C∗ B { f ∈ V∗ : ∀x ∈ C, f (x) ≥ 0} (70)
is called the dual cone of C, where V∗ is the dual vector space
of V. One can easily verify that C∗ is a closed convex cone.
For any inner product of V, denoted by 〈 , 〉, there exists an
isomorphism # : V∗ 3 f 7→ f # ∈ V satisfying f (x) = 〈 f #, x〉
for any x ∈ V and f ∈ V∗. Let
C? B { f # ∈ V : f ∈ C∗}; (71)
then, C? = {x ∈ V : ∀y ∈ C, 〈x, y〉 ≥ 0} obviously holds. C∗
and C? are isomorphic as convex cones. Also, the restriction
of # to C∗ is an isomorphism from C∗ to C?. If C? = C holds
for some inner product 〈 , 〉, then C is called self-dual with
respect to 〈 , 〉. In this case, C  C∗ obviously holds. In
particular, the state space StA is self-dual if there exists an
inner product 〈 , 〉 such that
StA = {|x) ∈ VA : ∀|ρ) ∈ StA, 〈x, ρ〉 ≥ 0}, (72)
where 〈x, y〉 (|x), |y) ∈ VA) is a simple notation for 〈|x), |y)〉.
Next, we will give the definition of homogeneity. A convex
cone C is called homogeneous if, for any two interior points
x, y ∈ C, there exists an automorphism gx,y on C such that
gx,y(x) = y.
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B. Projection processes
For any Φ ∈ PDSA, a process PΦ ∈ ProcA→A is called a
projection process onto FΦ if
= , ∀ ∊FΦ
0 ∊KΦ
,ρ
PΦ ρ ρ
= , ∀
PΦ
σ σ (73)
holds.
Example of quantum theory For any PDS Φ B {|φi)}ki=1, a
projection process onto FΦ is expressed by PΦ ◦ |ρ) = |χΦ) ·
|ρ) · |χΦ). One can easily see that |χΦ) is a projection matrix.
The following lemma guarantees the existence of projection
processes.
Lemma 18 For any Φ ∈ PDSA, there exists a projection pro-
cess PΦ onto FΦ.
Proof If Φ is an MPDS, then idA is a projection process
onto FΦ = StA, and thus the lemma is obvious. Suppose
that Φ is not an MPDS. Let Φ B {|φi)}ki=1. Also, let Ψ B
{|φi)}NAi=k+1 ∈ PDSA be complementary to Φ. It suffices to show
that PΦ B F0|φNA ) ◦ · · · ◦ F
0
|φk+2) ◦ F0|φk+1) is a projection pro-
cess onto FΦ, where F0|φNA ), . . . , F
0
|φk+2), F
0
|φk+1) are filters (see
Eq. (46)). Arbitrarily choose |ρ) ∈ FΦ and i ∈ {k + 1, . . . ,NA}.
From (φ†i |χΦ) = 0 and Lemma 1, (φ†i |ρ) = 0 holds. Thus, from
Lemma 4, |φi) and |ρ) are perfectly distinguishable. There-
fore, we have F0|φi) ◦ |ρ) = |ρ), which gives PΦ ◦ |ρ) = |ρ). We
also arbitrarily choose |σ) ∈ KΦ. From Lemma 17, we have
|σ) ∈ FΨ, i.e., δ|σ) ≤ |χΨ) holds for some δ ∈ R++. Thus,
δPΦ ◦ |σ) ≤ PΦ ◦ |χΨ) = ∑NAj=k+1 PΦ ◦ |φ j) = |∅) obviously
holds, which gives PΦ ◦ |σ) = |∅). 
C. Spectral decomposition
We here show that any state and any extended state have
spectral decompositions. The following lemma is useful for
proving the existence of a spectral decomposition of a state.
Lemma 19 Consider a PDS Φ ∈ PDSA \ MPDSA (where \
denotes the set difference operator). Then, for any |ρ) ∈ KΦ,
there exist p ∈ R+, |φ) ∈ StNPA ∩ KΦ, and |ρ′) ∈ KΦ satisfying
= = 0p + ,ρ ϕ
ϕ†
ρ' ρ' . (74)
Furthermore, Φ′ B Φ ∪ {|φ)} ∈ PDSA and |ρ′) ∈ KΦ′ hold.
Proof Let Ψ be a PDS complementary to Φ and p be the
maximum value of p′ ∈ R+ satisfying |ρ) ≥ p′|χΨ). Also, let
|σ) B |ρ) − p|χΨ). We have 0 ≤ (χ†Φ|σ) ≤ (χ†Φ|ρ) = 0, i.e.,|σ) ∈ KΦ.
Firstly, we prove that |σ) + |χΦ) is not completely mixed.
Assume, by contradiction, that |σ)+ |χΦ) is completely mixed;
then, there exists δ ∈ R++ such that
δσ ≥+ χΦ χΨ . (75)
Since FΦ = KΨ and KΦ = FΨ hold from Lemma 17, we have
|σ) ∈ KΦ = FΨ, |χΦ) ∈ FΦ = KΨ, and |χΨ) ∈ FΨ. Thus,
PΨ ◦ |σ) = |σ), PΨ ◦ |χΦ) = |∅), and PΨ ◦ |χΨ) = |χΨ) hold,
where PΨ is a projection process onto FΨ. This yields
δσ χΨ
≥+
χΦ
=
σ
PΨ PΨ PΨ δ χΨ= ,
(76)
where the inequality follows from Eq. (75). Therefore, we
have
σ ≥+ χΨp (p + δ)=ρ χΨ , (77)
which contradicts the definition of p. Hence, |σ) + |χΦ) is not
completely mixed.
Secondly, we show that there exist |φ) ∈ StNPA ∩ KΦ and|ρ′) ∈ KΦ satisfying Eq. (74). From the complete mixing pos-
tulate, there exists |φ) ∈ StNPA satisfying (φ†|[|σ) + |χΦ)] = 0,
i.e., (φ†|σ) = (φ†|χΦ) = 0. From (φ†|χΦ) = 0, we have
|φ) ∈ KΦ. From Lemma 15, |φ) ≤ |χΨ) holds, and thus |ρ) =
|σ) + p|χΨ) ≥ p|χΨ) ≥ p|φ) holds. Let |ρ′) B |ρ) − p|φ) ∈ StA;
then, |ρ′) ∈ KΦ holds from |ρ) ∈ KΦ. Moreover, we have
= − p + 0ρ ϕ
ϕ†
χΨρ'
ϕ† ϕ†
=
ϕ†
σ p
ϕ†
− p = ,
(78)
where the last equality follows from the fact that, from
Lemma 6, we have (φ†|χ) = 1 and thus (φ†|χΨ) = (φ†|χ) −
(φ†|χΦ) = 1. Therefore, Eq. (74) holds.
Finally, we show Φ′ ∈ PDSA and |ρ′) ∈ KΦ′ . From
(φ†|χΦ) = 0 and Lemma 10, we have Φ′ ∈ PDSA. Also, since
we have (χ†
Φ′ |ρ′) = (χ†Φ|ρ′)+(φ†|ρ′) = 0, |ρ′) ∈ KΦ′ holds from
Lemma 9. 
Now, we are in a position to show the following proposi-
tion.
Proposition 20 (Spectral decompositions of states) For any
|ρ) ∈ StA, there exist p1, . . . , pNA ∈ R+ and {|φi)}NAi=1 ∈MPDSA
satisfying
�
i=1
NA
pi=ρ ϕi . (79)
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The decomposition shown in Eq.(79) is called a spectral de-
composition of |ρ).
Proof Let |ρ1) B |ρ). We show that, for each k ∈ {1, . . . ,NA},
|ρk) can be expressed in the form
= +ρk 0pk ϕk ρk+1
, ρk+1
ϕk†
= .
(80)
We now proceed by induction on k. Let Φ0 be the empty set.
Since Φ0 ∈ PDSA \ MPDSA and |ρ1) ∈ StA = KΦ0 hold,
Lemma 19 gives that there exist p1 ∈ R+, |φ1) ∈ StNPA , and|ρ2) ∈ StA satisfying Eq. (80) with k = 1. |ρ2) ∈ KΦ1 also
holds, where Φ1 B {|φ1)}. Consider the case k ∈ {2, . . . ,NA};
let Φk B Φk−1 ∪ {|φk)} = {|φi)}ki=1. Since Φk−1 ∈ PDSA \
MPDSA and |ρk) ∈ KΦk−1 hold, from Lemma 19, there exist
pk ∈ R+, |φk) ∈ StNPA ∩ KΦk−1 , and |ρk+1) ∈ KΦk satisfying
Eq. (80).
From |ΦNA | = NA, ΦNA is obviously an MPDS. Thus, from|ρNA+1) ∈ KΦNA = {|∅)}, |ρNA+1) = |∅) holds. By recursively
applying Eq. (80), we have
= ϕ1 +p1
…
…
ρ ρ2
= ϕ1 +p1 ρ3ϕ2p2+
= ϕ1 +p1 ϕ2p2+ + ϕpNA NA . (81)

Using Proposition 20, we can show that every extended
state has also a spectral decomposition.
Proposition 21 (Spectral decompositions of extended states)
For any |v) ∈ VA, there exist c1, . . . , cNA ∈ R and
{|φi)}NAi=1 ∈MPDSA satisfying
�
i=1
NA
ci= ϕiv . (82)
The decomposition shown in Eq.(82) is called a spectral de-
composition of |v).
Proof |v) ∈ VA can be expressed in the form |v) = |v+) − |v−)
for some |v+), |v−) ∈ StA. Arbitrarily choose q ∈ R+ such that
q|χ) ≥ |v−). Note that since, from Lemma 12, |χ) is completely
mixed, such q exists. Since |ρ) B |v) + q|χ) = |v+) + [q|χ) −
|v−)] ≥ |v+) holds, |ρ) ∈ StA holds. From Proposition 20, |ρ)
has a spectral decomposition as in Eq. (79) with p1, . . . , pNA ∈
R+ and {|φi)}NAi=1 ∈MPDSA. Thus, letting ci B pi − q, we have
= �
i=1
NA
ci− χq = �
i=1
NA
(pi − q)v ρ ϕi = ϕi .
(83)

Example of quantum theory A spectral decomposition of a
state (resp. extended state) is a spectral decomposition of a
positive semidefinite matrix (resp. Hermitian matrix).
D. Self-duality
Using Proposition 20, we will derive that each state space
is self-dual.
Lemma 22 The binary operation 〈 , 〉 on VA defined by
〈v,w〉 B (v†|w) , |v), |w) ∈ VA (84)
is an inner product.
Proof It suffices to show that 〈 , 〉 satisfies (1)symme-
try: 〈v,w〉 = 〈w, v〉 (∀|v), |w) ∈ VA), (2)linearity in
the second argument: 〈v, a1|w1) + a2|w2)〉 = a1 〈v,w1〉 +
a2 〈v,w2〉 (∀a1, a2 ∈ R, |v), |w1), |w2) ∈ VA), and (3)positive-
definiteness: 〈v, v〉 > 0 (∀|v) ∈ VA \ {|∅)}).
(1): |v) ∈ VA and |w) ∈ VA can be expressed in
the form |v) = ∑li=1 ci|φi) and |w) = ∑tj=1 d j|ϕ j), where
c1, . . . , cl, d1, . . . , dt ∈ R and |φ1), . . . , |φl), |ϕ1), . . . , |ϕt) ∈ StNPA
hold. We have
ϕi†djci〈v, w〉 �
i=1
l �
j=1
t
†
=
v
w
= φj
=
φj† †
=
v
w
〈w, v〉=djci�
i=1
l �
j=1
t
.
(85)
(2): For any |v) ∈ VA, since (v†| ∈ V∗A is a linear functional
on VA, the map VA 3 |w) 7→ 〈v,w〉 = (v†|w) ∈ R is obviously
linear.
(3): For any |v) ∈ VA \ {|∅)}, which has a spectral decom-
position of the form |v) = ∑NAi=1 ci|φi) with c1, . . . , cNA ∈ R and
{|φi)}NAi=1, we have
= cjci
†
〈v, v〉=
v �
i=1
NA �
j=1
NA
ci�
i=1
NA 2
v ϕj
ϕi†
= >   0 .
(86)

Example of quantum theory 〈v,w〉 B (v†|w) = Tr [|v) · |w)]
(|v), |w) ∈ VA) is an inner product.
Proposition 23 For any system A, StA is self-dual with re-
spect to the inner product 〈 , 〉 of Eq. (84).
Proof Arbitrarily choose |v) ∈ VA. It suffices to show that
|v) ∈ StA holds if and only if 〈v, ρ〉 ≥ 0 holds for any |ρ) ∈
StA. The “only if” part is obvious from (v†| ∈ EffA. To prove
the “if” part, we assume |v) < StA and show that there exists
|ρ) ∈ StA such that 〈v, ρ〉 < 0. |v) has a spectral decomposition
|v) = ∑NAi=1 ci|φi) with c1, . . . , cNA ∈ R and {|φi)}NAi=1 ∈ MPDSA.
From |v) < StA, ci < 0 holds for some i ∈ {1, . . . ,NA}. For
such i, we have 〈v, φi〉 = (v†|φi) = ci < 0. Thus, the “if” part
is proved. 
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E. Homogeneity and symmetry
We will derive that each state space is homogeneous and
thus symmetric. Homogeneity is easily derived from Proposi-
tion 20 and the filtering postulate.
Proposition 24 For any system A, StA is homogeneous.
Proof It is sufficient to show that, for any completely mixed
state |ρ) ∈ StA, there exists a reversible process f|ρ) ∈ ProcA→A
satisfying f|ρ) ◦ |χ) = |ρ). Indeed, in this case, let f˜|ρ) be an
inverse process of f|ρ); then, for any completely mixed states
|ρ1), |ρ2) ∈ StA, g B f|ρ2) ◦ f˜|ρ1) is an automorphism on StA
such that g ◦ |ρ1) = |ρ2). Thus, StA is homogeneous.
We arbitrarily choose a completely mixed state |ρ) ∈ StA
and show that there exists a reversible process f ∈ ProcA→A
satisfying f ◦ |χ) = |ρ). |ρ) has a spectral decomposition |ρ) =∑NA
i=1 pi|φi) with p1, . . . , pNA ∈ R+ and {|φi)}NAi=1 ∈ MPDSA.
Since |ρ) is completely mixed, pi > 0 holds for any i ∈
{1, . . . ,NA}. Here, let f B F pNA|φNA ) ◦ · · · ◦F
p2
|φ2) ◦F
p1
|φ1) ∈ ProcA→A.
Let f˜ B F˜ p1|φ1) ◦ F˜
p2
|φ2) ◦ · · · ◦ F˜
pNA
|φNA ), where F˜
pi
|φi) is an inverse pro-
cess of F pi|φi). Then, we can easily see f ◦ f˜
local
= idA
local
= f˜ ◦ f ,
i.e., f is reversible. Moreover, since f ◦ |φi) = pi|φi) holds for
any i ∈ {1, . . . ,NA}, we have
=
χ
�
i=1
NA
pi
f f
ϕi
= �
i=1
NA
ϕi = ρ .
(87)

Theorem 25 For any system A, StA is a symmetric cone.
Proof Combining Propositions 23 and 24, StA is self-dual
and homogeneous. 
The following theorem shows that a cone is symmetric if
and only if it is the cone of squares of some EJA.
Theorem 26 (Koecher-Vinberg theorem[51, 52]) For any
symmetric cone C and any interior point e ∈ C, there exists
an EJA E with the identity element e such that C is the cone
of squares of E. Furthermore, E is the real vector space
spanned by C. Conversely, for any EJA, its cone of squares is
a symmetric cone.
The definitions of an EJA and its cone of squares are given in
Sec. VI. For any system A, since StA is a symmetric cone, the
Koecher-Vinberg theorem immediately yields the following
theorem:
Theorem 27 For any system A, there exists an EJA EA such
that StA is the cone of squares of EA. Furthermore, EA and VA
are the same as real vector spaces.
F. Effect space is dual cone of state space
Theorem 28 For any system A, EffA is the dual cone of StA,
i.e., EffA = St∗A holds.
Proof Since (e′|ρ) ≥ 0 (∀|ρ) ∈ StA) holds for any (e′| ∈
EffA, EffA ⊆ St∗A is obvious. It remains to prove EffA ⊇ St∗A.
Arbitrarily choose (e| ∈ St∗A. Let 〈 , 〉 be the inner product
defined by Eq. (84). Since V∗A is the dual vector space of VA,
there exists |e#) ∈ VA such that (e|x) = 〈e#, x〉 (∀|x) ∈ VA).
Since 〈e#, ρ〉 ≥ 0 holds for any |ρ) ∈ StA, from Proposition 23,
we have |e#) ∈ StA. Consider (e#†| B |e#)† ∈ EffA; then, from
Eq. (84), (e|ρ) = 〈e#, ρ〉 = (e#†|ρ) holds for any |ρ) ∈ StA,
which yields (e| = (e#†| ∈ EffA. Therefore, EffA ⊇ St∗A holds.

Theorems 25 and 28 immediately yield Property (♦). It fol-
lows from StA  St∗A and this theorem that StA and EffA are
isomorphic as symmetric cones. The restriction of † : VA →
V∗A to StA is an isomorphism from StA to EffA, whose in-
verse is the restriction of # : V∗A → VA to EffA. We abuse
notation by using the same symbol † for the map #. Let
|e†) B (e|† ∈ VA for any (e| ∈ V∗A. Clearly, (e|x) = 〈e†, x〉
holds for any |x) ∈ VA and (e| ∈ V∗A.
VI. EUCLIDEAN JORDAN ALGEBRAS (EJAS)
This section will be devoted to presenting some basic prop-
erties of EJAs that are needed in the remainder of this paper.
A. EJAs
We first review the definitions of Jordan algebras, EJAs, and
their cones of squares. A vector space E over some field F is
called a Jordan algebra if E is equipped with a commutative
bilinear map (x, y) 7→ x • y satisfying
x2 • (y • x) = (x2 • y) • x, ∀x, y ∈ E, (88)
where x2 B x•x. The operator • is said to be the Jordan prod-
uct. Note that the Jordan product is not associative in general;
Eq. (88) is less restrictive than the associative condition (i.e.,
x• (y• z) = (x• y)• z for any x, y, z ∈ E). A finite-dimensional
Jordan algebra E over R is called an EJA if it is equipped with
an inner product 〈 , 〉 satisfying
〈x • y, z〉 = 〈y, x • z〉 , ∀x, y, z ∈ E. (89)
Clearly, any EJA E is a real Hilbert space with the inner prod-
uct 〈 , 〉. We call
E+ B {x2 : x ∈ E} (90)
the cone of squares of E.
These are two typical examples of EJAs:
19
• An n-dimensional real vector space, Rn, with the com-
ponentwise product as the Jordan product and the usual
inner product. The Jordan product is commutative and
associative, and thus Eq. (88) holds. The cone of squares
of Rn is the nonnegative orthant Rn+. The state space, StA,
of a classical system A is isomorphic to RNA+ .
• The space, S(Cn), of all complex Hermitian matrices of
order n equipped with the Jordan product x • y B (x · y +
y · x)/2 and the inner product 〈x, y〉 B Tr(x · y), where
· denotes the matrix product. One can easily verify that
the Jordan product is commutative and satisfies Eq. (88),
but it is not associative if n is larger than 1. The cone of
squares of S(Cn) is S+(Cn). The state space, StA, of a
fully quantum system A is isomorphic to S+(CNA ).
B. Fundamental properties of EJAs
We next present some fundamental properties of EJAs.
Many proofs are omitted since they can be found in, e.g.,
Ref. [53] or can be easily obtained. We will use the nota-
tion such as |v) to denote an element of an EJA E. If |v) is in
E+, then we will often denote it by |v). We will also use the
simple notation 〈x, y〉 (|x), |y) ∈ E) for 〈|x), |y)〉.
The element, denoted by |χ), of E that satisfies |χ)• |v) = |v)
for any |v) ∈ E is called the identity element of E. |χ) ∈ E+
obviously holds. The Koecher-Vinberg theorem states that the
cone of squares E+ of any EJA E is a symmetric cone; con-
versely, for a given symmetric cone C and its interior point
|χ) ∈ E+, there exists an EJA E with the identity element
|χ) that satisfies E+ = C. Two elements |ρ), |σ) ∈ E+ are
called orthogonal if 〈ρ, σ〉 = 0 holds, which is equivalent to
|ρ) • |σ) = |∅). |p) ∈ E is called an idempotent if |p)2 = |p)
holds. One can obviously see that any idempotent is in E+
and that the zero element |∅) and the identity element |χ) are
idempotents. We say that a nonzero idempotent is primitive if
it cannot be expressed as the sum of two nonzero idempotents.
Any idempotent can be decomposed into the sum of mutually
orthogonal primitive idempotents. A set of mutually orthog-
onal primitive idempotents, Φ B {|φi)}ni=1, is called a Jordan
frame if it satisfies
∑n
i=1 |φi) = |χ). For any set of mutually
orthogonal primitive idempotents Φ B {|φi)}ki=1, there exists a
Jordan frame Φ′ with Φ′ ⊇ Φ. Each Jordan frame of E has the
same number of elements, called the rank of E and denoted
by rank E. The dimension of E (as a real vector space) is de-
noted by dim E. For any |v) ∈ E, there exist a Jordan frame
{|φi)}ni=1 (n B rank E) and real numbers c1, . . . , cn ∈ R, called
the eigenvalues, such that
|v) =
n∑
i=1
ci|φi). (91)
Such a representation is called a spectral decomposition of |v).
The eigenvalues are uniquely determined by |v). |v) is in E+ if
and only if the eigenvalues of |v) are all nonnegative. The sum
of the eigenvalues of |v), ∑ni=1 ci, is called the trace of |v) and
denoted by tr |v). The number of nonzero eigenvalues of |v) is
called the rank of |v) and denoted by rank |v). Since, from the
Koecher-Vinberg theorem, E+ is a convex cone, the properties
of convex cones can be applied to E+. For example, the partial
ordering on E is defined as in Eq. (40). |ψ) ∈ E+ is pure if and
only if rank |ψ) ≤ 1 holds. |ρ) ∈ E+ is completely mixed if
and only if rank |ρ) = rank E holds.
A vector subspace of E, E′, is called a subalgebra of E if E′
is closed under the Jordan product •, i.e., |v) • |w) ∈ E′ holds
for any |v), |w) ∈ E′. E′ is itself an EJA. The identity element,
|χ′), of E′ is the idempotent of E satisfying
E′ = {|v) ∈ E : |χ′) • |v) = |v)},
E′+ = {|ρ) ∈ E+ : |χ′) • |ρ) = |ρ)}. (92)
Two subalgebras {|∅)} and E itself are called trivial. For any
idempotent |p) of E, E|p) B {|v) ∈ E : |p) • |v) = |v)} is the
subalgebra of E with the identity element |p). Two subalge-
bras, E1 and E2, of E are said to be orthogonal if |x)• |y) = |∅)
holds for any |x) ∈ E1 and |y) ∈ E2. A necessary and sufficient
condition for two subalgebras E1 and E2 to be orthogonal is
that |ρ) • |σ) = |∅) (i.e., 〈ρ, σ〉 = 0) holds for any |ρ) ∈ E+1 and|σ) ∈ E+2 .
C. Direct sum decomposition of EJAs
We will introduce the direct sum decomposition of EJAs.
Let us consider k (k ≥ 1) mutually orthogonal non-trivial sub-
algebras, E1, . . . ,Ek, of E. We say that E is a direct sum of
E1, . . . ,Ek, denoted by E =
⊕k
i=1 Ei, if any |v) ∈ E can be
expressed in the form
|v) =
k∑
i=1
|vi), |vi) ∈ Ei. (93)
In this case, we have
rank E =
k∑
i=1
rank Ei, dim E =
k∑
i=1
dim Ei. (94)
E =
⊕k
i=1 Ei is called a direct sum decomposition of E.|v1), . . . , |vk) of Eq. (93) are uniquely determined by |v); in-
deed, by multiplying both sides of Eq. (93) by the identity
element of Ei, denoted by |χi), we obtain |vi) = |χi) • |v).
The identity element |χ) of E is obviously decomposed as
|χ) = ∑ki=1 |χi). |v) ∈ E+ holds if and only if |vi) ∈ E+i holds for
each i. E+ =
(⊕k
i=1 Ei
)+
is often rewritten as
⊕k
i=1 E
+
i , which
is referred to as a direct sum decomposition of E+. For each
nonzero pure element |ψ) ∈ E+, there exists one and only one
i ∈ {1, . . . , k} such that |ψ) ∈ E+i . The operator ⊕ is commuta-
tive and associative.
An EJA E with nonzero rank is called simple if it cannot
be expressed by a direct sum of two non-trivial subalgebras of
E12. In this case, its cone of squares E+ is called irreducible.
12 Another equivalent definition of a simple EJA is that it has no non-trivial
ideals, where a subalgebra E′ of E is called an ideal if |x) • |y) ∈ E′ holds
for any |x) ∈ E′ and |y) ∈ E.
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For a simple EJA E, any inner product 〈v,w〉 (|v), |w) ∈ E) is
proportional to tr[|v) • |w)]. For each EJA E, E = ⊕ki=1 Ei (or
E+ =
⊕k
i=1 E
+
i ) is called a simple decomposition if E1, . . . ,Ek
are all simple. In this case, the decomposition of |v) ∈ E in
Eq. (93) is also called the simple decomposition. Any EJA
with nonzero rank is expressed as a direct sum of simple EJAs
in a unique way13.
It is well known that there are five types of simple EJAs:
Theorem 29 (Jordan-von Neumann-Wigner theorem [50])
Every simple EJA is isomorphic to one of the followings14:
(1) S(Fn) with n ≥ 1 and F ∈ {R,C,H}, where S(Fn) is
the set of all Hermitian matrices on the vector space
Fn and H is the set of all quaternions.
(2) Spin factors Spins with s ≥ 5, where s is the dimen-
sion.
(3) S(O3), where O is the set of all octonions.
Table I shows the ranks and dimensions of these simple EJAs.
It follows that they are classified by their ranks and dimen-
sions.
TABLE I. Ranks and dimensions of simple EJAs
Type Rank Dimension
S(Rn) n n(n + 1)/2
S(Cn) n n2
S(Hn) n n(2n − 1)
Spins 2 s
S(O3) 3 27
D. State spaces as cones of squares of EJAs
In Secs. IV and V, we showed that an OPT with the sym-
metric sharpness, complete mixing, and filtering postulates
satisfies Property (♦). In this subsection, we will show that
the converse is almost true. Specifically, we show that an OPT
with Property (♦) satisfies all the properties (i.e., all lemmas,
propositions, and theorems) except Lemma 18 that we have
derived in Secs. IV and V. We here assume that Property (♦)
holds and do not assume that the three postulates hold.
We begin with some preliminaries.
Lemma 30 If Property (♦) holds, then, for any system A,
there exists an EJA EA with E+A = StA such that
( |ρ) = tr |ρ), ∀|ρ) ∈ StA. (95)
13 It should be noted that the direct sum of spaces of complex Hermitian ma-
trices, M˜ B
⊕k
i=1 S(Cni ), is an EJA. However, strictly speaking, accord-
ing to our definition,
⊕k
i=1 S(Cni ) is not a simple decomposition of M˜.
Indeed, while each element of M˜ must be a matrix of order
∑k
i=1 ni, each
element of S(Cni ) is a matrix of order ni, and hence S(Cni ) is not a subset
of M˜. One can easily see that M˜ has the simple decomposition of the form
M˜ =
⊕k
i=1 M˜i, where M˜i is a subalgebra of M˜ satisfying M˜i  S(Cni ).
14 Since Spin3  S(R2), Spin4  S(C2), and S(O2)  Spin10 hold,
Spin3,Spin4, and S(O2) were excluded to avoid overlapping.
Proof StA is self-dual with respect to some inner product
〈 , 〉′. Since EffA is the dual cone of StA and ( | is com-
pletely mixed, there exists a completely mixed state |χ′) ∈ StA
such that ( |x) = 〈χ′, x〉′ for any |x) ∈ VA.
First, we consider the EJA E′A with the identity element |χ′)
that satisfies E′A
+ = StA. From the Koecher-Vinberg the-
orem, such an EJA exists. Let •′ and tr′ be, respectively,
the Jordan product and the trace in E′A. E
′
A has the sim-
ple decomposition of the form E′A =
⊕k
i=1 E
′
(i). Arbitrar-
ily choose |x), |y) ∈ VA, which have the simple decomposi-
tions |x) = ∑ki=1 |xi) and |y) = ∑ki=1 |yi) with |xi), |yi) ∈ E′(i)
(∀i ∈ {1, . . . , k}). Since 〈xi, y j〉′ = 0 holds for any distinct i
and j, 〈x, y〉′ = ∑ki=1 〈xi, yi〉′ holds. Since, for each i, 〈xi, yi〉′
is proportional to tr′[|xi) •′ |yi)],
〈x, y〉′ =
k∑
i=1
ci · tr′[|xi) •′ |yi)] (96)
holds with some constants c1, . . . , ck ∈ R++.
Next, we consider the EJA, EA, with the Jordan product •
defined as
|x) • |y) B
k∑
i=1
ci|xi) •′ |yi), ∀|x), |y) ∈ EA, (97)
where |x) and |y) have the simple decompositions |x) =∑k
i=1 |xi) and |y) =
∑k
i=1 |yi) with |xi), |yi) ∈ E′(i) (i ∈ {1, . . . , k}).
One can easily verify that EA has the simple decomposition of
the form EA =
⊕k
i=1 E(i) with E
+
(i) = E
′
(i)
+. E+A = StA = E
′
A
+
obviously holds. Note that since E(i) and E′(i) are equal as
real Hilbert spaces, |v) is in E(i) if and only if it is in E′(i).
For each i ∈ {1, . . . , k}, let |χ′i) denote the identity element
of E′(i); then, it follows from Eq. (97) that c
−1
i |χ′i) is the iden-
tity element of E(i). Thus, |χ) B ∑ki=1 c−1i |χ′i) is the identity
element of EA. Arbitrarily choose a Jordan frame {|φ′s)}ns=1
of E′A, where n B rank E
′
A. |φ′s) is obviously a pure state.
Let |φs) B c−1is |φ′s), where is ∈ {1, . . . , k} is the value satisfy-
ing |φ′s) ∈ E′(is). Then, since
∑n
s=1 |φs) =
∑k
i=1 c
−1
i |χ′i) = |χ)
and |φs) • |φs) = c−2is |φ′s) • |φ′s) = c−1is |φ′s) •′ |φ′s) = |φs) hold,{|φs)}ns=1 is a Jordan frame of EA. Let tr denote the trace in
EA; then, any primitive idempotent |φs) ∈ E(is) of EA satis-
fies tr |φs) = 1 = tr′ |φ′s) = cis · tr′ |φs). Arbitrarily choose
|x) ∈ EA, which has the simple decomposition |x) = ∑ki=1 |xi)
with |xi) ∈ E(i). Then, we have
tr |x) =
k∑
i=1
tr |xi) =
k∑
i=1
ci · tr′ |xi) (98)
and thus
( |x) = 〈χ′, x〉′ =
k∑
i=1
ci · tr′[|χ′i) •′ |xi)]
=
k∑
i=1
ci · tr′ |xi) = tr |x). (99)
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Therefore, Eq. (95) holds. 
For each system A, we will choose an EJA EA satisfying
E+A = StA and Eq. (95). We here present some basic proper-
ties of the EJA EA. From Eq. (95), for |ρ) ∈ StA, |ρ) ∈ StNA
and tr |ρ) = 1 are obviously equivalent. Let 〈 , 〉 be the inner
product of EA defined as 〈x, y〉 B tr[|x) • |y)]; then, we have
( |x) = tr |x) = 〈χ, x〉 , ∀|x) ∈ EA. (100)
We will equip VA with the Jordan product • and the inner
product 〈 , 〉 to identify VA with the EJA EA. Any extended
state in VA has a spectral decomposition. Since a state |ψ)
is pure if and only if rank |ψ) ≤ 1 holds, |ψ) ∈ StNPA holds
if and only if |ψ) is a primitive idempotent. Since EffA is a
symmetric cone, by equipping V∗A with an appropriate Jordan
product (and an inner product), we can regard V∗A as an EJA
with the identity element ( | that satisfies V∗A+ = EffA. We
define the isomorphism † : VA 3 |x)→ (x†| ∈ V∗A to satisfy
(x†|y) = 〈x, y〉 = tr[|x) • |y)], ∀|x), |y) ∈ EA. (101)
Then, it follows from Eq. (100) that ( | = (χ†| holds. Also,
we use the same notation, † : V∗A → VA, for the inverse of† : VA → V∗A.
Example of quantum theory The identity element of VA is
|χA) = 1NA . The Jordan product of |v), |w) ∈ VA is |v) • |w) =
[|v) · |w) + |w) · |v)]/2. tr |v) is equal to the trace of the matrix
|v), i.e., Tr |v). 〈v,w〉 = Tr[|v) • |w)] = Tr[|v) · |w)] holds.
Lemma 31 Assume that Property (♦) holds. Let EA be an EJA
satisfying E+A = StA and Eq. (95). Then, a set of normalized
pure states is an MPDS if and only if it is a Jordan frame.
Proof Consider a set of normalized pure states, Φ B {|φi)}ki=1.
Let n B rank EA.
“If”: Assume that Φ is a Jordan frame; in this case, k = n
holds. Let Π B {(φ†i |}ni=1; then, from
∑n
i=1 (φ
†
i | =
[∑n
i=1 |φi)
]†
=
|χ)† = ( | and (φ†i |φi) = 1 = ( |φi) (∀i ∈ {1, . . . , n}), Π is
a measurement that perfectly distinguishes between Φ. Also,
since
∑n
i=1 |φi) = |χ) is completely mixed, any maximal effect,
(e|, satisfies (e|χ) > 0. Thus, there exists no normalized pure
state that is perfectly distinguishable from every state in Φ.
Therefore, Φ is an MPDS.
“Only if”: Assume that Φ is an MPDS. Let {(ei|}ki=1 be a
maximal measurement that perfectly distinguishes between Φ.
For each i, |ai) B |χ) − |e†i ) has a spectral decomposition of
the form |ai) = ∑lj=1 c j|ψ j) where c1, . . . , cl are in R++ and
{|ψ j)}lj=1 is a subset of some Jordan frame. From 〈ai, φi〉 =
( |φi) − (ei|φi) = 0, |ψ1), . . . , |ψl) are orthogonal to |φi) C
|ψl+1). Since |ψ1), . . . , |ψl+1) are mutually orthogonal primitive
idempotents, there exists a Jordan frame {|ψi)}ni=1 that includes|ψ1), . . . , |ψl+1). This yields
|e†i ) = |χ) − |ai) ≥
n∑
j=l+1
|ψ j) ≥ |ψl+1) = |φi). (102)
Since 〈φi, φ j〉 ≤ (ei|φ j) = 0 holds for any distinct i, j ∈
{1, . . . , k}, Φ is a set of mutually orthogonal primitive idempo-
tents. Assume, by contradiction, that Φ is not a Jordan frame;
then, there exists a Jordan frame Φex that truly includes Φ.
From the proof of the “if” part, the Jordan frame Φex is an
MPDS, which contradicts that Φ is an MPDS. Therefore, Φ is
a Jordan frame. 
It is easily seen from the proof of this lemma that |ρ) ∈ StA
and |σ) ∈ StA are perfectly distinguishable (i.e., |ρ) ∈ K|σ))
if and only if 〈ρ, σ〉 = 0 holds. NA = rank EA holds and any
MPDS has NA elements. It also follows that, for any MPDS
Φ B {|φi)}NAi=1, Π B {(φ†i |}NAi=1 is the unique measurement that
perfectly distinguishes between Φ. Eq. (82) obviously holds
from Eq. (91). The identity element |χ) is the invariant state.
Any PDS Φ B {|φi)}ki=1 satisfies 〈φi, φ j〉 = δi, j, and thus |χΦ) is
an idempotent. Any maximal effect is pure and expressed in
the form (ψ†| with |ψ) ∈ StNPA , which satisfies (ψ†|ψ) = 1.
With the above preliminaries, we can easily show that
an OPT with Property (♦) satisfies all the properties except
Lemma 18 that we have derived in Secs. IV and V. To show
that all the properties derived in Sec. IV hold, it suffices to
show that the symmetric sharpness and complete mixing pos-
tulates hold. As for the symmetric sharpness postulate, it is
obvious that, to each |φ) ∈ StNPA , there corresponds one and
only one maximal effect, (φ†|, giving unit probability and that
(ϕ†|ψ) = 〈ϕ, ψ〉 = 〈ψ, ϕ〉 = (ψ†|ϕ) holds for any |ϕ), |ψ) ∈ StNPA .
As for the complete mixing postulate, since any |ρ) ∈ StA
that is not completely mixed has a spectral decomposition in
the form |ρ) = ∑NAi=1 pi|φi) with p1, . . . , pNA ∈ R+, pNA = 0,
and {|φi)}NAi=1 ∈ MPDSA, the maximal effect (φ†NA | satisfies
(φ†NA |ρ) = 〈φNA , ρ〉 = 0. All the properties except Lemma 18
in Sec. V are immediately obtained by Property (♦).
Lemma 32 For any Φ ∈ PDSA, let EΦ be the subalgebra of
EA with the identity element |χΦ), i.e., EΦ B {|v) ∈ EA :
|χΦ) • |v) = |v)}. Then, we have FΦ = E+Φ.
Proof Let Ψ be a PDS complementary to Φ; then, we have
|ρ) ∈ FΦ ⇔ 〈χΨ, ρ〉 = 0
⇔ |χΨ) • |ρ) = |∅)
⇔ |χΦ) • |ρ) = |ρ)
⇔ |ρ) ∈ E+Φ, (103)
where the first line follows from FΦ = KΨ. The third line
follows from |χΨ) + |χΦ) = |χ) and |χ) • |ρ) = |ρ), and the last
line follows from E+
Φ
= {|σ) ∈ E+A : |χΦ) • |σ) = |σ)}. Thus,
we have FΦ = E+Φ. 
VII. DERIVATION OF QUANTUM THEORY
In this section, we consider an OPT having Property (♦) and
the local equality postulate. We investigated the properties of
individual systems in the previous sections; we will investi-
gate the structure of composite systems in this section.
We first derive the following properties:
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(1) DA⊗B = DADB holds (Lemma 34).
(2) NA⊗B = NANB holds (Lemma 37).
(3) The operation † distributes over ⊗ (Lemma 38).
(4) When StA and StB have simple decompositions StA =⊕kA
i=1 E
+
A,i and StB =
⊕kB
j=1 E
+
B, j, StA⊗B has the simple
decomposition StA⊗B =
⊕kA
i=1
⊕kB
j=1 E
+
A,i ⊗ E+B, j (Lem-
mas 39 and 40), where E+A,i ⊗ E+B, j will be defined in
Subsec. VII C.
Subsequently, we derive Properties (A)–(C) listed in Sub-
sec. III B based on the above stated properties.
A. Results about local equality
In this subsection, we show that the following properties are
derived only from the local equality postulate (without consid-
ering Property (♦)):
(i) DA⊗B = DADB holds.
(ii) The parallel composition of two pure states is pure,
and the parallel composition of two pure effects is
pure.
1. DA⊗B = DADB
Let us fix a basis of VA, {|wi)}DAi=1. Since V∗A is the dual vector
space of VA, there exists a basis, {(vi|}DAi=1, of V∗A satisfying
(vi|w j) = δi, j. Also, let |ηA) ∈ VA⊗A and (εA| ∈ V∗A⊗A be
defined by
|ηA) B
DA∑
i=1
|wi) ⊗ |wi), (εA| B
DA∑
i=1
(vi| ⊗ (vi|. (104)
Example of fully quantum theory Let {|s〉}NAs=1 be an ONB
of the complex Hilbert space CNA . Also, let |ws,t) ∈ VA be
defined as
|ws,t) B

|s〉 〈s| , s = t,
1√
2
(|s〉 〈t| + |t〉 〈s|), s < t,
i√
2
(|s〉 〈t| − |t〉 〈s|), s > t
(105)
and (ws,t†| ∈ V∗A be the same matrix as |ws,t), where i B
√−1.
Then, B B {|ws,t)}(NA,NA)(s,t)=(1,1) and B∗ B {(ws,t†|}(NA,NA)(s,t)=(1,1) are, re-
spectively, ONBs of VA and V∗A (ws,t
†|ws′,t′ ) = δs,s′δt,t′ obvi-
ously holds. Consider the case NA = 2; in this case, DA = 4
holds. Substituting B and B∗, respectively, into {|wi)}4i=1 and
{(vi|}4i=1 in Eq. (104) gives
|ηA) =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 = (εA|. (106)
Note that since this matrix is not positive semidefinite, |ηA) <
StA⊗A and (εA| < EffA⊗A hold.
Lemma 33
ηA
=
εA
= ηA
εAA
A
A A
A
A A
. (107)
Proof From the local equality postulate and Eq. (30), it suf-
fices to show, for any |ρ) ∈ StA,
ηA ρ
=
εA
ρ = ηAρ
εA
. (108)
Since |ρ) can be expressed in the form |ρ) = ∑DAi=1 ρi|wi) with
ρi ∈ R, we have
ηA
�
s=1
DA
ρ =
εA
wj�
j=1
DA
vs
wj
vs
wt�
t=1
DA ρt
wj�
j=1
DA ρj = ρ= , (109)
where the first and second equalities follow from Eq. (104)
and (vi|wi′ ) = δi,i′ , respectively. This proves the first equality
of Eq. (108). The second equality of Eq. (108) can be proved
in the same way. 
Lemma 34 DA⊗B = DADB holds for any systems A and B.
Proof From the local equality postulate, each extended pro-
cess f ∈ VA→B is identified by a set of scalars {(e j| ◦ f ◦
|ρi)}(DA,DB)(i, j)=(1,1), where {|ρi) ∈ StA}DAi=1 and {(e j| ∈ EffB}DBj=1 are,
respectively, sets of some fixed states and effects. Thus, we
have dim VA→B ≤ DADB. One can also see dim VA⊗B ≥
DADB. Indeed, if {|wi)}DAi=1 and {|w′j)}DBj=1 are, respectively,
bases of VA and VB, then {|wi) ⊗ |w′j)}(DA,DB)(i, j)=(1,1) is a set of lin-
early independent extended states of VA⊗B. We only need
to show dim VA⊗B ≤ dim VA→B; indeed, in this case, we
have DADB ≤ dim VA⊗B ≤ dim VA→B ≤ DADB and thus
DA⊗B = dim VA⊗B = DADB.
We will show dim VA⊗B ≤ dim VA→B. Consider the linear
map F : VA→B 3 f 7→ (idA ⊗ f ) ◦ |ηA) ∈ VA⊗B, i.e.,
F
ηA
ff
BA
= A
B
A , (110)
and the linear map G : VA⊗B 3 |x) 7→ [(εA|⊗ idB]◦ [idA⊗|x)] ∈
VA→B, i.e.,
=
BA
G x x
εA B
A
A . (111)
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We have that, for any |x) ∈ VA⊗B,
G =
ηA
F x x
εA
ηA
x
εA
= = x
,
(112)
where the second equality follows from [idA⊗A ◦ |ηA)] ⊗ [|x) ◦
idI] = [|ηA)◦idI]⊗[idA⊗B◦|x)] (see Eq. (8)) and the last equality
follows from Lemma 33. Thus, F[G(–)] is the identity map
on VA⊗B, which gives that G must be injective. Therefore,
dim VA⊗B ≤ dim VA→B holds. 
It follows from this lemma that VA→B and VA⊗B are isomor-
phic as real vector spaces for any systems A and B. One can
easily see that F and G defined above are isomorphisms be-
tween these vector spaces. Note that if VA⊗B is an EJA with a
Jordan product •, then VA→B equipped with the Jordan prod-
uct •p that is defined by f •pg B G[F( f )•F(g)] ( f , g ∈ VA→B)
is also an EJA. In this case, F and G are also isomorphisms
between these EJAs.
It follows from this lemma that, for two bases {|wi)}DAi=1 of
VA and {|w′j)}DBj=1 of VB, {|wi)⊗ |w′j)}(DA,DB)(i, j)=(1,1) is a basis of VA⊗B.
Thus, any |x) ∈ VA⊗B is expressed in the form
|x) =
DA∑
i=1
DB∑
j=1
ci, j|wi) ⊗ |w′j), ci, j ∈ R. (113)
Also, one can easily see that, for any |ρ), |ρ′) ∈ StA⊗B, we have
∀
⇒
and , ρ = ρ'
ρ = ρ' , (114)
which indicates that any bipartite state can be identified from
the statistics of local measurements on the individual systems.
This property, often referred to as local tomography or lo-
cal distinguishability, has been discussed since at least the
1980s (see, e.g., [54–56]). It is known that local tomography
is equivalent to the relation DA⊗B = DADB and that, in any
OPT that satisfies local tomography, the local equality pos-
tulate holds [41]. Thus, from Lemma 34, the local equality
postulate, local tomography, and the relation DA⊗B = DADB
are all equivalent.
2. Composition of two pure states/effects is pure
Lemma 35 The parallel composition of two pure states is
pure. Also, the parallel composition of two pure effects is
pure.
Proof Since the case of effects can be treated similarly, we
only prove the case of states. Arbitrarily choose |ψ) ∈ StPA and|ψ′) ∈ StPB. We can express |ψ) ⊗ |ψ′) in the following form:
|ψ) ⊗ |ψ′) =
l∑
i=1
|ϕi), |ϕi) ∈ StPA⊗B. (115)
To prove |ψ) ⊗ |ψ′) ∈ StPA⊗B, we only need to show that |ϕ1) ∝|ψ) ⊗ |ψ′) always holds.
The case |ψ′) = |∅) is obvious; assume |ψ′) , |∅). Arbi-
trarily choose (e| ∈ EffA. Applying (e| ⊗ idB to Eq. (115) and
using |ψ′) ∈ StPB, one can see that
= ψ'p(e|A B
e B
φ1 (116)
holds for some p(e| ∈ R+. In the same way, applying idA⊗( B|
to Eq. (115) and using |ψ) ∈ StPA, one can see that
=A qB ψ
A
φ1 (117)
holds for some q ∈ R+. From Eqs. (116) and (117), we have
==ψ'
p(e| A qB
e
B
ψ
e
Aφ1 . (118)
Thus, Eq. (116) gives
== ψ'
p(e|A sB
e e'
B
e'
ψ ψ'
B
e'e
Aφ1 (119)
for any (e′| ∈ EffB, where s B q · ( B|ψ′)−1. Since this
equation holds for any effects (e| and (e′|, |ϕ1) = s|ψ) ⊗ |ψ′)
holds from Eq. (114). Therefore, we have |ϕ1) ∝ |ψ) ⊗ |ψ′). 
B. Basic properties of composite systems
In what follows, we consider an OPT enjoying Property (♦)
and the local equality postulate. For any system A, let EA be
an EJA satisfying E+A = StA and Eq. (95).
Lemma 36 For any {|φi)}NAi=1 ∈ MPDSA and {|ϕ j)}NBj=1 ∈
MPDSB, we have Φ B {|φi) ⊗ |ϕ j)}(NA,NB)(i, j)=(1,1) ∈ MPDSA⊗B. Fur-
thermore, {(φ†i |⊗(ϕ†j |}(NA,NB)(i, j)=(1,1) is the maximal measurement that
perfectly distinguishes between Φ.
Proof We have
A�
i=1
NA �
j=1
NB
=ϕi φj† † ϕi φj† †�
i=1
NA �
j=1
NB
= BA BA B , (120)
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which indicates that Π B {(ei, j| B (φ†i |⊗ (ϕ†j |}(NA,NB)(i, j)=(1,1) is a mea-
surement. Let |φ˜i, j) B |φi)⊗|ϕ j); then, (ei, j|φ˜i, j) = 1 holds, and
thus Π perfectly distinguishes between Φ. Since |φ˜i, j) ∈ StNPA⊗B
holds from Lemma 35 and ( A⊗B|φ˜i, j) = ( A|φi) ( B|ϕ j) =
1, Φ is a PDS. It remains to prove that Φ is an MPDS. As-
sume, by contradiction, that Φ is not an MPDS; then, there
exists |ψ) ∈ StNPA⊗B that is perfectly distinguishable from |χΦ).
(ei, j| is a feasible pure effect that satisfies (ei, j|φ˜i, j) = 1, and
thus (ei, j| = (φ˜†i, j| holds. From (ei, j|ψ) = 〈φ˜i, j, ψ〉 = 0, we have
( |ψ) = ∑NAi=1 ∑NBj=1 (ei, j|ψ) = 0, which contradicts |ψ) ∈ StNPA⊗B.
This completes our proof. 
From this lemma, we can easily see that, for any two max-
imal measurements {(ei|}NAi=1 ∈ MeasA and {(e′j|}NBj=1 ∈ MeasB,
{(ei| ⊗ (e′j|}(NA,NB)(i, j)=(1,1) is a maximal measurement and that, for any
two maximal effects (ei| ∈ EffMA and (e′j| ∈ EffMB , the effect
(ei| ⊗ (e′j| is maximal. This lemma also shows
|χA⊗B) =
NA∑
i=1
NB∑
j=1
|φi) ⊗ |ϕ j) = |χA) ⊗ |χB), (121)
where {|φi)}NAi=1 ∈MPDSA and {|ϕ j)}NBj=1 ∈MPDSB hold.
Lemma 37 NA⊗B = NANB holds for any systems A and B.
Proof From Lemma 36, Φ B {|φi)⊗ |ϕ j)}(NA,NB)(i, j)=(1,1) is an MPDS
for any {|φi)}NAi=1 ∈ MPDSA and {|ϕ j)}NBj=1 ∈ MPDSB. Thus,
NA⊗B = |Φ| = NANB holds. 
Lemma 38 For any |ρ) ∈ StA and |σ) ∈ StB, we have
†
=
A Bρ σ A Bρ
† σ†
. (122)
Proof |ρ) and |σ), respectively, have spectral decomposi-
tions of the form |ρ) = ∑NAi=1 pi|φi) and |σ) = ∑NBj=1 q j|ϕ j)
with p1, . . . , pNA , q1, . . . , qNB ∈ R+, {|φi)}NAi=1 ∈ MPDSA, and
{|ϕ j)}NBj=1 ∈ MPDSB. From the proof of Lemma 36, [|φi) ⊗
|ϕ j)]† = (φ†i | ⊗ (ϕ†j | holds. Thus, since † is linear, we have
=
†A B �
i=1
NA
pi ϕi �j=1
NB
qj φj
=
ρ σ
†A B
�
i=1
NA
pi ϕi�j=1
NB
qj φj
†A B
= �
i=1
NA
pi ϕi�
j=1
NB
qj φj
A B
† †
=
A B
ρ† σ†
. (123)

Lemma 38 implies that † distributes over ⊗. This result can
be easily generalized to extended states and effects, i.e., we
have
[|x) ⊗ |y)]† = (x†| ⊗ (y†| ∀|x) ∈ VA, |y) ∈ VB,
[(v| ⊗ (w|]† = |v†) ⊗ |w†) ∀(v| ∈ V∗A, (w| ∈ V∗B. (124)
C. Simple decompositions of state spaces of composite systems
Consider two subalgebras E′A of VA and E
′
B of VB. Let|χ′A) and |χ′B) denote the identity elements of E′A and E′B, re-
spectively. One can easily verify that |χ′) B |χ′A) ⊗ |χ′B)
is an idempotent of VA⊗B. Indeed, it follows that there ex-
ist ΦA B {|φi)}ki=1 ∈ PDSA satisfying |χΦA ) = |χ′A) and
ΦB B {|ϕ j)}lj=1 ∈ PDSB satisfying |χΦB ) = |χ′B) and that
Ψ B {|φi) ⊗ |ϕ j)}(k,l)(i, j)=(1,1) is a PDS of A ⊗ B that satisfies
|χΨ) = |χ′). Thus, |χ′) is an idempotent. Therefore, we can
consider the subalgebra of VA⊗B with the identity element |χ′).
We will denote this subalgebra by E′A ⊗ E′B. Clearly,
E′A ⊗ E′B = {|x) ∈ VA⊗B : |χ′) • |x) = |x)} (125)
holds. Let E′A
+ ⊗ E′B+ B (E′A ⊗ E′B)+; then, E′A+ ⊗ E′B+ = F|χ′)
holds from Lemma 32.
Lemma 39 When StA and StB have direct sum decomposi-
tions StA =
⊕kA
i=1 E
+
A,i and StB =
⊕kB
j=1 E
+
B, j, StA⊗B has a di-
rect sum decomposition
StA⊗B =
kA⊕
i=1
kB⊕
j=1
E+A,i ⊗ E+B, j. (126)
Proof Equation (126) holds if and only if
VA⊗B =
kA⊕
i=1
kB⊕
j=1
E(i, j), E(i, j) B EA,i ⊗ EB, j (127)
holds. The case kA = kB = 1 is obvious since E(1,1) is the EJA
with the identity element |χA⊗B), i.e., E(1,1) = VA⊗B holds.
Assume kA ≥ 2 or kB ≥ 2. To show Eq. (127), it suffices to
show the followings: (a) the EJAs {E(i, j)}(kA,kB)(i, j)=(1,1) are mutually
orthogonal and (b) any |x) ∈ VA⊗B can be expressed in the
form |x) = ∑kAi=1 ∑kBj=1 |xi, j) with |xi, j) ∈ E(i, j).
First, we prove (a). Arbitrarily choose i, i′ ∈ {1, . . . , kA}
and j, j′ ∈ {1, . . . , kB} such that i , i′ or j , j′ holds; then,
it suffices to show that 〈ρ, ρ′〉 = 0 holds for any |ρ) ∈ E+(i, j)
and |ρ′) ∈ E+(i′, j′). Let |χA,i), |χA,i′ ), |χB, j), and |χB, j′ ) be,
respectively, the identity elements of EA,i, EA,i′ , EB, j, and
EB, j′ ; then, (χ†A,i|χA,i′ ) = 0 and (χ†B, j|χB, j′ ) = 0 obviously
hold. Arbitrarily choose |ρ) ∈ E+(i, j) and |ρ′) ∈ E+(i′, j′). Since
|χA,i)⊗|χB, j) ∈ E+(i, j) is completely mixed, there exists p ∈ R++
such that p|ρ) ≤ |χA,i)⊗ |χB, j). Similarly, there exists p′ ∈ R++
such that p′|ρ′) ≤ |χA,i′ ) ⊗ |χB, j′ ). Thus, we have
pp′ 〈ρ, ρ′〉 = pp′ (ρ†|ρ′) ≤ (χ†A,i|χA,i′ ) (χ†B, j|χB, j′ ) = 0, (128)
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i.e., 〈ρ, ρ′〉 = 0.
Next, we prove (b). For each i and j, let dA,i B dim EA,i
and dB, j B dim EB, j. From Eq. (94),
∑kA
i=1 dA,i = DA and∑kB
j=1 dB, j = DB hold. Choose a basis, {|wi,s)}(kA,dA,i)(i,s)=(1,1), of
VA satisfying |wi,s) ∈ EA,i for each i and s, and a basis,
{|w′j,t)}(kB,dB, j)( j,t)=(1,1), of VB satisfying |w′j,t) ∈ EB, j for each j and
t. Ψ B {|wi, j;s,t) B |wi,s)⊗|w′j,t)}(kA,kB,dA,i,dB, j)(i, j,s,t)=(1,1,1,1) is a set of linearly
independent extended states. From |Ψ| = ∑kAi=1 ∑kBj=1 dA,idB, j =
DADB and Lemma 34, |Ψ| = DA⊗B holds, which implies that
Ψ is a basis of VA⊗B. Thus, any |x) ∈ VA⊗B can be expressed
in the form
|x) =
kA∑
i=1
kB∑
j=1
|xi, j), |xi, j)B
dA,i∑
s=1
dB, j∑
t=1
c(i, j)s,t |wi, j;s,t), (129)
where c(i, j)s,t ∈ R. Since |wi, j;s,t) ∈ E(i, j) holds for any i, j, s, and
t, we have |xi, j) ∈ E(i, j). 
This proof tells us that the dimension of E(i, j) is dA,idB, j, i.e.,
dim(EA,i ⊗ EB, j) = (dim EA,i) · (dim EB, j). (130)
One can also easily obtain
rank(EA,i ⊗ EB, j) = (rank EA,i) · (rank EB, j). (131)
Note that Eq. (126) can also be expressed by kA⊕
i=1
E+A,i
 ⊗
 kB⊕
j=1
E+B, j
 = kA⊕
i=1
kB⊕
j=1
E+A,i ⊗ E+B, j. (132)
This indicates that the operation ⊗ on EJAs distributes over
the operation ⊕ on EJAs.
We close this subsection with an important result, which
will be useful in the sequel.
Lemma 40 When StA and StB have the simple decomposi-
tions StA =
⊕kA
i=1 E
+
A,i and StB =
⊕kB
j=1 E
+
B, j, StA⊗B has the
simple decomposition given by Eq. (126).
Proof From Lemma 39, StA⊗B can be expressed in the form
of Eq. (126), it is sufficient to show that E(i, j) B EA,i ⊗ EB, j is
simple for each i ∈ {1, . . . ,NA} and j ∈ {1, . . . ,NB}. Consider
arbitrary fixed i and j. Assume, by contradiction, that E(i, j)
is not simple, i.e., E(i, j) can be decomposed into a direct sum
E(i, j) = E0⊕E1, where E0 and E1 are EJAs with nonzero ranks.
Let {|φl)}nl=1 (n B rank EA,i) and {|φ′l′ )}n
′
l′=1 (n
′ B rank EB, j)
be, respectively, Jordan frames of EA,i and EB, j. Then, one can
easily see that Φ B {|φ˜l,l′ ) B |φl) ⊗ |φ′l′ )}(n,n
′)
(l,l′)=(1,1) is a Jordan
frame of E(i, j). Since both EA,i and EB, j are simple, there exist
two normalized pure states |ϕ) ∈ E+A,i and |ϕ′) ∈ E+B, j such that
(ϕ†|φl) > 0, ∀l ∈ {1, . . . , n},
(ϕ′†|φ′l′ ) > 0, ∀l′ ∈ {1, . . . , n′}, (133)
which can be verified for each simple EJA classified by the
Jordan-von Neumann-Wigner theorem. Let |ϕ˜) B |ϕ) ⊗ |ϕ′) ∈
E+(i, j); then, from Lemma 35, |ϕ˜) is pure. Since any nonzero
pure state |ψ) ∈ E+(i, j) satisfies either |ψ) ∈ E+0 or |ψ) ∈ E+1 (but
not both), we can permute E0 and E1, if necessary, so that
|ϕ˜) ∈ E+0 holds. Then, we have that, for any l ∈ {1, . . . , n} and
l′ ∈ {1, . . . , n′},
(ϕ˜†|φ˜l,l′ ) = (ϕ†|φl) (ϕ′†|φ′l′ ) > 0, (134)
i.e., |φ˜l,l′ ) ∈ E+0 . Thus, Φ ⊂ E+0 holds, which gives rank E0 =
rank E(i, j) and rank E1 = rank E(i, j) − rank E0 = 0. This
contradicts rank E1 , 0, and hence we conclude that every
E(i, j) is simple. 
D. State space is isomorphic to direct sum of spaces of complex
positive semidefinite matrices
In this subsection, we derive Properties (A) and (B) given
in Subsec. III B.
Theorem 41 For any system A, StA 
⊕k
i=1 S+(Cni ) holds
for some natural numbers k, n1, . . . , nk with
∑k
i=1 ni = NA
15.
Proof We will use the Jordan-von Neumann-Wigner theo-
rem. StA has the simple decomposition of the form StA =⊕k
i=1 E
+
(i). We only need to prove E(i)  S(Cni ) for each
i ∈ {1, . . . , k}, where ni B rank E(i).
Consider arbitrary fixed i. Let n B ni. In the case of n = 1,
E(i)  S(C) obviously holds from S(R)  S(C)  S(H), so
assume n ≥ 2. E(i,i) B E(i) ⊗ E(i) is simple from Lemma 40.
Let r B rank E(i,i) = n2 and d B dim E(i,i) = (dim E(i))2.
We prove, using Table I, that S(O3), S(Rn), S(Hn), and Spins
with s ≥ 5 are ruled out. Firstly, considering the case E(i) 
S(O3), one can see from n = 3 that the simple EJA E(i,i) must
have r = 9 and d = 272, which contradicts Table I. Secondly,
we consider the case E(i)  S(Rn), which leads to r = n2 and
d = n2(n + 1)2/4, and easily see that this case is ruled out. In
the same way, considering the case E(i)  S(Hn), which leads
to r = n2 and d = n2(2n − 1)2, one can see that this case is
also ruled out. Finally, we consider the case E(i)  Spins with
s ≥ 5, which gives, from n = 2, r = 4 and d = s2. Since E(i,i)
is not isomorphic to S(H4), this case is ruled out. Thus, we
conclude that E(i)  S(Cn) must hold. 
Combining Lemma 40 and Theorem 41 gives the following
theorem.
Theorem 42 For any systems A and B with StA ⊕kA
i=1 S+(Cmi ) and StB 
⊕kB
j=1 S+(Cn j ), we have StA⊗B ⊕kA
i=1
⊕kB
j=1 S+(Cmin j ).
15 Theorem 41 is somewhat similar to Theorem 4.14 in Ref. [43]. We here
point out that there seems to be a gap in the proof of the latter. This proof
shows that if StA is simple, then StA  S+(CNA ) holds; however, it does
not rule out the possibility of, for example, StA  S+(H2) ⊕ Spin10. (Note
that S+(H2) ⊕ Spin10 has the same rank and dimension as S+(C4).)
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Proof StA and StB have the simple decomposition of the form
StA =
⊕kA
i=1 E
+
A,i with E
+
A,i  S+(Cmi ) and StB =
⊕kB
j=1 E
+
B, j
with E+B, j  S+(Cn j ). From Lemma 40, StA⊗B has the sim-
ple decomposition StA⊗B =
⊕kA
i=1
⊕kB
j=1 E
+
A,i ⊗ E+B, j. Since
rank(EA,i ⊗ EB, j) = (rank EA,i) · (rank EB, j) = min j holds,
applying Theorem 41, we have E+A,i ⊗ E+B, j  S+(Cmin j ). 
As will be shown here, Theorems 41 and 42 allow us to
obtain a simple expression for a state (resp. extended state)
in terms of a positive semidefinite matrix (resp. Hermitian
matrix). For each system A, StA has the simple decomposition
of the form StA =
⊕kA
i=1 E
+
A,i, where E
+
A,i  S+(Cni ) holds for
some natural number ni. Let us choose a set of kA mutually
orthogonal projection matrices of order NA, denoted by PA B
{PA,i}kAi=1, with rank PA,i = ni.
∑kA
i=1 PA,i = 1NA obviously holds.
MA is defined as
MA B
 kA∑
i=1
Hi : Hi ∈MA,i
 ,
MA,i B
{
H ∈ S(CNA ) : PA,iHPA,i = H
}
. (135)
MA is an EJA with the Jordan product H•H′ = (HH′+H′H)/2
(H,H′ ∈ MA). Clearly, 1NA is the identity element of MA.
tr H = Tr H also holds for any H ∈ MA. It follows that
the cone of squares, M+A, of MA is the set of all positive
semidefinite matrices in MA. Each MA,i is the subalgebra
of MA with the identity element PA,i. One can easily check
MA,i  S(Cni )  EA,i, MA =
⊕kA
i=1 MA,i  VA, and M
+
A  StA.
Using an isomorphism MA from VA to MA, we can fully
and faithfully represent any |x) ∈ VA as the corresponding
Hermitian matrix MA|x) ∈ MA. In particular, MA|ρ) ∈ M+A
holds if and only if |ρ) ∈ StA holds. MA|χA) = 1NA and
( |x) = tr |x) = Tr MA|x) (|x) ∈ VA) obviously hold. We
often denoteMA briefly byM.
Now, let us consider composite systems. For any systems
A and B with PA B {PA,i}kAi=1 and PB B {PB, j}kBj=1, we can
choose PA⊗B as PA⊗B B {PA⊗B,(i−1)kB+ j B PA,i ⊗ PB, j}(kA,kB)(i, j)=(1,1),
where the Kronecker product of two matrices X1 and X2 is
denoted by X1 ⊗ X2. Indeed, PA⊗B is a set of kAkB mutually
orthogonal projection matrices of order NANB. Let {|vi)}DAi=1
and {|w j)}DBj=1 be, respectively, ONBs of VA and VB. Since
{|vi)⊗|w j)}(DA,DB)(i, j)=(1,1) is an ONB of VA⊗B, VA⊗B is a tensor product
space of real Hilbert spaces VA and VB. In contrast, MA⊗B
is also a tensor product space of real Hilbert spaces MA and
MB. Thus, for given two isomorphismsMA : VA → MA and
MB : VB → MB, we can consider the isomorphism (as real
Hilbert spaces)MA⊗B : VA⊗B →MA⊗B such that
MA⊗B|x)⊗|y) =MA|x) ⊗MB|y), ∀|x) ∈ VA, |y) ∈ VB. (136)
Note thatMA⊗B is uniquely determined by Eq. (136); indeed,
any |z) ∈ VA⊗B can be expressed in the form |z) = ∑li=1 |xi)⊗|yi)
with |xi) ∈ VA and |yi) ∈ VB, and thusMA⊗B|z) =
∑l
i=1MA|xi) ⊗
MB|yi) holds. Without loss of generality, we can think ofMA⊗B
as an isomorphism as EJAs. We will choose such an isomor-
phism MA⊗B for any systems A and B. It is easily seen that,
for any systems A, B, and C,
MA|x) ⊗MB⊗C|y)⊗|z) =MA⊗B⊗C|x)⊗|y)⊗|z) =MA⊗B|x)⊗|y) ⊗MC|z),
∀|x) ∈ VA, |y) ∈ VB, |z) ∈ VC (137)
holds.
E. Correspondence between processes and CP maps
We here derive Property (C). Let us begin with some pre-
liminaries. For any system A, the simple decomposition of
StA can be expressed by StA =
⊕k
l=1 E
+
(l) with E(l)  S(Cnl ).
For each l, letM(l) be an isomorphism from E(l) to S(Cnl ) and
{|wl;s,t)}(nl,nl)(s,t)=(1,1) be the ONB of E(l) satisfying
M(l)|wl;s,t) B

|s〉 〈s| , s = t,
1√
2
(|s〉 〈t| + |t〉 〈s|), s < t,
i√
2
(|s〉 〈t| − |t〉 〈s|), s > t,
(138)
where {|s〉}nls=1 is an ONB of the complex Hilbert space Cnl .
Consider the following extended state of system A ⊗ A:
|∪A) B
k∑
l=1
|∪(l)A ),
|∪(l)A ) B
nl∑
s=1
nl∑
t=1
γ(l)s,t |wl;s,t) ⊗ |wl;s,t) ∈ E(l) ⊗ E(l), (139)
where
γ(l)s,t B
{
1, s ≤ t,
−1, s > t. (140)
Let M(l,l) : E(l) ⊗ E(l) → S(Cn2l ) be the isomorphism that
satisfies M(l,l)|x)⊗|y) = M(l)|x) ⊗ M(l)|y) for any |x), |y) ∈ E(l); then,
from Eqs. (138) and (139), we have
M(l,l)|∪(l)A ) =
nl∑
s=1
nl∑
t=1
(|s〉 ⊗ |s〉)(〈t| ⊗ 〈t|) = |Γ〉 〈Γ| ,
|Γ〉 B
nl∑
i=1
|i〉 ⊗ |i〉 . (141)
It follows thatM(l,l)|∪(l)A ) is positive semidefinite, and thus |∪A) ∈
StA⊗A holds. |∪A) can be expressed by
|∪A) =
DA∑
i=1
γi|wi) ⊗ |wi), (142)
where
µ(l, s, t) B
l−1∑
j=1
n2j + (s − 1)nl + t ∈ {1, . . . ,DA},
γµ(l,s,t) B γ
(l)
s,t,
|wµ(l,s,t)) B |wl;s,t). (143)
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It follows that {|wi)}DAi=1 is an ONB of VA. γi ∈ {1,−1} holds
from Eq. (140). It is noteworthy that |∪A) is somewhat similar
to |ηA) of Eq. (104); however, |∪A) is a state, while |ηA) is not
in general a state. Let (∩A| B |∪A)†.
Example of quantum theory Consider a system A with NA =
2. If A is classical, i.e., StA  S+(C) ⊕ S+(C), then |∪A) is
expressed by
MA⊗A|∪A) =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 . (144)
In this case, |ηA) is a state; indeed, |ηA) = |∪A) holds. If A is
fully quantum, i.e., StA  S+(C2), then |∪A) is expressed by
MA⊗A|∪A) =

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
 . (145)
Lemma 43
=
∪
∩
=
A
A
∪A
∩A
. (146)
Proof Since {|wi)}DAi=1 of Eq. (143) is an ONB of VA, any |ρ) ∈
StA can be expressed in the form |ρ) = ∑DAi=1 ρi|wi) with ρi ∈ R.
Thus, from Eq. (142), we have
ρ = ρi�
i=1
DAγj wj�j=1
DA
wj'†
wj
γj'�
j'=1
DA
wi
= ρi�
i=1
DA
wi = ρ
∪A
∩A wj'
†
, (147)
where the second equality follows from (wi†|wi′ ) = δi,i′ and
γ2i = 1. This proves, from the local equality postulate, the first
equality of Eq. (146). The same is true for the second equality
of Eq. (146). 
For any systems A and B, let CPA→B be the set of all CP
maps from MA to MB and MA→B be the set of all linear maps
from MA to MB. It is easily seen that CPA→B is a convex cone
in MA→B.
Theorem 44 For any systems A and B, ProcA→B and CPA→B
are isomorphic as convex cones. Also, there exists an isomor-
phism L : ProcA→B 3 f 7→ L f ∈ CPA→B such that
MBf◦|ρ) = L f [MA|ρ)], ∀ f ∈ ProcA→B, |ρ) ∈ StA. (148)
Proof LetLA→B : VA→B 3 f 7→ L f BMB◦ f ◦M˜A ∈MA→B,
where M˜A : MA → VA is the inverse of the isomorphism
MA : VA → MA. We simply denote LA→B by L. One can
easily see that L is linear and satisfies
L f [MA|x)] =MBf◦|x), ∀ f ∈ VA→B, |x) ∈ VA. (149)
It follows that VA→B and MA→B are isomorphic as vector
spaces and thatL : VA→B →MA→B is an isomorphism, whose
inverse is L−1 : MA→B 3 h 7→ L−1h B M˜B ◦ h ◦MA ∈ VA→B.
Indeed, we have that, for any f ∈ VA→B and h ∈MA→B,
(L−1 ◦ L)( f ) = M˜B ◦ (MB ◦ f ◦ M˜A) ◦MA = f ,
(L ◦ L−1)(h) =MB ◦ (M˜B ◦ h ◦MA) ◦ M˜A = h. (150)
What is left is to show that the restriction of L to ProcA→B,
denoted by the same notation L, is an isomorphism from
ProcA→B to CPA→B. It suffices to show L f ∈ CPA→B for any
f ∈ ProcA→B and L−1c ∈ ProcA→B for any c ∈ CPA→B.
First, we show L f ∈ CPA→B for any f ∈ ProcA→B. LA→AidA ∈
MA→A is the identity operator on MA. Also, we have that, for
any f ∈ VA→B, g ∈ VC→D, |x) ∈ VA, and |y) ∈ VC ,
L f⊗g[M|x)⊗|y)] =M( f⊗g)◦[|x)⊗|y)]
=M[ f◦|x)]⊗[g◦|y)]
=M f◦|x) ⊗Mg◦|y)
= L f [M|x)] ⊗ Lg[M|y)]
= (L f ⊗ Lg)[M|x)⊗|y)], (151)
where the third and last lines follow from Eq. (136). Thus, we
have
L f⊗g = L f ⊗ Lg, ∀ f ∈ VA→B, g ∈ VC→D. (152)
Moreover, we have that, for any f ∈ ProcA→B and E ∈ Syst,
( f ⊗ idE) ◦ |σ) ∈ StB⊗E , ∀|σ) ∈ StA⊗E , (153)
which implies thatL f⊗idE = L f ⊗LidE is positive, and thusL f
is CP (i.e., L f ∈ CPA→B).
Next, we show L−1c ∈ ProcA→B for any c ∈ CPA→B. Arbi-
trarily choose c ∈ CPA→B. Let |σc) B (idA ⊗ L−1c ) ◦ |∪A) ∈
VA⊗B, i.e.,
BA
A
A
L−1σc c
B
∪A
=
. (154)
From Eqs. (149) and (152), we have
M|σc) =M(idA⊗L−1c )◦|∪A)
= LidA⊗L−1c [M|∪A)] = (LidA ⊗ c)[M|∪A)]. (155)
FromM|∪A) ∈ M+A⊗A and c ∈ CPA→B, we haveM|σc) ∈ M+A⊗B,
i.e., |σc) ∈ StA⊗B. Let
A
A
B
σc
=fc
A
B ∩A
. (156)
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Then, since |σc) and (∩A| are, respectively, a state and an ef-
fect, fc is a process. Substituting Eq. (154) into Eq. (156) and
using Eq. (146) yields L−1c = fc. Therefore, L−1c ∈ ProcA→B
holds. 
Theorem 45 Let L : ProcA→B 3 f 7→ L f ∈ CPA→B be an
isomorphism satisfying Eq. (148); then, f ∈ ProcA→B is deter-
ministic if and only ifL f is a TP-CP map. Also, f ∈ ProcA→B
is feasible if and only if L f is a trace non-increasing CP map.
Proof From Eq. (21), f ∈ ProcDA→B holds if and only if ( B|◦
f ◦ |ρ) = ( A|ρ) holds for any |ρ) ∈ StA. Since ( B| ◦ f ◦
|ρ) = Tr M f◦|ρ) = Tr L f [M|ρ)] and ( A|ρ) = Tr M|ρ) hold,
f ∈ ProcDA→B holds if and only if L f is a TP-CP map.
Assume f ∈ ProcFA→B; then, from Eq. (18), Tr L f [M|ρ)] =
( | ◦ f ◦ |ρ) ≤ ( |ρ) = TrM|ρ) holds for any |ρ) ∈ StA, which
implies thatL f is a trace non-increasing CP map. Conversely,
assume that L f is a trace non-increasing CP map. L f can be
written in the Kraus representation as
L f (H) =
k∑
i=1
EiHE
†
i , ∀H ∈MA,
k∑
i=1
E†i Ei ≤ 1NA , (157)
where E1, . . . , Ek are NB×NA matrices. Consider g ∈ ProcA→B
satisfying
Lg(H) =
l∑
i=k+1
EiHE
†
i , ∀H ∈MA,
l∑
i=1
E†i Ei = 1NA , (158)
where l ≥ k holds and Ek+1, . . . , El are NB×NA matrices; then,
one can easily see thatL f +g = L f +Lg is a TP-CP map. Thus,
f + g ∈ ProcDA→B (i.e., { f , g} ∈ TestA→B) holds. Therefore, f
is feasible. 
F. Classical and fully quantum theories
Up to now, we showed that an OPT with the four postu-
lates introduced in this paper is quantum theory, which in-
cludes classical theory and fully quantum theory as special
cases. One can single out classical theory and fully quan-
tum theory by introducing appropriate additional postulates.
Here, to single out these theories, we introduce postulates
about perfectly distinguishable normalized pure states. We
say that a system A satisfies perfect distinguishability if any
distinct |ψ), |φ) ∈ StNPA are perfectly distinguishable. Also, we
say that a system A satisfies indistinguishability if, for any
|ψ), |φ) ∈ StNPA , there exists |ϕ) ∈ StNPA such that neither |ψ) nor|φ) is perfectly distinguishable from |ϕ). It is easily seen that,
in quantum theory, a system A is classical if A satisfies perfect
distinguishability. Thus, the following postulate singles out
classical theory.
Postulate 5C (Perfect distinguishability) Any system satis-
fies perfect distinguishability.
Also, in quantum theory, a system A is fully quantum if A
satisfies indistinguishability, and thus the following postulate
singles out fully quantum theory.
Postulate 5Q (Indistinguishability) Any system satisfies in-
distinguishability.
VIII. CONCLUSION
In this study, we imposed four purely operational postulates
on the framework of OPTs. We showed that these postulates
are sufficient to single out finite-dimensional quantum theory
with superselection rules. In an OPT satisfying the first three
postulates — the symmetric sharpness, complete mixing, and
filtering —, we discovered that each state space is a symmetric
cone and the corresponding effect space is its dual cone. We
showed that such an OPT is quantum theory if it further satis-
fies the local equality postulate. Moreover, classical and fully
quantum theories can be, respectively, singled out from the
perfect distinguishability and indistinguishability postulates.
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