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INTRODUCTION TO CLUSTER ALGEBRAS
MAX GLICK AND DYLAN RUPEL
Abstract. These are notes for a series of lectures presented at the ASIDE
conference 2016. The definition of a cluster algebra is motivated through
several examples, namely Markov triples, the Grassmannians Gr2(Cn), and
the appearance of double Bruhat cells in the theory of total positivity. Once
the definition of cluster algebras is introduced in several stages of increasing
generality, proofs of fundamental results are sketched in the rank 2 case. From
these foundations we build up the notion of Poisson structures compatible
with a cluster algebra structure and indicate how this leads to a quantization
of cluster algebras. Finally we give applications of these ideas to integrable
systems in the form of Zamolodchikov periodicity and the pentagram map.
1. Introduction
Cluster algebras were introduced by Fomin and Zelevinsky [14] in 2002 as the
culmination of their study of total positivity [13] and (dual) canonical bases. The
topic of cluster algebras quickly grew into its own as a subject deserving inde-
pendent study mainly fueled by its emergent close relationship to many areas of
mathematics. Here is a partial list of related topics: combinatorics [39], hyperbolic
geometry [11, 12, 40], Lie theory [19], Poisson geometry [24], integrable systems
[9, 26], representations of associative algebras [6, 7, 5, 46, 45, 47], mathematical
physics [10, 1], and quantum groups [33, 20, 34, 3].
In these notes we will give an introduction to cluster algebras and a couple
of the applications mentioned above. These notes are far from exhaustive and
the references above only touch on the vast literature. Other overviews of cluster
algebras can be found in the works [32, 52, 21] which will also provide additional
references.
These lecture notes are organized as follows. Section 2 gives several motivating
examples from which we will abstract the definition of a cluster algebra. Section 3
contains several variations on the definition of cluster algebras with increasing gen-
erality and also the definition of Y -patterns. In Section 4, we describe the foun-
dational results in the theory of cluster algebras and sketch, or otherwise indicate
the ideas behind, the proofs of these results. Section 5 recalls the theory of Poisson
structures compatible with a cluster algebra and describes how this naturally leads
to a quantization of cluster algebras. Finally, we conclude with applications of the
cluster algebra machinery to problems involving integrable systems in Section 6.
2. Motivating Examples
Cluster algebras are certain commutative rings possessing additional structure,
including:
• a distinguished collection of generators called cluster variables ;
• a collection of finite subsets of the set of all cluster variables called clusters ;
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• a mutation rule which, given a cluster and one of its variables x, produces
another cluster by replacing x with a different cluster variable x′ related to
x by an exchange relation
xx′ = F,
where F is a binomial in the variables common to the initial and mutated
clusters.
Before defining cluster algebras, we describe a few settings illustrating these various
components. We leave it to the astute reader to compare these examples with the
definitions presented in Section 3 and to see how they may be reinterpreted within
the cluster algebra framework.
2.1. Markov Triples. A Markov triple is a triple (a, b, c) of positive integers sat-
isfying the Markov equation a2 + b2 + c2 = 3abc; an integer which appears as a
term in a Markov triple is called a Markov number. The Markov equation is an
example of a Diophantine equation and two classical number theoretic problems
are to determine the number of solutions and to determine a method for finding all
such solutions. We will solve both of these problems for the Markov equation.
Exercise 2.1. Prove that (1, 1, 1) and (1, 1, 2) are (up to reordering) the only
Markov triples with repeated values.
Rearranging the Markov equation we see that c2 − 3abc+ a2 + b2 = 0 and so c
is a root of the quadratic f(x) = x2− (3ab)x+(a2+ b2). But notice that the other
root c′ = a
2+b2
c
= 3ab − c is a positive integer and so (a, b, c′) is again a Markov
triple.
Note that there was nothing special about c in the calculation above. Thus given
any Markov triple (a, b, c), we may perform three possible exchanges(
a, b,
a2 + b2
c
) (
a,
a2 + c2
b
, c
) (b2 + c2
a
, b, c
)
and obtain another Markov triple in each case. The following exercises solve the
above two classical problems of Diophantine equations.
Exercise 2.2.
(a) Prove that there are infinitely many Markov triples by showing that there is
no bound on how large the largest value can be.
(b) Show that all Markov triples may be obtained from the Markov triple (1, 1, 1)
by a sequence of exchanges.
2.2. The Grassmannian Gr2(C
n). The Grassmannian Grk(C
n) is the set of k-
dimensional linear subspaces of Cn. A point in the Grassmannian can be described,
albeit non-uniquely, as the row span of a full rank matrix A ∈ Ck×n. The maximal
minors of A are called Plu¨cker coordinates .
Now, restrict to k = 2 and let
A =
[
a11 a12 . . . a1n
a21 a22 . . . a2n
]
.
The Plu¨cker coordinates are given by ∆ij = a1ia2j−a1ja2i for 1 ≤ i < j ≤ n. As the
matrix A is not uniquely determined by a point in Gr2(C
n), the Plu¨cker coordinates
are not truly functions on Gr2(C
n), but rather they are only well-defined functions
up to simultaneous rescaling. That is, the Plu¨cker coordinates determine a closed
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embedding into the projective space P(
n
2)−1. The following exercise shows that the
image of the Plu¨cker embedding lies inside a closed subset of projective space.
Exercise 2.3. Verify that the ∆ij satisfy the so-called Plu¨cker relations
(2.1) ∆ik∆jl = ∆ij∆kl +∆il∆jk
for 1 ≤ i < j < k < l ≤ n.
Consider a regular n-gon with vertices labeled 1, 2, . . . , n. Let T be a triangu-
lation, i.e. a maximal collection of chords ij with 1 ≤ i < j ≤ n, no two of which
intersect in their interiors. Note that T always consists of n− 3 diagonals together
with the n sides 12, 23, 34, . . . , 1n. Associate to T the corresponding collection of
Plu¨cker coordinates
∆T := {∆ij : ij ∈ T }.
Proposition 2.4. Fix positive reals xij for all ij ∈ T . Then there exists A ∈
Gr2(C
n) such that ∆ij(A) = xij for all ij ∈ T . Moreover, each ∆ij(A) with ij /∈ T
can be expressed as a subtraction free rational expression of the xij.
For instance, let n = 4 and T = {13, 12, 23, 34, 14}. A possible representing
matrix is
A =
[
1 x23
x13
0 −x34
x13
0 x12 x13 x14
]
.
There is one remaining Plu¨cker coordinate, namely ∆24, and it can be computed
from the given ones as
∆24(A) =
x12x34 + x14x23
x13
which follows from a Plu¨cker relation. This formula can be thought of as a change
of coordinates from ∆T to ∆T ′ where T
′ = (T \ {13}) ∪ {24}.
Exercise 2.5. The change of coordinate systems observed above can be understood
more classically in terms of the Ptolemy relations for cyclic quadrilaterals. Indeed,
consider four distinct points labeled 1, 2, 3, 4 on a circle in cyclic order and let xij
denote the distance between vertices i and j. Prove that x13x24 = x12x34+x14x23.
More generally, if T is a triangulation of an n-gon and ik ∈ T is a diagonal (as
opposed to a side), then ik is part of two triangles of T . Call the third vertices
of these two triangles j and l. It follows that T ′ = (T \ {ik}) ∪ {jl} is again
a triangulation. Moreover, it is well known that any two triangulations may be
related by a sequence of these flips of diagonals [30]. Performing a sequence of such
quadrilateral flips and using a Plu¨cker relation at each step makes it possible to
iteratively compute all the rational expressions promised in Proposition 2.4.
2.3. Double Bruhat cells. An n × n matrix M is called totally positive if the
determinant of every square submatrix is a positive real number. In particular,
every entry of M is positive and M must be invertible. Write GL>0n ⊂ GLn for
the subset of totally positive matrices. To check that a given matrix M ∈ GLn is
totally positive one must, a priori, check that all
(
2n
n
)− 1 minors of M are positive.
A natural question is whether this verification process can be made more efficient.
More precisely, is there a smaller collection of minors one may compute and from
the positivity of this subset conclude that every minor is positive, i.e. conclude that
M ∈ GL>0n ? We will call such a collection a total positivity criterion if it exists.
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For small n, such criteria can be found and verified easily. For example, a matrix
M =
[
a b
c d
]
∈ GL2 is totally positive if and only if a, b, c, ad− bc > 0 if and only
if b, c, d, ad− bc > 0.
Exercise 2.6. Find a minimal collection of minors whose positivity guarantees a
matrix in GL3 is totally positive (hint: any such total positivity criterion consists
of 9 minors).
To describe a solution and easily identify total positivity criteria for all general
linear groups GLn, it will be convenient to slightly generalize the notion of total
positivity. An n × n matrix M is called totally nonnegative if the determinant of
every square submatrix is a nonnegative real number. Write GL≥0n ⊂ GLn for the
subset of totally nonnegative matrices. Again one may ask: what is a minimal
collection of minors needed to check that a matrix is totally nonnegative? Unfor-
tunately, or perhaps fortunately, the total nonnegativity criteria are not uniformly
described across all of GLn. The solution to this problem naturally leads one to
study certain subvarieties of GLn called double Bruhat cells, which we now describe.
Let B+, B− ⊂ GLn denote the subgroups of upper and lower triangular matrices
respectively. Identify the symmetric group Σn with the subgroup of GLn consisting
of permutation matrices, i.e. matrices having precisely one nonzero entry 1 in each
row and column. For example, identify the permutation (1 2) ∈ Σ2 (written in
cycle notation) with the matrix
[
0 1
1 0
]
.
It is well known that GLn decomposes in two ways (actually many ways) as a
union of Bruhat cells :
GLn =
⊔
w∈Σn
B+wB+ =
⊔
w∈Σn
B−wB−.
To understand total nonnegativity criteria for GLn, we will consider the double
Bruhat cells GLu,vn = B+uB+ ∩B−vB− for u, v ∈ Σn.
Exercise 2.7. Find all 4 double Bruhat cells in GL2 and verify that they partition
the space. If you are brave, find all double Bruhat cells in GL3 and verify that they
partition the space.
For I, J ⊂ [1, n] with |I| = |J |, denote by ∆I,J the function on GLn which
returns the determinant of the submatrix on row set I and column set J .
Example 2.8. Let w0 = (1 n)(2 n − 1) · · · (⌊n/2⌋ ⌈n/2⌉) denote the longest per-
mutation in Σn. The double Bruhat cell GL
w0,w0
n is given as follows:
GLw0,w0n = {M ∈ GLn : ∆[1,i],[n+1−i,n](M) 6= 0,∆[n+1−i,n],[1,i](M) 6= 0 for all i}.
It turns out that each double Bruhat cell admits its own collection of total
positivity criteria, i.e. for each u, v ∈ Σn there exists a minimal collection of minors
whose positivity identifies the subset GLu,vn ∩ GL≥0n inside the double Bruhat cell
GLu,vn . Some of these total nonnegativity criteria in GL
u,v
n can be conveniently
described using double wiring diagrams. Write si = (i i + 1) ∈ Σn for the simple
transposition interchanging i and i + 1. A reduced word for w ∈ Σn is a minimal
sequence (i1, . . . , ir) so that w = si1 · · · sir , where ℓ(w) := r is called the length
of w. A reduced word (i1, . . . , ir) is naturally encoded in a wiring diagram, i.e. a
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Figure 1. A wiring diagram for the reduced word (1, 2, 3, 1, 2, 1) ∈ Σ4.
collection of n strands with a crossing between the ith and (i + 1)th strands each
time i appears in the reduced word, see Figure 1.
Given (u, v) ∈ Σ2n, a double reduced word for (u, v) is an arbitrary shuffle of a
reduced word for u and a reduced word for v, where terms in the reduced word
for v are taken from the set {−1, . . . ,−(n − 1)} for clarity. For example, taking
u = (1 3 2), v = (1 3) ∈ Σ3, one double reduced word for (u, v) is (−1, 2,−2, 1,−1).
Given a double reduced word (i1, . . . , ir), build a double wiring diagram by super-
posing wiring diagrams associated to the reduced word for u and the reduced word
for v with crossings ordered according to the double reduced word (see Figure 2).
3
2
1
4
1
2
3
4
1
2
3
4
3
2
4
1
∆1,3,∆2,3,∆2,1,∆3,1,∆12,23,∆12,13,∆23,13,∆23,12,∆123,123,∆234,123,∆1234,1234
Figure 2. A double wiring diagram for the double reduced word
(−1, 2,−2, 1,−3, 2,−1) ∈ Σ4 and the collection of chamber minors
determined by this double wiring diagram.
In a double wiring diagram, we label the strands in u’s wiring diagram on the
right by 1 through n starting from the bottom and label the strands in v’s wiring
diagram similarly on the left. In this way, each chamber of the double wiring
diagram determines a minor with row set given by the labels of strands in v’s
wiring diagram lying below the chamber and column set given by the labels of
strands in u’s wiring diagram lying below the chamber (see Figure 2). Now we may
describe a collection of total positivity criteria for GLu,vn .
Theorem 2.9. [13] Each double wiring diagram for (u, v) determines a total pos-
itivity criterion for GLu,vn , i.e. an element of GL
u,v
n lies in GL
≥0
n if and only if
all n + ℓ(u) + ℓ(v) chamber minors determined by the double wiring diagram are
positive.
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The totally positive matrices are exactly the elements of GLw0,w0n ∩GL≥0n . Thus
Theorem 2.9 provides many total positivity criteria for GLn.
Exercise 2.10. Use double wiring diagrams to find a total positivity criterion for
GL3. Does the total positivity criterion you found in Exercise 2.6 come from a
double wiring diagram?
To finish the section and connect to the theory of cluster algebras to be presented
in the next section we make the following observation. Suppose a double reduced
word for (u, v) contains neighboring letters, one belonging to a reduced word for u
and one belonging to a reduced word for v. In Figure 3, we show the local effect
on a double wiring diagram when these letters are interchanged.
ℓ
k
i
j
k
ℓ
j
i
∆I∪{i,j},J∪{k,ℓ}
∆I∪{j},J∪{k}∆I∪{i},J∪{k}∆I∪{i},J∪{ℓ}
∆I,J
ℓ
k
i
j
k
ℓ
j
i
∆I∪{i,j},J∪{k,ℓ}
∆I∪{j},J∪{k}∆I∪{j},J∪{ℓ}∆I∪{i},J∪{ℓ}
∆I,J
Figure 3. Chamber minors associated to a simple transposition
of opposite letters in a double reduced word.
Observe that under such an exchange we have the following exchange relation
analogous to (2.1):
(2.2)
∆I∪{i},J∪{k}∆I∪{j},J∪{ℓ} = ∆I,J∆I∪{i,j},J∪{k,ℓ} +∆I∪{i},J∪{ℓ}∆I∪{j},J∪{k}.
Moreover, observe that any two collections of chamber minors for double reduced
words of (u, v) can be obtained from each other by a sequence of these exchanges.
Exercise 2.11. Prove equation (2.2).
Exercise 2.12. Another local transformation of a double wiring diagram is given
by braid moves, either within u or within v. As an example, suppose a doubled
word for u, v begins 1, 2, 1 (i.e. u begins 1, 2, 1 and these all occur before the first
letter of v in the doubled word). Consider the double wiring diagrams both for this
word and the one obtained by replacing the first three letters with 2, 1, 2. Show that
the two corresponding collections of chamber minors differ in one element. Find
and prove an exchange relation that describes this transformation.
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3. A Unifying Concept: Cluster Algebras
We now define cluster algebras of geometric type and Y -patterns, with a focus
on the underlying dynamics of seed mutations. All definitions are due to S. Fomin
and A. Zelevinsky and are drawn from [14] and [17].
3.1. Basic definitions. Each cluster algebra is defined recursively from some ini-
tial data called a seed. A seed consists of a cluster, which was informally described
at the beginning of Section 2, together with some combinatorial data that encode
the mutations that can be performed.
Definition 3.1. Let F be a purely transcendental field extension of C. A seed is a
pair (x, B) where x = (x1, . . . , xn) is an n-tuple of elements forming a transcendence
basis of F over C and B is a skew-symmetric integer n× n matrix. The collection
x is called the cluster and the matrix B is called the exchange matrix .
The following employs the notation [a]+ = max(a, 0).
Definition 3.2. Given a seed (x, B) and an integer k = 1, 2, . . . , n the seed mu-
tation µk in direction k produces a new seed µk(x, B) = (x
′, B′) where x′ =
(x1, . . . , xk−1, x
′
k, xk+1, . . . , xn) with
(3.1) x′k =
∏
bik>0
xbiki +
∏
bik<0
x−biki
xk
and B′ is defined by
(3.2) b′ij =
{
−bij if i = k or j = k;
bij + [bik]+[bkj ]+ − [−bik]+[−bkj]+ otherwise.
In words, the mutation µk has the following effects:
(1) xk changes to x
′
k satisfying xkx
′
k = (binomial in the other xi);
(2) the entries bij of B away from row and column k increase (resp. decrease)
by bikbkj if bik and bkj are both positive (resp. both negative);
(3) the entries of the kth row and the kth column of B are negated.
Lemma 3.3. Let (x, B) be a seed in F . For k = 1, . . . , n, the following hold:
(1) µk(x, B) is also a seed in F ;
(2) the seed mutation µk is involutive, i.e. µk(µk(x, B)) = (x, B).
Definition 3.4. Fix an ambient field F and an initial seed (x, B). The entries
of the clusters of all seeds reachable from this one by a sequence of mutations are
called the cluster variables . The cluster algebra associated with the initial seed is
the subalgebra A := A(x, B) of F generated by the set of all cluster variables.
Example 3.5. Let x = (x1, x2) be the initial cluster with initial exchange matrix
B =
[
0 1
−1 0
]
.
Then µ1(x, B) = ((x
′
1, x2),−B) where
x′1 =
x2 + 1
x1
.
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It is convenient to denote the new cluster variable x′1 = x3. Next µ2((x3, x2),−B) =
((x3, x4), B) where
x4 =
x3 + 1
x2
=
x2+1
x1
+ 1
x2
=
x1 + x2 + 1
x1x2
and µ2((x3, x4), B) = ((x5, x4),−B) where
x5 =
x4 + 1
x3
=
x1+x2+1
x1x2
+ 1
x2+1
x1
=
x1 + 1
x2
.
The mutation pattern seems clear, but remarkably the next variable x6 = (1 +
x5)/x4 equals the first variable x1. In fact, the only distinct cluster variables that
can be obtained are x1 through x5, so
A(x, B) = C
[
x1, x2,
x2 + 1
x1
,
x1 + x2 + 1
x1x2
,
x1 + 1
x2
]
⊆ C[x±11 , x±12 ].
Note the generating set is not minimal, in fact, any four of the given elements
generate A(x, B).
In the preceding example, there were only finitely many cluster variables. As we
will see, this is typically not the case. However, a more subtle feature does hold in
general, namely that each of the cluster variables is a Laurent polynomial in the
variables of the initial seed.
Theorem 3.6. For any initial seed (x, B) with x = (x1, . . . , xn), the associated
cluster algebra lies in the Laurent polynomial ring
A(x, B) ⊆ C[x1, x−11 , . . . , xn, x−1n ].
In particular, every cluster variable can be expressed as a Laurent polynomial in
x1, . . . , xn.
Section 4 will go into more detail on this result, called the Laurent phenomenon,
as well as several more main theorems on cluster algebras.
3.2. Increased generality. We generalize the previous definitions in two ways,
first by allowing more general exchange matrices and then by allowing for certain
coefficients in the exchange relations.
Definition 3.7. An n × n integer matrix B is skew-symmetrizable if there is a
diagonal matrix D with positive integer diagonal entries such that DB is skew-
symmetric.
As an example, a 2× 2 matrix B is skew-symmetrizable if and only if
B =
[
0 b
−c 0
]
or B =
[
0 −b
c 0
]
for positive integers b and c. In either case, a possible symmetrizing matrix is
D =
[
c 0
0 b
]
The rank of a cluster algebra is the number n of elements in each cluster, so the
exchange matrices B just described give rise to all possible rank 2 cluster algebras.
The second generalization is to allow so-called frozen variables that never mutate,
but which play a part in the exchange relations for the cluster variables. An extended
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cluster, by convention, is typically written x = (x1, . . . , xn, xn+1, . . . xm) where
x1, . . . , xn are the cluster variable and xn+1, . . . , xm are the frozen variables. An
extended exchange matrix is an m× n integer matrix B˜ with the property that its
upper n× n submatrix is skew-symmetrizable.
Definition 3.8. Fix a seed (x, B˜) with x = (x1, . . . , xm) an extended cluster
and B˜ an extended exchange matrix. For an integer k = 1, 2, . . . , n, the seed
mutation µk in direction k produces a new seed µk(x, B˜) = (x
′, B˜′) with x′ =
(x1, . . . , xk−1, x
′
k, xk+1, . . . , xm). The formulas for x
′
k and the entries b˜
′
ij of B
′ are
the same as in (3.1) and (3.2), where the products in (3.1) now range from 1 to m
instead of from 1 to n.
Lemma 3.9. Lemma 3.3 holds in this generalized setting. Moreover, the skew-
symmetrizing matrix D is unchanged by mutation.
Given a seed (x, B˜) as above, the corresponding cluster algebraA(x, B˜) is defined
to be the subalgebra of C(x1, . . . , xm) generated by all cluster variables reachable
from this seed together with the frozen variables (which appear in every seed).
Cluster algebras at this level of generality are referred to as cluster algebras of
geometric type. In comparison, the earlier definition given was of skew-symmetric
cluster algebras with trivial coefficients.
Example 3.10. Consider a rank 2 cluster algebras with trivial coefficients (so
n = m = 2). The initial exchange matrix can be taken to be
B =
[
0 b
−c 0
]
.
with b, c positive integers. Then µ1(B) = µ2(B) = −B and µ1(−B) = µ2(−B) =
B, so as in Example 3.5 (the case where b = c = 1) the cluster variables can be
identified as {xi : i ∈ Z} (possibly with redundant labels) and the mutations given
by
. . .
µ1←→ ((x1, x0),−B) µ2←→ ((x1, x2), B)) µ1←→ ((x3, x2),−B)) µ2←→ ((x3, x4), B)) µ1←→ . . .
The exchange relations are
xk−1xk+1 =
{
xbk + 1 if k is odd;
xck + 1 if k is even.
Exercise 3.10.1.
(1) Compute all cluster variables and coefficient variables for cluster algebras
associated to B =
[
0 b
−c 0
]
with b, c ∈ Z>0 and bc ≤ 3.
(2) Justify why attempting such a calculation is futile for bc ≥ 4. Hint: consider
the degrees appearing in the denominators of the cluster variables.
Exercise 3.10.2. Prove the Laurent phenomenon for rank 2 cluster algebras. Hint:
start by showing that x4 ∈ Z[x0, x1, x2, x3] by considering the monomial x0xb3.
Example 3.11. Let n = 3 and m = 9. Denote the cluster
x = (∆13,∆14,∆15,∆12,∆23,∆34,∆45,∆56,∆16)
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where the last m− n = 6 variables are frozen. Let
B˜ =


0 1 0
−1 0 1
0 −1 0
1 0 0
−1 0 0
1 −1 0
0 1 −1
0 0 1
0 0 −1


.
Let A = A(x, B˜). Interpreting the initial variables as the indicated Plu¨cker coor-
dinates on Gr2,6 we obtain a cluster algebra in the ring of rational functions on
Gr2,6.
Exercise 3.11.1. Prove the following statements about the cluster algebra A just
defined:
• The cluster variables of A are precisely the Plu¨cker coordinates ∆ij with
1 ≤ i < j ≤ n.
• The clusters of A are precisely the collections ∆T (see Section 2.2) for T a
triangulation of a hexagon.
For instance, the new cluster variable produced by applying the mutation µ1 to
the initial seed is
∆12∆34 +∆14∆23
∆13
which equals ∆24.
There is an alternate formulation of cluster algebras of geometric type which
focuses on the roles played by the frozen variables xn+1, . . . , xm in the exchange
relations, rather than on the variables themselves. Let (x, B˜) be an extended seed.
For k = 1, . . . , n let
yk =
m∏
i=n+1
xbiki .
Define an operation ⊕ (called auxiliary addition) on Laurent monomials by
m∏
i=n+1
xeii ⊕
m∏
i=n+1
xfii =
m∏
i=n+1
x
min(ei,fi)
i .
Using this operation, we can extract positive and negative exponents as follows
yk
1⊕ yk =
∏
i=n+1,...,m
bik>0
xbiki
1
1⊕ yk =
∏
i=n+1,...,m
bik<0
x−biki .
The change in going from the original exchange relation (3.1) to the one in geometric
type can then be summarized by saying that the two terms of the binomial are
enriched with coefficients yk/(1⊕ yk) and 1/(1⊕ yk). We now write
x′k =
yk
∏
bik>0
xbiki +
∏
bik<0
x−biki
(1⊕ yk)xk
where the products range over i from 1 to n.
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3.3. Y -patterns. There is an alternate version of seeds and mutations, closely
related to the previous one, which itself arises in many applications. The resulting
structures are called Y -patterns .
Definition 3.12. A Y -seed is a pair (y, B) consisting of an n-tuple y = (y1, . . . , yn)
and an n× n skew-symmetric matrix B. For k = 1, . . . , n, the Y -seed mutation µk
is defined by
µk((y1, . . . , yn), B) = ((y
′
1, . . . , y
′
n), B
′)
for B′ as defined in (3.2) and
(3.3) y′j =
{
y−1k if j = k;
yjy
[−bjk]+
k (1 + yk)
bjk if j 6= k.
In words, the Y -seed mutation µk has the following effects:
(1) For each j 6= k, yj is multiplied by (1+ yk)bjk if bjk > 0 and by (1+ y−1k )bjk
if bjk < 0,
(2) yk is inverted,
(3) B is changed in the same way as for ordinary seed mutations.
The Y -dynamics also go by the name coefficient dynamics because the coefficients
in a geometric type cluster algebra evolve in this manner with respect to auxiliary
addition ⊕ and ordinary multiplication of Laurent monomials.
Another connection between cluster algebra and Y -pattern dynamics comes by
way of a certain Laurent monomial change of variables. Let B˜ be anm×n extended
exchange matrix with B its upper n×n submatrix. Given a seed ((x1, . . . , xm), B˜),
define an associated Y -seed ((yˆ1, . . . , yˆn), B) by
yˆj =
m∏
i=1
x
bij
i
Proposition 3.13. Fix k = 1, . . . , n and suppose µk(x, B˜) = (x
′, B˜′). Define
(yˆ1, . . . , yˆn) from (x, B˜) and (yˆ
′
1, . . . , yˆ
′
n) from (x
′, B˜′) as above. Then
µk((yˆ1, . . . , yˆn), B) = ((yˆ
′
1, . . . , yˆ
′
n), B
′).
Exercise 3.14. Prove Proposition 3.13.
4. Foundational Results
As mentioned in the introduction cluster algebras have found applications in a
surprising array of mathematical disciplines. Much of their ubiquity comes from a
number of remarkable theorems which we now explain.
The first of these results is the aforementioned Laurent phenomenon (Theorem
3.6). The Laurent property originates from the study of several classical recurrences
that seem as though they should produce rational numbers, but turn out to give
only integers under certain initial conditions [15]. As with several of the results in
this section, we give a complete proof in the case of rank 2 cluster algebras.
Recalling Example 3.10, consider the rank 2 cluster algebra with initial exchange
matrix B =
[
0 b
−c 0
]
and cluster variables xk, k ∈ Z which satisfy the recursion
xk−1xk+1 =
{
xbk + 1 if k is odd;
xck + 1 if k is even.
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Theorem 4.1. For any m ∈ Z, each xk is an element of Z[xm−1, xm, xm+1, xm+2].
Remark 4.2. The ring Z[xm−1, xm, xm+1, xm+2] is called the lower bound ofA(x, B)
at the cluster {xm, xm+1}. We will give more details below and see that this result
is a special case of Theorem 4.21.
Proof. Assume without loss of generality that m is odd (otherwise interchange b
and c in the calculation below). Then we may compute
xm−1x
b
m+2 =
xbm + 1
xm+1
xbm+2
=
xbmx
b
m+2 − 1
xm+1
+
xbm+2 + 1
xm+1
=
(xcm+1 + 1)
b − 1
xm+1
+ xm+3.
In particular, we see that xm+3 ∈ Z[xm−1, xm, xm+1, xm+2]. A similar calcula-
tion shows xm−2 ∈ Z[xm−1, xm, xm+1, xm+2] and a simple induction argument of
“shifting the viewing window” establishes the result. 
Having shown xk to be a polynomial in xm−1, xm, xm+1, xm+2, each of which is
directly seen to be a Laurent polynomial in xm, xm+1, the rank 2 Laurent phenom-
enon follows. As such, the above is a solution to Exercise 3.10.2. With more work
one may establish the following result which can be leveraged to prove the Laurent
phenomenon in general.
Theorem 4.3. Assume b, c 6= 0. For any m ∈ Z, the cluster algebra A(x, B) is
equal to
⋂
k∈Z Z[x
±1
k , x
±1
k+1] =
⋂m+1
k=m−1 Z[x
±1
k , x
±1
k+1].
The proof of this result is somewhat technical and seems unlikely to be very
informative so we will omit the details.
Remark 4.4. If one allows extended exchange matrices and imposes an additional
coprimality assumption (see Definition 4.16), then the condition b, c 6= 0 may be
dropped. The ring
⋂m+1
k=m−1 Z[x
±1
k , x
±1
k+1] is called the upper bound of A(x, B) at
the cluster {xm.xm+1} and the ring
⋂
k∈Z Z[x
±1
k , x
±1
k+1] is called the upper cluster
algebra. We will give more details below, at which point this result will be a special
case of Theorems 4.21 and 4.19.
The next result is the classification of cluster algebras of finite type, i.e. those that
have only finitely many cluster variables. As we have seen in Sections 2.2 and 2.3,
cluster algebras have roots in classical Lie theory. A large number of objects in
this realm are classified by Dynkin diagrams and finite type cluster algebras are no
exception. Given an extended exchange matrix B˜ with principal square submatrix
B = (bij)
n
i,j=1, write A := AB˜ = (aij)
n
i,j=1 for the Cartan companion of B˜ given by
aij =
{
2 if i = j;
−|bij| otherwise.
Note that the Cartan companion only depends on the principal part of B˜.
Theorem 4.5. [16] A cluster algebra A(x, B˜) is of finite type if and only if there
exists an extended exchange matrix mutation equivalent to B˜ whose Cartan com-
panion is a finite-type Cartan matrix.
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Example 4.6. The irreducible finite type 2× 2 Cartan matrices are (up to trans-
position) given by
A2 :
[
2 −1
−1 2
]
B2 :
[
2 −2
−1 2
]
G2 :
[
2 −3
−1 2
]
or put another way, they are the matrices
[
2 −b
−c 2
]
with bc ≤ 3. This is precisely
the Cartan counterpart AB of the exchange matrix B =
[
0 b
−c 0
]
. Therefore, the
rank 2 cluster algebra with this exchange matrix, or any cluster algebra obtained
from it by adding coefficients, has finite type if and only if bc ≤ 3. This was the
content of Exercise 3.10.1.
We now provide an outline to the solution of Exercise 3.10.1. Let B =
[
0 b
−c 0
]
and let xk, k ∈ Z be the cluster variables of this cluster algebra. We need some more
notation. For k 6= 1, 2, let d(k) = (d(k)1 , d(k)2 ) denote the exponents of the monomial
x
d
(k)
1
1 x
d
(k)
2
2 appearing in the denominator of xk when expressed as a Laurent poly-
nomial in x1, x2. Let Uℓ(t) denote the (normalized) Chebyshev polynomial (of the
second kind) defined recursively by
Uℓ+1(t) = tUℓ(t)− Uℓ−1(t) U1(t) = 1 U0(t) = 0
and for j ∈ {1, 2} define
uℓ,j =


Uℓ(
√
bc) if ℓ is odd;√
b/cUℓ(
√
bc) if ℓ is even and j = 1;√
c/bUℓ(
√
bc) if ℓ is even and j = 2.
Note that Uℓ(t) is an odd (resp. even) function when ℓ is even (resp. odd), so each
uℓ,j is a polynomial in b and c. Moreover, one may easily show that each uℓ,j, ℓ ≥ 1
is a positive integer when bc ≥ 4.
The rank 2 finite type classification now boils down to verifying the following:
• The denominator vector of xk for k ∈ Z \ {1, 2} is
(4.1) d(k) =
{
(uk−2,1, uk−3,2) if k ≥ 3;
(u−k,1, u−k+1,2) if k ≤ 0.
• Un
(
2 cos(θ)
)
= sin(nθ)sin(θ) from which it follows that there are infinitely many
d(k) if and only if bc ≥ 4. In particular, there are infinitely many cluster
variables if bc ≥ 4.
• By explicit calculation, there are only finitely many cluster variables in each
case where bc ≤ 3.
More generally, if B˜ is any m × n extended exchange matrix and |bijbji| ≥ 4
for some i, j = 1, . . . , n, then iteratively mutating at i and j alone will produce
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infinitely many cluster variables. Call an extended exchange matrix B˜ = (bij) 2-
finite if every matrix B˜′ = (b′ij) mutation equivalent to B˜ satisfies the condition
|b′ijb′ji| ≤ 3 for all i, j. By the above reasoning, 2-finiteness is a necessary condition
for a cluster algebra to be of finite type. It is quite remarkable that it is sufficient
as well.
Theorem 4.7. [16] A cluster algebra A(x, B˜) is of finite type if and only if B˜ is
2-finite.
The next result gives the positivity of the initial cluster Laurent expansions of
all cluster variables. This result was conjectured with the introduction of cluster
algebras [14] and remained open for more than ten years.
Theorem 4.8. [38, 29] Let A(x, B˜) be a cluster algebra. Any cluster variable of
A(x, B˜) is an element of Z≥0[x±11 , . . . , x±1m ].
The proof in skew-symmetric types builds on a concrete combinatorial construc-
tion of cluster variables in rank 2 [37, 36]. For the more general skew-symmetrizable
cluster algebras the proof was given in [29] using the theory of scattering diagrams
built on connections to mirror symmetry. We describe the combinatorial approach
to the skew-symmetric case here, but first we need more notation.
For k ∈ Z \ {1, 2}, denote by Rk the rectangle in Z2 with corner vertices (0, 0)
and d(k) from Equation 4.1. Write Dk for the maximal Dyck path in Rk beginning
at (0, 0), taking East and North steps to end at the upper right corner of Rk while
never passing above the main diagonal, and such that the area below Dk inside Rk
is maximized.
Example 4.9. For b = c = 3, the maximal Dyck path D5 is
For edges e, e′ ∈ Dk, write e < e′ if e precedes e′ along Dk, in other words if e is
closer to (0, 0). In this case write ee′ for the subpath of Dk beginning with the edge
e and ending with the edge e′. Write (ee′)H and (ee
′)V for the sets of horizontal
and vertical edges in the path ee′ respectively. Let H,V ⊂ Dk denote the sets of
horizontal and vertical edges of Dk.
Call subsets SH ⊂ H and SV ⊂ V compatible if for each h ∈ SH and v ∈ SV
with h < v, there exists e ∈ hv so that one of the following holds:
• e 6= v and |(he)V | = c|(he)H ∩ SH |;
• e 6= h and |(ev)H | = b|(ev)V ∩ SV |.
Example 4.10. For b = c = 3, the picture below on the left shows a compatible
collection of edges of D5 while the collection on the right is not compatible.
Exercise 4.10.1. Find all other compatible collections forD5 in the case b = c = 3.
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Theorem 4.11. [36] For k ∈ Z \ {1, 2}, the cluster variable xk is given by
xk =
∑
(SH ,SV )
x
−d
(k)
1 +b|SV |
1 x
−d
(k)
2 +c|SH |
2 ,
where the sum ranges over all compatible collections of edges in the maximal Dyck
path Dk. In particular, each cluster variable is contained in Z≥0[x
±1
1 , x
±1
2 ].
Remark 4.12. The idea of obtaining positivity for arbitrary cluster algebras goes as
follows (see [38]): any sequence of mutations can be viewed as a collection of rank 2
mutation sequences, so iteratively applying Theorem 4.11 will (after a considerable
amount of work) lead to a proof of positivity in general.
One motivation for the discovery of the cluster algebra formalism was the desire
to find a combinatorial construction of dual canonical basis elements for (quantum)
algebraic groups. The dual canonical basis of a semisimple algebraic group induces
bases on the coordinate rings of any of its subvarieties. As we saw in Example 2.3
there appears to be some kind of cluster algebra structure on the double Bruhat
cells of a semisimple algebraic group, which one can hope will shed some light on
the dual canonical basis. In most cases the double Bruhat cell does not actually
admit a cluster algebra structure but does admit a closely related structure.
Definition 4.13. Let (x, B˜) denote an extended seed. Define the upper cluster
algebra A(x, B˜) as the intersection of all Laurent rings associated to extended seeds
mutation equivalent to (x, B˜).
Remark 4.14. The upper cluster algebra is exactly the collection of all rational
functions in {x1, . . . , xm} which are expressed as Laurent polynomials in terms of
any cluster. Thus the Laurent phenomenon Theorem 3.6 establishes the inclusion
A(x, B˜) ⊂ A(x, B˜), hence the name “upper” cluster algebra.
Theorem 4.15. [2] The coordinate ring of any double Bruhat cell GLu,vn is an upper
cluster algebra such that each collection of chamber minors determines a cluster.
In some special cases, the cluster algebra coincides with its upper cluster algebra.
First we describe a necessary intermediate concept.
Definition 4.16. Let (x, B˜) be an extended seed and denote by Pk := xkx
′
k the
binomial on the right hand side of the exchange relation (3.1). We say that (x, B˜)
is coprime if the binomials Pk are pairwise relatively prime.
The upper bound U(x′, B˜) for A(x, B˜) at a seed (x′, B˜′) mutation equivalent to
(x, B˜) is the intersection of the Laurent ring generated by variables in x′ with all
Laurent rings associated to seeds which can be obtained from (x′, B˜′) by a single
mutation.
Theorem 4.17. [2] If (x, B˜) and (x′, B˜′) are mutation equivalent coprime seeds,
then their upper bounds U(x, B˜) and U(x′, B˜) coincide. In particular, if every seed
mutation equivalent to an extended seed (x, B˜) is coprime, then A(x, B˜) = U(x′, B˜′)
for any seed mutation equivalent to (x, B˜).
Definition 4.18. An exchange matrix B = (bij) is called acyclic if there exists a
permutation σ so that bσiσj ≤ 0 for i < j.
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This terminology can be easily understood in the case of a skew-symmetric ex-
change matrix; the matrix is acyclic exactly when its associated quiver (see Section
6) has no oriented cycles.
Theorem 4.19. [2] Let A(x, B˜) be a cluster algebra where B˜ is coprime and has
acyclic principal part. Then the cluster algebra A(x, B˜) coincides with its upper
bound U(x, B˜).
Acyclicity also guarantees the existence of easily identifiable bases of a cluster
algebra. These are best understood by identifying the cluster algebra with another
related algebra, its lower bound.
Definition 4.20. Let (x, B˜) be an extended seed and write x′k for the variable
obtained by mutation in direction k. The lower bound of A(x, B˜) at (x, B˜) is the
subalgebra L(x, B˜) = C[x1, x′1, . . . , xn, x′n, xn+1, . . . , xm].
Theorem 4.21. [2] Let A(x, B˜) be a cluster algebra where B˜ is coprime and has
acyclic principal part. Then the cluster algebra A(x, B˜) coincides with its lower
bound L(x, B˜). Moreover, the collection of all standard monomials in the variables
x1, x
′
1, . . . , xn, x
′
n, xn+1, . . . , xm, i.e. those which do not contain both xk and x
′
k for
any k, forms a basis of the cluster algebra A(x, B˜).
Example 4.22. Acyclic cluster algebras are particularly nice but should not be
taken as the general case: there exist cluster algebras where anything that can
go wrong seems to go wrong. The primary example of this is the Markov cluster
algebra with exchange matrix
B =

 0 2 −2−2 0 2
2 −2 0

 .
Comparing with Example 2.1 we see that the Markov cluster algebra has infin-
itely many cluster variables. In this case, the following undesirable properties all
hold:
• the standard monomials are linearly dependent;
• the Markov cluster algebra is not finitely generated and not Noetherian;
• the Markov cluster algebra (over C) contains non-prime cluster variables;
• the Markov cluster algebra does not equal its upper cluster algebra.
5. Compatible Poisson Structures and Quantization
Many natural examples of cluster algebras carry the following additional struc-
ture.
Definition 5.1. A Poisson algebra (A, {·, ·}) is an associative algebra A equipped
with an additional skew-symmetric bilinear operation, called the Poisson bracket
(written as {x, y} for x, y ∈ A), for which the following holds:
• given any x ∈ A, the endomorphism {x, ·} : A → A, y 7→ {x, y} is a
derivation with respect to both binary operations on A, i.e. for x, y, z ∈ A
we have
{x, yz} = {x, y}z + y{x, z}(Leibnitz rule)
{x, {y, z}} = {{x, y}, z}+ {y, {x, z}}.(Jacobi identity)
INTRODUCTION TO CLUSTER ALGEBRAS 17
In the case of cluster algebras, the Poisson brackets take an especially simple
form when applied to cluster variables.
Definition 5.2. Let A be a cluster algebra. A Poisson bracket {·, ·} on A is
compatible with the cluster algebra structure if every cluster x of A is log-canonical
with respect to {·, ·}, that is there exists a skew-symmetric matrix Ωx = (Ωij) so
that {xi, xj} = Ωijxixj for all i, j.
The existence of a compatible Poisson structure is quite restrictive and requires
a particular relationship between the matrix Ωx and the exchange matrix of a seed
with cluster x.
Lemma 5.3. Let A(x, B˜) be a cluster algebra, where B˜ is (m + n) × n, with
compatible Poisson structure {·, ·}. Then writing Ωx for the (m + n) × (m + n)
matrix of Poisson bracket coefficients, we have B˜TΩx = [D 0], where D is a diagonal
matrix which skew-symmetrizes B.
Exercise 5.3.1. Prove Lemma 5.3 using the condition that each neighboring clus-
ter to x should also be log-canonical.
In fact, these conditions can only hold in the following situation, in which case
all possible compatible Poisson structures can be easily understood.
Theorem 5.4. [24] If an extended exchange matrix B˜ has full rank then a com-
patible Poisson structure exists for the associated cluster algebra. Moreover, the
collection of all such Poisson structures is parametrized by an affine space of di-
mension ρ(B) +
(
m
2
)
, where ρ(B) denotes the number of connected components of
the quiver associated to the principal submatrix B of B˜.
The primary motivating example for compatible Poisson structures comes in
the form of the double Bruhat cells of Section 2.3. To introduce the relevant
Poisson structure and place the double Bruhat cells in the proper context we need
to introduce more notation.
A smooth manifold M together with a Poisson structure on its algebra O(M) of
regular functions is called a Poisson manifold . The best understood examples of
such structures comes from the theory of symplectic geometry.
Example 5.5. A symplectic manifold (M,ω) is a smooth even-dimensional man-
ifold M2n together with a 2-form ω ∈ H2(M) that is non-degenerate, i.e. ωn 6= 0
is a volume form. The symplectic structure ω provides a natural association of a
vector field ξf to a function f ∈ O(M) via the contraction formula ιξfω = −df .
The algebra of smooth functions on the symplectic manifold M is then naturally a
Poisson algebra via {f, g} = ω(ξf , ξg) for f, g ∈ O(M).
A smooth map ϕ : M → N between Poisson manifolds is a Poisson morphism
if it induces a Poisson morphism ϕ∗ : O(N) → O(M) on their algebras of smooth
functions, i.e. if {f ◦ ϕ, g ◦ ϕ}M = {f, g}N ◦ ϕ for all f, g ∈ O(N). Given two
Poisson manifolds M and N , there is a natural Poisson structure on M ×N given
by
{f, g}(x, y) = {f(·, y), g(·, y)}M(x) + {f(x, ·), g(x, ·)}N (y)
for f, g ∈ O(M ×N).
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Example 5.6. The general linear group GLn is a Poisson manifold where the
Poisson bracket on matrix entries is given by
(5.1) {xij , xkℓ} = 1
2
(
sign(k − i) + sign(ℓ− j))xiℓxkj .
In fact, GLn has the structure of a Poisson-Lie group, that is the multiplication
map GLn × GLn → GLn is a Poisson morphism when GLn × GLn is given the
product Poisson structure.
With this we may describe the Poisson structure on the double Bruhat cells.
Theorem 5.7. [25] The cluster algebra structure on GLu,vn from Theorem 4.15 is
compatible with the restriction of the Poisson structure from GLn.
The double Bruhat cells actually have a much closer connection to the Poisson
geometry of GLn. To describe it we need to introduce a few additional concepts.
The existence of a Poisson structure on a manifold allows one to construct vector
fields associated to functions in a similar manner to the symplectic case.
Lemma 5.8. Let (M, {·, ·}) be a Poisson manifold. For any h ∈ O(M), there
exists a vector field ξh on M such that for any f ∈ O(M) we have ξh(f) = {f, h}.
The vector field ξh from Lemma 5.8 is simply the vector field canonically associ-
ated to the derivation {·, h} and is called a Hamiltonian vector field . Flowing along
Hamiltonian vector fields defines an equivalence relation on a Poisson manifold as
follows:
p ∼ q if there exists a piecewise smooth curve connecting p and
q where each smooth segment is the trajectory of a Hamiltonian
vector field.
The equivalence class Mp containing p ∈ M is a connected submanifold of M and
by definition its tangent space TqMp ⊂ TqM is spanned by Hamiltonian tangent
vectors. We may view Mp as a symplectic manifold whose 2-form is given by
ω(ξf , ξg) = {f, g} and thus Mp is called the symplectic leaf of M through p.
Example 5.9. The symplectic leaves of GLn have been explicitly computed (e.g.
see [35] and references therein). In particular, it is known that each double Bruhat
cell in GLn is foliated by symplectic leaves of GLn. As an example (c.f. Exam-
ple 2.8) the following set is a symplectic leaf living in GLw0,w0n :
{M ∈ GLn : ∆[1,i],[n+1−i,n](M) = ∆[i+1,n],[1,n−i](M) 6= 0 for all i}.
Exercise 5.10. Find a matrix M ∈ GL2 so that the symplectic leaf above is the
symplectic leaf of GL2 through M . Do the same for GL3.
A final reason to care about Poisson structures on a cluster algebra is that they
provide a canonical quantization of the cluster algebra structure. Rather than
giving precise definitions, we indicate here the intuition motivating the definition
and refer the reader to [4] for more details.
Given a cluster algebra A(x, B˜) of full rank, any choice of compatible Poisson
structure gives rise to a canonical quantization of A(x, B˜) by the following proce-
dure, where v denotes a formal variable:
• Each cluster should be replaced by a collection of quasi-commuting elements
{X1, . . . , Xm} satisfying XiXj = v2Λ(εj ,εi)XjXi for a skew-symmetric bi-
linear form Λ : Zm × Zm → Z, where εi denotes the ith standard basis
INTRODUCTION TO CLUSTER ALGEBRAS 19
vector of Zm. That is, this quantum cluster generates a quantum torus
T = Z[v±1]〈X±11 , . . . , X±1m 〉 with a Z[v±1]-basis{
Xa := v
∑
i<j
aiajΛ(εi,εj)
Xa11 · · ·Xamm
∣∣∣a = (a1, . . . , am) ∈ Zm
}
.
• Each quantum cluster obtained by mutation from this one should again
generate a quantum torus. This forces a compatibility condition on the
exchange matrix B˜ and the commutation matrix Λ (by a slight abuse of
notation we freely identify the bilinear form Λ with a skew-symmetric ma-
trix), that is
(5.2) Λ(bk, εℓ) = 0 if k 6= ℓ,
where bk denotes the k
th column of B˜ thought of as an element of Zm.
• The above conditions still leave a great deal of freedom. To restrict fur-
ther, notice that the quasi-commutation relation above can be rewritten as
vΛ(εi,εj)XiXj = v
Λ(εj ,εi)XjXi, in particular this implies that T admits an
anti-automorphism X 7→ X which fixes each Xi and sends v to v−1 (recall
that Λ was assumed skew-symmetric). Since each initial cluster variable
was bar-invariant, the same should be true of all cluster variables since a
cluster algebra is independent of the choice of initial cluster. This uniquely
determines how to incorporate powers of v into the exchange relations (3.1);
more precisely, the new variable obtained by mutation in direction k must
be
X ′k = X
−εk+
∑
bik>0
bikεi
+X
−εk−
∑
bik<0
bikεi
.
Exercise 5.11. Verify the compatibility condition (5.2) and show that it is the
same as the compatibility condition from Lemma 5.3.
6. Applications to Integrable Systems
We now explore connections between cluster algebras and discrete integrable
systems. In this context, it is common to represent the exchange matrix as a
quiver.
Definition 6.1. A quiver is a directed graph without loops (arrows from a vertex
to itself) and without oriented 2-cycles.
A skew-symmetric n × n exchange matrix B can be encoded as a quiver Q on
vertex set {1, 2, . . . , n}. More precisely, if i, j are such that bij > 0 then Q has bij
arrows from i to j (and none from j to i). Matrix mutation on B induces so-called
quiver mutation on Q.
Definition 6.2. Given some k = 1, 2, . . . , n, the quiver mutation µk gives rise to
Q′ = µk(Q) by applying the following steps to Q:
(1) for each pair of vertices i, j and arrows i → k and k → j, add an arrow
i→ j,
(2) reverse all arrows i→ k and k → j,
(3) erase in turn pairs of arrows i→ j and j → i to eliminate any 2-cycles.
Given a quiver Q and a sequence k1, k2, . . . , kl of its vertices (possibly with
repeats), one can consider the dynamical system obtained by repeated applications
of the composite mutation µkl ◦ · · · ◦ µk2 ◦ µk1 starting from an initial seed (x, Q)
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or Y -seed (y, Q). In the special case when the final quiver after one application
equals the initial one, i.e.
µkl ◦ · · · ◦ µk2 ◦ µk1(Q) = Q,
the system amounts to iterating a fixed birational transformation. It is natural to
investigate these mappings for properties such as periodicity and integrability.
We focus on two (families of) quivers, one giving rise to the Y -system of type
A × A and the other corresponding to the pentagram map. Some of the many
other systems that have been investigated from a cluster algebra point of view are
Q-systems [9], T -systems [8], Somos sequences [31], and mutations in box products
of quivers [44]. A systematic study of quivers that return to (isomorphic copies of)
themselves under mutation was undertaken in [18]. We also refer the reader to [41,
22], where periodicities of cluster algebra mutations are used to derive dilogarithm
identities.
For the remainder of this section, all mutations are understood to be of Y -pattern
type.
6.1. Zamolodchikov periodicity. Fix positive integers r and s and consider the
quiver Q on vertex set {1, . . . , r}× {1, . . . , s} as illustrated in the case r = 4, s = 3
by
Let µeven be the compound mutation given by applying each µi,j with i+ j even
in turn. As no arrows connect these even vertices, it follows that these mutations
commute and so the order does not matter. Define µodd similarly as the compound
mutation at all odd vertices.
Exercise 6.3. Let Y = (Yi,j)i=1,...,r;j=1,...,s. Then µeven(Y,Q) = (Y
′,−Q) where
(6.1) Y ′i,j =


Y −1i,j if i+ j even
Yi,j
∏
|i−i′|=1
(1 + Yi′,j)
∏
|j−j′|=1
(1 + Y −1i,j′ )
if i+ j odd
and −Q denotes Q with all its arrows reversed.
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Now begin with the Y -seed (Y0, Q) and let
(Y1,−Q) = µeven(Y0, Q)
(Y2, Q) = µodd(Y1,−Q)
(Y3,−Q) = µeven(Y2, Q)
...
where Yt = (Yijt)i=1,...,r;j=1,...,s. It follows from the above that
Yi,j,t+1 =


Y −1i,j,t if i+ j + t even
Yi,j,t
∏
|i−i′|=1
(1 + Yi′,j,t)
∏
|j−j′|=1
(1 + Y −1i,j′,t)
if i+ j + t odd
It is convenient to consider only the Yi,j,t with i + j + t even, which satisfy their
own recurrence
(6.2) Yi,j,t−1Yi,j,t+1 =
∏
|i−i′|=1
(1 + Yi′,j,t)
∏
|j−j′|=1
(1 + Y −1i,j′,t)
for all i+ j+ t odd. This recurrence is called the type Ar ×As Y -system, a special
case of a family of systems conjectured by Zamolodchikov to be periodic. The proof,
in this case, is due to A. Volkov [51].
Theorem 6.4. The Y -system (6.2) on variables Yi,j,t with i+j+t odd, i = 1, . . . , r,
and j = 1, . . . , s has period 2(r + s+ 2) in the t-direction, that is
Yi,j,t+2(r+s+2) = Yi,j,t.
Returning to the Y -pattern point of view, the initial seed (Y0, Q) consists of the
Yi,j,0 for i+j even and the Y
−1
i,j,−1 for i+j odd. The seed (Y2, Q) = µodd(µeven(Y0, Q))
consists of the Yi,j,2 for i+ j even and the Y
−1
i,j,1 for i+ j odd. The periodicity the-
orem, then, asserts that the rational map µodd ◦ µeven has order r + s+ 2.
6.2. The pentagram map. The pentagram map is a discrete dynamical system
defined on the space of polygons in the projective plane. Figure 6.2 shows a poly-
gon A and the corresponding output B = T (A), with T being the notation for
the pentagram map. Each vertex of B lies at the intersection of two consecutive
“shortest” diagonals of A.
The pentagram map was introduced by R. Schwartz [48] and extensively studied
by V. Ovsienko, Schwartz and S. Tabachnikov [42, 43]. In particular, they demon-
strated that the pentagram map is a completely integrable system. Another take on
integrability was provided by F. Soloviev [50]. In the same span of time, M. Glick
[26] described the pentagram map as mutations in a Y -pattern, building on work
of Schwartz [49] who had found a lift to the octahedron recurrence. Finally, M.
Gekhtman, M. Shapiro, Tabachnikov and A. Vainshtein [23] gave a uniform treat-
ment of integrability and the cluster algebra structure of the pentagram map, and
generalizations thereof, in terms of weighted networks on tori. A similar framework
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A
B = T (A)
Figure 4. An application of the pentagram map
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Figure 5. Possible labelings of two polygons related by the pen-
tagram map
is provided by the cluster integrable systems of A. Goncharov and R. Kenyon [28],
albeit without any explicit mention of the pentagram map.
The connection between the pentagram map and Y -patterns comes by way of
certain geometrically defined coordinates on the space of polygons. The cross ratio
of 4 real numbers x1, x2, x3, x4 is
χ(x1, x2, x3, x4) =
(x1 − x2)(x3 − x4)
(x1 − x3)(x2 − x4) .
The cross ratio is invariant under projective transformations, that is
χ(f(x1), f(x2), f(x3), f(x4)) = χ(x1, x2, x3, x4)
for any fractional linear map f(x) = (ax + b)/(cx + d). For this reason, there is
a well-defined notion in the plane of the cross ratio of 4 collinear points or of 4
concurrent lines.
Given an n-gon A, label its sides and vertices consecutively with the integers
{1, 2, . . . , 2n}. Such a labeling induces a canonical labeling on T (A) as is illustrated
in Figure 5. Note that the parities of the vertex labels and of the edge labels are
interchanged by T . In what follows, let 〈i, j〉 denote the line between two points
labeled i and j and let k ∩ l denote the point of intersection of two lines labeled k
and l.
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Figure 6. The cross ratios corresponding to the two types of y-
parameters. On the left, −(y5)−1 is the cross ratio of the lines
〈5, 1〉, 4, 6, and 〈5, 9〉. On the right, −y6 is the cross ratio of the
points 6 ∩ 2, 5, 7, and 6 ∩ 10 .
Definition 6.5. The y-parameters of a polygonA are real numbers y1(A), . . . , y2n(A)
defined by
yi(A) =
{
− (χ(〈i, (i− 4)〉, i− 1, i+ 1, 〈i, (i+ 4)〉))−1 if i is a vertex of A
−χ(i ∩ (i − 4), i− 1, i+ 1, i ∩ (i + 4)) if i is a side of A
This definition is illustrated in Figure 6.
Proposition 6.6. Let A be an n-gon with y-parameters yi = yi(A). Let B = T (A)
and denote its y-parameters y′i = yi(B). Then
(6.3) y′i =
{
y−1i if i is a side of B
yi
(1+yi−1)(1+yi+1)
(1+y−1i−3)(1+y
−1
i+3)
if i is a vertex of B
In this equation, all indices are considered modulo 2n.
The formula (6.3) bears a distinct resemblance to (6.1), so it is plausible that
it can also be described by Y -pattern mutations for an appropriate quiver. The
desired quiverQn has vertex set {1, 2, . . . , 2n} and arrows j → (j±1) and j ← (j±3)
for each odd j, with vertices considered modulo 2n. The quiver Q8 is shown in
Figure 7. Similar to before, define compound mutations
µodd = µ2n−1 ◦ · · · ◦ µ3 ◦ µ1,
µeven = µ2n ◦ · · · ◦ µ4 ◦ µ2.
Theorem 6.7 ([26]). Let A be an n-gon with y-parameters y1, . . . , y2n and let
k be a positive integer. Beginning from the Y -seed ((y1, . . . , y2n), Qn), apply k
compound mutations alternating between µeven and µodd. The result will have the
form ((y′1, . . . , y
′
2n), (−1)kQn) where
y′i = yi(T
k(A)).
Remark 6.8. It is natural to ask what values the n-tuple (y1(A), . . . , y2n(A)) can
take, and also to what extent this data suffices to reconstruct A. These questions
are easier to answer after extending to a larger family of objects called twisted
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Figure 7. The quiver related to the action of the pentagram map
on octagons
polygons. In this setting, the yi satisfy a single relation y1 · · · y2n = 1. Moreover,
the yi determine a twisted polygon uniquely up to projective equivalence and a
one-parameter rescaling operation due to Schwartz [49]. The Y -pattern dynamics
described in Theorem 6.7, then, characterize the dynamics of the pentagram map
on the space of twisted polygons modulo these equivalences.
We now give a somewhat informal presentation of integrability of the pentagram
map from the cluster algebra perspective. The first ingredient is a compatible
Poisson structure, which can be obtained directly from the Y -pattern analogue of
Theorem 5.4.
Proposition 6.9 ([42, 23]). Define a Poisson bracket by {yi, yj} = bijyiyj where
B is the exchange matrix associated to the pentagram quiver Qn. Then this bracket
is preserved by the pentagram map, i.e.
{f, g} ◦ T = {f ◦ T, g ◦ T }
for all functions f and g of the y-parameters.
Some more work is needed to get at the conserved quantities. We follow the
approach of [28]. The quiver Qn can be lifted to an infinite doubly periodic quiver
in the plane as in Figure 8. This lift represents an embedding of Qn on a torus.
Let G = (V,E) be the dual graph on the torus with V = {1, 2, . . . , 2n} where i ∈ V
corresponds to the face of the quiver with vertices i± 2, i± 1. Coincidentally, G is
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Figure 8. A lift of Q4 to a doubly periodic quiver in the plane.
Figure 9. A bipartite graph on the torus dual to the quiver Q4.
identical to Qn except without orientations, so ij ∈ E if and only if i− j ≡ ±1,±3
(mod 2n). Figure 9 shows the graph G on the torus in the case n = 4, with the
vertices 1, 2, . . . , 8 appearing in order from left to right.
Assign edge weights to G as follows: each “horizontal” edge i(i+ 1) gets weight
1 and each “vertical edge” (i− 2)(i+ 1) gets weight (−1)ixi. The xi represent the
corner invariants [49] of a polygon, certain coordinates related to the y-parameters
by
yi =
{
−(xixi+1)−1 if i is a vertex of A;
−xixi+1 if i is a side of A.
A perfect matching of G is a collection M of its edges such that each i ∈ V is an
endpoint of exactly one e ∈ M . The weight of M , denoted wt(M), is the product
of the weights of its edges. For instance,
M = {12, 36, 47, 58}
is a perfect matching of G4 and its weight is (1)(−x5)(x6)(−x7) = x5x6x7. The
conserved quantities of the pentagrammap are sums of weights of perfect matchings,
refined by a notion of homology class of a matching defined in [28].
Proposition 6.10. For any homology class, the sum∑
M
wt(M)
over perfect matchings M of Gn in that class is a conserved quantity of the penta-
gram map acting on n-gons.
In the case of the graph G4 pictured in Figure 9, there are 22 perfect matchings
which represent 8 different homology classes. Table 1 gives the 8 corresponding
conserved quantities for the pentagram map. The first 2 are trivial but the remain-
ing 6 are (up to a sign) the original conserved quantities discovered by Schwartz
[49] by different means.
The invariant Poisson bracket from Proposition 6.9 and the conserved quantities
from Proposition 6.10 are the main ingredients for complete integrability, but there
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Name Formula Representative matching
n.a. 1 {12, 34, 56, 78}
n.a. 1 {23, 45, 67, 18}
O1 −x1 − x3 − x5 − x7 + x1x2x3 + x3x4x5 {27, 34, 56, 18}
+x5x6x7 + x1x7x8
E1 x2 + x4 + x6 + x8 − x2x3x4 − x4x5x6 {38, 12, 45, 67}
−x6x7x8 − x1x2x8
O2 x1x5 + x3x7 {27, 36, 45, 18}
E2 x2x6 + x4x8 {38, 47, 12, 56}
O4 x1x3x5x7 {14, 36, 58, 27}
E4 x2x4x6x8 {16, 38, 25, 47}
Table 1. Conserved quantities for the pentagram map acting on
twisted quadrilaterals. The matching M is such that wt(M) is the
first term appearing in the corresponding formula.
are several more conditions that they need to satisfy. We conclude by listing these
properties, proofs for which can be found in [42], [23] and [28].
• The conserved quantities are algebraically independent.
• The conserved quantities Poisson commute, i.e. the bracket of any two of
them equals zero.
• The number of Casimirs plus twice the number of other conserved quantities
equals the dimension of the system.
In the last item, the term Casimir refers to a function that Poisson commutes
with all other functions. In the case summarized in Table 1, the 4 functions
O2, E2, O4, E4 are Casimirs while the other 2 conserved quantities O1 and E1 are
not. The calculation checks out as 4 + 2(2) = 8 is the dimension of the space of
twisted quadrilaterals.
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