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Abstract
There are seven equivalence classes of second-order ordinary differential equations possessing
only three Lie point symmetries and hence not linearisible by means of a point transformation. We
examine the representatives of these classes for linearisibility by means of other types of transfor-
mation. In particular we compare the potential for linearisibility and the possession of the Painlevé
property. The complete symmetry group is realised in the standard algebra for each of the equivalence
classes.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The realisation of a low-dimensional Lie algebra in terms of differential operators in
two variables may occur in more than one canonical form. In the case of two-dimensional
Lie algebras the two possible algebras of a second-order ordinary differential equation,
2A1 and A2,2 were shown by Lie [23, Kap. 18] each to have two representations. For
one representation, termed connected, the two symmetries are related as Γ1 = ρ(x, y)Γ2,
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nected, has Γ1 = ρ(x, y)Γ2 for any function ρ(x, y). The different representations have
important implications for the second-order ordinary differential equations of which they
are the symmetries. In the canonical representation the connected representations have lin-
ear representatives whereas the equations possessing the unconnected representations are
not linearisible by point transformations without some constraint—indicative of a further
point symmetry—on the form of the second-order ordinary differential equation. We note
that the possession of two Lie point symmetries is sufficient to reduce any second-order
ordinary differential equation to quadratures. There is, of course, no guarantee that the
quadratures can be performed in closed form, but this level of reduction is taken to indicate
integrability in the sense of Lie.3
In this paper we consider second-order ordinary differential equations possessing three-
dimensional Lie algebras of their point symmetries. Generally speaking one would regard
such equations as possessing more symmetry than is necessary for integrability with the
exceptions of any possessing nonsolvable algebras for effectively these equations would be
no more integrable than those with just two Lie point symmetries. Just as is the case of the
two-dimensional algebras, a number of the three-dimensional algebras imply linearisibility
by means of a point transformation and so automatically eight Lie point symmetries [23,
p. 405]. These are not of our present concern. We seek to investigate those second-order or-
dinary differential equations which possess three and only three Lie point symmetries with
two specific purposes in mind. The first is the potential for the equation to be linearisible by
means of a transformation which is not a point transformation. There have been some in-
stances of second-order ordinary differential equations, totally devoid [5] or of having but
one [34] Lie point symmetry, linearisible by means of nonlocal transformations.4 The sec-
ond is the relationship of the three Lie point symmetries to a representation of the complete
symmetry group [6,7,14,15,32,33], also three-dimensional, which completely specifies the
equation. This is particularly relevant in the case that the algebra of the three symmetries
is nonsolvable. Another aspect which we consider is intimately connected with the for-
mer property. This is the possession of each class of second-order ordinary differential
equation—essentially nonlinear in terms of point transformations—of the Painlevé prop-
erty (alternately weak Painlevé property). There has been some discussion in the recent
literature of the connection between linearisation and the possession of the (weak) Painlevé
property [19,21,22,31]. Another question which arises is the interpretation to be given to
double-counting and algebraic sums of algebras of lower dimension. The assignment of a specific value to a is
used to indicate a specific algebra within a class which may be well known and/or possess some special property.
3 One needs to be careful to specify which form of integrability is intended. By contrast to the criterion
of Lie the criterion of Painlevé and his successors is that the solution of the differential equation be analytic—
subsequently relaxed to piecewise analytic as reflected in the possession of the so-called weak Painlevé property—
rather than expressible as a quadrature. As this solution may exist only as a Laurent expansion, both Lie and
Painlevé are agreed that there is no necessity for the solution to exist in closed form. The constraint of a closed-
formed solution reduces the class of integrable ordinary differential equations to a set of measure zero even by
comparison with those integrable according to Lie and/or Painlevé.
4 This property is not confined to second-order ordinary differential equations. Instances of nonlocal trans-
formations leading to linear equations have been found at the third- and fourth-order levels [9,16,26]. These are
distinct from instances of linearisation arising from contact transformations [11].
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Algebras of dimension three (the names in parentheses are the common names)
Algebra Nonzero commutation relations
3A1
A1 ⊕A2 [Γ1,Γ2] = Γ1
A3,1 (Weyl) [Γ2,Γ3] = Γ1
A3,2 [Γ1,Γ3] = Γ1, [Γ2,Γ3] = Γ1 + Γ2
A3,3 (D⊕s T2) [Γ1,Γ3] = Γ1, [Γ2,Γ3] = Γ2
A3,4 (E(1,1)) [Γ1,Γ3] = Γ1, [Γ2,Γ3] = −Γ2
Aa3,5 (0 < |a|< 1) [Γ1,Γ3] = Γ1, [Γ2,Γ3] = aΓ2
A3,6 (E(2)) [Γ1,Γ3] = −Γ2, [Γ2,Γ3] = Γ1
Ab3,7 (b > 0) [Γ1,Γ3] = bΓ1 −Γ2, [Γ2,Γ3] = Γ1 + bΓ2
A3,8 (sl(2,R)) [Γ1,Γ2] = Γ1, [Γ2,Γ3] = Γ3, [Γ1,Γ3] = −2Γ2
A3,9 (so(3)) [Γ1,Γ2] = Γ3, [Γ2,Γ3] = Γ1, [Γ3,Γ1] = Γ2
a particular equation. Some of the equations considered here—representative of equiva-
lence classes of second-order ordinary differential equations possessing three Lie point
symmetries—contain parameters. One can always ask whether such second-order ordinary
differential equations are really second-order ordinary differential equations or first inte-
grals of higher-order equations. We consider this aspect for the equivalence classes of the
relevant equations treated in this paper and this leads us to suggest that the present classifi-
cation has its imperfections since we see that some of the apparently different equivalence
classes are simply first integrals of the same third-order ordinary differential equation ob-
tained using different integrating factors.
Before we begin our detailed investigation we provide the basic material for our study.
There are eleven Lie algebras of dimension three if one counts an algebra with the presence
of a parameter as one algebra. The Lie brackets of the elements of the algebras are listed
in Table 1.
The various representations of Lie algebras of dimension three admitted by second-
order ordinary differential equations have been treated in detail by Sarlet et al. [40] and
Mahomed and Leach [25]. Some of these representations are actually subalgebras of
sl(3,R), for which the equivalence class under point transformations of second-order or-
dinary differential equations is y ′′ = 0. Those algebras are not the subjects of our present
discussion. Rather we are interested in those representations of three-dimensional algebras
for which the associated second-order ordinary differential equation is not linearisible by
means of a point transformation. The algebras, their representations and differential equa-
tions are:
A3,8(sl(2,R)) (I):
Γ1 = ∂y, Γ2 = x∂x + y∂y, Γ3 = 2xy∂x + (y2 − x2)∂y, (1.1)
xy ′′ = y ′3 + y ′ +A(1+ y ′2)3/2, A = 0. (1.2)
Equation (1.2) is trivially linearisible by means of a point transformations if A= 0.
A3,8(sl(2,R)) (II):
Γ1 = ∂y, Γ2 = x∂x + y∂y, Γ3 = 2xy∂x + y2∂y, (1.3)
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2
y ′, A = 0. (1.4)
Ab3,7 (b > 0)/A3,6 (⇔ b = 0):
Γ1 = ∂x, Γ2 = ∂y, Γ3 = (bx + y)∂x + (by − x)∂y, (1.5)
y ′′ =A(1+ y ′2)3/2 exp[b arctany ′]. (1.6)
A3,2 (I):
Γ1 = ∂y, Γ2 = ∂x, Γ3 = x∂x + (x + y)∂y, (1.7)
y ′′ =A exp[−y ′], A = 0. (1.8)
Aa3,5 (I):
Γ1 = ∂y, Γ2 = x1−a∂x, Γ3 = x∂x + y∂y, (1.9)
xy ′′ = (a − 1)y ′ +Ay ′ 2a−1a−1 , A = 0, a = 0, 1
2
,1,2. (1.10)
Aa3,5 (II):
Γ1 = ∂y, Γ2 = ∂x, Γ3 = x∂x + ay∂y, (1.11)
y ′′ = y ′ a−2a−1 , a = 0, 1
2
,1,2. (1.12)
A3,2 (II):
Γ1 = ∂y, Γ2 = x∂x + y∂y, Γ3 = ∂x + logx∂y, (1.13)
xy ′′ = −1+A exp[−y ′], A = 0. (1.14)
The equations of interest to us in this work belong to the equivalence classes defined
by (1.2), (1.4), (1.6), (1.8), (1.10), (1.12), and (1.14). The equations have three Lie point
symmetries and all are integrable in the sense of Lie since all of their three-dimensional
algebras can be written with an Abelian or solvable two-dimensional subalgebra. How-
ever, they are not linearisible by means of a point transformation. One of our interests in
this work is to investigate if these equations are linearisible, in some sense, by means of a
transformation of wider generality than a point transformation. The ‘in some sense’ may
be a vague expression, but we find that linearisation can be to an equation of greater- or
lesser-order—a feature already noted [20]—which immediately takes us beyond the tradi-
tional concept of linearisation and thereby forms a further consideration. The second-order
ordinary differential equations under discussion contain one or more parameters. In some
cases the value of the parameter is reflected in the algebras, but in most the parameter is
just an arbitrary constant which is required to be nonzero to avoid automatic linearisation.
One is prompted to think of this arbitrary constant—the A above—as the value of a first
integral/invariant, depending upon the autonomy or otherwise of the expression, which
has been turned into a differential equation by the usual process. The necessity to avoid
the A= 0 possibility immediately makes sense from the viewpoint of configurational in-
variants, hence symmetries, for it becomes sensible to view the linear cases as those with
the special properties associated with configurational invariants [12,39]. Consequently we
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means of differentiation.
True to our original intention we also consider the integrability of the specific classes
of equations from the viewpoint of the Painlevé analysis. For this purpose we find it con-
venient to write all the equations in autonomous form.
We also note that these equations are scarcely true second-order ordinary differential
equations as they are written as they all lack the presence of independent variable. The
autonomous form is required in the cases of (1.2), (1.4), (1.10), and (1.14). They are,
respectively,
yy ′′ + 1+ y ′2 +A(1+ y ′2)3/2 = 0, (1.15)
yy ′′ − 1
2
y ′2 +A= 0, (1.16)
yy ′′ + (a − 1)2y ′2 +Ay ′ a−2a−1 = 0, (1.17)
yy ′′ − y ′3 +A exp
[
− 1
y ′
]
= 0. (1.18)
The autonomous forms (1.15)–(1.18) reveal the true second-order natures of these equa-
tions. That (1.6) and (1.12) are autonomous and also have the symmetry ∂y , i.e., the two
equations are really first-order ordinary differential equations in y ′, marks them as different
from (1.15)–(1.18) and we could anticipate at least the possibility of discernible differences
in algebraic properties under the provenance of a wider class of admitted transformations.
Further to complete our initial supply of information we note that the Lie point symmetries
of (1.15)–(1.18) are
Γ1 = ∂x, Γ2 = x∂x + y∂y, Γ3 = (x2 − y2)∂x + 2xy∂y, (1.19)
Γ1 = ∂x, Γ2 = x∂x + y∂y, Γ3 = x2∂x + 2xy∂y, (1.20)
Γ1 = ∂x, Γ2 = y1−a∂y, Γ3 = x∂x + y∂y, (1.21)
Γ1 = ∂x, Γ2 = x∂x + y∂y, Γ3 = logy∂x − ∂y, (1.22)
respectively.
Now we are in a position to announce the intent of the remainder of this paper. Basically
we identify transformations which render these equations—(1.2), (1.4), (1.6), (1.8), (1.10),
(1.12), and (1.14) or the autonomous versions listed in (1.19)–(1.22) above—linear if it is
possible. Bearing in mind the existence of the arbitrary constant A, in six of these seven
nonlinear second-order ordinary differential equations we also investigate the possibility of
them being in reality first integrals of higher-order, presumably third, ordinary differential
equations. This expands the question of linearisation to these parent equations and also the
possibility that the nonlinear second-order ordinary differential equations could have com-
mon parent equations. Encouraged by the success of our investigations of the importance
or otherwise of the arbitrary constant A, we can then contemplate the possibility that those
equations which contain an algebraically essential parameter—(1.6), (1.10) (Eq. (1.17)),
and (1.12)—could have similar properties. This last question is posed not so much from
the viewpoint of these quite integrable equations but rather as a beginning of an attempt to
understand the roles of parameters in respect of the question of integrability of equations in
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in which integrability occurs for only specific values of the parameters of those systems.
We have examples in which the value of one parameter can determine the integrability or,
maybe more likely, nonintegrability of a system whereas another parameter in the same
system plays a neutral role as far as the integrability of the system is concerned even if
the specific value of the parameter may affect the ease of integrability of the system [34].
Parameters play major roles in the differential equations whereby we model the workings
of our universe. Sensitive massaging of a system of equations can minimise the number
of essential parameters or may even be able to eliminate them altogether. The question of
the importance of any parameters remaining after such a massaging in respect of the inte-
grability of a system is an important question. In this paper we seek to test the waters, as
it were, of this complex problem by examining the roles of parameters in a set of nonlin-
ear second-order ordinary differential equations—well-defined by virtue of the algebraic
properties of their Lie point symmetries—which we know are integrable in the sense of
Lie.
2. Reductions of the given equations
In this section we consider each of the seven given equations in turn in terms of possible
reductions. In this regard we may consider an increase in order as well as a decrease in
order if this be beneficial to our overall purpose of finding a simpler form for each of these
equations. An essential feature of this procedure is that nonlocal symmetries of the source
equations can be related to point (contact) symmetries of equations of lower or higher order
so that these nonlocal symmetries are of Type I or Type II, respectively,5 and so, in a sense,
our analysis is not so much intended to reach the end as to find the end.
2.1. The equation xy ′′ = y ′3 + y ′ +A(1+ y ′2)3/2, A = 0
Firstly we observe that the interchange
X = y, Y = x (2.1)
renders (1.2) into the equivalent autonomous form
YY ′′ + Y ′2 + 1+A(1+ Y ′2)3/2 = 0, (2.2)
where now the prime means differentiation with respect to X. In this form it is quite obvi-
ous that, when A= 0, (2.2) is just
w′′ = 0, w = Y 2 +X2. (2.3)
Hence (1.2) has eight Lie point symmetries when A= 0. This increase in symmetry when
a parameter takes a specific value is the symmetric counterpart of the existence of config-
5 One notes that the roles of the point (contact) and nonlocal symmetries are here reversed from those usually
associated with the so-called ‘hidden’—an expression now largely superseded by ‘nonlocal’—symmetries [1–3].
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integral is for the third-order ordinary differential equation
y ′′′(1+ y ′2)− 3y ′y ′′2 = 0 (2.4)
obtained from the differentiation of
A= xy
′′ − y ′3 − y ′
(1+ y ′2)3/2 . (2.5)
By one of those curious happenstances (2.4) is invariant under (2.1). Equation (1.2) is in-
variant under representation I of sl(2,R) given in (1.1). When (1.2) is written as an integral,
videlicet, in the form (2.5), it still has these three Lie point symmetries.6 A casual inspec-
tion of the Lie point symmetries of (2.4) shows that in addition to the three symmetries
listed in (1.1) there are also
Γ4 = ∂x, Γ5 = y∂x − x∂y, Γ6 = (x2 − y2)∂x + 2xy∂y, (2.6)
and the Lie brackets of the six symmetries are
[Γ1,Γ2] = Γ1, [Γ1,Γ3] = 2Γ3, [Γ1,Γ4] = 0, [Γ1,Γ5] = Γ4,
[Γ1,Γ6] = −2Γ5,
[Γ2,Γ3] = 2Γ3, [Γ2,Γ4] = Γ4, [Γ2,Γ5] = 0, [Γ2,Γ6] = Γ6,
[Γ3,Γ4] = −2Γ5, [Γ3,Γ5] = Γ6, [Γ3,Γ6] = 0,
[Γ4,Γ5] = −Γ4, [Γ4,Γ6] = Γ6,
[Γ5,Γ6] = Γ3, (2.7)
which is a bit of a jumble. By relabelling
G1 = ∂x, G2 = ∂y, G3 = x∂x + y∂y, G4 = y∂x − x∂y,
G5 = 2xy∂x + (y2 − x2)∂y, G6 = (x2 − y2)∂x + 2xy∂y, (2.8)
one sees that there are three Abelian subalgebras, videlicet, {G1,G2}, {G3,G4}, and
{G5,G6}, and that the overall algebra is 2A1 ⊕s {2A1 ⊕s 2A1}.
We note that under the reduction
u= y, w = 1
1+ y ′2 (2.9)
corresponding to the symmetry Γ1, (2.4) becomes simply
w′′ = 0, (2.10)
i.e., a linear second-order ordinary differential equation with the independent variable u.
6 Recall that the existence of a symmetry for an equation allows for the constraint of the equation whereas that
for a function has no such constraint to apply. For example, the equation y′′ = I has eight Lie point symmetries
whereas the function y′′ has just four.
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B = y
′′
(1+ y ′2)3/2 , (2.11)
which has the Lie point symmetries
A1 = ∂x, A2 = ∂y, A3 = y∂x − x∂y (2.12)
with the Lie brackets
[A1,A2] = 0, [A1,A3] = −A2, [A2,A3] =A1, (2.13)
i.e., a representation of the algebra A3,6 (E(2), the Euclidean group in the plane). Thus we
see that (2.4) is also the parent equation of (1.6) with b = 0.
Since the two integrals A (2.5) and B (2.11) are missing y , a third integral should
contain y . However, we can use (2.5) and (2.11) to eliminate y ′′ to give
y ′2 = (Bx −A)
2
1− (Bx −A)2 , (2.14)
whence
y = C − (1− (Bx −A)2)1/2 (2.15)
is the solution of Eq. (2.4).
2.2. The equation xy ′′ =Ay ′3 − y ′/2, A = 0
It is obvious that, when A= 0, (1.4) is a linear second-order ordinary differential equa-
tion and has eight Lie point symmetries. We turn to the case A = 0. We already have the
autonomous form of this equation in (1.16), videlicet, yy ′′ − y ′2/2 + A = 0, and in this
representation, representation II of the sl(2,R) algebra of (1.4) is
Γ1 = ∂x, Γ2 = x∂x + y∂y, Γ3 = x2∂x + 2xy∂y, (2.16)
which we immediately recognise as the standard representation of the sl(2,R) subalgebra
of sp(5), the characteristic algebra of third-order ordinary differential equations of maximal
contact symmetry [4], and, when we treat (1.16) as an integral, videlicet, −A = yy ′′ −
y ′2/2, we recognise one of the combinations of the fundamental integrals of y ′′′ = 0 [10,
17] which equation is obtained by differentiation of (1.16). Alternatively (1.16) is obtained
from y ′′′ = 0 by use of the integrating factor y .
The autonomous equation (1.16) can be written in the form
(y1/2)′′ + 2A
y3/2
= 0, (2.17)
i.e., it is the Ermakov–Pinney equation [8,38] with solution [38]
y =K + 2Lx +Mx2, 1
2
(MK −L2)= A, (2.18)
where the constraint restricts the general solution of y ′′′ = 0 to the surface defined by the
value of the first integral given by A.
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Obviously (1.6) is linear with eight Lie point symmetries if A= 0. Writing (1.6) in the
form of the first integral we have
A= y
′′
(1+ y ′2)3/2 exp[−b arctany
′], (2.19)
which can be considered as the first integral of the third-order ordinary differential equation
y ′′′ = (3y
′ + b)y ′′2
1+ y ′2 . (2.20)
We note that for b= 0, (2.20) is just (2.4) and we regain the same first integral A.
For b nonzero we may write (2.20) as
b = y
′′′
y ′′2
(1+ y ′2)− 3y ′, (2.21)
which may be regarded as the first integral of the fourth-order ordinary differential equation
y ′′y ′′′′ − 2y ′′′2 = 3y
′′4 − 2y ′y ′′2y ′′′
1+ y ′2 . (2.22)
Not surprisingly the parameter b is split from the symmetries of (1.6) and (2.20) and we
find that (2.22) has the Lie point symmetries
Γ1 = ∂x, Γ2 = ∂y, Γ3 = x∂x + y∂y, Γ4 = y∂x − x∂y. (2.23)
We see that the algebra Ab3,7 of (1.6) is obtained by a combination of Γ3 and Γ4 using the
parameter b.
If we use the symmetry Γ1 to reduce the order of (2.20) by means of transforma-
tion (2.9), we obtain the somewhat difficult equation
w′′ + 1
2
bw′2w2
(w2 −w)1/2 = 0, (2.24)
which indicates that the parameter b plays quite a significant role in terms of degree of
difficulty. However, the somewhat more awesome looking (2.22) is reduced to the trivial
second-order equation
(
(1+ u2)w′)′ = 3 (2.25)
by means of the transformation
u= y ′, w = logy ′′, (2.26)
inspired by the symmetries Γ1 and Γ2. The same transformation renders (2.20) into the
form of the integral obtained by direct integration of (2.25) which is also linear. We see
that with or without the presence of the parameter b the equation is linearisible by means
of a nonlocal transformation.
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As we have noted in the case of the equations treated above, (1.8) is a linear second-
order ordinary differential equation when the parameter A= 0 and so has eight Lie point
symmetries. When we write (1.8) in the integral form
A= y ′′ exp[y ′] (2.27)
and differentiate it, we obtain the third-order ordinary differential equation
y ′′′ + y ′′2 = 0, (2.28)
for which the three Lie point symmetries of A3,2 are found as the four symmetries Γ1,Γ2
and
Γ3 = x∂y, Γ4 = x∂x + y∂y, (2.29)
i.e., the integral form has a combination of the Lie point symmetries of the third-order
equation. The integral (2.27) results from use of the integrating factor y ′′−1. Another ob-
vious integrating factor is y ′′−2 with which we obtain the integral
B =− 1
y ′′
+ x. (2.30)
This may be regarded as the linear nonhomogeneous second-order ordinary differential
equation
y ′′ = 1
x −B , (2.31)
which possesses eight Lie point symmetries with the algebra sl(3,R).
The third integral of (2.28) is obtained by use of the integrating factor xey ′ and is
C = (xy ′′ − 1)ey ′, (2.32)
or as an equation
xy ′′ = 1+Ce−y ′, (2.33)
which bears a remarkable resemblance to (1.17). However, Eq. (2.33) has only the two
symmetries
Γ1 = ∂y, Γ2 = x∂x + y∂y. (2.34)
We observe that (2.28) is essentially a simple Riccati equation in y ′′ and so we may lin-
earise it with the Riccati transformation y ′′ =w′/w to
w′′ = 0. (2.35)
The eight Lie point symmetries of (2.35) give rise to the symmetries
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(∫
e−y ′ dx
)
∂y, A2 =
(∫
xy ′′e−y ′ dx
)
∂y,
A3 = x∂y, A4 = ∂x, A5 = x∂x + y∂y,
A6 = x2∂x +
(
1
2
x2 + 2xy − 2
∫
y dx
)
∂y,
A7 = ey ′∂x + yy ′′ey ′∂y, A8 = xey ′∂x +
(
xyy ′′ey ′ + 2
∫
ey
′
dx
)
∂y (2.36)
of (2.28). These symmetries are a mixture of point, generalised and nonlocal symmetries
and contain the Lie point symmetries already given with the exception of Γ1 (∂y). Since
the coefficient for ∂y is found by the integration of η′ = H/w + y ′ξ ′, where Γ = ξ∂x +
H∂w is the symmetry of (2.35), this symmetry could be regarded as being given implicitly.
A fourth-order equation alternative to (2.35) could be obtained by the transformation of
Riccati type y ′′ =w′′′/w′′ and another set of eight Lie point symmetries obtained from the
resulting fourth-order ordinary differential equation
w′′′′ = 0, (2.37)
but the nonlinearity of the resulting symmetries for (2.28) is such as to discourage any
belief in a possible utility. On the other hand we note that the symmetriesA1, A2, and A6 of
(2.36) are nonlocal symmetries of the original nonlinear second-order ordinary differential
equation (1.8).
We note that reduction of (2.28) by Γ31, which is now effectively ∂y ′ , gives an au-
tonomous first-order ordinary differential equation y ′ + y2 = 0, which is equally variables
separable, Riccati, and Bernoulli. The consequence of using the standard Riccati transfor-
mation is the resulting second-order ordinary differential equation (2.35).
2.5. The equation xy ′′ = (a − 1)y ′ +Ay ′ 2a−1a−1 , A = 0, a = 0,1/2,1,2
As usual, when A = 0, (1.10) is a linear second-order ordinary differential equation
with eight Lie point symmetries. For A = 0 we write (1.10) as
A= xy ′′y ′− 2a−1a−1 − (a − 1)y ′1− 2a−1a−1 (2.38)
and remove the constant A by differentiation of (2.38) with respect to x . After a little
rearrangement we obtain the third-order ordinary differential equation
0 = y ′y ′′′ − 2a − 1
a − 1 y
′′2 + a + 1
x
y ′y ′′, (2.39)
which has the structure of a generalised Kummer–Schwarz equation with an additional
term. Equation (2.39) has the Lie point symmetries
Γ1 = ∂y, Γ2 = y∂y, Γ3 = x∂x. (2.40)
The additional term removes the ∂x symmetry of the usual generalised Kummer–Schwarz
equation. We use the same transformation that linearises the generalised Kummer–Schwarz
equation [18], videlicet,
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∫
w′−
a−1
a dx, y ′ =w′− a−1a , (2.41)
where the exponent on w′ is selected to eliminate the terms containing w′′2. We obtain the
linear equation
xw′′′ + (a + 1)w′′ = 0, (2.42)
which possesses five Lie point symmetries
Γ1 = ∂w, Γ2 = x∂w, Γ3 = x(1− logx)∂w,
Γ4 =w∂w, Γ7 = x∂x, (2.43)
i.e., (2.42) is not a third-order equation of maximal symmetry. We note that the symme-
tries are independent of the parameter a. Indeed the parameter may be removed from the
equation by a rescaling of the independent variable.
We note that the same transformation (2.41), which linearises the generalised Kummer–
Schwarz equation, transforms (1.10) to the first integral of (2.42) obtained by direct quadra-
ture.
2.6. The equation y ′′ = y ′ a−2a−1 , a = 0,1/2,1,2
If we introduce the transformation
y ′ =w′a−1, (2.44)
then (1.12) is trivially
w′′ = 1
a − 1 , (2.45)
which is a linear nonhomogeneous second-order ordinary differential equation with eight
Lie point symmetries. Of course the transformation is quite nonlocal.
We may regard the parameter a in (1.12) as the value of the first integral and, as we have
done when a less-entangled parameter A has been present, look to the parent third-order
ordinary differential equation. We solve (1.12) for a as
a = logy
′′ − 2 logy ′
logy ′′ − logy ′ . (2.46)
By differentiation of this with respect to x to eliminate a we obtain
y ′y ′′′ logy ′ − y ′′2 logy ′′ = 0, (2.47)
which does have a suggestion of the generalised Kummer–Schwarz equation about it. We
introduce a new dependent variable through
y ′ = ew (2.48)
to obtain
ww′′ −w′2 logw′ = 0 ⇔ logw′ = ww
′′
(2.49)
w′2
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Kummer–Schwarz equation, videlicet,
w′w′′′ − 2w′′2 = 0. (2.50)
The nonlocal linearising transformation is
w =
∫
ζ ′−1 dx ⇔ w′ = ζ ′−1 (2.51)
and the linearised equation is simply ζ ′′′ = 0. The route to the integration of (1.12) via this
last equation should not be regarded as superior to a direct assault on (1.12) itself. Our
intention through this series of transformations was to demonstrate the essential linearity
of (1.12).
2.7. The equation xy ′′ = −1+A exp[−y ′], A = 0
For A= 0, (1.14) is obviously a linear nonhomogeneous second-order ordinary differ-
ential equation with eight Lie point symmetries. For A = 0 we can write (1.14) in the first
integral format
A= (xy ′′ + 1)ey ′ (2.52)
with the parent third-order ordinary differential equation
x(y ′′′ + y ′′2)+ 2y ′′ = 0, (2.53)
which is a variation of (2.28). The Lie point symmetries of (2.53) are the three of (1.13)
and
Γ4 = x∂y. (2.54)
As in the case of (2.28) we can consider (2.53) as a Riccati equation in y ′′ and with the
transformation y ′′ =w′/w as above obtain a linear second-order ordinary differential equa-
tion of Euler type, videlicet,
xw′′ + 2w′ = 0, (2.55)
which has eight Lie point symmetries so that we also have a good supply of nonlocal
symmetries for (2.53).
Instead of the Riccati transformation above which leads to a reduction in order from the
third of (2.53) to the second of (2.55) we can maintain the order of the equation by the even
less standard Riccati transformation
y ′′ = w
′′
w′
, y =
∫
logw′ dx, (2.56)
whereby (2.53) becomes
xw′′′ + 2w′′ = 0. (2.57)
This is integrable by sight to
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which is, of course, (2.52) with K replacing A. Thus our original equation, (1.14), is lin-
earisible by means of the nonlocal transformation (2.56).
3. Integrability in the sense of Painlevé
3.1. The equation y ′′′(1+ y ′2)− 3y ′y ′′2 = 0
We saw that (1.2) is best interpreted as the first integral of (2.4), videlicet,
y ′′′(1+ y ′2)− 3y ′y ′′2 = 0,
which by a curious happenchance is common to both (1.2) and its autonomous ver-
sion (2.2). To apply the Painlevé test to (2.2) one would have to write it in the more
acceptable form
(YY ′′ + Y ′2)2 −A2(1+ Y ′2)3 = 0. (3.1)
The leading-order analysis of (2.4) reveals that there is no singularity and we make the
standard transformation y = 1/w to obtain
(w′′′w2 − 6w′3)(w′2 +w4)− 3ww(ww′′ − 2w′2)(w′′ + 2w3)= 0, (3.2)
which is somewhat more complicated. All terms are dominant. The leading-order behav-
iour is αχ−1, where χ = x − x0 and α is arbitrary. The calculation for the resonances
reduces to the solution of
α4(α2 + 1)r(r2 − 1)= 0, (3.3)
i.e., r = 0,±1, where the zero resonance reflects the arbitrariness of α. Since all terms
are dominant and the second arbitrary constant enters at the second term of the Laurent
expansion, there is no question of inconsistency. Equation (3.2) possesses the Painlevé
property and so (2.4) has an analytic solution.
3.2. The equation xy ′′ =Ay ′3 − y ′/2
We have presented the solution of the autonomous form of (1.4), videlicet, (1.16) in
closed form. The solution of (1.16) is analytic. The inversion to obtain a solution of (1.4)
requires the taking of a square root and so for general initial conditions the solution of (1.4)
has a branch point singularity.
3.3. The equation (1+ y ′2)y ′′′ − (3y ′ + b)y ′′2 = 0
For the parent equation of (1.6) we have a choice of the third-order equation (2.20)
which still contains the parameter b or the fourth-order equation (2.22) which is free of
both A and b. We commence with the third-order equation. Since (2.20) does not have a
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as above and now obtain
(w′′′w2 − 6w′3)(w′2 +w4)− 3ww/(ww′′ − 2w′2)(w′′ + 2w3)
+ 3bw2(ww′′ − 2w′2)2 = 0. (3.4)
Perhaps a little surprisingly the inclusion of the additional term has no impact upon the
possession of the Painlevé property. All terms are dominant. The leading-order behaviour
is still αχ−1 and the resonances are given by r = 0,±1. We have the same conclusion as
for (3.2). Consequently there is no need to consider the fourth-order equation (2.22). In
this case the presence of the parameter b has as little impact upon the integrability of the
equation in the sense of Painlevé as it does on the algebra.
3.4. The equation y ′′′ + y ′′2 = 0
The parent equation of (1.8) is (2.28). This equation also has no singular leading-order
behaviour. Under the transformation y = 1/w, (2.28) becomes
w4w′′′ − 6w2w′(ww′′ −w′2)+ (ww′′ − 2w′2)2 = 0. (3.5)
The leading-order behaviour is αχ−1, where α is arbitrary, and the resonances are given
by r = 0,±1, also as above. Since all terms are dominant, Eq. (3.5) possesses the Painlevé
property and (2.28) has an analytic solution.
3.5. The equation y ′y ′′′ − 2a−1
a−1 y
′′2 + a+1
x
y ′y ′′ = 0
The parent equation of (1.10) is (2.39). It is not autonomous. The autonomous form is
obtained from solving (1.17) for A and differentiating the integral. We find
yy ′y ′′′ + (a + 1)y ′2y ′′ − a − 2
a − 1yy
′′2 = 0, (3.6)
which in addition to the autonomy displays the homogeneity in both x and y already seen
in (2.39). For the Painlevé analysis this means that the coefficient in αχp is automatically
arbitrary and the exponent the solution of
p2(p− 1)(p− 2)+ p3(p− 1)− a − 2
a − 1p
2(p− 1)2 + ap3(p− 1)= 0, (3.7)
i.e., the equation to zero of the coefficient of the common χ3p−4 obtained from the sub-
stitution of χp into (3.6). We obtain a−1 as the only possible candidate for the exponent.
This is acceptable provided a−1 is not a positive integer. The resonances are found to be
at r = 0,±1 which seems to be a common combination for this series of equations. There
is no incompatibility at the resonance. For general values of a, (3.6) does not possess the
Painlevé property since χ1/a is not analytic.
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Equation (1.12) is integrable in close form. We have
y =K + (x − x0)
a
a(a− 1)a−1 , (3.8)
from which it is evident that the solution is analytic for a an integer and has a branch point
singularity for a rational. Otherwise the solution is not analytic.
3.7. The equation x(y ′′′ + y ′′2)+ 2y ′′ = 0
The autonomous form of the parent equation for (1.14), obtained from (2.53), is
yy ′2y ′′′ − yy ′′2 − 3yy ′y ′′2 + 2y ′3y ′′ = 0, (3.9)
which does not have singular leading-order behaviour. We put y = 1/w to obtain
w2w′2w′′′ − (3w′ −w2)w2w′′2 + 4(w′ −w2)ww′2w′′ − 2(w′ − 2w2)w′4 = 0.
(3.10)
All terms are dominant and the leading-order behaviour of (3.10) is αχ−1, where α is arbi-
trary. The resonances are given by r = 0,−1(2). The duplication of the generic resonance
implies that (3.10) does not pass the Painlevé test and hence is not integrable in terms of
an analytic function.
4. Comments/observations
We have considered the seven equivalence classes of second-order ordinary differen-
tial equations possessing three and only three Lie point symmetries. In each case the three
given symmetries are sufficient to specify completely the differential equation [6]. The
number of symmetries required to specify the equation is the standard number for a second-
order differential equation. We note that in each case the algebra is different. It also differs
from the algebra A3,3 (D ⊕s T2, geometrically representing the semidirect sum of dila-
tions and translations in the plane) required to specify completely a linear second-order
equation [7].
In our analysis of these equivalence classes of differential equations we have looked,
in the cases for which an equation contains a parameter, at the third-order parent equa-
tion obtained by eliminating the parameter through differentiation. We saw that two of the
equivalence classes, videlicet (1.2) and (1.6), when the second parameter b is zero, have
the same parent equation (2.4) at the third order. This does provide some justification for
our interpretation of the second-order equation as an integral of a third-order equation.
We have seen that it is possible to relate each of the equivalence classes to a linear
equation, albeit by some rather complicated transformations. We have also seen that the
related equations generally possess the Painlevé property. In fact the only equation which
fails the Painlevé test completely is the parent equation of (1.14). There was no necessity
to apply the singularity analysis to two of the equations since they are trivially integrable.
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(1.8), and (1.10), had the same pattern of resonances, videlicet r = 0,±1.
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