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We present an asymptotic analysis of the Verblunsky coefficients for the polynomials
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1. INTRODUCTION
In this paper we consider a systems of polynomials orthogonal on the unit circle (OPUC)
with a varying weight. The system can be obtained from
{
eikλ
}∞
k=0
if we use the Gram-
Shmidt procedure in L(n) := L2
(
[−π, π] , e−nV (cosλ)) with the inner product
〈f, g〉n =
∫ π
−π
f (x) g (x)e−nV (cos x)dx.
Then for any n we get the system of trigonometric polynomials
P
(n)
k (λ) =
k∑
l=0
c
(n)
k,l e
ilλ,
which are orthonormal in L(n). One can see from the Szego¨’s condition that the system{
P
(n)
k (λ)
}∞
k=0
is not complete in L(n). To construct the complete system one should include
also polynomials with respect to e−iλ. Hence following [3] we consider reversed polynomials
Q
(n)
k (λ) = e
ikλP
(n)
k (−λ) =
k∑
l=0
c
(n)
k,l e
i(k−l)λ,
and define the set of functions
{
χ
(n)
k (λ)
}∞
k=0
χ
(n)
2k (λ) = e
−ikλQ
(n)
2k (λ) ,
χ
(n)
2k+1 (λ) =e
−ikλP
(n)
2k+1 (λ) . (1.1)
It is easy to check (see, e.g [3]) that the system
{
χ
(n)
k (λ)
}∞
k=0
is an orthonormal basis in
L(n). Moreover, it was proven in [3] that the functions χ
(n)
k satisfy the five term recurrent
relations
eiλχ
(n)
2k−1 (λ) =− α(n)2k ρ(n)2k−1χ(n)2k−2 (λ)− α(n)2k α(n)2k−1χ(n)2k−1 (λ)
− α(n)2k+1ρ(n)2k χ(n)2k (λ) + ρ(n)2k ρ(n)2k+1χ(n)2k+1 (λ) , (1.2)
eiλχ
(n)
2k (λ) = ρ
(n)
2k ρ
(n)
2k−1χ
(n)
2k−2 (λ) + α
(n)
2k−1ρ
(n)
2k χ
(n)
2k−1 (λ)
− α(n)2k+1α(n)2k χ(n)2k (λ) + α(n)2k ρ(n)2k+1χ(n)2k+1 (λ) , (1.3)
where α
(n)
k = c
(n)
k,0/c
(n)
k,k and ρ
(n)
k = c
(n)
k−1,k−1/c
(n)
k,k are called the Verblunsky coefficients of the
system
{
χ
(n)
k (λ)
}∞
k=0
. They satisfy the relations
(
ρ
(n)
k
)2
+
(
α
(n)
k
)2
= 1.
2
Hence the matrix of the operator C of multiplication by eiλ in the basis
{
χ
(n)
k (λ)
}∞
k=0
has
the form (see [3])
C(n) =

−α(n)1 ρ(n)1 0 0 0 0 . . .
−ρ(n)1 α(n)2 −α(n)1 α(n)2 −ρ(n)2 α(n)3 ρ(n)2 ρ(n)3 0 0 . . .
ρ
(n)
1 ρ
(n)
2 α
(n)
1 ρ
(n)
2 −α(n)2 α(n)3 α(n)2 ρ(n)3 0 0 . . .
0 0 −ρ(n)3 α(n)4 −α(n)3 α(n)4 −ρ(n)4 α(n)5 ρ(n)4 ρ(n)5 . . .
0 0 ρ
(n)
3 ρ
(n)
4 α
(n)
3 ρ
(n)
4 −α(n)4 α(n)5 α(n)4 ρ(n)5 . . .
0 0 0
. . .
. . .
. . .
. . .

. (1.4)
The main goal of the paper is to find the first two terms of the asymptotic expansion of
α
(n)
n+k for k = o (n) , n → ∞. The asymptotics of polynomials orthogonal with respect
to a varying weight plays an important role in many problems of modern mathematics,
e.g. approximation theory, combinatorics, theory of random matrices etc. The polynomials
orthogonal with respect to a varying weight on the real line are now well studied, due to the
remarkable paper [4], where it was shown that for real analytic V (λ) satisfying also some
growth conditions as |λ| → ∞, the asymptotics of polynomials P (n)n+k (λ) (k = o (n) , n→∞)
orthogonal on the real line (OPRL) with the weight e−nV (λ), is expressed via θ-functions,
which can be constructed in terms of the so-called equilibrium measure µ (dλ) = ρ (λ) dλ,
that is obtained as a solution of a classical problem of the potential theory with the potential
V . These results were generalized on the case of V possessing only few derivatives in the
work [10]. The complete asymptotic expansion of the Jacobi matrix coefficients in the case
of real analytic V and one or two interval equilibrium density ρ was constructed in [1]. These
results were used to prove universality of local bulk and edge regimes of the hermitian matrix
models with the potential V (see also [14], [13], [8]). The case of OPUC, with varying weight
till now is not understood so well as the case of classical OP. It is believed that similarly to
the real line case the asymptotics is closely connected with the behavior of the corresponding
equilibrium measure, which is the minimizer of the functional
E [m] =
∫ π
−π
V (cosλ)m(dλ)−
∫ π
−π
log
∣∣eiλ − eiµ∣∣m(dλ)m(dµ),
in the class of unit measures on the interval [−π, π] (see [16] for existence and properties of
the solution). It is well known, in particular, that for smooth V ′ the equilibrium measure
3
has a density ρ which is uniquely defined by the condition that the function
u (λ) = V (cosλ)− 2
∫
σ
log
∣∣eiλ − eiµ∣∣ ρ (µ) dµ, (1.5)
takes it minimum value if λ ∈ σ = supp ρ. From this condition in the case of differentiable
V one can obtain the following integral equation for the equilibrium density ρ
(V (cosλ))′ = v.p.
∫ π
−π
cot
λ− µ
2
ρ (µ) dµ, for λ ∈ σ. (1.6)
The asymptotics of OPUC with varying weight was constructed in [9] for the case when the
support σ of ρ is the whole circle. It was proven that in this case P
(n)
n (λ) ∼ CV einλ and
α
(n)
n = o (1). In the present paper we find the first two terms of the asymptotic expansion of
α
(n)
n+k in the case of one-interval support σ of the equilibrium density ρ. Our main conditions
are
Condition C1. The support σ of the equilibrium measure is a single subinterval of the
interval [−π, π], i.e.
σ = [−θ, θ] , with θ < π. (1.7)
Condition C2. The equilibrium density ρ has no zeros in (−θ, θ) and
ρ (λ) ∼ C |λ∓ θ|1/2 , for λ→ ±θ, (1.8)
and the function u (λ) of (1.5) attains its minimum if and only if λ belongs to σ.
Condition C3. V (cos λ) possesses 4 bounded derivatives on σε = [−θ − ε, θ + ε].
Remark 1 In fact there is one more possibility to have one-interval σ. Another case is a
some left symmetric arc of the circle, i.e. [π − θ, π + θ]. In this case we replace V (cosx) by
V (cos (π − x)). After this replacement we obtain the support from the condition C1. The
scalar product 〈eikx, eimx〉n will change on factor (−1)k−m. Therefore, one can see from the
Gram-Shmidt algorithm, that coefficients α
(n)
k will change on factor (−1)k.
The following simple representation of ρ plays an important role in our asymptotic analysis
Proposition 2 Under conditions C1-C3
ρ (λ) =
1
4π2
χ (λ)P (λ)1σ, (1.9)
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where
χ (λ) =
√
|cos λ− cos θ|, P (λ) =
∫ θ
−θ
(V (cosµ))′ − (V (cos λ))′
sin (µ− λ) /2
dµ
χ (µ)
. (1.10)
The proof is very simple but for the reader’s convenience we give it in the beginning of
Section 3. It is evident that conditions C1-C3 imply that P (λ) does not have roots on
interval [−θ, θ].
Remark 3 If the support of the equilibrium measure is the whole interval [−π, π], then
equation (1.6) can be solved using the Hilbert operator.
ρ (µ) =
1
2π
+
1
4π2
∫ π
−π
cot
λ− µ
2
(
(V (cos λ))′ − (V (cosµ))′) dλ. (1.11)
The main result of the paper is the following theorem:
Theorem 4 Consider the system of orthogonal polynomials and the Verblunsky coefficients
defined in (1.2) and (1.3). Let potential V satisfy conditions C1 - C3 above. Then there
exists ε1 > 0 such that for any |m| < ε1n
α
(n)
n+m = (−1)n+m s cos
(
θ
2
+ x
(n)
n+m
)
, (1.12)
where s = 1 or s = −1 and
xn+m =
π
√
2
P (θ) sin θ/2
m
n
+O
(
log11 n
(
n−4/3 +
m2
n2
))
,
with P defined in (1.10).
Remark 5 The sign of s can not be explicitly found and may be different for different values
of n. As we are going to use this result in future for the proving of universality conjecture
on the edge of spectrum, we expect that the sign of s will not affect the final result (for the
example see [13]).
The proof of Theorem 4 is based on the relation, which is an analog of the string equation
for OP on the real line
Proposition 6 Let χ
(n)
k be the orthogonal functions defined in (1.1). Then for any k∫ π
−π
(sinλ)V ′ (cosλ)χ
(n)
k (λ)χ
(n)
k−1 (λ)e
−nV (cosλ)dλ = i (−1)k−1 k
n
α
(n)
k
ρ
(n)
k
. (1.13)
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The result was obtained in [5], but in some different form, therefore we give its proof in
Section 3. We use (1.13) as a system of nonlinear equations for α
(n)
k and solve it by the per-
turbation theory method. To construct a zero order solution of the system (1.13), following
the method of [1] and [13] we use the link of the OPUC with the unitary matrix models,
which eigenvalue distribution has the form
pn (λ1, . . . , λn) =
1
Zn
∏
1≤j<k≤n
∣∣eiλj − eiλk ∣∣2 exp{−n n∑
j=1
V (cosλj)
}
. (1.14)
It is known (see [11]) that all marginal densities of (1.14) can be expressed using the orthog-
onal functions
ψ
(n)
k (λ) = P
(n)
k (λ) e
−nV (cosλ)/2. (1.15)
and their reproducing kernel
Kk,n (λ, µ) =
k−1∑
l=0
ψ
(n)
l (λ)ψ
(n)
l (µ). (1.16)
These ensembles first appeared in physics, but later their relationship to the pure mathe-
matical problems was discovered (see, e.g. [2]).
The paper is organized as follows. In Section 2 we prove the main Theorem 4 using some
technical results. We will prove these results in Section 3.
2. PROOF OF BASIC RESULTS
The method of the proof is a version of the one used in [13]. An important part of the
proof is a zero order approximation for the Verblunsky coefficients α
(n)
n+k.
Theorem 7 Under conditions of Theorem 4 we have
α
(n)
n+k = (−1)n+ks cos
θ
2
+O
(
n−1/4 log1/2 n +
( |k|
n
)1/2)
. (2.1)
Proof of Theorem 7. The main idea of the proof is to derive an equation with a functional
parameter φ for functions ψ
(n)
k of (1.15) from the determinant formulas. Then, choosing
appropriate parameter φ, we obtain the equation for the Verblunsky coefficients. Define a
new eigenvalue distribution
pk,n (λ1, . . . , λk) = Q
−1
k,n
∏
1≤j<m≤k
∣∣eiλj − eiλm∣∣2 exp{−n k∑
l=1
V (cos λl)
}
, (2.2)
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which differs from (1.14) by the number of variables (k instead of n). Let
ρ˜k,n (λ) =
∫
pk,n (λ, λ2, . . . , λk) dλ2 . . . dλk,
ρ˜k,n (λ, µ) =
∫
pk,n (λ, µ, λ3, . . . , λk) dλ3 . . . dλk,
(2.3)
be the first and the second marginal densities of (2.2). By the standard argument (see [11])
we have
ρ˜k,n (λ) = k
−1Kk,n (λ, λ) ,
ρ˜k,n (λ, µ) =
1
k (k − 1)
[
Kk,n (λ, λ)Kk,n (µ, µ)− |Kk,n (λ, µ)|2
]
,
(2.4)
where Kk,n defined in (1.16). We will use also the notation
ρk,n (λ) ≡ 1
n
Kk,n (λ, λ) =
k
n
ρ˜k,n (λ) . (2.5)
Let φ be any 2π -periodic twice differentiable function. Then integrating by parts and using
that
d
dλ
∣∣eiλ − eiµ∣∣2 = cot λ− µ
2
∣∣eiλ − eiµ∣∣2, we get∫ π
−π
(V (cosλ))′ ρ˜k+n,n (λ)φ (λ) dλ = n
−1
∫ π
−π
ρ˜k+n,n (λ)φ
′ (λ) dλ
+
n+ k − 1
n
∫ π
−π
ρ˜k+n,n (λ, µ)
φ (λ)
tan (λ− µ) /2dλdµ.
Combining the above relation with the symmetry property ρ˜k+n,n (λ, µ) = ρ˜k+n,n (µ, λ), we
obtain∫ π
−π
(V (cosλ))′ ρ˜k+n,n (λ)φ (λ) dλ = n
−1
∫ π
−π
ρ˜k+n,n (λ)φ
′ (λ) dλ
+
n+ k − 1
2n
∫ π
−π
ρ˜k+n,n (λ, µ)
φ (λ)− φ (µ)
tan (λ− µ) /2dλdµ.
Using (2.4), (2.5) and the equality∫ π
−π
|Kk+n,n (λ, µ)|2 dµ = Kk+n,n (λ, λ) ,
we obtain from the above∫ π
−π
φ (λ)− φ (µ)
2 tan (λ− µ) /2ρk+n,n (λ) ρk+n,n (µ) dλdµ
−
∫ π
−π
(V (cosλ))′ρk+n,n (λ)φ (λ) dλ+ δk,n [φ] = 0, (2.6)
where
δk,n [φ] :=
1
2n2
∫ π
−π
[
φ′ (λ) + φ′ (λ)− φ (λ)− φ (µ)
tan (λ− µ) /2
]
|Kk+n,n (λ, µ)|2 dλdµ. (2.7)
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We replace in (2.6) k by k− 1, subtract the new relation from (2.6), and multiply the result
by n. Then we have∫ π
−π
φ (λ)− φ (µ)
tan (λ− µ) /2ρ (µ)
∣∣∣ψ(n)k+n (λ)∣∣∣2 dλdµ− ∫ π
−π
(V (cosλ))′ φ (λ)
∣∣∣ψ(n)k+n (λ)∣∣∣2 dλ
+ δ
(1)
k,n [φ] + δ
(2)
k,n [φ] = 0, (2.8)
where
δ
(1)
k,n [φ] :=
1
n
∫ π
−π
[
φ′ (λ) + φ′ (µ)− φ (λ)− φ (µ)
tan (λ− µ) /2
]
· ℜ{Kk+n−1,n (λ, µ)ψ(n)k+n (λ)ψ(n)k+n (µ)}dλdµ,
δ
(2)
k,n [φ] :=
∫ π
−π
φ (λ)− φ (µ)
tan (λ− µ) /2 (ρn+k−1,n (µ)− ρ (µ))
∣∣∣ψ(n)k+n (λ)∣∣∣2 dλdµ
+
1
n
∫
φ′ (λ)
∣∣∣ψ(n)k+n (λ)∣∣∣2 dλ.
To estimate δ
(1)
k,n [φ] we note that∣∣∣∣φ′ (λ) + φ′ (µ)− φ (λ)− φ (µ)tan (λ− µ) /2
∣∣∣∣ ≤ C ∣∣eiλ − eiµ∣∣ (‖φ′‖∞ + ‖φ′′‖∞) .
and use also the bound (see e.g. [15])∫
|Kk+n−1,n (λ, µ)|2
∣∣eiλ − eiµ∣∣2 dλdµ ≤ C.
Combining it with the Schwartz inequality, we have∣∣∣δ(1)k,n [φ]∣∣∣ ≤ Cn (‖φ′‖∞ + ‖φ′′‖∞)
(∫
|Kk+n−1,n (λ, µ)|2
∣∣eiλ − eiµ∣∣2 dλdµ)1/2
·
∫ ∣∣∣ψ(n)k+n (λ)ψ(n)k+n (µ)∣∣∣2 dλdµ ≤ Cn (‖φ′‖∞ + ‖φ′′‖∞) . (2.9)
For δ
(2)
k,n [φ] we use the following result of [7]. Let ρn := p
(n)
1 be the first marginal density of
(1.14). Then ρn converges weakly to the equilibrium density ρ and for any φ ∈ H1 (−π, π)∣∣∣∣∫ φ (λ) ρn (λ) dλ− ∫ φ (λ) ρ (λ) dλ∣∣∣∣ ≤ C ‖φ‖1/22 ‖φ′‖1/22 n−1/2 ln1/2 n, (2.10)
where ‖·‖2 denotes L2 norm on [−π, π]. Since the function
φ (λ)− φ (µ)
tan (λ− µ) /2 has a bounded
derivative with respect to µ, we obtain∣∣∣δ(2)k,n [φ]∣∣∣ ≤ ∣∣∣δ(2)1,n [φ]∣∣∣+ C |k|n ‖φ′‖∞
≤ C
(
‖φ′‖1/2∞ ‖φ′′‖1/2∞ n−1/2 log1/2 n+
|k|
n
‖φ′‖∞
)
. (2.11)
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We split integral in (2.8) into two parts. Using (1.6) for λ ∈ σ, we obtain
v.p.
∫
σ
dλ
∫
σ
dµφ (µ) cot
λ− µ
2
ρ (µ)
∣∣∣ψ(n)k+n (λ)∣∣∣2
−
∫
σc
dλ
∣∣∣ψ(n)k+n (λ)∣∣∣2(∫
σ
dµρ (µ)
φ (λ)− φ (µ)
tan (λ− µ) /2 − φ (λ) (V (cosλ))
′
)
= δ
(1)
k,n [φ] + δ
(2)
k,n [φ] . (2.12)
Equation (1.6) is valid only for λ ∈ σ. Below we need to extend this relation on some
neighborhood of σ. Using (1.9), we obtain the following representation.
Lemma 8 Under the conditions of Theorem 4, for ε defined in C3 and λ ∈ σε = [−θ − ε, θ + ε],
V can be represented in the form
(V (cosλ))′ − 1
4π2
∫ θ
−θ
cot
λ− µ
2
P (µ)χ (µ) dµ
=
signλ
2π
(
P (λ)χ (λ) +O
(
χ2 (λ)
))
1σε\σ, forλ→ ±θ. (2.13)
Proofs of this lemma and other auxiliary results can be found in Section 3 of the paper. For
λ ∈ σcε we use the exponential bounds for the functions ψ(n)k . These bounds can be proved
analogously to the corresponding result of [14].
Proposition 9 Let potential V satisfy conditions C1-C3. Than there exist constants
C, C1 > 0 and ε1 > 0 such that for any integer k satisfying inequality |k| < ε1n we
have ∫
σεn,k
∣∣∣ψ(n)k+n (λ)∣∣∣2 dλ ≤ e−Cn1/2 logn, εn,k = C1 (n−1/2 logn + |k| /n) . (2.14)
Combining (2.13), (2.12), (2.9), (2.11) with (2.14), we obtain finally the integral equation
v.p.
∫
σεn,k
dλ
∫ θ
−θ
dµφ (µ) cot
λ− µ
2
ρ (µ)
∣∣∣ψ(n)k+n (λ)∣∣∣2
+
1
2π
∫
σεn,k\σ
signλφ (λ)P (λ)χ (λ)
∣∣∣ψ(n)k+n (λ)∣∣∣2 dλ
= (‖φ‖∞ + ‖φ′‖∞ + ‖φ′′‖∞)O (εn,k) (2.15)
with εn,k of (2.14).
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Remark 10 If the support of the equilibrium measure is the whole interval [−π, π], then we
can obtain in a similar way the integral equation for the equilibrium density
v.p.
∫ π
−π
φ (µ) cot
λ− µ
2
ρ (µ)
∣∣∣ψ(n)k+n (λ)∣∣∣2 dλdµ = (‖φ′‖∞ + ‖φ′′‖∞)O(n−1/2 logn + |k|n
)
.
(2.16)
It is easy to see that P (λ) of (1.10) is a twice differentiable strictly positive function on the
interval [−θ, θ]. Taking in (2.15)
φ (µ) = P−1 (µ) cos
µ
2
cot
z − µ
2
,
we obtain∫
σεn
∣∣∣ψ(n)k+n (λ)∣∣∣2 f (z, λ, θ) dλ+
+ 2π
∫
σεn
\σ
signλ cot
z − λ
2
cos
λ
2
χ (λ)
∣∣∣ψ(n)k+n (λ)∣∣∣2 dλ = O (εn,k |dist (z, σ)|−3) , (2.17)
where
f (z, λ, θ) = v.p.
∫ θ
−θ
cot
λ− µ
2
cot
z − µ
2
χ (µ) cos
µ
2
dµ. (2.18)
Computing f (z, λ, θ) we obtain
f (z, λ, θ) = v.p.
∫ θ
−θ
sinµ+ sinλ
cosµ− cosλ
sin µ+ sin z
cosµ− cos zχ (µ) cos
µ
2
dµ =
= v.p.
∫ θ
−θ
sin2 µ+ sinλ sin z
(cosµ− cosλ) (cosµ− cos z)χ (µ) cos
µ
2
dµ =
= v.p.
∫ θ
−θ
[
−1 + cot z − λ
2
(
sinλ
cosµ− cosλ −
sin z
cosµ− cos z
)]
χ (µ) cos
µ
2
dµ =
= I1 + cot
z − λ
2
(sinλI2 (λ)− sin zI2 (z)) ,
where
I1 = −
∫ θ
−θ
χ (µ) cos
µ
2
dµ = −π
√
2 sin2
θ
2
, I2 (z) = v.p.
∫ θ
−θ
χ (µ)
cosµ− cos z cos
µ
2
dµ.
To compute I2 (z) we use well known relations (see [12])
Sqa (z) :=
1
π
v.p.
∫ a
−a
dt
(z − t)√a2 − t2 =
 1/
√
z2 − a2, for z /∈ [−a, a] ,
0, z ∈ (−a, a) ,
(2.19)
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where 1/
√
z2 − a2 is defined by the asymptotic ∼ 1/z, z →∞. Then we have for z 6= ±θ
I2 (z) =
√
2
∫ 1
−1
√
1− t2dt
sin2 (z/2) / sin2 (θ/2)− t2 =
√
2π
(
1−
√
sin2 z/2− sin2 θ/2
sin z/2
1σc
)
.
Now, using the above results, we obtain from (2.15)∫
σεn,k
∣∣∣ψ(n)k+n (λ)∣∣∣2 [− sin2 θ2 + cot z − λ2 (sin λ− sin z)
]
dλ
+
∫
σεn,k
∣∣∣ψ(n)k+n (λ)∣∣∣2 sin z√sin2 z/2− sin2 θ/2sin z/2 cot λ− z2 dλ = O (εn,k |dist (z, σ)|−3) . (2.20)
Denote R(n) the analog of the resolvent for the matrix C(n):
R(n) = i
C(n) + eiz
C(n) − eiz . (2.21)
Then by the spectral theorem
R
(n)
n+k,n+k (z) =
∫ ∣∣∣ψ(n)k+n (λ)∣∣∣2 cot λ− z2 dλ,
C
(n)
n+k,n+k + cos z =
∫ ∣∣∣ψ(n)k+n (λ)∣∣∣2 cot λ− z2 (sin λ− sin z) dλ.
The above relations combined with (2.14) allow us to derive from (2.20) that
R
(n)
n+k,n+k (z) =
C
(n)
n+k,n+k + cos z + sin
2 θ/2 +O
(
εn,k |dist (z, σ)|−3
)
2 cos (z/2)
√
sin2 z/2− sin2 θ/2
. (2.22)
Integrating the product eizR
(n)
n+k,n+k (z) over the contour Lδ = {z| dist (z, σ) = δ} for some
δ we obtain from (2.22)∮
Lδ
eizR
(n)
n+k,n+k (z) dz =
∮
Lδ
eiz
C
(n)
n+k,n+k + cos z + sin
2 θ/2
2 cos (z/2)
√
sin2 z/2 − sin2 θ/2
dz +O
(
εn,kδ
−7/2
)
. (2.23)
The Cauchy theorem and the spectral theorem yield∮
Lδ
eizRn+k,n+kdz = −4iπC(n)n+k,n+k. (2.24)
Since the integrand in the r.h.s. of (2.23) is analytic outside σ the integral does not depend
on δ, therefore we can compute this integral with δ → 0.
I
(
C
(n)
n+k,n+k
)
:= limδ→0
∮
Lδ
eiz
C
(n)
n+k,n+k + cos z + sin
2 θ/2
2 cos (z/2)
√
sin2 z/2 − sin2 θ/2
dz
= −i
∫ θ
−θ
cosµ
C
(n)
n+k,n+k + cosµ+ sin
2 θ/2
cos (µ/2)
√
sin2 θ/2− sin2 µ/2
dµ.
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Then, using the change of the variable sin µ/2 = t with (2.19) we get
I
(
C
(n)
n+k,n+k
)
= −4iπC(n)n+k,n+k −
2iπ
cos θ/2
(
C
(n)
n+k,n+k − cos2 θ/2
)
. (2.25)
Combining (2.17), (2.24) and (2.25), we have
C
(n)
n+k,n+k = cos
2 θ
2
+O (εn,k) . (2.26)
Then in view of (2.22) we obtain for the ”resolvent”
R
(n)
n+k,n+k (z) =
1 + cos z +O
(
εn,k |dist (z, σ)|−3
)
2 cos z/2
√
sin2 z/2− sin2 θ/2
. (2.27)
Similarly, integrating the product e2izR
(n)
n+k,n+k (z) over the contour Lδ and taking δ → 0, we
get
− 4iπ (C(n))2
n+k,n+k
= −i
∫ θ
−θ
2 cosµ/2 cos 2µ√
sin2 θ/2− sin2 µ/2
dµ+O (εn,k)
= −4iπ
(
3 sin4
θ
2
− 4 sin2 θ
2
+ 1 +O (εn,k)
)
. (2.28)
From (1.4) we have
(
C(n)
)2
m,m
= C
(n)
m,m−1C
(n)
m−1,m + C
(n)
m,mC
(n)
m,m + C
(n)
m,m+1C
(n)
m+1,m
= C(n)m,mC
(n)
m−1,m−1 + C
(n)
m,mC
(n)
m,m + C
(n)
m,mC
(n)
m+1,m+1 − α(n)m−1α(n)m+1 − α(n)m α(n)m+2. (2.29)
Taking into account (2.26) and (2.28), we obtain from (2.29)
α
(n)
n+k−1α
(n)
n+k+1 + α
(n)
n+kα
(n)
n+k+2 = 2 cos
2 θ
2
+O (εn,k)
α
(n)
n+k−1α
(n)
n+k = − cos2
θ
2
+O (εn,k)
. (2.30)
To solve the system we multiply the first equation in (2.30) by α
(n)
n+kα
(n)
n+k+1. By the definition
of the Verblunsky coefficients
∣∣∣α(n)j ∣∣∣ ≤ 1, hence using the second equation of (2.30) we obtain(
α
(n)
n+k+1
)2
+
(
α
(n)
n+k
)2
= 2 cos2
θ
2
+O (εn,k) .
Finally, combining the above relations, we obtain (2.1).

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Remark 11 If the support of the equilibrium measure is the whole circle we can use function
φ (µ) = cot
z − µ
2
ρ−1 (µ) in (2.16) and obtain similarly to (2.26)
C
(n)
n+k,n+k = O
(
n−1/2 log n+
|k|
n
)
. (2.31)
Proof of Theorem 4. Let
α
(n)
n+m = (−1)n+m s cos
(
θ
2
+ x
(n)
n+m
)
, ρ
(n)
n+m = sin
(
θ
2
+ x
(n)
n+m
)
, (2.32)
where s = ±1 and xn+m ∈ [−π, π). We have already a priori approximate (2.1)
x
(n)
n+m = O
(
n−1/4 log1/2 n +
∣∣∣m
n
∣∣∣1/2) . (2.33)
In this part of the paper we use the string equation for unitary matrix models (1.13). We
consider these equations as a system of nonlinear equations for x
(n)
n+m. Denote
M (n) =
C(n) + C(n)∗
2
, L(n) =
C(n) − C(n)∗
2
. (2.34)
Equation (1.13) can be rewritten as
{
L(n)V ′
(
M (n)
)}
n+k,n+k−1
= (−1)n+k n+ k
n
α
(n)
n+k
ρ
(n)
n+k
. (2.35)
To simplify notations we set
M˜j,k =M
(n)
n+j,n+k, L˜j,k = L
(n)
n+j,n+k, α˜k = α
(n)
n+k, x˜k = x
(n)
n+k, (2.36)
a = cos2
θ
2
, b = cos
θ
2
sin
θ
2
, c = sin2
θ
2
. (2.37)
and define M⋆ as a double-infinite matrix with entries
M⋆j,k = δj,ka+
1
2
(δj−2,k + δj,k−2) c. (2.38)
The spectrum and the generalized eigenvectors of the matrix can be parameterized as
M⋆ ∼
{
a + c cos 2λ, λ ∈ [−π, π] ; vk = 1√
2π
eikλ
}
. (2.39)
From now we consider matrix M˜ as a double-infinite one and redefine it for j, k < −n equal
to M⋆. It is convenient for us to extend the function V ′ from [−1, 1] to R in such a way to
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obtain the function from L2 (R) with the third derivative bounded in L2 (R). Denoting V̂ ′
the Fourier transform of the extension we have for x ∈ [0, 2π]
V ′ (x) =
1
2π
∫ ∞
−∞
V̂ ′ (ξ) eixξdξ. (2.40)
Using (2.40), V ′
(
M (n)
)
can be represented
V ′
(
M˜
)
i,j
=
1
2π
∫ ∞
−∞
V̂ ′ (ξ)
{
eiξM˜
}
i,j
dξ. (2.41)
Applying the Duhamel formula twice to matrices M˜ and M∗, we obtain
eiξM˜ = eiξM
⋆
+ iξ
∫ 1
0
eiξM
⋆t (δM) eiξM
⋆(1−t)dt
− ξ2
∫ 1
0
dt
∫ 1−t
0
dseiξM
⋆t (δM) eiξM˜s (δM) eiξM
⋆(1−t−s), for δM = M˜ −M⋆. (2.42)
Denote for d = 0,±1,±2
fˆ (ξ) =
{
eiξM˜
}
k+d,k−1
, fˆ 0 (ξ) =
{
eiξM
∗
}
k+d,k−1
,
fˆ 1 (ξ) =
{
iξ
∫ 1
0
eiξM
∗t (δM) eiξM
∗(1−t)dt
}
k+d,k−1
, r̂ (ξ; d) = fˆ (ξ)− fˆ 0 (ξ)− fˆ 1 (ξ) .
(2.43)
Now we find the first two terms in (2.42).
fˆ 0 (ξ) =
{
eiξM
∗
}
k+d,k−1
=
1
2π
∫ π
−π
eiξ(a+c cos 2φ)ei(k+d)φe−i(k−1)φdφ
=
1
2π
∫ π
−π
eiξ(a+c cos 2φ) cos (d+ 1)φdφ. (2.44)
Let {vk} be the coefficients of the Fourier series for the function V ′ (a + c cos 2φ), i.e.,
vk =
1
π (1 + δk,0)
∫ π
−π
V ′ (a+ c cos 2φ) cos kφdφ. (2.45)
Note that v2l+1 = 0, for any integer l. By the spectral theorem we obtain{
L˜V ′ (M⋆)
}
k,k−1
=
∑
d=0,±1,±2
L˜k,k+d
1
2π
∫ π
−π
V ′ (a+ c cos 2φ) cos (d+ 1)φdφ
=
L˜k,k+1
c
+
(
L˜k,k+1 + L˜k,k−1
)
v0, (2.46)
where we have used the relation
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Proposition 12 Under conditions C1-C3 for vk defined in (2.45)
v2 = 2v0 +
2
c
.
For the second term in (2.42) we have
f̂ 1 (ξ) = iξ
∞∑
l=−∞
2∑
d1=−2
∫ 1
0
{
eitξM
∗
}
k+d,k+l
δMk+l,k+l+d1
{
ei(1−t)ξM
∗
}
k+l+d1,k−1
dt,
and by the spectral theorem and (2.39) we have
f̂ 1 (ξ) =
∞∑
l=−∞
2∑
d1=−2
δMk+l,k+l+d1
eiξa
4cπ2
∫ π
−π
∫ π
−π
eiξc cos 2φ − eiξc cos 2ψ
cos 2φ− cos 2ψ e
i((l−d)φ+(l+d1+1)ψ)dφdψ.
(2.47)
Hence, integrating (2.47) with V̂ ′ we obtain the second term in (2.35) in the form
1
2π
∫ ∞
−∞
V̂ ′ (ξ) f̂ 1 (ξ) dξ =
∞∑
l=−∞
2∑
d1=−2
δMk+l,k+l+d1Bl−d,l+d1+1, (2.48)
where
Bα,β =
1
4π2c
∫ π
−π
du
∫ π
−π
dv
V ′ (a + c cos 2u)− V ′ (a+ c cos 2v)
cos 2u− cos 2v e
i(αu+βv). (2.49)
Below we need some properties of these coefficients.
Proposition 13 For any function V satisfying condition C3 coefficient Bα,β depends only
on |α|+ |β|, i.e. Bα,β = B|α|+|β|, equals to zero when α or β is odd and for any positive γ
B2γ =
1
c
∑
j−γ∈2N+1
v2j = O
(
γ−5/2
)
. (2.50)
Since δMk,l are bounded, the proposition yields that the series in the r.h.s of (2.48) is
convergent. Using (2.35), (2.46), and (2.48), we obtain the equation valid for any k
L˜k,k+1
c
+
(
L˜k,k+1 + L˜k,k−1
)
v0 +
2∑
d,d1=−2
∞∑
l=−∞
L˜k,k+dBl−d,l+d1+lδMk+l,k+l+d1 + r
(n)
k
= (−1)k α˜k
ρ˜k
(
1 +
k
n
)
, (2.51)
for
r
(n)
k =
1
2π
∫ ∞
−∞
V̂ ′ (ξ)
2∑
d=−2
r̂ (ξ; d) dξ.
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Set
Sk =
10∑
j=−10
x˜2k+j.
Then L˜k,j and δMk,j can be written up to the errors O (Sk) as
δMk,k−2 = − b
2
(x˜k−1 + x˜k) , L˜k,k−2 = (−1)n+k
(
c
2
+
b
2
(x˜k−1 + x˜k)
)
δMk,k−1 = (−1)n+k−1sc
2
(x˜k−1 − x˜k+1) , L˜k,k−1 = −sb− sax˜k + sc
2
(x˜k−1 + x˜k+1)
δMk,k = b (x˜k + x˜k+1) , L˜k,k = 0
δMk,k+1 = (−1)n+ksc
2
(x˜k − x˜k+2) , L˜k,k+1 = sb+ sax˜k+1 − sc
2
(x˜k + x˜k+2)
δMk,k+2 = − b
2
(x˜k+1 + x˜k+2) , L˜k,k+2 = (−1)n+k+1
(
c
2
+
b
2
(x˜k+1 + x˜k+2)
)
(2.52)
Replacing L˜i,j and δMi,j by their first order approximations and reminders we get a system
of equations with respect to x˜j .
Lemma 14 Under conditions C1-C3 equations (2.51) for {x˜k}|k|≤ε1n have the form∑
l
Ak−lx˜l =
b
c
k
n
+Rk, (2.53)
and the Toplitz matrix A has the symbol
δ (φ) =
∑
Ale
ilφ =
√
1− c cos2 (φ/2)
π
√
2
P
(
−2 arcsin
(
sin
θ
2
cos
φ
2
))
. (2.54)
Reminder Rk satisfies the bound
Rk ≤ C
(
k2
n2
+ Sk +
∑
Sk+2l |l|−5/2
)
+ r
(n)
k , (2.55)
where ∣∣∣r(n)k ∣∣∣2 ≤ C ∫ ∞
0
e−yy5 ‖rk,y‖22 dy,
rk,y (x) = min
{
y−1
∞∑
s=−∞
∣∣R⋆2s,0∣∣2 Sk+2s, dist−1 (z, [−1, 1]) + y−1ℑR⋆0,0
}
,
(2.56)
where ‖·‖2 means the L2 (R) norm, and R⋆ (z) = (M⋆ − zI)−1 , z = −x+ iy.
Equations (2.53) are true only for |k| ≤ ε1n. But we extend them to all k ∈ Z redefining
(2.53) by the identities. All bounds for the reminders will be valid because the reminder for
k ∼ n is of order 1.
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Now we start from the bound (2.1) and using the perturbation theory method obtain
(1.12) in a few steps. Suppose we have proved the bound
x˜m = O
(
logβ n
(
n−α + |m/n|γ)) . (2.57)
Note that on the first step we have it with α = 1/4, β = 1/2, γ = 1/2. This bound yields
that
Sk+2s ≤ log2β n
(
n−2α + n−2γ +min
{|k/n|2γ + |s/n|2γ , 1}) . (2.58)
To estimate the reminder Rk we must estimate rk,y (x) first. For this aim we need some
properties of R⋆. From the spectral theorem we have
R⋆j,l = Gj−l :=
1
2π
∫ 2π
0
ei(j−l)φdφ
a− z + c cos 2φ. (2.59)
Using this representation we will estimate the sums in the r.h.s. of (2.56).
Proposition 15 Let Gl be defined in (2.59). Then for any integer p∫ ∞
−∞
(
∞∑
s=0
|G2s (−x+ iy)|2 sp
)2
dx ≤ Cpmax {1, log 1/y}
y2p+2
. (2.60)
To estimate r
(n)
k we use the second bound from the r.h.s of (2.56) for small y and the first
bound for sufficiently big y. Combining (2.56) with (2.58) we get
rk,y (x) ≤ Cα,β,γ log
2β n
y
·
∞∑
s=0
|G2s (−x+ iy)|2
(
n−2α + n−2γ +min
{|k/n|2γ , 1}+ |s/n|2γ) , y ≥ n−δ
ℑG0, y ≤ n−δ,
where δ we will choose on every step. Integrating the square of the last equation over x and
using (3.25) and (2.60), we obtain
‖rk,y (x)‖22 ≤
C ′α,β,γ log
4β+1 n
y4
·

(
n−4α + n−4γ +min
{|k/n|4γ , 1}+ (ny)−4γ) , y ≥ n−δ
y2 log 1/y, y ≤ n−δ
The last bound and (2.56) imply∣∣∣r(n)k ∣∣∣2 ≤ Cα,β,γ,δ log4β+2 n (n−4δ + n−4α + n−4γ +min{|k/n|4γ , 1}+ n−4γ+δ(4γ−2)) . (2.61)
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Now we estimate Rk. The term
∑
l
Sk+2ll
−5/2 can be estimate using (2.58).
∑
l
Sk+2ll
−5/2 =
∑
l≤n
+
∑
l≥n
≤ C ′α,β,γ,δ log2β n
(
n−2α + n−2γ +min
{|k/n|2γ , 1}+ n−3/2) .
Combining the above relations finally we can estimate the reminder Rk:
Rk = O
(
k2/n2 + n−3/2 + log2β+1 n
(
n−2δ + n−2α +min
{|k/n|2γ , 1}+ n−2γ+δ(2γ−1))) .
To find x˜j we find the inverse matrix of {Ak−l}∞k,l=−∞. By the spectral theorem(
A−1
)
k,l
=
(
A−1
)
k−l
=
1
2π
∫ π
−π
ei(k−l)φ
δ (φ)
dφ.
From the conditions C1-C2 P (λ) > C > 0 on the interval [−θ, θ], therefore the solution of
the (2.53) can be found as
x˜k =
b
c
∑
m
(
m+ k
n
+Rm+k
)(
A−1
)
m
=
π
√
2
P (θ) sin θ/2
k
n
+
∑
m
Rm+k
(
A−1
)
m
(2.62)
Since P (λ) is a twice differentiable function we have
∑
m
∣∣A−1m ∣∣2m4 ≤ C. Therefore
∣∣∣∣∣∑
m
Rm+kA
−1
m
∣∣∣∣∣ / log2β+1 n
= O
(∑
m
∣∣A−1m ∣∣
(
n−2δ + n−2α + n−3/2 + n−2γ+δ(2γ−1) +min
{
k2
n2
, 1
}
+min
{∣∣∣∣kn
∣∣∣∣2γ , 1
}))
+O
∑
|m|≤n
∣∣A−1m ∣∣ (∣∣∣mn ∣∣∣2 + ∣∣∣mn ∣∣∣2γ
) +O
∑
|m|≥n
∣∣A−1m ∣∣

= O
(
n−2δ + n−2α + n−3/2 + n−2γ+δ(2γ−1) +min
{
k2
n2
, 1
}
+min
{∣∣∣∣kn
∣∣∣∣2γ , 1
})
,
where we use ∑
|m|≤n
∣∣A−1m ∣∣ ∣∣∣mn ∣∣∣2γ = ∑
|m|≤n
∣∣A−1m ∣∣m2 · ∣∣∣mn ∣∣∣2γ m−2 ≤ Cn−3/2.
Using the last inequality for x˜ with α = 1/4, β = 1/2, γ = 1/2, δ = 1/4 we obtain the
bound (2.57) with α = 1/2, β = 2, γ = 1. Taking δ = 1/2 we have α = 1, β = 5, γ = 2 and
finally with δ = 2/3 we get α = 4/3, β = 11, γ = 2.
x˜k =
π
√
2
P (θ) sin θ/2
k
n
+O
(
log11 n
(
n−4/3 +
k2
n2
))
.
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3. AUXILIARY RESULTS.
Proof of Proposition 2. To prove (1.9) we denote
Dθ = {z : |z| = 1, argz ∈ [−θ, θ]} .
Consider two functions defined on Dθ
F
(
eiλ
)
=
i− (V (cosλ))′
2πi
, G
(
eiλ
)
= ρ (λ) . (3.1)
From (1.6) we obtain
F (ξ) =
1
πi
v.p.
∫
L
G (ζ)
ζ − ξ dζ,
where L is Dθ with the direction from ζ0 = e
−iθ to ζ0. Then by the standard method (see
[12]) we get
G (z) =
X (z)
2πi
v.p.
∫
L
F (ζ)
ζ − z
dζ
X+ (ζ)
. (3.2)
where
X (z) =
√
(z − ζ0)
(
z − ζ0
)
. (3.3)
It is easy to see that X+
(
eiλ
)
=
√
2eiλ/2χ (λ). Using the identity (2.19) we obtain that
v.p.
∫
L
dζ
(ζ − ζ1)X+ (ζ) = 0. From the last relation and (3.1) we obtain (1.9).

Proof of Lemma 8. Consider the function
F (λ) =
1
4π2
∫ θ
−θ
cot
λ− µ
2
P (µ) (cosµ− cos θ)− P (λ) (cosλ− cos θ)cosµ/2
cosλ/2√
cosµ− cos θ dµ. (3.4)
We prove first that F coincides with V ′ on σ. For this aim we compute the integral
I (λ) = v.p.
∫ θ
−θ
cot
λ− µ
2
cos(µ/2)dµ
χ (µ)
= v.p.
∫ θ
−θ
sinλ
cosµ− cosλ
cos(µ/2) dµ
χ (µ)
=
sinλ√
2
v.p.
∫ sin(θ/2)
− sin(θ/2)
dt(
sin2 λ/2− t2)√sin2 θ/2− t2 = 2π cos (λ/2) signλ√cos θ − cosλ 1[−θ,θ]c ,
where we have used (2.19). This relation and (1.6) imply that F (λ) = (V (cosλ))′ for λ ∈ σ.
Since P is a twice differentiable function, we obtain that F is a differentiable function. Then
F (λ)− V ′ (λ)|λ=θ−0 = 0⇒ F ′ (λ)− V ′′ (λ)|λ=θ−0 = 0⇒ F ′ (θ) = V ′′ (θ)
The function F − V ′ is a differentiable on σε and equals 0 with its first derivative on σ.
Hence we have F (λ)− (V (cos λ))′ = O (|cosλ− cos θ|) for λ ∈ σε \ σ.
Proof of Proposition 6. From the identity∫ π
−π
(
χ
(n)
k (λ)χ
(n)
k−1 (λ)e
−nV (cosλ)
)′
dλ = 0,
and orthogonality
〈
d
dλ
χ
(n)
k−1 (λ) , χ
(n)
k (λ)
〉
= 0 we get
∫ 2π
0
sinλV ′ (cos λ)χ
(n)
k (λ)χ
(n)
k−1 (λ)e
−nV (cos λ)dλ = −1
n
〈
d
dλ
χ
(n)
k , χ
(n)
k−1
〉
. (3.5)
To compute the r.h.s of (3.5) we use the definition of orthogonal polynomials (1.1) and some
properties of polynomials P
(n)
k and Q
(n)
k . We assume that k is odd. For even k the proof is
similar. From the definition of χ
(n)
k we obtain
Ik,n :=
〈
dχ
(n)
2k+1 (λ)
dλ
, χ
(n)
2k (λ)
〉
=
〈
d
dλ
(
e−ikλP
(n)
2k+1 (λ)
)
, e−ikλQ
(n)
2k (λ)
〉
=
= −ik
〈
e−ikλP
(n)
2k+1 (λ) , e
−ikλQ
(n)
2k (λ)
〉
+
〈
d
dλ
P
(n)
2k+1 (λ) , Q
(n)
2k (λ)
〉
.
From the definition of P
(n)
k we have
P
(n)
k (λ) ⊥ eimλ, m = 0, . . . , k − 1; Q(n)k (λ) ⊥ eimλ, m = 1, . . . , k. (3.6)
Therefore the first term in the above relation is zero. Hence
Ik,n = i (2k + 1) c
(n)
2k+1,2k+1
〈
ei(2k+1)λ, Q
(n)
2k (λ)
〉
.
Now using (3.6) one more time and equality
∥∥∥P (n)k ∥∥∥ = 1 we obtain
Ik,n = i (2k + 1)
〈
P
(n)
2k+1 (λ)− c(n)2k+1,0, Q(n)2k (λ)
〉
=
= −i (2k + 1) c(n)2k+1,0
〈
1, Q
(n)
2k (λ)
〉
= −i (2k + 1) c(n)2k+1,0
〈
P
(n)
2k (λ) , e
i2kλ
〉
=
= −i (2k + 1) c
(n)
2k+1,0
c
(n)
2k,2k
= −i (2k + 1) α
(n)
2k+1
ρ
(n)
2k+1
(3.7)
Relations (3.5) and (3.7) give us (1.13).

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Proof of Proposition 12. We prove the proposition, using (1.6). Consider the difference
v2 − 2v0 and its integral representation.
v2 − 2v0 = 1
π
∫ π
−π
V ′ (a+ c cos 2φ) (cos 2φ− 1) dφ.
Changing the variables with sin
λ
2
= sin
θ
2
sinφ, we get
v2 − 2v0 = 1
πc3/2
∫
σ
−V ′ (cosλ) sin λsinλ/2
cos φ
dλ.
And finally, using (1.6), we obtain
v2 − 2v0 = 1
cπ
∫
σ
dµρ (µ) v.p.
∫
σ
cot
λ− µ
2
sinλ/2dλ√
sin2 θ/2− sin2 λ/2
=
2
c
∫
σ
ρ (µ) dµ =
2
c
.

Proof of Proposition 13 We prove first (2.50) for V ′ (a+ c cos 2u) = cos 2ku with k ≥ 0. B
is symmetric over changing α → −α, β → −β, α ↔ β. Hence, we can assume β ≥ α ≥ 0.
For odd α or β we will have 0, because of the ratio under the integral in the (2.49) does not
change after the shift u→ π+ u and v → π+ v. Therefore we change α→ 2α and β → 2β.
And finally, changing 2u→ u and 2v → v in (2.49), we obtain
B
(k)
2α,2β :=
1
4π2c
∫ π
−π
du
∫ π
−π
dv
cos ku− cos kv
cosu− cos v cosαu cosβv.
To compute this integral we use two evident relations
∫ π
−π
sin lu
sin u
du = 2πsign l ·
 1, l is odd,0, l is even. (3.8)∫ π
−π
cos lu− cos lv
cos u− cos v dv = 2π
sin lu
sinu
. (3.9)
Now to apply (3.8) and (3.9) we transform integral for B
(k)
2α,2β as follows
B
(k)
2α,2β =
1
4π2c
∫ π
−π
du
∫ π
−π
dv (cos ku− cos kv) cosαu− cosαv
cos u− cos v cos βv
+
1
4π2c
∫ π
−π
du
∫ π
−π
dv
cos ku− cos kv
cosu− cos v cosαv cos βv
21
We write the first integral as a sum of two parts: one with cos ku and the other with cos kv.
Then in the second part we integrate over u using (3.9). In the second integral above we
similarly integrate over u and use (3.9). Then we obtain
B
(k)
2α,2β =
1
4π2c
∫ π
−π
du cos ku
∫ π
−π
dv
cosαu− cosαv
cosu− cos v cos βv
+
1
2πc
∫ π
−π
dv
sin kv − sinαv
sin v
cosαv cos βv.
Note that the function fu (v) :=
cosαu− cosαv
cos u− cos v can be represented as a trigonometric
polynomial of v with degree not bigger than α − 1, therefore the first integral in the above
relation is equal to 0 if β ≥ α. And finally we have
B
(k)
2α,2β =
1
4πc
∫ π
−π
sin (k − α− β) v + sin (k − α+ β) v
sin v
dv
=
 c−1, k − α− β ∈ 2N+ 10, otherwise . (3.10)
Now using (3.10) and the Fourier expansion V ′ (a+ c cos 2φ) =
∞∑
k=0
v2k cos 2kφ, we obtain
the first equality in (2.50). To estimate B2α,2β we use the Schwarz inequality∣∣∣∣∣ ∑
k−α−β∈2N+1
v2k
∣∣∣∣∣ ≤
√ ∑
k>2α+2β
v2kk
6
√ ∑
k>2α+2β
1
k6
= O
(
(α + β)−5/2
)
.

Proof of Lemma 14 Using (2.52) in (2.51) we obtain
b
c
+
a
c
x˜k+1 − 1
2
(x˜k + x˜k+2) + v0
(
c
2
x˜k−1 +
1 + a
2
(−x˜k + x˜k+1)− c
2
x˜k+2
)
+
∞∑
l=−∞
[
c2
4
(
B|4l+2| −B|4l−2|
)
(x˜k+2l−1 − x˜k+2l+1)
+
c2
4
(
B|4l+4| −B|2l−2|+|2l+2|
)
(x˜k+2l+2 − x˜k+2l)
− b
2
2
(
B|4l−2| −B|4l−4|
)
(x˜k+2l−2 + x˜k+2l−1)
− b
2
2
(
B|4l+2| −B|2l−2|+|2l+2|
)
(x˜k+2l + x˜k+2l+1)
+ b2
(
B|4l| −B|4l−2|
)
(x˜k+2l−1 + x˜k+2l)
]
=
b
c
(
1 +
k
n
)
− 1
c
x˜k +Rk, (3.11)
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where Rk accumulates the errors of (2.51) and (2.52). It is easy to see that
|Rk| ≤ C
(
k2
n2
+ Sk +
∞∑
l=−∞
(Sk + Sk+2l)
(∣∣B|4l−4|∣∣ + . . .+ ∣∣B|4l+4|∣∣)
)
+ r
(n)
k .
Recollecting terms with x˜j we obtain the system (3.11) in the form (2.53). Definitions (2.53),
(2.54) and system (3.11) imply
δ (φ) = A0 + 2
∞∑
l=1
Al cos (lφ)
= −av0 + 1− (1 + a) v0
2
+ cv0 cosφ+ v2
(c
4
− c
2
cos 2φ+ 2a cosφ+ 2a
)
+
∑
l=1
v4l
(
c
2
(cos (2l + 1)φ− cos (2l − 1)φ)− 2a cos 2lφ− 2a− 4a
(
2l−1∑
k=1
cos kφ
))
+
∑
l=2
v4l−2
(
c
2
(cos (2l − 2)φ− cos (2l)φ) + 2a cos (2l − 1)φ+ 2a+ 4a
(
2l−2∑
k=1
cos kφ
))
=
(
c sinφ+ 2a cot
φ
2
) ∞∑
l=1
(−1)l−1 sin lφv2l − c
4
v2 + v0
(
−a− 1 + a
2
+ c cosφ
)
+
1
2
= −2
(
a + c sin2
φ
2
)( ∞∑
l=1
v2l (−1)l sin lφ
sinφ
2 cos2
φ
2
+ v0
)
. (3.12)
On the other hand, from the definition (1.10) we have
P
(
2 arcsin
(
sin
θ
2
sin
v
2
))
= 2π
√
2
(
1− c sin2 v
2
)(
(1− cos v)
∞∑
l=1
v2l
sin lv
sin v
− v0
)
. (3.13)
The equality can be obtained from (1.10) by the change of variables sin λ/2 = sin θ/2 sinu/2
and sinµ/2 = sin θ/2 sin v/2
P (µ) =
∫ θ
−θ
V ′ (λ)− V ′ (µ)
sin
λ− µ
2
dλ√
cosλ− cos θ
=
√
2
∫ π
−π
sin v/2 cosµ/2V ′ (a+ c cos v)− sin u/2 cosλ/2V ′ (a+ c cosu)
sin u/2 cosµ/2− sin v/2 cosλ/2
du
cos λ/2
=
√
2
∫ π
−π
cosµ/2
(
sin2 v/2V ′ (a+ c cos v)− sin2 u/2V ′ (a+ c cosu))
sin2 u/2− sin2 v/2 du
=
√
2 cosµ/2
(
(1− cos v)
∫ π
−π
V ′ (a+ c cosu)− V ′ (a+ c cos v)
cosu− cos v du− 2πv0.
)
(3.14)
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Now, using the definition of v2l and equality∫ π
−π
cos lu− cos lv
cosu− cos v du = 2π
sin lv
sin v
,
we obtain (3.13). Therefore,
δ (φ) =
√
1− c cos2 φ
2
π
√
2
P
(
−2 arcsin
(
sin
θ
2
cos
φ
2
))
. (3.15)
To estimate the reminder we will use the inequality∣∣∣∣∫ ∞
−∞
f (x) g (x)dx
∣∣∣∣ ≤
√
1
2πΓ (2s)
∫ ∞
0
e−yy2s−1 ‖f ⋆ Py‖22 dy
√∫ ∞
−∞
|ĝ (ξ)|2 (2 |ξ|+ 1)2s dξ,
(3.16)
where Py (t) =
y
π (y2 + t2)
, g (x) any s –times differentiable function with g(s) ∈ L2 and
f ∈ L2. The inequality was proposed in [6]. It can be obtained from the Schwartz inequality∣∣∣∣∫ ∞
−∞
f (x) g (x)dx
∣∣∣∣ = ∣∣∣∣ 12π
∫ ∞
−∞
f̂ (ξ) ĝ (ξ)dξ
∣∣∣∣
≤ 1
2π
(∫ ∞
−∞
∣∣∣f̂ (ξ)∣∣∣2 (2 |ξ|+ 1)−2s dξ)1/2(∫ ∞
−∞
|ĝ (ξ)|2 (2 |ξ|+ 1)2s dξ
)1/2
,
and exact computation of the Fourier transform of Py
P̂y (ξ) =
1
π
∫ ∞
−∞
y
y2 + t2
e−itξdt = sign (y) e−|y||ξ|.
Now, using that
‖f ⋆ Py‖22 =
1
2π
∥∥∥f̂ P̂y∥∥∥2
2
,
and the definition of the Γ function we obtain
1
Γ (2s)
∫ ∞
0
e−yy2s−1
∣∣∣P̂y (ξ)∣∣∣2 dy = 1
Γ (2s)
∫ ∞
0
e−y(2|ξ|+1)y2s−1dy = (2 |ξ|+ 1)−2s .
Finally, combining the above relations, we get (3.16). We use this inequality for V̂ ′ and
r̂ (ξ; d) with s = 3.∣∣∣∣ 12π
∫
V̂ ′ (ξ) r̂ (ξ; d) dξ
∣∣∣∣2 ≤ CV ∫ ∞
0
e−yy5 ‖r (d) ⋆ Py‖22 dy
= CV
∫ ∞
0
e−yy5
∥∥(f − f 0 − f 1) ⋆ Py∥∥22 dy.
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On the other hand, for any self-adjoint linear operator A and any linear B we have
1
2π
∫
eixξP̂y (ξ) e
iAξdξ =
1
π
ℑGA (−x+ iy) ,
1
2π
∫
eixξP̂y (ξ) e
iAξtBeiAξ(1−t)dξ =
1
π
ℑGA (−x+ iy)BGA (−x+ iy) ,
(3.17)
where GA (z) = (A− z)−1 . Hence from (2.43) and (3.17) we have
(f ⋆ Py) (x) =
1
π
ℑRk+d,k−1 (−x+ iy) , (3.18)
(
f 0 ⋆ Py
)
(x) =
1
π
ℑR⋆k+d,k−1 (−x+ iy) , (3.19)(
f 1 ⋆ Py
)
(x) =
1
π
ℑ{R⋆ (−x+ iy) δMR⋆ (−x+ iy)}k+d,k−1 . (3.20)
Using the resolvent identity, (3.18), (3.19), and (3.20), we obtain
(r ⋆ Py) (x) = (f ⋆ Py) (x)−
(
f 0 ⋆ Py
)
(x)− (f 1 ⋆ Py) (x)
= ℑ{R⋆ (−x+ iy) δMR (−x+ iy) δMR⋆ (−x+ iy)}k+d,k−1 . (3.21)
Now we are ready to estimate r (d) ⋆ Py.
|r (d) ⋆ Py| ≤ |〈R⋆ (−x + iy) δMR (−x+ iy) δMR⋆ (−x+ iy) ek−1, ek+d〉|
≤ ‖R‖
√
(R⋆ (−x+ iy) δM2R⋆ (−x− iy))k+d,k+d
·
√
(R⋆ (−x− iy) δM2R⋆ (−x+ iy))k−1,k−1. (3.22)
Both roots can be estimated using the definition of δM and (2.59). Finally we obtain
|r (d) ⋆ Py| ≤ ‖R‖
∞∑
s=−∞
|G2s|2 Sk+2s (3.23)
For sufficiently small y we will use another bound
|r (d) ⋆ Py| ≤ |(f ⋆ Py) (x)|+
∣∣(f 0 ⋆ Py) (x)∣∣ + ∣∣(f 1 ⋆ Py) (x)∣∣
≤ C
(
‖R‖+ ‖R⋆‖+ ‖δM‖
(
{R⋆ (z)R⋆ (z)}k+d,k+d + {R⋆ (z)R⋆ (z)}k−1,k−1
))
≤ C
(
‖R‖+ ‖R⋆‖+
d=2∑
d=−2
{R⋆ (z)R⋆ (z)}k+d,k+d
)
. (3.24)

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Proof of Proposition 15 It is easy to see that we can prove this proposition for even p. For
odd p it follows from the Schwartz inequality. The definition (2.59) implies
1
a− z + c cos 2φ =
∑
s
G2se
−2isφ.
Hence∑
s
|G2s|2 s2p =
∑
s
G2ss
2p 1
2π
∫ π
−π
e−2isφ
a− z + c cos 2φdφ
=
(
−1
4
)p
1
2π
∫ π
−π
(
∂2p
∂φ2p
1
a− z + c cos 2φ
)
1
a− z + c cos 2φdφ
= Cp
∫ π
−π
∣∣∣∣ ∂p∂φp 1a− z + c cos 2φ
∣∣∣∣2 dφ ≤ C ′py−2p ∫ π
−π
dφ
|a− z + c cos 2φ|2dφ
= C ′′p y
−2p−1ℑG0.
From the residue theorem we obtain
G0 =
2ζ
c (ζ2 − 1) , where ζ
2 + 2
a− z
c
ζ + 1 = 0 and |ζ | < 1.
Therefore,
|G0| = 1√|z − 1| |z − cos θ| .
Finally, combining all above bounds, we obtain∫ ∞
−∞
(∑
s
|G2s|2 s2p
)2
dx ≤ C ′′′p y−4p−2
∫ ∞
−∞
dx
|z − 1| |z − cos θ|
≤ C˜py−4p−2max {log 1/y, 1} . (3.25)

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