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Abstract: A major challenge of today’s society is to make large urban centres more sustainable.
Improving the energy efficiency of the various infrastructures that make up cities is one aspect being
considered when improving their sustainability, with Wastewater Treatment Plants (WWTPs) being
one of them. Consequently, this study aims to conceive, tune, and evaluate a set of candidate deep
learning models with the goal being to forecast the energy consumption of a WWTP, following a
recursive multi-step approach. Three distinct types of models were experimented, in particular,
Long Short-Term Memory networks (LSTMs), Gated Recurrent Units (GRUs), and uni-dimensional
Convolutional Neural Networks (CNNs). Uni- and multi-variate settings were evaluated, as well
as different methods for handling outliers. Promising forecasting results were obtained by CNN-
based models, being this difference statistically significant when compared to LSTMs and GRUs,
with the best model presenting an approximate overall error of 630 kWh when on a multi-variate
setting. Finally, to overcome the problem of data scarcity in WWTPs, transfer learning processes were
implemented, with promising results being achieved when using a pre-trained uni-variate CNN
model, with the overall error reducing to 325 kWh.
Keywords: deep learning; energy consumption; sustainable cities; transfer learning; wastewater
treatment plants
1. Introduction
Over the years, there has been an increase in global urbanisation through a greater
concentration of people in small spaces. According to the World Urbanisation Perspectives
report carried out in 2017 by the United Nations on the number of people living in urban
and rural areas worldwide, it was found that 4.1 billion people already lived in urban
areas [1]. In fact, cities have a fundamental role in sustainable development, namely related
to economic and environmental concerns.
With the increase in energy consumption, concerns about the energy sector have
expanded substantially. Although there has been a greater awareness of the impact of
non-renewable energy sources on the planet and the high emission of greenhouse gases, if
concrete and imperative measures are not applied, this problem will only worsen. Thus,
over the years, the term energy efficiency has become increasingly important and in-
dispensable. Energy efficiency can help reduce energy production and, consequently,
reduce greenhouse gas emissions and preserve fossil fuel resources, ensuring a notable
contribution to reducing environmental problems on our planet [2].
There are several infrastructures where energy consumption is high in a city, with
Wastewater Treatment Plants (WWTPs) being one of them. In a WWTP, achieving a high
energy efficiency level has become an increasingly important topic [3]. WWTPs, with the
execution of their functions, demand high levels of energy, reflecting about 7% of all energy
consumed worldwide [4]. In Portugal, about 4% of the consumed electricity is urban water
cycle’s responsibility, with approximately 25% of that energy being used in WWTPs [5].
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Reducing energy consumption, emission of greenhouse gases and operating costs has been
one of the main concerns of WWTP managers, who have been adopting more efficient
equipment and technologies [6,7]. Hence, a WWTP must always consider the efficient
management of all its resources, including energy.
Currently, in most WWTPs, low levels of energy efficiency performance are found.
In fact, several factors influence the consumed energy in this type of facilities, depending
on their characteristics and the types of treatments being applied. In general, the lack of
energy efficiency is due to [8]:
• A growing need for water recycling due to the scarcity of this resource;
• Types of motors and pumps that are used;
• Higher requirements on discharge parameters in the treated effluent;
• Water pumping processes, which require high energy consumption;
• Absence of energy recovery mechanisms;
• Low efficiency in operations, mixing, and aeration systems;
• Influent flow.
1.1. State of the Art
A study carried out by Li et al. [9] aimed at predicting energy consumption in a
WWTP through the use of a Radial Basis Function (RBF) neural network. To evaluate the
conceived models, they compared these with a Multi-variate Linear Regression (MLR)
model. The data were based on a WWTP located in China, with daily periodicity. The
data collected corresponded to 360 records, between December 2015 and December 2016,
with six invalid records removed. To decide which features were given as input to the
model, the authors used the Fuzzy C-Means (FCM) method. This method identified three
indicators: the influential charge, the Chemical Oxygen Demand (COD), and the total
nitrogen removed. The authors defined the FCM hyperparameters without any search
for the best value for each of them, such as the number of iterations or clusters. Each of
these selected indicators was used, one at a time, as input to the RBF model. The authors
used min relative error, max relative error, and mean absolute percentage error (MAPE)
for performance measurement metrics. In total, the authors developed four models with
different inputs, three of them for each set of selected indicators and another with the total
data. Using only data from each indicator’s subset, the RBF model performed better than
the MLR model. On the contrary, the MLRM model performed better when using the total
dataset as input. Overall, both models performed better when using only the data subset
of the indicators.
Harrou et al. [10] conducted a study to make short-term forecasts of energy con-
sumption in a WWTP, using statistical and Deep Learning (DL) models. The data used
in this study are between 2010 and 2017, belonging to a WWTP in Saudi Arabia. In total,
the authors used six statistical models, such as the Auto-regressive Integrated Moving
Average (ARIMA) or the Ordinary Least Square (OLS). Two types of networks were based
on DL models, Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU). The
models conceived by the authors used a uni-variate approach, where only the feature they
intend to forecast, the energy consumption, is given as input to the different candidate
models. The data were normalised between 0 and 1 for all conceived models. There was
no particular attention to the case of LSTM networks working internally with a hyperbolic
tangent. Throughout the manuscript, no cross-validation or overfitting control techniques
are mentioned in the conceived models. Regarding the evaluation metrics of the models,
the authors used four, i.e., MAPE, Mean Absolute Error (MAE), Root Mean Square Error
(RMSE), and Root Mean Squared Log Error (RMSLE). By observing the obtained results,
the authors verified that the statistical-based models slightly outperformed the DL models,
with ARIMA getting a MAPE of 2.29%, while the best DL model, LSTMs, presented a MAPE
of 2.42%. The authors also verified that the models’ parameters were updated recursively,
given a better performance than the models with no updates. However, they concluded
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that the DL models could provide forecast results with more significant performance when
applying more data. No reference was made regarding fitting times.
The study carried out by Huang et al. [11] had as objective the construction of an
energy consumption model in a WWTP based on Elman Neural Network-Energy Con-
sumption Model (ENN-ECM) to identify the relationship between energy consumption and
the quality of the effluent. The benchmark simulation model (BSM1) was used to compare
the authors’ model results. Both models were based on data related to an activated sludge
model, being obtained from BSM1, which provided data for a period of two weeks in
15-minutes time intervals. Firstly, the authors used the energy consumption model to verify
which effluent characteristics had a more significant relationship with the characteristics
related to energy consumption. Then, they implemented the ENN-ECM with five character-
istics of the effluent obtained from the energy consumption model to forecast four energy
consumption parameters. The network architecture, namely the number of layers, was
obtained through empirical formulas and the Kolmogorov theorem. The authors concluded
that the ENN-ECM model obtained better performance concerning energy consumption
with the analysis of the obtained results.
Ramli et al. [12] conducted a study to forecast energy consumption in a WWTP in
Malaysia using an ARIMA model. To compare the obtained results, the authors used a
linear regression method. The data used in this study were based on four years of active
power in the WWTP. To achieve the best ARIMA model, the authors used the Time Series
Modeler, incorporated in the SPSS software, obtaining the values (0, 1, 0) for ARIMA’s
parameters. The results allowed the authors to verify that the ARIMA model obtained
better performance than the linear regression with an RMSE of 55.59, compared to 67.51,
respectively. The authors further concluded that it was possible to increase energy efficiency
by 10% of energy recovery, which could reduce the cost of electricity in the studied WWTP.
Another study carried out by Maki et al. [13] aimed to forecast the total energy
consumption of a WWTP and the consumption in different processes, using a Markov
switching model. The data were collected by applying several sensors connected to a
WWTP energy distribution network in Japan and transmitted over a 3G line. The data
collection was carried out between March 2015, and March 2017, with a 1-min periodicity.
The authors then grouped the data into an hourly periodicity. In addition to the forecast of
total energy consumption at the WWTP, the authors also forecast the energy consumption
in the water treatment, sludge treatment, and auxiliary facilities processes. Additionally,
as the sum of the three identified processes’ energy consumed did not coincide with the
total energy consumed in the WWTP, they made the forecast for the remaining operations,
marked as “others”. An analysis was made of energy consumption over time, where it
was possible to verify that there is greater energy consumption in summer than winter. In
addition to the data collected by the sensors, the authors added six more features to be used
in the conceived model: holidays, office hours, temperature, humidity, wind speed, and the
previous five hours of energy consumption. Only 1 week was considered as input. With
the obtained results, the authors found that, except for the sludge treatment and auxiliary
facilities, the values were below 10%. Besides, the relationships between the variables that
affect the energy consumption forecast equation were verified in each process. The authors
then concluded that an increase in the WWTP’s energy consumption, together with the
increase in seasonal temperatures, leads to a rise between 0.1% and 0.2% for each 1 ◦C
in temperature.
Oulebsir et al. [14] conducted a study where they conceived an Artificial Neural
Network (ANN) to create an energy consumption model in a WWTP using the active sludge
process. The authors used data provided by a WWTP in Algeria between January 2006
and March 2016. In this study, the authors use four parameters: (1) the Biological Oxygen
Demand (BOD5), (2) the COD, (3) suspended solids and (4) ammonium. In addition, they
also use the water temperature, and flow of the influent, the flow of recirculated sludge,
and the total consumed energy. The authors applied a set of methods to clean the dataset,
keeping 318 days of observations even though the original dataset had 10 years of data. The
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different ANNs had six hidden layers with a total of 200 neurons each. The architecture of
the models was established using the trial-and-error method. In each conceived model, data
were divided into 80% for training and 20% for testing, without using a time series cross-
validator. The authors confirmed that the pollution load contributes more significantly to
forecasting energy consumption than the removal efficiency. The authors also applied the k-
means algorithm, observing three clusters. The authors were thus able to verify three classes
of energy consumption: under-consumption, over-consumption, and optimal consumption.
As an overall conclusion, it can be said that some studies have already considered
the use of DL models to forecast energy consumption in a WWTP. Typically, studies
follow a single-step approach, i.e., they only forecast consumption value for the next
day. Furthermore, it is usual to find studies that do not consider certain aspects of time
series problems, such as using an appropriate cross-validator, not breaking the time series
when removing missing values or missing timesteps, or even when searching the best
hyperparameters. In addition, it is not easy to understand the existence of overfitting as
learning curves are not analysed. All this may lead to significant problems when deploying
the best candidate model in a real-life scenario.
1.2. Goals, Research Questions, and Paper Structure
This work aims to conceive, tune, and evaluate a set of candidate DL models to forecast
energy consumption in a WWTP, going from recurrent to convolutional candidates. In
addition, the goal is to implement a recursive multi-step approach to forecast the next two
days, providing a stronger understanding of future patterns. We also aim to experiment
two different methods for outliers’ handling and the performance of the candidates in uni-
and multi-variate settings. Then, as last goal, we aim to evaluate the best candidate model
in a WWTP with a low volume of data. For that, we are required to apply transfer learning
processes, overcoming the problem of data scarcity.
This study uses data provided by a Portuguese water company. The elicited goals can
be translated into the following research questions:
1. Do recurrent neural networks have a better performance when forecasting energy
consumption in a WWTP than convolutional ones?
2. Which features facilitate the process of forecasting energy consumption in a WWTP?
3. Is it possible to apply transfer learning processes, with the goal being to use a pre-
trained model to forecast the energy consumption of a WWTP with low volumes
of data?
The remainder of this manuscript is structured in three more sections. Section 2
describes the materials and methods, namely the collection, exploration, and pre-processing
of data, the developed DL models, and the conducted experiments. Section 3 is responsible
for summarising the obtained results, as well as their interpretation. Finally, Section 4
discusses the obtained results and gathers the conclusions drawn from this study.
2. Materials and Methods
The following lines describe the materials and methods used throughout this study,
including collecting, exploring, and treating data. Additionally, the models used through-
out the work are described, as well as the evaluation metrics, the used technologies, and
the designed experiments.
2.1. Dataset
The data used in this study took into account three different datasets. Dataset one was
related to energy consumption while the second dataset described the volume of the flow of
water at the entrance of a WWTP. The third dataset described the climatological conditions.
The first two datasets were made available by a Portuguese wastewater company and
were related to a single WWTP. Regarding the energy consumption value, which is the
target feature, there is an intrinsic relationship between the different processes present in
a WWTP and the required energy (typically, the larger the WWTP, the greater its energy
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consumption). However, this relation was captured and described in the time series in itself
as the values were a snapshot of the state of the WWTP. The third dataset was collected
using the Open Weather Map API, and contains climatological data regarding the same
city where the WWTP was located. All datasets contained observations belonging to the
period between January 2016 to May 2020.
Figure 1 illustrates the WWTP layout used in this study. This WWTP was based on
four main stages: preliminary, primary, secondary and tertiary treatments. In addition,
there was also a line responsible for the sludge treatment. The preliminary treatment,
which included bar screening, was accountable for removing solids and materials of
greater volume, an essential step in the WWTP process since some of these objects could
damage some equipment in the following steps. The primary treatment, which included
the primary classifier, aimed to remove the smaller volume solids, namely the suspended
solids, from the previous stage and the organic matter present. In the secondary treatment,
two processes were included, the aeration tank and the secondary classifier. This stage
aimed to remove biodegradable organic matter from wastewater, in addition to suspended
solids and nutrients, such as nitrogen. Finally, the tertiary treatment was responsible for
removing the remaining suspended solids resulting from the previous stages. The sludge
produced in the primary and secondary treatment was inserted in the sludge treatment






















Figure 1. WWTP (Wastewater Treatment Plants) layout.
2.1.1. Data Exploration
The energy consumption dataset comprised two features: the energy consumption
value (in kWh) and the corresponding timestamp, making 1522 records with a daily
periodicity. The influent flow dataset also contained two features, i.e., the value of the
influent flow (in m3) and the timestamp, with a total of 1535 records, again with a daily
periodicity. Finally, the climatological dataset had a total of 25 features, including the
timestamp, air temperature, and humidity, among others, with a total of 38,651 hourly
timesteps. Table 1 presents the different features available in the three datasets, detailing
its characteristics and presenting the corresponding units of measure.
None of the three datasets had missing values. However, as in its genesis the problem
identified in this study was based on a time series problem, it was essential to pay attention
to missing timesteps. In the case of the climatological dataset, there were no missing
timesteps. On the contrary, both the energy consumption and the influent inflow datasets
contained missing timesteps. In the former, there were 88 missing timesteps, while in the
latter 75 missing timesteps were identified. In a subsequent section, it is explained how to
overcome the missing timesteps problem.
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As the main goal of this study was to forecast energy consumption, data exploration
emphasized the value_energy feature of the energy consumption dataset. Firstly, it is worth
mentioning that this feature presented an accumulated value. Hence, it was necessary to
subtract, from each observation, the value of the previous one, in order to obtain its real
value. Since the first observation had no previous one, it was removed. A box plot analysis
allowed us to identify the existence of some extreme outliers that were derived from an
incorrect insertion of values by the operators of the WWTP.
Table 1. Features available in the used datasets. Only the main features of the climatological dataset
are presented.
# Features Description Unit
Energy Consumption Dataset
1 date Timestamp date and time
2 value_energy Total energy consumption kWh
Influent Flow Dataset
1 date Timestamp date and time
2 flow Accumulated influent flow value m3
Climatological Dataset
1 dt_iso Timestamp date and time
2 temp Temperature ◦C
3 feels_like Human perception of climate ◦C
4 temp_min Minimum temperature ◦C
5 temp_max Maximum temperature ◦C
6 pressure Atmospheric pressure hPa
7 humidity Humidity percentage %
8 wind_speed Wind speed value m/s
9 wind_deg Wind direction Degrees
10 rain Rain volume mm
11 clouds_all Cloudiness percentage %
A statistical analysis of the energy consumption values was performed, being de-
scribed in Table 2. It was possible to verify that the mean energy consumption value in
the dataset presents a value of 8050.96 kWh, with a standard deviation of 3736.359 kWh.
The skewness was 3.172, representing an asymmetric distribution, i.e., the positive value
indicates a positive inclination in the distribution of the data, in which the tail size of the
right hand is larger than that of the left. Regarding the kurtosis value, it was 28.101. A
kurtosis value greater than 1 indicates that the distribution of energy consumption has a
very high peak (a leptokurtic distribution).
Table 2. Descriptive statistics for energy consumption.
Number of Items Mean Median Std. Deviation Skewness Kurtosis
1522 8050.960 7689 3736.359 3.172 28.101
We then explored the energy consumption over the months of a year, during the
5 years present in the dataset. In Figure 2 it is possible to verify a pattern in all the explored
years, with a constant drop in energy consumption between July and August.
Another analysis took into account the variation in energy consumption over the
different days of the week. This analysis was based on the mean value of the days of the
week for each year. As shown in Figure 3, it is possible to verify that Sunday and Monday
were the days when there was less energy consumption in the WWTP. In conclusion, it
appears that the traditional working days had a higher energy consumption on average,
while on weekends there was a decrease.
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Figure 2. Monthly variation of energy consumption over the years present in the dataset.




























Figure 3. Day of the week variation of energy consumption over the years.
To understand seasonality, we performed two different analyses on the energy con-
sumption data between 2016 and 2019: the first relative to the average consumption by
season and the second related to the energy consumption per trimester. Figure 4 depicts the
first analysis, being possible to verify that, typically, more energy was consumed during
the autumn. Interestingly, in 2019, autumn was the season with the lowest average energy
consumption value. In general, it was also possible to see that over the years, energy con-
sumption was rising in different seasons. Despite a higher number of average consumption
values, it was not in the autumn that the highest average peak was reached, but in the
spring of 2019 with a value of 10,912 kWh. Regarding the lowest peak, it occurred in the
winter of 2016, with a value of 4398 kWh. Additionally, it was possible to verify that, in
general, winter was the season with less consumption of energy.
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Figure 4. Mean energy consumption per seasons of the year.
The trimesters analysis showed that the fourth trimester had the highest energy
consumption values over the first three years. Despite this, the highest value was verified
in the second trimester of 2019, with 11,072 kWh. As demonstrated in the seasons’ analysis,
in general, the average values increased during the first three years. In 2019, there was an
increase in the first and second trimester and a decrease in the third and fourth ones.
Regarding the influent flow, an analysis was carried out considering the average
for each year, described in Table 3. As can be seen, 2019 was the year with the highest
volume of influent flow on the WWTP (1155.33 m3). Interestingly, checking the year of 2019
concerning the energy consumption (Figure 2), we verified that this year also obtained, in
general, the highest average of energy. On the other hand, looking at 2016, excluding the
incomplete year of 2020, this was where the lowest average influent flow value occurred,
this being, in general, the year with the lowest energy consumption value.








The first step to prepare the data were to carry out a feature engineering process in the
three datasets, thus creating three new features from the timestamps (i.e., year, month, and
day). The dataset related to climatological data, as mentioned, had an hourly periodicity, so
to match the same periodicity as the other datasets, these were grouped by day, month and
year, aggregating the mean value per feature.
As referred above, as both the energy consumption and influent flow datasets pre-
sented accumulated values, a method was applied to obtain the value that would corre-
spond to each specific day. The identified extreme outliers, which corresponded to miss
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insertions of values by the operators of the WWTP (for example, extra digits), were also
solved. The remainder of the data treatment is specified in the following lines.
Handling Missing Timesteps
To deal with the missing timesteps verified in the energy consumption and the influent
flow datasets, a dataset was created comprising all days (i.e., timesteps) that should have
been present in the dataset. In both cases, the start date was 2nd January 2016 and the
end date 28 May 2020. The datasets were joined, with missing timesteps being added
and having its features filled with the −99 value. Solving the missing timesteps problem
created a new one, missing values, i.e., timesteps that were missing were now present but
all their features had the −99 value.
Handling Missing Values
To fill the missing values, a queue-based approach was followed. Each record was read
for each of the two datasets with missing values, saving its value (energy consumption or
influent flow) in the mentioned structure, with a maximum size of eight values. Whenever
reading a record, if the queue was full, a push operation would be performed at the
beginning of the queue. When a timestep had a feature with the −99 value, its value would
be computed based on the average of the last eight records, i.e., the previous 8 days, present
in the queue. Once calculated, this value would then be pushed to the queue, eliminating
the oldest record. By the end of this process, no dataset had missing values neither missing
timesteps.
Joining Datasets
When reaching this point, each one of the three datasets was made of 1609 observations.
However, we were required to join the three datasets into a single one. This was performed
using the features year, month, and day. In the end, a single dataset was created, having
1609 observations with 30 features each.
Correlation Analysis
To verify which features had a more significant correlation with the target feature
(value_energy), it was first necessary to check whether the data followed a normal distri-
bution. Using a p < 0.05 and the Kolmogorov–Smirnov test, it was possible to verify
that all features assumed a non-Gaussian distribution. Hence, it was necessary to use
the non-parametric Spearman’s rank correlation coefficient, being possible to verify that
the features that had a more significant correlation with the target were the year, month,
temperature, and flow_value. Since the other features had a low correlation with the target,
they were removed. After this treatment, the final dataset had 1609 observations with a
shape (1609, 5). Table 4 shows an example of a record in the final dataset.
Table 4. Features present in the final dataset.







Extreme outliers were above 14,000 kWh. Only six observations were below 2000 kWh.
Since the range between the maximum and minimum values for the feature value_energy
was large, and considering the reduced amount of observations that were causing it, two
different methods were experimented to handle outliers. These two methods provided a
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comparative term for the different experiments, causing slight modifications to the input
data that were fed to the models. The two methods were as follows:
• Method 1—to further reduce the amplitude of the target feature, the few timesteps
with value_energy greater than 10,000 kWh or lower than 2000 kWh had their value
updated, using the queue-based approach described above. The goal was to use
interpolation to replace the outliers;
• Method 2—to further reduce the amplitude of the target feature, the few timesteps
with value_energy greater than 10,000 kWh or lower than 2000 kWh had their value
truncated. The goal was not to use interpolation to update the target value.
Normalisation
With the data prepared, the next step was to normalize them. Since LSTMs work
internally with the hyperbolic tangent, we decided that the applied normalization would




The final step was to go from an unsupervised problem to a supervised one, with
the respective inputs (X) and corresponding labels (y). Thus, it was necessary to create
sequences of data, which depend on the number of timesteps used as input for the models.
A sliding window was used over the initial dataset to create the different sequences and
the respective labels, thus creating a set of sequences that can be fed to the models. As an
example, if the shape of a model’s input was (1601, 7, 5), the first element set the number of
samples, the second the number of input timesteps, and the last the number of features. In
this example, the labels would have the shape (1601, 1). A similar algorithm can be seen in
the work of Fernandes et al. [15].
2.2. Model Conception
To achieve the objective of forecasting energy consumption in a WWTP, three different
DL models were conceived and evaluated, namely LSTMs, GRUs, and uni-dimensional
Convolutional Neural Networks (CNNs). Regarding the choice of models, concerning the
LSTM and GRU models, these were selected since they belong to the set of Recurrent Neural
Networks (RNNs), which has shown an outstanding performance in time series problems.
While traditional ANNs cannot remember what they learned in previous iterations, RNNs
can learn from earlier timesteps [16–19]. Regarding the choice of CNNs as the third model
to be used, despite its greater use in image processing, it has shown promising results in
terms of time series problems when using uni-dimensional convolutions [20–23].
To find the best combination of hyperparameters, two error metrics were used. The
RMSE is an error measure, as it measures the difference between the values predicted by






The second metric, the MAE, is the mean of the differences between predicted and
observed values. Its use is mainly to complement and strengthen the confidence on the







|yi − ŷi| (3)
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2.2.1. LSTMs
One of the models used in this study was based on a particular RNN, i.e., LSTMs.
RNNs are a type of network that, unlike ANNs, can have as input the current input and
pay attention to past inputs [24,25]. In other words, the decision taken on the timestep t− 1
will affect the timestep t. LSTMs, introduced in 1997 by Hochreiter and Schmidhubber [26],
can learn temporal dependencies over a long period, in addition to the short term. These
networks came to fill an existing problem in RNNs, where there was an exponential drop in
the backpropagated error in long periods. Nowadays, LSTMs are widely used in forecasting
problems, such as in road traffic or weather, and their use in detecting anomalies in time
series problems [27–31].
Regarding the architecture of LSTMs, it consists of multiple memory cells. There are
two states in each of these memory cells: the hidden state and the cell state. The hidden state,
already present in RNNs, is responsible for short-term memory, while on the other hand,
the cell state (not present in RNNs) has the capacity for long-term memory. Additionally,
each memory cell has internal gates, which allow a LSTM to forget ( ft), include (it), and
output (ot) information [26]. The following equations describe the calculation performed
on each of the gates.
it = σ(wi[ht−1, xt] + bi) (4)
ft = σ(w f [ht−1, xt] + b f ) (5)
ot = σ(wo[ht−1, xt] + bo) (6)
where σ represents the sigmoid function, wx the weight for the respective gate, ht−1
the output of the previous block, xt input at current timestep and bx the biases for the
respective gate.
First, through the sigmoid layer, it is necessary to decide which information will leave
the cell state (forget gate) and remain the same. The action on what will keep information is
divided into two stages, the first deciding which values should be updated through another
sigmoid layer (input gate) and the second creating a vector of new deals that can add to
the state through a hyperbolic tangent layer. The next cell state update is obtained through
a point multiplication operation on the two previous steps results. Finally, the output is
decided using a sigmoid layer (output gate) followed by a hyperbolic tangent one [26].
Figure 5 provides a graphical view of such a memory cell. The following equations describe
the calculation of the cell state, the candidate cell state and the final output.
c̃t = tanh(wc[ht−1, xt] + bc) (7)
ct = ft × ct−1 + iT × c̃t (8)
ht = ot × tanh(ct) (9)
where ct represents the cell state at timestep t and c̃t represents the candidate for cell state
at timestep t.














Figure 5. Architecture of a LSTM (Long Short-Term Memory) cell.
2.2.2. GRUs
Another model used in this study was the GRU. These networks are a subtype of
RNNs, introduced in 2014 by Kyunghyun Cho [32]. Like LSTMs, GRUs were developed
to solve the vanishing gradient problem of RNNs. GRUs are a simpler version of LSTMs,
and they can be faster than these, obtaining similar performance. Unlike LSTMs, GRU cells
only have the hidden state, which can maintain long and short term dependencies, thus
eliminating the LSTM cell state. Another difference is that GRUs only have two layers of
neural networks and have only two gates: reset (rt) and update (zt) [33]. The following
equations describe the calculation performed on each of the gates.
zt = σ(wz.[ht−1, xt]) (10)
rt = σ(wr.[ht−1, xt]) (11)
The first step performed in a GRU cell is to represent the information removed by
a sigmoid layer, from the previous hidden states, through the reset gate, working in a
very similar way to the LSTM forget gate. Then, through the update gate, the amount
of information from the previous timesteps is decided to be transmitted to the next state
through a sigmoid layer. The next step uses the reset gate, applying a hyperbolic tangent
layer, to introduce a new memory content, called the hidden state candidate. Finally, the
update gate effect is incorporated to create the new hidden state [33]. GRUs are, like LSTM,
widely used in forecasting problems in time series [34–36]. Figure 6 provides a graphical
view of a GRU cell. The following equations describe the calculation of the current memory
content and the final memory at current time step.
h̃t = tanh(w.[rt × ht−1, xt]) (12)
ht = (1− zt)× ht−1 + zt × h̃t (13)
where h̃t represents the current memory cell and ht the vector which holds information for
the current unit.












Figure 6. Architecture of a GRU (Gated Recurrent Units) cell.
2.2.3. CNNs
The last model used in this study was a CNN, a type of neural network developed
a few decades ago [37,38]. Its appearance was based on a survey carried out by Hubel
and Wiesel, in 1962, on the visual cortex of cats [39]. Over the past few years, CNNs
has been closely linked to the classification of images and object detection [40,41]. In
general, CNNs have a set of essential aspects: the convolutional layer, the pooling layer,
and the fully connected one. Based on an image as an input, the convolutional layer
is responsible for dividing the image’s features, while the fully connected layer uses the
output of the convolutional layer to classify. The pooling layer is used to reduce the amount
of information coming from the convolutional one.
Recent times came with the use of CNNs for time series problems, mainly using
uni-dimensional ones [21–23]. In the context of a time series problem, a significant aspect
that needs to be taken into account is the approach being followed in terms of the data
format, i.e., whether channels’ last or channels’ first. Concerning channels’ last, this
approach aims to reduce the number of timesteps while keeping the number of filters intact.
On the other hand, the channels’ first approach does just the opposite, i.e., reduces the
number of filters and keeps the number of timesteps intact. Depending on the followed
approach, this will always cause differences in the convolutional layer, which has the format
(timesteps, f ilters). The kernel size is yet another parameter responsible for defining the
timesteps window length that is affected by each filter. An illustrative example of a
channels’ last approach can be seen in work of Oliveira et al. [23]. Finally, the form of
calculating the shape of the output follows the following equation:
(Timesteps− KernelSize) + 1 (14)
2.3. Experiments
Several experiments were carried out, taking into account different scenarios as shown
in the next lines. The same random seed (91195003) was used in all conducted experiments.
2.3.1. Technologies
For data exploration, the Knime platform was used as well as the Python program-
ming language, version 3.7. Python was also used for data pre-processing and for the
development and evaluation of the DL models. Pandas, NumPy, scikit-learn, and matplotlib
were the used libraries. In addition to these, TensorFlow v2.0.0 was used to develop the
models. Regarding the hardware, all of it was made available by Google’s Colaboratory.
2.3.2. Experimental Setup
To achieve the goal of forecasting the energy consumption of a WWTP, it was necessary
to evaluate multiple candidate models. All candidates were designed to follow a recursive
multi-step approach, i.e., to forecast energy consumption for the next 2 days.
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For each type of DL model used in this study, candidate models were designed based
on an uni-variate and multi-variate approach. In the case of being uni-variate, the models
would only receive, as input, the value_energy feature. In the multi-variate approach, three
distinct scenarios were defined, with each scenario consisting in a different set of features.
Table 5 summarises the features that each scenario contains. These scenarios are useful
to understand the importance of temporal and climatological context data in the energy
consumption of WWTPs. The influent flow is included in all multi-variate scenarios, since
it had the highest correlation coefficient with the target feature.




Scenario 1 value_energy, year, month, temperature, flow_value
Scenario 2 value_energy, temperature, flow_value
Scenario 3 value_energy, flow_value
Two distinct datasets were built, one for each outliers’ method. For each method,
two approaches were followed: uni- and multi-variate. Then, for each approach, a set of
scenarios were defined. Figure 7 sets the different combinations of data used to fit and























Figure 7. Different combinations for the conception of the candidate models.
The search for the best hyperparameters’ configuration was performed using grid
search. This method was applied to tune parameters such as the model architecture, batch
size, or the number of timesteps that make an input sequence. Table 6 describes the
hyperparameters’ searching space considered for each model type. Besides, two callbacks
were defined over the validation’s loss. One aimed to automatically reduce the learning
rate, while the other stopped the training when the RMSE stopped improving.
To prevent overfitting and underfitting situations, learning curves were plotted, stored,
and analyzed. It should also be noted, taking into account that we were facing a time series
problem, that a time series cross-validator was used (k = 3), namely the TimeSeriesSplit API
of scikit-learn. This cross-validator, unlike traditional ones, had successive training sets
as supersets of those that came before. Each of these training sets was further split into
training and validation sets.
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Table 6. Hyperparameters searching space.
Parameter LSTM and GRU CNN
Layers [3, 4, 5] [3, 4, 5]
Neurons [32, 64, 128] -
Activation [ReLU, Tanh] [ReLU, Tanh]
Timesteps [14, 21, 28] [14, 21, 28]
Batch Size [5, 10, 20] [5, 10, 20]
Dropout [0.0, 0.5] [0.0, 0.5]
Kernel Size - [3, 4, 5]
Filters - [16, 32]
Pool Size - [2, 3]
3. Results
Several hundred experiments were run in order to evaluate all possible candidate
models. The candidates were evaluated considering their RMSE and MAE.
3.1. Method 1
The first method had the outliers updated as per the conceived queue-based approach.
Table 7 presents the best hyperparameter configurations for each combination in this
method. Within these combinations, it was possible to verify that the best one concerned
CNNs for the third multi-variate scenario, with a MAE of 630 and a RMSE of 690 kWh.
Table 7. Best results, per scenario, for Method 1. The letters stand as follows: a. timesteps; b. batch
size; c. number of layers; d. number of neurons/filters; e. pool size; f. kernel size; g. dropout; h.
activation; i. RMSE; j. MAE; k. time (s).
Model a. b. c. d. e. f. g. h. i. j. k.
Uni-Variate-Scenario 1
CNN 14 10 3 32 3 3 0.0 tanh 702.71 645.70 33
LSTM 21 20 3 32 - - 0.5 tanh 779.13 714.58 36
GRU 21 20 5 64 - - 0.0 ReLU 715.42 653.75 78
Multi-Variate-Scenario 1
CNN 21 20 5 32 3 3 0.5 ReLU 737.47 677.48 32
LSTM 21 5 4 64 - - 0.0 tanh 788.46 720.77 175
GRU 14 10 3 32 - - 0.5 tanh 755.56 693.78 73
Multi-Variate-Scenario 2
CNN 21 20 4 16 3 3 0.0 ReLU 742.35 684.92 19
LSTM 21 5 3 64 - - 0.0 ReLU 760.75 699.45 136
GRU 28 20 3 64 - - 0.0 ReLU 727.07 670.53 50
Multi-Variate-Scenario 3
CNN 28 20 4 32 3 3 0.5 ReLU 690.00 630.63 27
LSTM 21 20 4 128 - - 0.5 ReLU 729.73 668.62 91
GRU 21 20 3 32 - - 0.5 ReLU 746.98 683.02 38
Regarding the uni-variate approach, it was possible to verify some differences be-
tween some hyperparameters between the RNN-based models and the CNN-based model.
Concerning the number of timesteps and the value of the batch size, it appeared that the
CNN-based had the lowest value of both models, 14 and 10, respectively. Regarding the
number of layers and the number of neurons/filters, the GRU-based model presented the
highest values of 3, 5 and 64, respectively.
Overall, CNN candidates showed better results in all uni- and multi-variate scenarios,
except for the second scenario, where GRUs presented a better performance. Regarding
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the training times, CNNs candidate models demonstrated lower values than the other two,
with LSTM-based models being the ones taking more time to fit. It was also notable that
the number of timesteps given as input increased, in general, with the number of features
provided to the model. Concerning the activation function, it was also possible to verify
that there was a tendency to use tanh in the uni-variate approach, while in the multi-variate,
the best candidate models tended to use ReLU.
The best multi-variate scenario is the one that added, to the value_energy feature, the
flow_value, i.e., the influent flow value combined with energy consumption value. In this
approach, it was possible to verify that approach in terms of the number of timesteps,
in Scenario 1 and Scenario 2, the model based on LSTM and the model based on CNN
presented the same value in both cases, 21 timesteps (3 weeks). Regarding the batch size,
note that the LSTM-based model in Scenarios 1 and 2 had a lower value than the others,
while in Scenario 3, both models had the same value (20). It was also possible to verify
that the best candidate models had a better performance with climatological context and
without temporal context, except for CNN-based models. On the other hand, GRU-based
models had their the best performance in the uni-variate approach, while the other two
models presented their best performance in the multi-variate approach, more specifically
in Scenario 3 (value_energy and flow_value features).
Figure 8 plots eight multi-step forecasts for the best candidate model in this method
(the best CNN candidate in the third multi-variate scenario). These forecasts describe a set
of 28 timesteps (i.e., days) given as input, making a successive two-day forecast for a total
of 8 days.























Figure 8. Eight multi-step forecasts for the best candidate model in Method 1.
3.2. Method 2
The second method used a dataset that had the outliers truncated. Table 8 depicts
the best hyperparameter configuration for each combination of this method, with the best
candidate, a CNN, following a uni-variate approach and presenting a MAE of 784 and a
RMSE of 869 kWh. This meant that when truncating the outliers, a uni-variate approach
presented better results than a multi-variate one.
As in Method 1, the CNN-based models presented a training time shorter than the
others. It was also possible to verify that the CNN-based models had better performance.
These models show an interesting uniformity in the cardinality of timesteps, while in
the other models there was a higher fluctuation. Regarding the number of layers, it was
possible to verify a constant value in most models (three layers), except for two CNN-
based models.
In the uni-variate approach, it was possible to verify that the model based on CNN
presented a lower value of timesteps given as input to the model (14) than models based on
RNN. On the other hand, regarding the batch size value, the CNN-based model presented
a higher value than the others (30).
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Table 8. Best results, per scenario, for Method 2. The letters stand as follows: a. timesteps; b. batch
size; c. number of layers; d. number of neurons/filters; e. pool size; f. kernel size; g. dropout; h.
activation; i. RMSE; j. MAE; k. time (s).
Model a. b. c. d. e. f. g. h. i. j. k.
Uni-Variate-Scenario 1
CNN 14 30 4 32 2 4 0.5 tanh 869.78 784.23 13
LSTM 21 20 3 32 - - 0.5 tanh 913.90 828.48 72
GRU 28 20 3 64 - - 0.5 ReLU 869.85 798.94 83
Multi-Variate-Scenario 1
CNN 21 10 5 16 3 4 0.0 ReLU 926.23 845.11 27
LSTM 21 5 3 64 - - 0.0 ReLU 961.34 881.92 186
GRU 21 10 3 32 - - 0.5 ReLU 950.09 863.89 46
Multi-Variate-Scenario 2
CNN 14 20 3 16 3 4 0.0 tanh 885.90 796.07 21
LSTM 28 20 3 128 - - 0.0 ReLU 913.90 845.28 51
GRU 21 20 3 64 - - 0.0 ReLU 887.41 808.75 43
Multi-Variate-Scenario 3
CNN 14 20 3 16 3 3 0.0 tanh 916.27 831.90 12
LSTM 14 30 3 128 - - 0.5 tanh 946.63 854.81 31
GRU 21 20 3 32 - - 0.5 ReLU 898.67 816.27 39
Regarding the models conceived over the multi-variate approach, it was possible to
verify that the best performance was again obtained by a CNN-based model but now in
the second scenario. This scenario had, as input features, the value_energy, temperature, and
flow_value. In this approach, it was possible to verify that in the scenario with the most
significant number of features given with input to the models, all three models presented
the same value of timesteps (21). In the remaining scenarios, where there was a decrease in
the number of features, in general, the CNN-based model requires a lower timestamp value
than the rest. It should also be noted that, for the most part, all DL models required an
equal value of layers in each of the scenarios. It is also interesting to note that this scenario
held the best multi-variate candidates for CNNs, LSTMs, and GRUs.
Figure 9 illustrates several multi-step forecasts made by the best candidate model in
this method. Here, the input sequence was made of 14 timesteps (i.e., days).























Figure 9. Eight multi-step forecasts for the best candidate model in Method 2.
3.3. Transfer Learning
It is usual to find situations where an WWTP has insufficient data. Hence, a goal
of this study was to understand the applicability of transfer learning processes in this
domain. To achieve such a goal, data were obtained from a second WWTP. However,
no influent flow data were available. Hence, we were limited to apply transfer learning
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processes over the uni-variate approach since it only considers the value_energy feature,
which was only available in a daily periodicity for the years of 2016 and 2017. The best
uni-variate candidate model, a CNN, was conceived over the first method, i.e., the one
that had the outliers interpolated. Hence, the data from the second WWTP were treated
similarly. Finally, 2016 data were used for training and 2017 for testing.
To carry out the transfer learning process, it was necessary to store several parameters
of the best uni-variate CNN including its architecture, hyperparameters, and weights (the
pre-trained model). Two different settings were tried. The first one re-trained the entire
pre-trained CNN model, while the second one only re-trained the layers after the last
Conv1D/AveragePooling1D pair, inclusive. This is achieved by enabling, or disabling, the
trainable property of each layer. Table 9 describes the results achieved by the pre-trained
uni-variate CNN model, in each setting.
Table 9. Results of the pre-trained CNN (Convolutional Neural Networks) model on the second
WWTP (Wastewater Treatment Plants).
Setting RMSE MAE
1-All model re-trained 357.98 324.69
2-Re-train after the last pair, inclusive 367.72 334.18
It was possible to verify that the method with better performance was the one that
re-trained the entire model. This method had a MAE of 324 and a RMSE of 357 kWh.
Figure 10 illustrate eight multi-step forecasts for the best model. A total of 14 timesteps
were used as input, with successive two-day forecasts encompassing the next 8 days.

























Figure 10. Eight multi-step forecasts when re-train the entire model.
4. Discussion and Conclusions
Energy consumption forecasting in a WWTP can significantly impact these instal-
lations, making them increasingly sustainable, obtaining greater energy efficiency, and
reducing costs. After a diversity of experiments being carried out, from all the candidate
models, the one achieving a better performance was a multi-variate CNN over the dataset
created by Method 1, with a RMSE and MAE of 690 and 630 kWh, respectively.
Another interesting result was the differences in performance concerning the uni-
and multi-variate approaches, for the two methods. If in Method 1 the best candidate
model was a multi-variate one, in Method 2 it was uni-variate. Regarding both methods,
it can be said that the method in which interpolations are made (Method 1) allowed all
candidate models to achieve better performances when compared to the method that
truncated the outliers (Method 2). Overall, CNN models presented a better performance
than the remaining models. Table 10 summarises the obtained results.
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Table 10. Ordered list of best candidate models.
Method Approach Scenario Best Candidate RMSE MAE
1 Multi-Variate 3 CNN 690.00 630.63
1 Uni-Variate 1 CNN 702.71 645.70
1 Multi-Variate 2 GRU 727.07 670.53
1 Multi-Variate 1 CNN 737.47 677.48
2 Uni-Variate 1 CNN 869.78 784.23
2 Multi-Variate 2 CNN 885.90 796.07
2 Multi-Variate 3 GRU 898.67 816.27
2 Multi-Variate 1 CNN 926.23 845.11
Within the different scenarios in the multi-variate approach, there were some differ-
ences between both methods. In Method 1, the best multi-variate scenario was found when
combining the influent flow with the energy consumption values (Scenario 3). However,
in Method 2, the best multi-variate scenario was found when adding the climatological
context to the influent flow and energy consumption values (Scenario 2). In both methods,
it was possible to verify that the temporal context (year and month) worsened the energy
consumption forecasts.
Regarding the cardinality of timesteps required as input by the models, in CNN-based
models, the increase in the number of features usually led to an increase in the number
of timesteps. On the other hand, GRU-based models showed that more features led to a
lower number of timesteps. LSTM candidates had their results varying significantly.
Finally, an analysis was carried out to compare the three models’ performance. A
critical difference diagram was developed to represent the results of a two-tailed Nemenyi
post-hoc test, with a p < 0.05, as depicted in Figure 11. When the average ratings of two
models differ by, at least, the critical difference, we can say that the performance between
the two is statistically significant. Considering the mean MAE as measure, it is possible to







Figure 11. Critical difference diagram showing pairwise comparison of the average ranks in terms of
MAE (Mean Absolute Error) (p < 0.05).
In regard to the applied transfer learning processes, promising results were achieved
using a pre-trained uni-variate CNN model. The best performance was achieved when
re-training the whole model. To answer the research questions raised at the beginning of
the study, it can be said that (RQ1) CNNs performed better than RNNs, with CNN-based
models being the best in practically the whole set of experiments; (RQ2) that the feature
that most facilitated the process of forecasting energy consumption in a WWTP was the
influent flow; and (RQ3) it was found that it is viable to use transfer learning processes in
WWTP with a low volume of data and still present promising results.
However, it is known that other factors can be correlated with energy consumption in
a WWTP, such as the concentration of certain pollutants in water like BOD5. Nevertheless,
to obtain this data, laboratory analysis of WWTP waters is required. Thus, it can take us
several days to know the BOD5 value, among many others. Hence, from a data exploration
perspective, it is interesting to understand the impact of such pollutants on energy con-
sumption. Although, from an engineering point of view, this is a significant limitation as
the goal of this study is to deploy the best DL model to have real-time forecasts of energy
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consumption. If we were expected to include the concentration of such pollutants, it would
only be possible to predict the value of energy consumption in the WWTP for tomorrow
after obtaining the results from the laboratory, and this would only be available the day
after tomorrow. In this way, we would not be able to implement the model to predict the
value of energy consumption for tomorrow due to some input parameters of the model
would be unknown and would only be available in a few days.
Considering that we are handling a real-life scenario and that the goal is to deploy
the best candidate model in a WWTP, future work and research will focus on the use of
more extensive sets of data, as well as the conception and evaluation of hybrid models to
forecast energy consumption. An additional goal is to conceive a dashboarding platform for
Machine Learning Operations (MLOps) to improve the process of monitoring the execution
and performance of the deployed models.
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ENN-ECM Elman Neural Network-Energy Consumption Model
FCM Fuzzy C-Means
GRU Gated Recurrent Units
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