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AUTOKORRELATIONSTESTS BEI
CAUCHY-VERTEILTEN ZUFALLSVARIABLEN
Von Ralf RUNDE
Zusammenfassung: In dieser Arbeit wird die asymptotische Nullverteilung des em-
pirischen Autokorrelationskoezienten und des von Neumann ratio hergeleitet, wenn die
Stichprobe aus einer Cauchy-verteilten Grundgesamtheit oder aus dem Anziehungsbereich
einer Cauchy-Verteilung stammt. F

ur die Dichte der Grenzverteilung wird eine Reihen-
darstellung entwickelt, so da asymptotische Signikanzpunkte der Autokorrelationstests
mittels numerischer Methoden berechnet werden k

onnen.
Summary: We consider the asymptotic null distribution of the empirical autocorrelation
coecient and the von Neuman ratio when the random variables belong to the domain of
attraction of a Cauchy law. A series expansion for the density of the limiting distribution
is developed and some critical values of the tests are computed numerically.
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"Practical statisticians have tended to disregard nonnormality, partly for lack of an ade-
quate body of mathematical theory to which an appeal can be made, partly because they
think it is too much trouble, and partly because of a hazy tradition that all mathematical
ills arising from nonnormality will be cured by suciently large numbers. This last idea
presumably stems from central limit theorems, or rumors or inaccurate recollections of
them.\ Harold Hotelling, 1961
1 Problemstellung
Gegeben sei eine Folge fX
i
g; i = 1 ;. . . ; n; von identisch verteilten Zufallsvariablen mit
Lokationsparameter  2 IR und Skalenparameter c
2
> 0, und beide Parameter seien
unbekannt. F

ur E(X
2
i
) <1 sei c
2
= Var( X
i
).
Im Falle einer endlichen Varianz ist der theoretische Autokorrelationskoezient erster
Ordnung (im weiteren kurz Korrelationskoezient genannt) von X
i
durch
 =
E(X
i
  )(X
i 1
  )
c
2
(1)
gegeben, mit empirischem Gegenst

uck
r =
P
n
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
X)
2
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Eine alternative Variante des empirischen Korrelationskoezienten ist etwa
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=
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;
die man bei strikter Anwendung der Bravais-Pearson-Formel erh

alt. Hierbei ist

X
+
=
1
n 1
P
n
i=2
X
i
und

X
 
=
1
n 1
P
n
i=2
X
i 1
. Dieser Koezient ist jedoch mit r aus (2) nu-
2
merisch fast identisch und hat die gleiche normierte Grenzverteilung. Daher gelten alle
weiteren Ausf

uhrungen analog auch f

ur r

.
Es soll nun

uberpr

uft werden, ob die Zufallsvariablen X
i
; i = 1 ;. . . ; n , seriell unkorreliert
sind. Das zweiseitige Testproblem lautet also
H
0
:  = 0 gegen H
1
:  6= 0 : (3)
Die einseitigen Hypothesen H
(1)
0
:   0 bzw. H
(2)
0
:   0 sind f

ur die Resultate dieser
Arbeit v

ollig analog zu (3) zu behandeln und werden im folgenden nicht n

aher betrachtet.
Im Standardfall X
i
 N (; 
2
) ; i = 1 ;. . . ; n , ist der empirische Korrelationskoezient
aus (2) identisch mit der Teststatistik f

ur den gleichm

aig m

achtigsten Test zum Niveau
#; 0 < # < 1, falls der Hypothese aus (3) die einseitigen Alternativen  < 0 bzw.  > 0
gegen

ubergestellt werden. F

ur das zweiseitige Testproblem (3) ist r die Teststatistik f

ur
den gleichm

aig m

achtigsten Niveau-#-Test in der Klasse der unverf

alschten Tests (vgl.
Anderson, T.W., 1948).
Selbst unter der Normalverteilungsannahme hat die Nullverteilung von r allerdings eine

uberaus komplizierte Gestalt. Sie wurde erstmals von Anderson, R.L. (1942) be-
stimmt. In seiner Arbeit tabelliert er auch 1%- und 5%-Signikanzpunkte bis zu einem
Stichprobenumfang von n = 75. Pan (1968) berechnet unter obigen Voraussetzungen die
exakte Verteilung von r f

ur  1    1 und erh

alt auerdem eine Integraldarstellung f

ur
die Verteilungsfunktion von r unter H
0
. Aufgrund der aufwendig zu bestimmenden exak-
ten Verteilung von r werden in der Literatur zahlreiche Approximationen vorgeschlagen
(vgl. etwa Koopmans, 1942, Dixon, 1944, oder Rubin, 1945).
F

ur unabh

angig identisch verteilte X
i
mit E(X
2
i
) < 1; i = 1 ;. . . ; n , zeigenAnderson
und Walker (1964), da unter H
0
p
n r
d
!N (0; 1) (4)
3
f
ur n!1 , wobei
"
d
!\ f

ur Konvergenz in Verteilung steht. Somit k

onnen bei Benutzung
der Teststatistik
p
n r die asymptotischen Signikanzpunkte f

ur das Testproblem (3) aus
den Quantilen der Standardnormalverteilung entnommen werden.
Ein weiterer von vielen m

oglichen Tests zur

Uberpr

ufung der Nullhypothese aus (3), der
auf von Neumann et al. (1941) zur

uckgeht, beruht auf dem Quotienten der mittleren
quadrierten sukzessiven Dierenzen der X
i
und der empirischen Varianz
r
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=
P
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i
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i 1
)
2
P
n
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
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2
: (5)
Zwischen dem
"
von Neumann ratio\ r
V N
aus (5) und r aus (2) gilt folgende Beziehung:
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=
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wobei
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Von Neumann (1941 und 1942) bestimmt die exakte Verteilung von r
V N
. Koopmans
(1942) gibt eine Integraldarstellung f

ur die Dichte des von Neumann ratios an, und Hart
und von Neumann (1942) berechnen f

ur kleine Stichproben bis n = 10 Signikanzpunkte
f

ur den Test, basierend auf r
V N
.
Anderson und Walker (1964) zeigen, da die Beziehung (4) nicht unbedingt normal-
verteilte X
i
's voraussetzt, solange die Grundgesamtheit eine endliche Varianz hat. Ist
E(X
2
i
) =1, wie es etwa bei der Cauchy-Verteilung oder Verteilungen aus ihrem Anzieh-
ungsbereich der Fall ist, so gilt die asymptotische Normalit

at von
p
n r nicht mehr, und
statt der Grenzverteilung aus (4) erh

alt man
p
n r
P
! 0 (8)
4
f
ur n!1 (vgl. Kr

amer und Runde, 1991), wobei
"
P
!\ die Konvergenz in Wahrschein-
lichkeit bezeichnet. Die Beziehung (8) besagt, da sich der empirische Korrelationskoef-
zient bei unendlicher Varianz der X
i
's trotz Multiplikation mit
p
n bei wachsendem
Stichprobenumfang n um die Null konzentriert. Damit gehen aber auch die Quantile
der Pr

ufgr

oe
p
n r gegen Null, und der mit festen Signikanzpunkten operierende Stan-
dardtest wird zunehmend konservativ. Um bei unendlicher Varianz eine nichtdegenerierte
Grenzverteilung des Korrelationskoezienten r zu erhalten, ist folglich ein gr

oerer Nor-
mierungsfaktor als
p
n erforderlich.
Untersuchungen des seriellen Korrelationskoezienten erster Ordnung hinsichtlich seiner
Robustheit gegen

uber Abweichungen von der Normalverteilung gehen bis in die sechziger
Jahre zur

uck. Cox (1966) betrachtet in Simulationsstudien Signikanzpunkte von
p
n r
bei Stichprobenumf

angen von n =10, 20 und 50 f

ur verschiedene Verteilungen der Grund-
gesamtheit. Dabei legt er neben anderen eine Mischung aus zwei Normalverteilungen,
eine Doppeltexponential- und eine Cauchy-Verteilung zugrunde. Auer bei der Cauchy-
Verteilung liefern alle von ihm untersuchten F

alle eine asymptotisch gute Anpassung von
p
n r an die Normalverteilung.
Phillips und Loretan (1991) leiten unter anderem die asymptotische Nullverteilung
des von Neumann ratios r
V N
f

ur eine Stichprobe aus dem Anziehungsbereich einer sym-
metrischen stabilen Verteilung her, und Kr

amer und Runde (1991) betrachten unter
den gleichen Voraussetzungen die Konsequenzen f

ur die Grenzverteilung von r. Eine spe-
zielle stabile Verteilung, n

amlich die Cauchy-Verteilung, wird nun in dieser Arbeit n

aher
untersucht.
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2 Einbettung der Cauchy-Verteilung in die stabilen
Verteilungen
Eine Zufallsvariable S mit charakteristischer Funktion
'
S
(t) = E(e
itS
)
=
8
>
<
>
:
exp

it   (1  ) cos
 

2

jctj


1  isign(t) tan
 

2
	
;  6= 1
exp

it 

2
jctj

1 + isign(t)
2

ln jtj
	
;  = 1 :
(9)
geh

ort zur Klasse der stabilen Verteilungen; oder kurz: S ist stabil verteilt (vgl. Ibra-
gimov und Linnik, 1971, S.43). Hierbei ist  2 IR der Lokationsparameter, c

=
c
1
+ c
2
> 0; c
1
; c
2
 0; der Skalenparameter,  =
c
1
 c
2
c
1
+c
2
; jj  1; der Schiefeparame-
ter und ; 0 <   2; der charakteristische Exponent der stabilen Verteilung. Um die
Abh

angigkeit von den in (9) aufgef

uhrten Parametern zu verdeutlichen, wird eine sta-
bile Zufallsvariable im folgenden mit S(; ; c;  ) bezeichnet. S(; ) :=
S(;;c;) 
c
ist
"
standard stabil\ verteilt mit  = 0 und c = 1.
Der Parameter  in (9) bestimmt die Schiefe einer stabilen Verteilung: F

ur  > 0 ist die
Verteilung rechtsschief, f

ur  < 0 linksschief und f

ur  = 0, d.h. c
1
= c
2
symmetrisch.
Der charakteristische Exponent  wird h

aug auch als
"
Sch

arfeparameter\ bezeichnet.
Er bestimmt die Randwahrscheinlichkeiten einer stabilen Verteilung: Je kleiner  ist,
desto mehr Wahrscheinlichkeitsmasse liegt in den R

andern der Verteilung. Das wiederum
hat Auswirkungen auf die Existenz der Momente, denn eine stabile Verteilung hat nur
endliche absolute Momente der Ordnung  mit 0 <  < , wohingegen alle Momente
h

oherer Ordnung unendlich sind (vgl. etwa Feller, 1971, S.578).
Weder f

ur die Dichte f(; ; c;  ;x) noch f

ur die Verteilungsfunktion F (; ; c;  ;x) einer
stabilen Verteilung gibt es eine elementare funktionale Darstellung im allgemeinen Fall.
Schliet man die degenerierte Verteilung aus, so f

uhren allerdings drei spezielle Parame-
terkonstellationen zu wohlbekannten Verteilungen (vgl. etwa Feller, 1971, S.173):
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(I)  = 2 ; = 0: '
S(2;0;c;)
(t) = e
it
e
 c
2
t
2
) f(2; 0; c;  ;x) =
1
2
p
c
2
e
 
(x )
2
4c
2
; x 2 IR ;
d.h. S(2; 0; c;  ) ist normalverteilt mit Erwartungswert und Varianz 2c
2
, und
S(2; 0) =
S(2;0;c;) 
p
2c
2
ist standardnormal verteilt mit Dichte
f(2; 0; x) =
1
p
2
e
 
x
2
2
; x 2 IR : (10)
(II)  = 1 ; = 0: '
S(1;0;c;)
(t) = e
it
e
 
c
2
jtj
) f(1; 0; c;  ;x) =
2c
c
2

2
+ 4( x  )
2
; x 2 IR ;
d.h. S(1; 0; c;  ) ist Cauchy-verteilt mit Lokationsparameter und Skalenparameter
c
2
, und S(1; 0) =
2[S(1;0;c;) ]
c
ist standard Cauchy-verteilt mit Dichte
f(1; 0; x) =
1
(1 + x
2
)
; x 2 IR : (11)
(III)  =
1
2
;  = 1: '
S(1=2;1;c;)
(t) = e
it
e
 
p
c
2
jtj[1 isign(t)]
) f(
1
2
; 1; c;  ;x) =
8
>
<
>
:
p
c
2
p
(x )
3
e
 
c
4(x )
; x > 
0 ; x   ;
d.h. S(
1
2
; 1; c;  ) ist Levy-verteilt (oder invers 
2
-verteilt) mit Lokationsparameter
 und Skalenparameter
p
c
2
, und S(
1
2
; 1) =
2[S(
1
2
;1;c;) ]
c
ist standard Levy-verteilt
mit Dichte
f(
1
2
; 1; x) =
8
>
<
>
:
1
p
2x
3
e
 
1
2x
; x > 0
0 ; x  0 :
(12)
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Eine Zufallsvariable X mit nicht degenerierter Verteilungsfunktion F (x) liegt nun genau
dann im Anziehungsbereich einer stabilen Verteilung mit charakteristischem Exponenten
0 <  < 2, wenn f

ur jxj ! 1
F (x) =
8
>
<
>
:
c
1
+o(1)
( x)

h( x) ; x < 0
1 
c
2
+o(1)
x

h(x) ; x > 0
(13)
(vgl. Ibragimov und Linnik, 1971, S.76 ). Hierbei ist h(x) eine langsam variierende
Funktion mit lim
x!1
h(tx)
h(x)
= 1 f

ur alle t > 0, und c
1
; c
2
sind Konstanten mit c
1
; c
2

0; c
1
+ c
2
> 0, analog zu (9).
Charakteristisch daf

ur, ob oder ob nicht F (x) im Anziehungsbereich einer stabilen Ver-
teilung liegt, ist folglich das Verhalten von F (x) in den R

andern. Konvergiert die Dichte
f(x) f

ur jxj ! 1
"
zu schnell\ gegen Null, so liegt F (x) nicht im Anziehungsbereich einer
stabilen Verteilung. Eine triviale Konsequenz aus (13) ist, da jede stabile Verteilung in
ihrem eigenen Anziehungsbereich liegt.
Speziell f

ur den Fall  = 1 und  = 0 bedeutet dies, da jede Verteilung, deren Vertei-
lungsfunktion
F (x) =
8
>
<
>
:
c+o(1)
 x
h( x) ; x < 0
1 
c+o(1)
x
h(x) ; x > 0
(14)
f

ur jxj ! 1 erf

ullt, wobei c > 0 und h(x) eine langsam variierende Funktion ist, im
Anziehungsbereich einer Cauchy-Verteilung liegt.
Da in dieser Arbeit nur die Cauchy-Verteilung bzw. Verteilungen aus ihrem Anziehungs-
bereich von Interesse sind, wird hier nicht weiter auf die stabilen Verteilungen eingegan-
gen. F

ur eine ausf

uhrliche Diskussion sei stattdessen auf Feller (1971), Ibragimov
und Linnik (1971) oder auf die Monographie von Zolotarev (1986) verwiesen. Eine
sch

one Zusammenfassung der wichtigsten Eigenschaften stabiler Verteilungen sowie einen
8
umfassenden

Uberblick der bis dahin erschienenen Literatur liefert auch die Arbeit von
Holt und Crow (1973).
3 Asymptotische Nullverteilung des empirischen
Autokorrelationskoezienten bei einer Stich-
probe aus dem Anziehungsbereich einer Cauchy-
Verteilung
Wie schon in (8) gezeigt, mu der Korrelationskoezient r bei einer Grundgesamtheit
mit unendlicher Varianz mit einem gr

oeren Faktor als
p
n normiert werden, um eine
nichtdegenerierte Grenzverteilung der Teststatistik zu erhalten. Eine Aussage dar

uber,
wie dieser Normierungsfaktor zu w

ahlen ist, ndet man in Davis und Resnick (1986).
Ein Spezialfall ihres Theorems 3.3 besagt, da f

ur eine Folge von unabh

angig identisch
verteilten Zufallsvariablen fX
i
g; i 2 IN, aus dem Anziehungsbereich einer symmetrischen
stabilen Verteilung mit charakteristischem Exponenten 1   < 2
 
(c

n)
 2=
n
X
i=1
(X
i
 

X)
2
; [c
2
n ln(n)]
 1=
n
X
i=2
(X
i
 

X)(X
i 1
 

X); . . . ;
. . . ; [c
2
n ln(n)]
 1=
n
X
i=m+1
(X
i
 

X)(X
i m
 

X)
!
d
!
 
S(

2
; 1); S
1
(; 0); . . . ; S
m
(; 0)

(15)
f

ur n ! 1 gilt, wobei S(

2
; 1), S
1
(; 0); . . . ; S
m
(; 0) in (15) stochastisch unabh

angig
sind, und c > 0 ist analog zu (9).
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Mit Hilfe von (15) und den

Uberlegungen aus Abschnitt 2 l

at sich nun eine Reihendar-
stellung f

ur die Dichte der Grenzverteilung des Autokorrelationstests herleiten, falls die
zugrundeliegenden Zufallsvariablen aus dem Anziehungsbereich einer Cauchy-Verteilung
stammen:
SATZ
Sei fX
i
g; i = 1 ;. . . ; n , eine Folge von identisch verteilten Zufallsvariablen mit Vertei-
lungsfunktion gem

a (14), die also im Anziehungsbereich einer Cauchy-Verteilung liegen.
Falls die Nullhypothese aus (3) erf

ullt ist, gilt f

ur n!1
(a)
n
ln(n)
P
n
i=2
(X
i
 

X)(X
i 1
 

X)
P
n
i=1
(X
i
 

X)
2
d
! R (16)
und
R
d
=
S(1; 0)
S(
1
2
; 1)
: (17)
(b) Die charakteristische Funktion von R ist gegeben durch
'
R
(t) =
1
p
1 + 2 jtj
: (18)
(c) Die Dichte von R lautet
f
R
(x) =
1
2
r

jxj
(
cos

jxj
2

"
1 
4
p
2
1
X
k=0
( 1)
k
jxj
(4k+1)=2
(2k)!(4k + 1)2
(4k+1)=2
#
+ sin

jxj
2

"
1 
4
p
2
1
X
k=0
( 1)
k
jxj
(4k+3)=2
(2k + 1)!(4k + 3)2
(4k+3)=2
#)
(19)
f

ur x 6= 0 .
Beweis: Im weiteren bezeichnen die Zahlen in den eckigen Klammern die Nummer der
Formel aus Gradshteyn und Ryzhik (1980), nach der die jeweilige Beziehung hergelei-
tet wurde.
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Zu (a):
Die Aussagen (16) und (17) folgen unmittelbar aus den Resultaten von Davis und Res-
nick (1986). Gem

a (15) gilt f

ur  = 1
 
(cn)
 2
n
X
i=1
(X
i
 

X)
2
; [c
2
n ln(n)]
 1
n
X
i=2
(X
i
 

X)(X
i 1
 

X)
!
d
!
 
S(
1
2
; 1); S(1; 0)

;
und S(
1
2
; 1); S(1; 0) sind stochastisch unabh

angig.
F

ur Zufallsvariablen Y
i
; Y
ij
; i = 1 ;2; j = 1 ;2; . . . und eine stetige Funktion g : IR
2
! IR
k
gilt:
(Y
1n
; Y
2n
)
d
! (Y
1
; Y
2
) f

ur n!1
) g(Y
1n
; Y
2n
)
d
! g(Y
1
; Y
2
) f

ur n!1
(vgl. Serfling, 1980, S.24).
Mit g : IR
2
! IR; g(y
1
; y
2
) =
y
2
y
1
folgt unmittelbar die Behauptung von (a).
Zu (b):
Gem

a (11) bzw. (12) ist auf der rechten Seite von (17) S(1; 0) Cauchy-verteilt und
S(
1
2
; 1) Levy-verteilt mit gemeinsamer Dichte
f
S(1;0);S(1=2;1)
(x; y) =
1
(1 + x
2
)
1
p
2
p
y
3
e
 
1
2y
; x 2 IR ; y 2 IR
+
:
Falls X und Y stochastisch unabh

angige Zufallsvariablen sind, ist
E(g(X; Y )) =
ZZ
g(x; y)f
X;Y
(x; y)dx dy
11
und somit
'
R
(t) = E(e
it
S(1;0)
S(1=2;1)
)
=
Z
1
0
1
p
2
p
y
3
e
 
1
2y
Z
1
 1
e
it
x
y
1
(1 + x
2
)
dx
| {z }
='
S(1;0)
(
t
y
)=e
 
jtj
y
dy
=
Z
1
0
1
p
2
p
y
3
e
 
1
2y
 
jtj
y
dy :
Substituiere z =
1
y
(
1
2
+ jtj) ) y =
1
z
(
1
2
+ jtj) und
dy
dz
=  
1=2+jtj
z
2
. Damit ist
'
R
(t) =
1
2
+ jtj
p
2
Z
1
0
1
z
2
p
z
3
q
(
1
2
+ jtj)
3
e
 z
dz
=
1
p
2
q
1
2
+ jtj
Z
1
0
1
p
z
e
 z
dz
| {z }
= (
1
2
)=
p

=
1
p
1 + 2 jtj
:
Zu (c):
Nach dem Invertierungssatz f

ur charakteristische Funktionen ist
f
X
(x) =
1
2
Z
1
 1
e
 itx
'
X
(t) dt
und somit
f
R
(x) =
1
2
Z
1
 1
e
 itx
1
p
1 + 2 jtj
dt
=
1
2
Z
1
0
cos(tx)
p
1 + 2 jtj
dt :
Die letzte Beziehung folgt aus der Symmetrie von (1 + 2jtj)
 1
. Durch die Substitution
t =
z
2
und aufgrund der Symmetrie der Cosinus-Funktion ist
f
R
(x) =
1
2
Z
1
0
cos(
x
2
z)
p
1 + z
dz : (20)
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Nach [3.751,2] ist
Z
1
0
cos(az)
p
z + b
dz =
r

2a
h
cos(ab) + sin(ab)  2C(
p
ab) cos(ab)  2S(
p
ab) sin(ab)
i
f

ur a > 0. Hierbei sind S() und C() das Fresnel'sche Sinus- bzw. Cosinusintegral, mit
[8.250,2]
S(t) =
2
p
2
Z
t
0
sin(y
2
) dy
und [8.250,3]
C(t) =
2
p
2
Z
t
0
cos(y
2
) dy ;
oder als Reihendarstellung [8.253,2]
S(t) =
2
p
2
1
X
k=0
( 1)
k
t
(4k+3)
(2k + 1)!(4k + 3)
und [8.253,3]
C(t) =
2
p
2
1
X
k=0
( 1)
k
t
(4k+1)
(2k)!(4k + 1)
:
Somit ist wegen der Symmetrie der Cosinus-Funktion f

ur x 6= 0
f
R
(x) =
1
2
Z
1
0
cos(
x
2
z)
p
1 + z
dz
=
1
2
r

jxj
"
cos(
jxj
2
) + sin(
jxj
2
)  2C(
r
jxj
2
) cos(
jxj
2
)  2S(
r
jxj
2
) sin(
jxj
2
)
#
=
1
2
r

jxj
(
cos

jxj
2

"
1 
4
p
2
1
X
k=0
( 1)
k
jxj
(4k+1)=2
(2k)!(4k + 1)2
(4k+1)=2
#
+ sin

jxj
2

"
1 
4
p
2
1
X
k=0
( 1)
k
jxj
(4k+3)=2
(2k + 1)!(4k + 3)2
(4k+3)=2
#)
: 2
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Aufgrund des Satzes und des Zusammenhangs (6) zwischen r und r
V N
l

at sich leicht die
asymptotische Nullverteilung des von Neumann ratios herleiten, wenn die Stichprobe aus
dem Anziehungsbereich einer Cauchy-Verteilung stammt. Phillips und Loretan (1991)
zeigen, da unter diesen Voraussetzungen R
n
aus (7) f

ur n ! 1 in Wahrscheinlichkeit
gegen Null konvergiert. Somit folgt unter den Voraussetzungen des Satzes und wegen der
Symmetrie der Grenzverteilung R aus (17), da f

ur n!1
1
2

n
ln(n)

P
n
i=2
(X
i
 X
i 1
)
2
P
n
i=1
(X
i
 

X)
2
  2

d
! R :
F

ur x! 0 konvergiert die Dichte von R gegen unendlich. Dies ist leicht aus (20) zu sehen,
denn
f
R
(0) =
1
2
Z
1
0
1
p
1 + t
dt
=
1

lim
t!1
p
1 + t 
1

= 1 :
Dieses Ergebnis deckt sich mit den Beobachtungen von Phillips und Loretan (1991).
Da die Dichte der Grenzverteilung nur in Reihendarstellung vorliegt, m

ussen zur Bestim-
mung der asymptotischen Signikanzpunkte numerische Methoden herhalten. Abbildung
1 zeigt die Dichte von R und in Tabelle 1 sind ausgew

ahlte kritische Werte der modi-
zierten Autokorrelationstests f

ur das Testproblem (3) aufgef

uhrt.
TABELLE 1: Quantile der Grenzverteilung R
1  # 0.900 0.950 0.975 0.990 0.995
F
 1
R
(1  #) 5.785 7.653 8.893 10.456 11.821
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ABBILDUNG 1: Dichte der Grenzverteilung R
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