Two popular and often applied methods to obtain two-dimensional point sets with the optimal order of L p discrepancy are digit scrambling and symmetrization. In this paper we combine these two techniques and symmetrize b-adic Hammersley point sets scrambled with arbitrary permutations. It is already known that these modifications indeed assure that the L p discrepancy is of optimal order O √ log N /N for p ∈ [1, ∞) in contrast to the classical Hammersley point set. We prove an exact formula for the L 2 discrepancy of these point sets for special permutations. We also present the permutations which lead to the lowest L 2 discrepancy for every base b ∈ {2, . . . , 27} by employing computer search algorithms.
Introduction and statement of the result
for p ∈ [1, ∞). The L p discrepancy of point sets is related to the worst-case integration error of a quasi-Monte Carlo rule, see e.g. [4, 14, 15] . A well known result on the L p discrepancy is the following: for every p ∈ [1, ∞) there exists a constant c p > 0 with the property that for any point set P consisting of N points in [0, 1) 2 we have
In this expression and throughout the paper, log denotes the natural logarithm. This inequality was first shown by Roth [17] for p = 2 and hence for all p ∈ [2, ∞) and later by Schmidt [18] for all p ∈ (1, 2). The end-point case p = 1 was added by Halász [8] .
We mention some more detailled results on the L 2 discrepancy. In [7] it has been shown that lim inf
where the infimum is extended over all point sets P with N elements. This bound was obtained from digit scrambled Hammersley point sets as introduced in Definition 1. Numerical results [1] suggest that symmetrized Fibonacci lattices yield a slightly better result, such that the limes inferior could be bounded from above by 0.176006 . . . However, this has not been strictly proven yet. The best known lower bounds on the L 2 discrepancy were recently given in [10] . We have 
The choice Σ = (id)
n−1 i=0 , where id is the identity, yields the classical Hammersley point set in base b. Let τ ∈ S b be given by τ (k) = b − 1 − k for k ∈ {0, 1, . . . , b − 1}. In this paper we assume that for a fixed σ ∈ S b we have either σ i = σ or σ i = τ • σ =: σ for all i ∈ {0, . . . , n − 1}, i.e. Σ ∈ {σ, σ} n . We define the number l = l(Σ) := |{i ∈ {0, . . . , n − 1} :
i. e. the number of components σ i of Σ which equal σ. Let σ ∈ S b and Σ = (σ i ) n−1 i=0 ∈ {σ, σ} n be fixed. We put Σ * = (σ * i )
n−1 i=0 ∈ {σ, σ} n , where σ * i = τ • σ i for all i ∈ {0, . . . , n−1}. The symmetrized Hammersley point set (associated to Σ) consisting of 2b n elements is then defined as
We briefly survey several previous results on these point sets. The process of symmetrization and digit scrambling of point sets has been applied in discrepancy theory many times before. This is due to the fact that the classical Hammersley point set fails to have optimal L p -discrepancy for all p ∈ [1, ∞), see e.g. [6] . The first two-dimensional point set with the optimal order of L 2 -discrepancy was indeed found within symmetrized point sets by Davenport [3] in 1956. Halton and Zaremba [9] introduced digit scrambling for the dyadic Hammersley point set in 1969 and showed that the modified point sets overcome the defect of the classical Hammersley point set and achieve an optimal L 2 -discrepancy in the sense of (1). The digit scrambled Hammersley point sets were studied further in several papers. We mention [6] , where only the case Σ ∈ {id, τ } n was considered. The results in this paper show that the L p discrepancy of the classical Hammersley point set is only of order O((log N)/N) for all p ∈ [1, ∞) in all bases b ≥ 2. However, the authors could also prove the existence of a Σ ∈ {id, τ } n such that
for all even positive integers p and found an exact formula for the L 2 discrepancy of R
The L 2 discrepancy was also studied in the general setting Σ ∈ {σ, σ} n for an arbitrary σ ∈ S b in [7] . The authors obtained
where l is as in (2) and where
It follows from this formula that
2 . In [11] it was shown that the same conditions are also sufficient and necessary for
There are also some known facts on the symmetrized point sets as introduced in Definition 1. The optimal order for the L 2 discrepancy of symmetrized generalized Hammersley point sets has already been obtained in [16] as a corollary of results on the diaphony of generalized van der Corput sequences and later in base 2 as a special case of discrepancy estimates of so-called (0, m, 2)-nets in [13] with the aid of Walsh functions. In [11] it was proven that independently of Σ ∈ {σ, σ} n the point set R
always achieves an L p discrepancy of order √ log N /N for all bases b ≥ 2 and for all p ∈ [1, ∞). The proof requires tools from harmonic analysis, which have the drawback that they do not deliver exact formulas for the L p discrepancy. However, an exact formula for the L 2 discrepancy of R Σ,sym 2,n with an arbitrary Σ ∈ {id, τ } n was shown recently in [12] . We have
This result demonstrates that in fact the L 2 discrepancy does not depend on Σ at all, but only on the parameter n which is connected to the number of elements N of R Σ,sym 2,n via N = 2 n+1 . The aim of this paper is to generalize (4) to arbitrary bases. We therefore prove the subsequent Theorem 1, which gives an exact formula for the L 2 discrepancy of R Σ,sym b,n for an arbitrary Σ ∈ {σ, σ} n with σ ∈ A b (τ ). To this end, we need some notation that was initially introduced by Faure in [5] .
Definition 2 Let σ ∈ S b and let
In this definition, for a sequence 
We also set
Finally, we define Φ Now we are ready to state the main result of this paper.
Theorem 1 Let
) does not depend on the distribution of σ and σ in Σ ∈ {σ, σ} n at all, but only on the base b, on the permutation σ ∈ A b (τ ) we choose and on the number of elements N = 2b n . Hence, for a fixed σ ∈ A b (τ ) one should always choose Σ = (σ, σ, . . . , σ) and
Example 1
We would like to derive results for the simplest case σ = id. Let Σ ∈ {id, τ } n for some n ∈ N. From Lemma 9 in Section 3 we derive the formula
We remark that for b = 2 this formula recovers (4) . From [6, Corollary 4] we have
This means that in the case Σ ∈ {id, τ } n , symmetrizing yields asymptotically a lower L 2 discrepancy than digit scrambling for b ≥ 5.
The structure of this paper is as follows: Section 2 is divided into two subsections: In the first one we present the basic ideas for the proof of Theorem 1 and defer some technical auxiliary results to the second subsection. In Section 3, we present the numerical results and outline the methods and algorithms we used to obtain them. In the final Section 4 we point out the essential conclusions from our results. We would like to mention that our proof relies strongly on methods developed and used in the papers [5, 6, 7] , amongst others.
Proof of Theorem 1
The formalism we use to verify Theorem 1 is rather complicated and leads to several technical proofs. We therefore would like to proceed in the following way: In the subsequent subsection, we present the high level structure of the proof, where we try to avoid as many technicalities as possible. This subsection gives the reader the basic idea of the proof. We refer those who would like to fully understand all the details to Subsection 2.2.
The basic steps of the proof
The basic ingredient of our proof is an exact formula for the local discrepancy of R 
Lemma 1 For integers
The numbers ε j (λ, N, Σ) for j ∈ {1, 2, . . . , n} are given as follows:
Now we set ε n = λ n and for fixed 1 ≤ j ≤ n − 1 we set n − 1}, we have
for all x, y ∈ (0, 1], where we set
. This relation has already been remarked in [6, Remark 3] .
Throughout this paper, we write E 1 (x, y) for the local discrepancy of R 
Lemma 2 We have
Now we can start with the proof. With the definition of the L 2 discrepancy and with Lemma 2 we obtain
At this point, we make use of a previous result on the L 2 discrepancy of R Σ b,n . In case that σ ∈ A b (τ ) the authors of [7] could show a completely exact formula for this quantity. We recall the definition l = l(Σ) = |{i ∈ {0, . . . , n − 1} : σ i = σ}| as given in (2) . The following result is [7, Theorem 2] .
Here we regarded the obvious fact that Σ * contains n − l entries equal to id whenever Σ contains l of such entries. We examine (5) and therefore regard Remark 2 to write
From the proof of [7, Theorem 2] we already know that
By replacing l by n − l in the result for Σ 2 we obtain
and therefore Σ 2 + Σ 3 = 0. It remains to evaluate Σ 1 . In the following, we do nothing else but inserting Lemma 1 for E 1 (x, y) and E 2 (x, y), and then separating those indices i ∈ {1, . . . , n} where σ i−1 = σ from those where σ i−1 = σ. We have 
Lemma 4 Let
Finally, for σ ∈ S b , σ = τ • σ and any h ∈ {0, . . . , b − 1}, we also have the relations
and, as a result from that, ϕ
We change the summation order and use the statements of Lemma 4 to compute
Similarly, we show
To evaluate S 1 , we have to distinguish the cases where i = j and where i = j. The first case can be treated analogously to S 2 and S 3 . Hence,
In the same way we show
From the proof of Lemma 8 we observe that
Summarizing, we have
and thus, by putting all results together, we arrive at
We observe that the remaining step to finally prove Theorem 1 is the evaluation of the expression
This is the most difficult and technical part of the proof, and all the lemmas we present in the following subsection aim at calculating this term. The final result is stated in Lemma 8. Inserting the formula given in this lemma (and in Remark 3) into (6) completes the proof of Theorem 1.
The details of the proof
To guide the reader through the proofs in this subsection, we explain the basic ideas in a few lines preceeding the corresponding lemma, respectively. Lemma 5 is the only lemma where we need the complicated definition of the numbers ε j (λ, N, Σ) appearing in Lemma 1. The proof of this lemma may appear extremely technical on first look, but in fact we only apply basic combinatorial considerations. The main concern is to investigate for which integers λ ∈ {1, . . . , b n } the numbers ε j (λ, N, Σ) and ε j (λ, N, Σ * ) take certain values h, h + 1 ∈ {0, . . . , b − 1} simultaneously.
Proof. The case N = b n is trivial since then the left-and the right-hand-sides of the above equality are zero. We therefore assume 1 ≤ N < b n now. We first show the case j = n. Since ε n (λ, N, Σ) = ε n (λ, N, Σ * ) = λ n by definition, we can write
We fix j ∈ {1, . . . , n − 1}, N ∈ {1, . . . , b n − 1} and Σ ∈ {σ, σ} n . We have to distinguish between two cases. Let us first assume that ν j (N, Σ) < ν j (N, Σ * ). Then we can either have
We count the number of 
For h ∈ {0, . . . , b − 2}, we have ε j (λ, N, Σ) = h + 1 = ε j (λ, N, Σ * ) + 1 for Λ j−1 of the form ν j (N, Σ) + hb + z for z ∈ {1, . . . , ν j (N, Σ * ) − ν j (N, Σ)}. Hence we have
for all h ∈ {0, . . . , b − 2}. Here we simply neglect the also possible case ε j (λ, N, Σ) = 0, ε j (λ, N, Σ * ) = b − 1, since the corresponding summands in the sum
are zero anyway. In the second case ν j (N, Σ) ≥ ν j (N, Σ * ) we only have the possibilities
Apart from that, the situation is quite the same as in the first case and we have
for all h ∈ {0, . . . , b − 1} and
for all h ∈ {0, . . . , b − 2}. Next we prove the relation ν j (N, Σ
This identity yields the equivalence of ν j (N, Σ) < ν j (N, Σ * ) and ν j (N, Σ) <
. Now in the case
we find
Using (7), (8) 
By applying the above relation between ν j (N, Σ) and ν j (N, Σ * ) we find
which yields the claim of this lemma in the case ν j (N, Σ) <
. The other case can be completed analogously. ✷
We are now concerned with the task to compute sums of the form Lemma 6 For all j ∈ {1, . . . , n} we have
where we have
and
Proof. We use the fact that
, 1 ,
which was already mentioned in [6] .
We distinguish two cases:
Then we have k ≤ b − k − 1 and therefore we can write
2. Let k > (b − 1)/2. Then we have b − k − 1 < k and therefore we can write
Now we have to consider even and odd bases b separately. For even b we find
whereas for odd bases b we compute analogously
It is straightforward now to derive the claimed formula for
Since the proofs of the other two identities may be executed analogously, we omit them at this point. ✷
The next lemma generalizes Lemma 6 to arbitrary permutations σ ∈ S b . The main idea of the proof is to reduce the case of general permutations σ to the case where σ = id. The latter case has been analyzed in the previous lemma already. We advise the reader to consult also the proof of [7, Lemma 4 ], since we follow closely the ideas there.
where A b (j, id) and A b (j, id) are as defined in Lemma 6.
and analogously
Finally we conclude
where we used the relations
They follow both directly from the definition of ϕ σ b,h . The first relation has also been used in [6, 7] . The proof of the first claim of this lemma is complete. Since the other two identities may be proven completely analogously, we omit an explicit proof. ✷ Now we are ready to show the main lemma of this paper. We will combine Lemmas 5, 6 and 7 to obtain this result.
Lemma 8 Let σ ∈ S b . Then we have for even bases
and for odd bases b
Proof. 
and analogously for ϕ 
At this point we need to treat the cases of even and odd bases b separately. Let us first consider even bases. Then we have
Now a straightforward calculation yields the claimed result for even bases b. For odd bases b we have f b (j) = (b n−j − 1)/2 and hence we obtain similarly as above
The rest of the proof is again a matter of elementary calculations. ✷
Remark 3
Tedious computations, similar to those we needed to prove Lemma 9, yield for σ ∈ A b (τ ) the relation
if b is even , − 1 24
In this case, Lemma 8 can be displayed in a much simplier form, namely
Numerical results
We avoid all the proofs in this section, since they contain elementary, but very lengthy and technical calculations. The constant c σ b which appears in Theorem 1 is rather hard to compute. We therefore present an alternative formula in the subsequent lemma.
Lemma 9
Let n ∈ N, σ ∈ A b (τ ) and Σ ∈ {σ, σ} n . Then we have
From this result we can deduce the following rule, which states that the constant c σ b
is invariant with respect to switching two complementary elements in the permutation σ. ∈ A b (τ ) for which the constant c σ b becomes minimal. We therefore employ computer search algorithms. Corollary 1 allows us to reduce the number of permutations we have to check significantly. We do not have to check every single permutation that is contained in A b (τ ), but only those which are elements of the subset
That means we have to check ⌊b/2⌋! permutations instead of 2 ⌊b/2⌋ ⌊b/2⌋! to find the minimum value for c Finally, we would like to explain how the algorithm we used to create the results in Table 1 works. At first we define several global variables.
In the function Minimum, the variable b gets the value of the base the user enters. For the variable min, we choose the largest possible integer value. The variable m gives the length of the permutation we would like to create. Then we create a new array sigma of length n and set sigma 
Conclusions
We should compare our numerical results to those in Section 5 of [7] . There the authors searched for the best permutations σ ∈ A b (τ ) to obtain a minimal L 2 discrepancy of the digit scrambled Hammersley point sets R Σ b,n , where Σ ∈ {σ, σ} n . The authors obtained the lowest L 2 discrepancy overall in base 22; the corresponding leading constant is 0.179069... This number has already been mentioned in the introduction. We obtain the lowest leading constant for L 2 (R Σ,sym b,n ) in base 26, namely 0.198792.... In general, the minimal constants of the symmetrized Hammersley point sets considered in this work are slightly higher than the minimal constants of the digit scrambled Hammersley point sets in every base, at least up to base 23 (Table 1 in [7] ends after this base). The advantage of the symmetrized point sets is the fact that we do not have to care about the arrangement of σ and σ in Σ (see Remark 1) . As for L 2 (R 
