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Scientific abstract
Energetic particle effects in magnetic confinement fusion devices are commonly studied by sim-
ulation codes utilising the equations of a hybrid kinetic-fluid model. Typically the underlying
continuum equations lack the correct energy balance. This thesis studies the two main hybrid
models used in fusion plasma studies (current-coupling and pressure-coupling schemes) in the
light of geometric techniques such as geometric reduction, variational principles and Hamilto-
nian methods. New results in the study of Euler-Poincare´ reduction for semidirect product
group structures are presented. Further innovations to suit the drift-kinetic approximation are
also presented. Outcomes of the study and development of geometric methods include the ex-
planation of the geometric relationship between the two coupling schemes, and variational and
Poisson bracket derivations for a newly conservative (energy-conserving) hybrid model in the
pressure-coupling scheme, with energetic particles undergoing guiding centre motion. Kelvin
circulation theorems for the new model are presented. The bridge between variational and
Poisson structures is considered. This results in a construction that yields the variational and
Poisson structures of a generalised, non-canonical Maxwell-Vlasov model in both Lagrangian
and Eulerian variables. Achievements are summarised and avenues of future research identified.
Keywords and AMS Classification Codes: Geometric mechanics, Euler-Poincare´ reduction, Lie-
Poisson theory, momentum maps, plasma physics, guiding centre theory. 76W05, 53D20, 51P05,
82D10.
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Lay summary
Geometric approaches have shown in the past to be very powerful in both explaining physical
phenomena and in building a framework for prediction, in many areas of physics. Geometry
has the appealing property of formalising seemingly unrelated physical systems into unified
and coherent descriptions. The research documented in this thesis concerns the development
and application of geometric techniques to the study of plasma models. These models are of
importance primarily in the study of fusion devices. The main results presented include the
derivation of new geometric tools, a new hybrid fluid-kinetic plasma model, and a study of the
relationship between existing models in the light of geometric structure. The results presented
may be incorporated into simulation codes to yield improved experimental results.
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Hybrid fluid-kinetic models in physics
The journey of this thesis is the application and development of techniques of geometry and
the destination is the answering of questions and the solving of problems in the research field
of plasma physics, specifically the branch of that discipline concerning fusion plasmas and the
hybrid fluid-kinetic theories that model them. This research belongs to an established tradition
of the application of geometric techniques in plasma physics.
The hybrid fluid-kinetic plasma model is one where one or more of the particle species
is described by a fluid, and the remainder by a kinetic particle treatment. Before launching
into a discussion of hybrid plasma models, or the mathematical tools open to us for improving
them, it would be necessary first to allot some space to a few preliminary concepts that will
be commonplace throughout this work. The layout of this introductory chapter is as follows.
The preliminary topics of kinetic and fluid models will be summarised in Section 1.1, and
in Sections 1.2 and 1.3 we will give some examples of hybrid models as seen “in the wild”.
Section 1.4 onwards will see discussion of fluid-kinetic hybrid models in plasma physics. This
discussion establishes the context of this thesis and the problems to be solved.
1.1. Preliminary concepts
The most general theory of matter which we make use of in this work is kinetic theory. This is
a statistical mechanical theory whereby a probability distribution f is used to model a “gas” of
some sort; this may be an ensemble of subatomic particles or even a galaxy. Our interests lie
at the smaller end of this scale. Typically f is a field that denotes the probability of finding a
particle at a position in space, phase space, or another type of state space altogether, as well as
at a point in time. At a basic level, the kinetic motion of a large, multiparticle system exhibits
emergent properties at the macroscopic level such as temperature and pressure.
Leaving aside theories of gas for a moment, fluid systems are typically modelled in a differ-
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ent way. Fluid mechanics, the formalism in which a system is described by a velocity vector
field U(x, t), is a continuum, rather than statistical, theory—although such models usually still
involve a fluid mass density ρ(x, t) that behaves in way similar to f (denoting a measurement
of mass found in a given area at a given time). The field U gives us the velocity of the fluid at
a point in space (i.e. it is an Eulerian variable).
Kinetic theory and fluid mechanics treat the system being modelled as quite different phe-
nomena and therefore use different classes of equations. Both will be of importance to our work.
But why was kinetic theory introduced above as the more general description? It is because
certain fluid mechanical models may be shown to be a special case of kinetic theory. For the
kinetic gas on phase space—where f(x,v, t) gives the time-dependent probability of finding a
particle (or molecule) with position x and velocity v—the system is governed by the Boltzmann
equation,
∂f
∂t
+ v · ∇f + Fkin
m
· ∂f
∂v
= C(x, t) , (1.1)
where Fkin represents model-dependent forces, m is the mass of the particle species and C
encodes the effects of particle collisions. When the particles of the gas become less energetic (i.e.
the gas cools) and inter-particle collisions become more frequent, it was shown by Chapman and
Enskog [SC60] that the system collapses to a model governed by hydrodynamic-type equations,
ρ
(
∂
∂t
+U · ∇
)
U = Ffluid ,
∂ρ
∂t
+∇ · (ρU) = 0 , (1.2)
where the dynamical quantities U(x, t) and ρ(x, t) are related to kinetic moments of the distri-
bution,
ρU =
ˆ
fvd3v , ρ =
ˆ
fd3v .
We will come to particle mean velocities and kinetic moments, as well as the geometric setting
of systems like Eqs. (1.1) and (1.2), in the next chapter. The present discussion is meant only
as an introduction to the basic concepts of kinetic and fluid models that serve as this work’s
foundational descriptions of matter. As for forces, we will reserve discussion of the fundamental
interaction relative to this thesis—electromagnetism—until Section 1.4.
The two descriptions of matter above—particle and continuum—may be used at the same
time to model different components of a multi-scale system, any interaction between the two
components being manifest in how the equations couple. Indeed, even in cases where only one
type of matter is under consideration, the two scales of the matter may be modelled by a kinetic
equation and the continuum model generated by the distribution’s own moments, e.g. a liquid
and its vapour. But generally the two scales are different forms of matter, e.g. particulates in a
solution, or fast moving electrons and a cooler flow of ions.
A further consideration of fluid-kinetic models is how the scales are coupled. The “hybrid”
philosophy is an approach to coupling two or more sets of equations that hold at different scales
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in such a way that one scale’s effects on the other’s dynamics are consistently built into the
latter’s equations. It is part of a greater enterprise of constructing multi-scale physics models
of interacting micro- and macroscopic components whose motion can be described by quite
different physics. For our applications we are interested in fluid-kinetic hybrids: models whose
equations couple kinetic models like (1.1) to fluid models such as (1.2) so that the fluid (the
macroscopic phenomenon) is corrected by the effects of the energetic kinetic ensemble (the
microscopic phenomenon). Such hybrid fluid-kinetic models have found use in at least three
quite different areas of active research, which we will now very briefly survey.
1.2. Vaporisation and combustion
Examples of a model in which a kinetic particle ensemble exerts a force on a fluid equation
can be found in the study of sprays. These are classes of systems studied mainly in analytical
terms, but are physical fluid-kinetic models nonetheless. Dispersed particle droplets, with a
phase space probability f(x,v, t), interact with a dense, viscous fluid whose velocity vector
field U(x, t) is governed by an equation consequently affected by a drag term. In the model
considered by [GHMZ10], the micro- and macroscopic phase dynamics are given respectively by
Fokker-Planck and Navier-Stokes equations,
∂f
∂t
+ v · ∇f + ∂
∂v
·
(
f(U − v)− ∂f
∂v
)
= 0 , (1.3)
∂U
∂t
+U · ∇U −∆U =
ˆ
f(v −U)d3v −∇p , (1.4)
where physical constants have been omitted. The fluid equation 1.4 is augmented by further
continuum terms—the gradient of fluid pressure p and a viscosity term ∆U—but we also see
that the vapour’s micro-scale effect on the macro-scale fluid motion takes the form of a linear
force term
´
f(v −U)d3v, a kinetic moment identified as the mean velocity difference.
Although this is a multi-scale hybrid model there is little room for further comment. We are
interested in the geometric foundations of hybrid models while models such as (1.3)–(1.4) are of
more analytic interest. Our tools are not applicable in the latter case.
1.3. Polymeric fluids
In the study of polymer dynamics, a complex mixture of polymers and fluids is described by
various two-scale, micro-macro models that we can identify as being of the hybrid fluid-kinetic
sort. At the microscopic scale, the polymer particle is a complex molecule that can take a
number of structural configurations. As such, a kinetic theory of polymer micro-motion is given
in terms of a probability density,
f(x, t,m) .
4 1.3 Polymeric fluids
This distribution is a measure of not only the probability of finding a molecule at given point in
space and time, but also the probability of finding it in a configuration m, which belongs to a
Riemannian manifoldM. In such models the density typically evolves by a Fokker-Planck-type
equation. As an example, in certain models presented by [Con05, LW11], where m ∈ S2 is the
unit director giving the configuration of a rod-like molecule, the evolution assigned to f is of
the form
∂f
∂t
+U · ∇f +∇m · (fG)−∆mf = 0 , (1.5)
where G(f,U ,m) can encompass complex potentials. Meanwhile, at the macroscopic scale, the
fluid consisting of these molecules follows a Navier-Stokes type of evolution in its velocity vector
field U ,
∂U
∂t
+U · ∇U −∆U = ∇ · σ −∇p , (1.6)
again with physical constants omitted. Joining the pressure gradient∇p in the force terms on the
right-hand side is the divergence of an induced stress tensor σ, where the micro-scale dynamics
influences the macro-scale motion. Taking again the simple example of rod-like molecules [Con05,
LW11], such a stress tensor may be of the form
σij ∼
ˆ
S2
f(x, t,m)
(
mimj − δij
3
)
dm. (1.7)
(We use the notation throughout where ∇ · σ is defined by the contraction ∂iσij .) We may
term the above system of equations a pressure-coupling hybrid fluid-kinetic model, if σ is to be
thought of as another kind of pressure.
Physically speaking, with such models we are free to alter any of Eqs. (1.5)–(1.7) to accom-
modate the phenomenon under investigation, but this is almost certain to cause the loss of any
physically important properties such as conservation of energy.
Like the models of Section 1.2, polymeric fluid models such as those appearing in [Con05,
LW11] are of analytic as well as physical interest. But polymeric fluids are also a rich area
of geometric interest. The techniques of geometry have been applied to nematic liquid crys-
tals [GBT10, GBRT13], where instead one considers the motion of the first moment of the
distribution,
ni(x, t) =
ˆ
S2
mif(x, t,m)dm,
the director field. The micro-scale dynamics of this field are transported by the macroscopic
fluid motion—which, as we will see later, is a description implying some underlying geometric
properties.
Further, in work by the author [CT15], this approach was extended to the case of biaxial
liquid crystals, where instead more complex molecular configurations described by the second
moment (1.7) of the density f are considered. This biaxial tensor is transported by the macro
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fluid flow. This work saw the application of some of the geometric tools that will become standard
in this thesis, particularly Euler-Poincare´ reduction. We will come to geometric techniques and
how they preserve fundamental properties of physical models in Chapter 2.
1.4. Physics of magnetised plasma
When gaseous matter is ionised to form a plasma of ions and their stripped electrons interacting
with electromagnetic fields, it is customary to treat the plasma as either a charged fluid or as a
charged kinetic gas, depending on the nature of the problem or phenomenon under consideration.
For the energetic particles of mass mh (where h stands for “hot”), when collisions are ignored and
charges qh are factored in, the Boltzmann equation (1.1) becomes the Vlasov equation [Vla45],
∂f
∂t
+ v · ∇f + ah(E + v ×B) · ∂f
∂v
= 0 , (1.8)
where ah = qh/mh is the charge-to-mass ratio. The collisional forces have been replaced by
the long-range Lorentz force, where E(x, t) and B(x, t) are the electric and magnetic fields—
generated by the particles themselves or possibly also externally. (Alternatively, the Coulomb
interaction may be used.) The electromagnetic fields themselves obey Maxwell’s equations
coupled to kinetic moments of f ,
∂E
∂t
=
1
µ00
∇×B− 1
0
Jh , ∇ ·E = 1
0
Qh ,
∂B
∂t
= −∇×E , ∇ ·B = 0 ,
(1.9)
where 0 and µ0 are the permittivity and permeability constants and where Qh =
´
fqhd
3v and
Jh =
´
fqhvd
3v are the kinetic charge and current densities. This model (1.8)–(1.9) is known
as Maxwell-Vlasov theory [Mar82]. As with the kinetic theory of Section 1.1, one may derive a
continuum model from this kinetic model by taking moments (we come to this in Section 2.4.3).
Alternatively, the continuum description may be given by the equations for a charged fluid
(alternatively called the Maxwell fluid), resembling those of ordinary hydrodynamics but with
the Lorentz force included:
ρ
(
∂
∂t
+U · ∇
)
U = abρ(E +U ×B)−∇p , ∂ρ
∂t
+∇ · (ρU) = 0 , (1.10)
where ab is the charge-to-mass ratio of the charged bulk ion continuum (i.e. with electron dy-
namics neglected for now). The barotropic pressure p(ρ) = ρ2∂U/∂ρ is defined in terms of some
fluid internal energy U(ρ). In this model Maxwell’s equations again hold for the electromagnetic
fields, only in (1.9) the kinetic charge and mass densities Qkin and Jkin are replaced by their
continuum equivalents abρ and abρU .
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Either or both of these formulations, which are energy conserving, may be used to model more
complicated systems. For example, in the multi-fluid model of Spencer and Kaufmann [Spe82,
SK82], both ions and electrons (and possibly more species of matter) are described by copies of
Eq. (1.10). In the study of space plasma [WYO+08], the electrons are treated as a quasi-neutral,
non-inertial fluid (that is, obeying a modified form of (1.10)) while the ions constitute an ener-
getic ensemble described by a Vlasov equation (1.8). The application of this thesis is to the mag-
netised plasmas of fusion devices. In this regime, typically both micro- and macroscopic scales
consist of ions; a cold bulk flow with an energetic alpha particle component. (Although energetic
deuterium ions or runaway electrons may also be considered in some circumstances [Put98].)
Not only is the energetic particle description too computationally cumbersome to use for global
phenomena, but the presence of the energetic component can also have a destabilising effect on
the bulk, and so cannot be ignored.
Whether these models couple their different scales by full electromagnetic effects as above, by
electrostatics or by low-frequency magnetostatics (the Darwin model), none are hybrid models.
The micro-macro coupling itself is indirect, reliant on interaction with the Maxwell fields gen-
erated by each other’s motion. This is important for fusion plasma studies, as the destabilising
effect of the energetic particles inspires the need for models where this effect can be manifest
in the equations of the bulk itself, rather than being transmitted through the electromagnetic
interaction. Such models would be less computationally expensive—a desirable property of a
simulation code that must run over long time scales. We then seek models that incorporate the
non-linear effects that the micro- and macroscopic scales exert on each other, as in the previous
examples of polymeric fluids and sprays.
1.4.1. Magnetohydrodynamics
We have seen that the most general description of matter to be of use to us in this work
is kinetic theory. Tracking the orbits of so many particles (on the order of, say, Avogadro’s
number) would be extremely taxing to a computer simulation if used to model the whole plasma
system over anything other than short time scales, and solving the Boltzmann equation in non-
trivial geometries becomes extremely difficult [Fre82]. We have also seen that the continuum
description, while thinking of the system in terms of different physics, cuts down the dynamics
on phase space to dynamics on space only. As such this formulation is easier to model and solve,
and includes simple bulk effects such as drift waves. However, this comes at the cost of being able
to model plasma instabilities and non-equilibrium effects. A number of physical approximations
on the charged fluid system will produce an even simpler model that is particularly easy to solve.
The most common model used to describe the dynamics of plasma is magnetohydrodynamics
(MHD), which has successfully modelled the global behaviour of the bulk ion component of the
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plasma by using a fluid description and neglecting the inertial contributions of the electrons.
Like the charged fluid model (1.10), the plasma’s set of dynamical variables contain the fluid
velocity U and mass density ρ. Unlike the charged fluid, however, the dynamics of the Maxwell
fields are not self-consistent. That is to say, the electric field is not an unknown, but rather given
by by Ohm’s ideal law E = B × U , and the magnetic field is “frozen in” to the fluid motion.
The model’s equations are a mixed Navier-Stokes/Maxwell system,
ρ
(
∂
∂t
+U · ∇
)
U = J×B−∇p , ∂ρ
∂t
+∇ · (ρU) = 0 , (1.11)
∂B
∂t
= ∇× (U ×B) , ∇ ·B = 0 , (1.12)
where p is once again the pressure, J := µ−10 ∇ × B is the MHD current, and the second of
Eqs. (1.12) is an initial condition preserved by the system.
In a strong magnetic field, MHD is a successful description of the global physical properties
of the bulk ion plasma, but only under certain conditions regarding time and length scales.
We will not enter into such discussion, but remark that the model is successful enough to be
applicable to other systems, such as quark-gluon plasmas (chromohydrodynamics) in neutron
stars [HK84]. As mentioned earlier, the equations of MHD can be derived from those of the
two-fluid plasma. The derivation is well known so the reader is directed to [Fre82] for a thorough
treatment.
In Chapter 2 we will come to the geometric properties underpinning the theory of MHD.
For our current purposes we have sketched the outline of the model. Since the bulk ion flow of
fusion plasmas is described well by MHD at the macroscopic level, the model is used as the basis
for the most commonly used hybrid models. All of the hybrid models under study in this thesis
will utilise MHD in this way, while accompanying energetic particle effects will involve varying
kinetic descriptions. Therefore, within the scope of this thesis, the term fluid-kinetic hybrid will
be synonymous with kinetic-MHD hybrid. We will discuss the most important of these hybrid
models next.
1.4.2. Current- and pressure-coupling schemes
Hybrid models of fusion plasmas began to appear in the 1990s [Che91] as computational power
improved. The two main hybrids that persist to this day were presented by Park et al [PPB+92].
In the current-coupling scheme (CCS), the MHD fluid velocity equation (1.11) is modified to
include an energetic particle influence,
ρ
(
∂
∂t
+U · ∇
)
U +∇p− J×B = B×
ˆ
qhf(x,v)(v −U)d3v , (1.13)
manifesting in a current difference term (we have arranged the equation so that all previous
MHD terms are on the left-hand side). We note that this form of coupling is reminiscent of the
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spray models of Section 1.2. Meanwhile, in the pressure-coupling scheme (PCS), the bulk MHD
equation
ρ
(
∂
∂t
+U · ∇
)
U +∇p− J×B = −∇ · Ph , (1.14)
is modified by an energetic particle influence in the form of the divergence of the hot particle
pressure tensor (actually a stress tensor) Ph. This form of coupling is more akin to that of the
polymer models of Section 1.3.
The dynamics of the energetic component in these hybrids were given by a gyrokinetic
description [BH07], which is beyond the purview of this thesis—though we will use a related
description of alternative kinetic particle dynamics to be presented in Section 1.6. However,
in terms of the usual kinetic model we have seen so far, where the dynamics are given by the
Vlasov equation (1.8), we would use the familiar hot particle current Jh =
´
qhfvd
3v for the
CCS. For the PCS, we may take
Ph =
ˆ
mhfvv
Td3v , (1.15)
or yet more variants. It was claimed in [PPB+92] that these models (1.13) and (1.14), with
the remaining MHD equations, were essentially equivalent. As argued by Tronci [Tro10], this
is not the case even for the basic kinetic description we have covered so far: in this regime the
PCS lacks energy conservation, no matter the pressure tensor chosen [TTCM14]. Furthermore,
there is little hope of energy conservation when the micro-scale dynamics are exchanged for an
alternative kinetic description. In such circumstances, both models lose their energy balance
properties. The loss is due to the ad hoc way in which the equations are constructed.
The subtle relationship between the CCS and PCS will be a major topic of this thesis. So
far, an energy-conserving version of the PCS with Vlasov kinetics has been reported [Tro10,
HT12]. When the microscopic motion is given in the drift-kinetic approximation, an energy-
conserving CCS model is provided by [BT17]. Most recently, the drift-kinetic PCS reported
by the author [CBT18] also exhibits this foundational physical property. In all these cases
the guiding principles to deriving the models have belonged to the realm of geometry, and
so geometry will be the key tool of this work. We will now turn to a review of how these
considerations apply.
1.5. Building hybrids: physics vs geometry
For this section we summarise the arguments found in [Tro10, HT12]. Therein it was shown
that the current-coupling scheme may be derived from a kinetic-multifluid model. Considering
a summation of the Maxwell-Vlasov model for kinetic particles (1.8) and two copies of the
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charged fluid (1.10), one for ions and one for electrons, this model is given by the following set
of equations:
ρs
(
∂
∂t
+Us · ∇
)
Us = asρs (E +Us ×B)−∇ps , (1.16)
∂ρs
∂t
+∇ · (ρsUs) = 0 , (1.17)
∂f
∂t
+ v · ∂f
∂x
+ ah (E + v ×B) · ∂f
∂v
= 0 , (1.18)
∂E
∂t
=
1
0µ0
∇×B− 1
0
∑
s
asρsUs − 1
0
Jh , (1.19)
∇ ·E = 1
0
∑
s
asρs +
qh
0
nh , (1.20)
∂B
∂t
= −∇×E , ∇ ·B = 0 , (1.21)
where the hot particle number density and current are given by the moments nh :=
´
fd3v and
Jh :=
´
qhfvd
3v of the distribution f . The subscript s marks the fluid species, which is either
ion or electron.
As we have remarked before, at this point we do not have a hybrid model since the fluid
species and the energetic component are not directly coupled to one another’s equations. Instead,
each applies an influence on the other indirectly through the evolution of the Maxwell fields,
which undergo their own self-consistent dynamics and feed back into the motion of the other
components via Lorentz forces. Such a system clearly conserves energy, being a direct sum of
three models (kinetic, fluid and electromagnetic) which conserve energy individually.
To derive the CCS, several physical assumptions are used to alter these equations. They are:
neutrality; negligible electron inertia; and Ohm’s ideal law. We will not go into this derivation
in detail, a concise version of which is given by [Tro10]. We remark only that it is essentially
the same procedure that produces magnetohydrodynamics when the kinetic ensemble is not
present [Fre82]. The CCS equations produced as a result are:
ρ
(
∂
∂t
+U · ∇
)
U = (qhnhU − Jh + J)×B−∇p , (1.22)
∂ρ
∂t
+∇ · (ρU) = 0 , (1.23)
∂f
∂t
+ v · ∇f + ah (v −U)×B · ∂f
∂v
= 0 , (1.24)
∂B
∂t
= ∇× (U ×B) . (1.25)
Despite the ad hoc nature of the manipulations that brought about this model, it was shown
to possess the geometric properties of variational and Hamiltonian formulations [HT12, Tro10]
(more on these in the next chapter) and, therefore, it retains the property of energy conservation.
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The HYM simulation code [BGF+15, BP99] uses this CCS model, and the proof of existence
of global-in-time weak solutions of its equations were enabled owing to the above geometric
consequence [CST16].
Under the further approximation of a rarefied energetic component, such that its mean
momentum Kh :=
´
fmhvd
3v can be neglected after rearranging the bulk MHD equation in
terms of the total momentum M = ρU +Kh, Eq. (1.22) is transformed into Eq. (1.14), with Ph
given by (1.15). Thus are the standard equations of the PCS derived from those of the CCS.
The physics and the geometry have diverged at this point: having survived the derivation
from the kinetic-multifluid system, the approximation Kh ≈ 0 in the equations of the CCS was
the final straw for the underlying mathematical structure of the model, and the new PCS lacks
any variational or Hamiltonian formalism [Tro10]. For, crucially, the approximation leaves the
other equations of the model, in particular that of governing energetic particle dynamics (1.24),
unchanged. The lack of additional terms in the Vlasov equation compensating for this approx-
imation destroys the energy balance of the PCS appearing in [PPB+92]. Consequently, this is
true of all non-linear PCS models currently encoded in simulation packages.
This is a big problem for simulation codes that run over long time scales, and the issue was
not solved until [Tro10] showed that in order for the PCS (with Vlasov dynamics) to retain its
Hamiltonian structure the approximation Kh ≈ 0 had to be made in Hamiltonian functional.
This requires knowledge of and care for the geometric characterisation of the models of plasma
physics. When we work with geometry, these compensating terms take care of themselves from
the top down.
One major task of this thesis is to continue in the spirit of this line of research, by developing
the variational and Hamiltonian (i.e. geometric) formulations of these models. In particular we
will be working towards energy-conserving hybrid models in the drift-kinetic approximation,
which holds under fast particle orbits in a strong magnetic field. This is an alternative form
of microscopic particle motion to which we now turn. Until the recent work of the author and
others [CBT18,BT17] no such hybrid in use in a simulation code conserved energy.
1.6. Alternative micro-scale dynamics: guiding centre motion
So far we have reviewed plasma models where the fundamental mechanics of any kinetic particles
are those of charged particles whose trajectories are ultimately helical (the particles’ gyromotion)
as per the perpendicular force exerted on them by the magnetic force whose field lines they orbit.
This is the basic description of Vlasov-type dynamics. Whilst it is—at least classically—loyal
to the physics, the motion is complicated enough that when the number of particles is of the
order of Avogadro’s number it becomes very computationally taxing. Thus we are brought to
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the guiding centre (alternatively center in U.S. usage) approximation. The basic premise of
this much used approximation is that the helical gyromotion of the particles about the field
lines becomes fast enough when the plasma is highly magnetised (that is, large magnetic field
strength magnitude B) that the orbital motion in the perpendicular plane can be separated
from the slower drift of its orbital focus (the “guiding centre”) along the field line. The aspect
Figure 1.1: Adapted from reference [Bel06].
of high magnetisation makes this particularly applicable to confined plasmas in fusion studies,
as well as the field of space plasma.
The rough procedure is as follows. The particle’s position is decomposed into r(t) = X(t) +
ρ(E,B, t), the vector sum of the guiding centre X and the orbital radius ρ. This relation
is inserted into the “full-orbit”—i.e. unapproximated—particle acceleration equation, thereby
beginning a process of Taylor expansion about the guiding centre. Since ρ can be shown to
depend on the inverse charge-to-mass ratio, mh/qh = , this ratio serves as the expansion
parameter whose higher order terms are assumed to be small (since this is mathematically
equivalent to increasing the field strength B) [Nor61]. At low orders of  we are eventually led
to the drift equations—coupled ODEs for the pair (X˙, v˙‖), where v‖ is the component of the
phase space velocity parallel to the magnetic field’s unit director, b = B/B. This is a reduced
model whose kinetic equations are less computationally strenuous than its ancestral full-orbit
model. The principal references for the early work are [Alf63] and [Nor61,Nor63].
The resulting drift equations retain the energy conserving property of the full orbit equations
to lowest order, but fail in this respect at all others. We are seeing a familiar pattern emerge
here: where direct manipulations on the level of the equations can very quickly destroy the
underlying mathematical structure. Indeed, the early drift equations were not even valid when
the electromagnetic fields become dynamical.
More geometry-respecting methods are required to fix this. It was achieved by Little-
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john, who gave the model its geometric foundations—both variational and Hamiltonian struc-
tures [Lit81,Lit83]. The energy conserving drift equations are
X˙ =
1
B∗‖
(
v‖B∗ − b×E∗
)
, (1.26)
v˙‖ =
ah
B∗‖
B∗ ·E∗ , (1.27)
where all fields are again evaluated at the guiding centre, and
E∗ := E−
(
ah
−1v‖
∂b
∂t
+
µ
qh
∇B
)
, (1.28)
B∗ := ∇× (A + ah−1v‖b) . (1.29)
These equations collapse to those found by Northrop at lowest order. In the guiding centre
approximation, the magnetic moment µ (and hence the perpendicular motion) is considered a
constant of motion. All fields are evaluated at the guiding centre X. Note that the variables
(X, v‖) are elements of a reduced four-dimensional phase space, while the full-orbit dynamics
for (x,v) are six-dimensional.
Being geometrically grounded, Littlejohn’s theory may replace ordinary Vlasov dynamics in
a kinetic or hybrid model to produce a more computationally lighter model while not wrecking
energy conservation—provided the model has it to begin with. (We will return to the geometric
setting of guiding centre motion in Sections 3.3 and 4.2.) The computational relief gained from
the guiding centre approximation has made it incredibly popular in simulation codes. The first
hybrid models for fusion plasma [PPB+92] that we saw in Section 1.4.2 used a variant of the
guiding centre approximation for the kinetic particle effects, and around the same date the
approximation was also being used for fluid models [WDH92].
With the microscopic motion of a particle given in terms of an approximated theory that
now conserves energy, the next consideration is to construct hybrid models. The obvious step is
to replace the full orbit trajectories of Maxwell-Vlasov theory with guiding centre trajectories.
When considering such a distribution of guiding centre particles, the theory comes in two main
varieties. They are drift kinetics and its more sophisticated sister gyrokinetics, where spatial
fluctuations are permitted. As was mentioned earlier, the current-coupling and pressure-coupling
schemes originally appearing in [PPB+92] used gyrokinetics for hot particle motion.
Although geometric techniques are proving to be very popular in recent studies of gyrokin-
etics [Bur15, BBMQ15a, BBMQ15b, Bri18], in this thesis we will only concern ourselves with
drift-kinetic theory. In this case the full-orbit Vlasov dynamics (1.8) for f are simply replaced
by dynamics for the drift-kinetic Vlasov distribution F (X, v‖) which is transported by the mi-
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croscopic guiding centre motion [BT16]:
∂F
∂t
+∇ ·
(
F
B∗‖
(
v‖B∗ − b×E∗
))
+
∂
∂v‖
(
Fah
B∗‖
B∗ ·E∗
)
= 0 , (1.30)
where the guiding centre variables are now treated as fixed phase space co-ordinates, (X, v‖),
and derivatives are taken with respect to them.
Exchanging full-orbit dynamics for drift-kinetic dynamics in hybrid models has consequences.
The standard full-orbit PCS, as discussed, is not energy conserving to begin with so it is not
surprising that simulation codes using the drift kinetics or gyrokinetics [PPB+92,FP95,BDC97]
version of the model suffer the same problem. But even the CCS, whose full-orbit version
comes with energy conservation, loses this property when the kinetic motion is switched to
the guiding centre approximation. This is a problem for the MEGA code [PXH+17, Tod06,
TSW+95, TSH+96] that uses the drift-kinetic CCS. So the situation is more bleak for hybrid
models with alternative micro-scale dynamics—and these are precisely the hybrids popular for
codes on account of their computational strengths, especially the PCS which has proved popular
in simulations [FP95,FPS+06].
As we concluded in the previous section, the energy balance problems of the drift-kinetic CCS
were solved by [BT17] and the issues of the drift-kinetic PCS was solved by the author [CBT18],
both by applying an important geometric treatment. In the coming chapters, this thesis will
develop and survey the geometric techniques needed to ensure that the models of plasma physics
possess the correct fundamental physics.
1.7. Outline of the thesis
Concerning the rest of the overall structure of the thesis, the layout is as follows. Chapter 2
is dedicated to the geometric preliminaries that will be of importance to this research. Here
we introduce the concepts of the variational and Hamiltonian formalisms which have proved
themselves useful in multiple areas of physics beyond plasmas, as well as other techniques such
as reduction. Chapter 3 is dedicated to the variational descriptions of the two main hybrid
fluid-kinetic models of plasma physics. This chapter terminates with an energy-conserving PCS
in the drift-kinetic approximation, but the original research presented goes beyond this phys-
ical application and new results in geometry are discovered along the way. Chapter 4 sees
the Hamiltonian picture of the same hybrid models explored, and the geometric relationships
between them unfolded. We show the development of this alternative picture produces the same
model, demonstrating the ultimate equivalence of the variational and Hamiltonian viewpoints.
Section 5 pursues this unifying theme and we present a formulation for generalised Maxwell-
Vlasov kinetic systems. Discussion and avenues of future work are presented in Chapter 6.

2
Geometric methods in plasma physics
A rich geometric landscape has been unearthed in the study of plasma physics. Geometric
mechanics in particular has played a role in understanding several of the descriptions used for
modelling plasma, and since these techniques have already established themselves in the fields
of fluid mechanics, kinetics, and electromagnetism, they are also naturally tools of fundamental
importance in the study of the hybrid plasma models constructed from them.
In this chapter we will review some key geometric methods that will be of use to us. First
and foremost are the reduction processes of geometric mechanics, though we will only explore
them in their application to plasma physics. Primarily we are concerned with Euler-Poincare´
reduction, but will also need to be familiar with Lie-Poisson reduction. Armed with the former
of these, we will be equipped to look at reduction on a semidirect product group structure.
Our investigations into this will later prove productive when, in Chapter 3, we characterise the
relationship between generic hybrid models geometrically and report on a variational method
for deriving a new drift-kinetic hybrid plasma model.
As a counterpart, the present chapter also sees us turn our attention to Hamiltonian tech-
niques, which enjoy a decades-long history in the subject of plasma physics. We will not only
review the relevant Hamiltonian structures but also the meaning of Poisson and momentum
maps in the context of plasma modelling. Working with the theory covered here, we will review
in Chapter 4 how hybrid models are related through the geometry of their Poisson brackets,
before taking these ideas further to show that the aforementioned new hybrid model may also
be derived as a Hamiltonian system.
Additionally, we will sketch out the bridging process between these two formalisms—the
Legendre transform—to equip us for the subject matter of Chapter 5. We will dedicate a
portion of the discussion to the application of the ideas under review. In this chapter we will
dispense with physical constants by setting all masses, charges, etc, to unity, in order to better
view the mathematical aspects being studied. For the reader’s reference, Table 2.1 provides the
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Space Lie derivative
Functions F ∈ C∞(Rn) £V F = V · ∇F
Densities D ∈ Den(Rn) £VD = ∇ · (V D)
Vector fields w ∈ X(Rn) £V w = V · ∇w −w · ∇V
1-forms A ∈ Ω1(R3) £V A = (∇×A)× V +∇(V ·A)
Closed 2-forms B ∈ dΩ1(R3) £V B = ∇× (B× V )
1-form densities m ∈ Ω1(Rn)⊗Den(Rn) £Vm = ∇ · (Vm) +∇V ·m
Table 2.1: Selected Lie derivatives.
explicit form of the Lie derivative for a selection of common spaces that will appear. The Lie
derivative is an important geometric operation and, being the infinitesimal generator of smooth
flows, is particularly widespead in the context of continuum mechanics.
2.1. The geometry of electromagnetism
The fundamental force of electromagnetism in standard physics is described by Maxwell’s equa-
tions. As plasma physics concerns charged particles and their dynamics, this interaction is an
elemental ingredient. In a configuration space Q which, excepting more exotic theories, is usu-
ally taken taken to be R3, Maxwell theory concerns the scalar and 1-form fields φ ∈ C∞(Q) and
A ∈ Ω1(Q). Respectively, these are the (time-dependent) electric and magnetic potentials. We
briefly discussed the equations of electromagnetism in Section 1.4. Here we expand on their
underlying variational and Hamiltonian (i.e. geometric) formalisms. Maxwell’s equations read
∂E
∂t
= ∇×B− J , ∇ ·E = Q , (2.1)
∂B
∂t
= −∇×E , ∇ ·B = 0 , (2.2)
where the electric and magnetic field strengths E and B are defined as gradients of the field
potentials by
E := −∇φ− ∂A
∂t
, B := ∇×A , (2.3)
and where the current J and charge densities Q are source terms (coupling to charged matter).
Let us summarise the geometric setting of Maxwell’s equations, which is well known to
particle physicists. The variational formulation of Eqs. (2.1) is most compactly expressed in the
4-vector notation on Minkowski space. But since this will not be of use to us in this thesis,
we will continue with the description given in terms of separate potential fields (φ,A). (This
split formulation sits neatly within the more intuitive 4-dimensional covariant formalism, whose
elegance nonetheless breaks down when entering the Hamiltonian picture later.) We define the
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Maxwell Lagrangian as the map LMax : T (Ω
1(Q)× C∞(Q)) −→ R given by
LMax(φ, φ˙,A, A˙) =
1
2
ˆ
|A˙ +∇φ|2d3q − 1
2
ˆ
|∇ ×A|2d3q . (2.4)
Note the abuse of notation A˙ and φ˙ in Eq. (2.4). This notation should not be confused as a total
derivative but as shorthand for elements in the tangent space of the manifold Ω1(Q)×C∞(Q) at
the footpoint (A, φ). What is meant is the derivative along a parameterised curve that passes
through the footpoint. (The parameter is usually identified with time within the variational
principle.) This style of notation will be common throughout this thesis.
Lemma 2.1. Under arbitrary variations of δA and δφ vanishing at the end points, the vari-
ational principle δ
´ t2
t1
LMaxdt = 0 associated to Lagrangian (2.4) is equivalent to Maxwell’s
equations in a vacuum:
∂E
∂t
= ∇×B , ∇ ·E = 0 . (2.5)
The variational principle of L = LMax +
´
(J ·A−Qφ)d3q, with the addition of external source
terms, is equivalent to Eqs. (2.1).
Eqs. (2.2)—Faraday’s law and the non-existence of magnetic monopoles—do not follow from
a variational structure like Eqs. (2.1)—Ampe`re’s and Gauss’s laws. Rather, they follow from
the definitions (2.3) and are satisfied regardless, so Faraday’s law is a kinematic rather than
dynamical equation, and ∇ · B = 0 follows since B ∈ dΩ1(Q) is an exact form by definition.
Of the equations that derive from the variational principle, even Gauss’s law, associated to
variations δφ, is not a dynamical equation; instead it is associated to the gauge symmetry of the
Lagrangian (see Section 2.4.1).
This point leads us on to discussion of Hamiltonian structure. The Hamiltonian formulation
for Maxwell theory [Pau33] is given by the Poisson bracket
{F,G}(A,E) =
ˆ (
δF
δE
· δG
δA
− δF
δA
· δG
δE
)
d3q , (2.6)
where (A,E) ∈ T ∗Ω1(Q), with equations of motion ∂F/∂t = {F,H} with respect to (in the case
of the vacuum) the Hamiltonian function
H(A,E) =
1
2
ˆ (|E|2 + |∇ ×A|2) d3q . (2.7)
Notice the absence of the field φ. This Hamiltonian structure returns as equations of motion only
the first of Eq. (2.5), along with ∂A/∂t = −E. Inclusion of sources relies only on a modification
of the Hamiltonian functional H. Gauss’s law is absent (we return to this point in Section 2.4).
Variational and Hamiltonian formalisms are bridged when there exists a Legendre transform.
For the Legendre transform FL : TΩ1(Q) −→ T ∗Ω1(Q) to exist, the Lagrangian L must be
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regular. Then a phase space Lagrangian construction yields Hamilton’s equations as a result of
taking variations. We return to this subject and its application to Maxwell theory more fully in
Chapter 5. For now we will sketch a brief outline of the techniques involved.
The Lagrangian (2.4) is not regular: the conjugate momentum δLMax/δφ˙ vanishes and the
Hessian is degenerate. In the language of Dirac-Bergmann theory [Dir59, AB51] the equation
resulting from δLMax/δφ˙ = 0 is a primary constraint. We wish here to avoid delving into
discussion regarding Dirac constraints, and instead we propose simply doing away with some
excess degrees of freedom by fixing the well-known gauge condition,
φ = 0 . (2.8)
So-called gauge fixing conditions can be placed on the fields to remove gauge freedom and
make certain problems more tractable. The condition (2.8) is known by various names: the
Hamiltonian gauge; the temporal gauge; the Weyl gauge. The first of these perhaps alludes to
the fact that the resulting Lagrangian L0Max : TΩ
1(Q) −→ R given by
L0Max(A, A˙) =
1
2
ˆ (
|A˙|2 − |∇ ×A|2
)
d3q , (2.9)
which is now regular. Denoting the remaining conjugate momenta
Y := FL(A˙) =
δL0Max
δA˙
,
we construct the phase space Lagrangian LMax : TT ∗Ω1(Q) −→ R given by
LMax(A, A˙,Y, Y˙) =
ˆ
Y · A˙d3q −H(A,Y) .
(We will generally denote phase space Lagrangians by L.) Variations of LMax, keeping Y
independent, result in Hamilton’s equations associated to the Maxwell Hamiltonian structure
once the identification E = −Y has been made.
To repeat, this discussion is meant only to introduce the Legendre transform and the bridge
between variational and Hamiltonian formalisms, a working knowledge of which will be useful
throughout our work. In Chapter 5 we will solidify these concepts and devise a more general
geometric framework for Maxwell theory in the presence of matter than has presented here.
2.2. Euler-Poincare´ theory and plasma physics
Euler-Poincare´ theory [HMR98] is a theory of reduction by symmetry. In its simplest form, a
Lagrangian L : TG −→ R on the tangent bundle of a group G, which possesses a symmetry
(i.e. is invariant) under the tangent-lifted action of G on TG, is transformed to a reduced
Lagrangian ` : g −→ R on the Lie algebra g of the group. Through constrained variations,
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dynamical equations on g, known as the Euler-Poincare´ equations, are derived. These form the
reduced counterpart to the Euler-Lagrange equations on G found via arbitrary variations of
L. This is the reduction from the tangent bundle TG to the quotient TG/G, identified as the
tangent space at the identity, i.e. the Lie algebra.
The form of the theory more common in application involves advected quantities. This is
then the reduction TG× V −→ g× V , where V is a vector space of tensor fields in which a set
of parameters v0 live.
For an overview of the history of this material, the reader is directed to [HMR98]. In our
brief review of Euler-Poincare´ theory we will routinely specialise to the setting most appropriate
for fluid and plasma mechanics, in which G = Diff(Q) is the diffeomorphism group over a
manifold Q, usually taken to be Rn. Euler-Poincare´ reduction in this setting is as follows. We
take a Lagrangian on TDiff(Q) that depends parametrically on the variable v0 ∈ V , so that
Lv0 : TDiff(Q) −→ R. We then define the mapping L : TDiff(Q)× V −→ R by
L(g, g˙, v0) := Lv0(g, g˙) , g ∈ Diff(Q) . (2.10)
We will often use the abuse of notation (g, g˙) ∈ TDiff(Q), which is only valid locally. For a
diffeomorphism h ∈ Diff(Q), assume that the extended Lagrangian L is invariant under the
diagonal right action, or
L(g ◦ h, g˙ ◦ h, h−1∗ v0) = L(g, g˙, v0) ,
where ◦ signifies functional composition and h−1∗ is the pushforward by the inverse—the natural
right action on the space V . (We will restrict our discussion to invariance under right action
since the Lagrangians we eventually work with in fluid and plasma physics are of this type. But
the theory is similar for left action.) If right action of the Diff(Q) on itself is denoted by R, then
the invariance of Lv0 is expressed by Lh−1∗ v0 ◦ T Rh = Lv0 or, explicitly,
Lh−1∗ v0(g ◦ h, g˙ ◦ h) = Lv0(g, g˙) , (2.11)
where T R is the tangent lift of R, i.e. the (right) action of Diff(Q) on TDiff(Q).
Definition 2.2. Given an action Φh of a group element h ∈ G on a manifold M , the tangent
lifted action T Φh on the tangent bundle TM is defined by
T Φh(vq) :=
(
Φh(q) ,
d
ds
∣∣∣
s=0
Φh(qs)
)
,
where vq ∈ TM and qs is a curve in M parameterised by s such that qs=0 = q and q′s=0 = q˙.
When M = G = Diff(Q) it is straightforward to show using Definition 2.2 that, for g, h ∈
Diff(Q), the right action Rh(g) = g ◦ h implies
T Rh(g, g˙) = (g ◦ h , g˙ ◦ h) , (2.12)
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i.e. the tangent lift of right action R also acts by composition. Finally, if L is invariant under
the right action of h ∈ G on TG × V , then the choice h = g−1 presents the option of writing
down a reduced Lagrangian ` : X(Q) × V −→ R on the tangent space at the group identity
element, id, by
Lg∗v0( id, g˙ ◦ g−1) =: `(ξ, v) , (2.13)
where ξ = g˙ ◦ g−1 is an element of the Lie algebra of the group Diff(Q), which is identified with
the space of vector fields X(Q) over Q since it can be shown that ξ : Q −→ TqP for q ∈ Q. The
parameter v = g∗v0 ∈ V now becomes dynamical. Arbitrary variations δg of Lv0 translate to
the constrained variations [HMR98]
δξ =
∂ζ
∂t
+ [ζ, ξ]JL , δv = −£ζv , (2.14)
where ζ = δg ◦ g−1 ∈ X(Q) vanishes at the endpoints, [ζ, ξ]JL = ξ · ∇ζ − ζ · ∇ξ is Jacobi-Lie
bracket (equal to minus the Lie bracket) and £ζ is the Lie derivative by ζ.
Some remarks about the general case of a group G. The Jacobi-Lie bracket [ζ, · ]JL in
continuum mechanics corresponds to the adjoint action adζ : g −→ g of the Lie algebra on itself,
defined as the linearised (i.e. infinitesimal form of) the adjoint action Adg : g −→ g of G on its
Lie algebra, which is in turn defined by
Adh : (ξ) :=
d
ds
∣∣∣
s=0
ΦCh (Gs) , (2.15)
where ΦCh (g) = h
−1gh is the right conjugation action, Gs is a curve in G such that Gs=0 = id,
the identity element, and G′s=0 = ξ. The dual maps Ad
∗ and ad∗, known as the coadjoint
actions, are defined consequently. The general infinitesimal action of G on V , denoted by ξV
for ξ ∈ g, corresponding to the right action g∗ is −£ξ. Hence 2.14 is the continuum mechanical
specialisation of
δξ =
∂ζ
∂t
+ adζ ξ , δv = ξζv . (2.16)
For more details on the general geometry, the reader is directed to [MR04,HSS09].
Lemma 2.3 ( [HMR98]). Equivalent to δ
´ t2
t1
Lv0dt = 0 and the Euler-Lagrange equations, the
reduced variational principle
δ
ˆ t2
t1
`(ξ, v)dt = 0 ,
undergoing the constrained variations (2.14), is also equivalent to the the Euler-Poincare´ equa-
tions
d
dt
δ`
δξ
+ ad∗ξ
δ`
δξ
=
δ`
δv
 v , (2.17)
accompanied by the auxiliary equations v˙ = −£ξv.
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In our case of continuum mechanics G = Diff(Q), we have ad∗ξ = £ξ : X(Q)∗ −→ X(Q)∗, the Lie
derivative of a 1-form density. Eqs. (2.17) differ from the case without advected quantities by
the presence of force terms on the right hand side, taking the form of diamond maps that are
defined in general by 〈
δ`
δv
 v, ζ
〉
g
:= −
〈
δ`
δv
, ζV v
〉
V
, (2.18)
whose explicit form will ultimately depend on the space V . The subscripts on the angle brackets
denote over which space the pairing is to be taken. The evolution of the advected quantities v
is built in to the reduction and does not follow from the variational principle.
Now that we have reviewed the key theory of Euler-Poincare´ reduction, in the following
sections we will directly apply it to some well-known models in plasma physics. These are the
charged multifluid model, magnetohydrodynamics (MHD) and Maxwell-Vlasov theory. Later in
Chapter 3 we will develop the reduction theory of this section further to incorporate semidirect
product groups and apply this new machinery to hybrid fluid-kinetic models.
2.2.1. Euler-Poincare´ formulation of the Eulerian charged fluid
Our first example of reduction will be set in the geometry of a plasma model described by a
charged fluid interacting with electromagnetic fields. The setting is G = Diff(Q), with Q usually
taken to be the configuration space R3. The parametric dependence of the Lagrangian is on the
fluid density ρ0 ∈ Den(Q). As an extension of the case of a non-relativistic charged particle in
electromagnetic fields, the Lagrangian (whose fluid component appears in [Bha04]) is given by
Lρ0(η, η˙, φ, φ˙,A, A˙) =
1
2
ˆ
ρ0(x0)|η˙(x0)|2d3x0 −
ˆ
ρ0(x0)U((η∗ρ0) ◦ η)
∣∣∣
x0
d3x0
+
ˆ
ρ0(x0)
(
η˙ ·A(η, t)− φ(η, t)
)∣∣∣
x0
d3x0 + LMax (2.19)
where (η, η˙) ∈ TDiff(Q), the fields (φ,A) are the Maxwell scalar and vector potentials of Sec-
tion 2.1, and |x0 signifies evaluation at x0 ∈ Q (though we will often drop this evaluation in
Lagrangians when the presentation becomes crowded). The function U is the (barotropic) fluid
internal energy taking as its argument the quantity η∗ρ0 composed with η [Bha04]. LMax is the
Maxwell Lagrangian (2.4). The Lagrangian is then of the type
Lρ0 : T
(
Diff(Q)× C∞(Q)× Ω1(Q)) −→ R . (2.20)
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The Euler-Lagrange equations associated to this Lagrangian are
η¨(x0) = (E ◦ η)|x0 + η˙(x0)× (B ◦ η)|x0 −
1
ρ0
∂
∂x0
·
(
ρ20
J
U ′(∇η−1)T
)
,
∂E
∂t
= ∇×B−
ˆ
ρ0η˙(x0)δ(q− η(x0))d3x0 ,
∇ ·E =
ˆ
ρ0δ(q− η(x0))d3x0 ,
(2.21)
where U ′ is the spatial derivative, J is the determinant of the Jacobian matrix ∇η(x0) and q
is a field point. The first of (2.21) is a description of the fluid given in terms of Lagrangian
pathways. (The final, rather complex, pressure term is computed using a variant of Jacobi’s
formula, δJ = J trace (∇η−1∇δη).) Such a Lagrangian variable description is a general feature
of unreduced continuum dynamics.
The current situation readily admits an application of Euler-Poincare´ reduction, since Lρ0
of (2.19) is invariant under right tangent-lifted action of Diff(Q) on TDiff(Q)× V , i.e.
Lµ−1∗ ρ0 ◦ T Rµ = Lρ0 , V = Den(Q) ,
for µ ∈ Diff(Q), where the action of Diff(Q) on the space of Maxwell fields is trivial. The
reduced Lagrangian
Lη∗ρ0(η ◦ η−1, η˙ ◦ η−1, φ, φ˙,A, A˙) =: `(U , ρ, φ, φ˙,A, A˙) , (2.22)
which is the map
` : X(Q)×Den(Q)× T (C∞(Q)× Ω1(Q)) −→ R , (2.23)
defines the Eulerian variables U := η˙ ◦ η−1 ∈ X(Q) and ρ := η∗ρ0 ∈ Den(Q) (which is now
kinematic). Explicitly, the reduced takes the form
`(U , ρ, φ, φ˙,A, A˙) =
1
2
ˆ
ρ|U |2d3x−
ˆ
ρU(ρ)d3x+
ˆ
ρ(U ·A− φ)d3x+ LMax . (2.24)
We calculate by (2.18) that
ρ  δ`
δρ
= ρ∇ δ`
δρ
∈ Ω1(Q)⊗Den(Q) ,
using the form of the Lie derivative for density functions. The variational principle δ
´ t2
t1
`dt = 0
with the constrained variations δU = ∂W /∂t+[W ,U ]JL and δρ = −∇·(W ρ) (for W = δη◦η−1
vanishing at the endpoints) along with arbitrary variations over φ and A is then equivalent to
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the system of equations for the charged fluid of Section 1.4,
ρ
(
∂
∂t
+U · ∇
)
U = ρ (E +U ×B)−∇p , (2.25)
∂ρ
∂t
+∇ · (ρU) , (2.26)
∂E
∂t
= ∇×B− ρU , (2.27)
∇ ·E = ρ . (2.28)
Recall that E := −∂A/∂t − ∇φ and B := ∇ ×A. (As in Section 2.1, the remaining Maxwell
equations ∂B/∂t = −∇×E and ∇·B = 0 follow from these definitions rather than deriving from
the variation principle.) Eqs. (2.25)–(2.28) were also given an alternative variational derivation
by [HMR98] in terms of the Kaluza-Klein construction.
While we have outlined the reduction of the variational structure of the charged fluid sys-
tem, extending the picture to the case of multiple fluid species of Spencer and Kaufman is
trivial [SK82]. We have given the charged fluid plasma a straightforward geometric treatment
by directly applying Euler-Poincare´ reduction theory for continuum mechanics [HMR98]. In the
next section we will repeat the process for a physical model whose geometry contains some extra
features.
2.2.2. Euler-Poincare´ formulation of ideal MHD
The structure of magnetohydrodynamics that we encountered in Section 1.4.1 is more complex
at the geometric level. As with the charged fluid of the previous section, MHD possesses a
variational structure, but with an important distinction. The unreduced Lagrangian is of the
type
L(ρ0,A0) : TDiff(Q) −→ R . (2.29)
Compare this with the map Lρ0 of Eq. (2.20). The magnetic field potential now appears in the
advected quantity vector space V = Den(Q)× Ω1(Q), while the electric potential is eliminated
altogether, so the MHD Lagrangian contains no sub-Lagrangian functional LMax of independent
fields. The explicit form of the unreduced Lagrangian is
L(ρ0,A0)(η, η˙) =
1
2
ˆ
ρ0|η˙|2d3x0 −
ˆ
ρ0U((η∗ρ0) ◦ η)d3x0 − 1
2
ˆ
|∇ ×A|2d3x0 , (2.30)
where A = η∗A0 is acted on by the fluid diffeomorphisms by pushforward, and U is the fluid
internal energy as before. Since the manifold where L(ρ0,A0) of (2.30) is defined is markedly
different to that of Lρ0 of the charged fluid in (2.19), it is not clear whether there is a way to
pass between the two, despite the equations of MHD being ultimately derivable from those of
the charges fluid [Fre82]—however, a clue might be provided by Remark 3.1 later on.
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As the Lagrangian (2.30) has the symmetry property L(µ−1∗ ρ0,µ−1∗ A0) ◦ T Rµ = L(ρ0,A0) for
an element µ ∈ Diff(Q), we can apply the Euler-Poincare´ machinery to identify the reduced
Lagrangian
`(U , ρ,A) : X(Q)×Den(Q)× Ω1(Q) −→ R . (2.31)
(Compare this with the map (2.23).) The quantities U := η˙ ◦ η−1 and ρ := η∗ρ0 are defined
as before, as are their variations. Rather than being independently varied, we now have the
additional constrained variation δA = −£WA. The variational principle associated to (2.30) is
then equivalent to the Euler-Poincare´ equations on X(Q)×Den(Q)× Ω1(Q),
∂
∂t
δ`
δU
+ £U
δ`
δU
=
δ`
δρ
 ρ+ δ`
δA
A ,
∂ρ
∂t
+ £Uρ = 0 ,
∂A
∂t
+ £UA = 0 .
(2.32)
As can be seen, the advection of A relegates its motion to an auxiliary equation built into the
reduction, and we calculate
δ`
δA
A = ∇×
(
A× δ`
δA
)
+ A
(
∇ · δ`
δA
)
∈ Ω1(Q)⊗Den(Q) .
From (2.30) we determine the reduced Lagrangian to be [HMR98]
`(U , ρ,A) =
1
2
ˆ
ρ|U |2d3x−
ˆ
ρU(ρ)d3x− 1
2
ˆ
|∇ ×A|2d3x , (2.33)
and Eqs. (2.32) are
ρ
(
∂
∂t
+U · ∇
)
U = (∇×∇×A)×∇×A−∇p ,
∂ρ
∂t
+∇ · (ρU) , ∂A
∂t
= (U ×∇×A)−∇(U ·A) ,
(2.34)
which, using B = ∇ × A and ∂B/∂t = ∇ × ∂A/∂t, is precisely the same as the system
of equations (1.11)–(1.12) of Section 1.4.1, less the constraint ∇ · B = 0 that is nevertheless
preserved in time by Eqs. (2.34). MHD has been the second fluid-mechanical plasma model
whose Euler-Poincare´ reduction we have surveyed. In the following section we will proceed to
the slightly different case of kinetic ensembles.
2.2.3. Euler-Poincare´ formulation of Maxwell-Vlasov theory
The Maxwell-Vlasov theory of Eqs. (1.8)–(1.9) also possesses an Euler-Poincare´ reduction ana-
logous to what we have employed in the variational treatment of the two previous fluid models.
The distinction now is that we consider motion over the phase space TQ = R6, described by
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diffeomorphisms ψ that belong to Diff(TQ). These diffeomorphisms ψ map an initial point
z0 = (x0,v0) ∈ TQ in the phase space to ψ(z0, t) which we decomposed as
ψ(z0, t) =
(
ψ1(z0, t), ψ2(z0, t)
)
=
(
x(z0, t),v(z0, t)
)
, (2.35)
though we will suppress time dependence, and often also dependence on z0. In what follows, we
base our discussion on [CHHM98], whose work we recapitulate.
It is important to reiterate that the group governing the particle motion is now Diff(TQ),
diffeomorphisms on the particle phase space, and not Diff(Q) as was the case for fluid motion.
The Maxwell-Vlasov model in Lagrangian variables is given by
ψ˙2 = ψ2 × (B ◦ ψ1) + E ◦ ψ1 , ψ˙1 = ψ2 , (2.36)
∂E
∂t
= ∇×B−
ˆ
f0δ(q− ψ1(z0))d3z0 , (2.37)
∇ ·E =
ˆ
f0δ(q− ψ1(z0))d6z0 . (2.38)
Once again q is a dummy variable over which we choose the Maxwell fields to be evaluated.
This system is an infinite-dimensional generalisation of single particle dynamics, and Eqs. (2.36)–
(2.38) possess a variational structure, derivable from the variational principle associated to the
Lagrangian
Lf0(ψ, ψ˙, φ, φ˙,A, A˙) =
ˆ
f0
(
(ψ2 + A ◦ ψ1)
∣∣∣
z0
· ψ˙1(z0)− (φ ◦ ψ1)
∣∣∣
z0
− 1
2
|ψ2(z0)|2
)
d6z0+LMax ,
(2.39)
under arbitrary variations (δψ, δφ, δA). The Maxwell Lagrangian LMax is given as before in
Eq. (2.4). Lagrangian (2.39) is a generalisation of the Lagrangian for a single particle interacting
with electromagnetic fields (expressed in phase space form) and is the map
Lf0 : T
(
Diff(TQ)× C∞(Q)× Ω1(Q)) −→ R . (2.40)
Although the Lagrangian (2.39) is expressed over the phase space variables rather than con-
figuration space variables, the variational principle will ultimately select the physical motion
that minimises the action—hence substituting the second of Eq. (2.36) into the first returns the
familiar form of Euler-Lagrange equations, such as in Eq. (2.21). Note that in the above we use
velocity v here as opposed to p, the canonical momentum, since we are interested in physical
variables; we are working with a non-canonical phase space construction.
The phase space Lagrangian (2.39) has the same symmetry under right action of the diffeo-
morphism group as the charged fluid Lagrangian of Section 2.2.1 except that now the symmetry
group is Diff(TQ). That is, for a diffeomorphism φ ∈ Diff(TQ)—not to be confused with the
scalar electric potential—we have the invariance property
Lφ−1∗ f0 ◦ T Rφ = Lf0 , (2.41)
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where T Rφ(ψ, ψ˙) = (ψ ◦ ψ, ψ˙ ◦ φ) is the tangent-lifted (right) action of Diff(TQ) on its own
tangent bundle (also acting trivially on the space of Maxwell fields). We can then perform
Euler-Poincare´ reduction by the choice φ = ψ−1. So far, this reduction is just the phase space
analogue of the reduction of Lρ0 for the charged fluid plasma, where now V = Den(TQ). The
reduced Lagrangian ` : X(TQ)× V × T (C∞(Q)× Ω1(Q)) −→ R is given by
`(X , f, φ, φ˙,A, A˙) =
ˆ
f(z, t)
[
(v + A(x, t)) ·w(z, t)− φ(x, t)
]
d6z + LMax , (2.42)
where w is the spatial component of the Lie algebra element X = ψ˙ ◦ ψ−1, and f = ψ∗f0 =´
f0δ(z − ψ(z0))d6z0 ∈ Den(TQ) is now a time-dependent quantity. The Euler-Poincare´ equa-
tions (2.17) in this instance become(
∂
∂t
+ £X
)
δ`
δX = f∇z
δ`
δf
, (2.43)
equivalent to the reduced variational principle and constrained variations,
δ
ˆ t2
t1
` dt = 0 , δX = ∂Ξ
∂t
+ [Ξ,X ]JL , δf = −£Ξf ,
with Ξ = δψ ◦ ψ−1 vanishing at the end points. The Maxwell-Vlasov Lagrangian (2.42) used
with Eqs. (2.32) produces the six component equation
X =
(
v , E + v ×B
)
, ∇z ·X = 0 (2.44)
while arbitrary variations for the Maxwell fields yield
∂E
∂t
= ∇×B−
ˆ
fvd3v , ∇ ·E =
ˆ
fd3v . (2.45)
By inserting the expression for X in the kinematic equation for the advected quantity f , along
with the fact that X is a Hamiltonian vector field, we arrive at
∂f
∂t
= −£X f = −∇z · (X f) , (2.46)
the Eulerian Maxwell-Vlasov model Eq. (1.8). The Euler-Poincare´ reduction given here was
reported by Cendra et al. [CHHM98], who were inspired by [Low58], and the resulting equations
are identical despite some differences in the expression of their Lagrangian.
It is important to emphasise the differences that have arisen between the Euler-Poincare´
reduction of fluid models, on Q, and of particle ensemble systems such as Maxwell-Vlasov, on
TQ. The fact that the Euler-Poincare´ equations of the kinetic theory yield expressions for the
components of X , rather than dynamical equations, already tells us that something different is
going on. The Euler-Poincare´ equations essentially result in the dynamics of f , the Liouville
measure. We emphasise this point to mark our departure from the work of [CHHM98], to which
we will return during discussion of the Hamiltonian structure of Maxwell-Vlasov theory in the
next section, and also in Chapter 5.
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2.3. Lie-Poisson theory and plasma physics
As variational formalisms and Hamiltonian systems are related by the existence of a Legendre
transform, so is Euler-Poincare´ reduction related to another form of reduction, Lie-Poisson
theory, by the existence of a reduced Legendre transform. Lie-Poisson reduction for fluids
and plasmas takes place between the canonical Poisson structures on T ∗G = T ∗Diff(Q) and
g∗ = X(Q)∗, the dual of the Lie algebra, and is a special case of the more general symplectic
reduction where T ∗G is instead any symplectic manifold. Let αg = (g, α) ∈ T ∗G locally, and let
h ∈ G act on T ∗G by the cotangent-lifted right action T ∗Rh defined by
〈T ∗Rh(αg), vg〉 := 〈αg, T Rh(vg)〉 ,
where vg ∈ TG. In the case of continuum mechanics, where G = Diff(Q), this action on
α ∈ T ∗g Diff(Q) is computed to be T ∗Rh(α) = J−1α ◦ h, where J is the determinant of the
Jacobian of the transformation h. The key statement of Lie-Poisson reduction for Hamiltonian
systems with advected parameters v0 ∈ V is as follows.
Theorem 2.4 (Lie-Poisson reduction for continua). For a Hamiltonian Hv0 : T ∗Diff(Q) −→ R
which is invariant under the cotangent-lifted (diagonal) right action of Diff(Q) on T ∗Diff(Q)×V ,
the canonical Poisson structure {G,K}(αg) on T ∗Diff(Q) is reduced to the Lie-Poisson bracket,
{g , k }(µ, v) =
〈
µ,
[
δg
δµ
,
δk
δµ
]〉
X(Q)∗
−
〈
v,£ δg
δµ
δk
δv
−£ δk
δµ
δg
δv
〉
V
, (2.47)
on the reduced space
X(Q)∗ × V 3 (µ, v) ,
whence the (right) Lie-Poisson equations
∂µ
∂t
+ £ δh
δµ
µ+
δh
δv
 v = 0 , ∂v
∂t
+ £ δh
δµ
v = 0 , (2.48)
and reduced Hamiltonian h(µ, v) := (Hg∗v0 ◦ T ∗Rg−1)(αg).
See [MRW84,MR04] for the general expression of this theorem.
Alternatively, one can arrive at the Lie-Poisson structure if there exists a reduced Legendre
transform [MR04] between a Lagrangian on X(Q)×V and a Hamiltonian on Ω1(Q)⊗Den(Q)×V .
Generally, the Legendre transform is denoted by FL : TQ −→ T ∗Q, for configuration manifold
Q. We will return to the Legendre transform in Chapter 5. For now we will just state some
practical implications for the reduced Lagrangian ` of variables ξ and ρ. When ` is regular, we
may define the conjugate momentum µ by
µ :=
δ`
δξ
,
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and construct the reduced phase space Lagrangian
l(ξ, µ, v) = 〈µ, ξ〉 − h(µ, v) , (2.49)
which defines the reduced Hamiltonian h . Then the variational principle associated to Lag-
rangian (2.49) is performed with Euler-Poincare´ variations of the quantities ξ and v; but since
µ is related to the unreduced momentum by µ = J−1(δL/δg˙) ◦ g−1 it is varied independently.
The equations of motion are equivalent to the Poisson structure (2.47) by the relation
{f , h} = ∂f
∂t
=
〈
δf
δµ
,
∂µ
∂t
〉
+
〈
δf
δv
,
∂v
∂t
〉
. (2.50)
This method for defining the Poisson bracket will serve as a useful shortcut when developing
the Poisson structures of more complex models later on.
Now we will survey some applications of Lie-Poisson theory in plasma physics, using the
same three models which we visited in Sections 2.2.1–2.2.3. For the charged fluid we will arrive
at the reduced Poisson structure by Lie-Poisson reduction, while for MHD we will instead arrive
by the reduced Legendre transform. For Maxwell-Vlasov theory some discussion of an open
problem is needed.
2.3.1. Lie-Poisson formulation of the Eulerian charged fluid
To derive the Hamiltonian structure of the charged fluid model we will use Lie-Poisson reduction
directly. Since the Lagrangian (2.19) is regular in its dependence on η˙, we can consider a
Legendre transform, provided we also apply the gauge fixing condition Eq. (2.8) (see Section 2.1).
This condition fixed, the Legendre transform is then the map between differentiable functions on
the tangent bundle TDiff(Q)×TΩ1(Q) and those on the cotangent bundle T ∗Diff(Q)×T ∗Ω1(Q).
We identify the canonical conjugate momenta
P :=
δLρ0
δη˙
, Y :=
δLρ0
δA˙
,
so that we construct the phase space Lagrangian Lρ0 : T
(
T ∗Diff(Q)× T ∗Ω1(Q)) −→ R as
Lρ0(η, η˙, P, P˙ ,A, A˙,Y, Y˙) =
ˆ
P · η˙d3x0 +
ˆ
Y · A˙d3q −Hρ0(η, P,A,Y) . (2.51)
Phase space Lagrangians act as a convenient bridge between variational and Poisson structures.
The variational principle δ
´ t2
t1
Lρ0dt = 0 associated to Lagrangian (2.51) is equivalent to the
canonical Poisson structure
{G,K}(η, P,A,Y) =
ˆ (
δG
δη
· δK
δP
− δK
δη
· δG
δP
)
d3x0 + {G,K}Max , (2.52)
Hρ0(η, P,A,Y) =
1
2
ˆ
1
ρ0
|P − ρ0(A ◦ η)|2d3x0 +
ˆ
ρ0U((η∗ρ0) ◦ η)d3x0 +HMax , (2.53)
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where we have omitted field evaluation at x0 and where (HMax, { , }Max) is the canonical Hamilto-
nian structure of Maxwell theory as defined in Section 2.1. In a straightforward application of
the Lie-Poisson theory, we have the reduced quantities (µ, v) = (M , ρ) := (P ◦ η−1, η∗ρ0), and
h(M , ρ,A,Y) =
1
2
ˆ
1
ρ
|M − ρA|2d3x+
ˆ
ρU(ρ)d3x+HMax , (2.54)
According to Eqs. (2.47)–(2.48) the canonical fluid equations are
∂M
∂t
= −∇ ·
(
1
ρ
(M − ρA) (M − ρA)T + p1
)
+ (M − ρA)×B−A∇ · (M − ρA) ,
∂ρ
∂t
= −∇ · (M − ρA) .
(2.55)
derivable from the Lie-Poisson structure,
{g , k }(M , ρ,A,Y) =
ˆ
M ·
[
δg
δM
,
δk
δM
]
JL
d3x
−
ˆ
ρ
(
δg
δM
· ∇δk
δρ
− δk
δM
· ∇δg
δρ
)
d3x+ {g , h}Max , (2.56)
for arbitrary functionals g and k. The Hamiltonian structure also yields Maxwell equations,
∂A
∂t
= −E , ∂E
∂t
= ∇×B−M + ρA ,
under the identification Y = −E. What we have presented is the result of reduction from
the canonical bracket, but canonical variables are not generally the useful variables in plasma
physics. Eq. (2.55) must be equivalent to the fluid velocity equation of Eqs. (2.25) arrived at by
Euler-Poincare´ reduction, but it is not easy to see while expressed in canonical variables. One
must first perform the change of variables (M , ρ) 7−→ (m, ρ), where m := ρU = M −ρA is the
fluid momentum, rather than the total momentum (see Section 2.4 for more discussion of these
transformations). The change of variables induces a transformation in the variational derivatives
of the direct sum Lie-Poisson bracket (2.56) such that coupling terms become manifest. The
resulting Hamiltonian structure
{g , k }(m, ρ,A,E) =
ˆ
m ·
[
δg
δm
,
δk
δm
]
d3x−
ˆ
ρ
(
δg
δm
· ∇δk
δρ
− δk
δm
· ∇δg
δρ
)
d3x+ {g , h}Max
+
ˆ
ρ
(
δg
δm
· δk
δE
− δk
δm
· δg
δE
)
d3x+
ˆ
ρB · δg
δm
× δk
δm
d3x ,
h(m, ρ,A,E) =
1
2
ˆ |m|2
ρ
d3x+
ˆ
ρUd3x+HMax(A,E) .
(2.57)
consists of the total energy Hamiltonian and the Spencer-Kaufman bracket, reported by [SK82]
in the easily-extended case of multiple fluid species. The brackets of non-canonical variables
are the popular form used in plasma physics since physical quantities are often not canonical
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variables. The fluid equations of the physical momentum m = ρU associated to this bracket
can be cast as follows:
∂m
∂t
+∇ ·
(
mmT
ρ
+ p1
)
= ρE +m×B , ∂ρ
∂t
= −∇ ·m , (2.58)
where the Lorentz force terms on the right hand side appear more recognisably. The bracket (2.57)
also returns the charged fluid Ampe`re’s law,
∂E
∂t
= ∇×B−m . (2.59)
These equations coincide with Eqs. (2.25), barring the omission of Gauss’s law (see Section 2.1
for more on this topic). Next we will see how the Hamiltonian structure of a fluid-like plasma
is altered when the magnetic potential A is also an advected quantity.
2.3.2. Lie-Poisson formulation of Ideal MHD
Once again the unreduced Lagrangian for ideal MHD (2.30) is regular, so we know there is a
Lie-Poisson formulation that corresponds to the Euler-Poincare´ reduction we saw earlier. For
the charged fluid plasma of Section 2.2.1 we performed the Legendre transform on Lρ0 and then
applied Lie-Poisson reduction to the canonical Poisson structure. This time we will illustrate
the alternative route of performing the reduced Legendre transform. For a regular reduced
Lagrangian `, such as the Eulerian MHD Lagrangian (2.33), we may construct the reduced
phase space Lagrangian l from (2.49). The variational principle associated to l is equivalent to
a reduced Hamiltonian structure. For MHD, the canonical and physical momenta coincide:
µ =
δ`
δU
= ρU =: m .
Theorem 2.4 tells us that we have the Lie-Poisson bracket on the manifold
(Ω1(Q)⊗Den(Q))× V ,
with advected quantity space V = Den(Q)× Ω1(Q), given by
{g , k }(m, ρ,A) =
〈
m,
[
δg
δm
,
δk
δm
]〉
−
〈
ρ,£ δg
δm
δk
δρ
−£ δk
δm
δg
δρ
〉
−
〈
A,£ δg
δm
δk
δA
−£ δk
δm
δg
δA
〉
. (2.60)
Using the forms of the Lie derivative for functions δg/δρ and vector field densities δg/δA (where
we have identified Ω1(Q)∗ = X(Q) ⊗ Den(Q) with respect to the L2 pairing), this is explicitly
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the MHD Poisson structure
{g , k }(m, ρ,A) =
ˆ
m ·
[
δg
δm
,
δk
δm
]
d3x−
ˆ
ρ
(
δg
δm
· ∇δk
δρ
− δk
δm
· ∇δg
δρ
)
d3x
+
ˆ
∇×A ·
(
δg
δm
× δk
δA
− δk
δm
× δg
δA
)
d3x
−
ˆ (
δg
δA
· ∇
(
A · δk
δm
)
− δk
δA
· ∇
(
A · δg
δm
))
d3x .
(2.61)
To arrange the MHD bracket (2.61) into the form reported by [Mor82, Mor09] (which carries
some sign errors) we perform the change of variables A 7−→ B = ∇ × A, which induces the
relation
δg
δA
= ∇× δg
δB
,
causing the last line of (2.61) to vanish. Though this formulation of MHD given in terms of
the variables (m, ρ,B) is simpler, in this thesis we will in most cases retain the variable A
rather than B. The primary motivation for this is that it is necessary for the treatment of MHD
coupled to a drift-kinetic distribution of energetic particles, which is a major focus of this work.
We will end our discussion here by completing the MHD Hamiltonian structure with the reduced
Hamiltonian h : (Ω1(Q)⊗Den(Q))× V −→ R, which is the MHD total energy,
h(m, ρ,A) =
1
2
ˆ |m|2
ρ
d3x+
ˆ
ρUd3x+ 1
2
ˆ
|∇ ×A|2d3x . (2.62)
Note that we do not need to distinguish the forms of this Hamiltonian structure given in terms
of the canonical and physical fluid momentum since the two coincide. The equation of motion
for the MHD momentum given by the above Hamiltonian structure can be succinctly rendered
as a total divergence ∂m/∂t+∇ · TMHD = 0, where
TMHD =
mmT
ρ
+ p1 +
|B|2
2
1−BBT , (2.63)
is the MHD stress tensor. It is a simple exercise so show that this fluid momentum equation is
equivalent to the fluid velocity equation of (2.34).
2.3.3. Maxwell-Vlasov: an outstanding question
A Lie-Poisson structure for Maxwell-Vlasov theory—and its variant without dynamical Maxwell
fields, the Poisson-Ampe`re model—is well known [MW82,Mor80,Mar82]. The dynamical system
comprised of Eqs. (2.45) and (2.46) corresponds to the Poisson structure on the manifold
C∞(TQ)× T ∗Ω1(Q) ,
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given by
{g , k } =
ˆ
f
{
δg
δf
,
δk
δf
}
can
d6z +
ˆ
fB ·
(
∂
∂v
δg
δf
× ∂
∂v
δk
δf
)
d6z
+
ˆ
f
(
∂
∂v
δg
δf
· δk
δE
− ∂
∂v
δk
δf
· δg
δE
)
d6z (2.64)
+
ˆ (
δg
δE
· ∇ × δk
δB
− δk
δE
· ∇ × δg
δB
)
d3x ,
where {· ·}can is the canonical bracket on functions of z, and the Eulerian Hamiltonian functional
is
h(f,B,E) =
1
2
ˆ
f |v|2d6z + 1
2
ˆ (|E|2 + |B|2) d3x . (2.65)
The structure (2.64)–(2.65) was derived by [MW82] from the sum of canonical Vlasov and
Maxwell Poisson structures (consisting of the first and last integrals of (2.64)) using a shift into
non-canonical variables (see Section 2.4.2).
The Maxwell-Vlasov model is interesting with regards to its reduction processes. Reduction
on its variational side is of an Euler-Poincare´ type, analogous to fluid mechanical models but
extended to six-dimensional phase space TQ. However, the Hamiltonian picture of the theory
does not come from the form of Lie-Poisson reduction that we have considered above, and extra
care needs to be taken.
Attempts have been made to connect the Euler-Poincare´ reduction scheme (2.41) to a re-
duction to (2.64)–(2.65) on the Hamilton side, mimicking what one would expect to do for fluid
models. Building on the work of Cendra et al. [CHHM98], a framework for connecting the
Euler-Poincare´ formulation of Maxwell-Vlasov with the Lie-Poisson structure given above was
presented by Squire et al. [SQTC13], using a Legendre transform method. The fact that the
reduced and unreduced Maxwell-Vlasov Lagrangians are not regular precludes performing the
Legrendre transform unless extra constraint methods are employed to overcome major problems
with the formulation of the Poisson structure [SQTC13].
However, these steps taken in [SQTC13] are ultimately unnecessary. The Lagrangian (2.42)
is actually already equivalent to a Hamiltonian system, provided the Hamiltonian gauge (2.8)
is fixed. To see this, consider the model without the presence of Maxwell fields. The reduced
Lagrangian is essentially the kinetic ensemble version of the particle phase space Lagrangian
L : TTQ −→ R given by
L(x,v, x˙, v˙) = v · x˙−H(x,v) .
Being a phase space Lagrangian, this bridges to Hamilton’s equations. When this is extended
to a kinetic ensemble, we have the reduced Lagrangian
`(X , f) =
ˆ
fv ·wd6z − h(f) ,
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whose Euler-Poincare´ equations are also Hamilton’s equations,
X =
(
∇ δh
δf
,− ∂
∂v
δh
δf
)
.
Inserting these into the relation ∂f/∂t = −£X f and using (2.50) results in the Lie-Poisson
bracket for kinetic theory,
{g , k }(f) =
ˆ
f
{
δg
δf
,
δk
δf
}
can
d6z . (2.66)
We mentioned that, despite reproducing the same equations of motion, the Eulerian Lagrangian
given in [CHHM98] and [SQTC13] is expressed differently to our formulation (2.42). Ow-
ing to this alternative expression, it is possible that the fact that kinetic theory is naturally
Hamiltonian—and consequently that for Maxwell-Vlasov theory only a Legendre transform in
the Maxwell variables is needed—was simply missed. We will return in more detail to this topic
in Chapter 5, where we show how the work of [Mar82] and [CHHM98] is connected without
recourse to constraint methods. Until then we will keep this result in mind and use it when
needed in the intervening chapters.
2.4. Poisson maps and momentum maps
In the Hamiltonian perspective, conservative plasma models are given in terms of a Hamiltonian
function and Poisson bracket structure. One key benefit of viewing things on the Hamiltonian
side is that it allows for the definition of Casimir functions—functions Φ(z) such that {Φ, F}(z) =
0 for any F—which in turn enables linear and nonlinear stability analysis. A minor caveat is
that, in most cases, to work with physically relevant variables means non-canonical, and therefore
more complex, formulations of the Poisson structures. We have already seen some examples of
these in this chapter and we will see some quite intimidating examples in chapters to come.
We will now survey some important geometric tools which will be of use to us not only in
the Hamiltonian formalism, but also occasionally in the variational formalism. Our reference for
the following presentation is [MR04], which the reader is invited to consult for further details.
An alternative reference is [GS90]. First we introduce the Poisson map.
Definition 2.5 (Poisson map). A map between Poisson manifolds pi : P −→ P ′ that satisfies
{F,G}P ′(pi(z)) = {F ◦ pi,G ◦ pi}P(z) ,
is called a Poisson map.
In practice, these will tend to be shifts in a momentum variable or into statistical moments of
a distribution. Such shifts, when also Poisson maps, correspondingly induce a second Poisson
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structure and so may be use to transform on model into another, all the while guaranteeing
that the Jacobi identity is satisfied (important for complicated brackets). In the case of reduced
brackets, which we will often be working with, the Poisson maps will be between the duals of
Lie algebras.
Another indispensable map is the momentum map. Let (M, ω) be a symplectic manifold.
For a Lie group G, let the left group action Φ of G on M be symplectic, i.e. ω is preserved for
all g ∈ G.
Definition 2.6 (Momentum map on symplectic manifolds). A momentum map J associated to
Φg is the map
J :M−→ g∗ ,
where g is the Lie algebra of G, such that
d 〈J(z), ξ〉g = iξMω . (2.67)
where z ∈M, ξ ∈ g, ξM is the infinitesimal action of Φ on M, and 〈· , ·〉 is the pairing on g.
If J exists, then Φg is a Hamiltonian action, so an equivalent statement is ξM = X〈J,ξ〉, i.e. the
infinitesimal action is the Hamiltonian vector field generated by the function 〈J, ξ〉.
While Definition 2.6 is the commonly found definition for the momentum map, in this thesis
we will instead make use of two alternative definitions, one more specialised and one more
general.
Definition 2.7 (Equivariant momentum map). Given a group action Φ generated by J, the
momentum map is equivariant if it satisfies the relation
J ◦Φg = Ad∗g ◦ J , (2.68)
where Ad∗ is the (right) coadjoint action of G on g.
Momentum maps that are equivariant are automatically infinitesimally equivariant, and there-
fore are also Poisson maps [MR04], and so can be used to transform Poisson structures. We have
seen an example of this process with Lie-Poisson reduction, where the symplectic manifold is a
cotangent bundle T ∗G of a group and the action Φg is the cotangent-lifted action of G on T ∗G.
We reduced the Poisson structure on T ∗G to one on g as per Lemma 2.4 by h(µ) = (H◦ J)(αg),
where J = T ∗Rg−1 : T ∗G −→ g∗.
Momentum maps are defined up to a constant of integration. However, in the special case
(M, ω) = (T ∗Q,−dΘ), for canonical 1-form Θ, one can always identify an equivariant mo-
mentum map determined by
〈J(αq) , ξ〉 = 〈α, ξQ(q)〉 , (2.69)
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for αq = (q, α) ∈ T ∗Q. A non-canonical 1-form on T ∗Q will return a non-canonical expression
for J. Now we turn to a definition of the momentum map associated to actions on a more general
manifold.
Definition 2.8 (Momentum map on Poisson manifolds). For a group action Φ on a Poisson
manifold P which preserves the Poisson structure, a function J : P −→ g∗ satisfying
{F , 〈J, ξ〉} = ξPF , (2.70)
for functions F on P, is called a momentum map.
An important property of momentum maps is that they can correspond to conserved quantities.
When their associated group action Φg leaves the Hamiltonian invariant, then J(α) is preserved
by the Hamiltonian flow. As such, momentum maps generalise the concepts of linear and angular
momentum which give them their name. When the Hamiltonian formalism corresponds to the
variational formalism then any Noether conserved quantities are also examples of momentum
maps. The diamond operators we have seen in Section 2.2 are also momentum maps expressed
in the variational formalism.
2.4.1. Momentum maps for Maxwell theory in vacuo
We discovered in Section 2.1 that Gauss’s law, which in the variational formalism of electro-
magnetism results from variations δφ, is not reproduced by the Hamiltonian formalism since it
is not a dynamical equation. The question arises of how Gauss’s law can be recovered in this
case. The answer lies in a symmetry of the Hamiltonian,
HMax = 1
2
ˆ (|E|2 + |∇ ×A|2) d3q , (2.71)
under HMax ◦ Φg = HMax, where
Φg(A ,E) = (A +∇g,E) , (2.72)
is the symplectic action of the gauge group U(1) on T ∗Ω1(Q), where g ∈ U(1). Since the
symplectic manifold is a cotangent bundle we can determine a momentum map J using Eq. (2.69)
which, owing to the invariance of (2.71), is a conserved quantity. This is summed up by the
following theorem.
Theorem 2.9 (Gauss’s law as momentum map [Mar82, MW82]). Associated to the action
Φg (2.72) of the gauge group is the conserved quantity J : T
∗Ω1(Q) −→ u∗ given by
J(A,E) = div E ,
where u∗ is the dual of the Lie algebra of the U(1) gauge group (the space of densities on Q).
36 2.4 Poisson maps and momentum maps
This reproduces the missing conservation law that accompanies the dynamical equations, which
we set as ∇ · E = 0. This quantity lives in the dual of the Lie algebra of the gauge group,
namely densities on Q. This result lets us know that choosing the gauge φ = 0 did not delete
information (in the form of Gauss’s law) from the theory. In fact, gauge-fixing is an essential
ingredient in the derivation of any Poisson bracket, since these always produce equations of
motion in the form of a first-order ODE, and as such are formally well-posed. The variational
Maxwell equations (and, later, Maxwell-Vlasov equations) are ill-posed without gauge fixing, in
the sense that the initial value problem does not have a unique solution.
Another point is that we can use J to reduce the Poisson structure by eliminating the gauge
symmetry [Mar82,MW82]. The result is the Poisson bracket of the variables B and E given by
{F ,G} =
ˆ (
δF
δE
· ∇ × δG
δB
− δG
δE
· ∇ × δF
δB
)
d3q , (2.73)
which is a form we will often employ in this thesis. In the next section we will see how this
momentum map is altered in the presence of charged matter.
Furthermore, the Poynting vector is also a momentum map.
Theorem 2.10 (Poynting vector as a momentum map [Hol19]). Associated to the cotangent-
lifted action of Diff(Q) on T ∗Ω by η : A 7−→ η∗A is the momentum map J : T ∗Ω1(Q) 7−→ g∗,
given by
J(A,E) = E×B ,
also known at the Poynting vector.
This quantity is associated to smooth mappings of the configuration manifold Q. The dual Lie
algebra g∗ is identified with 1-form densities.
2.4.2. Maxwell-Vlasov from the direct sum Poisson structure
As remarked upon in Section 2.2.3, the Poisson structure (2.64)–(2.65) was derived by [MW82]
from the direct sum Hamiltonian structure of the Vlasov model and Maxwell theory, both in
canonical formulation. The direct sum structure consists of the bracket
{g , k }(f,A,E) =
ˆ
f
{
δg
δf
,
δk
δf
}
d3xd3p−
ˆ (
δg
δA
· δk
δE
− δg
δE
· δk
δA
)
d3x (2.74)
(where E = −Y) and the Hamiltonian h : Den(TQ)× T ∗Ω(Q) given by
h(f,A,E) =
1
2
ˆ
f |p−A(x)|2d3xd3p+ 1
2
ˆ (|E|2 + |∇ ×A|2) d3x , (2.75)
which contains the coupling. The canonical Maxwell variables are (A,E), while the particle
ensemble is a function f(x,p) over momentum phase space. We consider a shift in co-ordinates
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from momentum p to velocity v = p−A expressed as map pi : (x,p) −→ (x,v). (When physical
constants are restored we have p = mv + qA.) We encode this as a map
f 7−→pi∗f , (2.76)
which is an example of a Poisson map. In the Poisson bracket (2.74) it induces the following
transformations in the variational derivatives:
∇ δg
δf
7−→∇ δg
δf
−∇A · ∂
∂v
δg
δf
,
∂
∂p
δg
δf
7−→ ∂
∂v
δg
δf
,
δg
δA
7−→ δg
δA
−
ˆ
f
∂
∂v
δg
δf
d3v .
These transform the canonical bracket (2.74) into the non-canonical bracket (2.64). Meanwhile,
constructing the Hamiltonian h ◦pi from (2.75) shows it is indeed the non-canonical Hamiltonian
of Eq. (2.65).
The structure (2.74) is a bracket on the Poisson manifold
P = Den(T ∗Q)× T ∗Ω1(Q) .
We define the action of the gauge group U(1) on P by
Φg :
(
f,A,E
)
=
(
τ∗f ,A +∇g,E
)
. (2.77)
where τ : (x,p) −→ (x,p − ∇g) is the canonical fibre translation on T ∗Q for g ∈ C∞(Q) an
arbitrary function. The Hamiltonian (2.75) displays the invariance h ◦Φg = h so any momentum
map associated to the action Φg will be a conserved quantity.
Theorem 2.11 ( [Mar82, MW82]). Associated to the symmetry of the action Φg Eq. (2.77) of
the gauge group on P is the conserved momentum map quantity J : P −→ g∗ given by
J(f,A,E) = ∇ ·E−
ˆ
fd3p .
Hence Gauss’ law (2.38) for Maxwell-Vlasov theory appears as a momentum map in the Hamilto-
nian picture, as did Gauss’s law for Maxwell theory in Section 2.4.1
2.4.3. Cold plasma closure of the Maxwell-Vlasov model
For this section we will use Poisson maps to construct a new physical model from an old one—
in this case a fluid model from a kinetic ensemble. The term “closure” signifies a method of
expressing a distribution in terms of a finite set of moments, in our case statistical moments of
the kinetic ensemble f . We will see that these moments produce a fluid-like structure in the
cold limit. As we saw in Section 2.2.3, Maxwell-Vlasov theory possesses a Lie-Poisson structure
consisting of the bracket (2.64) and Hamiltonian (2.65) on the Poisson manifold
Den(TQ)× T ∗Ω1(Q) ,
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where Den(TQ) is the space of particle densities and T ∗Ω1(Q) the cotangent bundle of the space
1-forms, wherein live the fields (A,E). The product space is the dual of a Lie algebra. The
final term of the bracket (2.64) is the Maxwell field bracket, while the first two make up the
non-canonical Lie-Poisson bracket (see Eq. (2.47)) without advected quantities. The remaining
term couples the two together. This structure is completed by the Hamiltonian
h(f,B,E) =
1
2
ˆ
f |v|2dz + 1
2
ˆ (|E|2 + |B|2) dx . (2.78)
This is a Hamiltonian built as a sum of kinetic energies from, respectively, the particles and
Maxwell fields. For now we will denote the latter by HMax. The kth statistical moment of a
distribution f is given by
´
fv⊗kd3v. Consider then the 0th and 1st moment closures,
n(x, t) :=
ˆ
f(x,v, t)d3v , K(x, t) :=
ˆ
f(x,v, t)vd3v ,
which are respectively the particle number density and mean momentum. The map
pi : f 7−→(f, n,K) ,
is a Poisson map. We can see this working in the Hamiltonian (2.78), which can be readily
rewritten as h = h˜ ◦ pi where
h˜(f, n,K) =
1
2
ˆ |K|2
n
d3x+
1
2
ˆ
f
∣∣∣v − K
n
∣∣∣2d6z +HMax .
is a Hamiltonian on pi(P). The map pi induces the transformation of the variational derivatives
by
δg
δf
7−→ δg
δf
+ v · δg
δK
+
δg
δn
,
which transforms the Poisson bracket into the new Poisson structure {g , k }(f, n,K,B,E) that
can be found in [Tro10].
Notice that since K/n =: V is the mean velocity of the kinetic particles, the first term
in the transformed Hamiltonian is the average kinetic energy 1/2
´
n|V |2d3x, while the second
is the fluctuation of the particle velocity v from the mean (i.e., the statistical temperature),
1/2
´
f |v − V |2d6z. We ignore this temperature term by selecting
f(x,v) = n(x)δ(v − V ) ,
known as the cold plasma closure. The result is the cold plasma Hamiltonian,
h˜c(f, n,K,B,E) =
1
2
ˆ |K|2
n
d3x+
1
2
ˆ (|E|2 + |B|2) d3x .
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Using this Hamiltonian with the transformed Poisson bracket leads to large simplifications due
to there being no derivatives of h˜c with respect to f . The resulting equations of motion are(
∂
∂t
+ £V
)
n = 0 , (2.79)(
∂
∂t
+ V · ∇
)
V = (E + V ×B) , (2.80)
∂E
∂t
= ∇×B− nV , ∂B
∂t
= −∇×E , (2.81)
along with
∂f
∂t
+ V · ∇f +
(
(E + V ×B)−∇V · (v − V )
)
· ∂f
∂v
= 0 , (2.82)
from which Eqs. (2.79)–(2.81) decouple. So, from the cold moment closure of Maxwell-Vlasov
we derive a model of a charged fluid interacting with electric fields. There is also the presence of
an energetic component given by f moving with the cold flow, unless v diverges from the mean
flow. Note that integrating Eq. (2.82) over v recovers Eq. (2.79).
This completes our review of some of the basic tools available to us in the geometric explor-
ation of plasma physics. Some further theoretical development and examples of these tools are
yet to come, such as semidirect product reduction and guiding centre theory. But these will be
presented in dedicated areas so as to serve the matter at hand. Now we can begin our discussion
of hybrid fluid-kinetic models.

3
New results on the variational structure of hybrid
pressure-coupling schemes
The only hybrid-MHD simulation code that we know to be energy conserving is the HYM
code [BGF+15, BP99], which models the current-coupling scheme (CCS) with full-orbit kinetic
effects—essentially the model of Eqs. (1.22)–(1.25). The newly conservative drift-kinetic CCS
model [BT17] has not been incorporated into a simulation code, so no energy-preserving CCS
code with anything other than full-orbit kinetics, such as the MEGA code [PXH+17, Tod06,
TSW+95,TSH+96], is in circulation.
In turn, no simulation code in the pressure-coupling scheme (PCS) is energy conserving,
whether the energetic particle dynamics are of full-orbit type or not. This comes down to two
points. The first is that, for the full-orbit regime, no code has yet made use of the geometrically-
founded PCS model derived in [Tro10] and [HT12]. The second is that, in the guiding centre
approximation, no energy-conserving PCS model had been discovered until recent work by the
author [CBT18]. One of the principal aims of this thesis is to derive this conservative, drift-
kinetic PCS model. This involves not only using the geometric tools we have surveyed in
Chapter 2 but also developing new machinery necessary to achieve the final result. This chapter
is dedicated specifically to presenting the variational viewpoint. An alternative derivation from
a Poisson bracket structure will be presented in Chapter 4.
We will proceed as follows. First we will present the variational formulation of the CCS model
with full-orbit kinetic effects in Section 3.1. This will be the first hybrid fluid-kinetic plasma
model we will study mathematically, and its reduction is an enhancement of the Euler-Poincare´
theory that we have already seen in Chapter 2. This review will become useful since the PCS
is considered an essentially approximated form of the CCS. We then recap the Euler-Poincare´
formulation of the PCS presented in [HT12], before illustrating that the two models are related
by shifting frames at the group level—an insight reported by the author in [CBT18].
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Next in Section 3.2 we will develop Euler-Poincare´ reduction on the semidirect product group
GsH. Here we encounter new material which completes the picture of [HT12] by presenting
the full reduction process on the semidirect product group, and we derive new results relating
Euler-Poincare´ reductions on G ×H and GsH in terms of an entangling map. Afterward, in
Section 3.2.2, we discuss the case for groups G = Diff(Q) and H = Diff(TQ). Here we find a
concrete application of our new-found machinery to hybrid fluid-kinetic systems.
In Section 3.2.3 we specialise even further by applying the new formalism to the full-orbit PCS
model, eventually converging with previous work in the literature, which was found to possess
a semidirect product structure in [HT12]. We show how to derive this structure, and other
hybrids in general, by making use of the entangling map. This material provides the geometry
that underpins the relationship between the CCS and PCS reported in [CBT18], showing that
for diffeomorphism groups the entangling map encodes the aforementioned shifting of frames.
The variational structure of the guiding centre approximation and drift kinetics is reviewed
in Section 3.3, and a simple construction for embedding the guiding centre approximation on
Q × R = R4 into TQ = R6 is developed and exploited in Section 3.4. The newly enlarged
variational structure allows us to use the semidirect product reduction with generic drift-kinetic
Lagrangians. Finally, we arrive at Section 3.5 with everything needed to derive the conservative,
drift-kinetic PCS which was reported by the author [CBT18].
3.1. Euler-Poincare´ reduction of the CCS
As discussed in Section 1.5, the CCS model is conventionally derived by making physical as-
sumptions on the equations of motion of the two-species multifluid plasma and kinetic ensemble
interacting with Maxwell fields. The procedure was reviewed in [HT12], and the resulting Eu-
lerian model of Eqs. (1.22)-(1.25) was shown to possess a variational structure of Euler-Poincare´
type. We will complete the picture by sketching out the full reduction process, combining the
approaches outlined in Sections 2.2.2 and 2.2.3. It will be the first hybrid fluid-kinetic plasma
model whose variational structure we study.
Let Diff(Q) act on V and Diff(TQ) act on W , and let (ρ0,A0, f0) be in the space
V ×W = Den(Q)× Ω1(Q)×Den(TQ) .
Suppose for η ∈ Diff(Q) and ψ ∈ Diff(TQ) we construct the Lagrangian L(ρ0,A0,f0) : T (Diff(Q)×
Diff(TQ)) −→ R which is the sum of the MHD Lagrangian LMHD of (2.30) and the Lagrangian
for a charged kinetic ensemble,
L(ρ0,A0,f0)(η, η˙, ψ, ψ˙) =
ˆ
f0
(
(mhψ2 + qhA ◦ ψ1) · ψ˙1 − mh
2
|ψ2|2 − qhφ ◦ ψ1
)
d6z0 + LMHD ,
(3.1)
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but where, crucially, φ is not a generic function in C∞(Q) but the particular choice of gauge,
φ = (η∗A0) · (η˙ ◦ η−1) . (3.2)
(As a reminder about notation, ψ = (ψ1, ψ2) = (x,v). The fields f0 and ψ in the Lagrangian
are evaluated at z0, though this has been omitted.) The gauge condition (3.2) is known as the
hydrodynamic gauge [GHK83] and the presence of φ ◦ψ1 and A ◦ψ1 = (η∗A0) ◦ψ1 provides the
coupling between the fluid and the kinetic particles.
Remark 3.1 (Hydrodynamic gauge). The hydrodynamic gauge choice (3.2) is required in order
to be consistent with the fact that the particles are coupled to an MHD fluid, where A is not freely
evolving but rather determined by A = η∗A0. This advection automatically implies ∂A/∂t =
−£UA = U ×B−∇(U ·A), but since E := −∂A/∂t−∇φ, consistency with Ohm’s ideal law
E = B×U means φ is also not free, but fixed to be
φ = A ·U = (η∗A0) · (η˙ ◦ η−1) ,
(found by equating both expressions of E). In short, the hydrodynamic gauge is brought about
since the kinetic particles are not coupling to a free magnetic potential, but an advected one.
This gauge is the Coulomb gauge in the frame co-moving with the fluid flow [GHK83].
The Lagrangian (3.1) has a copy of the invariance property (2.11) for both Diff(Q) and Diff(TQ).
Denoting the Cartesian product of right actions,
R×(µ,φ)(η, ψ) = (Rµ(η), Rφ(ψ)) = (η ◦ µ, ψ ◦ φ) , (3.3)
for µ ∈ Diff(Q) and φ ∈ Diff(TQ), this invariance is expressed as
L(µ−1∗ ρ0,µ−1∗ A0,φ−1∗ f0) ◦ T R
×
(µ,φ) = L(ρ0,A0,f0)
Following the procedure of Euler-Poincare´ reduction that we established in the previous cases
of Sections 2.2.1–2.2.3, we use this symmetry to reduce to the tangent space at the identity
(idDiff(Q), idDiff(TQ)), which is(
X(Q)× X(TQ)
)
×Den(Q)× Ω1(Q)×Den(TQ) .
The reduced Lagrangian on this manifold is given by
`(U ,X , ρ,A, f) =
ˆ
f
(
(mhv + qhA) ·w − mh
2
|v|2 − qhA ·U
)
d6z + `MHD , (3.4)
where X = (w,a) = ψ˙ ◦ ψ−1 and where LMHD has been reduced to `MHD as per Section 2.2.2.
This is the Eulerian Lagrangian of [HT12], and used with the Euler-Poincare´ equations (2.43)
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for the particles and (2.32) for MHD results in precisely the CCS equations of Eqs. (1.22)–
(1.25). Furthermore, this Lagrangian was extended by [BT17] to the case of energetic particles
undergoing guiding centre motion. Now that we know how reduction on the direct product
group works for the CCS, in the following section we will turn to the PCS and answer the
question of how the two variational formulations are related. This will lead us into a more
in-depth geometric discussion of how reduction works for general semidirect product groups in
the sections to come.
3.1.1. Relationship between CCS and PCS Lagrangians
We explained in Section 1.5 that the non-conservative PCS is obtained from the CCS by neg-
lecting the hot particle contributions ∂Kh/∂t to the fluid momentum equation. A method was
devised in [HT12] to produce a conservative form of the PCS via a variational principle. How-
ever, the structure of that variational principle is quite different from what we have seen so
far, involving variations associated with a semidirect product group structure (we will turn to
the precise meaning of this group structure in the next section). It is therefore not clear how
the PCS variational structure is related to that of the CCS of the previous section, although
it is known that the equations of motion of the two are related to each other (Section 1.5).
This matter remained unresolved until the author’s work in [CBT18]. We will reproduce the
argument here, and in the following sections delve into underlying geometry that underpins it.
Following Section 3.1, the dynamics of the particle paths of the CCS are given in terms of
the time dependent path ψ on TQ. After applying the Euler-Poincare´ theory of Section 2.2,
we are left with the Eulerian Lagrangian (3.4) whose particle fields are varied according to the
following relations,
δf + £Ξf = 0 , δX = ∂Ξ
∂t
+ [Ξ,X ]JL , (3.5)
where Ξ = δψ ◦ ψ−1. With the CCS cast in these Lagrangian and Eulerian formalisms, the
author suggested [CBT18] shifting the hot particle pathways into the frame of the fluid motion
by replacing ψ with
Z := T η ◦ ψ , (3.6)
where both ψ and T η are smooth invertible paths on TQ. While ψ is a path of generic type,
T η is the tangent lift on the phase space TQ induced by the MHD fluid paths η ∈ Diff(Q).
Physically, the pathway (3.6) reflects the fact that the energetic particles are moving relative to
the bulk fluid flow, and are first transported by their own phase space flow and then taken into
the fluid frame. The explicit form of T η is given by Lemma 3.2.
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Lemma 3.2. Given the action of a group element η on Q, the tangent-lifted action of η on TQ
is
T η(x0,v0) =
(
η(x0), v0 · ∇η(x0)
)
, (3.7)
where (x0,v0) ∈ TQ.
Proof. Let Xs be a curve in Q parameterised by s such that Xs=0 = x0 ∈ Q and X ′s=0 = v0 ∈
Tx0Q. Referring to Definition 2.2, the tangent-lifted action of η on TQ is defined by
T η(x0,v0) =
(
η(Xs),
d
ds
η(Xs)
) ∣∣∣
s=0
=
(
η(Xs=0), X
′
s=0
i∂η(Xs=0)
∂xi0
)
=
(
η(x0),v0 · ∇η(x0)
)
.

Replacing ψ in (3.1) with (3.6) and reducing instead by right composition with Z−1 is equivalent
to defining instead f := Z∗f0 in (3.4), and replacing X = ψ˙ ◦ψ−1 with T η∗X +XU = Z˙ ◦Z−1,
where
XU = (U ,v · ∇U) = T η˙ ◦ T η−1 .
Therefore, an alternative Eulerian formulation of (3.4) is given by
`sCCS(U ,X , ρ,A, f) =
ˆ
f
(
(mhv + qhA) ·w − mh
2
|v|2 +mhv ·U
)
d6z + `MHD , (3.8)
(after some terms have cancelled out) where instead of the variations (3.5) we now have
δU =
∂W
∂t
−£WU , δX = ∂Ξ
∂t
−£Ξ(XU +X )−£XWX ,
δρ = −£W ρ , δA = −£WA , δf = −£Ξ+XW f ,
(3.9)
for W = δη ◦ η−1 and Ξ = T η∗(δψ ◦ ψ−1) vanishing at the endpoints. These are the variations
reported by [HT12] (albeit up to some sign errors) in the context of a semidirect product
variational structure, and may be derived by hand from the definitions of the variables being
varied. It is for this reason that we have marked (3.8) with the symbol s, and indeed using
this Lagrangian with the Euler-Poincare´ equations given by [HT12] returns the conservative
full-orbit CCS model (1.22)–(1.25).
The author then observed [CBT18] that the Lagrangian (3.8) contains the term
ˆ
fmhv ·U d3xd3v =
ˆ
Kh ·U d3x ,
so by adopting the standard assumption that the averaged kinetic momentum Kh produces
negligible effects the approximation Kh ≈ 0 is applied to the Lagrangian (3.8), thereby produ-
cing the Eulerian PCS Lagrangian of [HT12] and returning the conservative model in a manner
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directly corresponding to the non-conservative derivation via the equations of motion (and cor-
responding also to the Hamiltonian derivation of [Tro10]). The relationship between the CCS
and PCS on the variational side is through an approximation in a shifted frame.
All in all, [CBT18] established that answering the question of how the CCS and PCS vari-
ational structures are related first required the observation that the CCS variational formalism
is shifted to a semidirect product description by the map ψ 7−→ Z = T η ◦ ψ. Section 3.2 is
dedicated to the nature of this transformation and its relationship to Euler-Poincare´ reduction
on the semidirect product group.
3.2. Semidirect products and the entangling map
In this section we will apply the Euler-Poincare´ reduction of Section 2.2 to the case of a group
with a semidirect product structure. It was shown in [HT12] that this approach yields a vari-
ational structure for the full-orbit pressure coupling scheme (PCS), where the Lie algebra under
consideration is
X(Q)sX(TQ) ,
where we signify by s the semidirect product structure, the meaning of which we will introduce
shortly. The PCS was given an Eulerian variational structure on the Lie algebra of this manifold,
and reads
`(U ,X , ρ,A, f) =
ˆ
f
(
(mhv + qhA) ·w − mh
2
|v|2
)
d6z
+
1
2
ˆ
ρ|U |2d3x−
ˆ
ρU(ρ)d3x− 1
2µ0
ˆ
|∇ ×A|2d3x , (3.10)
which is recognisable as the sum of the non-canonical Vlasov Lagrangian and the MHD Lag-
rangian. However, as we noted in Section 3.1.1, the variations (3.9) to take over this Lagrangian
are not the same as those for an ordinary sum of Lagrangians. Our task in this section is to
develop a general Euler-Poincare´ reduction theory for a semidirect product group, eventually
specialising to hybrid fluid-kinetic models, and to provide a means of transforming between this
reduction and a reduction on the direct product group.
3.2.1. Euler-Poincare´ reduction on GsH: a new result
It is important to reiterate that while [HT12] reported on the Eulerian aspect of the semidirect
product variational structure, our treatment here also develops the unreduced structure—i.e.
the group level geometry—and the reduction process itself. Hence our discussion on Euler-
Poincare´ reduction is not simply a review; rather it paints a more complete picture than that
reported by [HT12]. More importantly, we will develop the theory in the abstract setting first,
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before specialising to the groups and actions relevant to the PCS. In this way we will have
developed machinery to construct arbitrary models. We begin with the following definition,
adapted from [BGBHR11] and arranged for right rather than left actions.
Definition 3.3 (Semidirect product under right actions). The semidirect product GsH of two
groups G and H is the set G×H with the (right) multiplication rule ∗ given by
(g1, h1) ∗ (g2, h2) = Rs(g2,h2)(g1, h1) :=
(
g1g2 , ς(g2)
−1h1ς(g2)h2
)
, (3.11)
where g1, g2 ∈ G, h1, h2 ∈ H, and ς : G 7−→ H is a group homomorphism. The inverse element
with respect to ∗ is (g, h)−1 = (g−1, ς(g)h−1ς(g)−1).
Also, let · define the (right) multiplication of the direct product group G×H,
(g1, h1) · (g2, h2) = R×(g2,h2)(g1, h1) := (g1g2, h1h2). (3.12)
Lemma 3.4. The map Φ : GsH −→ G×H defined by
Φ(g, h) = (g, ς(g)h) , (3.13)
is a Lie group homomorphism, i.e. the following property relating group multiplications is sat-
isfied:
Φ(g1, h1) · Φ(g2, h2) = Φ
(
(g1, h1) ∗ (g2, h2),
)
. (3.14)
Proof.
Φ(g1, h1) · Φ(g2, h2) = (g1, ς(g1)h1) · (g2, ς(g2)h2)
= (g1g2, ς(g1)h1ς(g2)h2)
=
(
g1g2, ς(g1)ς(g2)ς(g2)
−1h1ς(g2)h2
)
=
(
g1g2, ς(g1g2)ς(g2)
−1h1ς(g2)h2
)
= Φ
(
g1g2, ς(g2)
−1h1ς(g2)h2
)
,
where we have used the fact that ς is itself a group homomorphism, and so ς(g1)ς(g2) = ς(g1g2).

Taking the vector spaces V and W , let G act on V and H on W . Then, for (v0, w0) ∈ V ×W ,
(v0, w0) ∗ (g, h) := (v · g, w · ς(g)h) = (v0, w0) · Φ(g, h) ,
or alternatively, in terms of right actions of the respective groups,
Rs(g,h)(v0, w0) :=
(
Rg(v0), Rς(g)h(w0)
)
= R×Φ(g,h)(v0, w0) ,
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defines a right action of GsH on V ×W . Denoting vg ∈ TG and vh ∈ TH, we then define an
action of G×H on T (G×H)× V ×W by
(vg1 , vh2 , v0, w0) · (g2, h2) :=
(
T R×(g2,h2)(vg1 , vh1), R
×
(g2,h2)
(v0, w0)
)
=
(
T R×(g2,h2) ×R
×
(g2,h2)
)
(vg1 , vh1 , v0, w0) ,
where T R is the tangent-lifted right action of either G or H depending on context, and also an
action of GsH on T (GsH)× V ×W by
(vg1 , vh1 , v0, w0) ∗ (g2, h2) := ((vg1 , vh1) ∗ (g2, h2), (v0, w0) ∗ (g2, h2))
=
(
T Rs(g2,h2) ×R
s
(g2,h2)
)
(vg1 , vh1 , v0, w0) .
Next, we define the map
Φ˜ : T (GsH)× V ×W −→ T (G×H)× V ×W ,
which we call the entangling map, by
Φ˜ := T Φ× idV×W , (3.15)
where T Φ is the tangent-lifted action of Φ on T (GsH) , and idV×W is the identity map on
V ×W .
Lemma 3.5. The entangling map Φ˜ of (3.15) satisfies the following property.(
T R×Φ(g,h) ×R×Φ(g,h)
)
◦ Φ˜ = Φ˜ ◦
(
T Rs(g,h) ×Rs(g,h)
)
. (3.16)
Proof. We may restate the result of Lemma 3.4 as
R×Φ(g,h) ◦ Φ = Φ ◦Rs(g,h) ,
which in turn implies the tangent-lifted relation
T R×Φ(g,h) ◦ T Φ = T Φ ◦ T Rs(g,h) .
Extending to maps on T (GsH)× V ×W , it follows that((
T R×Φ(g,h) ×R×Φ(g,h)
)
◦ Φ˜
)
(vg, vh, v0, w0) =
(
T R×Φ(g,h) ×R×Φ(g,h)
)
(T Φ(vg, vh) , v0, w0)
=
((
T R×Φ(g,h) ◦ T Φ
)
(vg, vh), R
×
Φ(g,h)(v0, w0)
)
=
((
T Φ ◦ T Rs(g,h)
)
(vg, vh), R
s
(g,h)(v0, w0)
)
=
(
Φ˜ ◦
(
T Rs(g,h) ×Rs(g,h)
))
(vg, vh, v0, w0) .

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Theorem 3.6. Given the map Φ˜ of (3.15) and a Lagrangian L(v0,w0) : T (G×H) −→ R, if
L(v0,w0) is invariant under the tangent-lifted right action T R× of G×H on T (G×H), then the
Lagrangian defined by
Ls(v0,w0) := L(v0,w0) ◦ T Φ , (3.17)
inherits an invariance under the tangent-lifted right action of the semidirect product T Rs of
GsH on T (GsH).
Proof. The result follows by direct application of Lemma 3.4. We express L(v0,w0) as L : T (G×
H) × V ×W −→ R. We use the fact that if L is invariant under (T R×(g,h) × R(g,h)), then it is
also invariant under (T R×Φ(g,h) ×RΦ(g,h)). Therefore, for Ls(v0,w0) expressed as Ls : T (GsH)×
V ×W −→ R, it follows that
Ls = L ◦ Φ˜
= L ◦
(
T R×Φ(g,h) ×RΦ(g,h)
)
◦ Φ˜
= L ◦ Φ˜ ◦
(
T Rs(g,h) ×Rs(g,h)
)
= Ls ◦
(
T Rs(g,h) ×Rs(g,h)
)
.
Alternatively,
Ls(v0,w0) = L
s
(v0,w0)∗(g,h) ◦ T R
s
(g,h) . (3.18)

If a Lagrangian Ls(v0,w0) possesses a symmetry under the lifted right action of a group on its
own tangent bundle, it admits an Euler-Poincare´ reduction (see Section 2.2). We may define
the reduced Lagrangian `s : gsh× V ×W −→ R by
`s(ξ, v, χ, w) := Ls
Rs
(g,h)−1 (v0,w0)
(
T Rs
(g,h)−1(vg, vh)
)
= Ls
(
(vg, vh, v0, w0) ∗ (g, h)−1
)
, (3.19)
which, using Definition 2.2, Eq. (2.15) and the inverse element of Definition 3.3, defines
(ξ, χ) :=
(
g˙g−1, Adς(g)−1(h˙h−1)
)
∈ gsh , (3.20)
(v, w) := Rs
(g,h)−1(v0, w0) = (v0, w0) ∗ (g, h)−1 ∈ V ×W , (3.21)
where Ad is the adjoint action of H on h. The Euler-Poincare´ equations (2.17) on GsH are
d
dt
δ`s
δ(ξ, χ)
+ ads∗(ξ,χ)
δ`s
δ(ξ, χ)
=
δ`s
δ(v, w)
s (v, w) , (3.22)
d(v, w)
dt
+ (v, w) ∗ (ξ, χ) = 0 , (3.23)
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where the coadjoint action ads∗ : g∗×h∗ −→ g∗×h∗ and diamond map s : V ∗×W ∗ −→ g∗×h∗
will need to be calculated for the specific choice of groups G and H. In the next section we
proceed to diffeomorphism groups, as usual in the study of plasma physics. Eqs. (3.22)–(3.23)
follow by the same proof as for Euler-Poincare´ equations on G or H, but where we instead define〈
δ`s
δ(v, w)
s (v, w) , (ξ, χ)
〉
:= −
〈
δ`s
δ(v, w)
, (v, w) ∗ (ξ, χ)
〉
.
Now we focus on the infinitesimal properties of the entangling map. Let us write down Eq. (3.17)
using the entangling map:
Ls := L ◦ Φ˜ ,
where we have expressed the Lagrangian as the function L : T (G × H) × V ×W −→ R. By
defining the map ϕ : gsh −→ g× h given by
ϕ := T(idG,idH)Φ , (3.24)
for idG and idH the respective identity elements in G and H, we have
`s = ` ◦ (ϕ× idV×W ) , (3.25)
where we have denoted by ` the G × H-reduced Lagrangian L(v0,w0), and by `s the GsH-
reduced Lagrangian Ls(v0,w0). The map ϕ : gsh −→ g× h is a Lie algebra homomorphism since
Φ : GsH −→ G × H is a Lie group homomorphism. We may think of ϕ × idV×W as the
infinitesimal entangling map.
Theorem 3.7. For ϕ as defined in (3.24) and reduced Lagrangians ` and `s related by Eq. (3.25),
the following relations hold.
δ`s
δ(ξ, χ)
=
δ`
δϕ(ξ, χ)
◦ ϕ , (3.26)
δ`s
δ(v, w)
=
δ`
δ(v, w)
. (3.27)
Proof. The result follows by application of the chain rule. Since `s = `◦(ϕ×idV×W ), derivatives
with respect to the first components of ϕ× idV×W give
δ`s
δ(ξ, χ)
=
δ`
δϕ(ξ, χ)
◦ δϕ
δ(ξ, χ)
=
δ`
δϕ(ξ, χ)
◦ ϕ ,
where the last equality follows since ϕ = T(idG,idH)Φ is a linear function. Meanwhile, derivatives
with respect to the latter components of ϕ× idV×W give
δ`s
δ(v, w)
=
δ`
δ idV ∗×W ∗(v, w)
◦ δ idV ∗×W ∗
δ(v, w)
=
δ`
δ(v, w)
,
and so the result is achieved. 
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Corollary 3.8. The Euler-Poincare´ equations (3.22)–(3.23) on (gsh)×V ×W imply the Euler-
Poincare´ equations on (g× h)× V ×W by(
d
dt
δ`
δϕ(ξ, χ)
+ ad∗ϕ(ξ,χ)
δ`
δϕ(ξ, χ)
− δ`
δ(v, w)
 (v, w)
)
◦ ϕ = 0 . (3.28)
d(v, w)
dt
+ (v, w) · ϕ(ξ, χ) = 0 . (3.29)
Proof. First, Eq. (3.29) follows merely by inserting the relation (v, w) ∗ (ξ, χ) = (v, w) · ϕ(ξ, χ).
Second, following from the definitions of ϕ and the adjoint actions, the tangent map of (3.24)
at the identity is
ϕ ◦ ads(ξ,χ) = adϕ(ξ,χ) ◦ϕ .
Then upon using ads∗(ξ,χ)(α) := α ◦ ads(ξ,χ) for some α ∈ g∗ × h∗, it follows from Eq. (3.26) that
ads∗(ξ,χ)
δ`s
δ(ξ, χ)
=
δ`
δϕ(ξ, χ)
◦ ϕ ◦ ads(ξ,χ)
=
δ`
δϕ(ξ, χ)
◦ adϕ(ξ,χ) ◦ϕ
=
(
ad∗ϕ(ξ,χ)
δ`
δϕ(ξ, χ)
)
◦ ϕ .
Meanwhile, following from Eq. (3.27) and the relation (v, w) ∗ (ξ, χ) = (v, w) · ϕ(ξ, χ), we have〈
δ`s
δ(v, w)
s (v, w) , (ξ, χ)
〉
:= −
〈
δ`s
δ(v, w)
, (v, w) ∗ (ξ, χ)
〉
= −
〈
δ`
δ(v, w)
, (v, w) · ϕ(ξ, χ)
〉
=
〈(
δ`
δ(v, w)
 (v, w)
)
◦ ϕ , (ξ, χ)
〉
.
By substituting these relations into Eq. (3.22), Eq. (3.28) follows. 
Corollary 3.8 shows that Φ˜ not only maps between product groups, but also maps between solu-
tions of the two Euler-Poincare´ equations; or, Φ˜ “entangles” the two Euler-Poincare´ reductions.
Hence the following diagram commutes.
(GsH)× V ×W Φ˜ - (G×H)× V ×W
(gsh)× V ×W
∗(g, h)−1
? ϕ× idV×W - (g× h)× V ×W
· (g, h)−1
?
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We have chosen the term “entangling map” over “coupling map” since the Lagrangian L(v0,w0)
on T (G ×H) can still be coupled in the sense that the individual Euler-Poincare´ equations on
G and H are coupled, despite having a direct product structure.
Now that we have developed Euler-Poincare´ reduction in the setting of semidirect product
group structures, we have the machinery to build arbitrary hybrid modes on GsH. We need
only specify the theory to attend to the relevant problem. In the next section we look at
diffeomorphism groups and apply the above formalism to hybrid fluid-kinetic models, and use
our new results to answer some questions about the relationship between the current-coupling
and pressure-coupling schemes. We will see that, physically, the entangling map results in
changes of frame.
3.2.2. Fluid-kinetic hybrids
We now specialise to the case of a fluid-kinetic system. Suppose that we wish for particle motion
such that the particle space is first acted on by Diff(TQ), and then acted on by the fluid motion
Diff(Q). In other words, the particle motion is transported into the fluid frame. For elements
(η, ψ) and (µ, φ) ∈ Diff(Q) × Diff(TQ), we want a point z0 ∈ TQ to be first transported to
φ(z0), and then to ς(µ)(φ(z0)) = (ς(µ) ◦ φ)(z0), where ς(η) is some action of η on TQ. That is
(µ, φ) : z0 7−→ (ς(µ) ◦ φ)(z0) .
Then a successive transformation by (η, ψ) acts by
(η, ψ) : (ς(µ) ◦ φ)(z0) 7−→ (ς(η) ◦ ψ ◦ ς(µ) ◦ φ)(z0) .
But, using the fact that ς is a group action, we note that
(ς(η) ◦ ψ ◦ ς(µ) ◦ φ) (z0) =
(
ς(η ◦ µ) ◦ ς(µ)−1 ◦ ψ ◦ ς(µ) ◦ φ) (z0)
=
(
η ◦ µ, ς(µ)−1 ◦ ψ ◦ ς(µ) ◦ φ) (z0)
= ((η, ψ) ∗ (µ, φ)) (z0) ,
which is the (right) multiplication rule (3.3) for the semidirect product group Diff(Q)sDiff(TQ).
Thus, the semidirect product action is a way of encoding the action of multiple scales in the
system. In a fluid-kinetic model, if we are interested in particles evolving first under micro-,
then under macroscopic motion (while the fluid evolves normally) we are led to the case where
G = Diff(Q) and H = Diff(TQ). This then fixes · of Eq. (3.12) as right action by composition
on the direct product group: R×(µ,φ)(η, ψ) = (η ◦ µ, ψ ◦ φ).
In order to continue, we will need to define an appropriate homomorphism ς, by considering
how Diff(Q) acts on TQ. We already have such an action in the form of the tangent-lifted action
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of η, given in (3.7). Therefore, we will use ς : Diff(Q) −→ Diff(TQ) given by
ς(η) = T η .
Putting everything together, we rephrase the multiplication rule of Definition 3.3 for the specific
case of GsH = Diff(Q)sDiff(TQ) as
Rs(µ,φ)(η, ψ) =
(
Rµ(η) , Rφ
(
ΦCT µ(ψ)
) )
=
(
η ◦ µ , T µ−1 ◦ ψ ◦ T µ ◦ φ
)
, (3.30)
which we have interpreted as the (right) action of Diff(Q)sDiff(TQ) on itself. We have denoted
by ΦCT µ the (right) conjugation action of T µ. The map (3.13) therefore becomes
Φ(η, ψ) = (η, T η ◦ ψ) . (3.31)
With regard to the advected parameter space V ×W—where Diff(Q) acts on V and Diff(TQ)
on W—the natural (right) action of the diffeomorphism groups is by pushforward of the inverse.
That is,
(v0, w0) ∗ (η, ψ) = (η−1∗ w0,Z−1∗ w0) ,
(v0, w0) · (η, ψ) = (η−1∗ w0, ψ−1∗ w0) ,
where Z := T η ◦ ψ. Now we turn to Euler-Poincare´ reduction. Since we have specified our
semidirect product structure for the problem at hand, we are able to compute some of the
geometric quantities more explicitly. A Lagrangian Ls(v0,w0) with the symmetry property
Ls(v0,w0) = L
s
(η−1∗ v0,Z−1∗ w0) ◦ T R
s
(η,ψ) , (3.32)
restricted to the tangent space at the identity (the Lie algebra) defines the reduced Lagrangian
`s : (X(Q)sX(TQ))× V ×W −→ R by
`s(U ,X , v, w) := Ls(η∗v0,Z∗w0) ◦ T R
s
(η,ψ)−1 .
Eq. (3.20) determines that U := η˙ ◦ η−1 ∈ X(Q), (v, w) := (η∗v0,Z∗w0) ∈ V ×W and
X := AdT η−1(ψ˙ ◦ ψ−1) = T η∗(ψ˙ ◦ ψ−1) ∈ X(TQ) ,
where Ad is the adjoint action of Diff(TQ) on X(TQ). Next we calculate the adjoint actions
of the semidirect product group Diff(Q)sDiff(TQ). For ς(η) = T η, and the inverse element
(µ, φ)−1 of Definition 3.11, the (right) conjugate action of the semidirect multiplication ∗ is
shown to be
ΦC(µ,φ)(η, ψ) = (µ, φ)
−1 ∗ (η, ψ) ∗ (µ, φ) = (ΦCµ (η) ,ΦCT µ(T η) ◦ ΦCT µ◦φ(T η ◦ ψ)) ,
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where the first ΦC after the equality is the right conjugation on Diff(Q), while the latter two
are right conjugations on Diff(TQ). Using Eq. (2.15), for (U ,X ) ∈ X(Q)sX(TQ) we have
Ads(µ,φ)(U ,X ) =
(
µ∗U , (T µ ◦ φ)∗(XU +X )
)
, (3.33)
ads(W ,Ξ)(U ,X ) =
(
−£WU ,−£Ξ(XU +X )−£XWX
)
, (3.34)
where XU := i(U) = (U ,v · ∇U) = ∂(T η)/∂t ◦ (T η−1) is the inclusion
i : X(Q) −→ X(TQ) ,
of U . (An analogous definition holds for XW .) The inclusion map is the infinitesimal version
of the homomorphism ς : η 7−→ T η. Note that Eq. (3.34) is the source of the semidirect product
variations (3.9). That which was yielded by direct computation in Section 3.1.1 is now given by
δ(U ,X ) = ∂
∂t
(W ,Ξ) + ads(W ,Ξ)(U ,X ) (3.35)
The adjoint action ads also provides the expression for the semidirect product Jacobi-Lie
bracket:[
(W ,Ξ) , (U ,X )
]
s
= ads(W ,Ξ)(U ,X ) =
(
[W ,U ]JL , [Ξ,XU +X ]JL + [XW ,Ξ]JL
)
,
the Lie algebra multiplication [· , ·]s : gsh × gsh −→ gsh, where the first Jacobi-Lie bracket
on the right-hand side is that for X(Q) and the latter two are for X(TQ).
Lemma 3.9 ( [HT12]). The Euler-Poincare´ equations (3.22)–(3.23) on the semidirect product
Lie algebra (X(Q)sX(TQ))× V ×W specialise to(
∂
∂t
+ £U
)
δ`s
δU
+ i∗
(
£X
δ`s
δX
)
=
δ`s
δv
 v + i∗
(
δ`s
δw
 w
)
, (3.36)(
∂
∂t
+ £X+XU
)
δ`
δX =
δ`s
δw
 w , (3.37)(
∂
∂t
+ £U
)
v = 0 ,
(
∂
∂t
+ £X+XU
)
w = 0 . (3.38)
where  is the diamond map corresponding to actions of Diff(Q) or Diff(TQ), depending on
context, and where i∗ : X∗(TQ) −→ X∗(Q) is the dual of the inclusion map,
i∗(α) =
ˆ
α1 d
3v −∇ ·
ˆ
vα2 d
3v , α ∈ X∗(TQ) , (3.39)
with subscripts 1 and 2 marking spatial and velocity components, respectively.
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Proof. We have two ways to show this. The first method, as used by [HT12], is to use Hamilton’s
principle δ
´ t2
t1
`sdt = 0 taking the semidirect product variations (3.9). Alternatively, we use the
Euler-Poincare´ equations (3.22) directly. For this we must compute
ads∗(U ,X )
(
δ`s
δU
,
δ`s
δX
)
=
(
£U
δ`s
δU
+ i∗£X
δ`s
δX ,£X+XU
δ`s
δX
)
,
and, by Eq. (2.18),〈
δ`s
δ(v, w)
s (v, w), (U ,X )
〉
g×h
:= −
〈
δ`s
δ(v, w)
, (£W v,£X+XUw)
〉
V×W
= −
〈
δ`s
δv
,£Uv
〉
V
−
〈
δ`s
δw
,£Xw
〉
W
−
〈
δ`s
δw
,£i(U)w
〉
W
=
〈
δ`s
δv
 v + i∗
(
δ`s
δw
 w
)
,U
〉
g
+
〈
δ`s
δw
 w ,X
〉
h
.

Let us return to the implications of the entangling map Φ˜. We know from the new results of
Section 3.2.1 that for a system of Euler-Poincare´ equations on Diff(Q)sDiff(TQ)×V ×W there
is a corresponding system of Euler-Poincare´ equations on Diff(Q)×Diff(TQ)×V ×W , and vice
versa, and that these are entangled by the linearisation of Φ˜, as given by Corollary 3.8. Peculiar
to these fluid-kinetic product groups, we have Φ˜ = T Φ× idV×W for Φ as defined by Eq. (3.31).
Then, for
(η, η˙, ψ, ψ˙) ∈ T (Diff(Q)sDiff(TQ)) ,
the tangent-lift of Φ acts by
T Φ(η, η˙, ψ, ψ˙) =
(
η, η˙, T η ◦ ψ,∇T ηT · ψ˙ + T η˙ ◦ ψ
)
, (3.40)
which is proved by the use of Definition 2.2. (The abuse of notation T η˙ denotes an object that
maps points in TQ to vectors at T η(z0).) At the identity, this defines ϕ of Eq. (3.24) to be the
map
ϕ : (U ,X ) −→ (U ,X +XU ) , (3.41)
the shift in the particle velocity vector field. Returning to Theorem 3.7 and letting ϕ(U ,X ) =
(U ′,X ′), Eq. (3.26) then implies〈
δ`s
δ(U ,X ) , (U ,X )
〉
gsh
=
〈
δ`
δ(U ′,X ′) , ϕ(U ,X )
〉
g×h
=
〈
δ`
δU
,U
〉
g
+
〈
δ`
δX ′ ,X + i(U)
〉
h
,
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where we have used U ′ = U . Therefore, while the direct product and semidirect product reduced
dynamics share the same particle momentum and dual quantities on V ×W , their fluid momenta
are related by
δ`s
δU
=
δ`
δU
+ i∗
(
δ`
δX
)
. (3.42)
As has been proved [HT12], i∗ given in Eq. (3.39) is a momentum map, so the fluid momenta of
Euler-Poincare´ equations on Diff(Q)sDiff(TQ)× V ×W and Diff(Q)×Diff(TQ)× V ×W are
related via a momentum map. This result (3.42) is the variational equivalent to Corollary 2.4
of [KM87] (in the particular case of fluid-kinetic systems) where it was shown that such shifts
naturally induce semidirect product structure in Lie-Poisson brackets.
We have applied our general theory to the case of fluid and particle diffeomorphisms. What
is left now is to further specify the model under consideration by choosing the spaces V and W ,
and by defining Lagrangians.
3.2.3. Hybrid models and the PCS
Now that we have developed a frame-shifting construction for arbitrary fluid-kinetic models, we
are ready for some concrete examples from physics. Very briefly, we will look at fluid-kinetic
model without electromagnetic interaction. Let ` be the sum of the reduced Vlasov and fluid
Lagrangians,
`(f,X , ρ,U) =
ˆ
f
(
mhv ·w − mh
2
|v|2
)
d6z +
ˆ
ρ
(
1
2
|U |2 − U(ρ)
)
d3x , (3.43)
which is an uncoupled system. The Lagrangian is the map ` : X(Q) × X(TQ) × V ×W −→ R
on the direct product Lie algebra, with V = Den(Q) and W = Den(TQ). The canonical fluid
momentum is the physical momentum, m = ρU .
The new findings of this chapter suggest that for the direct product Lagrangian ` there is a
semidirect product Lagrangian ` ◦ (ϕ× idV×W ) : X(Q)sX(TQ)× V ×W −→ R. We have seen
that, for the case of tangent lifts ς(η) = T η, the reduced entangling map is given by
ϕ× idV×W : (U ,X , ρ, f) 7−→ (U ,X +XU , ρ, f) .
So, physically shifting the energetic particles into the fluid frame ψ 7−→ T η ◦ ψ results in the
new canonical momentum,
M =
δ`
δU
+
ˆ
δ`
δw
d3v = ρU + Kh ,
where Kh =
´
fmhvd
3v. This can be seen either by using Eq. (3.42), the consequence of
Theorem 3.7, or by composing ` ◦ (ϕ× idV×W ) directly and shifting the particle velocity vector
fields in (3.43).
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In [Tro10] a Poisson bracket formed by the direct sum of the kinetic and fluid brackets (the
Hamiltonian formulation corresponding to δ
´ t2
t1
`dt = 0 for ` in (3.43)) was coupled via the
momentum map m 7−→m+ Kh, producing a pressure-coupling-type hybrid fluid-kinetic model
once the new Hamiltonian was approximated by Kh ≈ 0. In fact, the equations of that model
are the same as those arising from the variational principle δ
´ t2
t1
` ◦ (ϕ × idV×W )dt = 0 under
semidirect product variations, once the equivalent approximation Kh ≈ 0 in `◦ Φ˜ has been made
in the new Lagrangian. The hybrid fluid-kinetic Poisson structure of [Tro10] can be found by
the partial Legendre transform of the unapproximated ` ◦ Φ˜ under these variations. In other
words, the entangling map allows for the production of hybrid models.
Now we turn to the current-coupling scheme, and explain its relationship with the pressure-
coupling scheme that was explored in Section 3.1.1. At the level of the group, composing (3.1)
with Φ˜ induces the frame change ψ −→ Z = T η ◦ ψ. It was noted in Section 3.1.1 that
the new Lagrangian could be reduced by right action of Z−1 on the particles and η−1 on the
MHD sub-Lagrangian, which is precisely predicted by Theorem 3.6 on account of the symmetry
of (3.1).
At the level of the Lie algebra, Corollary 3.8 informs us that accompanying the CCS Euler-
Poincare´ equations on the direct product associated to `CCS of (3.4) are the Euler-Poincare´
equations on the semidirect product associated to `CCS ◦ (ϕ × idV×W ). Since the reduced
entangling map (3.41) acts trivially other than to shift X 7−→ T η∗X + XU , this confirms
`CCS ◦ (ϕ × idV×W ) = `sCCS for `sCCS in (3.8). Using this latter Lagrangian with the Euler-
Poincare´ equations for semidirect products (3.36)–(3.38) produces the equations of the CCS in
terms of the new momentum
M =
δ`
δU
+
ˆ
f(v + A)d3v = ρU + Kh =
δ`s
δU
,
agreed upon by both Theorem 3.7 and by inspection of (3.8). The approximation Kh ≈ 0
completes the convergence of our general theory to the work of [HT12], and the remainder of
this section is a recapitulation of their result as given from the general theory developed above.
For v = (ρ,A) ∈ Den(Q)× Ω1(Q), the appropriate diamond maps calculated as usual from
Eq. (2.18) are shown to be
δ`s
δρ
 ρ = ρ∇δ`
s
δρ
,
δ`s
δA
A = B× δ`
s
δA
+ A
(
∇ · δ`
s
δA
)
,
(3.44)
where B = ∇ × A. Using the same equation, plus the action for i∗ in (3.39), we have for
w = f ∈ Den(TQ) the following.
i∗
(
δ`s
δf
 f
)
=
ˆ
f∇δ`
s
δf
d3v −∇ ·
ˆ
fv
∂
∂v
δ`s
δf
d3v . (3.45)
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Calculating the variational derivatives of `s in (3.8) and using (3.44)–(3.45) in the Euler-Poincare´
equations (3.36)–(3.38), the result is the conservative PCS model [Tro10,HT12] whose equations
are
ρ
(
∂
∂t
+U · ∇
)
U = (∇×B)×B−∇p−∇ ·
ˆ
fmhvv
Td3v , (3.46)
∂f
∂t
+∇ ·
[
(U + v) f
]
+
∂
∂v
·
[
(ahv ×B−∇U · v)f
]
= 0 , (3.47)
∂ρ
∂t
+∇ · (ρU) = 0 , ∂B
∂t
= ∇× (U ×B) , (3.48)
In comparison to Eqs. (1.22)–(1.25) of the current-coupling scheme we see that, in accordance
with the new model’s name, the fluid’s coupling by the current qhnhU − Jh has been replaced
by the pressure tensor
´
fmhvv
Td3v. Furthermore, the shift into the MHD frame has not only
induced the particle velocity shift v 7−→ v+U but also a shift in the particle force by an effective
electric field correction
− 1
ah
∇(U · v) . (3.49)
This section has given some perspective on why the PCS Lagrangian is naturally expressed on
the semidirect product manifold. Now that we have established a way to derive pressure-coupling
schemes from generic Lagrangians, this framework can be extended without much modification
to include energetic particles undergoing guiding centre motion, provided some care is taken to
accommodate the geometry of Littlejohn’s theory [Lit83], which we will come to in Sections 3.3
and 3.4.
3.3. Variational structure of guiding centre motion
For this section we explore some of the geometry underlying the guiding centre approximation of
Section 1.6, as we have done for the full-orbit models of Chapter 2. Littlejohn [Lit83] re-derived
the drift equations for a guiding centre particle coupled with electromagnetic fields. Instead of
performing expansions and averaging on the particle equations, Littlejohn used Lie expansion
techniques on the variational structure of the full-orbit particle, exploiting the “phase space
gauge” freedom made available by such a construction. Crucially, this form of Lie expansion at
the geometric level provides an algorithmic way of deriving the correct higher order terms in the
equations of motion [Lit83].
The overall process exchanges the phase space variables (x,v) ∈ TQ for the guiding centre
variables (X, v‖, µ, θ) ∈ Q × R3 in such a way that the motion of the phase angle θ can be
discarded and the magnetic moment µ becomes a fixed parameter. These two variables actually
form a conjugate pair µθ˙ in the Lagrangian that enforces θ˙ = qhB/mh and µ = mhv
2
⊥/2B as a
Noether quantity. As these equations decouple, they can be omitted from the Lagrangian. The
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guiding centre phase space which we will concern ourselves with is then
Q× R = R4 .
To lowest order in in , the single particle guiding centre Lagrangian is the map Lgc : T (Q×R) −→
R defined by
Lgc(z, z˙;µ) =
(
mhv‖b+ qhA
)
· X˙ − qhφ−
mhv‖2
2
− µB , (3.50)
where z = (X, v‖), dependence on µ is parametric, and where the electrostatic fields (B, b, φ) are
evaluated at the guiding centre X. This structure’s associated variational principle δ
´ t2
t1
Lgcdt =
0 is the source of the drift equations,
X˙ =
1
B∗‖
(
v‖B∗ − b×E∗
)
, (3.51)
v˙‖ =
ah
B∗‖
B∗ ·E∗ , (3.52)
where B∗‖ := b ·B∗ for
B∗ := ∇× (A + ah−1v‖b) , (3.53)
and E∗ := −∇φ − qh−1µ∇B. To make the model fully electromagnetic, we consider the Lag-
rangian L : T (Q×R×Ω1(Q)×C∞(Q)) −→ R which is the sum of the guiding centre (3.50) and
Maxwell (2.4) Lagrangians:
L(z, z˙,A, A˙, φ, φ˙) =
(
mhv‖b(X, t) + qhA(X, t)
)
· X˙ − qhφ(X, t)−
mhv‖2
2
− µB(X, t)
+
1
2
ˆ
|A˙ +∇φ|2d3q − 1
2
ˆ
|∇ ×A|2d3q , (3.54)
where we have set the permittivity and permeability constants to unity. The Maxwell equations
derived from the variational principle associated to Lagrangian (3.54) are
∂E
∂t
= ∇×B− qhX˙δ(q−X)−∇×
(
mhv‖X˙⊥
B
− µb
)
δ(q−X) , (3.55)
∇ ·E = qhδ(q−X) , (3.56)
where q ∈ Q is a dummy co-ordinate. The curl term of Eq. (3.55) is the particle’s magnetisation,
here corrected by a moving-dipole term dependent on the guiding centre velocity, essential for
energy conservation [BT16]. Our notation is such that any 3-component vector quantity V with
the subscript ⊥ is short for V⊥ = Π⊥V , where the object
Π⊥ = 1− bbT (3.57)
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is a (symmetric) tensor field operator that projects to components perpendicular to b, whose ac-
tion is alternatively expressed by Π⊥V = b×(V ×b). In taking variations over Lagrangian (3.54)
we make use of the following relations,
δB = b · ∇ × δA , δb = 1
B
(∇× δA)⊥ .
The particle dynamics are again given by Eqs. (3.51)–(3.52), but where now
E∗ := −∂A
∂t
−∇φ− v‖ah−1
∂b
∂t
− 1
qh
µ∇B . (3.58)
Littlejohn’s variational formalism (like all variational formalisms) introduces the possibility of
invariant quantities [CB09]. It is also pivotal in identifying which terms to keep or discard
when taking the equations to higher order—a procedure both cumbersome and ad hoc when
approximating the equations directly.
Taken to order 2, further geometric structure emerges in guiding centre theory. The Lag-
rangian and subsequent equations of motion exhibit what has been termed gyrogauge invariance,
a symmetry under a redefinition of the director fields perpendicular to b, on which the higher
order Lagrangian will depend. A new feature is the appearance of a second gauge potential,
or connection form, this time associated to the orthogonal frame bundle over the configuration
manifold. The work of this thesis will stay with the lower order theory, but this remark illustrates
a further example of some of the rich geometry infused in guiding centre theory. Other examples
include the correspondence recently identified between guiding centre motion and nematic liquid
crystals [Tro16]).
We will now promote the system to an ensemble of guiding centre particles interacting with
Maxwell fields, which is the drift-kinetic Maxwell-Vlasov theory we touched upon in Chapter 1.
This is trivial to implement, since we need only recall Maxwell-Vlasov theory from Section 2.2.3
and replace the single particle dynamics with those of guiding centre theory. The only point to
take into account is that now the underlying space is the four-dimensional Q× R = R4 instead
of the full phase space TQ, so we consider diffeomorphisms ψ : (X0, v‖0;µ) 7−→ (X, v‖;µ) that
live in Diff(Q × R), and a density distribution F0(X0, v‖0;µ) ∈ Den(Q × R), both of which
are parametrically dependent on the co-ordinate µ. We will typically suppress this parametric
dependence notationally, so F0(X0, v‖0;µ) = F0(X0, v‖0), etc. First, defining the notationˆ
µ
:=
¨
dµ ,
we construct the functional LF0 : T (Diff(Q× R)× C∞(Q)× Ω1(Q)) −→ R, given by
LF0(ψ, ψ˙, φ, φ˙,A, A˙) =
ˆ
µ
F0(z0)
(
(mhψ2b ◦ ψ1 + qhA ◦ ψ1)
∣∣∣
z0
· ψ˙1(z0)
− qh(φ ◦ ψ1)
∣∣∣
z0
− mh
2
ψ22(z0)− µ(B ◦ ψ)
∣∣∣
z0
)
d4z0 + Lmax , (3.59)
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where z0 := (X0, v‖0). For reasons of space we will generally not display the explicit dependence
of the fields from now on. The phase space diffeomorphisms have been partitioned according to
ψ(z0, t) = (ψ1(z0, t), ψ2(z0, t)) = (X(z0, t)), v‖(z0, t))) .
The drift-kinetic Maxwell-Vlasov Lagrangian (3.59) possesses the same symmetry as its full-
orbit counterpart, Eq. (2.41), only now we are considering the group of diffeomorphisms over
four-dimensional phase space: Lφ−1∗ F0 ◦ T Rφ = LF0 for φ ∈ Diff(Q× R). Retracing the steps of
Section 2.2.3 we reduce the particle space Diff(Q × R) to the Lie algebra X(Q × R), producing
the reduced drift-kinetic Lagrangian,
`(F,X , φ, φ˙,A, A˙) =
ˆ
µ
F
(
(mhv‖b+ qhA) ·w − qhφ−
mhv‖2
2
− µB
)
d4z + Lmax , (3.60)
where F = ψ∗F0 and X = (w, a‖). All variables are now Eulerian fields evaluated over Q or
Q× R. [BT16] showed that the Euler-Poincare´ equations associated Lagrangian (3.60) combine
with ∂F/∂t + £XF = 0 to yield the drift-kinetic Maxwell-Vlasov equation we encountered in
Section 1.6,
∂F
∂t
= −∇ · (Fw)− ∂
∂v‖
(Fa‖)
= −∇ ·
[
F
B∗‖
(v‖B∗ − b×E∗)
]
− ∂
∂v‖
[
ahF
B∗‖
B∗ ·E∗
]
,
(3.61)
where ∇ is the partial derivative with respect to the co-ordinate X ∈ Q. The definitions (3.53)
and (3.58) hold, but with v‖ considered a co-ordinate. As well as Eq. (3.61), the additional
density equation
∂B∗‖
∂t
+∇z · (B∗‖X ) = 0 , (3.62)
is also preserved by the motion [BT16]. Note that, unlike for the full-orbit system, X is not a
Hamiltonian vector field. Arbitrary variations of Lagrangian (3.60) of δφ and δA yield Maxwell’s
equations in the presence of F . These are
∂E
∂t
= ∇×B− Jgc −∇×Mgc , (3.63)
∇ ·E = qh
ˆ
µ
Fdv‖ , (3.64)
where we have defined the drift-kinetic current and magnetisation:
Jgc := qh
ˆ
µ
Fwdv‖ , Mgc :=
ˆ
µ
F
(mhv‖
B
w⊥ − µb
)
dv‖ . (3.65)
The conventional steps when it comes to formulating a drift-kinetic CCS or PCS model would
be to replace the Vlasov equation in the hybrid model with Eq. (3.61) and modify the bulk
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fluid equation accordingly [PBF+99]. As we have discussed in Chapter 1, this causes the loss
of an energy balance, so we ought to derive general hybrid models from variational principles if
we desire physically consistent models. But, in order to realise the principal application of this
chapter (deriving a drift-kinetic PCS variational formalism) we will need to develop a way to
incorporate drift kinetics into a semidirect product setting.
3.4. Drift-kinetic Lagrangians adapted for semidirect products
It is simple to build a drift-kinetic CCS model, analogous to the conservative model of Section 3.1
but where the full-orbit dynamics are replaced by guiding centre motion. Our first step is to
revisit the drift-kinetic particle Lagrangian, the map LF0 : TDiff(Q× R) −→ R defined as
LF0(ψ, ψ˙) =
ˆ
µ
F0
(
(mhψ2(b◦ψ1+qhA◦ψ1)·ψ˙1−qhφ◦ψ1−mh
2
ψ22−µ(B◦ψ1)
)
d3X0dv‖0 . (3.66)
In order to couple these particles properly with the MHD Lagrangian and remain consistent
with Ohm’s ideal law (see Remark 3.1) we must let A (and its derived fields b and B) become
an advected parameter under the MHD diffeomorphisms and fix the hydrodynamic gauge (3.2).
Then, summing the MHD Lagrangian to LF0 results in the drift-kinetic Lagrangian L(ρ0,A0,F0) :
Diff(Q)×Diff(Q× R) −→ R given by
L(ρ0,A0,F0)(η, η˙, ψ, ψ˙) =
ˆ
µ
F0
(
(mhψ2(b ◦ ψ1) + qh(η∗A0) ◦ ψ1) · ψ˙1 − mh
2
ψ22 − µ(B ◦ ψ1)
)
d4z0
−
ˆ
µ
F0qh
(
(η∗A0) · (η˙ ◦ η−1)
)
◦ ψ1 d4z0 + LMHD . (3.67)
It was shown in [BT17] that the Eulerian version of this Lagrangian, obtained by Euler-Poincare´
reduction, produces a conservative drift-kinetic CCS model.
We run into a problem if we wish to apply the theory of Section 3.2, where we saw that the
full-orbit PCS followed as an approximation of the CCS in the semidirect product formalism. In
order to change into a new frame transported with the fluid (in the full-orbit case ψ 7−→ T η ◦ψ)
we would first need to define how the fluid diffeomorphisms η ∈ Diff(Q) act on the particle
phase space Q× R in order to compose the function with the guiding centre particle motion ψ.
Clearly the tangent lift ς(η) = T η will not do since it is defined over the six-dimensional TQ,
not Q× R. However, we can side-step this problem.
Recall that the perpendicular velocity v‖(z0, t) ∈ R is defined in terms of the original phase
space velocity v(z0, t) ∈ TxQ by v‖ = b · v. Littlejohn’s guiding centre Lagrangian (3.50) is a
map on the tangent bundle of the four-dimensional Q × R, so replacing v‖ = b · v represents
an embedding into the original six-dimensional space TQ, whose co-ordinates we will denote by
(X0,v0). The full velocity is then decomposed into v = (v‖,v⊥). The enlarged guiding centre
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Lagrangian (actually a phase space Lagrangian) is the map
Lˆgc(X, X˙,v, v˙;µ) : TTQ −→ R ,
where there will be the obvious redundancy in that the perpendicular component v⊥ does
not appear anywhere in Lˆgc. By introducing this redundancy, we may let the guiding centre
particles evolve under the action of the diffeomorphism group Diff(TQ), as with full-orbit particle
dynamics. Considering an ensemble of particles is to promote the single particle Lagrangian to
a functional on the tangent bundle of the group Diff(TQ). Letting Fˆ0(X0,v0;µ) ∈ Den(TQ)
denote the density distribution over the enlarged guiding centre phase space, the Lagrangian for
the particle ensemble is the map
LˆFˆ0(ψ, ψ˙) : TDiff(TQ) −→ R , ψ ∈ Diff(TQ) , ψ(X0,v0) = (X,v) = (X, v‖,v⊥) ,
where we have suppressed parametric dependence on µ for now. Lagrangian LˆFˆ0 admits an
Euler-Poincare´ reduction if it is invariant under the tangent-lifted right action of φ ∈ Diff(TQ)
by Lˆφ−1∗ Fˆ0 ◦ T Rφ = LˆFˆ0 .
With an ensemble of guiding centre particles embedded into a six-dimensional phase space, we
have made it possible to construct the semidirect product group Diff(Q)sDiff(TQ) by directly
applying the theory of Section 3.2 for full-orbit particle dynamics, since now the action T η ◦ ψ
can be defined. We decompose the tangent lift into parallel and perpendicular components,
T η ◦ ψ =
(
η ◦ ψ1 ,v · ∇(η ◦ ψ1) · (b ◦ η ◦ ψ1) ,Π⊥
∣∣∣
(η◦ψ1)
(v · ∇(η ◦ ψ1))
)
, (3.68)
where, from the definition of Π⊥ in Eq. (3.57), we have
Π⊥
∣∣∣
(η◦ψ1)
= 1− (b ◦ η ◦ ψ1)(b ◦ η ◦ ψ1)T .
We may now borrow the theory laid out in Section 3.2. Because Φ can be defined using T η
on the enlarged guiding centre phase space, Theorem 3.6 says we can use T Φ to construct a
Lagrangian for guiding centre particles that possesses a symmetry under lifted right action of
Diff(Q)sDiff(TQ).
Now that we have got round the issue of the action of η on Q × R by enlarging the phase
space to TQ, we must ask how the formalism is brought back down to the original space Q× R
once we have utilised our theory. Of the advected parameters (v0, w0) ∈ V ×W , setting w0 =
Fˆ0 ∈ Den(TQ) means Euler-Poincare´ reduction on the semidirect product manifold induces the
dynamical field Fˆ = (T η ◦ ψ)∗Fˆ0. The following lemma shows how the dynamics of this field
are projected onto Q× R.
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Lemma 3.10. For particle motion on TQ determined by Z = T η ◦ ψ and density Fˆ = Z∗Fˆ0,
the projected density distribution F on Q× R defined by
F (X, v‖) :=
ˆ
Fˆ (X, v‖,v⊥)d2v⊥ ,
evolves by
∂F
∂t
= −∇ ·
ˆ
Fˆ ξ1d
2v⊥ − ∂
∂v‖
ˆ
Fˆ ξ‖d2v⊥ , (3.69)
where
ξ1 = U +w
ξ‖ = a · b+ v · ∇U · b+ v ·
∂b
∂t
+ (U +w) · ∇b · v ,
for U = η˙ ◦ η−1 and (w,a) = ψ˙ ◦ ψ−1.
Proof. First, denoting the decomposed (X, v‖,v⊥)-components of the map by Z1,Z‖,Z⊥, we
have the relation
∂F
∂t
= −∇ ·
ˆ
Fˆ
∂Z1
∂t
∣∣∣
Ψ−1
d2v⊥ − ∂
∂v‖
ˆ
Fˆ
∂Z‖
∂t
∣∣∣
Z−1
d2v⊥ −
ˆ
∂
∂v⊥
·
(
Fˆ
∂Z⊥
∂t
∣∣∣
Z−1
)
d2v⊥ .
The final term vanishes identically. Next we express the tangent lift of the decomposed co-
ordinates by
Tη(X, v‖,v⊥) =
(
η(X),v · ∇η(X) · b(η(X)) , (v · ∇η(X))⊥
)
. (3.70)
We calculate
∂Z1
∂t
∣∣∣
Z−1
= w +U = ξ1 ,
as was the case for an unpartitioned phase space. Denoting the original v-components of Z by
Z2, we use (3.70) to write
Z‖(z0) = (T η ◦ ψ)‖(z0) = (T η ◦ ψ)2(z0) · b((T η ◦ ψ)1(z0)) ,
whose time derivative composed from the right with Z−1 gives us
∂Z‖
∂t
∣∣∣
Z−1
=
∂Z2
∂t
∣∣∣
Z−1
· b(Z1)
∣∣∣
Z−1
+ Z2
∣∣∣
Z−1
· ∂b(Z1)
∂t
∣∣∣
Z−1
+
∂Z i1
∂t
∣∣∣
Z−1
∂bj
∂Z i1
∣∣∣
Z−1
Zj2
∣∣∣
Z−1
= (X +XU )2 · b+ v · ∂b
∂t
+ (X +XU )1 · ∇b · v
= a · b+ v · ∇U · b+ v · ∂b
∂t
+ (U +w) · ∇b · v
= ξ‖ .
Therefore Lemma 3.10 holds. 
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Corollary 3.11. In the special case where ξ = (ξ1, ξ‖) does not depend on the perpendicular
co-ordinate v⊥ the projected density F inherits a transport equation from Fˆ . That is,
∂F
∂t
+ £ξF = 0 . (3.71)
As we shall see shortly, whether or not ξ depends on v⊥ will be determined by the governing
Lagrangian in the variational setting. In the case of the drift-kinetic PCS, Lemma (3.10) will
prove a valuable stepping stone to deriving the model. In the next section we will put all this
together in order to reach the final result.
3.5. Drift-kinetic PCS variational structure
Now that we have devised a method for incorporating guiding centre motion into the semidirect
product formalism—by embedding and projection—we may proceed to the principal aim of this
chapter: to construct a variational, and thus energy-conserving, drift-kinetic PCS model. We
will first develop the intermittent drift-kinetic CCS then approximate the model in a shifted
frame, as we did in case of full-orbit dynamics.
Our actions are now twofold. We start with the drift-kinetic CCS Lagrangian (3.67) and
embed it into the extended phase space TQ = TR3. We denote this by Lˆ(ρ0,A0,Fˆ0). Then
we can shift the energetic particles of the CCS into the bulk MHD frame by composing the
Lagrangian with the entangling map of Section 3.2. We have the option of either constructing
LˆsCCS = LˆCCS ◦ Φ˜, where LˆCCS is the unreduced drift-kinetic CCS Lagrangian embedded into
TQ, then reducing by the semidirect product symmetry guaranteed by Theorem 3.6, or of
embedding the Eulerian drift-kinetic CCS Lagrangian `CCS into TQ and then compose with
linearised entangling map ϕ × idV×W . The second route is more direct since `CCS has already
been reported in the literature. To derive the equations of a conservative drift-kinetic current-
coupling scheme, [BT17] used the following Lagrangian,
`CCS(U ,X , ρ,A, F ) =
ˆ
µ
F
(
(mhv‖b+ qhA) ·w − qhA ·U −
mhv‖2
2
− µB
)
d3Xdv‖ + `MHD ,
(3.72)
which is the map `CCS : (X(Q)×X(Q×R))×V ×W −→ R, where once again V = Den(Q)×Ω1(Q)
and W = Den(Q × R). It is simply the full-orbit CCS Lagrangian (3.4) with energetic particle
effects replaced by drift kinetics. Applying the method of Section 3.4, we write down this
Lagrangian embedded into the six-dimensional space TQ. For W = Den(TQ), this is the map
ˆ`
CCS : (X(Q)× X(TQ))× V ×W −→ R given by
ˆ`
CCS(U ,X , ρ,A, Fˆ ) =
ˆ
µ
Fˆ
(
((mhv · b)b+ qhA) ·w − qhA ·U − mh
2
(v · b)2 − µB
)
d6z + `MHD .
(3.73)
66 3.5 Drift-kinetic PCS variational structure
The notation Fˆ and d6z now follows that of Section 3.4. The Euler-Poincare´ equations associated
to (3.73) are still the drift-kinetic CCS of [BT17], but we would have to make use of Lemma 3.10
to see it.
Now we pass to the semidirect product structure given by composition with the entangling
map. We construct ˆ`sCCS :=
ˆ`
CCS ◦ (ϕ × idV×W ) : (X(Q)sX(TQ)) × V × W −→ R, whose
semidirect product structure follows from the theory of Section 3.2, with ϕ given by Eq. (3.41).
By cancelling w 7−→ w +U with the hydrodynamic gauge term, we have explicitly
ˆ`s
CCS(U ,X , ρ,A, Fˆ ) =
ˆ
µ
Fˆ
(
((mhv · b)b+ qhA)·w+mh(v·b)b·U−mh
2
(v·b)2−µB
)
d6z+`MHD .
(3.74)
We still have the drift-kinetic CCS model of [BT17] as a result of variations over ˆ`sCCS, only now
the underlying group structure and variations are those associated to a semidirect product as
well as being embedded into TQ.
In Section 3.2.3 we established that once we have the CCS Lagrangian cast in its semidirect
product variational form we need only make an approximation in the Lagrangian consistent with
the physical ethos of the PCS, namely neglecting contributions from the hot particle momentum.
In the case of guiding centre motion, the energetic particle momentum is taken to be [CB09]
Kgc = mh
´
Fv‖bdv‖. For our purposes in the enlarged phase space, the kinetic momentum over
the expanded space is
Kˆgc = mh
ˆ
Fˆ (v · b)b dv‖d2v⊥ , (3.75)
which appears in Lagrangian (3.74) in a dot product with U . Neglecting this term, the result
is a Lagrangian for the drift-kinetic PCS over the extended phase space TQ, namely
ˆ`s
PCS(U ,X , Fˆ , ρ,A) =
ˆ
µ
Fˆ
(
(mh(v · b)b+ qhA) ·w − mh
2
(v · b)2 − µB
)
d6z + `MHD . (3.76)
We are now ready to state the principal result of this chapter.
Theorem 3.12 ( [CBT18]). The semidirect product Euler-Poincare´ equations (3.36)-(3.38) as-
sociated to the Lagrangian (3.76), once projected onto the guiding centre phase space Q×R, are
collectively the drift-kinetic PCS whose equations are
ρ
(
∂
∂t
+U · ∇
)
U = J×B−∇p−∇ · Tgc , (3.77)
∂ρ
∂t
+∇ · (ρU) = 0 , ∂B
∂t
= ∇× (U ×B) , (3.78)
∂F
∂t
+∇ ·
[
F
B∗‖
(
B∗(v‖ + U‖)− b×
(
E∗ − a−1h v‖∇U‖
) )]
+
∂
∂v‖
[
FB∗
B∗‖
· (ahE∗ − v‖∇U‖)
]
= 0 , (3.79)
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where
Tgc =
ˆ
µ
F
[
mhv‖2bbT + µB(1− bbT ) +mhv‖
(
w⊥bT + bwT⊥
)]
dv‖ , (3.80)
is the guiding centre stress-energy tensor.
Proof. The proof recapitulates what was reported by the author in [CBT18]. We begin with
proof of Eq. (3.79) by evaluating the following functional derivatives of Lagrangian (3.76).
δ ˆ`sPCS
δa
= 0 ,
δ ˆ`sPCS
δw
= Fˆ (mhbb · v + qhA) ,
δ ˆ`sPCS
δFˆ
= (mhbb · v + qhA) ·w − mh
2
(b · v)2 − µB ,
δ ˆ`sPCS
δA
= Jˆgc +∇× Mˆgc − µ−10 ∇×B ,
δ ˆ`sPCS
δρ
=
1
2
|U |2 + U + ρ∂U
∂ρ
,
δ ˆ`sPCS
δU
= ρU ,
where Jˆgc :=
´
µ qhFˆwdv‖d
2v⊥. The velocity component of Eq. (3.37) leads us to the relation
b ·w = b · v, while the spatial component yields
∂
∂t
(
1
Fˆ
δ ˆ`sPCS
δw
)
+ (w +U) · ∇
(
1
Fˆ
δ ˆ`sPCS
δw
)
+ (a+ v · ∇U) · ∂
∂v
(
1
Fˆ
δ ˆ`sPCS
δw
)
+∇(w +U) · δ
ˆ`s
PCS
δw
1
Fˆ
= ∇δ
ˆ`s
PCS
δFˆ
.
After inserting the relevant variation derivatives and algebraic manipulations we are led to
ahEˆ
∗ − (b · v)∇(b ·U) + ah(w +U)× Bˆ∗
=
[
b · a+ v ·
(
∂b
∂t
+ (w +U) · ∇b+∇U · b
)]
b , (3.81)
where Aˆ∗ = A + a−1h (b · v)b and where the effective electric and magnetic fields of Eqs. (1.28)–
(1.29) are replaced by
Eˆ∗ := −∂A
∂t
−∇(U ·A)− a−1h (b · v)
∂b
∂t
− µ
qh
∇B , (3.82)
Bˆ∗ := ∇×A + ah−1(b · v)∇× b . (3.83)
By taking the cross product (3.81) with b we obtain an equation for the spatial component of
the vector field ξ = Z˙ ◦ Z−1, which is
Bˆ∗
Bˆ∗‖
b · (v +U)− b
Bˆ∗‖
×
[
Eˆ∗ − a−1h (b · v)∇(b ·U)
]
= w +U . (3.84)
Meanwhile the dot product of Eq. (3.81) with B∗ provides the following expression.
Bˆ∗
Bˆ∗‖
·
(
ahEˆ
∗ − v‖∇U‖
)
= b · a+ v ·
(
∂b
∂t
+ (w +U) · ∇b+∇U · b
)
(3.85)
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Note that the right-hand sides of Eqs. (3.84) and (3.85) comprise the object (ξ1, ξ‖) in Lemma 3.10.
Since the left-hand sides of both equations determine that there is no dependence on v⊥,
Eq. (3.69) yields to Eq. (3.71) and (ξ1, ξ‖) = (w+U , a‖) becomes the advecting vector field for
the motion of F =
´
Fˆ d2v⊥. This proves the Vlasov equation (3.79).
For proof of the fluid velocity equation, we evaluate the final three terms of Eq. (3.36). For
Fˆ ∈W = Den(TQ), using Eq. (3.45), we have
i∗
(
δ ˆ`sPCS
δFˆ
 w
)
− i∗
(
£X
δ ˆ`sPCS
δX
)
=
ˆ
µ
[
Fˆ∇δ
ˆ`s
PCS
δFˆ
−
(
£X
δ ˆ`sPCS
δX
)
1
]
dv‖d2v⊥
+∇ ·
ˆ
µ
v
[(
£X
δ ˆ`sPCS
δX
)
2
− Fˆ ∂
∂v
δ ˆ`sPCS
δFˆ
]
dv‖d2v⊥
=
ˆ
µ
Fˆ
[
qh∇A ·w −mh(b · v)∇b ·w − µ∇B
]
dv‖d2v⊥
−∇ ·
ˆ
µ
qhFˆwAˆ
∗Tdv‖d2v⊥
= ∇A · Jˆgc +∇B · Mˆgc −∇ ·
(
JˆgcA
T
)
−∇ ·
ˆ
µ
mhFˆw(b · v)bTdv‖d2v⊥ ,
where we have denoted
Mˆgc =
ˆ
µ
Fˆ
(
(b · v)w⊥
B
− µb
)
dv‖d2v⊥ .
The remaining diamond terms for (ρ,A) ∈ V = Den(Q)× Ω1(Q), using Eq. (3.44), are
δ ˆ`sPCS
δA
A + δ
ˆ`s
PCS
δρ
 ρ = B× δ
ˆ`s
PCS
δA
+
(
∇ · δ
ˆ`s
PCS
δA
)
A + ρ∇δ
ˆ`s
PCS
δρ
= (J− Jˆgc −∇× Mˆgc)×B +
(
∇ · Jˆgc
)
A +
1
2
ρ∇|U |2 −∇p .
We then add all of these force terms together. In doing so, we may combine the following:
∇B · Mˆgc + B×∇× Mˆgc = ∇ ·
[
(B · Mˆgc)1−BMˆgc
]
= ∇ ·
ˆ
µ
Fˆ
[
µB(bbT − 1)−mh(v · b)bwT⊥
]
dv‖d2v⊥ ,
and
B× Jˆgc +
(
∇ · Jˆgc
)
A +∇A · Jˆgc −∇ ·
(
JˆgcA
T
)
= 0 .
By adding in the remainder of the left-hand side of Eq. (3.36) and replacing w = w⊥+ (b · v)b,
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we reach the final fluid equation
ρ
(
∂U
∂t
+U · ∇U
)
= J×B−∇p
−∇ ·
ˆ
µ
Fˆ
[
mh(b · v)2bbT + µB(1− bbT ) +mh(b · v)
(
w⊥bT + bwT⊥
)]
dv‖d2v⊥ . (3.86)
As w does not depend on v⊥, integrating the final term over this variable projects to a tensor
density on the space Q × R, and the result follows. The remaining equations of the model are
derived simply by taking Lie derivatives.

The problem solved by the geometric techniques of the entangling map and the embedding of
Q×R = R4 into TQ = R6 is the identification of the model (3.77)–(3.79), reported by the author
in [CBT18], which conserves energy and cross-helicity (not included in the present treatment).
It may be implemented in a simulation code designed to be run over large time scales.
We see from these equations that the extra terms which ensure energy conservation in the
full-orbit case, added to the model’s dynamics by the variational construction, naturally translate
into the case of guiding centre motion. That is, in the evolution of the energetic ensemble, there
is the parallel velocity shift v‖ −→ v‖ + U‖, and the change of frame brings about an effective
electric field
E∗ − a−1h v‖∇U‖ , (3.87)
the drift-kinetic version of (3.49). An alternative way of deriving this conservative PCS model,
using methods that manipulate the phase space Lagrangian that ultimately bridges our formula-
tion in this chapter with a Hamiltonian formulation, was also shown in [CBT18]. It is equivalent
to the Hamiltonian formulation of Eq. (3.77)–(3.79) which we will derive in Chapter 4.

4
The Hamiltonian structure of the drift-kinetic PCS
We have seen that a fully energy-conserving pressure-coupling scheme (PCS) in the drift-kinetic
approximation exists, as a consequence of the variational construction of Section 3.4 and the
specific Langrangian of Section 3.5, reported by the author in [CBT18]. The narrative of these
sections involved sensitive geometric consideration of the underlying phase space, and an em-
bedding was necessary in order for the powerful semidirect product formalism to be of use. Now
we will investigate an alternative method of deriving this conservative model which avoids these
sensitivities.
This chapter seeks the same physics—energy-conserving pressure-coupling schemes—using
different mathematics. The idea is to develop the Hamiltonian structure of the drift-kinetic
hybrids as opposed to their variational structure. As a result, the presented methodology will
ultimately be equivalent to the alternative method for deriving the model expounded in Sec-
tion 3.3 of [CBT18], which retained use of the phase space Lagrangian formulation (the bridge
between variational and Hamiltonian pictures). That alternative method of [CBT18] was suc-
cinct. While our approach in this Chapter is more cumbersome, it has the benefit of being
explicit and echoes the Hamiltonian formulations we have already seen in Chapter 2. Therefore,
while some of the calculations can be daunting, working directly with Poisson brackets acts to
complement the variational picture of Chapter 3. Such a complementary picture is in the spirit
of this thesis.
In essence, the main procedure outlined here is a continuation of the work of Tronci [Tro10],
who set the stage by providing the Hamiltonian formulation of various hybrid fluid-kinetic models
where energetic particles travel with full-orbit trajectories. We will extend this work in order to
find their drift-kinetic analogues, ultimately converging with the results of Chapter 3.
The outline of the chapter is as follows. First we survey the full-orbit work of [Tro10] in Sec-
tion 4.1 and the method we will be using to achieve our main result. In this discussion we draw
attention to the geometric facts that unite this Hamiltonian picture with the entangling map
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developed in Section 3.2.1. We follow this in Section 4.2 with a presentation of the Hamilto-
nian structure of guiding centre particles and drift kinetics, which serve as a counterpart to
Section 3.3. In Section 4.3 we derive the Poisson structure of the drift-kinetic CCS, canonical in
the fluid momentum variable. Finally, in Section 4.4 we arrive at the main result of a Poisson
structure for the drift-kinetic PCS. The equations of motion with respect to an appropriately ap-
proximated Hamiltonian functional are indeed shown to be equivalent to the energy-conserving
model presented in Section 3.5. Circulation theorems for this model are also presented.
4.1. Relationship between the full-orbit CCS and PCS Poisson structures
The present task is to survey the Hamiltonian structure of the full-orbit current-coupling scheme
(CCS) and the derivation from it of the Hamiltonian structure of the pressure-coupling scheme
(PCS). This is largely a recapitulation of the work of [Tro10]. Afterward, we will see how the
picture presented therein is related to our map between variational formalisms on the direct
product and semidirect product groups, which was the subject of Chapter 3.
First, the Hamiltonian structure for the physical CCS (that is, the model expressed in terms
of fluid momentum m = ρU) is inferred from its equations of motion (1.22)–(1.25) to be [Tro10]
{F ,G}CCS = {F ,G}MHD(m, ρ,A) +
ˆ
f
mh
{
δF
δf
,
δG
δf
}
d6z +
ˆ
ahB
mh
·
(
∂
∂v
δF
δf
× ∂
∂v
δG
δf
)
d6z
+
ˆ
fqhB ·
(
δF
δm
× δG
δm
)
d6z −
ˆ
fahB ·
(
δF
δm
× ∂
∂v
δG
δf
− δG
δm
× ∂
∂v
δF
δf
)
d6z ,
(4.1)
where ah = qh/mh, for hot particle charge qh and mass mh, and B = ∇×A. We have denoted
by {F ,G}MHD the MHD bracket (2.61). The remaining terms of the bracket are an analogue of
the Maxwell-Vlasov bracket (2.64) where particles are coupled to an advected magnetic field. To
illustrate this, note that replacing the unknown variable E with the determined field E = B×U
causes the replacement of the unknown δF/δE by
B× δF
δm
.
The Hamiltonian structure of the CCS is completed by the total energy,
HCCS(m, ρ,A, f) = 1
2
ˆ |m|2
ρ
d3x+
ˆ
ρUd3x+ 1
2
ˆ
|∇ ×A|2d3x+ 1
2
ˆ
fmh|v|2d6z , (4.2)
the sum of MHD and Vlasov energies (having set permittivity and permeability constants to
unity).
Through a series of theorems, Tronci [Tro10] established the following picture. The bracket
given in (4.1) is indeed a Poisson bracket since it may be derived from the Poisson structure
associated the direct sum of the canonical Vlasov and MHD systems. That is, let N be the
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canonical momentum and (x,p) the canonical co-ordinates on T ∗Q. Then the direct sum Poisson
structure [Tro10]
{F ,G}(N , ρ,A, f ′) = {F ,G}(N , ρ,A) +
ˆ
f ′
{
δF
δf ′
δG
δf ′
}
d3xd3p , (4.3)
where f ′(x,p) is the particle density on T ∗Q, yields the CCS bracket (4.1) under the exchange
of variables f ′(x,p) 7−→ f(x,v), where p = mhv + qhA, and
pi1 : N 7−→m = N + qhnhA , nh(x, t) :=
ˆ
fd3v . (4.4)
The further change of variable
pi2 : m 7−→M = m+ Kh , Kh(x, t) :=
ˆ
fmhvd
3v , (4.5)
induces an additional non-canonical Poisson structure in the frame shifted by particle momentum
contributions. The maps pi1 and pi2 are Poisson maps, so each bracket inherits its Poisson
structure from the direct sum (4.3). Lastly, this Poisson structure derived from the physical
CCS by pi2 (or, alternatively, from the direct sum by pi1 ◦ pi2) was shown to yield the fully
energy-conserving equations of the pressure-coupling scheme (PCS) once the approximation
Kh ≈ 0 is made in the transformed Hamiltonian,
h(M , ρ,A, f) =
ˆ
1
2ρ
|M −Kh|2d3x+
ˆ
ρUd3x+ 1
2
ˆ
|∇×A|2d3x+ 1
2
ˆ
fmh|v|2d6z , (4.6)
which is related to HCCS by h ◦ pi2 = HCCS. Under this approximation, M approximates m
without the energy-preserving nature of the structure being compromised.
To demonstrate how this fits in with the variational derivation on the full-orbit PCS in
Chapter 3, let us first derive the canonical CCS Hamiltonian formalism from the variational
formalism. We do this by implementing a version of the reduced Legendre transform of Eq. (2.49)
to the variational structure of Section 3.1 in order quickly to derive a Poisson bracket structure,
as we did for the case of MHD in Section 2.2.2. We choose this method because the alternative—
the Legendre transform on the unreduced CCS variational structure followed by reduction on
the unreduced Poisson bracket, as we did with the charged fluid plasma of Section 2.2.1—is
long-winded.
The variational structure of the Eulerian CCS was given in Section 3.1. The CCS consists of
a charged energetic ensemble in the hydrodynamic gauge coupled with an MHD bulk ion fluid.
The model’s total advected parameter space is V ×W = Den(Q)× Ω1(Q)× Den(TQ), and its
variational structure is the Lagrangian ` : X(Q)× X(TQ)× V ×W −→ R defined by [HT12]
`(U , ρ,A,X , f) =
ˆ
f
(
(mhv + qhA) ·w − mh
2
|v|2 − qhA ·U
)
d6z
+
ˆ (
1
2
ρ|U |2 − ρU(ρ)− 1
2
|∇ ×A|2
)
d3x , (4.7)
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with Euler-Poincare´ variations (2.14). Lagrangian (4.7) is regular in the velocity U , though not
in X . But, importantly, as we remarked in Section 2.3.3, the kinetic part of Lagrangian (3.4) is
naturally Hamiltonian (though non-canonically) already, and need not be altered; we only need
to perform a partial Legendre transform in the MHD velocity variable.
Theorem 4.1. The Hamiltonian structure, canonical in the fluid momentum, corresponding to
the Euler-Poincare´ variational structure of (4.7) is collectively the Poisson bracket
{F ,G}(N , ρ,A, f) = {F ,G}MHD +
ˆ
f
mh
(
∇˜δF
δf
· ∂
∂v
δG
δf
− ∇˜δG
δf
· ∂
∂v
δF
δf
)
d6z
+
ˆ
ahB
mh
·
(
∂
∂v
δF
δf
× ∂
∂v
δG
δf
)
d6z , (4.8)
where
∇˜δF
δf
:= ∇δF
δf
− qhB× δF
δN
− qh∇
(
A · δF
δN
)
, (4.9)
and the Hamiltonian
H(N , ρ,A, f) =
ˆ
1
2ρ
|N−qhnhA|2d3x+
ˆ
ρUd3x+1
2
ˆ
|∇×A|2d3x+1
2
ˆ
fmh|v|2d6z . (4.10)
Proof. Referring to Eq. (2.49) we have for the Lagrangian (4.7) the quantities (ξ, a, µ) =
(U , ρ,A,N), where the canonical reduced momentum is
N :=
δ`
δU
= ρU − qhnhA , (4.11)
and the reduced phase space Lagrangian ` : X(TQ)×Den(TQ)×X(Q)×Den(Q)×Λ1(Q) −→ R
is constructed as
`(f,X , ρ,U ,N) =
ˆ
f(mhv + qhA) ·wd6z +
ˆ
N ·Ud3x−H(N , ρ,A, f) , (4.12)
where H is the reduced Hamiltonian. The variations δ(X , f) yield the components of the six-
dimension vector field X which transports the particle density:
X =
[
1
mh
∂
∂v
δH
δf
, ah
(
1
mh
∂
∂v
δH
δf
− δH
δN
)
×B + ah∇
(
A · δH
δN
)
− 1
mh
∇δH
δf
]
.
The reader is reminded that ah = qh/mh. Independent variations of δM yield δH/δN = U ,
while Euler-Poincare´ variations δ(U , ρ,A) yield the fluid momentum equation
∂N
∂t
+ £ δH
δN
N + ρ∇δH
δρ
= B×
(ˆ
f
mh
∂
∂v
δH
δf
d3v − δH
δA
)
+ A∇ ·
(ˆ
f
mh
∂
∂v
δH
δf
d3v − δH
δA
)
.
The above are Hamilton’s equation in terms of the canonical momentum N . Now we use
Eq. (2.50) to write down a Poisson structure {F ,G}(N , ρ,A, f) canonical in the fluid variables.
In this case, (2.50) becomes
{F ,H} =
ˆ
δF
δN
· ∂N
∂t
d3x+
ˆ
δF
δρ
· ∂ρ
∂t
d3x+
ˆ
δF
δA
· ∂A
∂t
d3x+
ˆ
f∇z δF
δf
·Xd3z ,
and the result follows by substituting the appropriate quantities. 
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Eq. (4.8) is obviously not the canonical direct sum Poisson structure (4.3) we were expecting.
However, this is only because we are using the co-ordinates (x,v) and not (x,p). Bracket (4.8)
is indeed the bracket (4.3) expressed in these co-ordinates. Generally, although we will typically
describe the energetic particles as a density over the non-canonical phase space TQ, we will
continue to refer to Poisson brackets as canonical if the fluid momentum variable is canonical.
It is in our interests to use the particle co-ordinates x and v since this formulation is necessary
in order to carry the discussion across to the case of guiding centre particles, which is central
to this chapter. We return to this point a little later. Note that ∇˜ in (4.9) is defined in such a
way that
∇˜δH
δf
= −qhE .
We will see that this definition will also have drift-kinetic analogues.
Comparing with the variational picture, we see why the canonical and physical momenta are
related by pi1 of (4.4). The hydrodynamic gauge (3.2) fixes the relation N = ρU − qhnhA, so
the map pi1 transforms (4.8) into (4.1) as per [Tro10]. But the more fundamental transformation
of the canonical bracket (4.8) is the one inducing the Poisson structure expressed in terms of the
total momentum (or, expressed in the frame shifted by hot particle momentum contributions)
given by the map
piPCS := pi1 ◦ pi2 : N 7−→N + (nhA + Kh) = M . (4.13)
For while pi1 and pi2 are Poisson maps, piPCS is not only a Poisson map but also the shift
N 7−→N + J(f), where J is a momentum map J : Den(TQ) −→ X(Q)∗ defined by
J : f 7−→
ˆ
f(mhv + qhA)d
3v . (4.14)
Theorem 4.2. The map J is the non-canonical expression of the momentum map J′, associated
to the cotangent-lifted action of Diff(Q) on P = Den(T ∗Q), which is the map P −→ X(Q)∗
given by
J′ : f ′ 7−→
ˆ
f ′pd3p ,
for densities f ′(x,p).
Proof. Consider the cotangent-lifted action of Diff(Q) on T ∗Q, which is dual to to the tangent-
lifted action (3.7). We are interested in its infinitesimal vector field. For U = η˙ ◦ η−1 ∈ X(Q),
this is explicitly
X ∗U := (U ,−∇U · p) ,
as given by Eq. (12.1.14) of [MR04]. Then the infinitesimal action of X(Q) on the space of
densities Den(T ∗Q) is
UDen(T ∗Q) : f
′ 7−→ −£X ∗U f ′ ,
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for f ′ ∈ Den(T ∗Q). Since the pairing is〈
J′(f ′),U
〉
=
ˆ
f ′p ·Ud3xd3p ,
the canonical (in all variables) Poisson bracket (4.8) gives us the following.
{F , 〈J′(f ′),U〉} = ˆ f ′(∇δF
δf ′
· ∂(p ·U)
∂p
−∇(p ·U) · ∂
∂p
δF
δf ′
)
d3xd3p
=
ˆ
f ′
∂
∂(x,p)
δF
δf ′
· (U ,−∇U · p)d3xd3p
= −
ˆ
δF
δf ′
£X ∗U f
′d3xd3p
= UDen(T ∗Q)F ,
meaning the Definition 2.8 is satisfied, and J′ is a momentum map. Furthermore, momentum
maps associated to cotangent-lifted actions are always equivariant [MR04]. Expressing this result
non-canonically, we have p = mhv + qhA(x) and f
′(x,p) = f(x,p/mh − ahA) for densities
f ∈ Den(TQ). 
The operation of taking kinetic moments over f is a Poisson map [Gib81]. Here we have given
a novel proof that the particle-to-fluid map J′ is also a momentum map, which is a special case
of the result found in [GHT08].
Following the work of [KM87], the shift piPCS by the momentum map J in the fluid variable
naturally endows the resulting Poisson bracket with a semidirect product structure. Then, J
corresponds on the variational side to the momentum map i∗ of (3.42), associated to the right
tangent-lifted action of Diff(Q) on Diff(TQ), which we encountered in Section 3.2.2. Likewise
piPCS corresponds to ϕ.
`(U ,X , ρ,A, f) F`(U)- {F ,G}(N , ρ,A, f)
pi
2
-
{F ,G}CCS(m, ρ,A, f)
`s(U ,X , ρ,A, f)
ϕ
?
× idV×W
F`s(U)
- {f , g}(M , ρ,A, f)
piPCS
?ﬀ pi
1
In the above scheme, F`(U) is shorthand for the partial Legendre transform of the Lagrangian `
with respect to the variable U while holding the remaining variables fixed. Similarly for F`s(U).
How J and i∗ are related exactly is subtle and will not be pursued here. But the comparison
between variational and Hamiltonian pictures helps to clarify how the map piPCS induces the PCS
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Hamiltonian structure once the contribution from Kh is neglected in the Hamiltonian functional.
The process is mirrored by the shift into the semidirect product formalism of Chapter 3, which
from the Eulerian perspective is the velocity shift X 7−→ X + XU , followed by the same
approximation on Kh in the Lagrangian.
As an addendum to this section we recapitulate the Kelvin-Noether circulation theorems
belonging to the full-orbit PCS, as reported in Corollary 6 of [Tro10] and Corollary 7 of [HT12].
Theorem 4.3 (Kelvin-Noether circulations for the PCS [Tro10]). The full-orbit PCS has the
following equivalent circulation theorems:
d
dt
˛
γt
(
U − 1
ρ
ˆ
f(mhv + qhA)d
3v
)
d3x = −
˛
γt
1
ρ
qhA(∇ ·K)d3x
−
˛
γt
1
ρ
B× (J− qhK) d3x , (4.15)
for J = ∇×B and Kh =
´
fmhvd
3v, and
d
dt
˛
γt
Ud3x = −
˛
γt
1
ρ
∇ · Phd3x−
˛
γt
1
ρ
(B× J) d3x , (4.16)
where Ph =
´
fmhvv
Td3v. In the above loop integrals, γt moves with a velocity U = M/ρ.
We state these circulation theorems for later comparison with analogous results for the drift-
kinetic case. The rest of this chapter will see us following the same steps as this opening section,
only now applied to the case of drift-kinetic hybrid models.
4.2. Hamiltonian structure of guiding centre motion
If we are to seek a drift-kinetic formulation of the pressure-coupling scheme (PCS) in the
Hamiltonian formalism, we need a Hamiltonian structure for the guiding centre approxima-
tion and drift kinetics. Then the method of [Tro10] surveyed in Section 4.1 is available to us, as
all that is needed is a drift-kinetic version of the energetic particle Poisson structure to couple
to that of MHD.
Littlejohn [Lit81] showed that, for a single guiding centre particle in a static magnetic field,
the dynamics resulting from variations of the Lagrangian (3.50) can also be associated to a
Hamiltonian structure z˙ = {z,H}, where
{F ,G}(z;µ) = B
∗
B∗‖
·
(
∇F ∂G
∂v‖
−∇G ∂F
∂v‖
)
− b
B∗‖
· ∇F ×∇G , (4.17)
H(z;µ) = v‖
2
2
+ µB . (4.18)
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Again z = (X, v‖) ∈ Q× R = R4, the magnetic fields B∗, b and B are evaluated at the guiding
centre X and ∇ is the derivative with respect to it. The Hamiltonian structure (4.17)–(4.18)
can be inferred from first principles [Lit81] or it can be derived easily from the guiding centre
Lagrangian (3.50) which, while not technically a phase space Lagrangian L : TTQ −→ R, is
nevertheless Hamiltonian like its full-orbit counterpart.
When time-dependent Maxwell fields are included and the system promoted to a charged
ensemble, we showed in Section 3.5 that an Euler-Poincare´ reduction process exists and the
result is the Eulerian, drift-kinetic Maxwell-Vlasov Lagrangian (3.60). Hence, the drift-kinetic
Hamiltonian structure, the distribution density form of the system (4.17)–(4.18), is found by
the partial Legendre transform of the Maxwell Lagrangian, as for the full-orbit Maxwell-Vlasov
system (see Section 2.3.3). The same argument applies in the drift-kinetic setting as for the
full-orbit setting: if no constraint theory is to be applied, a gauge needs to be fixed. Fixing
again the Hamiltonian gauge φ = 0, the drift-kinetic Maxwell-Vlasov Lagrangian (3.60) is the
map ` : X(Q× R)×Den(Q× R)× TΩ1(Q) −→ R given by [BT16]
`(X , F,A, A˙) =
ˆ
µ
F
(
(mhv‖b+ qhA) ·w −
mhv‖2
2
− µB
)
d4z
+
1
2
ˆ (
|A˙|2 − |∇ ×A|2
)
d3x , (4.19)
which admits a Legendre transform F`(A˙). This is shorthand for the transformation of a Lag-
rangian of variables (A, A˙) to a phase space Lagrangian of variables (A,Y), where Y = δL/δA˙,
while holding the remaining variables fixed.
Lemma 4.4. The partial Legendre transform F`(A˙) of the gauge-fixed Lagrangian (4.19) yields
the Hamiltonian structure
{F ,G}(F,A,B) =
ˆ
µ
FB∗
B∗‖
·
(
∇∗ δF
δF
∂
∂v‖
δG
δF
−∇∗ δG
δF
∂
∂v‖
δF
δF
)
d4z
−
ˆ
µ
b
B∗‖
·
(
∇∗ δF
δF
×∇∗ δG
δF
)
d4z
−
ˆ (
δF
δE
· ∇ × δG
δB
− δG
δE
· ∇ × δF
δB
)
d3q , (4.20)
on Den(Q× R)× T ∗Ω1(Q), where
∇∗ δF
δF
:= ∇δF
δF
− qh δF
δE
− mhv‖
B
(
∇× δF
δE
)
⊥
. (4.21)
and with Hamiltonian functional
H(F,E,B) =
ˆ
µ
F
(
v‖2
2
+ µB
)
d4z +
1
2
ˆ (|E|2 + |B|2) d3q . (4.22)
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Proof. The partial Legendre transform on (4.19) allows for the construction of the phase space
Lagrangian ` : X(Q× R)×Den(Q× R)× TTΩ1(Q) −→ R defined by
`(X , F,A, A˙,Y, Y˙) =
ˆ
µ
F (mhv‖b+ qhA) ·wd4z +
ˆ
Y · A˙d3x−H(F,A,Y) , (4.23)
The Euler-Lagrange equations associated to (4.19) for the separate variables A and Y are the
following Hamilton’s equations,
∂A
∂t
= −δH
δE
,
∂E
∂t
=
δH
δA
−
ˆ
µ
Fqhwdv‖ ,
where we have made the substitution E := −Y. Since Q = R3, we have a 4-component Euler-
Poincare´ equation (2.17) on X(Q× R)×Den(Q× R) whose v‖-component is the constraint
w · b = mh−1 ∂
∂v‖
δH
δF
.
Meanwhile, the X-components yield the force-balance equation
qhB
∗ ×w +mha‖b+∇∗
δH
δF
= 0 ,
with the right-hand side defined as in Eq. (4.21). We determine from this by applying, respect-
ively, × b and ·B∗ that
w =
1
B∗‖
(
B∗v‖ −
1
qh
∇∗ δH
δF
× b
)
, a‖ = −
B∗
mhB
∗
‖
· ∇∗ δH
δF
.
We then construct the equivalent Poisson structure by the use of Eq. (2.50), which is shown to
be the bracket (4.20). The drift-kinetic Maxwell-Vlasov equations are returned by this Poisson
bracket with the Hamiltonian (4.22).

The bracket (4.20) at first appears simpler than the full-orbit Maxwell-Vlasov bracket (2.64),
but this apparent simplicity is betrayed by the hidden coupling terms within the operator ∇∗
of (4.21), whose notation is chosen since
∇∗ δH
δF
= µ∇B − qhE−
mhv‖
B
(∇×E)⊥ = −qhE∗ , (4.24)
following by definition (3.58) (with the gauge φ = 0 fixed). This is the drift-kinetic analogue
of (4.9).
A single particle version of bracket (4.20) appears in [BT16], except here we have incorporated
the Maxwell fields directly into the Poisson structure. Through the variational structure of
drift kinetics (Section 3.3) we established that models based on guiding centre motion can at
least be microscopically energy conserving. Now we have complemented that formalism with a
Hamiltonian one. It is at the macroscopic level, where fluids couple to drift-kinetic ensembles,
that building models with such a property has until recently proven more elusive. We proceed
to these models now.
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4.3. Poisson structure of the drift-kinetic CCS
The aim of this section is to retrace the steps of Section 4.1, but instead considering ener-
getic particles undergoing guiding centre motion. We derive the Hamiltonian structure of the
drift-kinetic current-coupling scheme (CCS). In Section 3.4 we constructed a conservative CCS
variational structure on the product manifold Diff(Q) × Diff(TQ) by replacing the energetic
particle terms with drift-kinetic terms. The result was the Lagrangian (3.67). At that point,
however, we wished to enter into discussion of semidirect product group structure and so we fol-
lowed an embedding strategy. For this section it will suffice to perform Euler-Poincare´ reduction
on (3.67) using the invariance property L(µ−1∗ ρ0,µ−1∗ A0,φ−1∗ F0) ◦ T R
×
(µ,φ) = L(ρ0,A0,F0), where R
×
is the right action of Diff(Q)×Diff(Q×R) on T (Diff(Q)×Diff(Q×R)) as defined by Eq. (3.3).
The important difference with respect to (3.3) is that ψ and φ are now diffeomorphisms over
R4 not TQ, though exactly the same principles apply. The result is the reduced Lagrangian
` : X(Q)× X(Q× R)× V ×W −→ R given by
`(U ,X , ρ,A, F ) =
ˆ
µ
F
(
(qhA +mhv‖b) ·w −
mhv‖2
2
− µB − qhA ·U
)
d4z
+
ˆ (
1
2
ρ|U |2 − ρU(ρ)− 1
2
ˆ
|B|2
)
d3X , (4.25)
where V = Den(Q) × Ω1(Q) and W = Den(Q × R), and where we have equated the MHD
coordinate x with X. As we mentioned in Section 3.4, this Lagrangian, reported in [BT17],
produces a conservative drift-kinetic CCS. The momentum conjugate to U is
N :=
δ`
δU
= ρU − qhnhA ,
directly analogous to its full-orbit counterpart, Eq. (4.11).
Theorem 4.5. The canonical drift-kinetic CCS Poisson bracket is given by
{F ,G}CCS(N , ρ,A, F ) =
ˆ
µ
FB∗
mhB
∗
‖
·
(
∇∗ δF
δF
∂
∂v‖
δG
δF
−∇∗ δG
δF
∂
∂v‖
δF
δF
)
d4z
−
ˆ
µ
Fb
qhB
∗
‖
·
(
∇∗ δF
δF
×∇∗ δG
δF
)
d4z + {F ,G}MHD ,
(4.26)
where
∇∗ δF
δF
:= ∇δF
δF
− qhB× δF
δN
− mhv‖
B
(
∇×B× δF
δN
)
⊥
− qh∇
(
δF
δN
·A
)
. (4.27)
Proof. We use N to construct the phase space Lagrangian,
`(U ,N ,X , ρ,A, F ) =
ˆ
µ
F (mhv‖b+ qhA) ·wd4z +
ˆ
N ·Ud3X −H(N , ρ,A, F ) . (4.28)
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The Euler-Poincare´ equations (2.17) resulting from the variational principle δ
´ t1
t1
`dt = 0 asso-
ciated to (4.28) are
wCCS =
B∗
mhB
∗
‖
∂
∂v‖
δH
δF
+
b
qhB
∗
‖
×∇∗ δH
δF
, (4.29)
aCCS‖ = −
B∗
mhB
∗
‖
· ∇∗ δH
δF
, (4.30)
∂N
∂t
= −∇ ·
(
δH
δN
NT
)
−∇ δH
δN
·N − ρ∇δH
δρ
+ B×
(
∇×
ˆ
µ
Fmhv‖
B
wCCS⊥ dv‖ +
ˆ
µ
Fqhw
CCSdv‖ −
δH
δA
)
(4.31)
+ A∇ ·
(
∇×
ˆ
µ
Fmhv‖
B
wCCS⊥ dv‖ +
ˆ
µ
Fqhw
CCSdv‖ −
δH
δA
)
.
Meanwhile the auxiliary equations and arbitrary variations of δN give
U =
δH
δN
,
∂F
∂t
= −∇ · (FwCCS)− ∂
∂v‖
(
FaCCS‖
)
, (4.32)
∂ρ
∂t
= −∇ ·
(
δH
δN
)
,
∂A
∂t
=
δH
δN
×B−∇
(
δH
δN
·A
)
. (4.33)
We have added the superscript ccs to the components of the field X = ψ˙ ◦ψ−1 to avoid possible
confusion later on. Eqs. (4.29)–(4.33) are Hamilton’s equations with respect to a Poisson bracket.
To deduce the form of that bracket explicitly we make use of Eq. (2.50). The result is the Poisson
structure (4.26).

Remark 4.6 (The canonical bracket and the direct sum). There is an important divergence
between our presentation and that of Tronci. In [Tro10] the brackets presented are indeed shown
to be Poisson brackets on account of their relation to the direct sum bracket (4.3). By contrast,
we began our discussion on both full-orbit and drift-kinetic brackets from (4.8) and (4.26), which
are both non-canonical in the particle co-ordinates and not direct sum structures.
The reason for this presentation is that for guiding centre particles there is no canonical
Poisson bracket. The transformation to a canonical momentum p‖ (rather than velocity v‖) is
not invertible, so we could not state a direct sum canonical Poisson bracket for drift kinetics
in order to demonstrate that the Jacobi identity is satisfied. Instead we chose to derive (4.8)
and (4.26) from the variational viewpoint via Legendre transforms. This procedure ensures that
all the following brackets are indeed Poisson brackets, though at the cost of being unable to
keep the discussion entirely to Hamiltonian systems (in the drift-kinetic case, at least). The
interplay between variational and Hamiltonian structures via Legendre transforms and phase
space Lagrangians is the subject of Chapter 5.
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The partial Legendre transform of the Lagrangian (4.25) completes the Hamiltonian structure
of the drift-kinetic CCS by yielding the total energy
H(N , F, ρ,A) =
ˆ (
1
2ρ
|N + qhnhA|2 + ρU(ρ) + 1
2
|∇ ×A|2
)
d3X+
ˆ
µ
F
(
mhv‖2
2
+ µB
)
d4z .
(4.34)
Notice that while ∇∗ of (4.27) looks different to its definition in (4.24), they are in fact the same
definition. In both cases we have
∇∗ δH
δF
= −qhE∗ . (4.35)
In the Hamiltonian formulation of Maxwell-Vlasov drift kinetics, the definition of E∗ in Eq. (4.21)
holds provided ∂A/∂t is free and the gauge φ = 0 is fixed. As established in Remark 3.1, in the
drift-kinetic CCS (a kinetic-MHD model) ∂A/∂t = −£UA is determined (i.e. E is frozen in)
and so the hydrodynamic gauge φ = A ·U needs to be fixed. In the Hamiltonian formulations
of these models, this fact is built into the ∇∗ operator. Eqs. (4.21) and (4.27) are the same
definition expressed in alternative gauges.
With the Hamiltonian structure of the CCS given in terms of the canonical fluid momentum,
we turn to the question of what the drift-kinetic equivalent is of the map piPCS defined in (4.13).
Such a map will let us pass to the drift-kinetic analogue of the full-orbit PCS Poisson structure.
4.4. Hamiltonian structure of the drift-kinetic PCS and its circulations
We now present the final result of this chapter: the Hamiltonian formulation of the drift-kinetic
PCS, whose variational formulation we presented in Chapter 3. The overall procedure follows the
method of [Tro10] which we studied in Section 4.1 and couched in terms of the mapping piPCS.
This method was simply to shift the CCS Poisson bracket, canonical in the fluid momentum,
by an equivariant (i.e. Poisson) momentum map J, which transports one Poisson structure to
another. The new Poisson structure is given in terms of a fluid momentum shifted by an energetic
particle contribution, corresponding to a physical change of frame. Then the Hamiltonian is
approximated to realise the PCS Hamilton structure.
For the drift-kinetic case, if we are to follow the same procedure we will instead have to
use the drift-kinetic equivalent of Eq. (4.14). In Section 3.2.3 we used the drift-kinetic particle
momentum, mhv‖b+ qhA. We will see now why this is the appropriate linear momentum. Let
(x,v) ∈ TQ and ξ ∈ g∗. When the Legendre transform exists, the corresponding expression of
the definition (2.68) of the momentum map J : T ∗Q −→ g∗ is〈
J
(
x,
∂L
∂v
)
, ξ
〉
:=
〈
∂L
∂v
, ξQ(x)
〉
. (4.36)
4.4 Hamiltonian structure of the drift-kinetic PCS and its circulations 83
It is in this formalism that the diamond map (2.18) is defined. Let us take the action Φ of the
translation group on R3, where Φa : q 7−→ q+a, and ξR3(q) = ξ ∈ g = R3. For the single charged
particle Lagrangian, L(x,v) = mh|v|2/2+ qh(A(x) ·v)−φ(x)), where v = x˙, Eq. (4.36) returns
the linear momentum,
J
(
x,
∂L
∂v
)
= mhv + qhA .
Now consider the single-particle guiding centre Lagrangian. Embedded into R6, the Lagrangian
Lˆgc(X, v‖,v⊥;µ) =
mh
2
(b · X˙)2 + qh(A(X) · X˙ + φ(X)) ,
is the form of the Lagrangian that returns to the more usual phase space guiding centre Lag-
rangian (3.50) after a Legendre transform (and subsequent projection to R4). We then verify
that
J
(
X,
∂Lˆ
∂X˙
)
= mh(v · b)b+ qhA . (4.37)
So the expression mhv‖b + qhA is the guiding centre total linear momentum of the system on
T ∗R3 projected onto R4. Hence, for the drift-kinetic analogue to Eq. (4.14), it is appropriate to
choose
K : F 7−→
ˆ
µ
F (qhA +mhv‖b)dv‖ . (4.38)
While Eq. (4.14) and (4.37) are momentum maps in R6, K is not a momentum map in R4.
Letting
P = (Ω1(Q)⊗Den)× Ω1(Q)×Den(Q× R) ,
we construct from (4.38) the map
κ (N , ρ,A, F ) = (N + K(F ), ρ,A, F ) , (4.39)
which is analogous to piPCS in Eq. (4.13). To arrive at the equivalent PCS Poisson structure for
drift kinetics we seek the relation
{f , g}PCS(M , F, ρ,A) = {F ,G}CCS(N , F, ρ,A) ,
such that f ◦ κ = F and M = κ(N).
Theorem 4.7. The map κ of Eq. (4.39) relates the canonical CCS Hamiltonian structure (4.26)
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to the Hamiltonian structure comprising the Poison bracket
{f , g}PCS(M , ρ,A, F ) =
ˆ
µ
FB∗
mhB
∗
‖
·
(
∇∗κ
δf
δF
∂
∂v‖
δg
δF
−∇∗κ
δg
δF
∂
∂v‖
δf
δF
)
d4z
−
ˆ
µ
Fb
qhB
∗
‖
·
(
∇∗κ
δf
δF
×∇∗κ
δg
δF
)
d4z + {f , g}MHD(M , ρ,A)
+
ˆ
µ
FqhB
∗ ·
(
δf
δM
× δg
δM
)
d4z
−
ˆ
µ
FB∗
B∗‖
·
[(
δf
δM
)
‖
∇∗κ
δg
δF
−
(
δg
δM
)
‖
∇∗κ
δf
δF
]
d4z
−
ˆ
µ
Fmhv‖
[
δf
δM
· ∇
(
δg
δM
)
‖
− δg
δM
· ∇
(
δf
δM
)
‖
]
d4z
−
ˆ
µ
Fmhv‖
B
[
δf
δM
·
(
∇×B× δg
δM
)
⊥
− δg
δM
·
(
∇×B× δf
δM
)
⊥
]
d4z ,
(4.40)
where
∇∗κ
δf
δF
:= ∇ δf
δF
− qhB× δf
δM
− mhv‖
B
(
∇×B× δf
δM
)
⊥
+mhv‖∇
(
δf
δM
)
‖
, (4.41)
and the Hamiltonian energy functional
h(M , ρ,A, F ) =
ˆ (
1
2ρ
|M −Kh|2 + ρU(ρ) + 1
2
|∇ ×A|2
)
d3X +
ˆ
µ
F
(
mhv‖2
2
+ µB
)
d4z .
(4.42)
Proof. For generic variables z′ = κ(z) we have the chain rule,〈
δ(f ◦ κ)
δz
, δz
〉
=
〈
δf
δκ(z)
, δz′
〉
.
For pi(N , ρ,A, F ) = (N +
´
µ qhFA
∗dv‖, ρ,A, F ), this implies the relations
δF
δN
=
δf
δM
,
δF
δF
=
δf
δF
+qhA
∗ · δf
δM
,
δF
δA
=
δf
δA
+qhnh
δf
δM
+∇×
ˆ
µ
Fmhv‖
B
(
δf
δM
)
⊥
dv‖ ,
and δF/δρ = δf /δρ. We then have the immediate result that
∇∗ δF
δF
= ∇∗κ
δf
δF
,
∂
∂v‖
δF
δF
=
∂
∂v‖
[
δf
δF
+mhv‖
(
δf
δM
)
‖
]
, (4.43)
as per the definitions (4.27) and (4.41). Therefore the terms of the bracket (4.26) which do not
form part of the standard MHD bracket become
ˆ
µ
FB∗
mhB
∗
‖
·
(
∇∗κ
δf
δF
∂
∂v‖
[
δg
δF
+mhv‖
(
δg
δM
)
‖
]
−∇∗κ
δg
δF
∂
∂v‖
[
δf
δF
+mhv‖
(
δf
δM
)
‖
])
d4z
−
ˆ
µ
Fb
qhB
∗
‖
·
(
∇∗κ
δf
δF
×∇∗κ
δg
δF
)
d4z , (4.44)
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whence the extra terms
ˆ
µ
FB∗
B∗‖
·
[
∇∗κ
δf
δF
(
δg
δM
)
‖
−∇∗κ
δg
δF
(
δf
δM
)
‖
]
d4z .
of (4.40). Meanwhile, referring to (2.61), the terms in the MHD bracket {f , g}MHD that depend
on variational derivatives with respect to A are
ˆ
B ·
(
δF
δN
× δG
δA
− δG
δN
× δF
δA
)
d3X +
ˆ
A ·
(
δG
δN
∇ · δF
δA
− δF
δN
∇ · δG
δA
)
d3X .
Upon substituting the new variational derivatives and integrating the second term by parts,
these yield the following additional terms to accompany the original MHD bracket.
ˆ
B ·
(
δf
δM
×
[
∇×
ˆ
µ
Fmhv‖
B
(
δg
δM
)
⊥
]
− δf
δM
×
[
∇×
ˆ
µ
Fmhv‖
B
(
δf
δM
)
⊥
])
d3Xdv‖
+ 2
ˆ
nhqhB ·
(
δf
δM
× δg
δM
)
d3X
−
ˆ
nhqh
(
δf
δM
· ∇
[
A · δg
δM
]
− δg
δM
· ∇
[
A · δf
δM
])
d3X . (4.45)
The first line of (4.45) we manipulate into the terms of the final line of the bracket (4.40), while
the third line expands into
−
ˆ
nhqh
(
δf
δM
· ∇
[
A · δg
δM
]
− δg
δM
· ∇
[
A · δf
δM
])
d3X
= −
ˆ
nhqh
(
δf
δM
· ∇ δg
δM
·A− δg
δM
· ∇ δg
δM
·A
)
d3X
−
ˆ
nhqh
(
δf
δM
· ∇A · δg
δM
− δg
δM
· ∇A · δg
δM
)
d3X
=
ˆ
nhqhA ·
[
δf
δM
,
δg
δM
]
JL
d3X −
ˆ
nhqhB ·
(
δf
δM
× δg
δM
)
d3X .
So all in all, (4.45) is
ˆ
µ
Fmhv‖
B
[
δg
δM
·
(
∇×B× δf
δM
)
⊥
− δf
δM
·
(
∇×B× δg
δM
)
⊥
]
d3Xdv‖
+
ˆ
nhqhA ·
[
δf
δM
,
δg
δM
]
JL
d3X +
ˆ
nhqhB ·
(
δf
δM
× δg
δM
)
d3X . (4.46)
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However, using B∗ = ∇× (A +mhv‖b/qh),
ˆ
µ
FqhB ·
(
δf
δM
× δg
δM
)
d4z =
ˆ
FqhB
∗ ·
(
δf
δM
× δg
δM
)
d4z
−
ˆ
µ
Fmhv‖(∇× b) ·
(
δf
δM
× δg
δM
)
d4z
=
ˆ
FqhB
∗ ·
(
δf
δM
× δg
δM
)
d4z−
ˆ
µ
mhv‖∇ ·
(
F
δg
δM
δf
δM
T
− F δf
δM
δg
δM
T
)
· b d4z
=
ˆ
qhFB
∗ ·
(
δf
δM
× δg
δM
)
d4z +
ˆ
µ
Fmhv‖b ·
[
δf
δM
,
δg
δM
]
JL
d3Xdv‖
−
ˆ
µ
Fmhv‖
[
δf
δM
· ∇
(
δg
δM
)
‖
− δg
δM
· ∇
(
δf
δM
)
‖
]
d4z ,
using a vector calculus identity ∇ × (V × w) = ∇ · (wV T − V wT ). Finally, taking the first
term of the MHD bracket (2.61) and combining
ˆ (
N + qhnhA +
ˆ
µ
Fmhv‖bdv‖
)
·
[
δf
δM
,
δg
δM
]
JL
=
ˆ
M ·
[
δf
δM
,
δg
δM
]
JL
,
results in the bracket (4.40). The new Hamiltonian energy function (4.42) is determined by
h ◦ κPCS = H.

The Poisson bracket (4.40) with total energy (4.42) will return the drift-kinetic CCS equations
in the frame shifted by the energetic particle momentum contribution,
Kh =
ˆ
µ
Fmhv‖bdv‖ .
In this frame the operator ∇∗ of (4.24) is transformed into ∇∗κ, so the effective electric field,
determined by −qh−1∇∗κδh/δF , will gain correction terms.
We know from the work of [Tro10], covered in Section 4.1, that the full-orbit CCS Poisson
structure transformed by the map piPCS (4.13) coincides with the PCS Poisson structure, and
that the energy-conserving model is not found by approximating the CCS equations but by
approximating the Hamiltonian (to find again the physical total energy (4.2)) before deriving
the equations of motion. If we are to follow in those footsteps for the drift-kinetic analogue, the
PCS Hamiltonian is
h˜(M , F, ρ,A) =
ˆ (
1
2ρ
|M |2 + ρU(ρ) + 1
2
|∇ ×A|2
)
d3X +
ˆ
µ
F
(mh
2
v‖2 + µB
)
d4z , (4.47)
which is (4.42) approximated in accord with the physical ethos of the PCS: the energetic particle
contribution to the momentum in the form of Kh has been neglected, and M approximates the
physical MHD momentum, i.e. M ≈m = ρU [Tro10].
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Theorem 4.8. The Poisson bracket (4.40) with the approximated Hamiltonian (4.47) produces
the following energy-conserving drift-kinetic PCS model, which is equivalent to Eqs. (3.77)–(3.79)
of Section 3.5:
∂m
∂t
+∇ · TMHD +∇ · Tgc = 0 , (4.48)
∂ρ
∂t
+∇ ·m = 0 , ∂B
∂t
= ∇×
(
m
ρ
×B
)
, (4.49)
∂F
∂t
+∇ ·
[
F
B∗‖
(
B∗(v‖ + U‖)− b×
(
E∗ − a−1h v‖∇U‖
) )]
+
∂
∂v‖
[
FB∗
B∗‖
· (ahE∗ − v‖∇U‖)
]
= 0 , (4.50)
for TMHD and Tgc given respectively by (2.63) and (3.80),
Proof. We consider first the energetic particle Vlasov equation, using the Poisson bracket (4.40)
to compute {F, h˜}PCS. It will be more straightforward to work with the immediately modified
version of (4.40) found by transforming the direct sum bracket (4.26) rather than the form (4.40)
as this is the result of further manipulations for reasons of presentation. Before inserting F , we
isolate the terms that depend on variational derivatives with respect to F . Since the Poisson
map κ of (4.39) results in
∇∗κ
δF
δF
= ∇∗κ
δf
δF
,
∂
∂v‖
δF
δF
=
∂
∂v‖
[
δf
δF
+mhv‖
δf
δm
· b
]
,
we have
{f , h˜}PCS =
ˆ
µ
FB∗
mhB
∗
‖
·
(
∇ δf
δF
∂
∂v‖
δh˜
δF
−∇∗κ
δh˜
δF
∂
∂v‖
δf
δF
)
d4z
−
ˆ
µ
Fb
qhB
∗
‖
·
(
∇ δf
δF
×∇∗κ
δh˜
δF
)
d4z +
ˆ
µ
F
B∗‖
B∗ · ∇ δf
δF
(
δh˜
δm
)
‖
d4z + . . . ,
where . . . contains variational derivatives with respect to other fields and where in the last term
we have integrated by parts over v‖. Therefore
{F, h˜}PCS = −∇ ·
[
FB∗
mhB
∗
‖
∂
∂v‖
δh˜
δF
]
+
∂
∂v‖
[
FB∗
mhB
∗
‖
· ∇∗κ
δh˜
δF
]
−∇ ·
[
Fb
qhB
∗
‖
×∇∗κ
δh˜
δF
]
−∇ ·
 F
B∗‖
B∗
(
δh˜
δm
)
‖
 .
We have from (4.47) that
∇∗κ
δh˜
δF
= −qhE∗κ ,
(
δh˜
δm
)
‖
=
m · b
ρ
= U‖ ,
∂
∂v‖
δh˜
δF
= mhv‖ ,
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where we denote E∗κ := E∗ − (mhv‖/qh)∇U‖. Inserting these we arrive at
∂F
∂t
= −∇ ·
[
FB∗
B∗‖
(v‖ + U‖)−
Fb
B∗‖
×E∗κ
]
− ∂
∂v‖
[
qhF
mhB
∗
‖
B∗ ·E∗κ
]
=: −∇ · (FwPCS)− ∂
∂v‖
(
FaPCS‖
)
,
(4.51)
which agrees with Eqs. (3.79) and (4.50). Next we turn to the momentum equation for m. The
guiding centre (non-MHD) part of (4.26) becomes
ˆ
µ
FB∗
mhB
∗
‖
·
(
∇∗κ
δf
δF
∂
∂v‖
[
δh˜
δF
+mhv‖
δh˜
δm
· b
]
−∇∗κ
δh˜
δF
∂
∂v‖
[
δf
δF
+mhv‖
δf
δm
· b
])
d4z
−
ˆ
µ
Fb
qhB
∗
‖
·
(
∇∗κ
δf
δF
×∇∗κ
δh˜
δF
)
d4z
for functions f and h˜ , where now we have no hidden terms dependent on δf /δm. The reader is
reminded that
∇∗κ
δf
δF
:= ∇ δf
δF
− qhB× δf
δm
− mhv‖
B
(
∇×B× δf
δm
)
⊥
+mhv‖∇
(
δf
δm
· b
)
.
Isolating now for δf /δm and inserting f = m then gives the following force terms of the MHD
momentum equation.
B×
ˆ
µ
Fqh
B∗‖
(
B∗(v‖ + U‖) + b×E∗κ
)
dv‖ + B×∇×
ˆ
µ
Fmhv‖
BB∗‖
(
B∗(v‖ + U‖) + b×E∗κ
)
⊥ dv‖
− b∇ ·
ˆ
µ
Fmhv‖
B∗‖
(
B∗(v‖ + U‖) + b×E∗κ
)
⊥ dv‖ + b
ˆ
µ
FqhB
∗ ·E∗κ
B∗‖
dv‖
= B×
ˆ
µ
qhFw
PCSdv‖ + B×∇×
ˆ
µ
Fmhv‖
B
wPCS⊥ dv‖
− b∇ ·
ˆ
µ
Fmhv‖wPCSdv‖ + b
ˆ
µ
Fmha
PCS
‖ dv‖
= B×
ˆ
µ
qhFw
PCSdv‖ + B×∇×
ˆ
µ
Fmhv‖
B
wPCS⊥ dv‖ + b
ˆ
µ
mhv‖
∂F
∂t
dv‖ . (4.52)
Next we look at terms arising from the MHD part of (4.26) as a consequence of the Poisson
map (4.39). Of the terms in MHD bracket (2.61) we look at the first on the right-hand side and
ignore the second for now. The map κ implies δF/δN = δf /δm, so in terms of m we have
ˆ
(m− qhnhA−Kh) ·
[
δf
δm
,
δh˜
δm
]
d3x , nh =
ˆ
µ
Fdv‖ , Kh =
ˆ
µ
mhv‖Fdv‖ ,
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meaning that, in addition to the usual MHD evolution, the dynamical equation for m of the
PCS gains the following additional force terms on the right-hand side.
qhnh∇ δh˜
δm
·A + qh∇ ·
(
nh
δh˜
δm
AT
)
+∇ δh˜
δm
·Kh +∇ ·
(
δh˜
δm
Kh
T
)
= qhnh∇U ·A + qh∇ ·
(
nhUA
T
)
+
ˆ
µ
Fmhv‖∇U · bdv‖ +∇ ·
ˆ
µ
mhv‖FUbTdv‖ . (4.53)
And finally, f ◦ κ = F also induces the relation
δF
δA
=
δf
δA
+ qhnh
δf
δm
+∇×
ˆ
µ
Fmhv‖
B
(
δf
δm
)
⊥
dv‖ ,
so the remainder of the MHD sub-bracket (2.61) within (4.26) is transformed into
ˆ
B ·
[
δf
δm
×
(
δh˜
δA
+ qhnh
δh˜
δm
+∇×
ˆ
µ
Fmhv‖
B
(
δh˜
δm
)
⊥
)
dv‖
]
d3x
−
ˆ
B ·
[
δh˜
δm
×
(
qhnh
δf
δm
+∇×
ˆ
µ
Fmhv‖
B
(
δf
δm
)
⊥
)
dv‖
]
d3x
+
ˆ
A · δh˜
δm
∇ ·
(
qhnh
δf
δm
)
d3x−
ˆ
A · δf
δm
∇ ·
(
δh˜
δA
+ qhnh
δh˜
δm
)
d3x+ . . . ,
where we have only displayed terms depending on the variational derivative δf /δm. Isolating
for these terms and setting f = m gives the remaining force terms for the momentum equation:(
δh˜
δA
+ qhnh
δh˜
δm
+∇×
ˆ
µ
Fmhv‖
B
(
δh˜
δm
)
⊥
dv‖
)
×B
+ qhnh
δh˜
δm
×B +
ˆ
µ
Fmhv‖
B
(
∇× δh˜
δm
×B
)
⊥
dv‖
− qhnh∇
(
A · δh˜
δm
)
−A∇ ·
(
δh˜
δA
+ qhnh
δh˜
δm
)
=
(
∇×B +∇×
ˆ
µ
Fµbdv‖ + qhnhU +∇×
ˆ
µ
Fmhv‖
B
U⊥dv‖
)
×B
+ qhnh
∂A
∂t
+
ˆ
µ
Fmhv‖
∂b
∂t
dv‖ −A∇ · (qhnhU) ,
where we have used ∂A/∂t = −£UA (as is built into the Poisson bracket) and ∂b/∂t = (∇×
∂A/∂t)⊥/B. So in addition to the usual MHD forces, the momentum equation also gains the
force terms(
∇×
ˆ
µ
Fµbdv‖ + qhnhU +∇×
ˆ
µ
Fmhv‖
B
U⊥dv‖
)
×B
+ qhnh
∂A
∂t
+
ˆ
µ
Fmhv‖
∂b
∂t
dv‖ −A∇ · (qhnhU) . (4.54)
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Summing Eqs. (4.52)–(4.54) gives us the PCS drift-kinetic force terms that accompany the usual
MHD force. The result of the sum is
= B×
ˆ
µ
qhF (w
PCS −U)dv‖ + B×∇×
(
MPCSgc −∇×
ˆ
µ
Fmhv‖
B
U⊥dv‖
)
+
∂
∂t
ˆ
µ
Fmhv‖bdv‖ +
ˆ
µ
Fmhv‖∇U · bdv‖ +∇ ·
ˆ
µ
Fmhv‖UbTdv‖ . (4.55)
where expanding ∂A/∂t caused several cancellations and where
MPCSgc =
ˆ
µ
F
(mhv‖
B
wPCS⊥ − µb
)
dv‖ ,
is the magnetisation (3.65) modified to incorporate the PCS particle velocity. However, by
expanding and integrating by parts, we have
∂
∂t
ˆ
µ
Fmhv‖bdv‖ = −
ˆ
µ
bmhv‖∇ · (FwPCS)dv‖ −
ˆ
µ
bmhv‖
∂
∂v‖
(FaPCS‖ )dv‖ +
ˆ
µ
Fmhv‖
∂b
∂t
dv‖
= −∇ ·
ˆ
µ
Fmhv‖wPCSbTdv‖ +
ˆ
µ
Fmhv‖
(
1
v‖
aPCS‖ b+w
PCS · ∇b+ ∂b
∂t
)
dv‖ . (4.56)
But, using B∗ = B + (mhv‖/qh)∇× b,
wPCS · ∇b = ∇× b×wPCS +∇b ·wPCS
=
qh
mhv‖
(
B∗ ×wPCS −B×wPCS)+∇b ·wPCS
=
qh
mhv‖
(
E∗κ −
mh
qh
aPCS‖ b−B×wPCS
)
+∇b ·wPCS
=
1
mhv‖
(
qhB× (U −wPCS)−mhaPCS‖ b−mhv‖
∂b
∂t
−∇ (µB +mhv‖U‖))
+∇b ·wPCS
where we have inserted the expression for wPCS of Eq. (4.51) and used the definition of E∗κ.
Therefore Eq. (4.56) becomes
∂
∂t
ˆ
µ
Fmhbdv‖ = −∇ ·
ˆ
µ
Fmhv‖wPCSbTdv‖
+
ˆ
µ
F
(
qhB× (U −wPCS)−∇
(
µB +mhv‖U‖
)
+mhv‖∇b ·wPCS
)
dv‖
= −∇ ·
ˆ
µ
Fmhv‖wPCSbTdv‖ +
ˆ
µ
F
(
qhB× (U −wPCS)−mhv‖∇U‖
)
dv‖ +∇B ·MPCSgc .
Inserting this into Eq. (4.55) results in the drift-kinetic force terms
B×∇×
(
MPCSgc −∇×
ˆ
µ
Fmhv‖
B
U⊥dv‖
)
+∇B ·MPCSgc −
ˆ
µ
Fmhv‖∇b ·Udv‖
−∇ ·
ˆ
µ
Fmhv‖(wPCSbT −UbT )dv‖ . (4.57)
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Finally, we make use the following relation. For a generic vector V and B such that ∇ ·B = 0,
B× (∇× V ) +∇B · V = ∇ · (B · V 1−BV T ) . (4.58)
Substituting MPCSgc and
´
µmhv‖U⊥/Bdv‖ into this relation, and replacing ∇b ·U⊥ = ∇B ·U/B,
leads to Eq. (4.57) becoming
−∇ ·
ˆ
µ
F
[
mhv‖wPCSbT −mhv‖UbT +mhv‖bwPCST⊥ + µB(1− bbT )−mhv‖bUT⊥ +
]
dv‖
= −∇ ·
ˆ
µ
F
[
mhv‖(wPCS −U)⊥bT +mhv‖(bwPCS −U)T⊥ + µB(1− bbT ) +mhv‖2bb
]
dv‖
(4.59)
where we have decomposed wPCS and U into perpendicular and parallel components and used
wPCS‖ = v‖+U‖. These are the force terms produced by the drift-kinetic PCS which contribute
to the fluid motion, accompanying the MHD force terms. Eq. (4.59) is the divergence of the
tensor Tgc of Eq. (3.80), upon recognising that wPCS = w + U , where w = (ψ˙ ◦ ψ−1)1 is the
CCS (spatial) particle vector field used in Chapter 3. Therefore we have the fluid momentum
equation (4.48) of the drift-kinetic PCS, which may be shown to be equal to Eq. (4.48) by the
further use of (4.58),
J×B = −∇ ·
(
B2
2
1−BBT
)
.
The proof is completed by the advection relation for ρ and A, whose dynamics are also automat-
ically returned by the PCS Poisson bracket (4.40) and approximated Hamiltonian (4.47). 
This proof has provided the Hamiltonian derivation of the drift-kinetic PCS and shown its equi-
valence to the variational scheme employing Euler-Poincare´ for semidirect product manifolds,
of Chapter 3. The two approaches are complementary.
Corollary 4.9 (Kelvin-Noether circulation for the drift-kinetic PCS). The drift-kinetic PCS
system (4.48)–(4.50) has the following equivalent circulation theorems:
d
dt
˛
γt
(
U − 1
ρ
ˆ
µ
F (mhv‖b+ qhA)dv‖
)
d3x =
˛
γt
1
ρ
A∇ · (Jgc − qhnhU) d3x
+
˛
γt
1
ρ
B×
[
Jgc − J− qhnhU +∇×
(
Mgc −
ˆ
µ
F
mhv‖
B
U⊥dv‖
)]
d3x , (4.60)
where Jgc =
´
µFqhw
PCSdv‖ and J = ∇×B, and
d
dt
˛
γt
Ud3x = −
˛
γt
1
ρ
∇ · Tgcd3x−
˛
γt
1
ρ
B× Jd3x , (4.61)
for Tgc as defined in (3.80). In the above loop integrals the loop γt moves with velocity U = M/ρ.
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Proof. We will sketch out the proof, which proceeds analogously to the proof for Corollary 6
of [Tro10]. The drift-kinetic PCS Hamiltonian (4.47) is given in terms of the total momentum
m = N +
´
µF (mhv‖b + qhA)dv‖ =: N + qhnhA + Kh, where N is the canonical momentum.
We express h˜ instead in terms of this canonical momentum.
h˜(N , ρ,A, F ) =
ˆ (
1
2ρ
|N + qhnhA + Kh|2 + ρU(ρ) + 1
2
|∇ ×A|2
)
d3X
+
ˆ
µ
F
(mh
2
v‖2 + µB
)
d4z , (4.62)
The equation of motion for the canonical momentum N is found by using the canonical Poisson
bracket (4.26) with the Hamiltonian (4.62). The circulation theorems (4.60) and (4.61) are the
result of calculating ˛
γt
1
ρ
∂N
∂t
d3x =
˛
γt
1
ρ
{
N , h˜
}
CCS
d3x , (4.63)
for a loop γt moving with velocity M/ρ. We are led to the circulation theorems by expanding
the right-hand side of (4.63) and by engaging with the same algebraic manipulations as in the
proof to Theorem 4.8.

We end this chapter by comparing these circulation theorems with their full-orbit predecessors.
The features of both Eqs. (4.15) and (4.16) naturally carry over to the case of drift-kinetic
particles. With regard to comparison of Eqs. (4.16) and (4.61), the energetic particle pressure
(stress) tensor Ph is simply replaced by its drift-kinetic counterpart, Tgc. Comparing Eqs. (4.15)
and (4.61), we must first note that in the full-orbit PCS, wPCS = U + v. Therefore, for the
full-orbit model, Jh − qhnhU =
´
fqh(v + U)d
3v − ´ fqhUd3v = ahKh. By substituting this
relation into (4.15) we may compare directly and see that the full-orbit circulation carries over
naturally to the drift-kinetic one, only now with the presence of magnetisation Mgc.
5
Generalised Maxwell-Vlasov construction
Chapters 3 and 4 have detailed some of the geometry behind the hybrid fluid-kinetic models of
plasma physics. We saw the rich variational content that mediates the relationship between the
current-coupling and pressure-coupling schemes in Chapter 3. We then explored an alternative
geometric formulation of this relationship in Chapter 4, where the non-canonical Poisson and
Hamiltonian structures were presented. This chapter is dedicated to bringing the two pictures
together.
In Section 2.3 we introduced the Legendre transform and the phase space Lagrangian, a
convenient bridge between variational and Hamiltonian systems. We saw the importance of this
construction in Remark 4.6, when we could not present a direct sum Poisson structure for drift
kinetics and needed to rely on the Legendre transform to produce a Poisson bracket that is
canonical in the fluid variables if not the particle variables.
The subject of this Chapter is this unifying bridge. In order to answer the question, raised in
Section 2.3.3, of how the variational and Hamiltonian formulations of the Maxwell-Vlasov system
are related, we will end up developing a generalised kinetic theory that should be extendable to
hybrid fluid-kinetic models.
Let us introduce some terminology that will frequently arise. The terms Lagrangian and
Eulerian are common in fluid mechanics, where the fluid can be viewed by following a parcel
as it evolves in time (Lagrangian) or by measuring its collective evolution at a point of interest
(Eulerian). In the setting of Sections 2.2–2.3 for reduction theory for continuum systems, these
two viewpoints correspond respectively to unreduced and reduced dynamics. We extend this
terminology to kinetic theory. Alternative discipline-specific terms exist for other mathematical
systems with analogous distinctions of viewpoint, e.g., rigid body mechanics (body and spatial
frames) [MR04] and quantum mechanics (Schro¨dinger and Heisenberg pictures) [BLT15].
A Hamiltonian theory of the Maxwell-Vlasov plasma (see Section 1.4) has been derived from
work by Marsden, Morrison and Weinstein [Mor80,Mar82,MW82]. We recognise such a field the-
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ory as an example of an Eulerian description of the system—geometrical in formulation, realised
as a Lie-Poisson structure on the dual of the Lie algebra of the group of canonical diffeomorph-
isms (i.e. densities on R6). The alternative description is given in terms of Lagrangian paths
dependent on the initial reference positions—or fluid labels—in phase space [CHHM98]. This
description constitutes an intuitive generalisation of the single particle system and motion takes
place on the diffeomorphism group. But what is the relationship between these two approaches?
One is a Hamiltonian theory, the other variational. One refers to canonical diffeomorphisms,
while the other does not.
There is an open question regarding how these apparently equal treatments of plasma the-
ory are connected. Building off the work on Low [Low58], Cendra et al. [CHHM98] investigated
how these might be related, evoking the Dirac theory of constraints. This approach was later
taken up by Squire et al. [SQTC13] in their analogous search for the Hamiltonian formulation of
gyrokinetics. In this chapter, we will address the question while avoiding constraint techniques.
Not only are the theories related by simple geometric methods, but the overarching picture of
these relationships is itself a special case of a more general and unspecified theory of particle in-
teractions with electromagnetic fields. A more generalised picture utilises an infinite-dimensional
version of the energy function formalism (EFF) [MR04] on the product manifold,
Diff(TQ)× TΩ(Q) ,
with a reduced variant. Through the work of this chapter we will uncover the relationships
between the symplectic and Poisson structures on the following manifolds and the pathways
relating them.
Symplectic structure (Lagrangian)
on Diff(TQ) × TΩ1(Q)
- Poisson structure (Lagrangian)
on Diff(TQ) × TΩ1(Q)
Symplectic structure (Eulerian)
on X(TQ)×Den(TQ) × TΩ1(Q)
?
- Poisson structure (Eulerian)
on Den(TQ) × TΩ1(Q)
?
This will answer the question posed at the beginning of this introduction and illustrate why
constraint methods are not needed to characterise the relationship between the alternative de-
scriptions of Maxwell-Vlasov theory.
The outline of this chapter is as follows. In Section 5.1 we review the energy function formal-
ism that connects variational theories with hyperregular Lagrangians and Hamiltonian theories
with hyperregular Hamiltonians. There we will shift the focus of the treatment from tangent
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bundles onto tangent spaces, so that we may handle generalised infinite-dimensional theories
with this machinery. As an example we will reproduce the Maxwell theory of electromagnetism
(Section 2.1) from a general theory.
Section 5.3 introduces particle fields. An approach using the EFF produces a set of equi-
valent symplectic and Poisson structures that, under appropriate choices of geometric variables,
reduces to Poisson-Vlasov theory, provided in both Lagrangian and Eulerian variants. We then
expand this procedure in Section 5.4 to the case of a direct product manifold between particle
diffeomorphisms over phase space and the tangent bundle of 1-forms over configuration space.
Once again, we derive a generalised theory over this manifold, so that particle-field coupling is
built into the construction, with equivalent symplectic and Poisson structures. Under appropri-
ate choices of geometric quantities, this theory reproduces Lagrangian and Eulerian variants of
Maxwell-Vlasov theory found in the literature [MW82, Mar82], plus another equivalent model
hitherto unreported (a Poisson bracket formulation of Lagrangian pathways).
5.1. The energy function formalism
In the following, we will present some background material on the energy function formalism
(EFF), an exposition of which can be found in Chapters 7–9 of Marsden and Ratiu [MR04].
The power of the EFF is that through it we may introduce non-canonicality into symplectic
and Poisson structures from their basic geometries, allowing these structures to be expressed in
arbitrary phase space variables. As we have acknowledged before, non-canonical variables are
often the physically interesting quantities.
Essentially, the picture relates Euler-Lagrange equations on TQ with Hamilton’s equations
on T ∗Q, where Q is a potentially infinite-dimensional manifold. We start our brief review of
the subject by defining the Legendre transform FL : TQ −→ T ∗Q, where L : TQ −→ R is a
Lagrangian. Let (x, v) denote a point in TQ locally. Then
〈FL(v) , w〉 := d
ds
∣∣∣
s=0
L(v + sw) , (5.1)
where v, w ∈ TxQ. In terms of the local co-ordinates (x, v), we may also write FL(v) = D2L(x, v),
the derivative of L with respect to its second argument. The Lagrangian is called regular if
D2D2L(x, v) is (weakly) non-degenerate. In this case the EFF tells us that the system given
by the Euler-Lagrange equations with respect to L is symplectic, with respect to the Lagrange
2-form
ΩL = (FL)∗Ω = −dΘL , ΘL = (FL)∗Θ , (5.2)
where ΘL ∈ Ω1(TQ) and ΩL ∈ Ω2(TQ), and where Θ ∈ Ω1(T ∗Q) and Ω ∈ Ω2(T ∗Q) are the
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canonical symplectic 1- and 2-forms, respectively. From these definitions, we have
ΘL(x, v) = (FL(v), 0) ,
by construction as the pullback of Θ by FL.
The Lagrangian is called hyperregular if FL is a diffeomorphism. In this case L implies the
existence of a hyperregular Hamiltonian H on T ∗Q, and vice versa, and the inverse FL−1 is
given by FH. We further define the action A : TQ −→ R of L by
A(x, v) := 〈FL(v) , v〉 . (5.3)
The energy function E : TQ −→ R associated to L is then defined by the relationship
L(x, v) = A(x, v)− E(x, v) . (5.4)
Under the hyperregularity condition, the bridge between the Lagrangian and Hamiltonian form-
alisms is completed by
H = E ◦ (FL)−1 .
Owing to this relation, the Hamiltonian vector field XH is FL-related to the Lagrange vector
field XE which is also Hamiltonian, meaning
ΩL(XE , Y ) = dE(Y ) , (5.5)
for all vector fields Y . Since L is regular, XE is automatically a second order equation, meaning
the spatial component of (XE)(x, v) is equal to v. Consequently, Eq. (5.5) is equivalent to the
Euler-Lagrange equations associated to (5.4) (see Theorem 7.3.3 of [MR04]).
Let z := (x, v) ∈ TQ, and set the following notation:
ΘLz := Θ
L(z) : TzTQ 7−→ R , ΩLz := ΩL(z) : TzTQ× TzTQ 7−→ R .
Then, at the point z, Eq. (5.5) may be written
iz˙Ω
L
z = dE(z) , (5.6)
where z˙ are the Euler-Lagrange equations associated to (5.4). This is easier to see by using the
variational principle associated to the phase space Lagrangian L : TTQ −→ R, constructed as
L(z, z˙) = ΘLz (z˙)− E(z) . (5.7)
Deriving the Euler-Lagrange equations associated to L has the advantage that variations δz can
be taken together, yielding Eq. (5.6) as a single equation. (We will show this in the examples of
the following two sections.)
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Finally, when L is hyperregular, ΩL is locally invertible. We deduce the existence of a
non-canonical structure which we denote the Lagrange Poisson structure,
{F,G} = ΩL−1
(
dF,dG
)
, (5.8)
for functions F,G : TQ −→ R. How we invert a 2-form on an infinite-dimensional manifold is
not obvious. The method we set out in this chapter will be to invert the local form ΩLz . We shall
see that by using the phase space Lagrangian (5.7) and evaluataing fields locally, the question of
inverting the Lagrange 2-form and deducing Lagrange Poisson structures reverts to an exercise
in linear algebra.
First we will apply this formalism to the example of Maxwell theory, where the resulting
structures are already known (Section 2.1). Then we turn to the case of kinetic ensembles.
When both of these cases have been treated, they will have been cast in a general formalism so
that coupling between the two is simple.
5.2. Lagrange Poisson structures of Maxwell fields
As we saw in Section 2.1, Maxwell theory is the field theory governing the dynamics of magnetic
and electric potentials (A, φ) ∈ Ω1(Q) × C∞(Q), where Q = R3. Absent charges and with
physical constants set to unity, the Maxwell equations are derived from variations of the Maxwell
Lagrangian LMax : T (Ω
1(Q)× C∞(Q)) −→ R given by
LMax(A, A˙, φ, φ˙) =
1
2
ˆ (
|A˙ +∇φ|2 − |∇ ×A|2
)
d3q . (5.9)
This Lagrangian is not regular: the conjugate momentum δLMax/δφ˙ vanishes, and so the Le-
gendre transform FLMax(Y, φ˙) is degenerate. As we discussed in Section 2.1, a regular Lag-
rangian is reached by fixing the Hamiltonian gauge (2.8),
φ = 0 . (5.10)
Then we are left with a Lagrangian (2.9) that is not only regular, but hyperregular.
Consider now general Lagrangians L : TΩ1(Q) −→ R that are hyperregular. According
to the EFF of Section 5.1, the Legendre transform FL(Y) implies the existence of Lagrange
symplectic equations on TΩ1(Q) that correspond to Hamilton’s equations on T ∗Ω1(Q). The
energy function is defined by the relation
L(A,Y) = 〈FL(Y) ,Y〉 − E(A,Y) . (5.11)
Our goal here is to find a way to derive a Lagrange Poisson structure succinctly that corresponds
to these equations in the general case. To find such a structure we would need to invert the
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Lagrange symplectic form −dΘL ∈ Ω2(TΩ1(Q)), but it is not clear at first how this is achieved.
In what follows, we show how to invert this form locally, using the phase space Lagrangian of
type (5.7).
First let us summarise the relevant objects. Let TΩ1(Q) =M and Γ := (A,Y) ∈ M. The
Legendre transform is given by
FL(Y) =
δL
δY
∈ T ∗AΩ1(Q) .
We have the Lagrange 1-form ΘL ∈ Ω1(M), which is constructed to be ΘL = (FL , 0). The
Lagrange 1-form at the point Γ := (A,Y) ∈M may be thought of as a covector,
ΘLΓ : TΓM−→ R ,
whose action on a tangent vector is given by
ΘLΓ(Γ˙) :=
ˆ
Q
{〈
A˙, θ¯Γ
〉
Q
+
〈
Y˙, θˆΓ
〉
Q
}
d3q =
ˆ
Γ˙(q) θΓ(q)d
3q , (5.12)
so θΓ = (θ¯Γ, θˆΓ). The pairing on Q is given by index contraction, e.g.
〈
A˙, θ¯Γ
〉
Q
= A˙(q) · θ¯Γ(q).
Then, ΘLΓ ∈ T ∗ΓM and θΓ(q) ∈ TqQ× TqQ, and Eq. (5.12) defines the isomorphism
T ∗ΓM∼= (Ω1(Q)× Ω1(Q))∗ ∼= (X(Q)× X(Q))⊗Den(Q) ,
where the second identification is made with respect to the L2 pairing. We use notation ΘLΓ and
θΓ to respect this isomorphism. Since the latter is defined by
θΓ(q) =
(
δL
δY
(q) , 0
)
=: (θ¯Γ(q) , 0) , (5.13)
we always have θˆΓ = 0. We also have Γ˙(q) ∈ T ∗Q× T ∗Q. Respecting this, we have chosen the
placement of down Γ˙i(q) and up θΓ(q)
i indices to reflect the underlying vector spaces, which is
the opposite way round to their respective natures as vectors on M.
Using the above notation, the phase space Lagrangian (5.7) L : TTΩ1(Q) −→ R is given by
L(Γ, Γ˙) =
ˆ
Γ˙(q) θΓ(q)d
3q − E(Γ) . (5.14)
By performing Hamilton’s principle,
0 = δ
ˆ t2
t1
(ˆ
Γ˙(q) θΓ(q)d
3q − E(Γ)
)
dt
= δ
ˆ t2
t1
ˆ (
∂θΓ(q)
i
∂Γ(q)j
Γ˙(q)i − ∂θΓ(q)
j
∂Γ(q)i
Γ˙(q)i − δE
δΓ(q)j
)
δΓ(q)jd3qdt ,
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and by defining
ωΓ(q)
ij :=
∂θΓ(q)
i
∂Γ(q)j
− ∂θΓ(q)
j
∂Γ(q)i
. (5.15)
we find
ΩLΓ(Γ˙, δΓ) =
ˆ
Γ˙i(q)ωΓ(q)
jiδΓj(q)d
3q =
〈
δE
δΓ
, δΓ
〉
. (5.16)
The advantage of taking variations of (5.14) rather than (5.11) is that the result is bundled into
one equation. Moreover, from the variational principle of L we have explicitly computed how
ΩLΓ , a skew-symmetric map TΓM× TΓM−→ R, acts on two vectors. If we define a linear map
associated to ΩLΓ by
ω[Γ : TΓTΩ
1(Q) −→ T ∗ΓTΩ1(Q) ,
ωΓ
[ : Γ˙j 7−→ ωΓjiΓ˙j ,
we may also defined its inverse
ωΓ
] : T ∗ΓTΩ
1(Q) −→ TΓTΩ1(Q) ,
ωΓ
[ : αj 7−→ ωΓ−1jiαj ,
for α ∈ T ∗ΓM. The hyperregularity condition on L, which is that
det
∂
∂Y
δL
δY
= det
∂θ¯Γ
∂Y
6= 0 , (5.17)
where det is the determinant, ensures that the matrix ωΓ is invertible. Working locally at a point
Γ has turned the task of inverting the 2-form in infinite dimensions into an exercise in matrix
algebra. We are then free to use the equations of motion (5.16) with Eq. (2.50) to build the
Poisson bracket. All in all, the EFF has given us the equivalent Lagrange symplectic and Poisson
structures that provide the dynamics for a generalised Maxwell theory on TΩ1(Q), locally given
by
ω[Γ(Γ˙) =
δE
δΓ
, (5.18)
{G,K}(Γ) =
ˆ
δG
δΓ
ω]Γ
(
δK
δΓ
)
d3q . (5.19)
Compare the ease of these calculations on tangent spaces of M = TΩ1(Q) with the daunting
task of inverting the Lagrange 2-form ΩL in infinite dimensions. Additionally, the non-canonical
nature of the general theory is built into the derivation. This construction holds for an arbitrary
θ¯Γ and energy function E, and yields a generalised non-canonical Poisson bracket. To recover
standard Maxwell theory in the vacuum, let
θ¯Γ = Y , E(Γ) =
1
2
ˆ (|Y|2 + |∇ ×A|2) d3q , (5.20)
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which is akin to using L = L0Max, defined in (2.9), throughout our discussion. It follows that
ωΓ =
[
0 −1
1 0
]
,
and therefore ω−1Γ = J, the canonical Poisson tensor. This causes Eqs. (5.18) and (5.19) above
to become
∂Y
∂t
= −∇×∇×A , ∂A
∂t
= Y , {F,G}(Γ) =
ˆ (
δF
δA
· δG
δY
− δF
δY
· δG
δA
)
d3q , (5.21)
which is the Hamiltonian system of Section 2.1 under the identification E = −Y. We have
derived this structure from variations of the phase space Lagrangian (5.14) since it was clearer
to see how the various mappings at the point Γ arise and how ΩLΓ is inverted. This formalism
will also be useful in coupling to particle fields later on.
5.3. Lagrange Poisson structures of kinetic theory
Consider the formalism of Section 5.1 as applied to the dynamics of a single particle. We take
a hyperregular Lagrangian L : TQ −→ R where Q = R3. Let (x,v) ∈ TQ. The energy function
on TQ is defined by
L(x,v) =
∂L
∂v
· v − E(x,v) .
Alternatively, we can construct the phase space Lagrangian
L(z, z˙) = z˙ θz − E(z) , (5.22)
where z = (x,v) and
ΘLz (z˙) = z˙ θz , θz =
(
∂L
∂v
, 0
)
.
Now consider the form of Lagrangian (5.22) for an ensemble of particles. For Lagrangian paths
ψ ∈ Diff(TQ) and initial phase space density f0 ∈ Den(TQ), we have
Lf0(ψ, ψ˙) = ΘLψ(ψ˙)− Ef0(ψ) , (5.23)
where the energy is the functional Ef0 : Diff(TQ) −→ R defined by
Ef0(ψ) =
ˆ
TQ
f0(z0)(E ◦ ψ)(z0)d6z0 , (5.24)
for E : TQ −→ R the energy function on TQ. The covector ΘLψ : TψDiff(TQ) −→ R acts by
ΘLψ(ψ˙) :=
ˆ
TQ
〈
θψ, ψ˙
〉
TQ
d6z0 =
ˆ
f0(z0)ψ˙(z0) θψ(z0)d
6z0 , (5.25)
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where
θψ = (θ¯ψ, 0) =
(
∂L
∂v
◦ ψ, 0
)
. (5.26)
As with Eq. (5.12), the notation ΘLψ and θψ is chosen to reflect an underlying isomorphism. As
ΩLψ ∈ T ∗ψDiff(TQ), while ψ˙(z0) ∈ Tψ(z0)TQ and θψ(z0) ∈ T ∗ψ(z0)TQ, we have that θψ is a 1-form
over ψ, and at the identity element id of Diff(TQ),
θid ∈ Ω1(TQ) .
At the identity we have
T ∗idDiff(TQ) ∼= g∗ = Ω1(TQ)⊗Den(TQ) .
We are now looking at a Lagrangian-variable formulation of the familiar kinetic theory (Sec-
tion 2.2.3).
Note what has happened to the nature of the Lagrangian during this process of passing
from a single particle description to a kinetic one. We began with a phase space Lagrangian
L : TTQ −→ R and ended up with a Lagrangian L : TDiff(TQ) −→ R of ordinary type (that
is, a function on a tangent bundle). Promoting the phase space Lagrangian on the configura-
tion manifold Q to one describing a particle ensemble has not resulted in another phase space
Lagrangian on TTDiff(Q). We may contrast this process with promoting a single particle Lag-
rangian L : TQ −→ R, which is not of phase space form, such as
L(x, x˙) =
1
2
|x˙|2 − V (x) ,
to one describing a particle ensemble. This process would result in a Lagrangian of the form
L : TDiff(Q) −→ R, a fluid Lagrangian.
Not only has the phase space particle Lagrangian been altered into an ordinary kinetic
Lagrangian, but the resultant Lagrangian is linear in its velocity. Furthermore, Lf0 of (5.23)
is of a special sort, whereby the energy Ef0 depends on ψ only, and not on ψ˙. Aside from the
presence of the parametric dependence on f0, we are considering the same formalism that appears
in the work of Bergvelt and De Kerf [BDK85]. Our treatment will differ slightly from theirs on
account of this presence, but we can expect the same result as theirs: a Poisson structure on
Diff(TQ) rather than on T ∗Diff(TQ).
We will shortly present a theorem concerning the Lagrange symplectic and Poisson structures
associated to this generalised kinetic theory. First, we declare the following definitions. Let ωψ
be the skew-symmetric 2-tensor
ωψij =
(
∂θψi
∂ψj
−
∂θψj
∂ψi
)
, (5.27)
102 5.3 Lagrange Poisson structures of kinetic theory
which is invertible owing to the hyperregularity condition on L, equivalent to(
det
∂θ¯ψ
∂ψ2
)2
6= 0 , (5.28)
where ψ2 is the velocity component of ψ. At the identity,
ωid = −dθid ∈ Ω2(TQ) .
Let the Lagrange 2-form at ψ be denoted by ΩLψ : TψDiff(TQ)× TψDiff(TQ) −→ R, and let its
action on two vectors ψ˙, ψ′ ∈ TψDiff(TQ) be given by
ΩLψ(ψ
′, ψ˙) =
ˆ
f0ψ
′iωψjiψ˙
jd6z0 . (5.29)
Define also the associated linear maps
ω[ψ : TψDiff(TQ) −→ T ∗ψDiff(TQ) ,
: ψ˙i 7−→ f0ψ˙iωψij
ω]ψ : T
∗
ψDiff(TQ) −→ TψDiff(TQ) ,
: αψi 7−→
1
f0
αψiω
−1
ψ
ij
.
(5.30)
We likewise define linear maps associated to ωid,
ω[id : X(TQ) −→ Ω1(TQ) ,
: ξ˙i 7−→ ψ˙iωidij
ω]id : Ω
1(TQ) −→ X(TQ) ,
: αidi 7−→ αiωijid ,
(5.31)
for ξ ∈ X(TQ) and α ∈ Ω1(TQ). Note that the energy (5.24) is invariant under right action of
Diff(TQ); that is,
Eφ−1∗ f0(ψ ◦ φ) = Ef0(ψ) .
Consequently, Lf0 is invariant under right action of Diff(TQ). We saw the application of Euler-
Poincare´ reduction theory to kinetic theory in Section 2.2.3. The result in the present generalised
case is the reduced Lagrangian ` : X(TQ)×Den(TQ) −→ R given by
Lψ∗f0(ψ ◦ ψ−1, ψ˙ ◦ ψ−1) =: `(f,X ) =
ˆ
f(z)X (z) θzd6z − e(f) , (5.32)
where f := ψ∗f0, where θz ∈ TzTQ ∼= TQ is θid at z, and where
Eψ∗f0(id) =: e(f) , (5.33)
We are now ready to proceed to the main theorem of this section.
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Theorem 5.1. Given the Lagrangian (5.23) and the definitions of (5.30) and (5.31), the fol-
lowing statements are equivalent.
(i) The Euler-Lagrange equations on Diff(TQ) hold.
ω[ψ(ψ˙) =
δE
δψ
. (5.34)
(ii) Hamilton’s equations on Diff(TQ) hold with respect to the Poisson bracket
{G,K}(ψ) =
ˆ
δG
δψ
ω]ψ
(
δK
δψ
)
d6z0 , (5.35)
and Hamiltonian E.
(iii) The Euler-Poincare´ equations on X(TQ)×Den(TQ) hold.
ω[id(X ) = d
δe
δf
,
∂f
∂t
+ LX f = 0 ,
(5.36)
where X = ψ˙ ◦ ψ−1 ∈ X(TQ).
(iv) Reduced Hamilton’s equations on Den(TQ) hold with respect to the Lie-Poisson bracket
{g , k }(f) =
ˆ
fd
δg
δf
ω]id
(
d
δk
δf
)
d6z , (5.37)
and reduced Hamiltonian e.
Proof.
• Arbitrary variations δψ of (5.23) yield
ˆ t2
t1
δψj
(
f0
∂θ˜ψi
∂ψj
ψ˙i − f0ψ˙i
∂θ˜ψj
∂ψi
− δE
δψj
)
d6z0dt = 0 .
Recognising the map ω[ψ acting on the vector ψ˙, this is a straightforward proof of (i).
• (iii) follows as the Euler-Poincare´ equations (2.17) associated to (5.32),
LX θid + d δe
δf
− d
(
iX θid
)
= 0 ,
which we rearrange by the use of Cartan’s “magic formula” for n-forms α: LXα = (iXd +
diX )α. The auxiliary equation follows by definition of f .
• We invert the Euler-Lagrange equations by applying ω]ψ to both sides, yielding
ψ˙ =
1
f0
ω−1ψ
δE
δψ
= ω]ψ
(
δE
δψ
)
.
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Then for an arbitrary functional G(ψ) on Diff(TQ), we have from Eq. (2.50) that
∂G
∂t
=
ˆ
ψ˙
δG
δψ
d6z0 =
ˆ
1
f0
δG
δψ
ω−1ψ
δE
δψ
d6z0 =
ˆ
δG
δψ
ω]ψ
(
δE
δψ
)
d6z0 =: {G, E}(ψ) .
Thus (i) is equivalent to (ii).
• Similarly, using ω]id we find
X = ω]idd
δe
δf
,
and so for an arbitrary functional g on Den(TQ) we have
∂g
∂t
=
ˆ
δg
δf
∂f
∂t
d6z =
ˆ
fX d δg
δf
d6z =
ˆ
fd
δg
δf
ω]id
(
d
δe
δf
)
d6z =: {g , e}(f) ,
where we have used ∂f/∂t = −LX f . Thus (iii) is equivalent to (iv).
• For proof of the equality between (ii) and (iv) we first begin with the property (5.33) of the
Hamiltonian, i.e. that Ef0(ψ) = e(f). By equating δEf0 = δe and denoting Ξ = δψ ◦ ψ−1,
we find
ˆ
δψ
δG
δψ
d6z0 =
ˆ
fΞ d
δg
δf
d6z
=
ˆ
1
J
(f0 ◦ ψ−1)(δψ ◦ ψ−1) d δg
δf
d6z
=
ˆ
f0δψ
(
d
δg
δf
)
◦ ψ d6z0 .
After the second equality we have used the expression for the pushforward of densities
ψ∗f0 = J−1f0 ◦ ψ−1, where J is the determinant of the Jacobian of the transformation
z0 7−→ ψ(z0). From this we infer the relation
δG
δψ
= f0
(
d
δg
δf
◦ ψ
)
.
Inserting this relation into the Lagrangian Poisson bracket (5.35), and carrying out the
above procedure in reverse, yields
{G,K}(ψ) =
ˆ
f0
(
d
δg
δf
◦ ψ
)
ω−Tψ
(
d
δk
δf
◦ ψ
)
d6z0
=
ˆ
1
J
(f0 ◦ ψ−1)d δg
δf
ω−Tid d
δk
δf
d6z
= {g , k }(f) .

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In the proof to the equivalence of the the Poisson brackets (5.35) and (5.37), we invoked the
condition that the energy functions are related by Ef0(ψ) = e(f) in order to show by direct
calculation how the proof follows. We will now explain what is happening geometrically. We
will show that the equivalence follows as a result of Ef0 being a collective Hamiltonian.
Definition 5.2 (Collective Hamiltonian [GS90]). A Hamiltonian H is called collective if there
exists an h such that
H = h ◦ J ,
where J is a momentum map.
The property (5.33) describes such a situation, only here concerning an energy functional rather
than a Hamiltonian.
Theorem 5.3. The Lagrange-to-Euler map ψ 7−→ ψ∗f0 is an equivariant momentum map
J : Diff(T ∗Q) −→ can∗(T ∗Q) ∼= Den(T ∗Q) (5.38)
associated to the left action of canonical diffeomorphisms Can(T ∗Q) on Diff(T ∗Q).
Proof. Let ξ ∈ can(T ∗Q) ∼= C∞(T ∗Q) generate the Hamiltonian vector field Xξ. The pairing on
can(T ∗Q) is given by 〈J(ψ), ξ〉 = ´ J(ψ)ξd3xd3p, for (x,p) ∈ T ∗Q. Using J(ψ) = ψ∗f0 and the
canonical Poisson bracket on Diff(T ∗Q), we have
{F , 〈J, ξ〉} (ψ) =
ˆ
1
f0
δF
δψ
J
δ
δψ
〈J(ψ), ξ〉 d3xd3p
=
ˆ
1
f0
δF
δψ
J
δ
δψ
〈f0, ξ ◦ ψ〉d3xd3p
=
ˆ
δF
δψ
Jdξ(ψ)d3xd3p
=
ˆ
δF
δψ
Xξ(ψ)d
3xd3p
= ξDiff(T ∗Q)F(ψ) .
Definition 2.8 is thus satisfied. Additionally, to prove that J is infinitesimally equivariant, we
must show [MR04] that
{j(ξ), j(η)} = j[Xξ, Xη] ∼= j ({ξ, η}T ∗Q) , j(ξ)(ψ) := 〈J(ψ), ξ〉 ,
where ξ, η ∈ can(T ∗Q) and [ , ] is its Lie bracket—which, upon identifying Hamiltonian vec-
tor fields with their generating functions, is isomorphic to { , }T ∗Q, the canonical bracket on
C∞(T ∗Q). Since J(ψ) = ψ∗f0, we have
j(ξ)(ψ) = 〈f0, ξ ◦ ψ〉 .
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Then,
{j(ξ), j(η)}(ψ) =
ˆ
1
f0
δ
δψ
〈f0, ξ ◦ ψ〉 J δ
δψ
〈f0, η ◦ ψ〉 d3xd3p
=
ˆ
f0dξ(ψ) Jdη(ψ)d
3xd3p
= 〈f0, (dξ Jdη) ◦ ψ〉
= j ({ξ, η}T ∗Q) (ψ) .
Infinitesimal equivariance implies equivariance of the momentum map for the connected com-
ponent of the group [MR04]. We may go further and prove equivariance for the entire group.
Let g ∈ Can(T ∗Q) act on Diff(T ∗Q) from the left by Φg(ψ) = g ◦ ψ. We compute that
(J ◦Φg)(ψ) = (g ◦ ψ)∗f0, while (Ad∗g−1 ◦ J)(ψ) = g∗(ψ∗f0), and therefore the equivariance prop-
erty (2.68) for left actions,
Ad∗g−1 ◦ J = J ◦Φg ,
is satisfied. 
The property
Ef0 = e ◦ J ,
then defines a collective energy functional. As a consequence of Lie-Poisson theory [MR04], J
as a Poisson map induces a Lie-Poisson bracket
{G ◦ J,K ◦ J} =
〈
f,
[
δg
δf
,
δk
δf
]〉
,
which in our case is non-canonical.
The body of work in this section, mainly in the form of Theorem 5.1, shows that the Lagrange
symplectic structure on TQ is lifted to a symplectic structure on Diff(TQ). This is in turn
reducible to an Eulerian field theory. Importantly, although the newly kinetic Lagrangian (5.23)
is of the type Lf0 : TDiff(TQ) −→ R, we need not apply a Legendre transform and subsequent
constraint methods on this Lagrangian in order to find a Poisson structure—it is the kinetic form
of the phase space Lagrangian L : TTQ −→ R and so already encodes Hamilton’s equations, as
we saw in Section (2.3.3). We will now turn to a brief application of Theorem 5.1.
Application to the Vlasov-Poisson model
To apply Theorem 5.1 to a physical model, we need to choose appropriate quantities, namely
θψ and Ef0 . We will do this here by specialising the general theory to the Vlasov-Poisson model:
the kinetic theory of a charged gas in the presence of electrostatic fields. For brevity we will
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focus on the Eulerian version. We choose
θ¯z = v + A(x) , e(f) =
1
2
ˆ
f
(|v|2 −G ∗ ρ) d6z .
Where ρ =
´
fd3v and G∗ means convolution with the Green’s function. Then, at the point z,
ωz =
[
BˆT 1
−1 0
]
, ω−1z =
[
0 −1
1 BˆT
]
,
where B is the antisymmetrisation of ∇A. Using these with Eqs. (5.36) and (5.37) tells us that
the Vlasov equation for the model is then f transported by the vector field X , i.e.,
∂f
∂t
+ v · ∇f + (v ×B + E) · ∂f
∂v
,
where E := −∇(G ∗ ρ) and where we have used the fact that the vector field is Hamiltonian
(∇·X = 0). We are also given that the system possesses the Eulerian (reduced) Poisson bracket
on Den(TQ),
{g , k }(f) =
ˆ
f
{
δg
δf
,
δk
δf
}
can
d6z +
ˆ
fB ·
(
∂
∂v
δg
δf
× ∂
∂v
δk
δf
)
d6z ,
where { , }can is the the canonical Poisson bracket on TQ.
5.4. Lagrange Poisson structures for generalised Maxwell-Vlasov theory
We will now present an EFF construction that unifies the content of Sections 5.3 and 5.4. Such
a kinetic-field construction will prove useful for physical applications such as the non-canonical
Maxwell-Vlasov theory of Sections 2.2.3 and 2.3.3. Similar ideas to those presented here may
be seen coalescing in [Bur16], though here we pursue the subject more systematically.
To begin with, we will couple two phase space Lagrangians together. Consider the phase
space Lagrangians (5.14) and (5.22). Let L : TT (Q× Ω1(Q)) −→ R be given by
L(z, z˙,Γ, Γ˙) = ΘL(z,Γ)(z˙, Γ˙)− E(z,Γ) , (5.39)
where ΘL(z,Γ) : T(z,Γ)(TQ× TΩ1(Q)) −→ R acts on a vector (z˙, Γ˙) by
ΘL(z,Γ)(z˙, Γ˙) = z˙ θ
1
(z,Γ) +
ˆ
Γ˙(q) θ2(z,Γ(q))d
3q .
Rather than being a direct sum of phase space Lagrangians, (5.39) is coupled if it is associated
to a coupled Lagrangian L : T (Q× Ω1(Q)) −→ R, such that
θ1(z,Γ) =
(
∂L
∂v
, 0
)
, θ2(z,Γ(q)) =
(
δL
δY
(q) , 0
)
, (5.40)
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That is, θ1(z,Γ) ∈ T ∗zTQ at the point Γ, and θ1(z,Γ(q)) ∈ TqQ × TqQ at the point z. The EFF
informs us of a single particle-Maxwell Lagrange Poisson structure which may be found by the
variational principle associated to (5.39).
Now we look at the form of (5.39) that corresponds to an ensemble rather than a single
particle, as we did in the previous section. Omitting field dependence on z0 and q, we find
Lf0(Z, Z˙) =
ˆ
ψ˙ ϑ1Zd
6z0 +
ˆ
Γ˙ ϑ2Zd
3q − Ef0(Z) , (5.41)
where Z = (ψ,Γ) belongs to the manifold
P = Diff(TQ)× TΩ1(TQ) .
For convenience we have defined
ϑ1Z := f0θ
1
Z , ϑ
2
Z :=
ˆ
f0θ
2
Zd
6z0 .
where
ϑ1Z =
(
ϑ¯1Z , 0
)
= f0
(
θ¯1Z , 0
)
=
(
∂L
∂v
∣∣∣
ψ
, 0
)
,
ϑ2Z =
(
ϑ¯2Z , 0
)
=
ˆ
f0(θ¯
2
Z , 0)d
6z0 =
ˆ
f0
(
δL
δY
, 0
)
d6z0 ,
(5.42)
Note carefully that by construction θ1Z is functional of Γ and a function of ψ, while θ
1
Z is a
function of both variables. We have,(
θ1(ψ(z0),Γ) , θ
2
(ψ,Γ(q))
)
∈ T ∗ψ(z0)TQ× TqQ× TqQ .
Note also that promoting the phase space Lagrangian to one of Lagrangian pathways has again
produced a Lagrangian that is not in phase space form, but rather of the form Lf0 : TP −→ R,
where once again the energy functional Ef0 does not depend on the velocity ψ˙. Eqs. (5.42) are
used to define the local action of the Lagrange symplectic form
ΘLZ ∈ T ∗Z(Diff(TQ)× TΩ1(Q)) ,
on vectors by
ΘLZ(Z˙) =
ˆ
f0(z0)
〈
θ1(ψ(z0),Γ), ψ˙(z0)
〉
TQ
d6z0 +
ˆ
f0(z0)
ˆ 〈
θ2(ψ(z0),Γ(q)), Γ˙(q)
〉
d3qd6z0 .
The hyperregularity condition—that D2Θ
L is non-degenerate—becomes on the product mani-
fold P the condition
det
∂θ¯1Z
∂ψ2
det
∂θ¯2Z
∂Y
− det δθ¯
1
Z
δY
det
δθ¯2Z
δψ2
6= 0 . (5.43)
This condition is more complex than (5.17) and (5.28) for the individual manifolds TΩ1(Q) and
Diff(TQ). This added complexity becomes crucial in our later derivation of Poisson brackets.
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Before reaching the main theorem of this section, which relates the variational principle with
Lagrange symplectic and Lagrange Poisson structures on P, we need to develop this formalism
further. Consider the local form of the Lagrange 2-form on P, which we denote ΩLZ , the skew-
symmetric map TZP × TZP −→ R. Now let us define the following.
ω1Zij =
∂θ1Zi
∂ψj
−
θ1Zj
∂ψi
,
ω2Z
ij
=
∂ϑ2Z
i
∂Γj
− ∂ϑ
2
Z
j
∂Γi
,
σZ
j
i =
δϑ2Z
j
∂ψi
− δϑ
1
Zi
δΓj
.
(5.44)
Note carefully the presence of both notations ϑ and θ. Next, from these matrices we define the
linear maps,
ω1Z
[
: ψ˙ ∈ TψDiff(TQ) 7−→ f0ψ˙ ω1Z ∈ T ∗ψDiff(TQ) ,
ω2Z
[
: Γ˙(q) ∈ T ∗qQ× T ∗qQ 7−→ Γ˙(q) ω2Z ∈ TqQ× TqQ ,
σZ : Γ˙(q) ∈ T ∗qQ× T ∗qQ 7−→
ˆ
σZ
j
i Γ˙j(q)d
3q ∈ T ∗ψDiff(TQ) ,
σ∗Z : ψ˙ ∈ TψDiff(TQ) 7−→
ˆ
σZ
i
jψ˙
jd6z0 ∈ TqQ× TqQ ,
(5.45)
where σZ
j
i is the matrix transpose of σZ
j
i . The ∗ notation signifies that σ∗Z is the dual map of
σZ in the sense that 〈
σ∗Zψ˙, Γ˙
〉
=
〈
σZ Γ˙, ψ˙
〉
. (5.46)
Finally, ΩLZ acts on two vectors Z˙ and Z
′ by
ΩLZ(Z˙, Z
′) =
ˆ
ψ′ ω1Z
[
(ψ˙)d6z0 +
ˆ
Γ′ ω2Z
[
(Γ˙)d3q
+
ˆ
ψ′ σZ(Γ˙)d6z0 −
ˆ
Γ′ σ∗Z(ψ˙)d
3q
=
〈
ΩLZ
[
(Z˙), Z ′
〉
.
(5.47)
where
ΩLZ
[
:
[
ψ˙
Γ˙
]
7−→
[
ω1Z
[
σZ
−σ∗Z ω2Z[
][
ψ˙
Γ˙
]
∈ T ∗ZP . (5.48)
Now we assume the Lagrangian (5.41) is invariant under right action of Diff(TQ), as we did
for the case of the lone particle ensemble. In this case we proceed to Euler-Poincare´ reduction,
which mirrors the case of Section 5.3 except for a few extra details. First, in defining the reduced
Lagrangian ` : X(TQ)×Den(TQ)× TTΩ(Q) −→ R, we have
ˆ
f0ψ˙(z0) θ
1
Zd
6z0 =
ˆ
fX θ1pd6z ,
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for p = (z,Γ) ∈ TQ× TΩ1(Q), so that θ1(id,Γ) ∈ Ω1(TQ) at a fixed point Γ. We define f = ψ∗f0
as usual. Second,
Γ˙ ϑ2Z =
ˆ
f0Γ˙ θ
2
Zd
6z0 =
ˆ
f(Γ˙ θ2Z) ◦ ψ−1d6z =
ˆ
f Γ˙ θ2pd
6z .
The reduced phase space Lagrangian is therefore
`(X , f,Γ, Γ˙) =
ˆ
fX θ1pd6z +
ˆˆ
f Γ˙ θ2pd
6zd3q − e(f,Γ) , (5.49)
Note that while θ1p is a functional of Γ and function of z, the object θ
2
(id,Γ) is a function of both
z and Γ. The reduced energy is defined by
e(f,Γ) := Eψ∗f0(id,Γ) . (5.50)
Now let us define the Eulerian versions of Eqs. (5.44) and (5.45). These amount to the objects
ω1pij = ∇jθ1pi −∇jθ1pj ,
ω2p
ij
=
∂θ2p
i
∂Γj
− ∂θ
2
p
j
∂Γi
,
σp
j
i = ∇iθ2p
j − δθ
1
pi
δΓj
,
(5.51)
from which we derive the Eulerian linear maps
ω1p
[
: X ∈ X(TQ) 7−→ X ω1p ∈ Ω1(TQ) ,
ω2p
[
: Γ˙(q) ∈ T ∗qQ× T ∗qQ 7−→ Γ˙(q) ω2p ∈ TqQ× TqQ ,
fσp : Γ˙(q) ∈ T ∗qQ× T ∗qQ 7−→ f
ˆ
σp
j
i Γ˙j(q)d
3q ∈ X(TQ)∗ ,
(fσp)
∗ : X ∈ X(TQ) 7−→
ˆ
fσp
i
jX jd6z ∈ TqQ× TqQ ,
(5.52)
with (fσp)
∗ the dual of fσp. The reduced counterpart to Eq. (5.48) is then
ΩL(id,Γ)
[
:
[
X
Γ˙
]
7−→
[
fω1p
[
fσp
−(fσp)∗ ω2p[
][
X
Γ˙
]
∈
(
Ω1(TQ)⊗Den(TQ)
)
× T ∗ΓTΩ1(Q) . (5.53)
Since the linear map ΩLZ
[
of (5.48) has off-diagonal components that are projective maps (in the
sense that their operations involve integration), we should turn our attention to what relevance
this has to the expression of ω]Z , the inverse map, since this will be what we use to derive a
Poisson structure on P. The existence of this inverse is guaranteed by the EFF on account of
the hyperregularity of L on TP, expressed by condition (5.43).
On a finite dimensional product manifold, the 2× 2 block matrix analogous to that in (5.48)
has as many ways to express its inverse as there are independent invertible block components.
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If the off-diagonal matrix blocks are singular we can rely on the invertibility of the two diagonal
blocks. But while this carries over into infinite dimensions, the unreduced maps σZ and σZ
∗
(and reduced maps fσp and (fσp)
∗) are not invertible despite being comprised of non-singular
matrices: they carry integration operations. The presence of integration becomes an obstacle
when trying to derive directly the explicit expression of the inverse map-matrix ΩLZ
[
(or its
reduced counterpart ΩL(id,Γ)
[
).
Recalling that ϑ1Z = (ϑ¯
1
Z , 0) and ϑ
2
Z = (ϑ¯
2
Z , 0), and by denoting ψ = (ψ1, ψ2) and Γ = (A,Y),
the matrix σZ in (5.44) has the block form
σZ = f0
 ∂θ¯2Z∂ψ1 − δθ¯1ZδA T − δθ¯1ZδY
∂θ¯2Z
∂ψ2
0
 =: f0 [ σZ1 σZ2
σZ
3 0
]
. (5.54)
The statement of invertibility regarding this matrix is then
det
δθ¯1Z
δY
det
∂θ¯2Z
∂ψ2
6= 0 .
Since this is the second term of the hyperregularity condition (5.43), we can can safely allow the
matrix σZ to be singular and still satisfy (5.43) as long as
∂θ¯1Z
∂ψ2
and
∂θ¯2Z
∂Y
,
are both non-singular, such that the condition (5.43) still holds. Indeed, our theory still holds
even when σZ
2 or σZ
3, or both, are zero matrices.
This is useful to know because, while we are given the existence of a Poisson structure
through the EFF, we cannot write it down yet. We will show in the following lemma some
direct consequences of allowing one, or both, of σZ
2 or σZ
3 to be zero. These results will
indicate to us the conditions we need to place on our geometric objects in order to achieve the
aim of writing down a form of ΩL
]
and its Eulerian counterpart explicitly, as will be detailed in
Theorem 5.5.
Lemma 5.4. When the following condition
∂θ¯2Z
∂ψ2
= 0 , (5.55)
is fixed, the composite map
σ∗Z ◦ ω1Z] ◦ σZ : T ∗qQ× T ∗qQ −→ TqQ× TqQ , ω1Z] := (ω1Z[)−1 , (5.56)
and its reduced equivalent vanish identically. Conversely, the condition
δθ¯1Z
δY
= 0 , (5.57)
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causes the composite map
σZ ◦ ω2Z] ◦ σ∗Z : TψDiff(TQ) −→ T ∗ψDiff(TQ) , ω2Z] := (ω2Z[)−1 , (5.58)
and its reduced equivalent to vanish.
Proof. The map (5.56) has the matrix components
σZ
i
j(ω
1
Z
−1
)jkσZk
l . (5.59)
Fixing (5.55) is to say σZ
3 = 0, using the definitions of (5.54). Meanwhile, in general
ω1Z
−1
=
[
0 B
−BT A
]
, A = −AT ,
due to the zero components of (5.42). Then (5.59) becomes
σZ
T (ωZ
1)−1σZ =
[
σZ
1T 0
σZ
2T 0
][
0 B
−BT A
][
σZ
1 σZ
2
0 0
]
= 0 .
Meanwhile, the map (5.58) has the matrix components
σZi
j(ω2Z
−1
)jkσZ
k
l , (5.60)
so the condition (5.57) means σZ
2 = 0, and (5.60) becomes
σZ(ω
2
Z)
−1σZT =
[
σZ
1 0
σZ
3 0
][
0 B
−BT A
][
σZ
1T σZ
3T
0 0
]
= 0 .

After fixing either or both of σZ
2 and σZ
3 to be zero, the residual hyperregularity condition
det
∂θ¯1Z
∂ψ2
det
∂θ¯2Z
∂Y
6= 0 .
left over from (5.43) ensures local invertibility of the Lagrange symplectic form. This residual
condition is equivalent to the statement that the matrices ω1Z and ω
2
Z of (5.44) must both be
invertible. From the inverses of these matrices and their Eulerian equivalents we define the sharp
maps, inverses of the flat maps, by
ω1Z
]
: αψ ∈ T ∗ψDiff(TQ) 7−→
1
f0
αψiω
1
Z
−1ij ∈ TψDiff(TQ) ,
ω2Z
]
: αΓ(q) ∈ TqQ× TqQ 7−→ αiΓ(q)ω2Z
−1
ij ∈ T ∗qQ× T ∗qQ ,
ω1p
]
: α ∈ Ω1(TQ) 7−→ αiω1p−1
ij ∈ X(TQ) ,
ω2p
]
: αΓ(q) ∈ TqQ× TqQ 7−→ αiΓ(q)ω2p
−1
ij
∈ T ∗qQ× T ∗qQ ,
(5.61)
We are now ready to report the Lagrange symplectic and Poisson structures associated to the
generalised Maxwell-Vlasov theory.
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Theorem 5.5 (Generalised Maxwell-Vlasov Lagrange structures). Given the definitions (5.45),
(5.52) and (5.61) for the linear mappings, and the Lagrangian (5.41), the following are equival-
ent.
(i) The Euler-Lagrange equations on Diff(TQ)× TΩ1(Q) hold.
ω1Z
[
(ψ˙) + σZ
(
∂Γ
∂t
)
=
δEf0
δψ
,
ω2Z
[
(
∂Γ
∂t
)
+ σ∗Z(ψ˙) =
δEf0
δΓ
.
(5.62)
(ii) Hamilton’s equations on Diff(TQ)×TΩ1(Q) hold with respect to the Lagrange Poisson bracket
{G,K}(Z) =
ˆ
δG
δψ
ω1Z
]
(
δK
δψ
)
d6z0 +
ˆ
δG
δΓ
ω2Z
]
(
δK
δΓ
)
d3q + Q (G,K)
+
ˆ [
δG
δΓ
(ω2Z
] ◦ σ∗Z ◦ ω1Z])
(
δK
δψ
)
− δK
δΓ
(ω2Z
] ◦ σ∗Z ◦ ω1Z])
(
δG
δψ
)]
d3q ,
(5.63)
with Hamiltonian Ef0. When (5.55) is fixed,
Q (G,K) =
ˆ
(σZ ◦ ω2Z])
(
δG
δΓ
)
ω1Z
] ◦ (σZ ◦ ω2Z])
(
δK
δΓ
)
d6z0 . (5.64)
When instead (5.57) is fixed,
Q (G,K) =
ˆ
(σ∗Z ◦ ω1Z])
(
δG
δψ
)
ω2Z
] ◦ (σ∗Z ◦ ω1Z])
(
δK
δψ
)
d3q . (5.65)
When both (5.55) and (5.57) are fixed, Q = 0 and the brackets coincide.
(iii) The Euler-Poincare´ equations on X(TQ)×Den(TQ)× TΩ1(Q) hold.
ω1p
[
(X ) + σp
(
∂Γ
∂t
)
= d
δe
δf
ω2p
[
(
∂Γ
∂t
)
− (fσp)∗(X ) = δe
δΓ
,
∂f
∂t
+ LX f = 0 .
(5.66)
(iv) Reduced Hamilton’s equations on Den(TQ)×TΩ1(Q) hold with respect to the Poisson bracket
{g , k }(f,Γ) =
ˆ
fd
δg
δf
ω1p
]
d
δk
δf
d6z +
ˆ
δg
δΓ
ω2p
] δk
δΓ
d3q + Q
(
g , k
)
+
ˆ [
δg
δΓ
(ω2p
] ◦ fσ∗p ◦ ω1p])
(
d
δk
δf
)
− δk
δΓ
(ω2p
] ◦ fσ∗p ◦ ω1p])
(
d
δg
δf
)]
d3q , (5.67)
with Hamiltonian e. When (5.55) holds,
Q(g , k ) =
ˆ
f(σp ◦ ω2p])
(
δg
δΓ
)
ω1p
] ◦ (σp ◦ ω2p])
(
δk
δΓ
)
d6z . (5.68)
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When instead the Eulerian version of (5.57) is fixed,
Q(g , k ) =
ˆ
(fσ∗p ◦ ω1p])
(
d
δg
δf
)
ω2p
] ◦ (fσ∗p ◦ ω1p])
(
d
δk
δf
)
d3q . (5.69)
When both the Eulerian versions of (5.55) and (5.57) are fixed, Q = 0 and the brackets coincide.
Proof.
• The variational principle associated to (5.41) yields
0 =
ˆ
δψ
[
f0
∂θ1Z
∂ψ
ψ˙ − f0∂θ
1
Z
∂ψ
T
ψ˙ −
ˆ
δϑ1Z
δΓ
T
Γ˙d3q +
ˆ
δϑ2Z
δψ
Γ˙d3q − δEf0
δψ
]
d6z0
+
ˆ
δΓ
[ˆ
δϑ1Z
δΓ
ψ˙d6z0 +
∂ϑ2Z
∂Γ
Γ˙− ∂ϑ
2
Z
∂Γ
T
Γ˙−
ˆ
δϑ2Z
δψ
T
ψ˙d6z0 − δEf0
δΓ
]
d3q
=
ˆ
δψ
[
f0ω
1
Zψ˙ +
ˆ
f0σZ Γ˙d
3q − δEf0
δψ
]
d6z0
+
ˆ
δΓ
[
ω2Z Γ˙−
ˆ
f0σZ
T ψ˙d6z0 − δEf0
δΓ
]
d3q ,
where we have used integration by parts within the time integral. Using the definitions
of (5.45) and identifying the dot notation with time, we arrive at (i).
• To show the equivalence of (i) and (ii), the dynamical equations are arranged as follows.
Assuming the existence of ω1Z
−1
and ω2Z
−1
, we have
ψ˙ =
1
f0
ω1Z
−1
[
δEf0
δψ
−
ˆ
f0σZ Γ˙d
3q
]
= ω1Z
]
(
δEf0
δψ
)
− (ω1Z] ◦ σZ)(Γ˙) ,
∂Γ
∂t
= ω2Z
−1
[
δEf0
δΓ
+
ˆ
f0σ
T
Z ψ˙d
6z0
]
= ω2Z
]
(
δEf0
δΓ
)
+ (ω2Z
] ◦ σ∗Z)(ψ˙) .
(5.70)
If we substitute the second equation into the first, giving
ψ˙ =
1
f0
ω1Z
−1
[
δEf0
δψ
−
ˆ
f0σZω
2
Z
−1 δEf0
δΓ
d3q −
ˆ
f0σZωZ
2−1
ˆ
f0σZ
T ψ˙d6z0d
3q
]
= ω1Z
]
(
δEf0
δψ
)
− (ω1Z] ◦ σZ ◦ ω2Z)]
(
δEf0
δΓ
)
− (ω1Z] ◦ σZ ◦ ω2Z] ◦ σZ∗)(ψ˙) ,
we cannot isolate ψ˙ from the last term on account of the integration. We resolve this
problem by invoking (5.57) of Lemma 5.4, which sends the composite map σZ ◦ ω2Z] ◦ σZ∗
to zero, and reinforces the assumption of the invertibility of ω1Z and ω
2
Z . Having used
Lemma 5.4, we substitute this equation for ψ˙ back into the ∂Γ/∂t equation of (5.70),
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leaving us altogether with
ψ˙ = ω1Z
]
(
δEf0
δψ
)
− (ω1Z] ◦ σZ ◦ ω2Z)]
(
δEf0
δΓ
)
,
∂Γ
∂t
= ω2Z
]
(
δEf0
δΓ
)
+ (ω2Z
] ◦ σ∗Z ◦ ω1Z])
(
δEf0
δψ
)
− (ω2Z] ◦ σ∗Z ◦ ω1Z] ◦ σZ ◦ ω2Z])
(
δEf0
δΓ
)
.
(5.71)
The last term in the second equation has not vanished since we invoked only condi-
tion (5.57) of Lemma 5.4, not condition (5.55) Using the above two equations in Eq. (2.50)
gives the relation
∂F
∂t
=
ˆ
ψ˙
δG
δψ
d6z0 +
ˆ
∂Γ
∂t
δG
δΓ
d3q =: {G, E}(Z) , (5.72)
for an arbitrary functional F on P. The result is
{G,K}(Z) =
ˆ
δG
δψ
ω1Z
]
(
δK
δψ
)
d6z0 +
ˆ
δG
δΓ
ω2Z
]
(
δK
δΓ
)
d3q
+
ˆ
δG
δΓ
(ω2Z
] ◦ σ∗Z ◦ ω1Z])
(
δK
δψ
)
d3q
−
ˆ
δG
δψ
(ω1Z
] ◦ σZ ◦ ω2Z)]
(
δK
δΓ
)
d6z0
−
ˆ
δG
δΓ
(ω2Z
] ◦ σ∗Z ◦ ω1Z] ◦ σZ ◦ ω2Z])
(
δK
δΓ
)
d3q .
Applying the relation (5.46) between the maps σZ and σ
∗
Z to the last two lines, and
using skew-symmetricity of ω2Z
−1
on the final line, returns the Poisson bracket (5.63) with
Q(G,K) given as in (5.64).
Alternatively, if we reverse the original order of substitution of equations (5.70), yielding
∂Γ
∂t
= ω2Z
]
(
δE
δΓ
)
+ (ω2Z
] ◦ σ∗Z ◦ ω1Z])
(
δE
δψ
)
− (ω2Z] ◦ σ∗Z ◦ ω1Z] ◦ σZ)
(
∂Γ
∂t
)
,
we instead invoke (5.55) of Lemma 5.4, which removes the last term by sending the com-
posite map (5.56) to zero. This is substituted into the ψ˙ equation of (5.70) to give
ψ˙ = ω1Z
]
(
δE
δψ
)
− (ω1Z] ◦ σZ ◦ ω2Z])
(
δE
δΓ
)
− (ω1Z] ◦ σZ ◦ ω2Z] ◦ σ∗Z ◦ ω1Z])
(
δE
δψ
)
,
∂Γ
∂t
= ω2Z
]
(
δE
δΓ
)
+ (ω2Z
] ◦ σ∗Z ◦ ω1Z])
(
δE
δψ
)
.
(5.73)
Using these in (5.72) yields the Poisson bracket (5.63) with Q(G,K) as given in (5.65).
With conditions (5.55) and (5.57) acting simultaneously, the last terms of the second
in (5.71) and first in (5.73) vanish, and both brackets coincide.
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• Proof of (iii). The variational principle associated to (5.49) is
0 =
ˆ
fδX θ1pd6z +
ˆ
δf
(
X θ1p +
ˆ
θ2p Γ˙d
3q − δe
δf
)
d6z
+
ˆ
δΓ ·
(ˆ
f
δθ1p
δΓ
Xd6z + ∂θ
2
p
∂Γ
Γ˙− ∂θ
2
p
∂Γ
T
Γ˙−
ˆ
θ2pf˙d
6z − δe
δΓ
)
d3q ,
where we have again made use of integration by parts under the time integral. Then using
δX = Ξ˙ − LΞX and (δf, f˙) = −(LΞf,LX f), along with the distributive property of the
Lie derivative, we have
0 =
ˆ
fΞ ·
(
∇(X θ1p) +
ˆ
∇θ2pΓ˙d3q −∇
δe
δf
− LX θ1p −
dθ1p
dt
)
d6z
+
ˆ
δΓ ·
(ˆ
f
δθ1p
δΓ
Xd6z + ∂θ
2
p
∂Γ
Γ˙− ∂θ
2
p
∂Γ
T
Γ˙ +
ˆ
θ2pLX fd6z −
δe
δΓ
)
d3q .
Upon using Cartan’s magic formula LX θ1p = iXdθ1p +∇(X θ1p) and LX f = ∇· (fX ), we
arrive at
0 =
ˆ
fΞ ·
(ˆ
∇θ2pΓ˙d3q − iXdθ1p −
ˆ
Γ˙
δθ1p
δΓ
d3q −∇ δe
δf
)
d6z
+
ˆ
δΓ ·
(ˆ
f
δθ1p
δΓ
Xd6z + ∂θ
2
p
∂Γ
Γ˙− ∂θ
2
p
∂Γ
T
Γ˙−
ˆ
f∇θ2pXd6z −
δe
δΓ
)
d3q
=
ˆ
fΞ ·
(
iXω1p +
ˆ
σpΓ˙d
3q −∇ δe
δf
)
d6z
+
ˆ
δΓ ·
(
iΓ˙ω
2
p −
ˆ
fσTpXd6z −
δe
δΓ
)
d3q
=
ˆ
fΞ ·
(
ω1p
[
(X ) + σp(Γ˙)−∇ δe
δf
)
d6z +
ˆ
δΓ ·
(
ω2p
[
(Γ˙)− (fσp)∗(X )− δe
δΓ
)
d3q .
• The proof of equivalence of (iii)-(iv) follows analogously to that for (i)-(ii), using the
reduced/Eulerian version of Lemma 5.4.
• To prove the direct equivalence of (ii) and (iv), note that the reduction of first term of
bracket (5.63) is the same as bracket (5.35) of Section 5.3, since ω1Z◦ψ−1 = ω
1
id. There is
no reduction in the second term since ω2Z = ω
2
Γ is not a function of ψ. The terms such as
ˆ
δG
δΓ
(ω2Z
] ◦ σ∗Z ◦ ω1Z])
(
δK
δψ
)
d3q ,
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reduce as follows. Focusing only on the σ∗Z ◦ ω1Z] part of the composite map, we have
(σ∗Z ◦ ω1Z])
(
δK
δψ
)
=
ˆ
1
f0
σZ
TωZ
1−T δK
δψ
d6z0
=
ˆ
σZ
Tω1Z
−T
d
δg
δf
(ψ)d6z0
=
ˆ
1
J
(
σZ
Tω1Z
−T) ∣∣∣
ψ−1
d
δg
δf
d6z
= (fσ∗p ◦ ω1p])
(
d
δg
δf
)
,
where we have used the fact that, since σZ contains a density component, we have
1
J σZ◦ψ−1 = fσ˜p. This same reduction process also demonstrates that the form of Q(G,K)
in (5.65) reduces to Q(g , k ) in (5.69). Finally, to show Q(G,K) in (5.64) reduces to Q(g , k ),
we rearrange this term using (5.46) into
Q (G,K) =
ˆ
ω2Z
]
(
δG
δΓ
)
(σ∗Z ◦ ω1Z] ◦ σZ ◦ ω2Z])
(
δK
δΓ
)
d3q ,
then
(σZ ◦ ω2Z])
(
δK
δΓ
)
=
ˆ
σZω
2
Z
−T δK
δΓ
d6z0
=
ˆ
1
J
(
σTZω
1
Z
−T) ∣∣∣
ψ−1
δK
δΓ
d6z
= (fσp ◦ ω1p])
(
δK
δΓ
)
.
Then, recognising that δK/δΓ = δk /δΓ, we have
(σ∗Z ◦ ω1Z] ◦ σZ ◦ ω2Z])
(
δK
δΓ
)
=
ˆ
1
f0
σZ
TωZ
1−T (fσp ◦ ω1p])
(
δk
δΓ
)
)d6z0
=
ˆ
σTp ω˜p
1−T (fσp ◦ ω1p])
(
δk
δΓ
)
d6z
= (fσ∗ ◦ ω˜p1] ◦ σp ◦ ω1p])
(
δk
δΓ
)
,
where we have used (J−1f−10 ◦ ψ−1)σTZ◦ψ−1 = σ˜Tp . Pairing the above with ω2p
]
δG/δΓ and
using the dual property between fσp and fσ
∗
p yields the Q(g , k ) of equation (5.65).

Theorem 5.5 constitutes the main result of this chapter. Our achievement has been to develop
a general formalism that allows for the construction of Lagrange Poisson brackets, i.e. non-
canonical brackets, on the manifold P. Up to the conditions (5.55) and (5.57), this construction
may yield arbitrary brackets upon the choice of geometric quantities θ1Z , θ
2
Z and Ef0 .
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The picture painted here explains why it is not necessary to perform a Legendre transform
on the Lagrangians (5.41) or (5.49) in the particle variables, which was the method pursued
by [SQTC13]. It is true that (5.41) is not a phase space Lagrangian but, as we have seen, it
is the kinetic form of a phase space Lagrangian, and still encodes a Hamiltonian formulation
despite not being a function on a tangent bundle. We needed only to consider the Legendre
transforms of the single particle and Maxwell Lagrangians.
Application to Maxwell-Vlasov theory
We will end this chapter by recovering the well-known non-canonical Poisson structure for
Maxwell-Vlasov theory [Mar82]. The theory we have laid out in Theorem 5.5 contains this
model as a special case. We need only an appropriate choice of the covectors θ1Z and θ
2
Z , and
the energy functional Ef0 on the manifold P. We take
θ¯1Z = v + A(x) , θ¯
2
Z = Y , Ef0(ψ,Γ) =
1
2
ˆ
f0|ψ2|2d6z0 + 1
2
ˆ (|Y|2 + |∇ ×A|2) d3q ,
(5.74)
noting that ϑ2Z = θ
2
Z follows from (5.42) since
´
f0d
6z0 = 1. The above determine the matrix
quantities
ω1Z =
[
Bˆ|Tψ1 1
−1 0
]
, ω2Z =
[
0 1
−1 0
]
, σZ = f0δ(q− ψ1(z0))
[
−1 0
0 0
]
, (5.75)
where Bˆij is the antisymmetrised form of ∂iAj . The Euler-Lagrange equations (5.62) then reduce
to
f0
[
Bˆ|x −1
1 0
][
ψ˙1
ψ˙2
]
+
ˆ
f0δ(q− ψ(z0))
[
−1 0
0 0
][
A˙
Y˙
]
d3q =
[
0
f0ψ2
]
,
[
0 −1
1 0
][
A˙
Y˙
]
−
ˆ
f0δ(q− ψ(z0))
[
−1 0
0 0
][
ψ˙1
ψ˙2
]
d6z0 =
[
∇×∇×A
Y
]
.
Under the change of variables A 7−→ B := ∇×A and Y 7−→ E := −Y, these are the Maxwell-
Vlasov equations formulated in Lagrangian variables:
ψ˙2(z0, t) = ψ2(z0, t)×B|ψ1 + E|ψ1 ,
∂E
∂t
= ∇×B−
ˆ
f0δ(q− ψ1(z0, t))ψ2(z0, t)d6z0 .
(5.76)
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along with ψ˙1 = ψ2 and ∂A/∂t = −E, so Eqs. (2.36)–(2.37) are reproduced, albeit with constants
set to unity. The reduced model uses
θ¯1p = v + A , θ¯
2
p = Y , e(f,Γ) =
1
2
ˆ
f |v|2d6z + 1
2
ˆ (|Y|2 + |∇ ×A|2) d3q . (5.77)
ω1p =
[
Bˆ|Tx 1
−1 0
]
, ω2p =
[
0 1
−1 0
]
, σp = δ(q− x)
[
−1 0
0 0
]
, (5.78)
causing the Euler-Poincare´ equations (5.66) to collapse to
∂f
∂t
+ v · ∇f + (v ×B + E) · ∂f
∂v
= 0 ,
∂A
∂t
= −E , ∂E
∂t
= ∇×B−
ˆ
f(q,v)vd3v ,
(5.79)
i.e. the Eulerian Maxwell-Valsov model of Eqs. (2.45)–(2.46), absent Gauss’s law and physical
constants. Since the quantities chosen for Maxwell-Vlasov (see above) construct σZ and σp to
satisfy both conditions of Lemma 5.4, the associated Poisson brackets are of the type where Q
of Theorem 5.5 vanishes. Using
ω1Z
−1
=
[
0 −1
1 Bˆ|Tψ1
]
, ω2Z
−1
=
[
0 −1
1 0
]
,
(ω2Z
] ◦ σ∗Z ◦ ω1Z])
(
δG
δψ
)
=
ˆ
δ(q− ψ1(z0))
[
0 0
0 1
]
δF
δψ
d6z0 ,
the Lagrangian Poisson bracket (5.63) on P with Q = 0 becomes
{G,K}(ψ,Γ) =
ˆ
1
f0
(
δG
δψ
J
δK
δψ
)
d6z0 +
ˆ
1
f0
B|ψ1 ·
(
δG
δψ2
× δK
δψ2
)
d6z0
+
ˆ (
δG
δE
· δK
δA
− δK
δE
· δG
δA
)
d3q +
ˆ (
δG
δψ2
· δK
δE
∣∣∣
ψ1
− δK
δψ2
· δG
δE
∣∣∣
ψ1
)
d6z0 . (5.80)
This Maxwell-Vlasov Poisson bracket (5.80) is of a Lagrangian-variable type and to our know-
ledge has not previously appeared in the literature. We remark that the first term on the right
is reminiscent of the Poisson bracket in Section 3.2 of [HT09] (which was defined on a space of
embeddings). An additional remark is that f0 does not appear explicitly in the final term.
The dynamical equations of the bracket, Eqs. (5.76), do not include Gauss’s law as they
currently stand. An immediate question to address is what is the Lagrangian-variable equivalent
of Theorem 2.11, which invoked Gauss’s law as a momentum map.
Theorem 5.6. Associated to the action
Φg :
(
ψ,A,E
)
=
(
(ψ1, ψ2 + g(ψ1)) ,A +∇g,E
)
,
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of an element g of the gauge group G = U(1) on P = Diff(T ∗Q) × T ∗Ω1(Q) is the conserved
momentum map quantity J : P −→ g∗ given by
J(ψ,A,E) = ∇ ·E−
ˆ
f0δ(q− ψ1(z0))d6z0 , (5.81)
where g is the Lie algebra of the gauge group.
Proof. We use Definition 2.8 for the momentum map on a Poisson manifold P = Diff(T ∗Q) ×
T ∗Ω1(Q). Letting ψ ∈ Diff(T ∗Q), we have the canonical form of (5.80) given by
{G,K}(ψ,A,E) =
ˆ
1
f0
(
δG
δψ1
· δK
δψ2
− δG
δψ2
· δK
δψ1
)
d6z0 +
ˆ (
δG
δE
· δK
δA
− δK
δE
· δG
δA
)
d3q ,
while the pairing on g implies for (5.81) that
〈J(ψ,A,E), ϕ〉 =
ˆ
J(ψ,A,E)ϕ(q)d3q = −
ˆ
E · ∇ϕd3q −
ˆ
f0ϕ(ψ1)d
6z0 ,
for ϕ ∈ g. Since g acts on functions of Diff(T ∗Q) by pullback, the infinitesimal action of the
gauge group on Diff(T ∗Q) is determined to be
ξDiff(T ∗Q)F(ψ) :=
d
ds
Φ∗gs(F)(ψ)
∣∣∣
s=0
=
ˆ
δF
δΦgs(ψ)
· d
ds
(ψ1, ψ2 +∇gs(ψ1))d6z0
∣∣∣
s=0
=
ˆ
δF
δψ2
· ∇ϕ(ψ1)d6z0 ,
where g′s=0 = ϕ ∈ g and gs=0 is the identity element. We know already (Lemma 2.9) that
J(A,E) is a momentum map for the canonical Maxwell bracket. Since we are working with the
canonical direct sum bracket we need only consider J(ψ). Then
{F , 〈J, ϕ〉}(ψ) = −
ˆ
1
f0
δF
δψ2
· δ
δψ1
〈J(ψ), ϕ〉 d6z0 =
ˆ
1
f0
δF
δψ2
· ∇ϕ(ψ1)d6z0 = ξDiff(T ∗Q)F(ψ) ,
so Definition 2.8 is satisfied. 
As for the Eulerian formulation, we have
ω1p
−1
=
[
0 −1
1 Bˆ|Tx
]
, ω2p
−1
=
[
0 −1
1 0
]
,
(ω2p
] ◦ fσ∗p ◦ ω1p])
(
d
δg
δf
)
=
ˆ
fδ(q− x)
[
0 0
0 1
]
d
δg
δf
d6z0 .
It is then a simple exercise to show that the Eulerian Poisson bracket (5.67) reduces to the
Morrison-Marsden-Weinstein bracket [Mor80, Mar82, MW82] given in Eq. (2.64). We saw in
Section 2.4.2 that this bracket was originally arrived at by inducing the change of co-ordinates
from the direct sum bracket of canonical variables to non-canonical variables. In our approach
we have built a structure that allows for non-canonical variables to be included from the top
down.
6
Conclusions and Outlook
This thesis has made a contribution to the development of hybrid fluid-kinetic models in plasma
physics and the role that geometric techniques play in their study and construction. Chapter 1
introduced the various hybrid and non-hybrid models that are relevant to our discussion, as well
as establishing that some of these models lack the very basic property of energy conservation.
The point was made that geometric methods are essential to correcting this problem. With this
point stressed, we needed to survey the geometry that was ready to be taken “off the shelf” for
use in this work. Chapter 2 reviewed the relevant techniques, such as geometric reduction and
momentum maps, whose applications have already served not only plasma physics but physics
itself as a broad discipline. Before discussing avenues of future research, let us review the main
achievements of this thesis.
• Included in the mathematical work of Chapter 3 was the development of Euler-Poincare´
theory on a semidirect product manifold. We established a novel result that relates reduc-
tion on such a manifold with reduction on a direct product manifold, which is mediated
by what we have termed the entangling map. Specialising this body of work from general
group manifolds to the case of fluid-kinetic hybrids, we converged with the work of [HT12].
• A further result of this investigation was the identification of the relationship between the
CCS and PCS, framed in the language of the entangling map.
• The physical outcome of the work of Chapter 3 was the derivation of the energy-conserving,
drift-kinetic PCS, previously reported by the author in [CBT18]. Reaching this result
required the development, through an embedding scheme, of machinery that allowed us
to apply semidirect product reduction to Lagrangians governing particle dynamics in the
guiding centre approximation.
• Turning to the Hamiltonian side, we reviewed the method and techniques of [Tro10] in
Chapter 4. Having established the relationship between the Hamiltonian structures of
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the full-orbit CCS and the PCS, we set out to establish the corresponding relationship
for the drift-kinetic versions of the models. This chapter principally consists of a story
told through a series of statements and proofs. As well as reporting the Hamiltonian—
and therefore energy-conserving—structures of the drift-kinetic CCS and PCS, both new
results, we established the connection between them in the form of a Poisson map that
mimics the relationship establish by [Tro10].
• The resultant PCS is the same model derived from a semidirect product variational prin-
ciple in Chapter 3. Hence the two approaches are complementary. We ended the discussion
by reporting the Kelvin circulation theorems associated with the new drift-kinetic PCS.
• Chapter 5 began the process of bringing the two together the variational and Hamiltonian
viewpoints explored in detail for the hybrid models. This chapter saw the application of the
energy function formalism to models consisting of charged particles and electromagnetic
fields. Our phase space Lagrangian approach, predicated on the existence of an invertible
Legendre transform, allowed for the computation of non-canonical symplectic and Poisson
structures for generalised versions of Maxwell, Vlasov and Maxwell-Vlasov theory. For this
latter theory, we reported on the general forms of the Poisson structure in both Lagrangian
and Eulerian variables. We presented this overall construction to address the question of
how to connect the work of [SQTC13] and [MW82] without the invocation of constraint
theory.
With these achievements recapitulated, the final words of this thesis will concern avenues for
future work. Before discussing the topics raised in each chapter, we first discuss applications to
an alternative model.
• Extension to Hall MHD. This thesis has focused on kinetic-MHD hybrid models only.
But in the study of planetary magnetospheres or magnetic reconnection, extra effects in-
dicate Hall MHD (HMHD) to be more important than ordinary MHD. In HMHD, the
magnetic field is frozen into the electron fluid (which provides a charge-neutralising back-
ground) rather than the ion fluid, so Ohm’s ideal law becomes E = B × Ue, for electron
velocity vector field Ue. Unlike MHD, HMHD is no longer symmetric under exchange of
charges, ultimately leading to an observed effect of preferential acceleration of ions. This
suggests that the geometric techniques of this thesis, extended to kinetic-HMHD models,
are a natural tool for studying this effect. Some modifications in the geometry to incorpor-
ate the new group structure of the continuum component should be all that is needed to
begin; the geometric interest in HMHD was begun by [Hol87], so the door is already ajar.
An interesting question is what the analogues to the kinetic-MHD CCS and PCS will look
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like, and how any semidirect product structure will manifest. Such hybrid kinetic-HMHD
models will be of high interest to the plasma physics community.
Next we look more specifically to each key chapter in turn. We begin with Chapter 3.
• An immediate step to take would be to present the Kelvin circulation theorems for the drift-
kinetic PCS. This was derived by hand, using the Hamiltonian structure in the following
chapter, though the proof of the two theorems is more straightforward and more geometric
from the variational view. The two theorems are related by the entangling map. This was
omitted from the presentation of Chapter 3 due to time and length constraints.
• A shortcut to deriving the final result (the drift-kinetic PCS) is also available. Owing to the
flow of research, the embedding procedure for drift-kinetic Lagrangians was devised before
the general theory of semidirect product reduction and the discovery of the entangling
map. The reader may have noticed that once the correct Lagrangian `s for the PCS is
determined, the entangling map allows us to find `×, the Eulerian PCS Lagrangian on the
direct product manifold. Granted, we would still need to utilise the embedding method
of Section 3.4, but rather than compute the semidirect product Euler-Poincare´ equation
for the embedded Lagrangian we could instead apply the entangling map to deduce the
embedded Lagrangian on the direct product, and then collapse immediately back to R4.
Reporting the Euler-Poincare´ equations may still be a lengthy calculation, but it would be
one that would not need to be performed in embedded variables, and Lemma 3.10 could
be sidestepped altogether. The result is the same model in a shifted frame.
• Can the Hamilton-Pontryagin approach [BRM09] yield further insight? In this case one
takes variations over an implicit Lagrangian where the constraints on the variations are
built in as a Lagrange multiplier term,〈
µ , Z˙ ◦ Z−1 − ξ
〉
.
This obtains Euler-Poincare´ equations for µ, which is set by µ = δ`/δξ in the same
variational principle. If Z is to be the composite map T η ◦ψ then the resulting equations
are altered accordingly without appeal to the semidirect product formalism.
• It would be interesting to investigate more thoroughly how the entangling procedure
presented in this work relates to the theorems and corollaries given in [KM87]. Their
work features a process whereby two Poisson structures are, to use our terminology, un-
entangled. This prompts some comparative investigation.
Concerning Chapter 4, the presented material and results were less general than what was
presented in its previous chapter. We considered fluid-kinetic hybrid models from the start.
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• A possible next step should be to determine if a more general statement can be made with
regards to groups G and H, and how the shifting between Poisson brackets may be seen in
this light. This would have the bonus of making the two approaches of Chapters 3 and 4
more directly comparable, at least at the reduced/Eulerian level.
• Another research pathway beyond this chapter would be to look more closely at the
map (4.38), which was pivotal to deriving the drift-kinetic PCS Poisson structure. The
discussion of this map, a momentum map in R6 but not in R4, might scratch the surface of
some further fundamental research into guiding centre theory. Perhaps further use of the
embedding technique of Chapter 3 may be of use here in saying more about the relationship
between drift-kinetic Poisson brackets.
• Finally, some simple additions to the work of this chapter could be the presentation of
Casimirs associated with the reported Poisson brackets. After all, the ability to study
Casimirs is an argument in favour of Hamiltonian structures in the first place. Cross
helicities are also yet to be discussed.
Finally, we turn to Chapter 5. As an attempt to unify the variational and Poisson bracket
descriptions of hybrid fluid-kinetic plasma models, the work only got as far as Maxwell-Vlasov
theory owing to time constraints.
• The extension of this construction to hybrid fluid-kinetic models should be the next step
in that line of research, and this extension is expected to be straightforward, at least in
the case of full-orbit particle dynamics.
• As for the extension to drift-kinetic hybrids, this may well require more careful treatment,
particularly if further embedding techniques are warranted. An extension of the presented
construction to presymplectic manifolds will most likely be required.
• What are some further physical applications of the construction that was presented?
Maxwell-Vlasov theory was the original motivation, and it was re-derived as a simple ex-
ample of the general construction. The Poisson-Ampe`re model is an even simpler model,
and so was not included. Other possible models might involve nonlinear optics and polar-
isation.
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With this, we bring this thesis to a close. The author would like to thank the reader for engaging
with this material and hopes the work contained within it is both interesting and enlightening.
Alexander Close
March, 2019
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