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A new proof is given for Haynsworth’s formula for Schur’s complement. 
1. The concept of Schur’s complement introduced in 1968 by 
E. V. Haynsworth [2] has since been repeatedly discussed [I, 3,4]. One 
part of these discussions was concerned with the proofs of Haynsworth’s 
quotient formula. Since publishing a paper concerned with a new proof 
of this formula [5], I found that a further discussion of Schur’s comple- 
ment is rather rewarding and have obtained, in this way, still another 
proof of Haynsworth’s formula. 
2. (I) Assume that a (p + q) x (p + q) matrix His representable 
as the product of two triangular block matrices 
H= (> ;)(,” ;) ;, lGlf% 
P 4P4 
where I, , I, are, respectively, the unity matrices of orders p, q. Then G is 
a principal minor of H in the principal position, 
H=(; ;);, (2) 
P 4 
and we have 
.z = L, X = MG-I, Y = N - MG-lL. (3) 
3. Indeed, write H as the block matrix 
P 4 
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we obtain from (1) 
U = G, L = z, M = XG, N = xz + Y. 
Solving these equations with respect to X, Y, the relations (3) are obvious. 
4. Here we call Y the Schur complement of G in H and write 
Y =: (H/G) : = N - MG-IL. (4) 
We obtain therefore the decomposition 
P 4P 4 
Observe that in this decomposition the first block row of H reappears 
unchanged in the second factor. 
5. Similarly applying 1 to H’, we have for the matrix (2) the 
decomposition 
P4P 4 
and it follows that a decomposition of H of the type 
(6) 
P4P4 
must be the decomposition (6). 
Observe that in this case thefirst block column of H reappears unchanged 
in the first right-hand factor of (6). 
6. (II) Assume S a (p x p) matrix, ) S \ # 0. If we put 
GS 
~=LMs 
L p 
) N q’ 
we have 
P 4 P 4 
(H/G) = (H,/(W) = Wz/(SG)). (9) 
Indeed, this follows at once from (4) replacing G, A4 with GS, MS, and 
G, L with SG, SL. 
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7. (III) Putting 
Ha-($ ;;);T H4=(T% L P 1 TN q’ 
P 4 P 4 
where T is a (q x q) matrix, we have 
(fW-3 = (WW’, VW) = WIG). (11) 
The first of these formulas follows replacing in (4) N, L with NT, LT, 
while, in order to obtain the second formula, we must replace N, A4 in (4) 
with TN, TM. 
8. (IV) Assume that the square matrix A of order p + q + r has 
as a principal minor in the principal position the non-singular matrix B of 
order p + q and that B has as a principal minor in the principal position the 
non-singular matrix C of order p. Then the matrix (A/C) has the matrix 
(B/C) as a principal minor in the principal position and we have (Hayns- 
worth’s quotient formula), if / A / # 0, 
(A/B) = KWWIC)). 
9. Proof. Decompose A and B as follows: 
,P “1 P 
4 3 4’ 
Denoting (A/C) by S it follows from the decomposition (1) that 
A=== : 
( 
r 0 
’ ’ 
i S = (A/C). 
(12) 
(13) 
(14) 
On the other hand, if we denote (A/B) by Q, it follows again from (1) that 
A=(f ; ;)(ij $ :,:);; Q=(A/B). (15) 
P 4 r P 4 r’ 
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10. Observe now that the second factor in the decomposition (15) 
has C as a principal minor in the principal position. Then the correspond- 
ing decomposition (1) is of the type 
Computing on the left the elements of the last block row, we obtain, 
since C is non-singular, 
v,c = 0, v-1 = 0, v. = 0, v, = z, 
and our decomposition becomes 
From (16) follows for the block 
the relation: 
Comparing this with the decomposition (1) we obtain 
R = (B/C). (17) 
11. Introducing (16) into the decomposition (15) and comparing 
this with (14) we obtain 
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But here the last factor matrix on the right and on the left is non-singular. 
Dividing it out we obtain 
Computing here the block S by the block multiplication, we obtain 
(19) 
But comparing this with (1) we see that R is a principal minor in the 
principal position of S and that Q = (S/R). This is Haynsworth’s for- 
mula (12). 
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