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Abstract
I n  t h i s  p a p e r ,  w e  p r e s e n t  a  m e t h o d  f o r  a u t o m a t i c a l l y  c r e a t i n g  b l a c k - a n d - w h i t e  d r a w i n g s  
o f  h u m a n  f a c e s  f r o m  p h o t o g r a p h s .  W e  t h e n  d e m o n s t r a t e  n e w  t e c h n i q u e s  f o r  d e f o r m i n g  
t h e s e  d r a w i n g s  t o  c r e a t e  c a r i c a t u r e s  i n t e n d e d  t o  h i g h l i g h t  a n d  e x a g g e r a t e  f a c i a l  f e a t u r e s .  A  
n u m b e r  o f  p s y c h o p h y s i c a l  s t u d i e s  w e r e  p e r f o r m e d  t h a t  s h o w  t h a t  b o t h  t h e  b l a c k - a n d - w h i t e  
d r a w i n g s  a n d  t h e  c a r i c a t u r e s  g e n e r a t e d  u s i n g  o u r  t e c h n i q u e s  h a v e  s i m i l a r  e f f e c t i v e n e s s  a s  
p h o t o g r a p h s  i n  r e c o g n i t i o n  t a s k s ,  a n d  p e r f o r m  b e t t e r  t h a n  p h o t o s  i n  l e a r n i n g  t a s k s .  O u r  
m e t h o d s  a r e  u s e f u l  f o r  a  n u m b e r  o f  p o t e n t i a l  a p p l i c a t i o n s ,  r a n g i n g  f r o m  f o r e n s i c s  t o  t e l e ­
c o m m u n i c a t i o n s  a n d  f r o m  c a r t o o n s  t o  e d u c a t i o n  a n d  p s y c h o l o g y  r e s e a r c h .
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Abstract
In this paper, we present a method for automatically creating black- 
and-white drawings of human faces from photographs. We then 
demonstrate new techniques for deforming these drawings to create 
caricatures intended to highlight and exaggerate facial features. A 
number of psychophysical studies were performed that show that 
both the black-and-white drawings and the caricatures generated 
using our techniques have similar effectiveness as photographs in 
recognition tasks, and perform better than photos in learning tasks. 
Our methods are useful for a number of potential applications, rang­
ing from forensics to tele-communications and from cartoons to ed­
ucation and psychology research.
CR Categories: I.3.7 [Computing Methodologies]: Computer 
Graphics—3D Graphics; I.4.10 [Computing Methodologies]: Im­
age Processing and Computer Vision—Image Representation
Keywords: Black-and-white drawings, Caricatures, Human visual 
perception, Non-photorealistic rendering
1 Introduction
Caricatures constitute a powerful medium to express and exagger­
ate distinctive features of human faces. They are usually created by 
skilled artists who use lines to represent facial features. We view 
caricatures to be drawings with extreme exaggerations of facial fea­
tures. Previous caricature images are usually based on line draw­
ings and have lines that are one pixel wide. Our caricatures are 
based on black-and-white drawings with varying line widths and 
parts of the drawing may be filled in.
It could be argued that line drawings as well as caricatures de­
rived from such line drawings form impoverished environments 
when compared with their photographic counterparts. Within such 
impoverished environments, previous research has shown that car­
icatures can be recognized faster than line drawings that accu­
rately portray someone’s face (these are called veridical line draw­
ings) [Brennan 1985; Rhodes et al. 1987; Benson and Perret 1991; 
Stevenage 1995]. This is known as the super portrait effect. Sim­
ilarly, line-drawn caricatures tend to be learned faster in learning 
tasks than veridical line drawings [Stevenage 1995]. On the other 
hand, when caricatures are compared with photographs, these ef­
fects tend to be either minimal or completely absent [Benson and 
Perret 1991].
We postulate that the reason for this discrepancy results from the 
fact that line drawings have too little information content to be rec­
ognized as quickly as photographs. Hence, in this paper we seek to 
develop a method to first compute black-and-white drawings from 
photographs (Figure 1a and b) without removing too much infor­
mation to have an adversary effect on recognition speed. Second, 
these drawings are then warped into caricatures (Figure 1c). Al­
though our caricature generation algorithm requires a small amount 
of user intervention, our methods do not rely on skilled users to pro­
vide input, making them suitable for a wide variety of applications.
Both steps of our process to generate caricatures are based on as­
pects of human vision. The early stages of the human visual system 
reduce the amount of information present in the image [Atick and
Figure 1: Example of using (a) a photograph to derive (b) a black- 
and-white drawing and (c) a caricature.
Redlich 1992], due to the fact that the number of photo-receptors 
in the retina is an order of magnitude larger than the number of 
nerves leaving the eye [Palmer 1999]. By processing photographs 
in a similar way, we can ensure that we only discard information 
that will not be processed by the human visual system. The result is 
an image that resembles a drawing with line widths that may vary 
and with some sections of the drawing filled in. The method is 
described in detail in Section 2.
The next step of processing warps the drawing to produce a cari­
cature. It is argued that humans perform face recognition using av­
erage based coding, i.e., the distance of a given face in some feature 
space to an average face is encoded [Valentine 1991]. An alterna­
tive model of face recognition is based on exemplars [Lewis and 
Johnston 1998], where face representations are stored in memory 
as absolutes. Both models account for the same effects observed in 
face recognition tasks, but in our opinion the average based coding 
paradigm lets itself be cast more easily into a computational model. 
To create a caricature, the difference between an average face and 
a particular face can be computed for various facial features and be 
exaggerated by a specified amount. We provide methods to auto­
matically deviate from an average face, as well as techniques that 
allow meaningful free-form warping to allow more extreme carica­
turing. This approach is outlined in Section 3.
The advantages of our approach are that the resulting images 
can be encoded in very little space, making them suitable for rapid 
transmission over low band-width networks. We foresee appli­
cations in telecommunications where users may transmit cartoon­
like signatures of themselves when making phone calls using their 
PDA’s. Second, since learning tasks can be sped up by using our 
drawings, this may benefit certain visual learning applications. For 
the same reason our methods may have applications in forensics, 
for example by constructing super portraits from photographs of 
missing persons. Finally, research in face recognition may benefit 
from using our techniques, rather than relying on single width line 
drawings as used in previous research.
To demonstrate the usefulness of our approach to producing 
black-and-white drawings and caricatures, we validated them using 
a set of psychophysical experiments. Although the images created 
with our techniques have a reduced information content, these ex­
periments show that recognition tasks are largely unaffected, while
learning speed is improved, presumably due to the fact that all nec­
essary visual cues are preserved in our black-and-white drawings. 
The validation experiments are described in Section 4.
2 Black-and-white drawings
Previous research has shown that black-and-white imagery is use­
ful for communicating complex information in a comprehensible 
and effective manner while consuming less storage [Ostromoukhov 
1999; Salisbury et al. 1997; Salisbury et al. 1996; Salisbury et al. 
1994; Winkenbach and Salesin 1994]. With this idea in mind, we 
would like to produce easily recognizable black-and-white draw­
ings of faces. Some parts of the drawing may be filled in if this 
increases recognizability. In addition, we would like to be able to 
derive such drawings from photographs without skilled user input.
Computing a black-and-white drawing from a photograph can be 
done in many different ways. One possible method is to threshold 
luminance information, which captures the global arrangement of 
light and dark features [Pearson and Robinson 1985]. However, 
as demonstrated below, this approach fails to preserve important 
high luminance details, and thus only captures some of the facial 
features.
For machine vision applications, edge detection algorithms are 
often used. However, most edge detection algorithms produce thin 
lines that are connected. While this is a basic requirement in ma­
chine vision, it is specifically not needed for black-and-white draw­
ings and may even reduce recognizability [Davies et al. 1978]. 
However, edge detection algorithms are often based on computa­
tional models of human vision. The processing that takes place in 
the early stages of human vision appears to produce imagery that 
resembles line drawings.
Our algorithm for creating drawings is therefore based on a 
model of human brightness perception to capture the fine detail of 
face images. It is augmented with a thresholded luminance image 
to fill in the global structure of the face. The general approach of 
our method is outlined in Figure 2. In the following sections we 
briefly introduce the concept of brightness perception, followed by 
the computational model of our drawing algorithm.
2.1 Contrast and brightness perception
While light is necessary to convey information from objects to the 
retina, the human visual system attempts to discard certain prop­
erties of light [Blommaert and Martens 1990; Atick and Redlich 
1992]. An example is brightness constancy, where brightness is 
defined as a measure of how humans perceive luminances falling 
on the retina. It is therefore the subjective sensation of an object’s 
albedo.
Brightness perception can be modeled using operators such as 
differentiation, integration and thresholding [Land and McCann 
1971; Arend and Goldstein 1987]. These methods frequently model 
lateral inhibition which is one of the most pervasive structures in the 
visual nervous system [Palmer 1999]. Lateral inhibition is caused 
by a given cell’s receptive field having a center-surround organiza­
tion. Thus cells respond most vigorously to a pattern of light which 
is bright in the center of the cell’s receptive field and dark in the sur­
round, or vice-versa. Such antagonistic center-surround behavior 
can be modeled using neural networks, or by computational mod­
els such as Difference of Gaussians [Cohen and Grossberg 1984; 
Blommaert and Martens 1990; Gove et al. 1995; Pessoa et al. 1995; 
Hansen et al. 2000], Gaussian smoothed Laplacians [Marr and Hil­
dreth 1980; Marr 1982] and Gabor filters [Jernigan and McLean 
1992].
Early and well-known computational models of brightness per­
ception are the retinex theory [Land and McCann 1971], and Horns 
model for computing lightness [Horn 1974]. Closely related to
Figure 2: Brightness is computed from a photograph, then thresh­
olded and multiplied with thresholded luminance to create a black- 
and-white drawing.
brightness models are edge detection algorithms that are based on 
the physiology of the mammalian visual system. An example is 
Marr and Hildreth’s zero-crossing algorithm [Marr and Hildreth 
1980]. This algorithm computes the Laplacian of an image and 
detects zero crossings in the result. Note that the second derivative 
can be closely approximated by computing the difference of two 
Gaussian blurred images if the Gaussians are scaled by a factor of 
1.6 with respect to each other [Marr 1982], a feature employed in 
our computational model.
2.2 Computing a black-and-white drawing
We adapt Blommaert and Martens’ model of human brightness per­
ception [Blommaert and Martens 1990] to create black-and-white 
drawings from photographs. This model is aimed at understanding 
the perception of brightness in terms of cell properties and neural 
structures. For example, the scale invariance property of the human 
visual system can be modeled by assuming that the outside world 
is interpreted at different levels of resolution, controlled by varying 
receptive field sizes. To a first approximation, the receptive fields 
in the human visual system are isotropic with respect to brightness 
perception, and so they can be modeled by circularly symmetric 
Gaussian profiles :
R i { x , y , s )  =
1
■ exp — - ■y
[m s )2 (1)
These Gaussian profiles operate at different scales s and at different 
image positions (x, y).  We use R i  for the center and R 2 to model 
the surround and let a i  =  1 /2 ^ 2 . The latter ensures that two stan­
dard deviations of the Gaussian overlap with the number of pixels 
specified by s. For the surround we specify a i  =  1 .6ai. A neu­
ral response as function of image location, scale and luminance 
distribution can be computed by convolution:
V',(.r. y,  s ) =  L(x,  y) Ri ( x ,  y,  s ). (2)
The firing frequency that is evoked at different scales by a lumi­
nance distribution L is modeled by a center-surround mechanism:
V( x,  y,  s )
Vi(x,  y , s )  -  V2(x, y , s )  
2<t’/ s 2 +  Vi(x,  y,  s) (3)
where center and surround responses are derived from Equa­
tions 1 and 2. Subtracting Vi and V2 therefore leads to a Mexican 
hat shape, which is normalized by . The term is introduced 
to avoid the singularity that occurs when Vi approaches zero. The 
parameter </> is typically set to 1, but can be varied to manipulate 
the amount of fine detail that will be present in the drawing. An 
expression for brightness is now derived by summing over all 
eight scales:
(4)
with the lower and upper boundaries set to pixel and
Sl =  1 .68 =  43 pixels. For computational convenience, the scales 
are spaced by a factor of with respect to each other. Finally, 
this brightness image can be thresholded by computing the average 
brightness of the image and setting all pixels that are above thresh­
old to white and all other pixels to black. The resulting image can be 
interpreted as a black-and-white drawing, although we find that fill­
ing in the dark parts produces images that are more suitable as input 
to the caricaturing process. This filling in can be accomplished by 
thresholding the luminances of the input image separately and mul­
tiplying the result of this operation with the thresholded brightness 
image [Pearson and Robinson 1985]. The process of computing 
such a drawing is illustrated in Figure 2.
2.3 Results
Applying a model of human brightness perception leads to images 
that can be perceived as black-and-white drawings. Some of the 
results are shown in Figure 3. These drawings are based on pho­
tographs but contain much less information. For example, shad­
ing is completely removed from the image. As such, the stor­
age space required for these drawings compares favorably with the 
space needed to store photographs. It is generally accepted that 
photographic material is most efficiently stored in lossy file formats 
such as jpegs. The drawings created with the method described in 
this section are most efficiently stored as tiffs, using CCITT group 4 
compression [International Telecommunications Union 1988]. Ta­
ble 1 shows the number of bits per pixel required to store pho­
tographs and drawings of the same size in their respective most 
optimal format. As this table indicates, the black-and-white draw­
ing requires between six and twelve time less storage space than the 
grey-scale photograph it was derived from.
Finally, on a 400 MHz R12k processor, the computation time for 
a 10242 drawing is 28.5 s, while a 5122 can be computed in 6.0 s. 
These timings are largely due to the FFT computation used to com­
pute the Gaussian blurred images. We anticipate that these images 
could be computed faster with approximate methods, although this 
could be at the cost of some quality. In particular, we believe that a 
multi-resolution spline method may yield satisfactory results [Burt 
and Adelson 1983].
Figure 3: Some results o f our perception based drawing algorithm.
Size (pixels) 429x619 320x240 160x160
Photograph 1.21 0.96 1.20
Drawing 0.10 0.11 0.19
Table 1: Storage space (in bits per pixel) fo r photographs and draw­
ings computed using our method
3 Caricatures
Caricatures are traditionally the domain of skilled artists who de­
vote much of their careers to learning which aspects of a human 
face to exaggerate. Automatically creating such drawings has thus 
far been an elusive goal, and attempts to automate aspects of this 
process are few and far between. The most well-known attempt is 
called the “Caricature Generator” [Brennan 1985], which is based 
on the notion of an average face. The positions of 165 feature 
points, which are indicated by the user by clicking on a photograph, 
are compared with the positions of these points on an average face. 
By moving these points away from the average, an exaggeration 
can be created. A veridical line drawing is created by connecting 
the feature points with splines before translating them. A caricature 
is created by doing the same after translating the feature points over 
some distance. This method was later extended to allow the same 
warp to be applied to the input image to produce a photographic 
quality caricature [Benson and Perret 1991]. The Caricature Gen­
erator is used in many psychophysical experiments and has become 
a de facto  standard for those conducting research in face recog-
Figure 4: Left: the face is framed by four border lines. Right: facial 
features and interior lines are matched
nition [Rhodes et al. 1987; Benson and Perret 1994; Rhodes and 
Tremewan 1994; Stevenage 1995; Rhodes and Tremewan 1996] 
(see also Section 4).
A second semi-automated caricature generator is based on sim- 
plicial complexes [Akleman et al. 2000]. The deformations applied 
to a photograph of a face are defined by pairs of simplices (trian­
gles in this case). Each pair of triangles specifies a deformation, 
and deformations can be blended for more general warps. This 
system is capable of interactively producing extreme exaggerations 
of facial features, but requires experience to meaningfully specify 
source and target simplices.
Both previous methods require expert knowledge and skilled 
user input, which limits their applicability for every-day use. We 
propose a semi-automatic method to produce caricatures requiring 
only untrained user input. Our algorithm could potentially be au­
tomated when better feature finding algorithms become available. 
In the following, we describe an algorithm to create super portraits, 
which is based on a model of how humans are thought to recognize 
faces. Then, we extend this method to allow more dramatic user 
guided caricatures.
Figure 5: The top row shows a 50% anti-caricature, the veridical 
photograph, and a 50% super portrait. The second example shows 
a 50% anti-caricature, the veridical line drawing, and a 50% super 
portrait.
3.1 Creating a super portrait
It has been shown that humans recognize faces based on the amount 
that facial features deviate from an average face [Valentine 1991; 
Tversky and Baratz 1985]. Thus, to produce a super portrait, fea­
tures are distorted based on how much these features deviate from 
an average or norm face [Brennan 1985].
To construct a super portrait, we note that a norm face can be 
constructed in different ways, for example by averaging the posi­
tions of facial features for a large number of people. Our approach 
on the other hand, is based on the following metric [Redman 1984]. 
First, the face is framed with four lines, as shown in Figure 4. We 
then specify four vertical lines that mark the inner and outer cor­
ners of the eyes. Next, three horizontal lines mark the position of 
the eyes, the tip of the nose and the mouth. A norm face is char­
acterized by the fact that the vertical lines are equidistant, while 
the horizontal eye, nose and mouth lines are set at , and 
7/9 from the top of the frame [Redman 1984]. We call this set of 
horizontal and vertical lines a feature grid.
When a feature grid is specified for a given photograph or draw­
ing, it is unlikely to coincide with the feature grid of a norm face. 
The difference between these two can be exaggerated by comput­
ing the vectors between corresponding vertices in both grids. Then, 
these vectors are scaled by a given percentage and the drawing is 
warped correspondingly. When this percentage is positive, the re­
sult is called a super portrait, whereas negative percentages give 
rise to anti-caricatures that are closer to the norm face than the in­
put drawing (Figure 5).
Figure 6: Left: both grid and underlying image can be warped 
interactively. Right: the final image.
3.2 Creating a caricature
For some applications, creating super portraits may not be sufficient 
and therefore we extend our algorithm to allow more expressive 
freedom. Based on the feature grid as described above, we allow 
vertices on the left and right of the grid to be manipulated individ­
ually. In addition, grid lines may be moved. This user interaction 
is interactively visualized by warping the image according to the 
position of the vertices (Figure 6). This process is constrained by 
disallowing the selection and manipulation of internal vertices. We 
believe that the resulting system is flexible enough to create amus­
ing caricatures, while at the same time protecting unskilled users 
from producing unrecognizable faces. In addition, the implemen­
tation proved straightforward, both in OpenGL and Java, and in­
teractive manipulation was achieved on current workstations. Car­
icatures created by users who were given minimal verbal training 
(between 1 and 3 minutes) are presented in Figure 7.
4 Validation
The effectiveness of our drawings and caricatures is evaluated for 
specific tasks using psychophysical testing. In particular, we are 
interested in determining if recognition times of faces and the speed 
of learning new faces are affected by our black-and-white drawing 
and caricature algorithms. The hypothesis is that if our algorithm
does not affect the speed of recognition of familiar faces, then the 
information reduction achieved by our algorithm is benign and the 
resulting images can be used for tasks where recognition speed is 
essential.
Second, we ask the question if our drawing and caricature algo­
rithms affect the speed of learning. Past experiments have shown 
that learning in simplified environments may proceed faster than 
for similar learning tasks executed in the full environment [Bren­
nan 1985; Rhodes et al. 1987]. This implies that learning to match 
names with unfamiliar black-and-white drawings of the type pre­
sented in this paper, as well as caricatures derived from them, may 
be easier than learning to match names from photographs of unfa­
miliar persons.
To test these hypotheses, we performed two experiments which 
are replications of earlier distinctiveness experiments [Stevenage 
1995]. While these previous experiments assessed the effect of line 
drawings and line-drawn caricatures on recognition and learning 
speed, we use the same experiments to validate our black-and-white
drawing and caricaturing techniques. In addition, we compare our 
drawings and caricatures with the photographs they are based on in 
terms of recognition and learning speeds.
Both experiments are described in detail in the appendices, while 
in the remainder of this section we give a broad overview of their 
set-up and present the results.
4.1 Recognition time
This experiment assesses the recognition time of familiar faces pre­
sented as photographs, drawings and caricatures. Based on the re­
sults obtained with the Caricature Generator, which employs line 
drawings and line-drawn caricatures [Brennan 1985; Rhodes et al. 
1987; Benson and Perret 1991], it is expected that caricatures would 
elicit a faster response than black-and-white drawings. Images cre­
ated by the Caricature Generator are made up of thin lines and such 
an impoverished medium may amplify this effect [Davies et al. 
1978]. When recognition times for photographs are compared with
those for photographic quality caricatures, then both photographs 
and caricatures tend to be recognized equally fast, provided that the 
caricature level remains below 48% [Benson and Perret 1991]. For 
a 48% caricature, the original photograph was recognized faster.
The above leads us to think that caricatures created using our 
technique may be recognized somewhat slower than both pho­
tographs and black-and-white drawings. To test this hypothesis, 
our first experiment is a replication of an earlier recognition time 
experiment [Stevenage 1995].
Subjects were presented with sequences of images of familiar 
faces. Each participant was asked to say the name of the person 
pictured as soon as that person’s face was recognized. Reaction 
times as well as accuracy of the answers were recorded. Images 
were presented to the participants in three separate conditions, us­
ing either photographs and drawings, photographs and caricatures 
or drawings and caricatures. The details of this experiment are pre­
sented in Appendix A.
The difference between the mean recognition time for pho­
tographs and drawings of familiar faces was not statistically dif­
ferent, hovering around 1.84s. The caricatures were recognized 
around 5% slower than photographs. There was no statistical dif­
ference in the reaction time between caricatures and drawings. In 
each condition, the accuracy of recognition was higher than 98%, 
indicating that there is no speed for accuracy trade-off in this exper­
iment.
Thus, we conclude that the strategy we have chosen to create 
drawings from photographs has no impact on recognition speed and 
can therefore be used for tasks in which speed of recognition is im­
portant. Caricatures cause a slight degradation in reaction time. 
However, half of the participants laughed out loud during this ex­
periment when shown caricatures of familiar faces. We take this to 
mean that caricatures could be used in situations where a slightly 
increased reaction time can be tolerated and silliness is a positive 
attribute.
4.2 Learning speed and accuracy
While some research has found no advantage to using caricatures in 
a learning paradigm [Hagen and Perkins 1983], others have shown 
that caricatures of unfamiliar faces can be learned in fewer trials 
than the same faces shown as veridical images [Mauro and Kubovy 
1992; Stevenage 1995].
In this experiment, each subject was presented with images of 
twelve unfamiliar faces in sequence, which were verbally assigned 
names. Each subject was shown either photographs, drawings, or 
caricatures, but not a combination of these. Next, the images were 
shown again, and the subject was asked to give the name for each 
image. During each iteration of this process, the subject was told 
which mistakes he or she had made. The images were then shuffled, 
and the process was repeated until the subject could correctly name 
all twelve faces. Compared with photographs, learning to recognize 
twelve unfamiliar faces was more than twice as fast for trials with 
black-and-white drawings. Caricatures were over 1.5 times faster 
than photographs. The details of this experiment are presented in 
Appendix B.
To test learning accuracy, subjects who were trained using the 
drawing or caricature images participated in a follow-up experi­
ment using the original photographs in an otherwise identical set­
up. In this experiment, the number of incorrectly named faces was 
recorded. Both the training using caricatures and black-and-white 
drawings resulted in a 98% naming accuracy. Details are given in 
Appendix C.
The rate of learning can thus be increased by a significant amount 
using our algorithms without a decrease in accuracy. For this ef­
fect to occur, the training data has to be simpler to learn than the 
test data, while still retaining all relevant cues [Sweller 1972]. The
information reduction achieved by our algorithms appears to have 
reached this goal.
5 Conclusions
Humans appear to employ dedicated processing for face recogni­
tion [Ellis 1986; Biederman and Kalocsai 1998; Gauthier et al.
1999], which makes compressing photographs of human subjects 
without losing important information a difficult task. The human 
visual system reduces the information content of the images that 
fall on the retina and this paper has shown that information reduc­
tion of photographs based on the human visual system is possible 
without impacting certain tasks, and even improves performance 
in other tasks. This leads to a compression algorithm resembling 
black-and-white drawings that allows a six to twelve-fold compres­
sion over the widely used jpeg compression on the associated pho­
tographs. In addition, our validation experiments have shown that 
there is not a measurable impact on face recognition speed, while 
learning tasks are significantly faster for the line drawings. We be­
lieve this to be due to the fact that only the necessary visual cues 
are retained in the drawings.
In addition, our methods do not require skilled user input from 
artists for either the drawing stage or the caricature stage. This 
makes the work presented in this paper suited for a wide variety of 
potential applications in fields ranging from telecommunication to 
education, forensics and psychology research.
Appendix A: Recognition speed
Subjects. Forty two graduate students, postgraduates and research 
staff acted as volunteers.
Materials. We used 60 images depicting the faces of 20 colleagues 
of the volunteers. Each face was depicted as a grey-scale photo­
graph, a drawing, and as a caricature. The photographs were taken 
indoors using a Kodak 330 digital camera using its flash. In a pilot 
study five independent judges rated all drawings and caricatures 
as good likenesses of the faces they portrayed. The images were 
displayed on a Dell Trinitron monitor at a distance of 24 inches. 
The monitor’s background was set to black and displayed images 
subtended a visual angle of 12.9 degrees. Images were shown for 
five seconds at five second intervals.
Procedure. We conducted three two-part experiments, each with 14 
subjects. The first part allowed subjects to rate their familiarity with 
a list of 20 names on a 7 point scale with a purpose designed user 
interface. Subjects were given the following written instructions: 
“Please read each name and form a mental image of that person’s 
face. Then say the name aloud. Finally, rate the accuracy of your 
mental image of that person and position the slider accordingly. 
Please repeat this for each person on the list.” By pronouncing the 
names of the people that were rated, participants tend to reduce the 
tip-of-the-tongue effect where a face is recognized without being 
able to quickly recall the associated name [Yarmey 1973; Young 
etal. 1985; Stevenage 1995].
In the second part of this experiment, the 12 highest rated faces 
are selected for each participant and were shown in two of three 
possible conditions. Subjects in Experiment A.1 saw photographs 
and drawings. Experiment A.2 consisted of photographs and 
caricatures, and Experiment A.3 consisted of drawings and 
caricatures. The written instructions for this part are: “In this 
experiment you will be shown pictures of people’s faces you 
may know. Each picture will be shown for five seconds followed 
by a 5 second interval. Please say the name of each person as 
soon as you recognize this person.” The experimenter provided
Condition Min Max Mean Std. Error
Experiment A.1 (p-- )
Photograph 1.53s 2.34s 1.89s 0.080
Caricature 1.57s 2.57s 2.01s 0.094
Experiment A.2 ( )
Drawing 1.47s 2.62s 1.20s 0.089
Caricature 1.47s 2.83s 2.11s 0.120
Experiment A.3 ( )
Photograph 1.38s 2.30s 1.85s 0.069
Drawing 1.51s 2.32s 1.85s 0.096
Table 2: Recognition speed results, showing the minimum, maxi­







Photographs 1 8 5.4 0.79
Drawings 1 4 2.3 0.26
Caricatures 1 7 3.5 0.58
Table 3: Learning speed experiments, showing the minimum, max­
imum, and mean number o f trial iterations fo r  the experiment pre­
sented in Appendix B.
additional verbal instructions to reduce the surprise associated with 
showing the first image (a practice trial), and to further reduce the 
tip-of-the-tongue effect, participants were told that first, last or both 
names could be given, whichever was easiest. One experimenter 
recorded the accuracy of the answers and the response time for 
each image was recorded by a second experimenter who pressed 
a key at the end of the response. This stopped the timer that was 
started automatically upon display of the image.
Results. Subjects were faster at naming photographs (M  =  1.89s) 
compared to caricatures ( s, ). There was no dif­
ference between the time to name photos compared with drawings 
( ) and a marginal advantage for naming drawings com­
pared to caricatures ( ). The accuracy for recognizing pho­
tos, drawings and caricatures are 98%, 99% and 98% respectively. 
Table 2 provides minimum, maximum, and mean times recorded 
for each condition on each experiment.
Appendix B: Learning speed
Subjects. Thirty graduate students, postgraduates and research staff 
acted as volunteers. They were selected for unfamiliarity with the 
faces presented in this experiment.
Materials. We used grey-scale photographs of the faces of 6 
males and 6 females. An identical pilot study as in Experiment 
A was carried out and the 12 drawings and 12 caricatures derived 
from these photos were all rated as good likenesses. All photos, 
drawings and caricatures were printed on a laser printer at a size 
of 6”x8” at 80 dpi and mounted on matting board. Each face was 
randomly assigned a two syllable first name from a list of the 
most popular names of the 1970’s found on the web [Cherished 
Moments]. In a separate pilot study this set of names was rated for 
distinctiveness and names causing confusion were replaced.
Procedure. Each participant was given a list with 12 names 
and then asked to learn to match these names with the 12 faces.
The participants were divided into three groups of 10 and each 
participant was individually presented with either photographs, 
drawings or caricatures. Each participant was first shown all 12 
faces, one image at a time, for about 3 seconds and was told the 
name assigned to that face. The faces were then shuffled and 
individually presented to the subject who was now asked to recall 
each name. The number of incorrect responses was recorded 
and the participant was corrected. This procedure was repeated, 
shuffling the faces between each trial, until all twelve faces were 
correctly named in two successive sequences. The number of trials 
taken to reach this criterion represents the dependent variable in 
this learning experiment.
Results. The statistics for the rate of learning (number of trials) for 
each representation of the faces is shown in Table 3. Drawings are 
learned significantly faster than photos ( ). Caricatures
versus photos and drawings versus caricatures could not be distin­
guished statistically ( , ). We conclude that 
learning was quickest when the faces were presented as black-and- 
white drawings, followed by caricatures and then photographs.
Appendix C: Learning Accuracy
Subjects. The 20 subjects participating in Experiment B who were 
presented with either the drawings or the caricatures.
Materials. The same materials were used as in Experiment B.
Procedure. In this experiment we explored whether caricatures 
and drawings result in a difference in learning accuracy. After 
participating in Experiment B, subjects were shown 12 photographs 
in random order and were asked to recall the associated names.
Results. The number of incorrectly identified faces was recored 
for each subject given either the drawing or caricatured training. In 
both cases the accuracy was 98%. Hence, there was no difference in 
accuracy between subjects trained with drawings or caricatures. We 
this conclude that the transfer of learning to photographs appears to 
be equally good and above chance.
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