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Abstract-In 1953 Davidenko showed how to reduce the solving of a system of nonlinear equations to the 
integration of a system or ordinary differential equations. This method also required the solution of linear 
algebraic equations at each integration step, which is computationally undesirable. We show how to reduce 
the solving of a system of nonlinear equations solely to the integration of a system of ordinary differential 
equations, avoiding entirely the solution of linear algebraic equations. A numerical example shows 
interesting differences between the two approaches inthe neighborhood f a bifurcation point. 
1. INTRODUCTION 
Consider the system of N nonlinear equations in N unknowns 
fkb,, x2,. . . 9 xN,A)=O, k=l,2 I..., N, (1) 
where A is a parameter in the interval ho 5 A I A,. Davidenko[l] observed that the values of x1, 
x2,. . . t xN that satisfy (1) depend on the parameter A. To determine how the values change as A 
changes, take the derivative of (1) with respect o A to obtain 
$2$=-$, k=1,2 ,..., N. (2) 
Equation (2) is a set of linear algebraic equations in the unknowns dXj/dA, j = 1,2,. . . , N. This 
is an implicit set of differential equations for the functions a,(A), i2(A), . . . , in. Davidenko 
envisaged numerical solution of this system by solving linear algebraic equations for the 
derivatives at each step in the integration process. It is assumed that an initial solution can be 
found for A = ho from (1). 
In this paper we shall discuss some computational difficulties inherent in this method, and 
we shall present an extention of the method. Numerical examples will also be given. A related 
approach to nonlinear integral equations is given in[2]. 
2. A MODIFICATION OF THE DAVIDENKO METHOD 
We first rewrite (2) using matrix notation. Let A be the N X N matrix whose elements, aij, 
are 
ah 
@j =axj i, j = 1,2, . . . , N. 
Next, let x be the N x 1 vector whose elements are Xi, i = 1,2,. . . , N, and let g be the N X 1 
vector whose elements are (afi/aA), i = 1,2,. . . , N. Using this notation, (2) is written 
Ax’ = -g, (4) 
where the prime denotes differentiation with respect o A. Since A, x, and g are functions of A, 
we may also write 
A(A)x’(A) = -g(A). (5) 
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Next, we introduce the inverse matrix B(A), assumed to exist, and having the properties 
A(A)B(A) = B(A)A(A) = 1, (6) 
where I is the identity matrix. Equation (5) can now be written 
x’(A) = -B(h)g(A), Ao 5 A 5 AI. (7) 
Equation (7) is the desired differential equation for the vector x(A). We shall now discuss some 
numerical methods for solving this equation. 
One obvious method is as follows. At each stage in the computation, evaluate the matrix 
A(A) and the vector g(A) using the current value of A. Then, using an appropriate numerical 
technique, invert the matrix A, and multiply -g(A) by the inverse matrix thus found. This 
product is the vector of the derivatives of the Xi(A), i = 1,2,. . . , N. Using these values of the 
derivatives, standard numerical integration schemes are used to obtain the next values of 
X1,X2,..., XN. The process begins at a value Ao, where xi, x2,. . . , XN are known. This is 
substantially the method proposed by Davidenko. However, it involves the highly undesirable 
computational feature of the solution of linear algebraic equations at each step. We shall now 
give an extension of the method that avoids this difficulty. 
We observe that the desired differential equation is given by (7). To solve this, we must 
obtain a differential equation for B(A). Differentiate (6) with respect o A to obtain 
A(A)B’(A) + A’(A)B(A) = 0, (8) 
where 0 is the null matrix. Rearranging (8) and using the relations of (6), we see that 
B’(A) = -B(A)A’(A)B(A), A,, 5 A 5 A,. (9) 
This is the desired Cauchy system for the matrix B(A). The initial value of B is found by 
inverting the matrix A(Ao). The elements of the matrix A’(A) are obtained by taking the 
derivative of the matrix A analytically with respect o A. From (3), 
, i,j=l,2 ,..., N. (10) 
The entire Cauchy system can now be written 
x’(A) = -B(A)&), (11) 
B’(A) = -B(A)A’(A)B(A), A0 5 A 4 A,, (12) 
with initial conditions 
xo = x(AoA (13) 
B. = A-‘(A,,). (14) 
This method requires the integration of N2 + N differential equations, but it avoids the 
repetitive .matrix inversion required in the first method. In the following section, we shall 
compare the two methods for the approximate solution of a nonlinear integral equation. 
3.AN INTEGRALEQUATION 
Consider the nonlinear integral equation 
I 
I 
u(t) = q(t) + A u*(y)dy, OSA sA,. 
0 
(15) 
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Since u is a function of A as well as t, we write, where necessary, 
u = u(t, A). (16) 
We approximate the integral as a finite sum and write 
u(t, A) = p(t)+ A 2 &!*(Ci, A)Wi, (17) 
i=l 
where ti and wi, i=1,2,... , N, are the abscissas and weighting factors of the quadrature 
formula selected. Introduce the notation 
uk(A) = U(fk, Ah 
(Pk = (p(fk), k = 1,2,. . 
If we write (17) for each nk, we obtain the set of equations 
Uk(A)=(pk+Af UF(A)Wiy 
i=l 
(18) 
, N. (19) 
(20) 
or 
(21) 
Equation (21) now represents a set of N nonlinear algebraic equations in the unknowns uk, 
k= 1,2,. . . , N. This is precisely the form of (1). We now demonstrate both of the numerical 
solutions discussed in the previous section. 
First, we require the matrix A, whose elements are defined in (3). Using this definition, we 
see that 
aij=2AUjWr_Sij, i,j=l,2 ,..., N, (22) 
where 
a..= 1, i=i, 
11 i 0, i# j. 
The elements of the vector g are 
gi = $, u:(A )Wj- 
(23 
(24) 
The elements of (5) have now been found. The initial condition on u, at A = 0, is seen by 
inspection of (15) to be 
Ui(0) = pi, i = 1,2, . . . , N. (25) 
The set of equations for Ui(A) may now be integrated using the first method discussed in the 
previous section. That is, at each step in the numerical integration, the matrix A is inverted; the 
vector g is multiplied by this inverse, the resulting vector containing the numerical values of the 
derivatives of the Ui(A). 
Next, we shall use the modified method for the same problem. We first obtain the A’ matrix, 
whose elements are defined in (10). Differentiating (22) with respect o A we obtain 
u~~=UW~U’~+ZW~U~, i,j=l 2 ,..., N. (26) 
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u’(A) = -WMA). (27) 
The initial condition on the matrix B is found by inverting the matrix A at A = 0. Evaluating 
(22) at A = 0 yields 
A(0) = -1, (28) 
hence 
B(0) = -I. (29) 
The initial condition on u at A = 0 is 
q(O) = q(ti), i = 19 2, . . . , N. (30) 
4.ANUMERICALEXAMPLE 
The integral equation of (15) was solved for the special case 
y(t)= 1, OS t S 1. (31) 
Computer programs were written in the FORTRAN language to solve this equation by both of 
the methods discussed earlier. Numerical integration of the differential equations was carried 
out via a fourth order Adams-Moulton method. Matrix inversion, where required, was pre- 
formed using a standard Gauss-Jordan elimination method. Computation was done on an IBM 
360/44 digital computer. 
For the choice of cp of (31), the integral equation (equation IS) possesses a closed form 
solution, namely, 
u.(A)= l-d/(1-4A) I 2A , i = 1,2,. . . , N. (32) 
The numerical integration begins at A = 0, where 
Ui(O)=l, 1,29...,N. (33) 
Equation (32) shows that for values of A greater, than l/4, a real solution does not exist. In the 
numerical results, we are particularly concerned with the behavior around this bifurcation 
point. 
For the first method, involving repetitive matrix inversion, the equations were integrated, 
using step sizes in A of 0.01 and 0.001, beginning at A = 0. Since the right hand side of (32) is a 
function only of A, the functions Ui(A) must be equal for all i; hence, we need present only one 
numerical value of Ui(A) for a given A. In Table 1 are shown the values of Ui(A), for both step 
sizes, for values of A from zero to 0.3. In both cases, the numerical solution continued to yield 
finite real results well beyond the bifurcation point A = l/4. 
Next, the modified Davidenko procedure was implemented using a step size, AA, of 0.01. 
These values are also shown in Table 1. In this case, however, exponent ovefiow occurred just 
beyond the bifurcation, stopping the calculation. 
Table 1 also contains the exact solution from (32). For A less than 0.25, both methods yield 
reasonably accurate results. No attempt has been made to determine the effects of further 
reductions in step size. 
5.DISCUSSION 
We have indicated a modification of the method proposed by Davidenko for solving a set of 
nonlinear equations, and we have demonstrated the computational efficacy of the modified 
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Table 1. Numerical results for U;(A) 
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Modified 
Davidenko 
Davidenko method method 
A Analytical (A = 0.01) (A = 0.001) (A = 0.01) 
0.0 
0.05 
0.10 
0.15 
0.20 
0.21 
0.22 
0.23 
0.24 
0.25 
0.26 
0.27 
0.28 
0.29 
0.30 
1.0000 
1.0557 
1.1270 
1.2251 
1.3820 
1.4286 
1.4854 
1.5590 
1.6667 
2.LWOO 
- 
- 
- 
- 
- 
1.0000 
1.0557 
1.1270 
1.2251 
1.3820 
1.4286 
1.4855 
1.5592 
1.6674 
1.9391 
2.8347 
2.4495 
2.3399 
2.5532 
2.4270 
1.0000 
1.0557 
1.1270 
1.2250 
1.3820 
1.4p4 
1.4852 
1.5587 
1.6662 
1.9751 
3.1066 
2.9535 
2.8115 
2.6779 
2.55 19 
1.woo 
1.0557 
1.1270 
1.2251 
1.3820 
1.4286 
1.4854 
I .5589 
1.6654 
1.8771 
5.2229 
- 
- 
- 
- 
procedure. Its primary advantage is that the need for solving linear algebraic equations or 
inverting matrices is eliminated. 
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