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Re´sume´ – Le mode ste´re´ophonique matrice´, ou ste´re´o MS, permet d’ame´liorer l’efficacite´ d’un codeur MPEG AAC lorsque les canaux gauche
et droite sont fortement corre´le´s. Toutefois, la proce´dure d’optimisation est complique´e par le fait que le crite`re perceptuel de qualite´ ne porte
plus sur les signaux quantifie´s. Nous proposons une nouvelle me´thode d’optimisation faisant appel a` un mode`le statistique de la quantification,
qui s’ave`re plus efficace que la me´thode standard.
Abstract – The MS stereo mode improves the efficiency of a MPEG Advanced Audio Coder when Left and Right channels are highly correlated.
Yet, the optimization procedure is more complex, as since the perceptual criteria does not depend on the quantized channels. We propose a new
optimization method based on a statistical model for the quantization. Compared to the standard algorithm, this new method improves the audio
quality.
1 Introduction
Le MPEG AAC (Advanced Audio Coder) est aujourd’hui
la norme de compression des signaux audio la plus efficace.
Spe´cifie´ dans MPEG-2 [1] puis inte´gre´ a` la norme MPEG-4,
ce codeur fre´quentiel est construit autour d’une transforme´e
en cosinus discre`te modifie´e (MDCT). Son mode de fonction-
nement classique consiste a` minimiser la distorsion perc¸ue par
l’auditeur sous contrainte de de´bit.
Pour le codage de signaux ste´re´ophoniques, le mode
LR, ou double-mono, consiste a` coder les canaux L (voie
gauche) et R (voie droite) comme des signaux monophoniques
inde´pendants, le de´bit e´tant identiquement distribue´ entre les
deux. Lorsque les signaux des canaux L et R sont forte-
ment corre´le´s, ce qui est relativement fre´quent en ste´re´ophonie,
cette me´thode est peu efficace. On lui pre´fe`re alors le mode
MS, ou ste´re´ophonie matrice´e, qui consiste a` augmenter la
de´corre´lation inter-canaux par matric¸age. Les canaux code´s
puis transmis sont de´nomme´s M (voie milieu) et S (voie de
coˆte´s). Apre`s de´codage, le matric¸age inverse est applique´
avant la restitution des signaux. Cette me´thode permet sou-
vent d’ame´liorer l’efficacite´ du codage, mais complique la
proce´dure d’optimisation.
Dans cet article, nous commenc¸ons par de´crire l’algorithme
d’optimisation standard pour le mode MS dont nous montrons
qu’il ne respecte pas les principes de psychoacoustique utilise´s
en codage audio. Nous proposons alors une nouvelle me´thode
d’optimisation utilisant un mode`le statistique de la quantifica-
tion. Le nouvel algorithme est enfin compare´ a` l’algorithme
standard.
2 Me´thode standard en mode MS
2.1 Quantification
Dans cette section, nous de´crivons la quantification du signal
porte´ par un seul canal. En sortie de la transforme´e, les coeffi-
cients spectraux correspondant a` la feneˆtre d’analyse courante
sont regroupe´s en sous-bandes fre´quentielles de longueur vari-
able, puis sous-quantifie´s au moyen d’un quantificateur scalaire
non-uniforme. La re´solution peut eˆtre fixe´e inde´pendamment
dans chaque sous-bande par le choix d’un parame`tre entier, ap-
pele´ facteur d’e´chelle. Les formules de quantification directe et
inverse pour les coefficients spectraux
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
, s’e´crivent sous la forme suivante :
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 de´signe le facteur d’e´chelle et  une fonction
d’arrondi. Pour simplifier l’e´criture, nous utiliserons la vari-
able    
  , que nous appelons parame`tre d’e´chelle.
Le choix de   de´termine la puissance d’erreur de quantifi-
cation, c’est-a`-dire la distorsion, ainsi que le nombre de bits
ne´cessaire a` la repre´sentation binaire des indices    et du fac-
teur d’e´chelle  , c’est-a`-dire le de´bit.
Lorsque la quantification est applique´e a` des canaux directe-
ment restitue´s a` l’auditeur, par exemple L et R en mode LR, la
psychoacoustique donne un crite`re de transparence sonore : il
suffit que la puissance de l’erreur de quantification dans chaque
sous-bande reste infe´rieure au seuil de masquage, calcule´ par le
mode`le psychoacoustique. A de´bit fixe, il arrive fre´quemment
que la transparence ne soit pas atteignable. Un algorithme
d’optimisation de´termine alors les facteurs d’e´chelle de telle
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Figure 1: Sche´ma d’un codeur-de´codeur MPEG-AAC en mode MS.
sorte que l’erreur soit la moins geˆnante possible.
2.2 Algorithme d’optimisation
En mode ste´re´o MS, le matric¸age est applique´ dans le do-
maine temporel, avant la MDCT (voir figure 1). On note    ,
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respectivement les signaux sur les canaux
L, R, M et S. La transformation directe s’e´crit :
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Apre`s la MDCT, la quantification et le codage binaire sont
applique´s inde´pendamment aux coefficients spectraux sur les
canaux M et S, note´s 
 
et 	
 
. Comme ces canaux ne
seront pas directement restitue´s a` l’auditeur, il n’est pas pos-
sible d’appliquer tel quel le mode`le psyachoacoustique. La
me´thode classique consiste alors a` ajouter une extension au
mode`le psychoacoustique, appele´e Imaging Control Process
[1], afin qu’il calcule des pseudo-seuils de masquage pour les
canaux M et S. Le respect de ces pseudo-seuils est suppose´
e´quivalent au respect des seuils re´els, si le mode LR e´tait utilise´
au lieu du mode MS.
La re´partition du de´bit entre les canaux est aussi un point
de´licat du mode MS. La re´partition optimale n’est en ge´ne´ral
pas e´gale, car les puissances des signaux    et    sont
d’autant plus diffe´rentes que les signaux     et    sont
corre´le´s. Une solution classique consiste a` utiliser un crite`re
d’entropie perceptuelle, qui donne la borne infe´rieure de de´bit
pour une distorsion donne´e (voir Johnston [2, 3]).
2.3 Discussion
La me´thode standard de´crite pre´ce´demment est
the´oriquement efficace, pourvu que les pseudo-seuils de
masquage soient significatifs. Afin de le ve´rifier, nous re´glons
un codeur AAC en mode MS de telle sorte que le de´bit soit
minimum sous contrainte de masquage. Nous utilisons une
version souple de la contrainte qui consiste a` imposer une
valeur minimale, note´e 
, a` la probabilite´ de respect du seuil
de masquage dans chaque sous-bande et pour chaque canal :
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le pseudo-seuil de masquage. On choisit typiquement une
valeur de 
 proche de 1. Nous prenons 
   . En d’autres
termes, nous re´glons le codeur de manie`re a` ce que les seuils
de masquage soint respecte´s 95 % du temps. Cette formulation
du proble`me permet d’approcher de manie`re simple et fiable
la solution optimale au moyen d’un mode`le statistique de la
quantification (voir [4]).
Apre`s de´codage, nous calculons l’erreur de quantification
sur les canaux L et R, et comparons sa puissance dans chaque
sous-bande aux seuils de masquage re´els, calcule´s sur ces
meˆmes canaux. Les mesures de probabilite´ de respect du seuil
sont pre´sente´es dans le tableau 1. On constate que la con-
trainte est ve´rifie´e lors de la quantification, mais plus apre`s
de´matric¸age. Il n’y a donc pas d’e´quivalence entre seuils re´els
et pseudo-seuils.
signal canal M canal S canal L canal R
Cocaine 0.96 0.96 0.48 0.52
Revolution 0.96 0.96 0.58 0.41
Table 1: Probabilite´ de respect du seuil de masquage en mode
MS avec la me´thode standard, a` la sortie du quantificateur (M
et S) et apre`s de´matric¸age (L et R).
3 Nouvelle me´thode
Afin de proposer une me´thode d’optimisation plus efficace,
nous abandonnons le principe des pseudo-seuils de masquage
et proposons de re´gler la quantification sur les canaux M et
S en e´valuant le crite`re de distorsion sur les canaux L et R
apre`s de´matric¸age, ce qui ne´cessite uniquement de connaıˆtre
les seuils de masquage re´els.
3.1 Enonce´ du proble`me d’optimisation
Nous avons montre´ (voir [4]) que la solution du proble`me
classique d’optimisation, consistant a` minimiser la distorsion
perc¸ue sous contrainte de de´bit, peut eˆtre atteinte en re´solvant
plusieurs fois un second proble`me, plus simple, qui consiste a`
minimiser le de´bit sous une contrainte de distorsion semblable
a` l’ine´quation (4), a` ceci pre`s que le seuil de puissance n’est
pas ne´cessairement un seuil de masquage. Nous qualifions ce
second proble`me de primal, alors que le proble`me classique est
appele´ dual.
Dans le cadre de l’optimisation en mode MS, le proble`me
primal peut s’exprimer sous la forme suivante : e´tant donne´s
des seuils
   


et
    


portant sur la puissance d’erreur
de quantification sur les canaux L et R apre`s de´matric¸age, on
cherche les parame`tres d’e´chelle  et   , re´glant la quantifi-
cation des canaux M et S, de telle sorte que le de´bit total soit
minimum sous la contrainte de distorsion suivante :
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En supposant que le de´bit est une grandeur additive suivant
les sous-bandes, ce qui est approximativement exact dans un
codeur AAC, ce proble`me peut eˆtre re´solu inde´pendamment
par sous-bande.
3.2 Mode`le statistique de l’erreur de quantifica-
tion en sous-bande
Dans chaque sous-bande, nous cherchons a` caracte´riser la
loi des variables ale´atoires

 

et

  

en fonction de 
et   , afin d’obtenir une forme plus explicite des contraintes
(5). Nous avons pre´sente´ pre´ce´demment (voir [4]) un mode`le
statistique de la puissance d’erreur en sous-bande s’appliquant
aux canaux quantifie´s. Conside´rons une sous-bande  partic-
ulie`re et notons 
 	 
et 
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la moyenne et la variance de
la variable ale´atoire 
 	 
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repre´sentant la puissance d’erreur
sur le canal X dans cette sous-bande. Nous avons montre´ que,
lorsque la re´solution du quantificateur est suffisante, 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une loi gaussienne de parame`tres :
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repre´sente la largeur de la sous-bande, en nombre
de composantes spectrales.

	 et

	 sont des parame`tres
de´pendant uniquement de la fonction d’arrondi R et des mo-
ments des composantes spectrales dans la sous-bande. Dans
notre cas, X peut de´signer les canaux M et S, mais pas L et R
qui ne sont pas directement quantifie´s.
Cette mode´lisation suppose que les composantes spec-
trales de l’erreur sur M et S sont des variables ale´atoires
inde´pendantes et identiquement distribue´es dans la sous-bande.
Nous pouvons aussi conside´rer qu’il y a inde´pendance inter-
canaux, car l’erreur de quantification peut eˆtre conside´re´e
comme inde´pendante du signal en haute re´solution. Alors, il
est possible de relier les moments de
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, qui suivent la meˆme loi selon ce mode`le,
s’e´crivent comme la somme d’un grand nombre de variables
inde´pendantes qui sont les erreurs par par raie spectrale. Il est
donc raisonnable se supposer que cette loi est aussi gaussienne.
Les contraintes (5) sont alors e´quivalentes a` l’ine´quation suiv-
ante :
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En line´arisant l’e´cart-type par un de´veloppement au premier or-
dre, valable lorsque  
!
est proche de 1, c’est-a`-dire lorsque les
facteurs d’e´chelle des canaux M et S ne sont pas tre`s diffe´rents,
on peut e´crire cette contrainte sous la forme :
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3.3 Algorithme d’optimisation
Dans la section pre´ce´dente, nous avons obtenu, moyennant
certaines approximations, une expression simplifie´e (12) de la
contrainte de distorsion (5). La recherche de la solution du
proble`me d’optimisation primal suppose que l’on connaisse la
relation liant  et   au nombre de bits consomme´. Nous
avons montre´ qu’un mode`le log-line´aire est une approximation
valide dans le cas du codeur AAC. Nous cherchons donc a` min-
imiser la fonction de couˆt suivante :
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On montre que la solution optimale est alors :
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avec X = M,S. La valeur correspondante du facteur d’e´chelle
n’e´tant pas toujours entie`re, nous arrondissons le facteur
d’e´chelle a` l’entier le plus proche.
Nous avons donc re´solu le proble`me d’optimisation primal.
Pour re´soudre le proble`me dual qui nous inte´resse directement,
nous mettons en oeuvre une me´thode similaire a` une alloca-
tion de bits ite´rative : on initialise le seuil


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avec les
seuil de masquage calcule´s sur les canaux L et R puis on re´sout
le proble`me primal. Tant que le nombre de bits de codage
de´passe la limite impose´e par la contrainte de de´bit, on rele`ve
 


et on re´sout a` nouveau le proble`me primal. On re-
marque qu’on n’applique l’algorithme qu’une seule fois pour
les deux canaux. La re´partition du de´bit entre les canaux est
donc implicite avec cette me´thode, et ne ne´cessite pas de crite`re
spe´cifique.
4 Re´sultats
D’une part, de meˆme que dans la section 2.3, nous
mesurons la probabilite´ de respect du seuil de masquage apre`s
de´matric¸age avec le nouvel algorithme. Comme le montrent les
re´sultats du tableau 2, le taux de respect du seuil est maintenant
tre`s proche de la valeur 
    vise´e. Notre mode`le permet
donc une prise en compte satisfaisante du seuil de masquage.
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Figure 2: Mesures de NMR (valeur moyenne et intervalle a`     
 ) sur les fichiers Cocaine (a` gauche) et Revolution (a` droite)
pour trois modes ste´re´ophoniques. Le de´bit est donne´ pour les deux canaux.
signal canal L canal R
Cocaine 0.94 0.95
Revolution 0.97 0.93
Table 2: Probabilite´ de respect du seuil de masquage apre`s
de´matric¸age, en mode MS, avec la nouvelle me´thode.
D’autre part, nous re´alisons le codage et le de´codage de
signaux audio re´els, pour deux valeurs de de´bit classiques :
96 kbit/s et 128 kbit/s (pour les deux canaux). Des cam-
pagnes de tests d’e´coute normalise´s n’ayant pas pu eˆtre orga-
nise´es, nous utilisons un crite`re d’e´valuation objectif de qualite´
dit ”NMR”, propose´ par K. Brandenburg et al. (voir [5]).
La qualite´ est d’autant meilleure que le NMR est fortement
ne´gatif. Les re´sultats sont pre´sente´s en figure 2 pour deux
fichiers audio de re´fe´rence, e´chantillonne´s a` 48 kHz et d’une
dure´e d’environ 6.5 s. Sur Cocaine (J.J. Cale, “Cocaine”), ou`
la corre´lation des signaux L et R est plutoˆt faible (coefficient
de corre´lation normalise´     ), le mode MS ame´liore
le´ge`rement la qualite´ par rapport au mode LR. Sur Revolution
(T. Chapman, “Talkin’ about revolution”), ou` la corre´lation
est forte (coefficient de corre´lation normalise´     ),
l’ame´lioration apporte´e par le mode MS est plus importante.
Dans les deux cas, notre me´thode produit un signal de meilleur
qualite´ que la me´thode standard. Le fait que l’ame´lioration soit
plus importante a` 128 kbit/s vient vraisemblablement de ce que
l’hypothe`se haute-re´solution est plus souvent ve´rifie´e a` de´bit
e´leve´.
5 Conclusion
Dans cet article, nous conside´rons le mode ste´re´o MS (ste´re´o
matrice´e) du codeur MPEG AAC qui permet d’ame´liorer
l’efficacite´ du codage par rapport au mode LR (double-mono),
mais qui complique aussi la proce´dure d’optimisation. En
effet, les signaux quantifie´s ne sont pas directement e´coute´s
par l’auditeur, d’ou` une inade´quation entre les re´sultats du
mode`le d’audition et le crite`re de distorsion utilise´ lors de
l’optimisation. La me´thode classique n’est pas satisfaisante car
le crite`re perceptuel du mode MS n’est pas cohe´rent avec celui
du mode LR, qui est plus fiable. En outre, la re´partition op-
timale du de´bit entre les canaux n’est pas assure´e. Nous pro-
posons alors de conserver le crie`re perceptuel du mode LR,
et d’utiliser un algorithme d’optimisation diffe´rent incluant un
mode`le statistique de la quantification. Cette me´thode per-
met d’ame´liorer la qualite´ sonore, au sens du crite`re de NMR
moyen, ainsi que de re´soudre naturellement le proble`me de la
re´partition de de´bit entre les canaux.
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