ABSTRACT The Hamy Mean (HM) operator is a useful aggregation tool characterized by considering the correlation between multiple integral parameters. The linguistic intuitionistic fuzzy numbers (LIFNs) use linguistic variables (LVs) to represent membership degree (MD) and non-membership degree (NMD), which can flexibly and accurately represent the ambiguity in the actual decision problem. Based on the operational laws of LIFNs, we extend the HM operator to the LIFNs, and put forward the HM operator for LIFNs (LIFHM) and the weighted HM operator for LIFNs (WLIFHM). In addition, we discuss the properties of LIFHM and WLIFHM operators and some special cases, then we propose a multiple-attribute group decision making (MAGDM) method based on the WLIFHM operator. Lastly, a practical example is given to illustrate the effectiveness of the proposed operators by comparing it with different methods.
received a lot of attentions. LIFNs were combined with different operators. Peng et al. [35] proposed a decision-making method based on the LIFNs and Frank Heronian mean (HM ' ) operator. Liu et al. [26] extended the partitioned Heronian mean to LIFNs. Because Heronian mean operator could only consider the relationship between two attributes, Liu and Qin [28] proposed maclaurin symmetric mean (MSM) operators for LIFNs, which could consider the relationship between multiple attributes through parameter adjustment. Liu and Wang [30] researched and discovered some shortcomings of the LIFNs operation rules. After improving the rules, the LIFNs were combined with the power average operator which could reduce the influence of abnormal data in the aggregation process. Arora and Garg [1] put forward a MAGDM method based on LIFNs and prioritized aggregation operators, which could consider the priority relationship between attributes. Tang and Meng [41] proposed some linguistic intuitionistic fuzzy Hamacher aggregation operators. Garg and Kumar [10] enhanced the LIFNs with the set pair analysis theory and hence defined the linguistic connection number (LCN) and its various operational laws. In terms of combining with methods, Ou [33] proposed a TOPSIS method based on LIFNs and Li et al. [17] proposed an extended VIKOR method with LIFNs. Zhang et al. [56] put forward an extended outranking approach for decision-making problems with LIFNs. In practical applications, Liang and Wang [19] combined LIFNs and cloud decision support model with sentiment analysis for product selection in E-commerce. Peng and Wang [34] put forward a cloud decision model for selecting sustainable energy crop based on LIFNs information.
Information aggregation operators are very important tool in decision making and a number of research results are obtained [5] , [24] , [29] , [31] , [39] , [42] . In general, researchers mainly studied information aggregation operators from two aspects: functions and operational laws. In functions, traditional information aggregation operators could only integrate a set of real numbers into a real number, such as ordered weighted averaging aggregation operators [52] , power average operator [53] , Bonferroni mean (BM) operator [4] and so on. Further, some extended operators had been developed which could aggregate fuzzy information. Beliakov and James [3] proposed generalized BM operator which could consider the correlation between any two aggregation parameters. But it usually ignored the interrelationships between the criteria and itself. Sýkora [40] put forward the HM ' operator and it could solve the weakness of BM operators. Both of them couldn't consider the correlation among three or more parameters, however, it is necessary to take the relationship among multi-attributes into account in the actual MAGDM issues.
Harae et al. [11] first proposed HM operator which could reflect the correlation among multiple parameters by adjusting parameter values. After that, Liu et al. [27] discussed some intuitionistic uncertain linguistic HM operators. Qin [37] developed interval type-2 fuzzy HM operators. Wu et al. [47] researched on construction engineering project risk assessment with some 2-tuple linguistic neutrosophic HM operators. Deng et al. [7] put forward some 2-tuple linguistic pythagorean HM fuzzy operators. Li et al. [18] extended the HM operator with pythagorean fuzzy numbers to propose pythagorean fuzzy HM operator and weighted pythagorean fuzzy HM operator. Wei et al. [44] proposed dual hesitant pythagorean fuzzy HM operators.
Until now, the HM operator cannot process the information expressed by the LIFNs. Because there are many advantages for LIFNs which combined IFNs with LVs and better handles complex fuzzy information, at the same time, HM operator can capture the correlation among multiple parameters, it is necessary to extend the HM to process the LIFNs, and propose some new HM operators for LIFNs. There are three main advantages in new operators: firstly, they are better deal with fuzzy information by describing MD and NMD by the LVs; secondly, they can consider the relationships among multiple parameters; lastly, there are more flexible than other aggregation operators based on adjustable parameter values. So in this article, we will accomplish the following goals. The rest of this article is organized as follows. In section 2, we introduce some basic concepts of LIFNs and HM operator, including definitions, properties, and operational laws. In section 3, we combine the HM operator and LIFNs, and propose the LIFHM operator and WLIFHM operator. In section 4, we propose a MAGDM method based on WLIFHM operator. In section 5, we solve a practical problem with the proposed method and compared it with the existing method. In section 6, we give the conclusions.
(
The operational results are still LIFNs. 8] , and λ = 0.5, then we have Definition 3 [6] : There are the following operational properties about LIFNs according to the above operational rules.
Definition 4 [6] : Let γ = s p, s q ∈ [0,t] , and let However, in practical applications, these conditions cannot always be met. Based on the Ls(γ ) and Lh(γ ), Bonferroni [4] defined a comparison method between LIFNs.
Definition 5 [6] : ,8] . According to definitions 4 and 5, we get
Then we can conclude that γ 3 γ 1 γ 2 .
B. HM OPERATOR Definition 6 [11] : The definition of the HM operator is as follows:
where x is a parameter and
The HM operator has the following properties:
HM operator also has two special cases.
(1) When x = 1, HM (1) 
becomes the arithmetic mean operator.
becomes the geometric mean operator.
III. THE HM OPERATORS FOR LIFNs
In this section, we extend the application of the HM operator to LIFNs, resulting in two new operators, the LIFHM operator and the WLIFHM operator.
A. THE LIFHM OPERATOR Definition 7: Let γ i = s pi , s qi (i = 1, 2, · · · , k) be a collection of LIFNs, then the definition of the LIFHM operator is as follows:
where x is a parameter and 
Proof: (1) First, we show that (19) is present.
According to the operational laws of LIFNs reviewed in sub-section 2.1, we get
(2) Next, we prove (19) is a LIFN.
It is next proved that the formula (19) satisfies two conditions.
i.e., 0 ≤ p ≤ t.
Similarly, we can get
(ii) Obviously, p + q ≥ 0, then
It is obvious that the aggregated result of formula (19) is a LIFN. Through the analysis of (1) and (2), theorem 1 is proved.
Next, we study some properties of LIFHM operator.
Property 1 (Idempotency): If γ i (i = 1, 2, · · · , k) and γ are LIFNs, and
Proof: Since γ = s p , s q , based on theorem 1, we have
Proof:
Similarly, we have
and Ls (γ ), Ls (π) be the score values of γ and π respectively. According to formula (15) and the above inequality, we can get Ls (γ ) ≥ Ls (π), and then we will discuss it separately.
Since p i ≥ a i , q i ≤ b i and based on the equations (15∼16), we can deduce that
Therefore, it follows that
Proof: Based on properties 1 and 2, we have
Below we give some special cases of the LIFHM operator caused by different values of the parameter.
Case 1: When x = 1, the LIFHM operator will become arithmetic average operator of LIFNs [49] .
Case 2: When x = k, the LIFHM operator will reduce to geometric average operator of LIFNs [51] .
Then we use the proposed LIFHM operator to aggregate four LIFNs.
For s p , we have 
By the same method, we can get s q . At last, we get LIFHM (2) 
B. THE WLIFHM OPERATOR
In practical problems, different attributes often have different importance, and different attribute weights may lead to different decision results, but the LIFHM operator does not consider the attribute weight problem. So in this section we present the WLIFHM operator that considers the weight of the attributes.
Definition 8: 
Proof: (1) First of all, we prove that (27) is kept. when 1 ≤ x < k, according to the operational laws of LIFNs reviewed in sub-section 2.1, we get
(2) Next, we prove the (27) is a LIFN.
Next prove that the following two conditions are met.
i.e., 0 ≤ p ≤ t. Similarly, we can get
i.e., 0 ≤ q ≤ t.
(ii) Since 0 ≤ p + q ≤ t, we get
= t when x = k, it is easy to prove. Thus the aggregation result obtained according to definition 7 is a LIFN. According to the discussion of (1) and (2), theorem 2 is proved.
Next, we shall deduce some desirable properties of WLIFHM operator.
Property 5 (Idempotency): If γ i (i = 1, 2, · · · , k) are equal, i.e., γ i = γ = s p , s q , and weight vector meets
Proof: Since γ = s p , s q , based on theorem 2, we get
This proves the idempotency of the WLIFHM operator. ω i = 1, the weights of γ and π are equal, then we have
Property 6 (Monotonicity):
and Ls (γ ), Ls (π ) be the score values of γ and π, respectively. According to formula (15) and the above inequality, we can get Ls (γ ) ≥ Ls (π), and then we will discuss it separately.
(1) If Ls (γ ) > Ls (π ), then we can get WLIFHM
. when x = k, We can prove it in a similar way.
Property 7 (Boundedness):
Proof: Based on properties 5 and 6, we have 
Next, we will deduce some particular cases of the WLIFHM operator for different valuex.
Case 1: When x = 1, the WLIFHM will reduce to the following form:
Case 2: When x = k, the proposed WLIFHM operator will reduce to the following form:
IV. A MAGDM APPROACH BASED ON THE PROPOSED WLIFHM OPERATOR
In this section, we will propose a method for dealing with MAGDM problems in the form of LIFNs based on the WLIFHM operator. Let X = {x 1 , x 2 , · · · , x m } be a set of alternatives, and C = {c 1 , c 2 , · · · , c n } be a collection of attributes, the weighting vector of attributes be ω 
In the end, we have to sort all the options and choose the best one.
Below, we give the detailed steps to resolve the MAGDM problem.
Step 1: Normalize the decision matrix. Because there are both cost-type attributes and revenuetype attributes, we need to convert the attributes for cost- type to revenue-type, and the transformed decision matrix is expressed by
, the specific conversion is shown as follow. Step 2: Use the WLIFHM operator to assemble expert opinions and obtain the evaluation values under different attributes of each alternative.
Step 3: The final evaluation value of each alternative is obtained by using WLIFHM operator.
Step 4: The Ls(γ ) and Lh(γ ) are obtained according to the formula (15) (16) given in Definition 4.
Step 5: Get the sorting result of all alternatives {x 1 , x 2 , · · · , x m }.
V. AN ILLUSTRATE EXAMPLE
In this section, we will solve a concrete example with the proposed method. A company wants to select a supplier and now there are four suppliers as candidates A = {a 1 , a 2 , a 3 , a 4 }. We evaluate each supplier from five aspects C = {c 1 , c 2 , c 3 , c 4 , c 5 }, which are ''production cost'', ''production quality'', ''supplier's service performance'', ''the profile of supplier'' and ''risk factor''. The weight vector of attributes is ω = (0. (b = 1, 2, 3, 4) are shown in tables 1-4. In this evaluation, the LMD s p in LIFNs can be regarded as the preference of DMs, the LNMD s q is regarded as the non-preference. Let us take the second DM's evaluation for the third attribute of the first supplier as an example. From the aspect of preference, the DM believes that the supplier's service is good, that is to say, the LMD is s 6 ; However, the DM is also dissatisfied with some of the supplier's services, and the non-preference is relatively low, which is poor. In other words, LNMD is s 2 , Therefore, the second DM's evaluation for the third attribute of the first supplier's service is (s 6 , s 2 ). And the ultimate goal is to sort and optimize the four suppliers.
A. DECISION-MAKING PROCESS
Step 1: Since the given attributes are all income types, there is no need to standardize the matrix.R 1 ∼R 4 .
Step 2: Using the WLIFHM operator, the evaluation values of different schemes under each attribute are obtained, and the evaluation matrixR = γ ij m×n is obtained. (suppose x = 2).
Step 3: All the attribute values are assembled using the WLIFHM operator to obtain the final evaluation results. (suppose x = 2),. Step 4: Calculate the score value for each alternative.
Ls (γ 1 ) = 3.1019, Ls (γ 2 ) = 4.5082, Ls (γ 3 ) = 2.7203, Ls (γ 4 ) = 3.1635.
Step 5: Sort the four alternativess based on the score value.
The result shows that the best supplier is the second a 2 . There is a parameter x in the WLIFHM operator, and we take a value of 2 during the calculation. But considering that the parameter values may affect the final sorting result, we will perform parameter analysis next. The results are shown in Table 6 .
From table 6, we can get the following conclusions. when x = 1, the sorting of alternatives is a 2 a 1 a 4 a 3 , and the best choice is a 2 . when x = 2, 3, 4, the sorting of alternatives is a 2 a 4 a 1 a 3 , and the best choice also is a 2 .
We found that the final ordering also changed slightly when the parameters changed. When the parameter value is1, it is different from the order when the parameter is 2, 3, 4. However, when x = 1, the relationship between the attributes is not considered, and when x = 2, 3, 4 the relationship between different attributes is considered. This shows that the WLIFHM-based method proposed in this paper is more flexible and adaptable in information aggregation, and makes full use of parameter changes to solve the MAGDM problem of interrelationship between attributes. In addition, we can also find that the score value of each alternative decreases as the parameter x increases, which reflects the risk preference of DMs under actual conditions. In practical problems, DMs can choose the appropriate parameter values based on risk preferences. If the DMs has no special preference, that is, risk neutral, the parameter x = n 2 is taken in the calculation process. Notation [] represents the round function, and nrepresents the number of attributes. [38] If the DM is a risk seeker, the parameter x > n 2 is usually taken, and the larger the parameter is, the more risk preferences the expert has. If the DM is a risk averse person, the parameter x < n 2 is usually taken, and the more the risk-averse DM chooses the smaller parameter. 
B. COMPARISON WITH OTHER APPROACHES
We will use the other three methods to calculate this instance, and compare and analyze the decision results gotten by these methods. The first method is based on the LIFWA and LIFHA operators proposed by Chen et al. [6] ; the second method is based on BM operator proposed by Wei et al. [45] ; the last method is based on Heronian Mean (HM) operator proposed by Liu et al. [32] .
Because Chen et al.'s method [6] also uses the LIFNs, we do not need to transform the decision matrix. Firstly, the LIFWA operator is used to obtain the preference of each expert for each alternative. Second, the experts' opinion is aggregated by the LIFHA operator. Finally we calculate the score for each alternative, and get Ls(γ 1 ) = 3.689; Ls(γ 2 ) = 4.782; Ls(γ 3 ) = 3.078; Ls(γ 4 ) = 3.452. so the ranking is a 2 a 1 a 4 a 3 .
Because Wei et al.'s method [45] uses ULVs, we need to convert the LIFNs to ULVs according to remark 1 in subsection 2.1. Firstly, the evaluation result of each attribute of each alternative is obtained, then we use the ULWBM operator (when p = q = 1) to calculate the transformed decision matrix, and then the comprehensive evaluation result of each alternative is obtained. In the end, the alternative is sorted by the comparison method given by Wei et al. [45] , and the sorting result is a 2 a 4 a 1 a 3 .
To calculate this example by Liu et al.'s method [32] , we still need to convert the LIFNs into the ULVs, and then use the generalized uncertain linguistic weighted HM (GULWHM) operator (when p = q = 1) to aggregate the expert and attribute information. The final ranking result is a 2 a 4 a 1 a 3 .
The sorting results produced by these methods are shown in table 7.
In the following, we will do a comparative analysis based on tables 6 and 7.
(1) The results obtained from four different methods are basically same as one obtained with the method proposed in this paper. Specifically, the best solution is the second supplier and the worst one is the third.
(2) According to tables 6 and 7, we can get that the ranking result by the LIFWA operator [6] is same as the method we mentioned when x = 1 and the ranking is a 2 a 1 a 4 a 3 . Obviously, these results are reasonable because the method in [6] and the method in this paper when x = 1 doesn't consider the interrelationships, they can get the same decision result. However, in our method, when x takes 2, 3, or 4, the results are different from that produced by the LIFWA operator. This is because the proposed method in this paper when x takes 2, 3, or 4 considers the interrelationships among 2 to 4 aggregating parameters while the method in [6] doesn't consider the interrelationships. Obviously, comparing with the method in [6] , the proposed method in this paper can select whether the relationship among input parameters is considered, when x = 1, it doesn't consider the relationship of attributes and when x takes 2, 3, or 4, it considers the interrelationships among 2 to 4 aggregating parameters, while the method in [6] doesn't consider the relationship of attributes, so the proposed method in this paper is better than the method in [6] .
(3) When parameter x takes 2, 3, or 4, the proposed method in this paper gives the same ranking result as that produced by Wei et al.' method [45] , which is a 2 a 4 a 1 a 3 . When x = 1, our method produces the sorting a 2 a 1 a 4 a 3 , and in this case, the ranking results of two methods are no longer the same. Because the ULWBM operator in [45] can reflect the correlation between two parameters, and the proposed WLIFHM operator when x = 2 also reflects the relationship between two input parameters, these two methods give the same result, which also proves the validity and rationality of the proposed WLIFHM operator. Although the results are the same when the parameter x takes 3 or 4, our method can reflect the relationship among 3, or 4 parameters, while Wei's method has not this function. This shows that our method has stronger data mining capability. In addition, the ULWBM operator in [45] needs to input two parameters, and our method only needs one parameter, so the proposed method is also simpler. In a word, the proposed method is better than the method in [45] , and the method in [45] is a special case of our method when x = 2.
(4) Liu et al.'s method [32] and our method have the same result when parameter x takes 2, 3, and 4. This proves the validity of the proposed method. In addition, similar to Wei et al.' method [45] , Liu et al.'s method [32] can only consider the relationship between any two parameters, while the proposed method can select whether relationship among input parameters is considered, when x = 1, it doesn't consider the relationship of attributes and when x takes 2, 3, or 4, it considers the interrelationships among 2 to 4 aggregating parameters. Obviously, the proposed method is better than the method in [32] .
In general, our approach is effective and our approach is superior compared to the three approaches described above in processing the MAGDM problems.
VI. CONCLUSION
The HM operator can take into account the correlation between multiple different attributes, and LIFNs can accurately represent complex fuzzy information. So in this paper, the application of the HM operator is extended to the LIFNs, and two new operators, the LIFHM and WLIFHM operators are obtained. Firstly, we propose LIFHM and WLIFHM operator. Secondly, we present a MAGDM method based on the new operator. Finally, the proposed method is applied to practical problems and we compare it with other methods. One of the salient features of the proposed operators is that it can select whether relationship among input parameters is considered, when x = 1, it doesn't consider the relationship of attributes and when x takes 2, 3, or 4, it considers the interrelationships among 2 to 4 aggregating parameters, so it is more flexible to solve the real MAGDM problem by changing the parameter values. Another notable feature of these operators is that they are a generalization of some existing aggregation operators. In addition, the proposed method has a feature that LIFNs processes fuzzy information more effectively. In further research, we can apply the suggested operators to other practices, such as Environment evaluation [12] , [14] , [46] , [57] and so on.
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