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a b s t r a c t
An st-orientation or bipolar orientation of a 2-connected graph G is an orientation of its
edges to generate a directed acyclic graph with a single source s and a single sink t . Given
a plane graph G and two exterior vertices s and t , the problem of finding an optimum st-
orientation, i.e., an st-orientation inwhich the length of a longest st-path is minimized, was
first proposed indirectly by Rosenstiehl and Tarjan in and then later directly by He and Kao
in . In this paper, we prove that, given a 2-connected plane graph G, two exterior vertices
s, t , and a positive integer K , the decision problem of whether G has an st-orientation,
where the maximum length of an st-path is ≤ K , is NP-Complete. This solves a long
standing open problem on the complexity of optimum st-orientations for plane graphs.
As a by-product, we prove that the NP-Completeness result holds for planar graphs as
well.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Given a 2-connected graph G = (V , E) and two vertices s, t ∈ V (G), an st-orientation (also known as bipolar orientation
or st-numbering [4]) is an orientation of the edges of G, such that a directed acyclic graph with s as the single source and t
as the single sink is produced. In this paper, we focus on st-orientations for plane graphs. A planar graph is a graph which
can be drawn in the plane so that the edges do not intersect at any point other than their end vertices. A planar graph with
a fixed planar embedding is called a plane graph. A plane graph divides the plane into regions which are called faces. The
unbounded region is called exterior face. A vertex is an exterior vertex if it belongs to the exterior face.
The properties of st-orientations have been extensively studied [9,10,16] and st-orientations have wide applications in
graph drawing [14], network routing [1,11] and graph partitioning [12]. Starting with an undirected 2-connected graph
G, many graph drawing algorithms use an st-orientation of G in order to compute drawings of G, such as hierarchical
drawings [2], visibility representations [17] and orthogonal drawings [13]. Additionally, the length of the longest st-path
(an st-path is a directed path from s to t) determines certain characteristics of the drawing. The complexity of the problem
of finding an optimum st-orientation for general graphs has been shown to be NP-Hard by Gallai in 1968 [5,15]. However,
the complexity of the problem of finding an optimum st-orientation for a plane graph, i.e., one that minimizes the length of
its longest st-path remained open for over two decades, as the question was first proposed in 1986 [16] for planar layouts of
planar graphs. Later, the same question was proposed in [8] for planar graph drawings in 1995. In this paper, we investigate
the complexity of finding optimum st-orientations for plane graphs. By a reduction from the 3-PARTITION [6] problem, we
show that, given a 2-connected plane graph G, two exterior vertices s, t , and a positive integer K , the decision problem of
whether G has an st-orientation where the length of the longest st-path ≤ K , is NP-Complete. This proves that the long
standing open problem of finding an optimum st-orientation for a plane graph is NP-Hard. As a by-product, we prove that
the NP-Completeness result holds for planar graphs as well.
I A preliminary version of this paper was accepted at the 17th International Symposium on Fundamentals of Computation Theory (FCT 2009).∗ Corresponding author. Tel.: +1 2568245084.
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The rest of the paper is organized as follows. Section 2 introduces the 3-PARTITION problem. Section 3 introduces the
st-orientation problem and presents the reduction from the 3-PARTITION problem and proves the NP-Completeness of the
st-orientation problem. Section 4 concludes the paper.
2. 3-PARTITION
Now, we introduce the 3-PARTITION problem:
Instance: A finite multiset S = {x1, x2, x3, . . . , xn} of n = 3×m positive integers that satisfy B4 < xi < B2 , 1 ≤ i ≤ n, where
the sum of the numbers in S ism× B.
Question: Can S be partitioned into m subsets S1, S2, . . . , Sm, such that the sum of the numbers in each subset is B. The
subsets S1, S2, . . . , Sm, must form a partition of S in the sense that they are disjoint and they cover S.
3-PARTITION is shown to be NP-Complete in the strong sense in [6]. Hence, the problem remains NP-Complete even
when representing the numbers in the input instance in unary.
Lemma 1. 3-PARTITION remains strongly NP-Complete even if we limit the number of partitions to be an odd number.
Proof. Let P be an instance of 3-PARTITION with variables n,m, B and the multiset S = {xi, 1 ≤ i ≤ n}, wherem is an even
number. Construct an instance P ′ of 3-PARTITION from P with variables n′ = n+3,m′ = m+1, B′ = 9×B and the multiset
S ′ = {9× xi, 1 ≤ i ≤ n} ∪ {3B− 2, 3B+ 1, 3B+ 1}, wherem′ is an odd number. Since B is the sum of three positive integers
in the multiset S, we have B ≥ 3. Hence, it is easy to verify that both (3B − 2) and (3B + 1) are greater than B′4 and less
than B
′
2 . Therefore, P
′ is indeed an instance of 3-PARTITION, in which its elements should be partitioned into an odd number
(m+ 1) of subsets.
Note that, in a solution to P ′, the three elements (3B − 2), (3B + 1) and (3B + 1)must be in a single partition, since all
the other elements in S ′ are divisible by 3. Thus, if P is an yes instance to the question, then P ′ is also an yes instance to the
question and vice versa, i.e., the instances P and P ′ are equivalent. Thus, 3-PARTITION remains strongly NP-Complete even
if we limit the number of partitions to be an odd number. 
3. st-orientation is NP-Complete
Next, we formally introduce the st-orientation decision problem for plane graphs:
Instance: An undirected 2-connected plane graph G = (V , E), two exterior vertices s, t and a positive integer K .
Question: Is there an st-orientation of Gwith s as the single source and t as the single sink, such that the length of a longest
st-path is≤ K .
Given an st-orientation of G, we can easily verify in linear time whether the length of the longest st-path is ≤ K [9,16,
10]. Thus, st-orientation is in NP. In the following, we prove the problem is NP-Hard.
3.1. Construction of the graph G for st-orientation
We intend to establish a polynomial time reduction from 3-PARTITION to st-orientation to show that st-orientation is
indeed NP-Complete. In this subsection, we introduce the reduction. The reduction is quite sophisticated. The intuition is
that, given an instance of 3-PARTITION problem with variables n,m, B and the multiset S = {xi, 1 ≤ i ≤ n}, we construct a
graphwhere each integer xi from the3-PARTITIONproblemhas a corresponding subgraph, inwhich it contains a corresponding
payload path for xi. Then, we carefully adjust the lengths of other related paths of the graph so that, the graph has an st-
orientation with the length of longest st-path less than or equal to some positive integer K if and only if the related paths of
the graph can be smartly routed to pick up three corresponding payload paths with the sum of their lengths equals B.
First, let us observe that, according to Lemma 1, without loss of generality, we can assume thatm is odd andm > 1. Given
an instance of 3-PARTITION as defined in Section 2, and in which m is odd, the three steps of the construction of the graph
G for the equivalent instance of st-orientation are shown in Figs. 1–3 respectively. Ignore the direction of the edges and the
colors of the edges in these figures for now, as their meaning will be explained later in the reduction. In these figures, a
brown text of D near an ‘‘edge’’ denotes that it is actually a path of length D. Edges without brown text around them are
regular edges, i.e. edges with length 1. (It is worth mentioning that, in this reduction from an instance of 3-PARTITION to
an equivalent instance of st-orientation, we do not necessarily require the condition B4 < xi <
B
2 , where 1 ≤ i ≤ n, i.e.,
the number of elements in a partition need not be three. The reason we choose this more restricted version of 3-PARTITION
problem for reduction is purely for presentation purposes.)
We define the following variables: f = bm/2c, e = 8f ×n, D = 4e+8m+B+3 and the value of K for the corresponding
instance of st-orientation as K = 8fD+ (2D+ 2)+ 4e+ 8m+ B < 8fD+ 3D, wherem, n and B are values from the instance
of 3-PARTITION.
Now, let us explain the construction step by step. In Step 1, we construct a subgraph Gi for each xi in 3-PARTITION, it is
shown in Fig. 1 and it is called the corresponding subgraph of xi. We call the triangular shaped face formed by a path of length
D and two other regular edges a dividing triangle, and the path of length D in a dividing triangle a ditch. The three vertices
of degree three on the boundary of a dividing triangle are called corner vertices. For each corner vertex, there is exactly one
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Fig. 1. The subgraph Gi that is constructed for each xi in 3-PARTITION. Thus, there will be n such subgraphs.
edge adjacent to it that is not on the boundary of the dividing triangle and this edge is a corner edge. As shown in Fig. 1,
within each Gi, the corresponding payload path of xi is represented by the horizontal path of length (xi + 1), that connects
two dividing triangles. We denote the corresponding payload path of xi by Pxi .
We use the following notation to represent the vertices in Gi, where 1 ≤ i ≤ n:
– Yi, Pi, Qi, Li and Hi denote the set of vertices {yi1, yi2}, {pi1, pi2, . . . , pim−1}, {qi1, qi2, . . . , qim−1}, {li1, li2, . . . , lim} and {hi1,
hi2, . . . , h
i
m+1} respectively. Vi denotes the set of vertices Yi ∪ Pi ∪ Qi ∪ Li ∪ Hi, where 0 ≤ i ≤ n. Note that, the vertex set
V (Gi) of Gi contains both Vi−1 and Vi, where vertices in Vi−1 are drawn on the left side in Fig. 1, while vertices in Vi are
drawn on the right side in Fig. 1. In addition, the subgraphs Gi and Gi+1 share the vertex set Vi. Also note that, the vertices
lij and h
i
j interleave vertically from bottom to up in the graph Gi.
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Fig. 2. The subgraph Gst that contains the vertices s and t .
– Ai = {ai1, . . . , ai8f−1}. They are on the horizontal path between yi−11 and yi1.
– Bi = {bi1, . . . , bi8f−1}. They are on the horizontal path between yi−12 and yi2.
Gx denotes the subgraph for which V (Gx) = ∪ni=1V (Gi) and E(Gx) = ∪ni=1E(Gi), in which the vertices in Vi are shared by
Gi and Gi+1 for 1 ≤ i ≤ (n− 1).
We construct a subgraph Gst in the second step of the reduction. The subgraph Gst that contains the vertices s and t , is
shown in Fig. 2. Note that, Gst shares the vertex set V0 with G1, and Gst shares the vertex set Vn with Gn. (The red arrows and
green arrows in Fig. 2 are not part of Gst , we keep them to facilitate the visualization of the forthcoming proof.)
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Fig. 3. An example st-orientation that is generated withm = 5.
We use the following notation to represent the vertices in Gst :
– Ps, Qs, Ls, and Hs denote the set of vertices {ps1, ps2, . . . , psm−1}, {qs1, qs2, . . . , qsm−1}, {ls1, ls2, . . . , lsm}, and {hs1, hs2, . . . , hsm+1}
respectively.
– Pt , Qt , Lt , and Ht denote the set of vertices {pt1, pt2, . . . , ptm−1}, {qt1, qt2, . . . , qtm−1}, {lt1, lt2, . . . , ltm}, and {ht1, ht2, . . . , htm+1}
respectively.
We denote by Vs and Vt the set of vertices Ps ∪ Qs ∪ Ls ∪ Hs and Pt ∪ Qt ∪ Lt ∪ Ht respectively.
The third step constructs the overall graph G for st-orientation, where V (G) = V (Gst)∪V (Gx) and E(G) = E(Gst)∪E(Gx).
An example construction of Gwithm = 5 is shown in Fig. 3.
In the graph G, the horizontal paths adjacent to the vertices in Vi − Yi, 0 ≤ i ≤ n, and the horizontal paths connecting
two dividing triangles between the vertical paths ai2j−1 to b
i
2j−1 and a
i
2j to b
i
2j, 1 ≤ j ≤ 4f − 1, are assigned a level from−(2m− 1) to (2m− 1) in increasing order from bottom to top, for a total of (4m− 1) levels, as shown in Figs. 1 and 2. The
corresponding payload path Pxi of xi is at level 0.
It is straight-forward to prove that G is a 2-connected plane graph and |V (G)| is of polynomial size in the variables n, m
and B of 3-PARTITION. Note that, 3-PARTITION is NP-Complete in the strong sense. Therefore, we can measure the size of
the constructed graph G by n,m and B directly.
3.2. st-Orientations of G with the length of longest st-path≤ K
Let O denote an st-orientation of G with s as the unique source and t as the unique sink. Let lengthO(u, v) denote the
length of a longest directed path from u to v in O of G. An st-orientation O of G is called a satisfying st-orientation of G if
lengthO(s, t) ≤ K . Note that the maximum degree of a vertex in G is 3. In any st-orientationO of G, a blend vertex is a vertex
that has two incoming edges, a fork vertex is a vertex that has two outgoing edges. Also, for each dividing triangle, its three
corner edges cannot be all incoming (directed towards the dividing triangle) or all outgoing (directed away from the dividing
triangle), a blend triangle is a dividing triangle that has two incoming corner edges and a fork triangle is a dividing triangle
that has two outgoing corner edges.
Lemma 2. In any satisfying st-orientation O of G, the directions of the following edges must be as follows:
1. The two faces having the edge (s, t) on its boundary must have their edges directed such that they form two directed paths
from s to t.
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Fig. 4. (a) Proof of Lemma 4: A red path cannot have a fork vertex in it. (b) Proof of Lemma 5.
2. In subgraph Gst , the horizontal path between a vertex u ∈ Vs and v ∈ V0 − Y0, where both u and v are at the same level, must
be directed from u to v.
3. In subgraph Gst , the horizontal path between a vertex u ∈ Vt and v ∈ Vn − Yn, where both u and v are at the same level, must
be directed from v to u.
Proof. 1. This is straight-forward, as the boundary of each face in an st-orientation must be made up of two directed
paths [9,10,16]. Both directed paths are from the source of the face to the sink of the face. Hence, both are from s to
t in this case.
2. If the direction of the edges on the horizontal path between u and v is from v to u, then lengthO(s, t) ≥ lengthO(s, v)+
lengthO(v, u)+ lengthO(u, yn2)+ lengthO(yn2, t) > lengthO(v, u)+ lengthO(yn2, t) > D+(8fD+2D) > K . (lengthO(yn2, t) >
8fD + 2D because the path from yn2 to t on the boundary of the exterior face is longer than 8fD + 2D, and this path is
directed from yn2 to t according to Statement 1 of this lemma.) Thus, these paths must be directed from u to v.
3. The length of the path from s to qtm−1 along the exterior facial cycle is 4m+e+8fD+ (2D+2)+B+3e+1 = K−4m+1.
Therefore, lengthO(qtm−1, t)must be< 4m. If there is a directed path from u to v, then there is a directed path from q
t
m−1
to v. The path from v to t must still go through a vertex in Vn − {v}. However, for allw ∈ Vn, lengthO(w, t) ≥ 4m. Thus,
it follows that there cannot be a path from qtm−1 to v and hence the edges between u and v must be directed from v
to u. 
In any satisfying st-orientation O of G, we identify some edges as red or green based on the following criteria:
– A directed edge (u, v) ∈ E(Gx), is denoted as a red edge (marked in red color in the figures in this paper) if it satisfies at
least one of the following: (1) u ∈ H0, (2) u has a directed path from a vertex in H0.
– A directed edge (u, v) ∈ E(Gx) is denoted as a green edge (marked in green color in the figures in this paper) if it satisfies
at least one of the following: (1) v ∈ Ln, (2) v has a directed path to a vertex in Ln.
We prove that every satisfying st-orientationO of Gmust have these red and green edges. From Lemma 2, it follows that, for
a red edge (u, v), lengthO(s, u) > 8fD+2D and for a green edge (u, v), lengthO(s, v) < 8fD+D (this is because K < 8fD+3D
and lengthO(v, t) > 2D for any v ∈ Ln). Thus, an edge cannot be both a red edge and a green edge. A set of red edges (green
edges, respectively) that form a simple directed path is defined as a red path (green path, respectively). An edge that is neither
a red edge nor a green edge is a black edge.
Lemma 3. In any satisfying st-orientation O of G, a directed path from a vertex u ∈ H0 to t can only go through a vertex v ∈ Hn
and cannot go through any vertexw ∈ Vn − Hn.
Proof. Any directed path from the vertex u to t must go through a vertex in Vn. Since lengthO(s, u) > 8fD + 2D and
lengthO(w, t) > D for any vertex w ∈ Vn − Hn, the path from u to t cannot go through w and the only possibility is to
go through a vertex v ∈ Hn. 
Lemma 4. In any satisfying st-orientationO of G, a directed red path from a vertex u ∈ H0 to a vertex v ∈ Hn cannot have a fork
vertex in it.
Proof. Note that any directed path from u ∈ H0 to t in the satisfying st-orientation O cannot go through a vertex in Yn.
Otherwise, lengthO(s, t) > K . According to the first statement in Lemma 2, for any vertex r ∈ Gx which is on the boundary
of the two faces that contains (s, t), there is a directed path from r to yni , where i = 1 if r is on the lower boundary
from y01 to y
n
1, or i = 2 if r is on the upper boundary from y02 to yn2. Hence, lengthO(r, t) > 8fD + (2D + 2) + B + 3e.
Therefore, any directed red path from u ∈ H0 to v ∈ Hn cannot go through such a vertex r . Otherwise, lengthO(s, t) ≥
lengthO(s, u)+ lengthO(u, r)+ lengthO(r, t) > 8fD+2D+ lengthO(u, r)+8fD+ (2D+2)+B+3e > K . Thus, if this directed
red path has a fork vertexw,w has to be one of the corner vertices of a dividing triangle. Note that, lengthO(s, w) > 8fD+2D.
As illustrated in Fig. 4 (a), since a dividing triangle has a ditch of lengthD as one of its sides, a red path cannot fork at one of its
corner vertices, otherwise the ditchwould be included in the directed pathwhich leads to lengthO(s, t) > 8fD+2D+D > K .
Hence, it follows that a path of red edges does not contain a fork vertex in it and all the edges adjacent to a red path are
directed towards the path. 
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Fig. 5. (a) Proof of Lemma 6: A green edge cannot fork into two green edges. (b) Proof of Lemma 7: The corresponding path Pi consists of only green edges.
Observation 1. Lemma 4 implies that in any satisfying st-orientation, the directed path from a vertex u ∈ H0 to t is unique
and it goes through exactly one vertex in Hn.
Lemma 5. In any satisfying st-orientation O of G, for any blend triangle, at least one of its corner vertices with incoming corner
edge, say v, must satisfy lengthO(s, v) < 8fD+ 2D.
Proof. The proof is by contradiction. For a blend triangle, let u and v be the corner vertices with an incoming corner edge
andw be the corner vertex with an outgoing corner edge. Let lengthO(s, u) ≥ 8fD+ 2D and lengthO(s, v) ≥ 8fD+ 2D. Then,
as shown in Fig. 4 (b), lengthO(s, w) > K . 
From Lemma 5, it follows that in any satisfying st-orientation O of G, a blend triangle cannot have two incoming red
corner edges, since any vertex v on a red path has lengthO(s, v) > 8fD + 2D. Thus, the red paths from u, v ∈ H0, with
u 6= v, to some vertices in Hn cannot have a common vertex, i.e., the two paths do not meet at a common vertex. Also, from
Lemmas 3–5, it follows that in any satisfying st-orientation O of G, there is exactly one directed path from h0j to t , and this
path must go through hnj , where 1 ≤ j ≤ (m + 1). Also, within the subgraph Gx, all the edges on this path are red edges.
Since all the edges adjacent to a red path from h0j to h
n
j are directed towards the path, there is no directed path from a vertex
on one side of the path to a vertex on the other side of the path. Thus, if these (m+1) red paths are visualized as boundaries
dividing Gx into (m + 2) regions, then there is no directed path from a vertex in one region to a vertex in another region.
These regions in Gx are as follows:
– R0 is the region below the red path from h01 to h
n
1.
– Rj is the region between the red paths from h0j to h
n
j and from h
0
j+1 to h
n
j+1, where 1 ≤ j ≤ m.
– Rm+1 is the region above the red path from h0m+1 to h
n
m+1.
Lemma 6. In any satisfying st-orientation O of G, there is no directed path from V0 − {l0j } to lnj and there is exactly one directed
path from l0j to l
n
j , where 1 ≤ j ≤ m.
Proof. None of the vertices in V0 − {l0j } are in region Rj and hence there is no directed path from a vertex in V0 − {l0j } to
lnj . Since the vertex l
n
j has a directed path from s, this path must come through l
0
j , as both are in the same region in Gx. The
directed path from l0j to l
n
j consists of all green edges. In order to havemore than one directed path from l
0
j to l
n
j , a green edge
must fork at some corner vertex that has two outgoing green edges. As shown in Fig. 5(a), this scenario is impossible due to
the presence of the ditch of length D. Whenever a green edge forks at the corner vertices of a dividing triangle, one of the
other corner vertices w, will have lengthO(s, w) > 8fD+ D and hence w cannot be on a green path and hence cannot have
a directed path to lnj . 
Lemma 7. In any satisfying st-orientationO of G, the corresponding payload path Pxi of xi, 1 ≤ i ≤ n, must consist of only green
edges, i.e., all edges on a corresponding payload path must also be on a green path from some l0j to l
n
j , 1 ≤ j ≤ m.
Proof. Note that the red path from h01 to h
n
1 is always below level 0 and the red path from h
0
m+1 to h
n
m+1 is always above level
0 (since there are a total of (2m+ 1) red and green paths and they are distinct). Thus, the corresponding payload path Pxi of
xi must be in one of the regions Rj, 1 ≤ j ≤ m, i.e., it cannot be in the region R0 or Rm+1. It is obvious that a red path cannot
go through the corresponding payload path Pxi of xi.
We have the following claim:
Claim. Within the region Rj, 1 ≤ j ≤ m, every corner vertex w of a dividing triangle that is not on a green path has
lengthO(s, w) > 8fD+ D.
Proof of Claim. Observe that no st-path in O can go through 3 ditches within the region Rj. In addition, within each region
Rj, 1 ≤ j ≤ m, the edges on the vertical path between aik and bik for 1 ≤ k ≤ 8f − 1 must be directed from green path to red
path. Therefore, only 2 dividing triangles are adjacent to this vertical path between the green path and the red path.
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Consider a corner vertex w in the two dividing triangles in Rj that is not on a green path. w is either adjacent to a green
path as illustrated in Fig. 5(a), or w has a directed path from a corner vertex that is adjacent to a green path. We have
lengthO(s, w) > 8fD+ D in either case. 
End of Proof of Claim.
Hence, if the corresponding payload path Pxi of some xi consists of non-green edges, then, consider the corner vertex u of
the dividing triangle, to which the corresponding payload path is directed towards in the st-orientation. This corner vertex
has lengthO(s, u) > 8fD+ D. We have the following cases to consider as shown in Fig. 5(b):
Case 1: If the dividing triangle is a blend triangle and has an incoming green edge at vertex v, then that green path cannot
continue forward towards a vertex in Ln.
Case 2: If the dividing triangle is a blend triangle and has an incoming red edge at vertex v, then the other corner vertex
w will have lengthO(s, w) > K .
Case 3: If the dividing triangle is a blend triangle and has an incoming edge that is neither red nor green at vertex v, then
the other corner vertex w will have lengthO(s, w) > 8fD + 2D. In this case, the path from w to t can only go through one
of the vertices in Hn, which means it has a common vertex with one of the red paths, but this is impossible as shown in
Lemma 5.
Case 4: If the dividing triangle is a fork triangle, then the other corner vertexw will have lengthO(s, w) > 8fD+ 2D. The
proof is same as Case 3.
Thus, the corresponding payload path Pxi of any xi, 1 ≤ i ≤ n, must consist of only green edges, i.e., all edges on a
corresponding payload path must also be on a green path from some l0j to l
n
j , where 1 ≤ j ≤ m. 
3.3. Correctness of the reduction from 3-PARTITION to st-orientation
Lemma 8. For an instance of st-orientation, a satisfying st-orientation O of G can be constructed in polynomial time, given a
solution to the corresponding instance of 3-PARTITION.
Proof. First, we have the following claim:
Claim. For any Gi, we could orient it such that any li−1j is directed to pick up the corresponding payload path Pxi of xi and come
back to lij, where j = 0, . . . ,m.
Proof of Claim. First, note thatwe could orientGi such that li−1j goes up one level, or goes down one level, or stay at the same
level two stripes towards the right. The corresponding payload inGi is contained at level 0, while li−1j is at level−(m−1)+2j,
which is between level−(m− 1) and level (m− 1). Note that, the corresponding payload path Pxi is 4f stripes right of li−1j ,
and it is also 4f stripes left of lij, and 2f = m− 1. Therefore, Gi can be easily directed so that for any j = 1, . . . ,m, there is a
directed path goes from li−1j to the corresponding payload path Pxi and then back to l
i
j. See Fig. 1 for an illustration. 
End of Proof of Claim.
Once the above specified path (which is green) is directed, the remaining edges in Gi are assigned directions as shown in
Fig. 1 as follows:
1. All the other red and green paths (originated from hi−1k , k = 1, . . . ,m + 1 and li−1k , k 6= j, k = 1, . . . ,m) are directed
parallelly and in alternative colors. Each such path keeps a distance of one level from its adjacent different-colored paths.
2. All the horizontal edges are directed from left to right.
3. All edges incident to a red path are directed towards it and all edges incident to a green path are directed away from it.
4. In the region R0, the direction of the non-horizontal edges is upwards and in the region Rm+1 the direction of the non-
horizontal edges is downwards.
5. In the region Rj, 1 ≤ j ≤ m, the edges are oriented such that they are directed from the green path to the red path.
Assign directions to the edges in Gst as shown in Fig. 2. Note that, Gx is a concatenation of Gi. Therefore, in a solution to
3-PARTITION, if xi belongs to a set Sj, 1 ≤ j ≤ m, then orient Gi according to the proof of the Claim such that the green path
from li−1j (which originates from l
0
j ) goes through the corresponding payload path Pxi of xi in Gi. See Fig. 3 for an illustration.
Altogether, the red edges form (m + 1) directed red paths and each red path originates from h0j , goes through hij in each
Gi and ends in hnj , where 1 ≤ j ≤ (m + 1). The green edges form m directed green paths representing the m partitions in
3-PARTITION and each green path originates from l0j , goes through l
i
j in each Gi and ends in l
n
j , where 1 ≤ j ≤ m.
Observe that except for the green path that goes through the corresponding payload path Pxi of xi, each green or red
path has a length of 4 × 8f within Gi. The green path that goes through the corresponding payload path Pxi of xi, has a
length of 4 × 8f + xi within Gi. Since each green path goes only through the corresponding payload paths of the elements
in a partition, it has a length of 4 × 8f × n + B within Gx. Thus, each st-path that goes through a vertex in Ln has length
= 4m + 8fD + 4 × 8f × n + B + (2D + 2) + 4m = K . Similarly, each st-path that goes through a vertex in Hn has length
= 4m+ 8fD+ (2D+ 2)+ B+ 4× 8f × n+ 4m = K . The maximum length of an st-path through any vertex in Pn ∪ Qn is
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4m+ e+ 8fD+ 8f + D+ 4m ≤ K . Also, it can be readily seen that the length of an st-path through any vertex in Yn is also
≤ K . Thus, a satisfying st-orientation O of Gwith lengthO(s, t) ≤ K can be constructed from a solution to 3-PARTITION and
it is trivial to prove that this construction can be done in polynomial time. 
Lemma 9. A solution to an instance of 3-PARTITION can be obtained in polynomial time, given a satisfying st-orientation O of G
to the corresponding instance of st-orientation.
Proof. From Lemma 7, each corresponding payload path Pxi of xi, 1 ≤ i ≤ n, lies on a green path. Note that the length of a
green path within each Gi is at least 4 × 8f . Since the length of any green path within Gx must be ≤ 4 × 8f × n + B, the n
corresponding payload paths must be distributed among them green paths, such that the length of each green path within
Gx is exactly 4 × 8f × n + B. This distribution gives us the required solution for 3-PARTITION and it is trivial to prove that
this solution can be obtained in polynomial time from O of G. 
We now have our main theorem as follows:
Theorem 1. Given a 2-connected plane graph G = (V , E), two exterior vertices s, t , and a positive integer K , the decision problem
of whether G has an st-orientation O, such that the length of a longest st-path is≤ K, is NP-Complete.
Proof. The proof of Theorem 1 follows from Lemmas 8 and 9. 
Observe that, the graph G we constructed in the reduction from 3-PARTITION to st-orientation is a subdivision of a 3-
connected planar graph. (A subdivision of a graphH is a graph resulting from the subdivisions of the edges inH [3].) Therefore,
according to the classical Whitney’s theorem, G has a unique spherical embedding. Hence, we have the following theorem:
Theorem 2. Given a 2-connected planar graph G = (V , E), a specified edge (s, t), and a positive integer K , the decision problem
of whether G has an st-orientation O, such that the length of a longest st-path is≤ K, is NP-Complete.
4. Conclusions
In this paper, we prove that, given a 2-connected plane graph G, two exterior vertices s, t , and a positive integer K , the
decision problem of whether G has an st-orientation, where the maximum length of an st-path is≤ K , is NP-Complete. We
show that the NP-Completeness result holds for planar graphs as well.
We know that st-orientation plays a fundamental role inmany planar graph drawing algorithms [2], such as visibility rep-
resentation [16,17], rectangular dual [7], etc. It would be interesting to investigate the implication of the NP-Completeness
results to these graph drawing problems.
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