In this paper, we review two existing static load balancing schemes based on M/M/1 queues. We then use these schemes to propose two dynamic load balancing schemes for multi-user (multi-class) 
Introduction
Load balancing is one of the most important problems in attaining high performance in distributed systems which may consist of many heterogeneous resources connected via one or more communication networks. In these distributed systems it is possible for some computers to be heavily loaded while others are lightly loaded. This situation can lead to a poor system performance. The goal of load balancing is to improve the performance of the system by balancing the loads among the computers.
There are many studies on static load balancing for single-user (single-class) and multi-user (multi-class) jobs that provide system-optimal solution [9, 13, 14] and references there-in. Individual-optimal policies based on Wardrop equilibrium when the number of users are infinite are studied in [9] . User-optimal (class-optimal) policies based on Nash equilibrium are studied in [6, 12] for finite number of users. Many dynamic load balancing policies exist [7, 10, 1, 2, 3, 4, 11, 15] and references there-in. Most of these dynamic policies are for single-class jobs and their main objective is to minimize the expected response time of the entire system. So, individual users jobs may get delayed which may not be acceptable in current distributed systems, where the users have requirements for fast job execution.
In this paper, we propose two dynamic load balancing schemes for multi-user jobs in heterogeneous distributed systems. The computers in the distributed system are connected by a communication network. We review two existing static load balancing schemes and extend them to dynamic schemes. These two existing load balancing schemes differ in their objective. (i) The first scheme, GOS [9] tries to minimize the expected response time of the entire system. (ii) The second scheme, NCOOPC tries to minimize the expected response time of the individual users (to provide a user-optimal solution). We base our dynamic schemes on the static schemes (i) and (ii). The performance of the dynamic schemes is compared with that of the static schemes using simulations with various system conditions. The results show that, at low communication overheads, the dynamic schemes show superior performance over the static schemes. But as the overheads increase, the dynamic schemes as expected tend to perform similar to that of the static schemes.
The paper is organized as follows. In Section 2, we present the system model. In Section 3, we review the two static load balancing schemes based on which the dynamic schemes are proposed in Section 4. The performance of the dynamic schemes is compared with that of the static schemes using simulations in Section 5. Conclusions are drawn and future work is stated in Section 6.
System Model
We consider a distributed system model as shown in Figure 1 . The system has ' ' nodes connected by a communication network. The nodes and the communication network are modeled as M/M/1 queuing systems ( Poisson arrivals and exponentially distributed processing times) [8] . Jobs arriving at each node may belong to ' ' different users.
We use the terminology and notations similar to [12] and also introduce some additional notations as follows:
: Mean interarrival time of a user job to node .
: Mean job arrival rate of user to node ( ).
: Total job arrival rate of user .
: Total job arrival rate of the system.
: Mean service time of a job at node .
: Mean service rate of node ( ).
: Job processing rate (load) of user at node .
, is the vector of loads at node from users .
, is the load vector of all nodes (from all users ).
, is the vector of loads of user to nodes .
: Job flow rate of user from node to node .
: Job traffic through the network of user . = ; .
: Mean number of jobs of user at node .
: Number of jobs of user at node at a given instant.
: Time period for the exchange of job count of each user by all the nodes.
: Time period for the exchange of arrival rates of each user by all the nodes.
: Mean communication time for sending or receiving a job from one node to another for any user.
: Mean utilization of the communication network (
).
: Mean utilization of the communication network excluding user traffic ( ).
We assume that the jobs arriving from various users to a node differ in their arrival rates but have the same execution time.
Communication Network 
Static Load Balancing
In this section, we study two static load balancing schemes based on which two dynamic load balancing schemes are derived in the next section. These static schemes are also used for comparison in Section 5 to evaluate the performance of the dynamic schemes.
The following are the assumptions for static load balancing, similar to [9] . A job arriving at node may be either processed at node or transferred to another node for remote processing through the communication network. A job can only be transferred at most once. The decision of transferring a job does not depend on the state of the system and hence is static in nature. If a node sends (receives) jobs to (from) node , node does not send (receive) jobs to (from) node . For each user , nodes are classified into Active source nodes ( ), Idle source nodes ( ), Neutral nodes ( ) and Sink nodes ( ) as in [9] .
The expected response time of a user job processed at node is denoted by . The expected communication delay of a user job from node to node is denoted by and it is assumed to be independent of the sourcedestination pair but it may depend on the total traffic through the network, .
Based on our assumptions on the node and the network models in the previous section, we have the following relations for the node and communication delays [8] :
This static load balancing scheme is proposed and studied in [9] . It minimizes the expected job response time of the entire system. The problem of minimizing the entire system expected job response time is expressed as (3) subject to the constraints:
The above nonlinear optimization problem is solved by using the Kuhn-Tucker theorem and an algorithm to compute the optimal loads ( ) is presented in [9] . The user marginal node delay and marginal communication delay are defined as
where denotes the mean number of user jobs in node and denotes the mean number of user jobs in the communication network.
Here, we review a static load balancing scheme whose goal is to minimize the expected job response time of the individual users ( to obtain a user-optimal solution). This problem is formulated, taking into account the users mean node delays and the mean communication delays, as a noncooperative game among the users.
This noncooperative approach for multi-user job allocation with communication and pricing (NASHPC) for grid systems was studied in [12] . The grid users try to minimize the expected cost of their own jobs. The problem was formulated as a noncooperative game among the grid users and the Nash equilibrium provides the solution. Here, we are interested in the load balancing algorithm for multiuser jobs without pricing. Therefore, we take ( ); = 1 ( , ); and = = 1 in equation (6) of [12] . Then, we obtain a noncooperative load balancing game where the users try to minimize the expected response time of their own jobs.
Each user ( ) must find her workload ( ) that is assigned to node ( ) such that the expected response time of her own jobs ( ) is minimized, where
Each user minimizes her own response time independently of the others and they all eventually reach an equilibrium. We use the concept of Nash equilibrium [5] as the solution of this noncooperative game. At the equilibrium, a user cannot decrease her own response time any further by changing her decision alone.
The vector is called the load balancing strategy of user ( ) and the vector is called the strategy profile of the load balancing game. The strategy of user depends on the load balancing strategies of the other users. At the Nash equilibrium, a user cannot further decrease her expected response time by choosing a different load balancing strategy when the other users strategies are fixed. The equilibrium strategy profile can be found when each user's load balancing strategy is a best response to the other users strategies.
The best response for user , is a solution to the following optimization problem: (10) subject to the following constraints for the existence of a feasible strategy profile:
We define the following functions for each user :
The solution to the optimization problem in (10) is similar to the one in [12] where the and in Theorem 3.1 of [12] are replaced by the above equations and (equations (14) and (15)). The is used as the Lagrange multiplier which categorizes the nodes for each user into sets of Active source nodes ( ), Idle source nodes ( ), Neutral nodes ( ) and Sink nodes ( ). The denotes the network traffic of user because of jobs sent by the set of Active and Idle source nodes as determined by and is the network traffic of user because of jobs received by the set of Sink nodes as determined by [12] . The best response of user ( ) can be determined using a BEST-RESPONSE algorithm similar to that in [12] where the , and in [12] are replaced by , and above. The optimal loads of each user ( ) the equilibrium solution, can be obtained using an iterative algorithm where each user updates her strategies (by computing her best response) periodically by fixing the other users startegies. The users form a virtual ring topology to communicate and iteratively apply the BEST-RESPONSE algorithm to compute the Nash equilibrium. This is implemented in the following algorithm.
NCOOPC distributed load balancing algorithm:
Each user , in the ring performs the following steps in each iteration:
1. Receive the current strategies of all the other users from the left neighbor.
2. If the message is a termination message, then pass the termination message to the right neighbor and EXIT.
3. Update the strategies ( ) by calling the BEST-RESPONSE.
4. Calculate (equation (9)) and update the error norm.
5. Send the updated strategies and the error norm to the right neighbor.
At the equilibrium solution, the of each user at all the nodes are balanced.
Dynamic Load Balancing
Kameda [16] proposed and studied dynamic load balancing algorithms for single user job streams based on M/M/1 queues in heterogeneous distributed systems. We follow a similar approach to extend GOS and NCOOPC to dynamic schemes. In this section, we propose these two distributed dynamic load balancing schemes for multi-user jobs.
A distributed dynamic scheme has three components: 1) an information policy used to disseminate load information among nodes, 2) a transfer policy that determines whether job transfer activities are needed by a computer, and 3) a location policy that determines which nodes are suitable to participate in load exchanges.
The dynamic schemes which we propose use the number of jobs waiting in the queue to be processed (queue length) as the state information. The information policy is a periodic policy where the state information is exchanged between the nodes every time units. When a job arrives at a node, the transfer policy component determines whether the job should be processed locally or should be transferred to another node for processing. If the job is eligible for transfer, the location policy component determines the destination node for remote processing.
In the following we discuss the dynamic load balancing schemes.
The goal of DGOS is to balance the workload among the nodes dynamically in order to obtain a system-wide optimization to minimize the expected response time of all the jobs over the entire system. We base the derivation of DGOS on the static GOS of Section 3.
We use the following proposition to express the marginal node delay of a user job at node ( in equation (6)) in terms of the mean service time at node ( ) and the mean number of jobs of user at node ( , ).
Proposition 4.1 The user marginal node delay in equation (6) can be expressed in terms of and ( ) as (17)
Proof: In the Appendix.
Rewriting equation (7) in terms of , we have
We next express of Proposition 4.1 and from equation (18), which use the mean estimates of the system parameters, in terms of instantaneous variables.
Let denote the utilization of the network at a given instant. Replacing 's, the mean number of jobs of users at node by 's and , the mean utilization of the network by , in equations (17) and (18), we obtain (for user )
The above relations are used as the estimates of the user marginal virtual node delay at node and user marginal communication delay. Whereas GOS tries to balance the marginal node delays of each user at all the nodes statically, DGOS will be derived to balance the marginal virtual node delays of each user at all the nodes dynamically. For a user job arriving at node that is eligible to transfer, each potential destination node ( ) is compared with node .
Definition 4.1 If
, then node is said to be more heavily loaded than node for a user job.
We use the following proposition to determine a light node relative to node for a user job, in the DGOS algorithm discussed below. 
Proof: In the Appendix. We next describe the components of dynamic GOS (information policy, transfer policy and location policy). 1) Information policy: Each node ( ) broadcasts the number of jobs of user ( ) in its queue ( 's) to all the other nodes. This state information exchange is done every time units.
2) Transfer policy: A threshold policy is used to determine whether an arriving job should be processed locally or should be transferred to another node. A user job arriving at node will be eligible to transfer when the number of jobs of user at node is greater than some threshold denoted by . Otherwise the job will be processed locally.
The thresholds at a node ( ) for each user ( ) are calculated as follows: Each node broadcasts its arrival rates ( ) to all the other nodes every time units where . Using this information all the nodes execute GOS to determine the optimal loads ( ). These optimal loads are then converted (using Littles law [8] , see proof of Proposition 4.1) into optimal number of jobs of user that can be present at node (thresholds ). The above calculated thresholds are fixed for an interval of time units. This time interval can be adjusted based on the frequency of variation of the arrival rates at each node.
3) Location policy: The destination node for a user job ( ) at node that is eligible to transfer is determined based on the state information that is exchanged from the information policy. First, a node with the shortest marginal virtual delay for a user job (lightest node) is determined. Next, it is determined whether the arriving job should be transferred based on the transfers the user job already had.
(i) A node with the lightest load for a user job is determined as follows: From Proposition 4.2, we have that if , then node is said to be more heavily loaded than node for a user job. Else, if then node is said not to be heavily loaded than node . Let and . If , then node is the lightest loaded node for a user job. Else, no light node is found and user job will be processed locally.
(ii) Let denote the number of times that a user job has been transferred. Let ( ) be a weighting factor used to prevent a job from being transferred continuously and let ( ) be a bias used to protect the system from instability by forbidding the load balancing policy to react to small load distinctions between the nodes. If , then the job of user will be transferred to node . Otherwise, it will be processed locally.
We next describe the dynamic GOS (DGOS) algorithm.
DGOS algorithm:
For each node ( ):
1. Jobs in the local queue will be processed with a mean service time of .
2. If the time interval since the last state information exchange is units, broadcast the 's ( ) to all the other nodes. ii. Use the GOS algorithm to calculate 's, .
iii. Use 's, to recalculate the thresholds ( , ).
When a job of user ( ) arrives with a mean interarrival time of :
If
, then add the job to the local job queue. Go to Step 1. ii. Calculate .
iii. If , then node is the lightest loaded node for the user job.
iv. If
, where is the number of transfers the job has already had, send the user job to node . Go to Step 1.
v. Add the user job to the local queue. Go to Step 1.
The goal of DNCOOPC is to balance the workload among the nodes dynamically in order to obtain a useroptimal solution ( to minimize the expected response time of the individual users). We base the derivation of DNCOOPC on the static NCOOPC of Section 3.
We use the following proposition to express in equation (14) in terms of the mean service time at node ( ) and the mean number of jobs of user at node ( , ). We use the following proposition to determine a light node relative to node for a user job, in the DNCOOPC algorithm discussed below. The description of the components of dynamic NCOOPC (information policy, transfer policy and location policy) is similar to that of the components of dynamic GOS. To calculate the threshold's in DNCOOPC, all the nodes execute NCOOPC every time units to determine the optimal loads ( ). A node with the lightest load for a user job is determined using Proposition 4.4.
We next describe the dynamic NCOOPC (DNCOOPC) algorithm.
DNCOOPC algorithm:
Steps 1., 2. are similar to DGOS.
3. Steps (i), (iii) are similar to DGOS.
ii. Use the NCOOPC algorithm to calculate 's, . 
Experimental Results
In this section, we evaluate the performance of the proposed dynamic schemes (DGOS and DNCOOPC) by comparing them with the static schemes (GOS and NCOOPC) using simulations. The load balancing schemes are tested by varying some system parameters like the system utilization, overhead for job transfer, bias and the exchange period of state information.
We simulated a heterogeneous system consisting of 16 computers to study the effect of various parameters. The system has computers with four different service rates and is shared by 10 users. The system configuration is shown in Table 1 . The first row contains the relative service rates of each of the four computer types. The relative service rate for computer is defined as the ratio of the service rate of to the service rate of the slowest computer in the system. The second row contains the number of computers in the system corresponding to each computer type. The third row shows the service rate of each computer type in the system. The performance metric used in our simulations is the expected response time.
System utilization ( ) represents the amount of load on the system. It is defined as the ratio of the total arrival rate to the aggregate service rate of the system: (27) For each experiment the total job arrival rate in the system is determined by the system utilization and the aggregate service rate of the system. We choose fixed values for system utilization and determined the total job arrival rate . The job arrival rate for each user is determined from the total arrival rate as , where the fractions are given in Table 2 . The job arrival rates of each user , to each computer , , i.e. the 's are obtained in a similar manner. The mean service time of each computer , and the mean interarrival time of a job of each user , to each computer that are used with the dynamic schemes are calculated from the mean service rate of each computer and the mean arrival rate of a job of each user to each computer respectively. The utilization of the network at an instant ( ) and the utilization of the network at an instant without user traffic ( ) are obtained by monitoring the network for the number of jobs of each user that are being transferred at that instant. The mean communication time for a job, , is set to 0.01 sec. The overhead (OV) we use is defined as the percentage of service time that a computer has to spend to send or receive a job.
In Figure 2 , we present the effect of system utilization (ranging from 10% to 90%) on the expected response time of the static and dynamic schemes studied when the overhead for job transfer is 0. The bias for job transfer ( ) is set to 0.4 for both DGOS and DNCOOPC. The exchange period of state information (P) is 0.1 sec. The weighting factor for job transfer ( ) is set to 0.9 for both DGOS and DNCOOPC.
From Figure 2 , it can be observed that at low to medium system utilization (load level), both the static and dynamic schemes show similar performance. But as the load level increases, the dynamic schemes, DGOS and DNCOOPC, provide substantial performance improvement over the static schemes. Also, the performance of DNCOOPC which minimizes the expected response time of the individual users is very close to that of DGOS which minimizes the expected response time of the entire system. We note that these dynamic schemes are based on heuristics (by considering the solutions of the static schemes), and so the performance of DGOS may not be optimal (in terms of the overall expected response time) in all cases compared to DNCOOPC.
In Figure 3 , we present the expected response time for each user considering all the schemes at medium system utilization ( ). It can be observed that in the case of GOS and DGOS there are large differences in the users' expected response times. NCOOPC and DNCOOPC provides almost equal expected response times for all the users. Although, we plotted the users execution times at load level , this kind of behavior of the load balancing schemes has been observed at all load levels. We say that NCOOPC and DNCOOPC are fair schemes (to all users), but GOS and DGOS are not fair.
From the above, we conclude that the DNCOOPC is a scheme which yields an allocation that makes almost as efficient use of the entire system resources as DGOS (as seen in Figure 2 ) and also tries to provide a user-optimal solution (as seen in Figure 3) .
Figures 4 and 5 show the variation of expected response time with load level for the static and dynamic schemes taking the overhead for job transfer into consideration. In Figure 4 , the overhead for sending and receiving a job is set to 5% of the mean job service time at a node and in Figure 5 , the overhead is set to 10% of the mean job service time at a node. The other parameters ( and P) are fixed as in Figure 2 .
From Figure 4 , it can be observed that at low and medium system loads the performance of static and dynamic schemes are similar. At high loads, although the expected response time of DGOS and DNCOOPC increases, the performance improvement is substantial compared to GOS and NCOOPC. As the overhead increases to 10% (Figure 5 ), at high system loads, the performance of dynamic schemes is similar to that of static schemes. This is because the dynamic schemes DGOS and DNCOOPC are more complex and the overhead costs caused by such complexity degrades their performance. From the above simulations it can be observed that at light to medium system loads (e.g = 10% to 50% in Figure 5 ), the performance of DGOS and DNCOOPC is insensitive to overheads. But, at high system loads (e.g. = 80% to 90% in Figure 5 ) the performance of DGOS and DNCOOPC degrades with overhead and static schemes may be more efficient because of their less complexity.
In Figure 6 , we present the variation of expected response time with system utilization of DNCOOPC for various biases. The overhead is assumed to be 5%. The other parameters are fixed as in Figure 2 . It can be observed that as the bias increases, the expected response time of DNCOOPC increases and for a high bias (e.g. = 1), the performance of DNCOOPC is similar to that of GOS. The effect of bias on DGOS is similar. In Figure 7 , we present the variation of expected response time of DNCOOPC with exchange period of system state information. The system utilization is fixed at 80%. The other parameters are fixed as in Figure 2 . From Figure 7 , it can be observed that the expected response time of DNCOOPC increases with an increase in exchange period. This is because, for high values of P, outdated state information is exchanged between the nodes and optimal load balancing will not be done. The effect of exchange period on DGOS is similar. 
Conclusions and Future Work
In this paper we proposed two dynamic load balancing schemes (DGOS and DNCOOPC) for multi-user jobs in heterogeneous distributed systems. DGOS tries to minimize the expected response time of the entire system, whereas DNCOOPC tries to minimize the expected response time of the individual usres. These dynamic schemes use the number of jobs of the users in the queue at each node as state information. We used simulations to compare the performance of the dynamic schemes with that of the static schemes (GOS and NCOOPC). It was observed that, at low communication overheads, both DGOS and DNCOOPC show superior performance over GOS and NCOOPC. Also, the performance of DNCOOPC which tries to minimize the expected response time of the individual users is very close to that of DGOS which tries to minimize the expected response time of the entire system. Furthermore, DNCOOPC provides almost equal expected response times for all the users and so is a fair load balancing scheme. It was also observed that, as the bias, exchange period and the overheads for communication increases, both DGOS and DNCOOPC yield similar performance to that of the static schemes. In future work, we plan to propose dynamic load balancing schemes where the jobs arriving from various users to a node not only differ in their arrival rates but also differ in their execution times.
The user marginal node delay at node , , is defined as which is equivalent to Taking the partial derivative of the above equation with respect to , we have Using Little's law [8] , the above equation can be written in terms of , as which is equivalent to (using equation (28) 
