Many parallel algorithms and library routines are available for performing computer vision and image processing (CVIP) tasks on distributed-memory multiprocessors. The typical image distribution may use column, row, and block based mapping. Integrating a set of library routines for a CVIP application requires a global optimization for determining the data mapping of individual tasks by considering intertask communication. The main di culty in deriving the optimal image data distribution for each task is that CVIP task computation may involve loops, and the number of processors available and the size of the input image may vary at the run time. In this paper, a CVIP application is modeled using a task chain with nested loops, speci ed by conventional visual languages such as Khoros and Explorer. A mapping algorithm is proposed that optimizes the average run-time performance for CVIP applications with nested loops by considering the data redistribution overheads and possible run-time parameter variations. A taxonomy of CVIP operations is provided and used for further reducing the complexity of the algorithm. Experimental results on both low-level image processing and high-level computer vision applications are presented to validate this approach.
Introduction
Computer Vision and Image Processing (CVIP) algorithms possess characteristics which are ideally suited for implementation on a variety of parallel architectures 31, 32] . Many e cient parallel CVIP algorithms have been proposed on distributed memory machines 7, 27] . However, a CVIP application usually employs many individual algorithms, and optimizing individual tasks in a processing pipeline comprising many tasks does not guarantee the optimal performance of the whole sequence of operations. This is because, for distributed memory architectures, each task may employ di erent data partition and processor allocation schemes. This necessitates data migration in between operations, and such overheads must be considered.
Furthermore, a compile-time scheduler need be aware of possible run-time variation of task and resource parameters (e.g., the input image size and the number of processors available). This research thus aims at developing a global optimization scheduler{which takes into consideration the data shu ing overheads in between processing stages and possible run-time variation of the task and resource parameters{to generate data partition and processor assignment schemes for optimizing an entire sequence of operations, instead of individual tasks 18, 19] .
The need for such software systems for e ectively integrating and utilizing existing libraries of parallel algorithms has been recognized before. For example, This research direction has been demonstrated in the ScaLAPACK 8] for general scienti c computing and in the DISC and other image library projects 13, 33] .
In this paper, we have developed a mapping scheme as the rst step to realize a parallel visual programming system based on Khoros 17, 18, 19, 25] . Khoros has been successfully utilized for many CVIP and scienti c applications. In Khoros, a user employs a visual programming language to specify CVIP operations as task graphs and the system employs existing library routines to process the required computation. A natural extension is to develop a parallel Khoros system that takes the user speci cation as an input, and generates parallel codes that call parallel library routines based on the user speci cation. Such a system is bene cial in that it facilitate the migration from a single-processor paradigm to a multiprocessor one in a transparent manner. With the proposed system, vision researchers can still use the visual programming environments, such as Khoros and Explorer which they are accustomed to, for designing their algorithms. The system will then analyze the corresponding task graphs automatically and determines suitable processor allocation and data partitioning schemes.
Here, we address a fundamental mapping problem arising in realizing such a parallel programming environment. A library routine typically provides a few alternative image data distribution patterns, and the computation mapping can be determined by the data mapping (e.g., the owner computes rule). A typical mapping scheme for 2D image data can be row, column, or block based, and we will assume the basic distribution strategies used in HPF 14] . Each task may employ a di erent mapping scheme to exploit data parallelism, as one mapping may be better than another in terms of individual task performance. However, a CVIP application is usually composed of a sequence of processing operations, whence the system must make a decision on the choice of mapping for each task. The mapping inconsistency between two tasks causes data redistribution, which incurs a signi cant amount of communication overhead on distributed memory machines. Thus it is necessary to study the selection of data mapping for each task and its impact on the global performance. Furthermore, there are other complications in determining the mapping. As mentioned before, the run-time variation of the task and resource parameters, such as the image sizes and the number of processors used, can also a ect the choice of mapping and should be considered.
We assume that a task computation speci cation produced by Khoros is a chain of data-parallel tasks with nested loops. The goal of optimization is to achieve the minimum overall processing time by assigning multiple processors to each task. We present an algorithm that determines task data distribution schemes to optimize the average global run-time performance.
In certain CVIP applications, component tasks may involve branching in the code and thus their complexity is dependent on the content of the input images. These tasks are called data-dependent. Our work addresses data-dependent computation to a limited degree, and mainly deals with applications which don't have an excessive number of branching and data-dependent tasks. We will discuss a taxonomy of CVIP operations that helps our algorithm identify the data-dependent regions in a task chain and in merging adjacent tasks in a chain to reduce the mapping complexity.
The remainder of this paper is organized as follows: Section 2 summarizes related research work. Section 3 develops a CVIP taxonomy and tabulates data redistribution costs for later use in developing the main scheduling algorithm. In Section 4, an optimization algorithm for mapping is described. Section 5 presents some experimental results and, nally, Section 6 contains concluding remarks.
Related Research Work
There have been a number of compiler projects aimed at developing software environments for parallel processing. However, automated compilation without taking advantage of speci c domain knowledge is still quite di cult. Several researchers presented preliminary designs of schedulers for parallel CVIP operations. For example, Lee and Aggarwal 16] discussed static and dynamic design/scheduling strategies for image processing operations comprising a linear sequence of tasks. Although this research provided a useful design framework for parallel image processing, it is not applicable to message-passing architectures and does not consider the communication overheads for redistributing image data.
DISC 33] uses dynamic scheduling in handling data-dependent tasks and conditional branches on a dynamic recon gurable and repartitionable machine (PASM). Run-time dynamic scheduling is advantageous in dealing with data dependent and conditional operations. But dynamic scheduling also incurs a high control overhead on distributed memory machines. Compared with DISC, our research focus is di erent.
We mainly address issues in mapping parallel tasks with data-independent computations, and discuss how we can handle loops and avoid the use of dynamic scheduling in dealing with run-time parameter variation. We do not want to imply that static scheduling is a feasible choice for data-dependent operations on distribution machines and it is indeed an open problem how to devise e ective dynamic scheduling for e cient data-dependent computation on distributed memory machines.
Library-based parallel system development tools were discussed in 13, 26]. Reeves 26 ] constructed a parallel library of CVIP routines, but he did not provide scheduling support for parallel execution.
Jamieson, et al. 13 ] illustrated a user-friendly interface to a parallel library, which stores several implementations of a single algorithm, each optimized for a di erent parallel architecture. This system was able to select the most e cient implementation of an algorithm by considering various system parameters. It, however, did not address the issues of optimizing the parallel time of a sequence of tasks. These systems can bene t from the result of this paper.
Maresca96 23]
Our model uses task graphs where each task is parallelizable. This model can be also found in the recent work for exploiting data and task parallelism, e.g. 24, 34] . Their work deals with DAGs of xed data distribution and processor parameters, but not with graphs with loops. In 12], techniques for optimizing the data distribution are presented for nested loops, which can be viewed as the optimization for one macro task. In contrast, our current scheme uses domain knowledge and deals with the data distribution for task graphs with loops and the goal is to minimize the overall parallel time. 
Preliminary
Our work is targeted at distributed memory machines. Each processor has its own local memory, and processors communicate by sending messages. The cost of sending a message is + M, where M is the size of the message, is the latency and is the transmission speed. We denote the processor speed as !, which is the time for a oating point multiplication. We assume that each library task has an associated cost function using the above parameter and the data redistribution cost is also available. For ease of illustration, we provide the redistribution cost functions for a 2D square wrap-around mesh or a fully connected machine using worm-hole routing. In this section, we will de ne the optimization problem, and present a taxonomy of image operations and tabulate the data redistribution costs.
The Optimization Problem
The input CVIP task graph is assumed to be a linear chain of operations with any number of nested loops.
A recursive de nition of a task graph is: G = (G 1 ; G 2 ; ; G h ), which represents a sequence of computation subgraphs G 1 ; ; G h . Each subgraph G i could be a single task T i , or a loop structure M i (G) where M i is the iteration number or conditions for executing subgraph G. We use a tree to depict the nested loop control structure in an input task graph. For example, the tree representation of a task graph is shown in Figure 1 . The tree leaf nodes represent the basic tasks and the internal nodes represent the number of iterations.
Let T be a task in a task graph G and let p be the number of processors available. We assume that task T will use all p processors and T employs one of the following six data distribution schemes based on the High-Performance Fortran standard 14]: row, column, row-cyclic, column-cyclic, block, and block-cyclic partitions. The assignment of computation in each task to the p processors is based on the data distribution pattern assumed for that particular task. Note that an algorithm may have di erent performance using di erent distribution patterns. For example, the 2D \row-column" parallel FFT algorithm using the row or column partition outperforms the 2D decimation FFT algorithm adopting a block partition for small problem-size/machine-size ratios in coarse-grained machines 13]. Since we will employ existing parallel algorithm libraries to execute individual tasks in a graph, the possibility that some tasks may be implemented with a few xed choices of data distribution must be considered. For example, if 2D FFT is implemented as a two-pass operation based on 1D FFT, which assumes either a row or a column partition, then only two data distribution schemes are possible for the 2D FFT. For the block-cyclic partitioning, we assume that the blocking factor b in the cyclic pattern is xed such that the computation time is greater than the communication time for an e cient parallel implementation 10].
The following de nitions will be used in this paper:
We model the total parallel time of task T i as PT(T i ) = f i (D i ; Z), where Z is a set of run-time parameters such as the number of processors p used and the image size. D i is a feasible data distribution strategy for T i provided in a library implementation. We may also use the simpli ed notation PT(T i ) in this paper.
If the data distribution patterns assumed in two adjacent tasks are denoted as D s and D t , we can model the redistribution cost as DR(D s ; D t ; Z). DE(G) is the entry distribution of a subchain G, which is the distribution of the left and bottom most task in the tree representation of the subchain G. DX(G) is the exit distribution of a subchain G, which is the distribution of the right and bottom most task in the tree representation of the subchain G.
Given a graph G, the parallel time is recursively de ned as follows: The goal of optimization is therefore to nd the data distribution scheme for each task in a task graph such that the overall parallel time is minimized.
Some operations in CVIP applications have a time complexity dependent on the value of the image data, e.g., in the eigenvalue analysis. Another factor that complicates the optimization process is that the number of processors available and the size of the image may vary for each run. Our goal is to produce a schedule that has a good average performance, allowing the task parameters to vary at the run time. The advantage of nding a good average schedule is that there is no need to produce multiple mappings tuned for di erent parameter settings, which may lead to an exponential growth of the code size.
Classi cation of Image Operations
In this section, we present a taxonomy of several image processing operations in Khoros based on the data requirement of di erent image processing algorithms. This taxonomy is useful in assisting us to design the optimization algorithm and take advantages of some domain properties. We selected a set of frequently-used image processing operators in Khoros, and classi ed them in Figure 2 . We believe that these operations are representative of those in typical image processing algorithms and they form a test For a masking operator using an r s mask, the computation time is proportional to the size of the input image, the size of the mask, the number of operations, the processor speed, and the number of as pixels needed in a masking operation may not be stored in the same processor. Communication costs of a masking operation using di erent data partitioning schemes are summarized in Table 1 (Details can be found in 17]).
The communication and computation times of global operations can be quite complicated and do not assume any xed pattern like they do for pixel and masking operations. We found no easy way to tabulate them in advance. Generally speaking, a library of existing parallel codes for global operations should be employed to supply the computation and communication time estimates used in the analysis.
CVIP operations can also be classi ed as either data-independent or data-dependent. In a dataindependent operation, complexity of a computation depends only on the size of the input image and the processing parameters (e.g., the size of the convolution mask), but not on the content of the input image. The complexity of a data-dependent operation in general depends on the image content. For example, an image feature analysis operation may spend more time on the part of an image cluttered with a lot features than on the part where features are scarce. Our scheduler, to be used at the compilation time, is well suited for tasks involving data-independent operations. Data-dependent operations pose more serious problems, as their behaviors cannot be predicted at the compilation time. The di culty of mapping data-dependent operations was rst recognized in the DISC project 33]. And some worst-case, best-case,
or average-case analysis should be employed, but the optimality of such analyses cannot be guaranteed.
Under some special conditions, CVIP algorithms involving data dependent operations can still be scheduled at the compilation time, we discuss these cases in Section 4.
Data Redistribution
A task may employ one of the following six data partitioning schemes, which are also provided by the High-Performance Fortran 14]: row, column, row-cyclic, column-cyclic, block, and block-cyclic partitions.
These data partitioning schemes are depicted in Figure 3 assuming that the size of the image is n n and the number of processors is p.
Since we allow six data partitioning schemes, there are a total of thirty-six possible redistribution patterns from one processing stage to the next. If two adjacent processing algorithms assume the same data partitioning scheme, then there should be no redistribution cost incurred. Thus only thirty nontrivial data redistributions assume non-zero costs.
In 17] we studied and tabulated the cost functions of data redistribution from one partition to another.
The cost table is reproduced in Table 2 . Note that the communication algorithms used to generate Table   2 may not be optimal and other algorithms for all-to-all communication could be used, e.g., 15, 29] .
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The Optimization Algorithm
We propose our solution in an incremental fashion. We rst discuss the solution for a simple task chain, then we discuss issues arising from task merging, task chains with loops, and run-time parameter variations. At each step we analyze the e ectiveness and correctness of our strategies. Finally we put all the optimization strategies together in Section 4.6 as a complete algorithm. Table 2 : Data redistribution costs of the six data partitioning schemes.
A simple task chain
We rst investigate the optimization of a simple task chain G = (T 1 ; T 2 ; ; T h ) without loops or data dependent operations. Furthermore, the run-time parameters such as p and n are assumed to be xed. This is the simplest form of a scheduling problem.
With xed run-time parameters, each data-independent task has a deterministic cost function based on a given data distribution. To determine the data distribution schemes which minimize the overall parallel time, we construct a graph CG(G) = (V; E), called the cost graph, as follow:
For each possible value of D i for task T i , we add a node in V in the CG with a weight f i (D i ; Z) to represent this particular choice of the data distribution scheme for T i .
We then add an edge between every pair of data distribution nodes of two consecutive tasks in the cost graph and assign the edge weight as the data redistribution cost between these two data partitions.
An example is given in Figure 4 where each node in the original task graph is expanded into six nodes (maybe fewer, depending on the implementation in the library) in the corresponding cost graph. The length of the shortest path in the cost graph CG(G) (Figure 4(b) ) represents the optimal parallel time.
Thus the data distribution scheme of each task can be derived using the scheme represented by the node along the optimal path at that particular stage. Furthermore, because a cost graph is a DAG, the shortest path can be found e ciently in O(jV j) since the number of edges is at most 6jV j.
Proof: Given a tree representation, we can only merge two adjacent leaf task nodes. Without loss of generality, we assume that two leaf nodes are in a subtree G which is G = (G 1 ; ; G k?2 ; G k?1 ; G k ; G k+1 ; ; G h ). G k?1 is T k?1 and G k is T k . T k has a computation time independent of the data distribution scheme used. If T k is merged with its predecessor T k?1 , the data partitioning scheme of T k will be the same as that of T k?1 . Thus G 0 = (G 1 ; ; G k?2 ; T 0 k?1 ; G k+1 ; ; G h ). The parallel time PT(G 0 ) of the new, reduced graph G 0 is PT( Hence any optimal solution for the original graph can be transformed into one for the reduced graph with a better or equal performance. Thus the optimal solution derived based on a reduced graph is optimal for the original graph. 2 
Loop linearization
The strategy discussed in Section 4.1 only works for a task chain without loops. For a task chain with loop structures, the corresponding cost graph contains cycles, and the shortest path algorithm will not work.
If loop bounds are known, our approach is to linearize the graph and we propose a constrained shortest path algorithm for nding the optimal solution in the linearized graph. We rst discuss this method using a single nested loop and then generalize for arbitrary task chains with loops. { CT1: The data distribution of the rst node in G 0 2 is the same as that for the dummy node x. This is because that c 2 is the data redistribution cost from the last node in G 2 to the rst node in G 2 , and the data distribution of node x which follows c 2 should be the same as that of the rst node in G 0 2 .
Single nested loop
{ CT2: The data distribution of the second dummy node y is the same as that of the last node in G 0 2 . This is because c 3 is the data redistribution cost from the last node in G 2 to the rst node in G 3 .
In this way, the cost of linearized loop satis es the above equation. For this new graph, we construct its corresponding cost graph as before and search for the shortest path in this cost graph.
Example: We apply our linearization procedure for a task graph with a loop shown in Figure 6 . The linearization step produces a cost graph as shown in Figure 6 (a). Thus in choosing the shortest path from stage T 1 to T 4 , that path mush have the same distribution between T 2 and x according to constraint CT1, and between T 3 and y according to CT2. 2
To nd the shortest path in this cost graph with added constraints, we propose a constrained shortest path searching algorithm. The algorithm proceeds as follows:
We rst nd the dedicated shortest paths for the nested loop part which starts from the rst stage in G 2 and ends at stage y in Figure 5 (c). Each dedicated shortest path starts from one distribution DE(G 2 ) and ends at one distribution of y with constraints CT1 and CT2. For example in Figure 6 (a), the nested loop part is marked with the dash box. There are 6 shortest paths, starting from node 3 or 4 to node 10, 11, or 12. We need two steps to nd the paths satisfying the constraints CT1 and CT2.
1. First for a given pair (DE(G 2 ); DX(G 2 )), we nd the the shortest path from DE(G 2 ) to DX(G 2 ).
2. Extend the above path to a distribution of x and y such that DT(x) = DE(G 2 ) and DT(y) = DX(G 2 ).
3. Repeat step 1 for all possible pairs of (DE(G 2 ); DX(G 2 )).
Then we replace the above nested loop part with two stages u and w. The distribution nodes of u include all possible values of DE(G 2 ) and the distribution nodes of w include all possible DX(G 2 ). We call this step the loop kernel compression. The edges between instances of z and w represent the constrained short paths derived at the above step. The instances of z and w have zero weights.
Then the shortest path of the new graph satis es constraints CT1 and CT2.
Example: For Figure 6 (a), the shortest paths from node 3 to 10, 11 and 12 and from node 4 to 10, 11 and 12 are computed. Then the graph transformation procedure will produce a simpli ed graph as shown in Figure 6 (b) where edges from 3' and 4' to 10', 11' and 12' representing the constrained shortest paths derived from T 2 to y. 2
A sequence of multiple nested loops
We now generalize our result for any number of nested loops and multiple loops in a task chain. The linearization and searching algorithm proceeds as follows.
For each multiply-nested loop part, we apply the above linearization and searching procedure in a bottom-up recursive manner.
{ If the inner most loop contains a single task, then we use the linearization procedure depicted { Else we use the linearization procedure depicted in Figure 5 (c). Then we use the kernel compression to further simplify the loop body.
As a result, for a simple task with a single multiply-nested loop, we will either get one task as shown in Figure 5(b) , or obtain a 2-task chain without loop as shown in Figure 6 (c) to represent each loop part.
After each multiply-nested loop part is linearized, we use the classical shortest path algorithm to nd the optimal assignment for multiple loop nests.
Complexity analysis. Assume that we have a task chain of V stages with at most r loops. Each loop has at most d nests. Notice that each task has at most 6 instances. Thus without loops, the number of edges in the cost graph is at most 6V . The shortest path algorithm costs O(V ). The complication in dealing with loops comes from the linearization procedure. We can show that the overall complexity is O(V d).
We examine for one q-nested loop with a total of H tasks, let H k be the number of tasks which are inside exactly k loop nests. Thus P q k=1 H k = H. When we apply the bottom up linearization procedure for level q, the kernel transformation costs at most O(H k + 2). Then the total number of loop levels is reduced to q ? 1 but the total number of tasks at loop level q ? 1 increases by no more than 2. After q linearization steps, the cost becomes Correctness analysis. Although the constrained shortest path searching algorithm nds the optimal path within a loop, we need to show that the algorithm also nds the optimal path in nested loops. This is because locally optimal results generally cannot guarantee global optimality. The following lemma establishes the optimality of the constrained shortest path search algorithm for a sequence of multiple loops. Lemma 2 Given a task chain with linearized loops, the constrained shortest path searching in the cost graph nds the optimum for the original task chain.
Proof: We divide our proof into two parts. as demonstrated in Figure 5 (b) to the k + 1th nested loops, so that the k + 1 nested loops become attened. This single step will preserve the cost structure as demonstrated in d = 1 case.
Part 2: We will show that the the constrained shortest path searching algorithm always nds the optimal assignment for a sequence of nested loops. Assume that the optimal path B in the original graph G in one loop part is shown in Figure 7 Then according to the Part 1 of the proof, our linearization and searching algorithm retains the optimal path between w and z. Then we can construct a part of path A in G 0 using the shortest one between w and z in G 0 . Namely, path length from w to z in B path length from w to z in A:
We repeat this construction for all loop parts. A path A is then found in G 0 such that the length of A is no longer than PT opt . Since our constrained shortest path searching algorithm nds the assignment which is equal or better than the one represented by path A, our algorithm nds the optimal solution for graph G. 2
Varying task parameters
So far, the optimal scheduling results are obtained for xed task parameters (e.g., p and n). If the task parameters are allowed to change, the scheduler may nd di erent optimal paths. For example, the constrained shortest path for input image size of 64 64 could be di erent from that for image size of 
For example, if images may assume three di erent sizes, say 256 256; 512 512, and 1024 1024, then m = 3. The optimal mapping may be di erent from one case to another. Our algorithm will derive one mapping for all three cases and the summation of the performance degradation from the optimum for each case should be minimum.
Given a simple task chain without loops, a brute force method to compute such a mapping is to try all possible paths in the m cost graph variances. However, the cost can be as high as O(6 V m), where V is the number of tasks in the cost graph. In stead, we propose the following algorithm to compute a mapping with the minimum MPD, which is much more e cient.
For each parameter setting Z, we nd the optimal solution OPT(G; Z).
We OPT(G;Z) by nding the shortest path in the augmented cost graph. 2
For task chains with loops, we can generalize our result if the loop iteration numbers remain constant.
That is done in Section 4.6.
Decomposing into data-independent subgraphs
The above analysis has assumed that the cost of a task is data independent. If the costs are data dependent, or the loop bounds are unknown, it is di cult to predict the performance and obtain a good schedule at the compile time.
In general, our strategy is to apply our algorithm to optimize subgraphs in which task weights and loop bounds are deterministic. Hence, the run-time data dependent parts are isolated and the maximum data-independent subgraphs are identi ed to which our optimization algorithm applies.
Given a graph G = (G 1 ; ; G h ), we search the corresponding tree structure in a bottom-up manner to identify the data-dependent regions. If G i contains a data-dependent task or a loop with an unknown loop count, we mark G i accordingly. We apply the optimization strategy to each maximum subgraph sequence G i ; : : : ; G j such that all these subgraphs contain only data-independent operations and loops with known loop bounds. Note that such an optimization strategy will in general fail to locate a globally optimal solution | as such a solution cannot be found without knowledge of the actual execution pattern.
The mapping algorithm
Now we are ready to put all the above optimization strategies together and present our scheduling algorithm as follows.
Step 1: Traverse the tree structure of the task chain to identify a set of maximal subgraph chains which contain only data-independent tasks and known loop bounds. For each of these subchains, we apply the optimization technique described from Step 2 to Step 5.
Step 2: Coalesce pixel operations into adjacent tasks to reduce the number of tasks.
Step 3: For each parameter setting, traverse the tree structure of each chain in a bottom-up manner to linearize loops, which results in a attened task chain without loops. Construct a cost graph and derive the optimal data assignment using the constrained path search.
Step 4: For each task in the reduced graph, reset its task weight with respect to distribution D i as Then use the linearization procedure for this chain with new weights and derive the optimal assignment. This assignment has the minimum MPD.
Notice that if loop bounds vary from one parameter setting to another, the above algorithm cannot nd the optimum. Otherwise the following theorem asserts that the above algorithm will nd the best assignment.
Theorem 1 For each maximum data-independent subgraph chain with loops, the above algorithm nds an optimal schedule that minimizes the MPD with respect to a range of pre-sampled parameter settings.
Proof : The proof is essentially a combination of the results of Lemmas 1, 2, and 3.
We need rst to show that for each parameter setting Z, we nd the optimal solution OPT(G; Z). By Lemma 1, Step 2 does not diminish the optimality of the scheduling result. Furthermore, Lemma 2 shows that the constrained shortest path searching in a cost graph with linearized loops nds the optimum. Thus
Steps 2 and 3 nd the optimum for a given Z.
For
Step 4, the linearization procedure is applied to the augmented task chains. For a simple task chain without loop, Lemma 3 shows the algorithm is optimal. For a task chain with loops, we just need to show that the optimal solution for the chain with updated weights minimizes the MPD function. The way is similar the one used for proving Lemma 1. Since we assume that the loop bound is a constant, we can expand the term PT(G; Z) in P Z2R PT(G;Z)
OPT(G;Z) using the parallel time de nition given in Section 3. 2 
Experimental Results
We have implemented the partitioning and scheduling scheme and parallel versions of several CVIP algorithms on a MEIKO CS-2 parallel processor at UCSB. MEIKO CS-2 is a distributed memory parallel machine. Each node has a SUN SPARC Viking processor for computation and a Sparc-like co-processor for communication. The structure of the CS-2 data communication network is a multi-stage packet-switching fat-tree using a wormhole routing scheme. There are several message passing libraries available and the one we used is NX/2 (the Intel communication interface). And the NX/2 version ScaLAPACK 8] was
employed as a parallel library.
For system parameters, we estimated = 80 sec, = 0:026 sec=byte, and ! = 0:33 sec=flop using the NX/2 communication package on the MEIKO CS-2. The blocking factor, b, was selected to be eight so that the ratio of computation speed and communication speed is about one 10] and parallelism can be exploited without excessive communication overhead.
Image Enhancement and Noise Reduction
Problem description We tested the scheduling scheme on a popular image processing operation, homomorphic ltering 11], for noise reduction and image enhancement. The input image was assumed to be corrupted by a multiplicative noise process and an additive noise process. The operation used histogram equalization to stretch the image intensities back to the original range, followed by median ltering to remove the \salt-and-pepper" additive noise. An ln operator was then applied to separate the multiplicative noise from the image itself. The multiplicative noise was removed by a low-pass ltering operation in the frequency domain (through Fourier and inverse Fourier transforms). Finally, the image was scaled back using an exponent operator.
A visual implementation of the above algorithm using Khoros is shown in Figure 8 . A task graph of this operation is shown at Figure 9(a) , where the input/output routines used in Khoros were omitted but various type conversion operators (denoted by C) were retained. Figure 9(b) shows the reduced task graph (after node merging) of the operation. Since the type conversion operators and the ln operator were both pixel operators, they were merged into the adjacent histogram equalization H and the median lter masking operation M. The frequency lter L and the exponent operator exp{both pixel operations{were merged into the Fourier transform F and the inverse Fourier transform F ?1 , respectively. rst node in this reduced graph represented a histogram equalization operation, which had only a single parallel implementation based on the block partition in our library. The next node was a masking operation; hence, the node was expanded into six nodes in the cost graph using six di erent data partitioning schemes.
The Fourier transform assumed two di erent implementations, both of which used the transpose algorithm for the parallel 1D FFT operation. For 2D FFT 11] , one library routine used the row partition for 1D
FFT, followed by a transpose operation, and then by another row-wise 1D FFT. The other routine was similar but assumed the column partition for 1D FFT instead. The inverse Fourier transform operation used the same data partitioning schemes as the forward transform.
In our experiments, we used r = s = 3. The image size was 512 512, and the number of processors used were 4, 16, 24, and 32. For example, using the above parameters and p = 4, the shortest path in Figure 9 was found to pass through the block partition node for the histogram equalization operation, the row partition node for the masking operation, the row partition node for the Fourier transform, and the row partition node for the inverse Fourier transform. The parallel time was found to be 3:62sec: Table 3 shows the breakdown of the parallel execution time of the optimized codes using 4, 16, 24, and 32 processors.
Note that some DR columns, which show the data redistribution time in between two adjacent stages, are empty because there was no data redistribution in between the stages. Figure 10(b) shows the performance improvement using di erent numbers of processors for image size of 512 512. Our analysis for n = 512 and p = 24 shows the performance improvement could be as high as 2.05, i.e., the optimal schedule generated a parallel code whose parallel execution time was more than twice faster than that of the unoptimized one. The savings arise mostly from reducing unnecessary data redistribution in between stages.
MPDM Next, we show how our algorithm handles variation of parameters using the MPDM algorithm.
To compute the MPDM, the parallel time of the optimal schedule assuming a given set of task and resource parameters was computed rst. These optimal parallel times assuming a particular set of parameters were then used to generate an augmented cost graph. We used the MEIKO CS-2 architecture with b = 8, r = s = 3, n = 512; and used both four and sixteen processors. The optimal parallel times for p = 4; 16 were 3:62sec and 1:42sec, respectively. Their corresponding optimal paths are shown in Figures 11(a) and (b). Based on them, we generated a new cost graph (Figure 11 
The given example shows that a schedule was found which had a 4:9% performance degradation over two di erent numbers of processors used. In other words, a single parallel code generated by the algorithm can be executed with two di erent parameter sets with a slight performance degradation. The MPD thus provides a good measure to determine the performance degradation of a parallel code over di erent parameters. For a pre-de ned set of parameters, one parallel code may be su cient if the MPD is small.
However, if the MPD is too large, then the parameter set should be divided into smaller subsets such that the MPD of the schedule in each parameter subset is less than a preset threshold.
Face Recognition using Eigen Images
Problem description A second example was on parallelizing a high-level vision recognition algorithm The scheduling algorithm was used to generate a parallel version of this face recognition algorithm.
We used the same image data set as that in 30]. The visual representation of the algorithm using Khoros 2.0.2 is shown in Figure 12 . The corresponding task graph of this operation is shown in Figure 13 (a). Again, input/output routines were omitted in the task graph.
The rst loop in Figure 13 based on the available library implementations is shown in Figure 13 .
In our experiment, the eigenvalue and eigenvector computation was done sequentially because we were not able to make the parallel routines in ScaLAPACK to work properly. When M is small, sequential eigen computation of an M M matrix is fast enough to achieve an acceptable performance. Thus the eigen computation comprised three stages. The rst and the last stages were for gathering and scattering (Figure 15(a) ) was found to pass through the block partition node for the rst loop, the column partition node for the scalar division, the column partition node for the second loop, the column partition node for the matrix transpose, the column partition node for the matrix multiplication, the block partition node for the eigen analysis, and the block partition node for the third loop. 
The MPDS had a 3.2% performance degradation over the four di erent parallel runs using 4, 16, 24, and 32 processors. In this case the MPD is small enough to be tolerable, and one parallel code can be used over the pre-de ned set of parameters. 6 The Concluding Remarks
The main contribution of this work is the development of a mapping scheme for automating the selection of data distribution in integrating a sequence of parallel library routines modeled by a task chain.
The proposed algorithm optimizes performance in dealing with loop structures and run-time parameter variation. The experiment results with image processing operations indicate our scheme provides a good automation in mapping those applications. There are still a number of issues to be addressed in future.
For example, handle more complicated loop conditions and application graph structures with a large set of data-dependent computation. Another future work is to incorporate our scheme in a visual programming environment such as Khoros with standard parallel libraries MPI and ScaLAPACK.
