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今日のグリッド環境上の計算機は，単一の OS 環境から複数の OS が動作するヘテロ OS 環境に
なることが多く，プログラム作成にはシステムごとの固有のコードを記述する必要がある．また，プ
ログラムの大規模実行では実行時間の長期化が考えられ，その実行中ノード故障やノードの計算から
の離脱など，計算環境が動的に変化することがある．そこで我々は，これまでグリッド環境上のヘテ
ロ OS 環境において，プログラムの再コンパイルなしに Linux プログラムをWindows 上で直接実
行する方法として，Linux プログラム実行環境 BEE の設計・開発をおこなってきた．さらに，動的
な計算環境に対処すべく，我々が開発してきた Linuxプログラム実行環境 BEEを拡張し，プロセス
のチェックポインティングとリスタートを可能にさせる機能を備えることにより，ヘテロ OS 環境に
おいてプロセスマイグレーションを実現する．本稿では，異なる OS 間でのプロセスマイグレーショ
ンを実現する BEE の設計と Linux においてのその実装について述べる．
Design of Process Migration Framework Between Hosts
On Which Heterogeneous Operating System Environments Run
By Using Process Checkpointing and System Call Emulations
Yoshihiro Nakajima,y Yoshifumi Uemura,y Yoshiaki Aiday
and Mitsuhisa Satoy
Today's computing environments on a grid are consists of various operating systems such
as Windows and Linux. In other words, these computing environments have heterogeneity so
that the programmer must write OS-speci¯c code to adapt to each OS. And in case of a large-
scale execution of a application, its execution needs long duration furthermore its computing
environment changes dynamically because of system failure of nodes or node separation from
the computing. Challenges here are to absorb the heterogeneity of operating systems and
to adapt for the changing computing environments. We have designed and implemented an
agent called BEE, which enables direct execution of Linux binary program on Windows as
a prototype to absorb the heterogeneity of operating systems. Moreover extending BEE to
add functions to checkpoint a process and to restore the process, we aim to realize process-
migration between nodes of heterogeneity OS environment. In this paper, we describe the
design of BEE to realize process migration and report its implementation for Linux.
1. は じ め に
近年のコモディティPC の普及とネットワークの技
術革新により，個人がネットワークに接続された計算
機を複数台保有するようになった．しかし，それらの
PCは，その計算能力の高さに関わらず，計算能力は
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ほとんど有効に活用されていない．一方で，製薬の
ための分子構造設計や電子回路設計のシミュレーショ
ン，データマイニングなど莫大な量の計算を素早く処
理（ハイスループットコンピューティング）するニー
ズが非常に高く，簡便にこれらの計算資源を含めた大
規模計算機環境を利用可能なフレームワークが求めら
れる．
これまでこのハイスループットコンピューティング
では，主な計算資源として Linuxサーバからなる PC
クラスタを用いて処理が行われており，オフィスや研
2究室などで主に利用されているWindowsが動作して
いる PCはあまり利用されてこなかった．このWin-
dowsが動作しているPCの計算能力をハイスループッ
トコンピューティングに活用することができれば，現
在ある計算能力の増強または，各個人向け PCの計算
能力の有効活用ができるようになる．
そこで我々は，ヘテロなOS環境において異なるOS
用に作成されたバイナリプログラムを実行可能にさせ
るミドルウエアとして，Linux向けに作成されたプロ
グラムを直接Windows上で実行可能とする Linuxプ
ログラム実行環境 BEEを設計・開発している1)．
ハイスループットコンピューティングにおける大規
模な計算実行では，計算ノード上で長時間プログラム
が実行されることが予想され，その長時間の計算実行
中に計算ノードの故障や，計算ノードのその計算から
の離脱など，計算環境は動的に変化することが考えら
れる．
我々は，この動的に変化する環境に向けて，プロセ
スマイグレーションを用いて対処することを考える．
計算ノードの故障の対応については，定期的にプログ
ラムのチェックポイントを行い，最新のプロセスの状態
をストレージに保存する．故障した際には，別のノー
ドでそのストレージに保存されたプロセスイメージか
ら再実行をはじめる．また計算からの計算ノードの離
脱についても同様に離脱する前にプロセスイメージを
保存し，別なホストにイメージを転送して再実行を行
う．これによって，途中まで計算した内容が活用可能
となり効率的に計算を進めることが可能になる．
また異なる OS間でプロセスマイグレーションを可
能にさせることで，プラットフォームを意識せず計算
を行える計算資源をユーザに提供することができるよ
うになる．つまり，異なる OS環境のホスト間でのプ
ロセスマイグレーションが可能になったことにより，
Volatilityの高い研究室やオフィスにある個人が所有
する PCを，安定した計算資源として活用することが
可能になる．さらに，ヘテロOS環境でのプロセスマ
イグレーションが実現可能になれば，これまで申請者
が開発してきたグリッド向け RPCシステムの一つで
あるOmniRPC2),3)で，Windowsと Linuxそれぞれ
の計算機の計算能力をシームレスに活用することがで
きるようになる．また BOINC4) や XtremWeb5) な
どに提案システムを組み込むことができれば，ヘテロ
OS環境の計算機を簡便に活用可能なハイスループッ
トコンピューティングを支援するためのコンピューティ
ンググリッドを実現することが可能になる．
本稿では，この動的に変化する計算環境に対応する
ため，我々が開発しているWindows上での Linuxプ
ログラム実行環境 BEEにプロセスのチェックポイン
ティング機能とリスタート機能を付加させ，Windows
と Linux間でのプロセスマイグレーションの機能を実
現するための設計と実装について述べる．
本稿の構成は以下のようになっている．3章ではこ
れまで開発してきた Linuxプログラム実行環境 BEE
の設計と実装について述べる．4章では，ヘテロOS環
境におけるホスト間のプロセスマイグレーションのた
めの BEEの設計について説明する．5章では，Linux
における BEEへのプロセスマイグレーションの実装
について述べる．最後にまとめと今後の課題について
述べる．
2. 関 連 研 究
ハイスループットコンピューティングを支援するミ
ドルウエアにおいて，各OS 環境に向けてアプリケー
ションを作成する場合には，プログラマが OSごとに
固有のコードを記述する必要があり，プログラマへの
負担は大きい4)»8)．
この問題に対処する方法としては，ソースコードレ
ベルでのプログラム動作の互換性を保証する Cygwin
ライブラリ9) を利用する方法，中間コードを利用して
様々な環境でプログラム実行が可能な Javaを用いる方
法，VMware10), QEMU11)やXen12)などの仮想マシ
ンを用いて，仮想マシン上に共通の環境を構築するこ
とが挙げられる．Cygwinを用いる場合には，ソース
コードの再コンパイルが必要となり，Linuxに加えて
Windows環境を用意し，Windowsのプログラムを用
意する必要がある．ハイスループットコンピューティ
ングのためのアプリケーションは，Cや FORTRAN
で記述されていることが多く，Javaで記述されている
場合はほとんどないため，実行速度の点からも Java
を用いるのは適さない．仮想マシンを用いる場合には，
Windows上に仮想マシンを導入し，さらに Linux の
OSを導入しなければならないという問題がある．さ
らに，仮想マシンは専用のメモリやディスク領域を多
く使用するため，OSが仮想マシンに占有されてしま
う問題がある．
プロセスマイグレーションについては，これまで単
一のシステム環境において行うことはよく行われてき
た．しかし，ヘテロ OS 環境でプロセスマイグレー
ションを行う研究は行われていない．ハイスループッ
トコンピューティングを支援するワークロード管理シ
ステム Condorでは，プログラムに独自のチェックポ
インティングライブラリをリンクすることによって，
3プロセスが動作する計算機の負荷が高くなった場合に
異なる計算機 (UNIX系OSが動作)にプロセスマイグ
レーションを行う13),14)．しかし異なる OSホスト間
でのプロセスマイグレーションはできない．VMware
ESX serverや Xenの仮想マシンを用いた場合では計
算のマイグレーション15)»17) は比較的容易に実現可
能であるが, この処理にはプロセスイメージ以外にも
仮想マシンイメージの転送が必要となり, グリッド環
境を考慮すると現実的ではない．これまでチェックポ
インティングとプロセスマイグレーションの機構につ
いての研究は数多く行われてきたが，それらの研究で
想定されている OS 環境は単一であることがおおく，
異なる OS環境間での研究は少ない．
3. Linuxプログラム実行環境BEE
我々は，Linuxプログラム実行環境 BEEを，ヘテ
ロな OS環境において LinuxからWindowsを Grid
RPCのワーカとなる計算機資源として利用するため
のフレームワークとして設計・開発してきた．本節で
は Linuxプログラム実行環境BEEについて紹介する．
Linux は様々なアーキテクチャに対応しているが，
BEEではLinuxプログラムを直接Windows上で実行
することを目的として実装しているため，IA-32アー
キテクチャ上で動作する Linuxのプログラムを対象と
する．
BEEのシステム概要を図 1に示す．BEEのシステ
ムは，2つの部分から構成されている．１つはプログ
ラムローダである．LinuxではELFなどの多種のプロ
グラムのフォーマットが用いられているが，Windows
では PEフォーマットなどがプログラムのフォーマッ
トとなっている．そのため，Linuxプログラムのフォー
マットはWindowsでは対応していないため実行する
ことができない．そこで，Linuxプログラムのフォー
マットを解析，実行するためのプログラムローダの実
装をしている．
もう１つはシステムコールである．Windows と
Linuxで同じ IA-32アーキテクチャを用いた場合，プ
ログラム自体はそのまま実行することは可能である．
しかし，システムコールの実装は OS毎に異なってい
る．そのため，同じアーキテクチャであってもWin-
dows上で Linuxプログラムをそのまま実行すること
が出来ない．そこで，Linuxのシステムコールを実行
するための機能を実装している．
次に，プログラムローダとシステムコールのそれぞ
れの実装について述べる．
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図 2 プログラムローダによる Linux プログラムの展開
3.1 プログラムローダ
Linuxのプログラムを実行するには，そのフォーマッ
トに対応したプログラムローダを実装することで実行
可能となる．Linuxでは，プログラムのフォーマット
は多くの種類が存在している．BEEでは一般的に普
及しているフォーマットである ELF18) を対象として
プログラムローダの実装を行った．また，ELF には
動的リンクと静的リンクがある．BEEではプログラ
ム単体で実行することが可能となる静的リンクした実
行プログラムのみを対象とした．これは，動的リンク
の場合，共有ライブラリをWindowsが持たなければ
ならなくなるためと，共有ライブラリのバージョンが
異なっていた場合に実行することができなくなってし
4Invoke
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図 3 OmniRPC の RPC システム
まうという問題が起きるためである．プログラムロー
ダは Linuxプログラムのフォーマットの解析を行い，
ローダプログラム上にプログラムを展開し実行する．
このときの仮想メモリの状態を図 2に示す．
3.2 システムコール
入出力などの処理はシステムコールを発行すること
で実行できる．このシステムコールはOSにより異な
る実装がなされている．そのため Linuxプログラムを
Windows上で実行する場合，システムコールの実装
が異なるため実行することができない．Windowsで
のシステムコールは，NT/2000の場合は int 2E，XP
などの場合では sysenter命令を用いて，ソフトウェア
割り込みを発生させることで実行している．Linuxの
システムコールは int 0x80により，ソフトウェア割り
込みを発生させ実行している．このようにWindows
では int 0x80 に対応する割り込み処理は無いためで
ある．
Windowsでは Linuxのシステムコールに用いられ
ている int 0x80に対応する割り込み処理は特に指定さ
れていない．そこで，BEEでは int 0x80に対応する
ソフトウェア割り込み処理を，新たに追加することで
システムコールの実行を可能にしている．新たにソフ
トウェア割り込みの処理を追加する方法として BEE
ではデバイスドライバを利用している．
割り込み処理を追加には，割り込みディスクリプタ
テーブル (Interrupt Descriptor Table)19)を操作する
必要があり，割り込みディスクリプタテーブルに指定
する割り込み処理はカーネル上に用意しておかなけれ
ばならない．通常のユーザプログラムではユーザ空間
上にプログラムが展開されてしまうため，これを割り
込み処理として割り込みディスクリプタテーブルに指
定することができない．しかし，デバイスドライバを
用いた場合は可能となる．デバイスドライバはOSの
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図 4 BEE を用いた OmniRPC の RPC システム
起動時に OS に組み込まれカーネル上に展開される．
そのためデバイスドライバを利用して，カーネル上
に新たな割り込みの処理を追加することができる．こ
れにより，Linuxのシステムコールに対応した処理な
どの任意のソフトウェア割り込み処理などを実装する
ことができる．デバイスドライバを利用して割り込み
ディスクリプタテーブルに割り込み処理を追加したと
きの実行の流れを図 1に示す．
システムコールのソフトウェア割り込み処理はデバ
イスドライバを利用することで可能となるが，実際の
システムコールの処理を実装する必要がある．Linux
ではシステムコールは多くの種類が存在する．しかし，
WindowsをGrid RPCのワーカとして利用するのに，
このような数多くのシステムコールを実装する必要は
ない．そこで，BEEではワーカとして利用するのに
必要最低限のシステムコールのみを実装する．現在実
装しているシステムコールは write/readなどの基本
的なファイル I/O と，マスタとのデータのやり取り
に必要なネットワーク I/Oのみを実装している．
3.3 BEEの OmniRPCへの適応
BEEは Linuxプログラムを実行する機能しかない
ため，Grid RPCシステムのミドルウェアと統合する
ことで Grid RPC システムに利用することが可能と
なる．ミドルウェアとして OmniRPC を用いた．こ
こでは，OmniRPC の概要と BEE を用いた場合の
OmniRPCシステムについて述べる．
OmniRPC は，ローカルなクラスタ環境から広域
ネットワークで構成されたグリッド環境までのシーム
レスな並列プログラミングを可能にするマスタ/ワー
カ型の Grid RPCシステムである．OmniRPCのシ
ステムを図 3に示す．OmniRPCはクライアント，リ
モートプログラム，エージェントから構成される．ク
ライアントがマスタプログラムである．リモートプロ
5グラムはこの図に示されるワーカプログラムであり，
ワーカ上で実行するプログラムである．ワーカは，ク
ライアントプログラムからの RPCより呼び出される
が，直接ワーカプログラムの実行は行われない．まず，
Linuxリモートホストへ sshなどで認証を行った後に
エージェントを起動する．そして，クライアントから
の RPCはエージェントを通して，ワーカプログラム
を呼び出す．その後は，クライアントとワーカプログ
ラムが直接通信を行う．
次に BEE を用いた場合の OmniRPC システムを
図 4に示す．Windowsはワーカとしてのみ利用をす
るため，マスタ側は Linux のみを用いることを前提
とする．Windowsでは sshなどの認証機構がないた
めエージェントを起動することができない．そこで，
Windowsでのエージェントをデーモンサービスとし
て動作するように機能拡張を行った．また，ワーカプ
ログラムは Linuxプログラムであるので，エージェン
トは BEEを経由してワーカプログラムを実行するよ
うに変更する．それ以外は Linuxでの OmniRPCシ
ステムと同様に，BEEにより実行されたワーカプロ
グラムがクライアントプログラムと通信を行う．
OmniRPCで想定されているグリッド環境は，ネッ
トワーク上で複数のクラスタ環境が接続されている環
境である．クラスタ環境では，通常それぞれのクラス
タ環境内でファイル共有がされている．しかし，大規
模グリッド環境を想定し，オフィスなどの PCを利用
する場合では，ファイル共有をすることができない．
このような場合にワーカプログラムを各 PCへ配布す
る機能が必要となる．現在の OmniRPC では，この
ような機能はサポートされていない．そこで，ワーカ
用のWindows PCを簡便に利用できるようにするた
めに，必要なワーカプログラムをマスタが自動的に配
布するように拡張した．これにより，Windows PCに
ワーカプログラムをあらかじめ用意しておく必要がな
くなる．
4. 異なるOS間のプロセスマイグレーション
を可能にさせるBEEの設計
我々が対象とするプロセスマイグレーションを行う
アプリケーションは，ネットワーク通信やローカルファ
イルを扱い計算を行うようなプログラムである．ウイ
ンドウ表示などの操作を含むようなプログラムは対象
としない．図 5に，提案するプロセスマイグレーショ
ンのフレームワークが使用される想定事例を示す．あ
るプログラムを実行していたノードにユーザがログイ
ンし，負荷が高くなった場合，そのユーザの処理を妨
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Computing PC
(Linux)
Computing PC
(Windows)
Program
Program
3. Check pointing & 
Process Migration
５. Check pointing & 
Process Migration
1. program start
2. connect to web 
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6 restart process and
Restore the connection
Program
TCP Connection
図 5 想定するアプリケーションの実行環境
げないようにプロセスのチェックポイントを開始し，ス
ケジューラの指示に従って違うノードにダンプしたプ
ロセスイメージを転送，別なノードで中断したプロセ
ス実行を再開する．ネットワーク通信についてはプロ
セスマイグレーションのフレームワークとアプリケー
ション側の協調で対処できるような機構を提供するこ
ととする．
プロセスマイグレーションを実現する手法は基本的
に，OSのカーネルレベルの手法と，ユーザーレベル
のみの手法の 2つがある．我々は，すべてユーザレベ
ルでの手法を選択した．これは，カーネルレベルで行
う手法の方がプロセスのメモリや情報などすべてにア
クセスできるという利点があるが，Windowsのシス
テム内部についての資料が公開されていないため我々
には実現不可能なためである．ユーザレベルではプロ
セスの完全な情報を取得することは出来ないが，我々
が想定するようなアプリケーションではユーザレベル
で取得できるプロセス情報で十分であるため問題はな
いと考える．
異なる OS間でのプロセスマイグレーションを実現
するためには，BEEに以下の機能が必要である．
² プロセスのチェックポイント機能
² チェックポイントイメージからプロセスのリスト
アを行う機能
² プロセスのリスタート機能
² 複数の OS に対応する共通化したメモリレイア
ウト
² 仮想ネットワーク I/Oの機能
このために，これまで申請者らが開発している，異
なる OS 環境向けに作成されたバイナリプログラム
を直接実行可能にさせる機構のプロトタイプシステム
BEEに，プロセスのチェックポインティング機構とプ
ロセスの状態のリストア機能，プロセスのリスタート
の機能を付加させる．
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プロセスのチェックポイントを行う際には，各 OS
が提供しているAPIを用いて，他のプロセスから，動
作しているプロセスのメモリ情報や CPUのレジスタ
情報を読み取り，ELF 形式でプロセスイメージを保
存する．
チェックポイントにより生成されるプロセスイメー
ジからのリストア機能とリスタート機能は，これまで
の BEEにあるローダを拡張し，プロセスイメージか
らメモリ空間にプロセスの再構成を行い，各OSのプ
ログラム実行用の APIを用いて実行させる．
また，ヘテロ OS環境のホスト間において仮想メモ
リのレイアウトは，各システムによって異なる事が多
い．実際，WindowsとLinux間でプロセスマイグレー
ションを行う場合，スタックなどで使用される仮想メ
モリのレイアウトは問題となる．WindowsXPを例に
とると，デフォルトでは使用可能な仮想メモリの領域
は 2GByteである．しかし，Linuxの場合は 3GByte
が仮想メモリの領域として使用することができる．こ
のように，使用する仮想メモリの領域が異なっている
と，プロセスマイグレーションによりプロセスの再構
成をする際に，メモリ領域がすでに使用されていて再
構成できなくなるという問題が生じる．
そこでプロセスのメモリの使用領域を明確に決定し
ておく必要がある．BEEでは図 6のようにメモリ領
域を決定する．BEEはこのようにスタックなどの仮
想メモリのレイアウト構成するようにし，Windows
と Linux 間のプログラムの非互換性を排除するよう
にプログラムローダの変更を行う．
プロセスマイグレーションにともないプログラムの
ネットワーク通信は切断されてしまう．このため，ネッ
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トワーク通信を必要とするようなアプリケーションの
ために，BEEを通してネットワーク通信を行うよう
に機構拡張を行う．これによって，ネットワークの再
接続などは BEEが対処することができるようになる
ため，ユーザはプロセスマイグレーションによって生
じるネットワーク通信の切断といった問題に対処する
必要がなくなる．
5. Linux環境でのプロセスマイグレーション
のBEEへの実装
Linux環境では，プログラムのシステムコールエミュ
レーションを行う必要がないため，プログラムローダ，
プロセスのチェックポイント機能とリスタート機能を
実装することによりプロセスマイグレーションを実現
することとした．Linux環境でのプロセスマイグレー
ションを実現するための BEE の実装を図 7 に示す．
基本的には，プログラムローダでプログラムをメモリ
空間に展開，実行を行う．Linuxにおいてのプロセス
のチェックポイントを開始するトリガはユーザからの
シグナルによって行うこととし，forkと ptraceを用
いてプロセスの情報取得を行う．
チェックポインティング時の処理の流れを図 7に示
す．Linux上においてもBEEと同様にプログラムロー
ダを用いて，Linuxプログラムを自身のメモリ空間に
展開し実行する．このプログラムローダはこの他にも，
先に述べた仮想メモリのレイアウトによる非互換性の
排除，ネットワーク通信の再構築といった処理を行う．
その後，任意のタイミングのシグナルにより，プログ
ラムローダがシグナルを受け取り forkする．forkし
たプロセスに対して ptraceを用いてアタッチし，シ
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グナルが発生したときのレジスタやコンテキスト情報
を取得する．また，スタックなどのメモリ領域の状態
は/proc/self/mapsから使用されている領域を調べ，
プログラムのテキスト以外のデータ領域のみをプロセ
スイメージとして生成する．プロセスイメージはELF
のコアファイル形式とする．
プロセスのリスタートは，チェックポイント時に生
成されたELFコアファイルのプロセスイメージと，実
行するプログラムを用いて行う．このコアファイルに
はシグナルが発生したときのプロセスの情報とメモリ
の状態が記録されているため，プログラムローダがプ
ログラムからテキスト，コアファイルからメモリの状
態やネットワーク通信などを再構築する．その後，レ
ジスタ情報を書き戻すことでシグナルが発生したとき
の状態へと復元し，処理を再開する．
6. まとめと今後の課題
本稿では，動的な計算環境に対処するために，プロ
セスのチェックポインティングとリスタートを可能に
させる機能を付加させ，ヘテロOS環境においてプロ
セスマイグレーションを実現するための Linuxプログ
ラム実行環境 BEEの設計と，Linux環境でのプロセ
スマイグレーションの BEEへの実装について述べた．
今後の課題としては，図 8 に示すようなプロセス
のチェックポインティング機能とリスタート機能を，
Windows環境上のBEEに実装を行い，ヘテロOS環
境におけるノード間のプロセスマイグレーションの実
現を行う．また，マイグレーション機能についてのシ
ステムの基本的な性能評価を行う．
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