Process analytical technology has elevated the role of sensors in pharmaceutical manufacturing. Often the ideal technology must be selected from many suitable candidates based on limited data. Net analyte signal (NAS) theory provides an effective platform for method characterization based on multivariate figures of merit (FOM). The objective of this work was to demonstrate that these tools can be used to characterize the performance of 2 dissimilar analyzers based on different underlying spectroscopic principles for the analysis of pharmaceutical compacts. A fully balanced, 4-constituent mixture design composed of anhydrous theophylline, lactose monohydrate, microcrystalline cellulose, and starch was generated; it consisted of 29 design points. Six 13-mm tablets were produced from each mixture at 5 compaction levels and were analyzed by near-infrared and Raman spectroscopy. Partial least squares regression and NAS analyses were performed for each component, which allowed for the computation of FOM. Based on the calibration error statistics, both instruments were capable of accurately modeling all constituents. The results of this work indicate that these statistical tools are a suitable platform for comparing dissimilar analyzers and illustrate the complexity of technology selection.
INTRODUCTION
Several technologies may be suitable for a given analytical measurement application. Ultimately, a decision must be made as to which device will be deployed. Common methods for comparison of instruments based upon different fundamental principles are not well established. While instrument selection can be based on many different aspects of a technology (cost, performance, infrastructure, etc), this work will focus only on method performance characterization for 2 sample technologies.
Process analytic measurement applications in pharmaceutical science include qualitative and quantitative identification of compounds, examination of phase transformations and polymorphs, and investigations of manufacturing and process development. Near-infrared (NIR) and Raman spectroscopy are both sensitive to, and capable of accurately predicting, these phenomena. 1, 2 As NIR spectroscopy is based on optical absorption and Raman spectroscopy on the measurement of inelastic scattering, comparison of the parallel performance of these 2 classes of instrumentation is indirect. More often than not, the instrument eventually deployed is selected based on limited criteria that do not consider all aspects of performance.
Calibrations are frequently evaluated using the coefficient of determination (R 2 ) and/or estimation of prediction error. [3] [4] [5] [6] [7] These measures do not directly consider issues such as precision 5, 6 and signal-to-noise (S/N) ratio. 8, 9 The effectiveness of a method should be judged based on a complete assemblage of indicators that describe all aspects of performance and are generalized across technological platforms. Net analyte signal (NAS) theory provides a mechanism for directly determining figures of merit (FOM) for the performance of a method.
NAS theory is the concept of separating relevant signals for a particular component of interest from the remaining interfering elements present within the spectra. 10 Lorber 11 is widely acknowledged as the originator of multivariate NAS theory; Brown, 12 however, makes the clarification that Morgan 13 published on a similar topic prior to Lorber. NAS provides a tool for calculating multivariate FOM; prior to Morgan/ Lorber, techniques similar to NAS were applied to data from only univariate methods. 14 For a more detailed discussion of FOM for univariate calibration, please refer to Olivieri et al and their references. 14 Multivariate NAS was first implemented using pure component projection 11 and classical regression. 15 Implementation of NAS via pure component or classical regression methods is potentially cumbersome 10 ; this problem was solved by Lorber et al 10 by using inverse regression instead. 15 Both classical and inverse regression mathematics are suitable for the determination of NAS; however, the remaining descriptions employ inverse regression.
Mathematically, NAS is defined as the portion of signal unique to the constituent being considered and is orthogonal to all other factors present in the data. 10, 11 NAS, therefore, involves the signal directly useful for quantification. 10 A mixture spectrum (r) extracted from a spectral matrix containing multiple constituents can be resolved into the following:
where r* and r ┴ are mutually orthogonal components representing the NAS vector for the particular component of interest and the vector of interferences, respectively. 10 It is well understood that controllable and uncontrollable errors influence the performance of any analytical technique. This error (ε), which varies for each sample acquired, can also be partitioned into its respective mutually orthogonal components: the part that is orthogonal to the interferences (ε*), and the portion that lies within the interference space (ε ┴ ). 16 It is important to understand that the estimated r* will not lie exactly in the true direction of the NAS vector as a result of ε*.
16 ε* is the portion of total stochastic error (ε) that contributes to imprecision.
Multiple algorithms for calculating NAS have been reported in the literature, 17, 18 with the method of computation and resulting output differing. In this work, the method proposed by Bro and Andersen is used. 19 All equations use X to represent spectral matrices; bold characters other than X (eg, x, y, and NAS) represent vectors; small, italicized characters (eg, x and y) represent scalars. Additionally, the notation ||x|| signifies the Euclidean norm of x and the superscript T indicates the transposition of a vector.
Bro and Andersen calculate the NAS vector for a particular component of interest as follows:
where x i is a sample spectrum from matrix X and b is a column vector of the regression coefficients for X 19 ; principal components regression or partial least squares (PLS) are common regression techniques used to estimate b. 20 It should be noted that X is corrected for the mean; thus, outputs from computations employing N ∧ AS are mean-centered. Results can be rescaled using the vector of means from the centering operation of X to the original range. NAS can also be expressed in scalar form, with no loss in information, by the following equation 10 :
Additional discussion concerning the mathematics behind the determination of NAS can be found elsewhere. [10] [11] [12] [13] [16] [17] [18] [19] [21] [22] [23] was generated. The approximate median particle size of the theophylline, lactose, MCC, and starch (reported by documentation from their respective suppliers) was~90,~100,~180, and~17 μm, respectively. No further analysis or alterations were performed on the materials to determine or alter the particle size distribution. Twenty-nine design points were chosen to cover a wide range in all constituents and to remove any possibility of factor aliasing. Analysis of the mixture covariance matrix (not shown) demonstrated that the design was balanced in all directions, giving equal emphasis to all constituents.
MATERIALS AND METHODS

Tablet Production
Materials for each design point mixture were dispensed by weight (Data Range, model no AX504DR, Mettler Toledo, Columbus, OH) and were transferred to 25 mL glass scintillation vials. In total, 6000 mg of material was weighed out for each point, and the nominal weights for all constituents were adjusted to the observed mass data to calculate actual concentration. The vials were tumbled for 5-minute cycles on a rotating Jar Mill (United States Stoneware, East Palestine, OH). After every blending period, an NIR reflectance spectrum was acquired through the bottom of the glass (FOSS NIRSystems 5000, FOSS NIRSystems, Inc, Laurel, MD). An ad hoc partial least squares II (PLS-2) calibration, using the constituent concentrations as reference data, was constructed after each blending cycle to assess homogeneity. Mixtures were assumed to be homogeneous when further mixing failed to yield an increase in the calibration's coefficient of determination.
The mixtures from each design point were then subdivided and tableted at 5 levels of compaction force (67.0, 117.3, 167.6, 217.8, and 268.1 MPa) on a Carver Automatic Tablet Press (Model 3887.1SD0A00, Wabash, IN) using flat-faced punches and a 13-mm die. A dwell time of 10 seconds was employed. Six~800-mg compacts were produced per design point, with the sixth tablet's compaction force randomly selected from 1 of the 5 possible levels. The compaction order was randomized to ensure homoscedasticity of experimental error. Following compaction, the samples were allowed to relax for 15 days prior to spectroscopic analysis.
Data Acquisition, Instrumentation, and Software NIR reflectance measurements for both sides of each tablet were acquired over the wavelength range of 1100 to 2498 nm at a 2-nm increment averaging 32 scans (FOSS NIR Systems 5000, Vision version 2.00, FOSS NIRSystems, Inc, Laurel, MD). Prior to scanning, the tablets were precisely centered using the positioning iris standard on this instrument. Two ad hoc PLS-2 calibrations, using the constituent concentrations as reference data, were constructed from spectra corresponding to a specific surface of the tablets.
Raman data were measured using a prototype P h AT System spectrometer with a laser excitation wavelength of 785 nm and a fiber-coupled probe head (HoloGRAMS version 4.0, Kaiser Optical Systems, Inc, Ann Arbor, MI). The P h AT System samples a spot size of~6 mm. Two accumulations were acquired per scan employing an integration time of 10 seconds over the range of -64.2 to 1895.7 cm -1 at a 0.3 cm
increment. A dark scan was subtracted and the cosmic ray filter and intensity calibration options were selected. The tablets used in this study were larger than could be accommodated in the tablet holder located in the sample chamber of the P h AT System, so the tablets had to be manually positioned such that the laser spot was visually centered on the flat face.
All spectral data were analyzed in the Matlab environment (version 7.1, MathWorks, Natick, MA) using the PLS_Toolbox (version 3.0, Eigenvector Research, Inc, Manson, WA) and software developed by the Duquesne University Center for Pharmaceutical Technology.
PLS Analysis
NIR and Raman data were analyzed separately but in an identical fashion. The NIR spectral range and resolution were not altered; however, the Raman spectral range was truncated to 205.5 to 1895.7 cm -1 to remove residual Rayleigh line radiation and to reflect the operating range of the analyzer. Prior to calibration, the Raman data were evaluated using a moving-window calibration technique 21 with various window widths to determine whether further wavenumber truncation would be beneficial. PLS regression 24 was used via the SIMPLS algorithm 25 to relate spectroscopic response to concentration for each constituent individually. Since analyte concentration is incorporated into the denominator of some FOM calculations, samples having a corresponding zero concentration for the component being considered were excluded. Therefore, samples included in the actual calibration data sets were unique for each component.
Preprocessing routines, including standard normal variate scaling, detrending, derivatives, and combinations of these, were tested. 2 The most favorable data pretreatment method was selected based on a minimization of "batchwise" crossvalidation error, where the batches in this instance were the 5 different compaction levels. The root-mean-standard error (RMSE) for cross-validation (RMSECV) and calibration (RMSEC) were calculated using the following formula:
where y i is the measured concentration, ∧ y i is the predicted concentration, and n is the number of samples for the data set under consideration. According to International Conference on Harmonisation (ICH) guidelines, accuracy expresses the agreeability between reference and predicted values. 26 Therefore, RMSEC and RMSECV are used to report the accuracy of the selected calibration.
Multivariate FOM
The optimal number of latent variables selected during the estimation of each PLS regression vector was determined by minimizing RMSECV. Once established, the regression vector was used to determine the NAS according to Equations 2 and 3. Given the number of chemical constituents and physical factors varying in this design, it was anticipated that no more than 4 latent variables would be required; models with greater rank are feasible but would be increasingly difficult to justify. The NAS vector affords the opportunity to calculate numerous FOM, such as sensitivity, analytical sensitivity, selectivity, and S/N ratio. FOM can be determined for every sample using Equations 5 to 11.
Sensitivity characterizes the extent of signal variation as a function of analyte concentration; the higher the sensitivity, the greater the instrumental response to an increase in concentration. 10, 11 Sensitivity is calculated as follows 10, 14, 18 :
where S
, and y i are the vector of sensitivity for each instrument variable, the NAS vector, and the measured concentration for the ith sample, respectively. Sensitivity is reported in units of instrument intensity per concentration. Measured concentrations are autoscaled before being used in Equation 5 . It is also possible to express sensitivity as a univariate figure of merit by taking the Euclidean norm of the sensitivity vector:
where S ∧ EN i is the univariate measure of sensitivity for the ith sample. 18, 22 Sensitivity is reported in this document as
E3 the mean of the univariate sensitivity values for all samples under consideration.
Sensitivity is applicable to only calibrations constructed on devices operating under the same fundamental principles because it incorporates units of instrument signal (NIR absorbance intensity and Raman scattering intensity). The parameter analytical sensitivity (γ) was developed to provide an impartial assessment of dissimilar analytical techniques. 22 Analytical sensitivity is calculated as follows:
where S ∧ EN is the mean of the sensitivity values under consideration found using Equation 6 and δr is a measure of instrumental noise. This normalization procedure allows direct comparison of the measure of sensitivity associated with NIR and Raman data. Analytical sensitivity has the dimension of concentration
. For the work presented in this article, δr was determined as the mean standard deviation of the predicted concentrations of 4 tablets broadly varying in constituent concentrations, scanned once a day for 6 consecutive days. Additionally, this figure of merit allows an estimation of the minimum discernible concentration difference given the dynamic range modeled 22 (γ
); this is referred to as effective resolution.
Predicted values were determined by the following equation 27 :
where X is the spectral matrix and b is the PLS regression vector, which varies depending on the number of latent variables applied. It should be noted that the concentration data have been previously autoscaled; thus, predicted values need to be rescaled using the mean and standard deviation of the measured concentrations before the accuracy is determined via Equation 4.
Selectivity is a dimensionless univariate measure of the portion of instrumental signal that is not lost because of spectral overlap-in other words, the quantity of signal unaffected by interfering factors-and is restricted to a value between 0 and 1. 10 This statistic is calculated for each sample, using the following equation 10, 23 :
where N ∧ AS i and x i are the NAS vector and the original spectrum for the ith sample. The magnitude of the selectivity parameter is directly dependent on the degree of spectral interference associated with the particular analyte under
The S/N ratio, one of the most important metrics for general comparison of methods, is calculated as follows 10 :
where N ∧ AS i is the scalar representation of the NAS vector. Linear regression was performed between the measured concentration and the univariate NAS values in order to estimate scale (a 1 ) and offset (a o ) coefficients to transform the NAS value into units of concentration. This enables the S/N ratio to be a dimensionless statistic for this 4-constituent mixture design:
The S/N ratio is reported in this article as the mean of the S/N values for all samples under consideration.
Given the wide range of concentrations present within the design, limit of detection (LOD) is a practical figure of merit. LOD can be computed as follows 28 :
where k D is the statistical confidence factor (here, k D = 3), m is the slope of a univariate classical least squares fit of the predicted and reference data, and σ is defined as δr in Equation 7. Since the predicted vs measured plot was not significantly different from unity, a value of 1.0 was assumed for m in all cases.
Precision Statistics
Precision figures of repeatability and intermediate precision were determined in accordance with ICH guidelines 26 and were reported as the standard deviation of the predicted concentration values (Equation 8) for repeat measurements. Repeatability and intermediate precision values were established using the randomly chosen design point comprising 20% theophylline, 20% lactose, 0% MCC, and 60% starch, compacted at a force of 167.6 MPa. Repeatability was determined without repositioning of the tablet between successive scans, as well as by removing and subsequently recentering the compact before acquiring the next measurement. Six scans for each type of repeatability test were collected one after the other on the same day. Intermediate precision was determined by scanning the tablet once a day for 6 consecutive days. 
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RESULTS AND DISCUSSION
NIR Analysis
The RMSEC and RMSECV values were plotted against the number of latent variables selected for PLS modeling (Figure 1 ). Savitsky-Golay first-derivative preprocessing 29 (11-point smoothing and second-order polynomial fit) was chosen based on the minimization of RMSECV. It was independently determined that to adequately model the NIR absorbance data, theophylline required 3 latent variables, while 4 were required for lactose, MCC, and starch. Model rank was chosen as the point where a rapid decline in the incremental variance captured was observed, with an awareness of the expected feasible limit of dimensionality based on the factors varying within the design. Without derivative preprocessing, an additional latent variable would have been required to compensate for the variation in compact density. It is speculated that the derivative preprocessing most effectively suppressed the physical effect of compaction, which has been shown to have a significant effect on the spectral baseline. note that the pure component spectra and the PLS regression vectors were scaled to facilitate viewing. To gather the pure component scans, powder for each constituent was placed in a glass scintillation vial and spectra were acquired directly through the bottom of the glass; each pure component spectrum represents a mean of 3 scans. As expected, each regression vector is highly correlated with its associated pure component scan. The goodness-of-fit seen in the predicted vs measured concentration values for the 4 constituents demonstrates the linearity of the PLS models implemented (Figure 3a) .
As an aside, it is important to observe that all predicted values herein are independent of any NAS calculations performed. Certain NAS techniques allow the determination of predicted concentrations using the following equation 10, 18 : 
Following estimation of the PLS regression vectors for each constituent, the portion of the NIR signal related to only the component being analyzed was determined for all calibration samples (Equation 2). Figure 2 exhibits the NAS vector along with the corresponding interference spectrum for each calibration sample for theophylline, lactose, MCC, and starch. This unique plotting scheme directly illustrates the contrast between analyte and interference signals. Furthermore, this graphically illustrates the ability of multivariate calibration to achieve selectivity. For example, in Figure 2a , a great deal of spectral variance can be observed around 1500 nm. However, this variation is not attributed to the presence of theophylline; rather, it is the result of the interfering components. This effect is evident in the relatively small range in intensity for the NAS spectra in comparison to the larger intensity range for the interference spectra. Conversely, much of the spectral variation around 1650 nm is due to the variance in theophylline concentration. Similar phenomena can be seen for the other 3 components (Figure 2 ).
Raman Analysis
The RMSEC and RMSECV were plotted against the number of PLS latent variables used in the model (Figure 4) . Savitsky-Golay first-derivative preprocessing 29 (33-point smoothing and second-order polynomial fit) was also selected based on minimization of RMSECV. Presently, there are no known published reports identifying any consistent correlation between variation in Raman spectra and tablet hardness, implying that Raman spectra are insensitive to compact hardness variation. The data collected in this study are in agreement with this conclusion; no discernible pattern was observed relating Raman intensity and tablet compaction force ( Figure 5) . Hence, the role of derivative preprocessing was apparently not to mitigate any spectral effect of hardness variation; rather, it suppressed the baseline effect present in the spectra. Theophylline and lactose each required 4 latent variables, while 3 were required for MCC and starch. Figure 6 displays the scaled regression vectors in addition to the scaled pure component spectra for theophylline, lactose, MCC, and starch. Raman pure component scans were gathered in the same manner as the NIR. Again, it was anticipated that the PLS regression vectors would include information pertaining to the component, which was confirmed by the similarities between the pure component scans and the regression vectors for all 4 constituents. Less dispersion in predicted values was observed around each concentration level, which is in agreement with the higher-calibration R 2 statistics for the Raman calibration (Figure 3 ).
Following the construction of the PLS regression vectors for each constituent, the N ∧ AS i was determined for each calibration sample (Equation 2). Figure 6 depicts the NAS vector and the interference spectrum for each calibration sample for theophylline, lactose, MCC, and starch. Although 205.5 to 1895.7 cm -1 was used during calibration, a reduced range was plotted to highlight the contrast between NAS and interference spectra. As was observed for NIR, the patterns demonstrate the selectivity of multivariate calibration for each component. Table 1 displays the calibration statistics describing the performance of the NIR and Raman spectrometers under investigation for this 4-component solid dosage system. With regard to accuracy, the Raman calibration appears to have an advantage over NIR, as reflected by the lower RMSE as well as the superior coefficient of determination. Among the 4 components, theophylline was modeled the most accurately by both NIR and Raman spectroscopy. This result is most likely attributable to higher sensitivity and selectivity relative to the other components. This topic will be addressed in greater detail in the following paragraphs.
FOM Comparison
The ICH guidance on method validation for repeatability 26 provides a protocol for partitioning sources of variance (ie, instrumental noise, sample positioning error, instrument drift). In particular, it was noted that repositioning inconsistency was a large contributor to total error for both the NIR and the Raman calibrations. The Raman analyzer sampled approximately 6 mm of the surface (roughly 46% of the tablet surface); in contrast, the off-line NIR instrument sampled nearly the entire compact face. Furthermore, NIR has a greater depth of sampling relative to Raman spectroscopy. Therefore, sample heterogeneity and/or sample presentation effects have a greater influence on Raman spectroscopy's precision. The impact of sampling heterogeneity is reduced as the number of samples analyzed per time period is increased, as a result of averaging. For example, if these methods were implemented in an at-line environment, the difference in precision between Raman spectroscopy and NIR would be expected to decrease. Additionally, more equitable comparisons between these 2 analyzers could be made by implementing a modified sample holder capable of precisely positioning 13 mm tablets, by analyzing tablets of a diameter similar to the diameter of those used for the Raman spectroscopy, or by averaging multiple locations on either side of the tablet.
In some cases, error statistics were inconsistent with expected trends, as shown in Table 1 . For example, intermediate precision values calculated using the Raman data were actually lower than repeatability figures for both MCC and starch. This is unexpected, as intermediate precision includes the additional factor of day-to-day instrument drift. This may be indicative of an incomplete estimate of the variance associated with sample repositioning.
While the accuracy and precision data provide a feasible means of comparing these 2 spectrometers, the power of the evaluation can be enhanced by determining additional calibration FOM. Sensitivity for both analytical devices was the largest for theophylline; an increase in its concentration resulted in the greatest response in instrumental intensity. The relative magnitude of peaks in unscaled pure component spectra (not shown) illustrates this effect. It is important to note that the sensitivity values of individual constituents for the 2 instruments cannot be compared. Analytical sensitivity is used to compare sensitivity across different measurement technologies. This normalized statistic quantifies sensitivity with respect to analytical precision. Although both devices exhibited the greatest sensitivity for theophylline, the NIR device was more sensitive to all 4 constituents (in terms of analytical sensitivity). Error of repositioning had a direct effect on σ in Equation 7, which in turn inflated the denominator, thereby reducing the analytical sensitivity of Raman spectroscopy. The constituent ordering for highest to lowest sensitivity is not identical for the 2 instruments. This emphasizes the importance of pairing the instrument to the analytical task. The effective resolution results reinforce the results reported for sensitivity. Despite the apparent similarity, this statistic should be considered with respect to quality action limits.
Selectivity is important only when adequate sensitivity is available. A lack of selectivity has the effect of suppressing sensitivity. If adequate sensitivity is not available, attempts to improve selectivity are futile. Theophylline, which exhibited high relative sensitivity, also exhibited superior selectivity, which is directly attributable to its inherent pure component orthogonality. In contrast, the collinearity among lactose, MCC, and starch (all carbohydrates) reduced selectivity. For Raman spectroscopy in particular, the sensitivity (Equation 6) and selectivity are lower for these components. This is manifested in the performance-related FOM (LOD, analytical sensitivity, effective resolution, and S/N ratio). An example of the enhanced interference between these 3 components can be seen in the NIR at~1500 nm, where the NAS signal is quite large for all 3 ( Figure 2 ).
From the results discussed thus far, the resulting S/N ratio analysis should be straightforward. The NIR calibration included the more usable signal in relation to obstructive noise. In some cases, researchers assume that the coefficient of determination is directly predictive of the S/N ratio. 30 It is for this reason that technology selection criteria are often based upon R 2 and RMSE, since these statistics are frequently generated during calibration, requiring no additional calculations. The results of this work contradict these assumptions. While Raman spectroscopy outperformed NIR in terms of linearity and accuracy, the S/N ratio for NIR measurements was greater. This occurred because error statistics (R 2 or RMSE) are heavily influenced by the experimental design, while S/N ratio is inherent to the method. Further studies are planned in which calibrations will be optimized according to S/N ratio (as opposed to the traditional method of RMSE); the impetus is to address the aforementioned precision issues while simultaneously enhancing sensitivity, selectivity, and LOD.
It is interesting to note that despite the lower relative precision of the Raman measurements, which deflates several of the FOM, no negative effect on the ability of the SIMPLS algorithm to resolve the covariance structure was observed. This is because inverse least squares regression is less affected by precision than by sample leverage in the estimation of the true solution. This supports the notion that calibration quality is not sufficient to fully describe method performance.
CONCLUSION
This study demonstrates that multivariate FOM (determined from NAS theory) can be used to compare calibrations constructed from spectroscopic data collected using 2 analytical instruments detecting different physical phenomena. The observed calibration performance statistics demonstrate that NIR and Raman spectroscopy are both suitable for the quantitative determination of chemical components within this tablet matrix. Beyond error statistics, multivariate FOM provide a clearer assessment of the factors that limit method performance. For all of these reasons, FOM should take a more prominent place among chemometric techniques used in pharmaceutical analytical method development and validation.
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