Abstract. We present the nonlinear stability of spherical self-similar flows arising from the uniform expansion of a spherical piston toward still gas. If the perturbation of the expansion speed of the piston is sufficiently small compared with the strength of the leading shock, a global weak solution of the isentropic compressible Euler system exists in the region between the spherical piston and the leading shock under the structural condition on the shock Mach number and the nondimensional piston speed. Moreover, we show that the perturbed flow tends to the corresponding self-similar flow time-asymptotically. Our analysis is based on the modified Glimm scheme.
Introduction.
A simple way to simulate an explosion is to view it as a spherical piston motion with a shock wave propagating in quiescent air (or gas) as a result (see [12, 19, 22, 26] ). Under the assumption of spherical symmetry, the compressible Euler system in three dimensions for polytropic gas is written as follows:
where ρ, u and γ denote the gas density, radial velocity and adiabatic exponent, respectively, and p is the pressure of the gas. For simplicity, we assume κ = 1 and γ ∈ [1, 3] . When the spherical piston expands at a constant speed toward still gas, with the assumption that the gas flow is headed by a shock wave moving also at a constant speed and that the flow is self-similar in between the leading shock and the piston, the system (1.1) can be reduced to two coupled nonlinear ODEs with appropriate boundary conditions imposed on the piston surface and the spherical shock [17] . Let c 0 denote the sound speed, let c 0 M be the shock speed, and let c 0 α be the piston speed. ρ 0 denotes the density of the still gas. The self-similar flow we consider in this paper is expressed as u(r, t) = c 0 MU(ξ), ρ(r, t) = ρ 0 Ω(ξ). Here the nondimensional variable is set by ξ = r c 0 Mt . Thus, the corresponding ODE system is
Due to the Rankine-Hugoniot condition and the entropy condition, the initial condition of the system is as follows:
Ω(1) = y 1 , where y 1 > 1 and satisfies the following equation:
Furthermore, the kinematic condition at the piston requires that the flow velocity on the piston surface be the same as the piston velocity, which gives us
The aim of this paper is to study the nonlinear stability of the self-similar flow under the perturbation of the speed of the piston. Here t is chosen to be zero when r = 0, and the motion is supposed to be so small that only weak shocks are produced; therefore, the changes in entropy are ignored. For the system (1.1), there are few results available on the existence of global weak solutions. Makino et al. [16] construct a BV solution in any finite time for the isothermal case (γ = 1). Chen and Glimm [2] prove the existence of L ∞ -weak entropy solutions in any finite time by employing the Gudonov scheme and the compensated compactness method. Yang ([23] , [24] , [25] ) studies some simplified model problems for system (1.1). Slemrod [20] revisited the spherical piston problem for compressible isentropic gas flow via a self-similar viscosity method and proved the existence of self-similar viscous limit for γ ∈ [1,
T otal V ariation{ω(t, r) : 0 < r < ∞} = O(1)|S 0 |,
provided that the perturbation of the piston speed is small as compared to the shock strength |S 0 |. O(1) denotes a bounded function with a bound depending only on system (1.1).
Our method has several interesting features. First of all, we focus on the self-similar solutions of system (1.2) to study the nonlinear phenomenon. We consider spherical waves produced by a spherical piston, and the physically motivated perturbation problem gives analytic answers. We know from [17] that the self-similar solutions u(ξ) and ρ(ξ) are decreasing functions. By making use of their monotone property, we can establish essential estimates (Lemma 5.4) for the interaction between self-similar solutions and the leading shock wave. A key observation here is that the angle θ between the self-similar ray and the leading shock wave decreases after interaction. We take advantage of the decreasing quantity θ to control the growth of the total variation of the approximate solutions. Secondly, the non-dimensional quantity M − α plays an important role to guarantee the smallness of the total variation of the approximate solutions at every time step. Since M − α is an intrinsic physical quantity, the Main Theorem is true only when M − α is suitably small. Moreover, using the difference scheme described in Section 4, we can trace the leading 2-shock wave. The local estimates show that 1-waves are reflected by the expanding piston boundary to become 2-waves and 2-waves propagate toward and then are combined with the leading 2-shock. By introducing a global functional on the nonlinear wave interactions, we can compare the variations of the approximate solutions at every time step with the initial step, which allows us to study the time-asymptotic behavior of the flow. It can be shown that the time-asymptotic form of the solution is also a self-similar flow.
This paper is organized as follows. In Section 2, we review the basic knowledge of one-dimensional hyperbolic conservation laws. In Section 3, we briefly summarize the result in [17] for the self-similar flows, which is the building block in the construction of approximate solutions of system (1.1). In Section 4, we construct a sequence of approximate solutions via the modified Glimm scheme, incorporating the Riemann solutions of the corresponding homogeneous system of system (1.1) into the self-similar solutions constructed according to Section 3. In Section 5, we provide the local wave interaction estimates. The local estimates allow us to introduce a global functional on nonlinear wave interactions to control the variation of the approximate solutions and thus prove the global existence of weak solutions in Section 6. Finally, Section 7 is devoted to the time-asymptotic convergence of the perturbed flow toward the spherical self-similar flow with the translated center. Some basic estimates used in the local wave interactions are collected in the appendix.
Preliminaries.
In this section, we briefly review the basic knowledge of the hyperbolic conservation laws in one-space dimension. For detailed discussions, we refer to Lax [9] and Smoller's book [21] .
Consider the homogeneous system of (1.1):
The system (2.1) is strictly hyperbolic on the bounded state space N ⊂ {(ρ, u) | ρ = 0}, and its characteristic fields (λ i , r i ), i = 1, 2 are given by
Hence all the elementary nonlinear waves are either shock waves or rarefaction waves. We next recall the definitions of elementary waves for the system (2.1). In the sequel, we use simplified notation as follows:
).
An i-shock wave (ω − , ω + ) with its speed σ i = σ i (ω − , ω + ) is a discontinuity connecting ω − on the left and ω + on the right satisfying Rankine-Hugoniot condition and the entropy condition:
Here [ · ] denotes the jump between left and right states. On the other hand, an irarefaction wave (ω − , ω + ) is a continuous self-similar solution of the system (2.1) connecting ω − on the left and ω + on the right with speed
. These two types of elementary waves are the building blocks for the general entropy solutions to the homogeneous system (2.1). Let S i (ω − ) and R i (ω − ) denote the Rankine-Hugoniot curve and the rarefaction curve for the i-th characteristic field (λ i , r i ) respectively. Then for a given left state ω − , the set of all admissible states that can be connected by the i-elementary waves is denoted by the wave curve W i (ω − ), i = 1, 2.:
It is well known that S i (ω − ) is a smooth curve in a small neighborhood of ω − and is tangent to R i (ω − ) at ω − up to second-order derivatives. In other words, if R i (ω − (s)) and S i (ω − (s)) are parameterized by the arc-length s with ω − (0) = ω − , we have
Moreover, the speed of the i-shock wave satisfies
We note that for each i-wave curve W i (ω − ), we can choose the non-singular parameter τ to measure the arc length as follows:
We take the plus sign if ω + ∈ R
. Then, we define the strength of the i-wave (ω − , ω + ) to be the difference (2.2).
Finally, we briefly review the Riemann problem. The Riemann problem for (2.1) with the initial data (ω − , ω + ) centered at (t 0 , r 0 ) is an initial value problem for the system (2.1) with initial data:
The solution for the Riemann problem consists of three constant states ω i , i = 0, 1, 2:
That is, the solution ω(t, r) consists of 1-wave (ω 0 , ω 1 ) and 2-wave (ω 1 , ω 2 ). Here (ω i−1 , ω i ), i = 1, 2 can be a shock wave or a rarefaction wave.
3. Self-similar solutions. In this section, we focus on self-similar solutions of the system (1.1) arising from the uniform expansion of a spherical piston into still air. For more discussions about spherical shock waves, we refer to [4, 12, 22] .
We consider a spherical piston that expands with a constant speed c 0 α into still air. A spherical shock wave occurs immediately ahead of the spherical piston. We assume that the shock waves also move at a constant speed, say, c 0 M . Here M is the shock Mach number, M > 1. α is the nondimensional piston velocity and α > 0 is small. c 0 denotes the sound speed of the undisturbed air. We introduce a dimensionless variable ξ:
where R(t) = c 0 Mt is the location of the shock wave at time t. We seek solutions of system (1.1) in the following self-similar form:
Note that ξ s = 1 and ξ p = the radius of the piston the radius of the shock = α M .
By the assumption of self-similarity, the system (1.1) is transformed into the nonlinear system of ODEs for (U, Ω):
Due to the Rankine-Hugoniot condition and Prandtl's relation [4] , the flow velocity and density behind the shock become
where y 1 > 1 and satisfies the following equation:
The kinematic condition at the piston requires that the flow velocity on the piston be the same as the piston velocity, hence
The nonlinear system (3.3) with initial data (3.4) can be regarded as an initial value problem and be integrated from ξ = 1 backward to the value ξ = ξ p for which the relation (3.5) holds. Once ξ p is obtained, we know the value of α by the relation α = ξ p M . Of course, since the system (3.3) is nonlinear, it is not a priori obvious whether there are positive smooth solutions to the system (3.3) satisfying conditions (3.4) and (3.5) . The existence of positive smooth solutions is summarized in the following Theorem due to Peng and Lien [17] . Remark. The proof in [17] also implies that the self-similar solutions u(ξ) and ρ(ξ) are decreasing functions for ξ ∈ [ξ p , 1].
Construction of approximate solutions.
In this section, we construct approximate solutions to the system (1.1) in the region between the leading shock and the piston. We employ the modified Glimm scheme with the Riemann solutions to the homogeneous system (2.1) and the local self-similar solutions to the system (3.3) as building blocks as in [1, 3, 7, 8, 10, 11, 27, 28] .
We consider the small and compact perturbation in the speed of the expanding piston. We assume that the piston initially expands at a constant speed c 0 α p 0 up to time t = t 1 > 0. After t = t 1 , the speed of the piston varies up to time t = t m . And the speed is For the sake of convenience, we recall the corresponding homogeneous system of system (1.1) to solve the Riemann problem:
We describe the procedure for solving the ODE systems as follows. For each nondimensional piston velocity α p i , there is a corresponding M i > 1 for 0 ≤ i ≤ m (see [17] ). We apply Theorem 3.1 to obtain the self-similar solution (ρ(ξ), u(ξ)) of the following system:
and
Here, the self-similar variable is
, where t i 0 is the center of the corresponding self-similar solution. We set t 0 0 = 0. And the initial data will be given at the sample point in the difference scheme. For simplicity of presentation, we denote a self-similar solution (ρ(ξ), u(ξ)) by ω(ξ) or ω(t, r) in the sequel.
We now describe the difference scheme. We first choose a uniform grid size Δt for the time variable t and a uniform grid size Δξ for the self-similar variable ξ. The initial numerical grid size Δξ and Δt are suitably chosen to satisfy the C-F-L condition such that Δr Δt
We assume that the piston initially expands at the constant speed c 0 α p 0 before t 1 = N 0 Δt for some positive integer N 0 . For 0 ≤ k ≤ N 0 , the grid points in the t − r plane are defined by the intersection of t = kΔt with the self-similar rays centered at (0, 0):
In this region, the piston speed is c 0 α p 0 and the leading shock velocity is c 0 M 0 ; accordingly, the approximate solution ω Δ (t, r) is the corresponding self-similar flow centered at (0, 0) for t ≤ N 0 Δt. We denote grid points on t = kΔt by (kΔt, r 0 (k)), (kΔt, r 1 (k)), · · · , with r 0 (k) < r 1 (k) < . . . and r = r 0 (k) the location of the piston.
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We explain the notation as follows. The path of the piston is composed of line segments with change of angle Θ i at t = t i , i = 1, · · · , m. And t i 0 denotes the corresponding center of the self-similar flow constructed by solving (4.2) with the perturbed expansion speed c 0 α p i of the piston, 1 ≤ i ≤ m. We also use t 0 (k, h + 1/2) to denote the center of the self-similar flow defined for the interval r h (k) < r < r h+1 (k) on t = kΔt + 0. 
Fig. 2. The Modified Glimm scheme
We define the approximate solutions ω Δ (t, r) and the numerical grids inductively on k for the region kΔt < t ≤ (k + 1)Δt, k = N 0 , N 0 + 1, . . .. Choose an equidistributed sequence a 1 , a 2 , . . . in the unit interval (0, 1). Suppose that the approximate solution and the grid points have been defined for t ≤ kΔt. The approximate solution ω Δ (lΔt, r) is a piecewise smooth solution of the O.D.E. system (4.2) on each vertical grid line t = lΔt+0 for l ≤ k. As part of the induction hypothesis, we assume that the center of the constructed self-similar solution has also been defined for
Let (t, r f (t)) be the locus of the wave front of the leading 2-shock S such that
We call the interval r j f −1 (k) < r < r j f +1 (k) the front region on t = kΔt. Below, we present the construction of approximate solutions in the interior, the piston boundary and the front regions separately.
Case 1 (The interior region). We first define the approximate solution in the interior region r 0 (k) < r < r j f − 1 2 (k), which is located away from the leading shock S and the piston in the time zone kΔt < t ≤ (k + 1)Δt. For r h (k) < r < r h+1 (k), let ω(kΔt + 0, r) denote the solution of system (4.2) with the following initial data given at the mesh point:
As noted before, the initial value above does not uniquely determine the solution of the non-autonomous system (4.2), and the center of the self-similar variable needs to be specified. We specify the center t 0 (k, h + 1/2) to be the center of the self-similar solution
) through random choice, and this yields the self-similar variable
, where
The discontinuities at the grid points (kΔt, r h (k)), h = 1, 2, . . . are resolved by solving the Riemann problem of (4.1) with the initial data:
The solution of the Riemann problem is a function of (t−kΔt)/(r −r h (k)) and consists of shock waves and rarefaction waves. For t ∈ (kΔt, (k+1)Δt) and r ∈ (r h−1/2 (k), r h+1/2 (k)), the approximate solution ω Δ (t, r) is defined according to system (4.2) along the ray
with the initial value given by the solution of the above Riemann problem at the grid point (kΔt, r h (k)). As before, we need to specify the center of the self-similar variable.
The centers of the self-similar solutions are chosen according to the principle that they propagate toward the leading shock S . Let the upper edge of the 2-wave of the solution of the Riemann problem at (kΔt, r h (k)) be r − r h (k) t − kΔt = a, for some constant a. In the region below the upper edge of the 2-wave, i.e. r − r h (k) t − kΔt < a, we set the center to be t 0 (k, h − 1/2). In the region above the upper edge of the 2-wave, i.e. r − r h (k) t − kΔt > a, we set the center to be t 0 (k, h + 1/2). The numerical grids on t = (k + 1)Δt are defined to be on the self-similar rays through the grids on t = kΔt. The new center on t = (k + 1)Δt inherits those centers on t = kΔt + 0 through random choice. The choice of the centers is natural, and such choice of the grid points is motivated by the study of moving sources in that the grids move along the constancy of the underlining self-similar flow.
Case 2 (The piston boundary). We consider the region near the piston for kΔt < t ≤ (k + 1)Δt. Let the locus of the piston be given by
is known that when the locus of the piston changes angle toward (or away from) the flow, a 2-shock wave ω(t, r) (or 2-rarefaction wave) emerges by solving the initial-boundary Riemann problem for system (4.1) at (kΔt, r 0 (k)). The initial and boundary conditions are as follows:
The approximate solution is defined according to system (4.2) with the initial value given by the solution of the above Riemann problem at (kΔt, r 0 (k)). The construction is the same as Case 1 with the center
Case 3 (The front region). We trace the leading spherical shock S continuously, instead of using the above random scheme. Suppose that the approximate solution
Inside the front region, we first solve the self-similar solution to system (4.2) with the initial value at the mesh point:
of which the center is the same as the center of the initial value. Denote the self-similar solution byω(kΔt, r). Next we solve the Riemann problem for system (4.1) at (kΔt, r f (t)) so that
The solution ω(kΔt, r) thus contains a relatively strong 2-shock wave, (ω + , ω − ) with speed σ. We next solve again the self-similar system (4.2) in the interval r j f −1 (k) < r < r f (kΔt) with the initial value ω(kΔt, r f (kΔt) − 0) = ω − , and denote the self-similar solution by ω − (kΔt, r). Now, we can define the approximate solution according to system (4.2) such that
And the discontinuity at kΔt, r j f −1 (k) is resolved by the same construction as in Case 1.
Local interaction estimates.
In this section, we study local wave interactions. We consider space-like curves that are piecewise linear curves consisting of line segments joining a kh to a k+1,h+1 or to a k−1,h+1 , where
Here {a k } is the equidistributed sequence chosen in Section 4. The computational domain in the first quadrant is thus covered by "diamonds", the corners of which are the mesh points a kh , k = N 0 , N 0 + 1, ..., h = 0, 1, 2, .... (See [21] for background knowledge.) Let Δ denote a diamond centered at (kΔt, r h (k)). Suppose that the waves entering Δ are denoted by α and β with centers at ((k − 1)Δt, r h−1 (k − 1)) and ((k − 1)Δt, r h (k − 1)) respectively. δ is the set of waves issuing from (kΔt, r h (k)), and δ i is the signed strength of the i-wave in δ. Let ω 1 (ξ), ω 2 (ξ) and ω 3 (ξ) represent the self-similar solutions centered at t
respectively. To measure the potential wave interactions, we introduce three types of interaction functionals:
Note that Q 0 (Δ) measures all possible interactions between elementary waves, Q 1 (Δ) measures the interactions between the elementary waves and self-similar solutions, and Q c (Δ) measures the interaction between the self-similar solutions. For the Δ in the above setting, we have the following local interaction estimate:
Lemma 5.1. Suppose Δ is in the interior region between the front region and the piston boundary. Then we have
where O(1) is a bounded function depending only on system (1.1), and C s is a positive bounded function depending on the ODE system (4.2) and independent of ρ 0 .
Proof. By the local interaction estimates of elementary waves for conservation laws [5] , we have
On the other hand, it follows from Lemma A.2 that
We then use (5.4) and (5.5) to find
Since Q 0 (·, ·) is continuous with respect to each variable, the relation (5.6) becomes
Remark. For the other cases, such as when α issues from ((k − 1)Δt, r h+1 (k − 1)) or when ω 2 and ω 3 have the same centers, the Q j 's can be defined by the same way and the interaction estimate holds by the same argument.
Lemma 5.2. Suppose Δ covers a part of the piston boundary. Let α, β and δ denote the waves issuing from ((k − 1)Δt, r 1 (k − 1)), ((k − 1)Δt, r 0 (k − 1)) and (kΔt, r 0 (k)) respectively. Then for some bounded constant C 0 depending only on system (4.1), we have
where O(1) is a bounded function depending only on system (1.1), and C s is a positive bounded function depending on the ODE system (4.2) and independent of ρ 0 and c 0 . C 0 only depends on the system (4.1).
Proof. Since Δ covers a part of the boundary, we need to solve the boundary Riemann problem for system (4.1). Due to the fact that 1-waves are reflected by the boundary to become 2-waves and together with similar arguments to Lemma 5.1, we can obtain the interaction estimates.
Remark. According to the construction in Section 4, ω(t, r) is the self-similar solution with center at 0 for t < t 1 . At t = t 1 , the path of the piston is perturbed with the change of angle Θ 1 . By solving the boundary Riemann problem, it is known that the strength of the 2-wave issuing from the piston boundary depends on the magnitude of the perturbation, which implies that the resulting 2-wave depends on Θ 1 at the initial step in the difference scheme.
In the front region, the estimate is similar to Lemma 5.1 except that instead of advancing one diamond, we need to advance three diamonds in the front region simultaneously in order to trace the leading 2-shock wave. We still denote these three diamonds by Δ. Let Δ k,h represent the diamond whose center is (kΔt, r h (k)). Below we only consider the situation a k+1 ∈ (0, 1 2 ). The other case can be treated by the same analysis. We set
We first describe the current setting for wave interactions: β k : the relatively strong 2-shock wave issued from (kΔt, r f (k)). α : the set of waves issuing from (kΔt, r j f −1 (k)), and the waves in α entering Δ k+1,j f are denoted by α l , and α r are waves in α entering Δ k+1,j f −1 . γ : the set of waves issuing from (kΔt, r j f −2 (k)) and entering Δ k+1,j f −1 . ω 1 (r) or ω 1 (ξ) , ω 2 (r) (or ω 2 (ξ)) : self-similar solutions such that β k connects ω 0 = (ρ 0 , u 0 ) and ω 1 (r), and α l connects ω 1 (r) and ω 2 (r) at t = kΔt. δ : the set of waves issuing from ((k + 1)Δt, r j f −1 (k + 1)).
Here ξ andξ may represent different self-similar variables with the corresponding center t p 0 and t l 0 respectively. In this case, we set
Δξ simply means the change of the self-similar variable for the corresponding wave as it propagates through the self-similar solution. Hence, Δξ α = |ξ(r f (k + 1)) − ξ(r j f −1 (k))|, and
represents the value of the self-similar variable ξ for the leading shock β k at the time step kΔt. For the Δ in the above setting, we obtain the following estimate:
Lemma 5.3. Suppose that Δ is in the front region and the leading 2-shock β k in Δ is sufficiently weak, i.e., its strength |β k | 1. Then we have that for i = 1, 2,
Proof. (i) By the local interaction estimates for the elementary waves, we have
for i = 1, 2. On the other hand, if |β k | is sufficiently small, we have
And by Lemma A.2, we have
Thus (5.7) and (5.8) imply that
(ii) We set the end states of δ by (δ − , δ + ) and estimate the strength of δ as follows.
On the other hand, we apply Lemma 5.1 to obtain 10) and by the elementary theory of ODEs, we also have
In (5.9), we combine (5.10), (5.11) and the estimates in (i) to find
To quantitatively measure how the elementary waves weave through self-similar solutions, we can estimate the change of the angle between the elementary wave and the self-similar ray through the center of the wave itself, as shown in Figure 3 . In particular, we investigate the change of the angle between the leading 2-shock wave and the self-similar ray to see how the self-similar solution affects the leading 2-shock S. In the 
where O(1) depends on system (1.1). 
. The other case can be treated similarly.
Let ω(ξ) be the self-similar solution with the initial value ω(ξ f (k)) = ω 1 . After solving the Riemann problem, we have
From the results in Section 3 ([17]), we know that
These yield
From the proof of Lemma A.1, we know that
where m 1 and m 2 are slopes of tangent lines to the S 2 (ω 2 ) and self-similar ODE trajectory of (4.2) at ω 1 respectively. Hence, when |β 1 | is sufficiently small, ρ(ω 2 ) > ρ(ω 1 ) and u(ω 2 ) > u(ω 1 ), which implies σ 2 > σ 1 . With all these facts and that ω 2 → ω 1 as ξ f (k + 1) → ξ f (k), we can observe in Fig. 4 that θ S is decreasing and thus
where O(1) depends on system (1.1).
The same argument as in Case 1 can be applied.
Global existence of weak solutions.
In this section, we adopt the difference scheme described in Section 4 to prove the global existence of the solution to system (1.1). The locus of the piston is approximated by piecewise linear curves with the change of angles Θ i , i = 1, 2, · · · , m at t = t 1 , t 2 , .., t m respectively, and the corresponding centers for these linear segments are t Fig. 2 . For the transparency of the presentation, we prove the simplified case when the speed of the piston is perturbed only at t = t 1 , and after the perturbation, the locus of the piston is described by
However, the functionals to be defined below are true for general situations.
We aim to obtain the bound of total variations for the approximate solutions through the functionals. Then by Helly's theorem, we can extract a convergent subsequence in L 1 loc (R + × R + ). As a consequence of Liu's consistency theorem in [14] , the limit of the subsequence is actually a weak solution.
Let J be the space-like curve. To obtain a uniform bound for the total variation, we define the nonlinear functional F (J) as follows:
α is the strength of any elementary waves crossing J and α = S } ,
Q 0 (J) ≡ {|αβ| : α and β are strengths of elementary waves that are approaching and cross J} ,
α is a 2-wave that crosses J and α = S } ,
, when α is a 1-wave, 1, when α is a 2-wave.
C 0 is the same constant as in Lemma 5.2 that depends only on the system (4.1). θ S (J) is the angle between the self-similar ray and the leading 2-shock wave crossing J. ξ α denotes the ξ-coordinate of the center for the wave α. ξ i c (J) is the ξ-coordinate of the grid point where the center of the self-similar solutions passing through J changes from t i−1 0 to t i 0 . If the center does not change any more, Q c (J) = 0. ξ S (J) denotes the ξ-coordinate of the leading 2-shock wave S when S crosses J. Note that is a small constant suitably chosen such that ξ S < 1 + holds when the perturbation is small, i.e., t 1 0 ≈ 0 and α p 0 ≈ α p 1 . K is some large constant to be determined later in the estimate.
The Q's are defined to detect the potential amount of wave interactions in the solution. Since 1-waves and 2-waves move downward and upward respectively with respect to the ξ coordinate, Q 1 (J) and Q 2 (J) are so defined according to the domain of influence. Q 0 (J) measures the usual elementary wave interactions. And Q c (J) measures the effect of the change of centers for the self-similar solutions.
We now present the global interaction estimates in the following lemma. Let 0 stand for the space-like curve in the strip N 0 Δt ≤ x ≤ (N 0 + 1)Δt. Λ represents the region between 0 and J. And Q(Λ) is the sum of all Q(Δ), with Δ being any diamond in Λ. 
where C 1 and C 3 are positive constants depending only on system (1.1), and J k 's are all the space-like curves between 0 and J. k Δξ S (J k ) is the sum taken over the change of ξ S (J k ). C 2 is a constant depending on L(0) and system (1.1).
Proof. For J = 0, we can choose L(0) and Q(0) as small as needed and set
K, C 1 and C 3 will be determined later. We also assume that the initial strength |S 0 | of the leading 2-shock wave is small and that m i=1 Θ i is relatively small compared to |S 0 |. We prove the estimates by induction. Suppose that (6.12) and (6.13) have been shown for J = J 1 . It thus follows from (6.12) that ξ S (J 1 ) < 1 + . Let J 2 be an immediate successor, and let Δ denote the diamond between J 1 and J 2 . To prove that (6.12) and (6.13) hold for J = J 2 , we divide the proof into three cases. Case 1. Suppose that Δ is between the leading shock S and the piston boundary. Let us consider the case when Δ is under the same setting as Lemma 5.1. (In this case, α is a 2-wave.) The other cases can be proved similarly. By Lemma 5.1 and straightforward calculations, we can obtain the following inequalities.
We remind the reader that
By the above estimates, we thus have
When L 0 (J 1 ) and (ξ − ξ p ) are sufficiently small, we can obtain
14)
It thus follows that
By choosing a sufficiently large constant K, we have that
By the induction hypothesis, it follows that
where Λ 2 is the region between 0 and J 2 . Thus, (6.12) and (6.13) hold for J = J 2 . Case 2. Δ covers a part of the piston boundary. Let us consider the case when Δ is under the same setting as in Lemma 5.2. (In this case, β and δ are 2-waves issuing from the piston boundary.) By Lemma 5.1 and straightforward calculations, we can obtain the following inequalities.
We note that when the piston expands at a constant speed during the time step in Δ, ξ δ = ξ β ; otherwise, there exists a constantC such that |ξ δ − ξ β | =CΘ i for some i ∈ {1, .., m}. In the present situation, Θ i = Θ 1 .C depends on the perturbation of the piston speed and does not depend on the system. When L 0 (J 1 ) and (ξ − ξ p ) are sufficiently small, we obtain
HereM is a constant depending on the system (1.1) and ρ 0 .
Case 3. Δ is in the shock front region. Let us consider the case when Δ is under the same setting as in Lemma 5.3. The other cases can be proved similarly. By Lemma 5.3 and Lemma 5.4, we have
Here β k is the leading 2-shock wave going into Δ. When L 0 (J 1 ) and (ξ − ξ p ) are sufficiently small, we obtain
Thus, by the above estimates and Lemma 5.4,
HereM is a constant depending on the system (1.1) and ρ 0 . For case 2 and case 3, we have to telescope all the estimates for every step between 0 and J 2 . By the induction hypothesis and combining (6.15)-(6.17) between 0 and J 2 , we obtain the following estimates.
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Herec is a small constant depending only on C 0 and F (0). Thus, for K large enough,
for some positive constants C i , i = 1, 2, 3. Furthermore, by Lemma 5.3, (6.12), and (6.13), we can obtain
Θ i is relatively small compared to |S 0 |. We conclude that (6.12) and (6.13) are true for J = J 2 .
Proof of the Main Theorem. We first construct approximate solutions ω Δ (t, r) according to Section 4. Since L(0), M 0 − α p 0 , and m i=1 Θ i are sufficiently small, by Lemma 6.1,
for any J. Actually, we can choose a small perturbation so that
Hence, the total variations of the approximate solutions are uniformly bounded. By Helly's theorem, we can extract a convergent subsequence in L 1 loc (R + × R + ). Because we require that the sequence {a k } be equidistributed, the limit of the subsequence ω(t, r) is indeed a weak solution by Liu's consistency theorem in [13] , [14] and
7. Time-asymptotic stability. In this section, we will show that the solution obtained in the Main Theorem tends to a self-similar flow at the rate t − 1 2+ε as t tends to infinity. Here ε > 0 is an arbitrarily small number. We first review some well-known facts ( [13] , [14] ). In the following, χ i denotes an i-generalized characteristic curve [6] , which is a Lipschitz continuous curve traveling either with the i-shock speed or with the i-characteristic speed. The one-sided limits of the weak solution exist along any such curves except possibly for a countable set of t. An i-wave may cross χ i only due to wave interactions. The Lax entropy condition implies that χ 0 2 (t) and χ 2 2 (t) run into a relatively strong shock S before |O(1)||S| −1 t. Let J be a space-like curve approaching time t as the mesh lengths r, s tend to zero, and let Q(t) denote the limit of Q(J). We choose a sufficiently large T * >T such that Q c (t) = 0 for t > T * , and χ S 2 (t) and χ 2 2 (t) coalesce to form a 2-shock wave for t > T * . Therefore for t > T * , either 1-waves or 2-waves are produced through wave interactions except the relatively strong shock S.
Since 1-waves are reflected by the piston boundary to become 2-waves and 2-waves propagate toward and then are combined with the dominant shock, we only need to define the following two strength functions to study the convergence rate of the solution ω(t, r): X(t) = {|α| : α is a 2-wave or 1-wave at time t, and α = S},
where |S(t)| is the strength of the relatively strong shock S at time t.
Lemma 7.1. There exist some constants K > 1 depending only on the system, and
Here S 0 is the initial strength of the relatively strong shock, and I(t) is defined by
Proof. According to Lemma 6.1, there exists some constantĈ depending only on system (1.1) such that
for any space-like curve J provided that the hypothesis of the Main Theorem holds. Since 1-waves and 2-waves in X(Ct) are those produced by wave interactions, we have from Lemma 5.1-5.3,
for t > T * . On the other hand, it follows from Lemma 5.4 and Fig. 4 that θ S (Ct) = |O(1)| C θ S (t) for t large enough provided that the relatively strong shock S interacts only with a self-similar solution. And apply Lemma 5.1-5.3 and Lemma 6.1 to yield
Now, we can choose a sufficiently large number K such that the inequalities hold for t > T * . This completes the proof.
Theorem 7.1. For a given ε > 0, suppose that the hypothesis of the Main Theorem holds; then the solution ω(t, r) of system (1.1) converges to a self-similar flow at the following rate:
where K 1 and K 2 are some constants depending on ε, |S 0 | and the system (1.1).
Proof. We shall prove by induction. According to Lemma 6.1, there exists some constantĈ depending only on system (1.1) such that
for any space-like curve J provided that the hypothesis of the Main Theorem holds. Set 
And then

Y (Ct) ≤ K|S 0 |(X(t) + I(t))
≤ K|S 0 |X(t) + |S 0 |K 1 (Ct)
Therefore, (7.3) holds for C p T * < t ≤ C p+1 T * . The proof is complete.
Appendix A. Basic estimates. In this part, we present several basic estimates used in the local wave interactions in Section 5. The estimates in the following lemmas are based on the construction scheme presented in Section 4. Proof. Recall that ξ f (k) and ξ f ((k + 1)) are the ξ-coordinates of the leading shocks S 1 and S 2 respectively, let m 1 and m 2 be slopes of tangent lines to the S 2 (ω 2 ) and selfsimilar ODE trajectory of (4.2) at ω 1 , respectively, and let θ be the angle between these two tangent lines.
Case 1 ((ξ f (k + 1) > ξ f (k))). Note that (see Figure 6 )
Since m 1 is the same as the slope of the tangent line of R 2 (ω 1 ), we have
We now use lim We now set
Since the estimate for G 1 is similar to that of G 2 , we only estimate G 2 below. Note that
g(ξ, ρ 1 (ξ), u 1 (ξ))dξ.
It follows from the above two equations that
(g(ξ, ρ 2 (ξ), u 2 (ξ)) − g(ξ, ρ 1 (ξ), u 1 (ξ)))dξ.
On the other hand, by the mean value theorem, g(ξ, ρ 2 (ξ), u 2 (ξ)) − g(ξ, ρ 1 (ξ), u 1 (ξ)) = ∂ ρ g(ξ, θ 1 , u 1 (ξ))(ρ 2 (ξ) − ρ 1 (ξ)) + ∂ u g(ξ, ρ 2 (ξ), θ 2 )(u 2 (ξ) − u 1 (ξ)), (A.6) 
