Concentrated solar power plants using molten salts as heat transfer and storage fluid have emerged as the preferred commercial solution for solar thermal electricity in central receiver technology. Despite their ability to store large amounts of thermal energy and efficient receiver designs, further efficiency improvements are constrained by tight temperature restrictions when using molten salts (290 C e565 C). In this work, a novel heat transfer fluid based on a dense particle suspension (DPS) is used due to its excellent thermophysical properties that extend the operating temperature of solar receiver and allow its coupling with higher-efficiency power cycles. In this paper, the design of a DPS solar receiver working at 650 C has been optimized for two commercial sizes (50 MW th and 290 MW th ) coupled to an optimized subcritical Rankine cycle. The results showed that a five-extraction reheated Rankine cycle operating at 610 C and 180 bar maximizes power plant efficiency when coupled with a DPS central receiver, giving 41% power block efficiency and 23% sun-to-electricity efficiency. For optimization purposes at design point conditions, in-house code programmed into MATLAB platform was used while TRNSYS software was employed for annual plant performance analysis.
Introduction
The installation and use of renewable energy sources for electricity production is gaining in importance due to stringent environmental standards seeking to reduce pollutant emissions and fossil fuel dependence. In this context, concentrating solar thermal technologies are considered to be one of the most promising means for electricity production in coming decades [1] . Concentrating solar power (CSP) has shown many advantages compared to other intermittent renewable electricity sources such as wind and photovoltaics. Amongst the main advantages are that solar thermal electricity is reliable, flexible and, when integrated with thermal energy storage (TES) systems, is not limited to operating only when the sun is shining [2] . In addition, when coupled with dry-cooling, the water requirement of CSP technologies is limited [3] . However, cost reductions achieved by competing technologies are forcing CSP developers to move a step further seeking for cost reductions due a highly competitive market and the lack of tariffs that correctly value the dispatchability of CSP [4] . This could be achieved through economies of scale [5, 6] , by implementing new technological developments leading to higher solar-to-electricity efficiencies and by optimizing operation and maintenance strategies on CSP plants [7, 8] . One alternative to increase the efficiency of CSP plants involves using a new heat transfer fluid (HTF) capable of operating at higher temperatures than current direct steam generation or molten salt technologies. Higher temperatures will allow using advanced and highly efficient power cycles such as supercritical CO 2 or Combined Cycles which will contribute towards driving down costs of electricity generation [9e12] . One interesting option is the use of a dense gas-particle suspension (or DPS), consisting of very small particles which can be easily fluidized at low gas speeds. The fraction of particles within the suspension is high (up to around 40% by volume [13] ) resulting in a fluid with a high density (above 1000 kg/m 3 ) and a significant improvement in heat transfer between the solar collector and the HTF (above 500 W/m 2 K [14] ). If ceramic particles are considered, extremely high temperatures can be achieved (above 1000 C [15] ), being limited only by the thermomechanical characteristics of the absorber tubes. Furthermore, due to the high particle density, and the ease of separating the particles from the entraining gas flow, TES can be easily implemented through simple bulk storage of hot particles. As the particles remain solid there is no lower temperature limit (as in the case for molten salts), allowing the TES units to operate across a wider temperature range.
With a view to establishing utility scale power plant designs based around this novel HTF, a unified and consistent methodology must be established to design, analyze and optimize power plant components. The central receiver is based on a fluidized bed of particles (type A particles according to Geldart classification [16] ) moving upwards through a tubular receiver using air as the entraining gas. Experiments performed on a 150 kW th lab demonstrator at CNRS-PROMES, France, have proved the feasibility of this concept for solar receiver applications [14] . Temperatures up to 650 C have been experimentally tested opening up the possibility to connect this type of solar receiver to a wide selection of power cycles [17] .
Annual performance simulations can be often found in literature as a helpful tool in order to assess the overall yearly behavior of solar power plants. For instance, several works from literature have analyzed the annual performance of innovative solar power plants such as [18] for solar tower aided coal-fired power generation system [10] , for solar-hybrid Combined (air receiver and particles receiver) [19] , for innovative gas turbine cycles (such as isothermal compression or with ORC as bottoming cycle) [20] , for integrated solar combined cycles using different CSP technologies (parabolic trough, Fresnel and Central receiver) or [21] for solar hybrid steam injection gas turbine. However, no previous research works have been found on the optimization and annual performance of Rankine cycles coupled to particles receivers and in particular to upward bubbling fluidized bed that is presented into this paper.
The aim of this paper is to design and optimize a CSP plant using DPS as both the HTF and the TES medium coupled with a high performance Rankine cycle for electricity production; both designpoint conditions and annual plant performance will be analyzed. Two different scenarios will be analyzed, firstly a medium scale demonstrator with a 57 MW th receiver, followed by a larger 290 MW th receiver for a larger utility-scale plant. The analysis will be limited to subcritical Rankine power blocks due to the high maturity of these and the well-understood operating behavior that they exhibit in CSP plants. Fig. 1 shows the layout of the DPS-based central receiver solar power plant using a water/steam Rankine cycle. The main components of the power plant are the heliostat field, the central particle receiver, the hot and cold particles storage tanks, the turbine island, and a series of heat exchangers allowing the thermal energy of the receiver HTF (the DPS) to be passed to the cycle working fluid (water/steam). Silicon Carbide particles have been considered for the solar loop with the material properties shown in Table 1 [22] .
Solar power plant description
The boundary conditions and general specifications of the CSP plant design are presented in Table 2 ; these were agreed under the framework of the European research project CSP2 [23] where receiver outlet temperatures of 650 C was achieved [24, 25] . For the TES, a solar multiple of 2 with 6 h of storage capacity were the chosen parameters.
Methodology
The design methodology followed in this paper determines the boundary conditions and sizes of the solar plant components for optimum plant performance. For sizing and optimization purposes, mathematical models of each plant component have been encoded in a MATLAB platform [26, 27] . The optimized design and plant specifications are later translated to the TRNSYS platform [28] for flow sheeting generation and annual performance analysis. TRNSYS has been chosen over other dynamic software due to its flexible simulation environment able to model different transient and dynamic systems, its shorter computational times, its capability to be integrated with MATLAB, the existence of solar components from the STEC library [29] and the ability to create new components or modify existing ones. The WinDelsol software [30] has also been used for optimum heliostat field design; the software interactions are shown on Fig. 2 .
Meteorological data (typical meteorological year with 10 min resolution) was used to determine the thermal input from the solar field, based on the direct normal irradiance (DNI) and the Sun's position. In addition, a detailed control and operation strategy was defined within TRNSYS to address plant start-ups, storage management and receiver thermal control.
Steady-state design
Component design optimization under steady state (or nominal Fig. 1 . Concentrating solar power plant layout [50] . conditions) is addressed in a backward direction, starting from the desired electricity output of the power block as is shown in Fig. 3 . Electrical power output sets the boundary condition for optimization of the power block (based on maximizing the efficiency of energy conversion) and determines the required thermal input power. The required thermal energy from the heat transfer fluid loop is then determined based on the heat exchangers efficiency connecting the solar loop with the power cycle. This is then increased by the solar multiple to give the required absorbed thermal energy on the receiver. Once thermal losses from the receiver are accounted for (mainly radiation and convection losses), the energy reaching the receiver is determined and used as the basis for the heliostat field design. The solar-to-electricity efficiency of the plant (h total ) is obtained considering all the efficiencies involved in the energy balance problem as shown by equation (1) .
Where h cycle represents power cycle net efficiency and has been defined as the net electric output of the power cycle divided by the thermal input power to the cycle. Term h HTX represents the efficiency of the heat exchanger that is connecting the solar loop and the power loop [31] . It has been defined as the ratio between the thermal power transferred to the working fluid of the power cycle and thermal power of the particles. Parameter h rec represents thermal efficiency of particles solar receiver and it is defined as the ratio between the useful heat transferred to dense particle suspension (DPS) and the incident power reaching the receiver. Finally parameter h hel represents the efficiency of the solar field and it is defined as solar incident power reaching the heliostat field and reflected power reaching solar receiver.
Solar field
For heliostat field design optimization, the WinDelsol software [30] (based on the original Delsol3 [32] developed by SANDIA National Labs) has been used. In order to accelerate the calculation of large heliostat fields, a cell-wise approach was adopted. Doing so, the land is divided into a number of "cells" within which it is assumed that all heliostats perform identically. As such, the power delivered to the central receiver by a given cell is determined by multiplying the output from a representative heliostat located at the centre of the cell by the number of heliostats within the cell. The number of heliostats within each cell is a function of the local heliostat field density, r cell , which is the ratio of mirror area to land area. As the distance between the heliostats and the central tower increases, the field density decreases, as a greater amount of space needs to be left between adjacent heliostats in order to prevent shadowing and blocking. The thermal power delivered to the receiver by the heliostat field can be calculated by summing the power output of each cell using as indicated by equation (2) .
where A cell is the land area within a given cell, A H is the surface area and Q H are the power output of the representative heliostat.
Power delivered to the receiver by the representative heliostat within each cell can be calculated using equation (3), based on its surface area A H , the incident solar beam irradiation I b , as well as a number of efficiency and losses factors, ε and f, respectively. From Sun to receiver, they are cosine efficiency (ε cos ), mirror reflectance and soiling (ε surf ), shadowing and blocking losses (f sb ) , atmospheric attenuation (f att ) and finally interception losses, or spillage (f spill ).
Once the layout of the heliostat field has been determined for a given design thermal power, its performance (efficiency and thermal power output) will solely depend upon the intensity of the DNI and the position of Sun in the sky. As such, inclusion of the heliostat field operation in simulation is greatly simplified by the use of a field efficiency matrix, which maps the overall heliostat field efficiency as a function of the solar position (azimuth and elevation). To sum up, results obtained from heliostat field optimization process are the efficiency matrix, the tower height, the number of heliostats and their area. All these parameters will be assigned to the MATLAB routines as input parameters. The global optimized efficiency matrix of the solar field takes into account the cosine efficiency, heliostats blocking and shadowing effects, spillage and ambient attenuation. 
Particle suspension receiver
An overview of the considered solar particle receiver concept is shown in Fig. 4 , cold particles are taken from a storage hopper and conveyed to an air-driven fluidized bed. The fluidized particles pass up through the tubes of the absorber, onto which the concentrated solar radiation is focused, heating the particles up to the desired temperature.
A unique characteristic of the system considered, is the use of very small particles which require low fluidization speeds and occupy a relatively large volume fraction (up to 40%) of the fluidized suspension. Particle suspensions have a relatively large density, similar to that of a liquid, increasing the quantity of heat that can be absorbed by a given volume of flow and the particulate nature of the flow allows high heat transfer coefficients to be reached. The low fluidization speed also serves to minimise the gas flowrate, reducing blower auxiliary power, as well as component abrasion and particle attrition.
According to the simplified particles receiver model presented by Gallo et al. [33] , the required particles mass flow ( _ m p ) can be determined from receiver energy balance equation (4) .
Where DPS inlet and outlet temperatures are assumed at design stage, while the absorbed thermal power inside the receiver will be initially estimated prior determination of receiver thermal losses.
In order to drive the flow of particles through the receiver tubes, a mass flow of gas ( _ m g ) is required, which can be calculated based on the particle volume fraction (f p ), particle and gas velocities (u g ) and the DPS characteristics as shown by equation (5). This gas mass flow, whilst absorbing heat during passage through the receiver, does not have its energy harnessed, and will constitute an additional source of thermal losses.
The total mass flow of the suspension through the receiver ( _ m DPS ) is then defined as the sum of these two flows ( _ m p and _ m g ). Once the physical properties of DPS have been established, global heat transfer analysis of the absorber tubes can be performed with a view to determining the required geometric characteristics of the receiver setup. As was pointed out by Gallo et al. [33] , the incident solar radiation will only impact the absorber tubes on one side, resulting in a non-uniform temperature distribution in the metal. A hotter zone will form on the side absorbing the radiation and heat will be conducted away from this zone around the circumference of the tubes, exchanging with the fluid at a lower temperature.
Fin analogy has been applied assuming that no heat is transferred circumferentially at the back of the tubes and the lateral sides of the tubes are considered as two separated fins. Overall heat transfer rate U from the tube to the dense particle suspension can be calculated using equation (6) .
The internal convective heat transfer coefficient (a DPS ) can be determined from experimental works [13, 17, 25] . The total number of tubes (N tubes ) required in the absorber array is a function of the ratio between the DPS mass flow ( _ m DPS ) and the mass flux of the suspension (G DPS ), and can be estimated from equation (7) .
The mass flux of the suspension (G DPS ) can be determined from equation (8) based on particles properties.
Provided tubes length and diameters are known, the required heat transfer area A will be determined from the number of tubes; after that receiver thermal losses (radiative and convective) can be estimated which will lead to a calculation of the real power absorbed at the receiver [33] . In case the calculated absorbed power does not match with the initially assumptions, the process is repeated from equation (4) until convergence on the number of tubes is reached. Solving this iterative procedure can be seen in Fig. 5. 
Solid particle heat exchanger
A heat exchanger (HX) is required to transfer the thermal energy captured by heat transfer fluid (particles suspension) to the power block [34] . Due to the consideration of a power block configuration based on a reheated steam Rankine cycle, a four-stage heat exchanger from the DPS to the water/steam is required. These are the economizer HX for feedwater preheating, the evaporator HX for steam generation, the superheater HX to achieve the required steam conditions (high temperature turbine inlet conditions), and finally the reheater HX to achieve high steam temperature for medium pressure turbine expansion. The heat exchanger connecting the solar loop and the power block is based on fluidized bed technology as it has been proposed by several researchers [35e37] . Detailed modelling of fluidized-bed heat exchanger for subcritical Fig. 4 . Schematic illustration of the dense particle receiver concept [14] .
Rankine cycle has shown that its efficiency varies from 93% to 99% [31] . Assuming an average efficiency of 95%, as shown in Table 3 seems a plausible assumption.
Power block
Power cycle boundary conditions are optimized in order to maximize energy conversion efficiency and ensure good quality steam for each turbine stage. Due to the higher temperatures achieved by the DPS receiver, higher steam pressure and temperature than is typical for a CSP Rankine cycle can be obtained. Steam extractions are optimized in order to reduce energy consumption for water preheating and maximize the power cycle efficiency.
Modelling parameters for each component of the solar plant are presented in Table 3 , a distinction between input parameters to the different models and the calculated ones has been included. Main assumptions for each model are included as well.
Annual performance
In order to assess power plant performance under annual operation, a control strategy is required to deal with intermittent weather conditions, power block start-ups and solar resource variations along the time. Control strategy must ensure that the power plant will operate respecting safety limits, especially that the maximum surface receiver temperature is not exceeded. In addition, the control strategy will be tailored for power plant energy harvesting providing a suitable environment for nominal working conditions [38, 39] . In order to ensure these working principles, several control strategies on heliostat field, central receiver, storage tanks and steam turbine were adopted.
A defocusing strategy on the heliostat field was implemented in the annual model to limit the thermal power reaching the receiver. In this way, the thermal receiver could be working at design conditions with a slight overrun of 5%. Another control strategy was defined for the central receiver in order to compensate fluctuations of reflected power by the heliostats. As it exposed on equation (4), DPS mass flow depends on the thermal power absorbed in the receiver (Q th,rec ), for this reason mass flow will be controlled to maintain the receiver wall temperature below its safety limit. In addition, a minimum input thermal power threshold of 5% was set as minimum energy required for reactor start-up.
Storage tank control strategy is crucial for plant operation under transient conditions, with several approximations proposed in the literature [2, 40] , be it for peak power production [41] or for transient weather mitigation [42] . For this work, an approach ensuring nominal working conditions for the turbine island was adopted instead. In this scenario, storage tanks were assumed to be emptied during the early hours of the day for plant start-up. During that time, the power plant will run at on-line conditions as if there was not storage system. Main side effect of this approach will be weather fluctuations at morning hours affecting turbine performance, working it at transient mode. After 11 a.m., it was decided that storage tank will take an active role in the operation strategy and incident solar power fluctuations will be covered using thermal energy stored to work the maximum number of hours at design conditions (full-load). Once the sun is set, power plant will continue operating until the hot tank is at 5% of its capacity. Turbines cold start-ups will be considered once minimum thermal power of 25% nominal-plate is reached. This period will last 30 min and 50% of thermal power will be needed during the warm-up, and 
Results and discussion
The optimized power plant layout developed in TRNSYS 16 for the whole system is presented in Fig. 6 . Components from the solar field, particle receiver, storage tanks and power block can be seen on the plant layout as well as those used for control strategies (heliostats defocusing, receiver control, tanks control and turbine control strategies). DPS loop and power block were coupled by means of a series of heat exchangers for particles/water (represented in figure as economizer) and particles/steam heat exchangers (marked as evaporator, superheater and reheater) [31] . Turbines steam extractions at different turbine stages are marked as S-split on the figure. 
Steady-state modelling results
Design point calculations for the optimization of DPS central receiver working coupled to Rankine cycle are presented below. The optimization process is constrained by some operational and manufacturing restrictions, as it is the case of receiver maximum temperature or tubes length and diameter that were chosen to ensure fluidization and prevent clogging. Heat exchanger design parameters (tubes length, number of steps, diameter …) were also modelling constraints to ensure 95% efficiency at design point conditions [31] . Two power plant scenarios were considered for optimization design and performance analysis; medium size (57 MWth) north oriented polar field with cavity receiver and large size (290 MWth) surrounding field configuration with external receiver. Receiver input parameters can be found on Table 4 . The central receiver has been designed following the procedure described on Fig. 5 using input parameters listed in Table 4 . Central receiver design has been optimized to maximize energy harvesting (reducing thermal losses) while ensuring operative restrictions are not breached: the tube wall temperature limit is not exceeded, a good fluidization regime is ensured and the temperatures and input thermal power required by the power block are provided. Optimized design parameters for receiver calculation are shown on Table 5 ; receiver thermal efficiency has been defined as the ratio between the available thermal energy from the heliostat field and the real power transferred to the DPS. Thermal losses occurring at the central receiver are dependent on its geometry, optical properties, surface temperature and meteorological conditions. However the major contributor to thermal losses in the receiver are radiative losses [43] , highlighting the benefit of keeping a low temperature at receiver surface. A receiver efficiency of 82.3% was found for medium size plant at design conditions; the lower efficiency compared to usual values for molten salt receivers (that can exceed 88% efficiency [44] ) was due to the higher working temperature but also the lower heat transfer coefficient of the DPS (on the range of 500e1000 W/m 2 K) compared to molten salts (around 5000 W/m 2 K) [17] .
Power cycle parameters (pressure, temperature and steam extractions) are given in Table 6 and were selected to maximize power block efficiency and ensure good steam quality at any turbine stage. Operation parameters calculated for both power blocks are shown on Table 7 . As it can be observed, same power plant conditions (number of extractions, turbine efficiencies and inlet conditions) have been considered for both sizes of power plant. The only difference is the steam mass flow and HTF mass flow (DPS) required to Fig. 6 . Rankine CSP plant layout generated in TRNSYS. achieve thermal input power. As it is observed on Fig. 7 , two steam turbines have been considered as is the common practice for optimizing subcritical Rankine cycles [45] . High pressure turbine (HP) is expanding the total steam stream (7.11 kg/s) at 610 C and 180 bar to 341 C and 25 bar. After this first expansion, a small fraction of the steam is diverted towards the cycle inlet for feedwater preheating meanwhile the main steam stream is reheated at the intermediate pressure of 25 bar. In order to do so, DPS mass flow was divided into two streams, one for the economizer, evaporator and superheater heat exchangers of the cycle and the other for the steam reheater heat exchanger. Mass flow division was calculated in terms of required thermal power for both branches. For design purposes, reheated steam temperature was decided to reach same temperature level that the main steam inlet temperature (610 C) but assuming extra heat losses leading to input temperature of 600 C. After that, reheated steam was expanded across an extracting low pressure turbine (LP) where steam was released from various stages of the turbine and sent to boiler feedwater heaters in order to improve overall cycle efficiency [45] . Last turbine stage was connected to the condenser providing vacuum to maximize the energy harvest but also condensing the steam into feedwater to be returned to the boilers. Dry condenser was chosen due to plant location specification being assumed an ambient temperature of 35 C (design conditions) and a minimum required temperature drop of 15 C for dry condensing design. At the last expansion, steam was kept at high quality (0.968 as observed in Table 7 ) to prevent from rapid impingement and blades erosion that will occur when condensed water is blasted onto the blades of the turbine. Exhaust steam conditions were optimized at 50 C and 0.12 bar, to maximize net cycle efficiency. Standard values for high and low pressure turbine isentropic efficiencies were chosen and the same criterion was followed for piping pressure losses. Plant cycle was completed including water pumps for moving condensed steam and feedwater, both parasitic losses were taken into account for power plant efficiency calculation. Temperature and enthalpy diagrams for the steam process described above can be seen in Fig. 7 .
Thermal losses associated with the energy taken by the fluidization air used in the solar receiver and heat exchanger are included in their respective models and considered on power plant overall efficiency. In addition, mechanical power consumption needed for the particles transport system (fan, blowers and screw feeder) have been also estimated according to [33] and taken into account for overall plant efficiency despite, its small effect [46] as it is show on Table 8 .
As it is observed on Table 9 , heliostat field efficiency for the large size plant was higher than the one obtained for the medium size, based on the better focusing strategy. However thermal losses for the external receiver (large size plant) were higher than the ones found for the cavity receiver (medium size) due to the larger exposed area. For both plant sizes, heat exchangers connecting the solar loop to the power block were designed to ensure 95% efficiency [31] . Due to the fact that the same Rankine cycle power block layout and boundary conditions were considered for both solar plant sizes, no differences appeared on Rankine cycle efficiency. Values found were representative of subcritical Rankine power cycle, while solar-to-electricity efficiency of the proposed plant was around 23% calculated according to equation (1).
Annual performance modelling results
Using a yearly based weather data base (Meteonorm [47] ) and transient simulation software (TRNSYS) (cf. Section 3), it was possible to reproduce power plant behavior with a 10 min resolution over the whole year. Power plant strategy presented before to account for dynamic modelling can be better understood observing Fig. 8 for two representative days (winter and spring). On the left hand side, modelling results from a typical winter day are shown observing how weather fluctuations before 11 a.m. are affecting turbine performance and electricity production. After that time, turbine will operate at design conditions using thermal energy stored at tanks. It can also be observed that thermal energy at the receiver is below the target of 57 MW th due to the poor solar irradiation at that day and for that reason, heliostats defocusing was not necessary. However, for the spring day shown on the right hand side, thermal energy at the receiver was exceeding 57 MW th target before midday and defocusing strategy was applied that was translated into a flat line at receiver power (W net ). It was also observed that power block behavior was isolated from any occurring weather fluctuations after 11 a.m. due to thermal energy storage.
Using transient plant strategy observed on Fig. 8 ; annual heat map shown on Fig. 9 was obtained as a summary of the whole year power plant performance. The figure represented on the x-axis, days of the year, while on the left y-axis the hours of the day were shown and turbine output net power has been displayed with color map being the scale represented on the secondary y-axis (right hand side).
From Fig. 9 , whole year power plant performance can be deduced; sunrise, start-ups and shut-downs variations along the year can be easily understood. Integrating that graph, it can be obtained the turbine energy production along the whole year and yearly averaged efficiency for each of the components can be defined as it is shown in Table 10 or in Sankey diagrams for annual energy production (Fig. 10) .
As it is observed, major energy losses were found for the solar field (40% for North oriented field and 34% for surrounding field), lower field losses from surrounding field were based on better aiming strategy. However, thermal losses for the external receiver used with surrounding field were higher (17%) than the ones calculated for the cavity receiver off the North field (12%) due to the larger exposed area of the receiver and its bigger size as it was shown on Table 5 . As it is observed, lower efficiencies than obtained at design point were expected due to transient variations of the DNI along the year. As it is summarized on Table 10, yearly net power cycle efficiency was reduced in three percentage points to 37.8%, meanwhile total annual efficiency of the plant is drastically diminished to 16.4% due to the cumulative effects of power plant components efficiency reduction. Finally, plant capacity factor was around 55% representing the actual power ratio over a period of time, to its potential output if it were possible to operate at full capacity continuously over the same period of time.
Conclusions
In this paper, an optimization methodology for a central receiver solar power plant has been described and applied to a plant based on a novel dense particle suspension, used as both heat transfer fluid and storage medium. A minimum number of boundary conditions have been set from the project requirements while the rest have been optimized for energy harvesting and efficiency maximizing. The solar receiver using the dense particle suspension was designed and optimized following an iterative solving procedure, considering design restrictions and power plant boundary conditions. Two thermal power scenarios were considered for power plant components optimization, namely medium and large size solar plants. The heliostat field was designed following an iterative solving procedure to match the receiver's operational requirements with a solar multiple of 2. Storage tanks were designed in order to provide 6 h of storage capacity. A high performance 5-stages reheated subcritical Rankine cycle was optimized for efficiency and coupled to the solar plant using fluidized bed heat exchanger technologies.
Mathematical models were encoded into MATLAB subroutines in order to have a powerful and flexible platform ready to be used for multiple power block configurations or to perform sensitivity studies. Solar power plant performance over a whole year was also analyzed using the TRNSYS platform and proposed a series of control strategies to deal with intermittent weather conditions and power block start-ups in order to assure power block operation under nominal conditions. The power plant working conditions for steady and annual operation agreed with standard practice results from similar plant demonstrators. Optimized solar power plants provided 23% sun-to-electricity efficiency at nominal operation conditions which was reduced down to 17% on an annual basis with 55% capacity factor. Results obtained are showing lower efficiency than state of the art molten salts plant [8] . Despite the higher temperature of the solar receiver (650 C) that is enabling high temperature Rankine cycle (610 C) with higher efficiency than current molten salts applications, the overall efficiency (sun-toelectricity) is lower. This is due to the lower thermal efficiency of particles receiver (82%) compared to the typical high values (88%) of molten salts receiver. Nevertheless, particles receiver concept allows for achieving higher temperatures than molten salts receiver (far above 565 C) which will enable using highly efficient thermodynamic cycles as for example supercritical CO 2 cycles and Combined Cycle. Some studies on that area are showing that sunto-electricity efficiency over 25% can be easily achieved for CSP plants that are using particles receivers in combination with highly efficient power cycles [8, 12, 48, 49] .
Acknowledgements
This study was performed in the framework of the CSP2 Project 
