When training the sequence-to-sequence voice conversion model, we need to handle an issue of insufficient data about the number of speech tuples which consist of the same utterance. This study experimentally investigated the effects of Mel-spectrogram augmentation on the sequence-to-sequence voice conversion model. For Mel-spectrogram augmentation, we adopted the policies proposed in SpecAugment [1] . In addition, we propose new policies for more data variations. To find the optimal hyperparameters of augmentation policies for voice conversion, we experimented based on the new metric, namely deformation per deteriorating ratio. We observed the effect of these through experiments based on various sizes of training set and combinations of augmentation policy. In the experimental results, the time axis warping based policies showed better performance than other policies.
INTRODUCTION
Recently developed speech-synthesis techniques [2, 3] can produce synthesized speech close to that of the target speaker. The biggest reason for this recent success is that encoder-decoder models with attention mechanisms have been adapted to text-to-speech (TTS) model. Speaker-adaptation has been investigated to leverage a large amount of speech data that accumulates every year and to generate a synthesized voice for a new speaker [4, 5] . These studies showed impressive results in which synthesized voices are generated by adaptation using a few samples.
Voice conversion (VC) is another speech-synthesis technique. The purpose of VC is to switch the speech of a source speaker into that of a target without changing the linguistic content. It acts in a similar manner to the speaker-adaptation technique if it is attached to a TTS system. In the frame-to-frame VC approaches based on acoustic models, i.e,. joint density Gaussian mixture models (JD-GMM) [6, 7] , deep neural networks (DNN) [8, 9] and recurrent neural networks (RNN) [10, 11] , frame alignment using dynamic time warping algorithms must be used during training. The application of the encoder-decoder models to VC generates natural speech without frame alignment. More recently, a variety of techniques have been proposed to improve sequence-to-sequence(Seq2Seq) VC by adding bottleneck features [12, 13] and text supervision [13, 14] .
Thus far, the main problem with VC is the lack of data consisting of speech tuples containing the same utterance. To overcome this situation, data augmentation approaches have been studied based on audio processing [15, 16] , text alignment [13] , and synthetic data [14] . Other speech-related fields, i.e., automatic speech recognition, SpecAugment [1] , vocal track length perturbation (VTLP) [17] , and improved vocal track length perturbation (IVTLP) [18] have been proposed based on Mel-spectrogram processing for data augmentation.
Inspired by these, we set the goal of this paper as the determination of the effectiveness of Mel-spectrogram augmentation for the Seq2Seq VC model. Thus, we adopted policies proposed in SpecAugment for VC. We propose new policies for more Mel-spectrogram variants. Choosing hyperparameters for Melspectrogram augmentation has a large impact on the Seq2Seq VC model training. To select reasonable hyperparameters for each policy, we experimented based on our proposed metric, namely deformation per deteriorating (DPD) ratio. To evaluate the effectiveness of Mel-spectrogram augmentation, we conducted experiments that is one to one VC task with various sizes of training data and combinations of augmentation policies. In the experimental results, time warping-based policies showed character error rate better than other policies. Among them, our proposed time length control was most effective when it applied to the source and target Mel-spectrogram in the same way. The audio samples of this study are shown on our demo web 1 .
MEL-SPECTROGRAM AUGMENTATION
We adopted policies proposed in SpecAugment, namely, time masking, frequency masking, and time warping, to deform the time axis, partial loss of time axis, and partial loss of frequency axis. For more variety of Mel-spectrogram variants, we propose the new policies of frequency warping, loudness control, and time-length control to ad- 
just the pitch, loudness, and speed of speech. The frequency warping of VTLP and IVTLP is similar to one of our frequency warping cases in which the source frequency point is fixed in the middle of the frequency. Thus, our frequency warping allows for greater frequency variation. Note that the aforementioned policies are applicable online during training. Fig. 1 It makes the loudness of the speech either down or not.
Deformation per deteriorating ratio
A good parameter for the Mel-spectrogram augmentation gives maximum variation without losing speech quality. To fit this definition, we propose a new metric, the DPD ratio, which is described by the following equation:
where Dp is the maximum ratio of deformation for p, Ep is the expectation value of character error rate (CER) for p, P is {{T, Nt}, {F, N f }, W, H, L, Λ} the set of hyperparameter for Mel-spectrogram augmentation, p is an element of P , Eo is the expectation value of CER without augmentation policy. |Ep − Eo| represents deteriorating effects for each hyperparameter. Table 1 shows the definition of Dp for each policy.
Hyperparameter searching
To determine the best hyperparameter for Mel-spectrogram augmentation that satisfies the aforementioned definition, we conducted the following experiments. The voices for searching the best hyperparameter were 64 audios of the Korean single speaker speech (KSS) datasets [19] . These selected audios were converted to Mel-spectrograms. The Mel-spectrogram augmentation for each hyperparameter was performed ten times to compute Ep. Because Korean is sensitive to spacing, CER is more reliable for Ep than word error rate. CER was calculated using the recognition result of the Google Speech API. The audios for computing CER was decoded using Griffin-Lim [20] vocoder from a Mel-spectrogram with or without doing augmentation. Through Ep in Table 2 , You can see the degree of deterioration by adjusting p for each policy. In this experiment, p was increased in the arithmetic sequence except Λ. Because the policy LC only controls audio volume and there is substantial difference in CER performance according to adjust Λ. Thus, Λ was increased to a geometric sequence in this experiment. The hyperparameters determined by choosing the maximum DPDp are shown in Table 2 . In addition, Time masking and frequency masking have two hyperparameters. To determine the optimal combination for these, we first set N f and Nt to one to find the best DT,N t and DF,N f . With fixed DT,N t and DF,N f values, we experimented with all possible combinations for T, Nt and F, N f . Table 3 shows the best T, Nt and F, N f to maximize DPDT,N t and DPDF,N f . The determined hyperparameters are in bold in Tables  2 and 3 . In addition, all of them are used in further experiments to evaluate the efficiency of the Mel-spectrogram augmentation.
VOICE CONVERSION MODEL
We used a simple model, independent of other models to extract bottleneck features and phoneme labels. Our VC model is based on Tacotron2. The input and output of this model are the Melspectrogram. The layers in attention and decoder are persisted. Only the encoder has been modified to FC, FC, and LSTM in a similar manner to the decoder. This is because the decoder effectively represents the Mel-spectrograms. The number of nodes in the layer was determined by referring to the SCENT [12] . The model configurations are shown in Table 4 . The final waveform is generated using the Wavenet [21] neural vocoder conditioned on the Mel-spectrogram.
EXPERIMENTAL RESULT 4.1. Experimental condition
Two datasets were used in our experiment. For the source speaker, we used the KSS dataset, which consists of 12,853 Korean utterances from a female speaker (approximately 12+ hours). For the target speaker, we used an internal dataset by recording based on the transcript of the KSS dataset from a female speaker. After trimming the silence of both, the pair dataset is constructed with containing 12,798 utterances (approximately 8+ hours for each). We used 64 utterances as the validation set and 64 utterances as the test set; the rest were used as training sets.
All of VC networks were trained for 1 × 10 5 iterations using the Adam optimizer [22] , with a batch size of 32 and a step size of 1 × 10 −3 . Wavenet networks were trained for for 16 × 10 4 iterations using the Adam optimizer, with 8bit mu-law quantization for audio amplitude, a batch size of 16 and a step size of 1 × 10 −3 .
Validation metric
There have been efforts to make the attention alignment diagonal through guides when learning [23] . One study proposes band diagonality [24] to analyze the importance of self-attention. Inspired by previous research, we propose a new metric called attention alignment diagonality (AAD) to avoid overfitting of Seq2Seq VC. AAD is defined as the length of the attention alignment path divided by the length of the diagonal path. The attention alignment path is the line connecting the maximum attention weight for each target vector in the attention weight matrix. This metric represents the degree of learning of the relationship between the encoder and the decoder. Using ADD, we performed early stopping (ES) for all experiments. The point of ES was defined as the point at which the value was minimized within 1 × 10 5 iterations. We expected our ES to have the effect of selecting the best model for the validation performance.
Evaluation metric
Researches [12, 13] have been adopted mel-cepstrum distortion (MCD) as an evaluation metric to evaluate the acoustic similarity between the synthesized audio and the target audio. To measure the linguistic expressiveness, one VC study [26] used ARS metrics, such as WER and CER. With reference to the aforementioned studies, MCD and CER were adopted as evaluation metrics to measure the performances of each experiment. In addition, we set the failure to the evaluation metric. Failure is defined as the number of failures of gate prediction on the test set. It indicates the stability of the model. MCD, CER, and failure were reported on the test set in Tables 5, 6 , 7, and 8.
Baseline performance
In order to observe the performance change of VC model according to data usage without Mel-spectrogram augmentation, we experimented by reducing the number of training data to half of it each time from the whole training set till it reaches to the 1/16 training set. The metrics obtained in this experiment were used as a criterion for determining the degree to which the augmentation policy has improved performance. Table 5 shows the results with 100k iterations and ES. The ES results based on the minimum AAD do not guarantee better performance in all respects. The CER performance is directly proportional to the amount of training data. However, MCD and failure are not directly related to the amount of training data. To observe the change in linguistic expressive power according to data usage, we set the minimum CER values for each experiment to the baseline performance for each size of training set.
Effectiveness of augmentation policy
In this experiment, all augmentation policies were applied to the source Mel-spectrogram. One-to-many mapping data in the training set makes the model difficult to converge. In general, the augmentation is not applied to target data. However, if the speeds of the source audio and target audio are changed to the same ratio, this is one-to-one mapping and means augmenting pair data. Therefore, we experimented with two cases, namely, applying TLC only to source audio, and applying TLC to both source and target. The second case is denoted "TLC both." Single policy: To verify the effectiveness of each augmentation policy, we experimented with the 1/16 training set. The results for each policy are shown in Table 6 . Policies showing improved CER against baseline performance on the 1/16 training set were TLC, "TLC both," and TW. Policies based on the time axis warping cause differences in the speed of speech. Improved CER performances can be interpreted as policies based on the time axis can yield different distributions to source speech with less loss of the speaker's speech characteristics. Masking policies hinder learning because it gives a loss of information in the source. Frequency axis warping produces a phonetic distribution that differs from the actual speaker, which seems to adversely affect the conversion using the actual speaker's speech. LC only reduces the Mel-spectrogram value. Thus, it shows a similar performance that of the baseline.
Multiple policy: How much did using the combination of policies improve the performance of CER?
To determine the answer to this question, we conducted an experiment combining TLC, "TLC both," TW, and LC. We experimented with the 1/16 training set. The results for multiple policies are shown in Table 7 . No combinations showed an improved performance of CER. We interpreted a reason for this as follows. Applying multiple policies makes more changes to the original speech. Thus, it seems to have a bad influence on VC learning. Policy effectiveness: TLC, "TLC both," TW were tested on all sizes of training data in Table 5 . The results are shown in Table 8 . The CER values on the 1/16 experiment outperform the baseline performance. In the 1/2 and 1/8 experiments, the CER values show some or no improvements. In experiments for all sizes of training set, the lowest CER was mostly in "TLC both." In experiments on the whole training set and 1/4 training set, there is no significant difference between the minimum CER of "TLC both" and the baseline performance. Therefore, we interpreted the experimental results of applying TLC both to Seq2Seq VC could be an option to improve the linguistic expressiveness. 5. CONCLUSION This paper describes the effect of Mel-spectrogram augmentation on the one-to-one Seq2Seq VC model. We adopted policies from SpecAugment and proposed new policies for Mel-spectrogram augmentation. We selected appropriate hyperparameters for each policy through experiments based on our proposed DPD metric. The experimental results showed that the relationship between the size of the training data and the linguistic expressiveness of the VC model is directly proportional. In addition, the policies based on the time axis warping showed lower CER than other policies. These results indicate that the use of policies based on the time axis warping is more efficiently training for developing the VC model with the insufficiency size of training set.
