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K ) by using the Milnor K -group of K . For a field k we define the group H r (k) ( r 0 ) as follows (cf. We shall explain the contents of each section. For a category C the category of pro-objects pro(C) and the category of ind-objects ind(C) are defined as in Deligne [5] . Let F 0 be the category of finite sets, and let F 1 , F 2 , . . . be the categories defined by F n+1 = ind(pro(F n )). Let F ∞ = ∪ n F n . In section 1 we shall show that n-dimensional local fields can be viewed as ring objects of F n . More precisely we shall define a ring object K of F n corresponding to an n-dimensional local field K such that K is identified with the ring [e, K] F ∞ of morphisms from the one-point set e (an object of F 0 ) to K , and a group object K Section 3 is a preliminary one for section 4. There we shall prove some ring-theoretic properties of [X, K] F ∞ for objects X of F ∞ .
In section 4 we shall treat the norm groups of cohomological objects. For a field k denote by E(k) the category of all finite extensions of k in a fixed algebraic closure of k with the inclusion maps as morphisms. Let H be a functor from E(k) to the category Ab of all abelian groups such that lim − → k ′ ∈E(k) H(k ′ ) = 0. For w 1 , . . . , w g ∈ H(k)
define the K q -norm group N q (w 1 , . . . , w g ) as the subgroup of K q (k) generated by the subgroups N k ′ /k K q (k ′ ) where k ′ runs over all fields in E(k) such that {w 1 , . . . , w g } ∈ ker(H(k) → H(k ′ )) and where N k ′ /k denotes the canonical norm homomorphism of the Milnor K -groups (Bass and Tate [2, §5] and [9, §1.7] ). For example, if H = H 1 and χ 1 , . . . , χ g ∈ H 1 (k) then N q (χ 1 , . . . , χ g ) is nothing but
is the finite abelian extension of k corresponding to ∩ i ker(χ i : Gal(k ab /k) → Q/Z). If H = H 2 and w ∈ H 2 (k) then N 1 (w) is the image of the reduced norm map A * → k * where A is a central simple algebra over k corresponding to w.
As it is well known for a one-dimensional local field k the group N 1 (χ 1 , . . . , χ g ) is an open subgroup of k * of finite index for any χ 1 , . . . , χ g ∈ H 1 (k) and the group N 1 (w) = k * for any w ∈ H 2 (k). We generalize these facts as follows. Let k be a field and let q, r 0. We define a condition (N r q , k) as follows: for every k ′ ∈ E(k) and every discrete torsion abelian group M endowed with a continuous action of Gal 
, and in addition |k : k p | p q+r in the case where char (k) = p > 0. For example, if k is a perfect field then the condition (N r 0 , k) is equivalent to cd(k) r where cd denotes the cohomological dimension (Serre [16] Finally in section 5 we shall prove Theorem 2. Then Theorem 1 will be a corollary of Theorem 2 for r = 1 and of [9, §3, Theorem 1] which claims that the canonical homomorphism
I would like to thank Shuji Saito for helpful discussions and for the stimulation given by his research in this area (e.g. his duality theorem of Galois cohomology groups with locally compact topologies for two-dimensional local fields). 
Notation.
We follow the notation in the beginning of this volume. References to sections in this text mean references to sections of this work and not of the whole volume.
All fields and rings in this paper are assumed to be commutative. Example. Let R be a non-discrete locally compact field and A a local ring of finite length with residue field R. Then in the case where char (R) > 0 Proposition 2 shows that there exists a canonical topology on A compatible with the ring structure such that A is homeomorphic to the product of finitely many copies of R. On the other hand, in the case where char (R) = 0 it is impossible in general to define canonically such a topology on A. Of course, by taking a section s: R → A (as rings), A as a vector space over s(R) has the vector space topology, but this topology depends on the choice of s in general. This reflects the fact that in the case of char (R) = 0 the ring of R-valued continuous functions on a topological space is not in general formally smooth over R contrary to the case of char (R) > 0.
Proof of Proposition 2. Let X be an object of C; put R X = [X, R]. The assumptions on R show that the homomorphism
is bijective, where R (p) = R as a ring and the structure homomorphism R → R (p) is x → x p . Hence by [10, §1 Lemma 1] there exists a formally etale ring A X over A with a ring isomorphism θ X : A X /IA X ≃ R X . The property "formally etale" shows that the correspondence X → A X is a functor C
• → Rings, and that the system θ X forms a morphism of functors. More explicitly, let n and r be sufficiently large integers, let W n (R) be the ring of p-Witt vectors over R of length n, and let ϕ: W n (R) → A be the homomorphism
where x i is a representative of x i ∈ R in A. Then A X is defined as the tensor product
for every i. This proves that the canonical homomorphism
is bijective for every i. Hence each functor X → I i A X /I i+1 A X is representable by a finite product of copies of R, and it follows immediately that the functor A X is represented by the product of finitely many copies of R.
1.2.
n-dimensional local fields as objects of F n .
Let K be an n-dimensional local field. In this subsection we define a ring object K and a group object K * by induction on n. Let k 0 , . . . , k n = K be as in the introduction. For each i such that char (k i−1 ) = 0 (if such an i exists) choose a ring morphism s i :
is the indentity map. Assume n 1 and let k n−1 be the ring object of F n−1 corresponding to k n−1 by induction on n.
If char (k n−1 ) = p > 0, the construction of K below will show by induction on n that the assumptions of Proposition 2 are satisfied when one takes
If char (k n−1 ) = 0, let O K /M r K be the ring object of F n−1 which represents the functor
. We define K as the ring object of F n which corresponds to the functor
Thus, K is defined canonically in the case of char (k n−1 ) > 0, and it depends (and doesn't depend) on the choices of s i in the case of char (k n−1 ) = 0 in the following sense. Assume that another choice of sections s ′ i yields k i ′ and K ′ . Then there exists an isomorphism of ring objects K → K ′ which induces k i → k i ′ for each i. But in general there is no isomorphism of ring objects ψ:
Now let K * be the object of F n which represents the functor
This functor is representable because F n has finite inverse limits as can be shown by induction on n.
Definition 1.
We define fine (resp. cofine) objects of F n by induction on n. All objects in F 0 are called fine (resp. cofine) objects of F 0 . An object of F n ( n 1 ) is called a fine (resp. cofine) object of F n if and only if it is expressed as X = " lim − → " X λ for some objects X λ of pro(F n−1 ) and each X λ is expressed as X λ = " lim ← − " X λµ for some objects X λµ of F n−1 satisfying the condition that all X λµ are fine (resp. cofine) objects of F n−1 and the maps [e, X λ ] → [e, X λµ ] are surjective for all λ, µ (resp. the maps [e, X λ ] → [e, X] are injective for all λ ).
Recall that if
i j then F i is a full subcategory of F j . Thus each F i is a full subcategory of F ∞ = ∪ i F i .
Lemma 1.
(1) Let K be an n-dimensional local field. Then an object of F n of the form
is a fine and cofine object of F n . Every set S viewed as an object of ind(F 0 ) is a fine and cofine object of F 1 . (2) Let X and Y be objects of F ∞ , and assume that X is a fine object of F n for some n and Y is a cofine object of F m for some m. Then two morphisms
As explained in 1.1 the definition of the object K depends on the sections s i : The exact meaning of Theorems 1,2,3 is now clear.
Additive duality

Category of locally compact objects.
If C is the category of finite abelian groups, let C be the category of topological abelian groups G which possess a totally disconnected open compact subgroup H such that G/H is a torsion group. If C is the category of finite dimensional vector spaces over a fixed (discrete) field k, let C be the category of locally linearly compact vector spaces over k (cf. Lefschetz [12] ). In both cases the canonical self-duality of C is well known. These two examples are special cases of the following general construction.
Definition 2.
For a category C define a full subcategory C of ind(pro(C)) as follows. An object X of ind(pro(C)) belongs to C if and only if it is expressed in the form " lim − →
" j∈J " lim ← − " i∈I X(i, j) for some directly ordered sets I and J viewed as small categories in the usual way and for some functor X: I
• ×J → C satisfying the following conditions.
is cartesian and cocartesian.
It is not difficult to prove that C is equivalent to the full subcategory of pro(ind(C)) (as well as ind(pro(C)) ) consisting of all objects which are expressed in the form " lim ← − " i∈I " lim − → " j∈J X(i, j) for some triple (I, J, X) satisfying the same conditions as above. In this equivalence the object " lim
Definition 3. Let A 0 be the category of finite abelian groups, and let A 1 , A 2 , . . . be the categories defined as A n+1 = A n .
It is easy to check by induction on n that A n is a full subcategory of the category F ab n of all abelian group objects of F n with additive morphisms.
Pontryagin duality.
The category A 0 is equivalent to its dual via the functor
By induction on n we get an equivalence
where we use ( C)
As in the case of F n each A n is a full subcategory of
such that D • D coincides with the indentity functor.
Proof. The isomorphism of (1) is given by
( Z is the totally disconnected compact abelian group lim ← −n>0 Z/n and the last arrow is the evaluation at 1 ∈ Z ). The isomorphism of (2) 
Then we have
where
the group of global sections of the constant sheaf Z on Spec(R) with Zariski topology. The isomorphism is given by the homomorphism of sheaves
and the inclusion map A * → B * .
Proof. Let Aff R be the category of affine schemes over R. In case (i) let C = Aff R . In case (ii) let C be the category of all affine schemes Spec(R ′ ) over R such that the map
(cf. the proof of Proposition 2) is bijective. Then in case (ii) every finite inverse limit and finite sum exists in C and coincides with that taken in Aff R . Furthermore, in this case the inclusion functor C → Aff R has a right adjoint. Indeed, for any affine scheme X over R the corresponding object in C is lim ← − X i where X i is the Weil restriction of X with respect to the homomorphism R → R, x → x p i .
Let R be the ring object of C which represents the functor X → Γ(X, O X ), and let R * be the object which represents the functor X → [X, R] * , and 0 be the final object e regarded as a closed subscheme of R via the zero morphism e → R.
Lemma 4. Let X be an object of C and assume that X is reduced as a scheme (this condition is always satisfied in case (ii)). Let
is a closed subscheme of X , then X is the direct sum of θ −1 (R * ) and θ −1 (0) (where the inverse image notation are used for the fibre product).
The group B * is generated by elements x of A such that π n ∈ Ax for some n 0. In case (i) let A/π n+1 A be the ring object of C which represents the functor
where A/π n+1 A is viewed as an R-ring via a fixed section s. In case (ii) we get a ring object A/π n+1 A of C by Proposition 2 (4).
In both cases there are morhisms
is an isomorphism. Now assume xy = π n for some x, y ∈ A and take elements
An easy computation shows that for every r = 0, . . . , n r (R * ) on which the restriction of x has the form aπ r for an invertible element a ∈ A.
Properties of the ring
Results of this subsection will be used in section 4.
Definition 4.
For an object X of F ∞ and a set S let
where I runs over all finite subsets of S (considering each I as an object of F 0 ⊂ F ∞ ). Proof of (2) . If I is a finite set and θ: X → I is a morphism of F ∞ then X is the direct sum of the objects θ −1 (i) = X × I {i} in F ∞ ( i ∈ I ). Hence we get the canonical map of (2). To prove its bijectivity we may assume S = {0, 1}. Note that Γ(Spec(R), {0, 1}) is the set of idempotents in R for any ring R. We may assume that X is an object of pro(F n−1 ).
Let k n−1 be the residue field of k n = K . Then
by (1) 
Proof. Indeed, Proposition 4 and induction on n yield morphisms
The following similar result is also proved by induction on n.
Lemma 7. Let K, k 0 and (π i ) 1 i n be as in Lemma 6 . Then there exists a morphism of A ∞ (cf. section 2)
for every object X of F ∞ and for every x ∈ [X, Ω Generalize the Milnor K -groups as follows.
Definition 5. For a ring R let Γ 0 (R) = Γ(Spec(R), Z). The morphism of sheaves
determines the Γ 0 (R)-module structure on R * . Put Γ 1 (R) = R * and for q 2 put
is the q th tensor power of Γ 1 (R) over Γ 0 (R) and J q is the subgroup of the tensor power generated by elements x 1 ⊗ · · · ⊗ x q which satisfy x i + x j = 1 or x i + x j = 0 for some i = j. An element x 1 ⊗ · · · ⊗ x q mod J q will be denoted by {x 1 , . . . , x q }.
Note that
Γ q (k) = K q (k) for each field k and Γ q (R 1 × R 2 ) ≃ Γ q (R 1 ) × Γ q (R 2 ) for rings R 1 , R 2 .
Lemma 8. In one of the following two cases (i) A, R, B, π as in Proposition 4
be the subgroup of Γ q (B) generated by elements {1 + π i x, y 1 , . . . , y q−1 } such that x ∈ A, y j ∈ B * , q, i 1. Then:
where x i ∈ A is a representative of x i . In case (i) (resp. (ii)) the induced map
(y), π}) is bijective (resp. bijective for every non-zero integer m ). (2) If m is an integer invertible in
In case (i) assume that R is additively generated by R * . In case (ii) assume that char (k n−1 ) = p > 0. Then there exists a unique homomorphism
such that
for every x ∈ R, y 1 , . . . , y q−1 ∈ R * . The induced map For an arbitrary X we present here only the proof of (3) because the proof of (1) is rather similar.
Put k = k n−1 . For the existence of ρ q i it suffices to consider the cases where
Note that these objects are in pro(F n−1 ) since [X, Ω To prove the surjectivity we may assume X = (1+π i O K )× q−1 K * and it suffices to prove in this case that the typical element in U i Γ q (B)/U i+1 Γ q (B) belongs to the image of the homomorphism introduced in (3). Let U K be the object of F n which represents the functor X → [X, O K ] * . By Proposition 4 there exist
(in the proof of (1) p is replaced by m ). Since p−1 i=0 U K π i belongs to pro(F n−1 ) and
we are reduced to the case where X is an object of pro(F n−1 ).
Norm groups
In this section we prove Theorem 3 and Proposition 1. In subsection 4.1 we reduce these results to Proposition 6.
Reduction steps.
Definition 6. Let k be a field and let H: E(k) → Ab be a functor such that lim
. For a ring R over k and q 1 define the subgroup N q (w, R) (resp. L q (w, R) ) of Γ q (R) as follows.
An element x belongs to N q (w, R) (resp. L q (w, R) ) if and only if there exist a finite set J and element 0 ∈ J , a map f : J → J such that for some n 0 the n th iteration f n with respect to the composite is a constant map with value 0, and a family (E j , x j ) j∈J ( E j ∈ E(k) ), x j ∈ Γ q (E j ⊗ k R) ) satisfying the following conditions:
such that x t = {y t , z t } for all t ∈ f −1 (j) and
(iv) If j ∈ J \ f (J ) then w belongs to the kernel of H(k) → H(E j ) (resp. then one of the following two assertions is valid: (a) w belongs to the kernel of
where K q (E j ) denotes the constant sheaf on Spec(E j ⊗ k R) defined by the set K q (E j ) ).
Remark. If the groups Γ q (E j ⊗ k R) have a suitable "norm" homomorphism then x is the sum of the "norms" of x j such that f −1 (j) = ∅. In particular, in the case where R = k we get N q (w, k) ⊂ N q (w) and N 1 (w, k) = N 1 (w).
Definition 7.
For a field k let [E(k), Ab] be the abelian category of all functors E(k) → Ab.
(1) For q 0 let N q,k denote the full subcategory of [E(k) , Ab] consisting of functors
the norm group N q (w) coincides with K q (k ′ ). Here N q (w) is defined with respect to the functor
and such that for every Proof. Consider the case where X = q K * . We can take a system (E j , x j ) j∈J as in Definition 6 such that E 0 = K , x 0 is the canonical element in Γ q ([X, K]) and such that if j ∈ f (J ) and w ∈ ker(H(K) → H(E j )) then x j is the image of an element θ j of lcf(X, K q (E j )). Let θ ∈ lcf(X, K q (K)/N q (w)) be the sum of
is called admissible if and only if it satisfies conditions (i) -(iii) below. (i) Let E ∈ E(k).
Then every subobject, quotient object, extension and filtered inductive limit (in the category of [E(E), Ab] ) of objects of (a) For some E ′ ∈ E(E) such that |E ′ : E| is prime to p the composite functor
Let q be a prime number distinct from p and let S be a direct subordered set of E(E). If the degree of every finite extension of the field lim
Lemma 10.
(1) For each field k and q the collection
and for every prime p there exist E ∈ E(k) such that |E : k| is prime to p and such that the functor
and each i r the functor
Definition 9. For a field k, r 0 and a non-zero integer m define the group H r m (k) as follows.
If
If char (k) = p > 0 and m = m ′ p i where m ′ is prime to p and i 0 let 
Now we begin the proofs of Proposition 1 and Proposition 5.
Definition 10. Let
where K ′ ur is the maximal unramified extension of Proof. The assertion (1) follows from [11] . The assertion (3) follows from the facts
Lemma 11. Let
for every unramified extension L of K and that there exists a canonical split exact sequence
The following proposition will be proved in 4.4. (ii) q = n + 1, char (K) = p > 0 and m is a power of p.
(iii) q = n + 1 and m is a non-zero integer.
Then in cases (i) and (ii) (resp. in case (iii)) there exist a triple (J, 0, f ) and a family (E j , x j ) j∈J which satisfy all the conditions in Definition 6 with k = K except condition (iv), and which satisfy the following condition: This corollary follows from case (iii) above by the argument in the proof of Lemma 9.
Corollary. Let
Proof of Lemma 12.
We may assume that m is a prime number.
First we consider case (ii). By Lemma 6 we may assume that there are elements
We may assume that |K p (c 1 , . . . , c r ) :
. . , c r ) for some r n. Let J = {0, 1, . . . , r}, and define f : J → J by f (j) = j − 1 for j 1 and
Next we consider cases (i) and (iii). If K is a finite field then the assertion for (i) follows from Lemma 13 below and the assertion for (iii) is trivial. Assume n 1 and let k be the residue field of K . By induction on n Lemma 8 (1) (2) and case (ii) of Lemma 12 show that we may assume x ∈ U 1 Γ q ([X, K]), char (K) = 0 and m = char (k) = p > 0. Furthermore we may assume that K contains a primitive p th root ζ of 1. Let e K = v K (p) and let π be a prime element of K . Then
From this and Lemma 8 (3) (and a computation of the map
where C is the Cartier operator. By Lemma 7
Lemma 13. Let K be a finite field and let X be an object of
is surjective.
Proof. Follows from Lemma 5 (2).
Proof of Proposition 5 assuming Proposition 6.
If K is a finite field, the assertion of Proposition 5 follows from Lemma 13. Let n 1. Let k be the residue field of K . Let I r m and J r m be as in Definition 10. Assume q + r = n + 1 (resp. q + r > n + 1 ). Using Lemma 8 (1) and the fact that
for every unramified extension L/K we can deduce that I r m is in L q,K (resp. N q,K ) from the induction hypothesis
Proof of Proposition 6.
Let k be a field and let m be a non-zero integer. Then ⊕ r 0 H r m (k) (cf. Definition 9) has a natural right ⊕ q 0 K q (k)-module structure (if m is invertible in k this structure is defined by the cohomological symbol h q m,k :
and the cupproduct, cf. [9, §3.1]). We denote the product in this structure by {w, a} 
We fix a presentation of w as in (i) or (ii) of Definition 11. Let L be a cyclic extension of K corresponding to χ. In case (i) (resp. (ii)) let h be a prime element of L (resp. an element of O L such that the residue class h is not contained in k ). Let G be the subgroup of K * generated by a 1 , . . . , a r−1 (resp. by a 1 , . . . , a r−2 , π ), by 1 + M K and N L/K (h). Let l be the subfield of k generated by the residue classes of a 1 , . . . , a r−1 (resp. a 1 , . . . , a r−2 , N L/K (h) ).
. Under these notation we have the following Lemma 15, 16 ,17. Lemma 8 (3) induces the surjections 
Proof. It follows from the fact that w ∈ {H r−1 p (K), a} and 1 − x p a is the norm of
denotes the ring object which represents the
be the norm homomorphism. Then:
In case (ii) for every integer r prime to p and every
Proof. From these lemmas we have (1) If 0 < i < t then
. then in both cases (i) and (ii) the homomorphism
]. Lemma 7 and (1), (2), (3) imply that U 1 Γ q ([X, K]) is contained in the sum of N q (w, [X, K ]) and the image of lcf(X, U t+1 K q (K)).
Lemma 18. For each
Proof. Follows from [9, §3.3 Lemma 15] (can be proved using the formula
Lemma 18 shows that 1 + ub is contained in the subgroup generated by
Step 2. Next we prove that
for every w ∈ H 
