Abstract. We consider the NLS with variable coefficients in dimension n ≥ 3
Introduction
We study the Cauchy problem in the energy space for the semilinear Schrödinger equation i∂ t u − Lu + f (u) = 0, u(0, x) = u 0 (x) (1.1) on an exterior domain Ω = R n \ ω with C 1 boundary, in dimension n ≥ 3, where ω is compact and possibly empty. Here L is a second order elliptic operator defined on Ω with Dirichlet boundary conditions, of the form
where a(x) = [a jk (x)] n j,k=1 , b(x) = (b 1 (x), . . . , b n (x)) and c(x) satisfy a, b, c are real valued, a jk = a kj and N I ≥ a(x) ≥ νI for some N ≥ ν > 0.
(1.
3) The low dimensional cases n ≤ 2 require substantial modifications of our techniques and will be the object of future work.
Our main results can be summarized as follows. Assume that (i) the principal part of L is a small, long range perturbation of ∆; (ii) b, c have an almost critical decay, with b and c − := max{0, −c} small; (iii) the boundary ∂Ω is starshaped with respect to the metric induced by a(x); (iv) the nonlinearity f (u) ≃ |u| γ−1 u is of power type, gauge invariant, defocusing, with γ in the subcritical range 1 ≤ γ < 1 + 4 n−2 . Then we prove:
(1) a virial identity for (1.1), from which we deduce a smoothing and a bilinear smoothing (interaction Morawetz) estimate for solutions of (1.1). (2) global well posedness and scattering in the energy space for the Cauchy problem (1.1), under the black box assumption that Strichartz estimates are valid for the linear flow e itL ; scattering requires γ > 1 + 1 (3) in the case Ω = R n , we extend the Strichartz estimates proved by Tataru [32] to the case of large electric potentials; hence we can drop the black box assumption and we obtain well posedness and scattering in the energy space for (1.1). Note that for exterior domains, Strichartz estimates are known but only locally in time, see e.g. [2] , [1] and the references therein. However, research on this topic is advancing rapidly, thus in the general case Ω = R n we decided to assume a priori the validity of Strichartz estimates. In the case Ω = R n sufficiently strong results are already available and we use them to close the proof of scattering. On a related note we mention the global smoothing estimates on the exterior of polygonal domains proved in [1] .
The theory of Strichartz estimates on R n is extensive and many results are known. We mention in particular [35] , [36] , [36] , [29] [10] for the case of electric potentials, [11] and [15] for magnetic potentials, and, for operators with fully variable coefficients, [30] , [28] and [32] (see also the refences therein). Note that large perturbations in the second order terms require suitable nontrapping assumptions, which are implicit here in the assumption that |a(x) − I| is sufficiently small.
Scattering theory is a important subject and the number of references is huge. For a comprehensive review of the classical theory and an extensive bibliography we refer to [7] (see also [17] ). Smoothing estimates are also a classical subject, originated in [20] and [23] , [24] . The bilinear version of smoothing estimates, also called interaction Morawetz estimates, was introduced as a tool in scattering theory in [8] , [31] and recently adapted to Schrödinger equations with an electromagnetic potential in [9] . We mention that here we follow the simpler approach developed in [33] , [6] .
We conclude the introduction with a detailed exposition of our results. Here and in the rest of the paper we make frequent use of the basic properties of Lorentz spaces L p,q , in particular precised Hölder, Young and Sobolev inequalities, for which we refer to [25] .
In the following we denote by |a(x)| the operator norm of the matrix a(x), and we use the notations
1.1. The operator L and its heat kernel e tL . The results of this section are valid for all dimensions n ≥ 3. Very mild conditions on the coefficients of L are sufficient for selfadjointness: in Proposition 6.1 we prove by standard arguments that if
with ǫ small enough (and a(x) ∈ L ∞ ), then the operator L defined on C ∞ c (Ω) extends in the sense of forms to a selfadjoint, nonpositive operator with domain H 1 0 (Ω) ∩ H 2 (Ω). Throughout the paper, this operator will be referred to as the operator L with Dirichlet boundary conditions; note that in all our results the assumptions are stronger than (1.4) .
Under the additional assumption In Proposition 6.3, assuming further that
,∞ < ǫ for ǫ small enough, using the previous bound we deduce the equivalence
(1.5)
Morawetz and interaction Morawetz estimates.
From now on we restrict to the case when the operator L is a suitable long range perturbation of ∆ on Ω; the precise conditions are the following. Let n ≥ 3 and assume that for some 0 < δ ≤ 1 The nonlinearity f : C → C is such that f (0) = 0 and, for some 1 ≤ γ < 1 + 4 n−2 , |f (z) − f (w)| ≤ (|z| + |w|) γ−1 |z − w|, for all z, w ∈ C.
(1.10)
Note that it is easy to adapt our proofs to handle nonlinearities satisfying the more general assumption |f (z) − f (w)| ≤ (1 + |z| γ−1 + |w| γ−1 )|z − w|.
We also assume that f is gauge invariant, that is to say f (R) ⊆ R and f (e iθ z) = e iθ f (z) for all θ ∈ R, z ∈ C.
(1.11)
Moreover, writing F (z) := |z| 0 f (s) ds, (1.12) we assume that f is repulsive, i.e., f (z)z − 2F (z) ≥ 0 for all z ∈ C.
(1.13)
Finally, concerning the domain Ω, we assume that ∂Ω is C 1 and a(x)-starshaped, meaning that at all points x ∈ ∂Ω the exterior normal ν to ∂Ω satisfies a(x)x · ν(x) ≤ 0.
(1.14)
In the following statement we use the Morrey-Campanato type norms defined by
Moreover we use the notation L 2 T = L 2 (0, T ) to denote integration in t on the with an implicit constant independent of T . Theorem 1.1 actually holds even in the case n = 3, but we need a condition on a(x) which essentially forces it to be diagonal, and this is of course too restrictive for our purposes (see (4. 2) below). Thus in the 3D case we modify our approach and prove an estimate in terms of nonhomogeneous Morrey-Campanato norms We also need some slightly stronger assumptions on the coefficients: we require |a(x) − I| ≤ C I x −δ , C I < 1, (1.16) moreover we assume
(1.17)
Then we have:
3) with Dirichlet b.c. on the exterior domain Ω, and assume (1.6), (1.16) (1.17), (1.8), (1.9), (1.11), (1.13), and (1.14). Let u ∈ C(R, H 1 0 (Ω)) be a solution of Problem (1.1). Then, if N/ν − 1 and the constants C a , C I , C b , C − , C c are sufficiently small, the solution u satisfies for all T > 0 the estimate
with an implicit constant independent of T .
The previous results are a priori estimates on a global solution u, for which conservation of energy might not hold; this is why we state estimates (1.15),(1.18) on a finite time interval [0, T ] and we need the norm of u both at t = 0 and at t = T at the right hand side. Note that it is possible to give explicit bounds on the smallness assumption on the coefficients, see Remark 4.1.
Remark 1.1. The proofs of Theorems 1.1 and 1.2 have a substantial overlap with the proof in [5] of resolvent estimates for the Helmholtz equation
One can indeed deduce estimates for the linear Schrödinger equation from the corresponding estimates for Helmholtz, via Kato's theory of smoothing [19] , but with a loss in the sharpness of the estimates (see Corollary 1.3 in [5] for details; see also [3] for earlier results in a simpler setting).
Remark 1.2. Note that in (1.15) and (1.18) the space-time norms are reversed in (x, t), due to the method of proof. In the hypoteses of Theorem 1.1, thanks to (1.15) and (2.7), (2.9), and in the hypoteses of Theorem 1.2, thanks to (1.18) and (2.9), (2.12), we deduce the standard weighted L 2 estimate 
If the assumptions on b, c are slightly stronger so that the heat kernel e tL satisfies an upper gaussian bound, we can apply the techniques in [4] to obtain a further estimate of weighted L 2 tipe. In the next Corollary we assume Ω = R n to keep the proof simple but this would not be necessary.
n , let L be as in Theorem 1.1 or as in Theorem 1.2, and assume that
,1 < ǫ. Then for ǫ small enough the flow e itL satisfies the estimate
The next results are bilinear smoothing (interaction Morawetz) estimates for equation (1.1), which are the crucial tool in the proof of scattering. Note that the assumptions are essentially the same as in Theorems 1.1, 1.2, and the constant C c ′ may be large. Theorem 1.4 (Bilinear smoothing, n ≥ 4). Let n ≥ 4 and let Ω, L be as in Theorem 1.1. In addition, assume that
Let u ∈ C(R, H 1 0 (Ω)) be a solution of (1.1). Then, if the constants C a , C b , C − , C c and N/ν − 1 are small enough, u satisfies the estimate (Ω)) be a solution of (1.1). Then, if the constants C a , C I , C b , C − , C c and N/ν − 1 are small enough, u satisfies the estimate
(1.24)
1.3. Global existence and scattering. The proof of well posedness and scattering for (1.1) in the energy space relies in an essential way on Strichartz estimates for the linear flow e itL . As mentioned above, these are known in the case Ω = R n under various assumptions on the coefficients, while the results for exterior domains are far from complete. For this reason we decided to state our main results by assuming the validity of Strichartz estimates in a black box form, and then specialize them to some situations where Strichartz estimates are already available. Recalling that an admissible (non endpoint) couple is a couple of indices (p, q) with 2 < p ≤ ∞ and 2/p + n/q = n/2, our black box assumption has the following form:
Assumption (S). The Schrödinger flow e itL satisfies the Strichartz estimates
for all admissible couples (p j , q j ), while the derivative of the flow ∇e itL satisfies
Note that it is not trivial to deduce (1.26) from (1.25): indeed, for this step one needs the equivalence of norms
with q in the appropriate range. Under fairly general assumptions on L, we are able to prove this equivalence for all 1 < q < n (see (1.5)), and this is the reason for the restriction on q 1 in (S).
Using Assumption (S) we can prove local well posedness in the energy space, and global well posedness provided the nonlinearity is defocusing, i.e.,
(this is the content of Proposition 7.1 and Theorem 7.2): Theorem 1.6. Let n ≥ 3, let Ω = R n \ ω be an exterior domain with compact and possibly empty C 1 boundary, let L be the selfadjoint operator with Dirichlet b.c. defined by (1.2), (1.3), (1.4), and assume (S) holds.
for ǫ small enough, and that f (u) is gauge invariant (1.11) and defocusing (1.27) . Then for all initial data
The solution has constant energy for all t ∈ R:
Combining the global existence result with the bilinear smoothing estimate in Theorems 1.4 and 1.5, we obtain the main results of this paper. Note that a power nonlinearity f (u) = |u| γ−1 u with 1 + 4 n < γ < 1 + 4 n−2 satisfies all conditions of the following Theorems: Theorem 1.7 (Scattering on Ω, under (S)). Let n ≥ 3, Ω = R n \ ω an exterior domain with C 1 compact and possibly empty boundary satisfying (1.14), L the operator (1.2) with Dirichlet b.c. on Ω. Assume a, b, c satisfy, for some ǫ, C > 0, δ ∈ (0, 1]
and in addition
Finally |a ′ | + |x||a ′′ | + |x| 2 |a ′′′ | < ǫ x −1−δ , and f : C → C is gauge invariant (1.11), repulsive (1.13), defocusing (1.27) and satisfies f (0) = 0, |f (z) − f (w)| (|z| + |w|) γ−1 |z − w| for some 1 + (Ω) such that the global solution u(t) to (1.1) satisfies e −itL u + − u(t) H 1 → 0 as t → +∞. An analogous result holds for t → −∞.
(ii) (Asymptotic completeness) For every u 0 ∈ H 1 0 (Ω) there exists a unique u + ∈ H 1 0 (Ω) such that the global solution u(t) to (1.1) satisfies e −itL u + − u(t) H 1 → 0 as t → +∞. An analogous result holds for t → −∞.
When Ω = R n , Strichartz estimates for e itL were proved by Tataru [32] in the case L is a small, long range perturbations of ∆. In Theorems 8.1 -8.2 we adapt the result in [32] to our situation, and in particular, combining it with the smoothing estimate (1.15), we extend Strichartz estimates to potentials c(x) with a large positive part. In addition we deduce the necessary estimates also for the derivative of the flow ∇e itL (Corollary 8.3). As a consequence, Assumption (S) is satisfied and we obtain the final result of the paper:
for some C > 0, δ ∈ (0, 1] and some ǫ small enough, and let L be the selfadjoint operator defined by (1.2)-(1.3) on R n . Finally, assume f : C → C is gauge invariant (1.11), repulsive (1.13), defocusing (1.27) and satisfies f (0) = 0, |f (z) − f (w)| (|z| + |w|) γ−1 |z − w| for some 1 + 
Notations and elementary identities
Using the convention of implicit summation over repeated indices, we define the operators
The quadratic form associated with A is given by
We shall use the notations
Indices after a semicolon refer to partial derivatives:
Notice the formulas
and
Using the previous identities, we see that for any radial function ψ(x) = ψ(|x|) we can write
where ψ ′ denotes the derivative of ψ(r) with respect to the radial variable. We now give the definitions of the Morrey-Campanato type normsẊ,Ẏ , X, Y and recall some relations between them and usual weighted L 2 norms. For an open subset Ω ⊆ R n , n ≥ 2, we use the notations
The homogeneous and inhomogeneous normsẊ and X of a function v : Ω → C are defined as
where dS is the surface measure on Ω =R and R = √ 1 + R 2 . We shall also need proper Morrey-Campanato spaces, both in the homogeneous versionẎ and in the non homogenous version Y ; their norms are defined as
The following equivalence is easy to prove:
The following Lemmas collect a few estimates to be used in the rest of the paper, which follow immediately from the definitions (proofs are straightforward, and full details can be found in [5] ).
Lemma 2.3. For any R > 0, 0 < δ < 1 and v, w ∈ C ∞ (R n ),
In the following Lemma we prove some magnetic Hardy type inequalities, which require n ≥ 3, expressed in terms of the nonhomogeneous X, Y norms (compare (2.11) with Theorem A.1 in [16] ): Lemma 2.4. Let n ≥ 3 and assume b(x) = (b 1 (x), . . . , b n (x)) is continuous up to the boundary of Ω with values in R n . For any 0 < δ < 1, y ∈ Ω and v ∈ C ∞ c (Ω), we have:
)
Proof. We give the complete proof of (2.11); the remaining inequalities are proved in [5] . Integrating on Ω the identity
and noticing that boundary term vanishes, we get
By a density argument, it is clear that the previous estimates are valid not only for smooth functions but also for functions in
. We conclude this section with some additional properties of the magnetic norms.
, the following equivalence holds:
Moreover, for s > 0 we have
Proof. By Hölder inequality and Sobolev embedding in Lorentz spaces, we can write
Conversely, writing
Recall now the pointwise diamagnetic inequality
and we obtain (2.15). Next we can write
which, together with (2.15), imply (2.16).
Lemma 2.6. Let n ≥ 3 and consider the operator L = A b − c with Dirichlet b.c. on Ω, under assumptions (1.3), (1.6), (1.7), (1.9) and (1.14). If the constant C − is sufficiently small, the operator L is selfadjoint and nonpositive. If in addition b ∈ L n,∞ (Ω) then for all 0 ≤ s ≤ 1 we have the equivalence
Proof. Selfadjointness and positivity are standard, and actually hold under less restrictive assumptions on the coefficients (see Proposition 6.3 below for a more general result). Next, (2.18) is trivial for s = 0, while for s = 1 we have
which implies, using (2.15),
By Hardy's inequality we obtain the claim for s = 1, provided C − is sufficiently small, and by complex interpolation we conclude the proof (recalling the complex
with σ θ = (1 − θ)σ 0 + θσ 1 which is valid for any selfadjoint operator H).
Virial identity
In [5] a virial identity for the Helmholtz equation with variable coefficients was obtained by adapting the Morawetz multiplier method. We show here how to modify the technique in order to prove the analogous virial identity for the nonlinear Schrödinger equation (1.1). To make sense of the formal manipulations, one needs some additional smoothness (e.g., u ∈ H 2 (Ω) is enough), which can be obtained by an approximation procedure similar to the proof of the conservation of energy in Theorem 7.2 below; we omit the details. The identity is the following: Proposition 3.1 (Virial Identity). Assume a, b, c, f (z) are as in Theorem 1.1, let u be a solution of (1.1) and ψ : R n → R an arbitrary weight. Then the following identity holds:
where
Proof. We multiply both sides of (1.1) by the multiplier
and take real parts. We recall the following identity (which however can be checked directly with some lengthy but elementary computations) from Proposition 2.1 of [5] :
where α lm are defined by (3.2) and Q j by (3.3). For the terms containing f (u) we can write
Indeed, by the assumptions on f , there exists a function g : [0, +∞) → R such that f (z) = g(|z| 2 )z. As a consequence,
and (3.5) is proved. Finally, for the terms containing iu t we have the identity
This can be proved directly as follows:
Gathering (3.4), (3.5) and (3.6) we obtain (3.1).
Proof of Theorems 1.1, 1.2: the smoothing estimate
Since the arguments for Theorems 1.1 and 1.2 largely overlap, we shall proceed with both proofs in parallel. The proof consists in integrating the virial identity (3.1) on Ω and estimating carefully all the terms. Note that some of the following computations are similar to those of Section 4 in [5] .
Remark 4.1. At several steps, we shall need to assume that the constants N/ν − 1, C a , C I , C c , C b , C − are small enough. We can give explicit conditions on the smallness required in Theorem 1.1 and in Theorem 1.2. In both the Theorems the smallness of C − is only required in order to make L a selfadjoint, nonpositive operator. In view of the magnetic Hardy inequality (2.11), it is sufficient to assume
for n ≥ 26 (4.2) and that the following quantities are positive:
We remark that n − N/ν > 0 thanks to (4.2). On the other hand, the condition K 0 > 0 is equivalent to the second equation in (4.2) and is implied by the first equation in (4.2) in the case n ≤ 26.
In Theorem 1.2 it is sufficient that the following quantities are positive:
The proof is divided into several steps.
4.1.
Choice of the weight ψ. Define
Then ψ is the radial function, depending on a scaling parameter R > 0,
Here and in the following, with a slight abuse, we shall use the same letter ψ to denote a function ψ(r) defined for r ∈ R + and the radial function ψ(x) = ψ(|x|) defined on R n . We compute the first radial derivatives ψ (j) (r) = (
which can be equivalently written as
and implies in particular
Then we have
Moreover the function (see (2.2))
is continuous and piecewise Lipschitz.
4.2.
Estimate of the terms in |u| 2 . In this section we consider the terms
We compute the quantity A 2 ψ: after some long but elementary computations (see [5] ) we have
The remainder R(x) can be estimated as follows: recalling that, by definition of ψ, we have
and using assumption (1.6), we find that
. (4.14)
4.2.1. Proof of Theorem 1.1. We prove that, assuming (1.9), (1.6), (1.3), (4.2), we have
We focus on the main term S(x). With our choice of the weight ψ we have in the region |x| ≤ R S(
Note that a ℓm a ℓm is the square of the Hilbert-Schmidt norm of the matrix a(x).
We deduce from assumption (1.3)
On the other hand, we have
by (4.2) (note that the second condition in (4.2) implies the first one when n ≥ 26), thus we get
Now we can estimate from below the integral
By (4.14) and (2.7) we have immediately for any R > 0
Note that we must first integrate in time over [0, T ], then in space over Ω =R and finally divide by R 2 and take the sup in R > 0; this gives a reverse normẊ x L 2 t in the previous estimate. Concerning the S(x) term I, we have by (4.18), (4.20)
for all R > 0.
It remains to consider the second term in (4.11); we have
thanks to assumption (1.9). Since 0 < ψ ′ < 1/2, by estimate (2.7) we obtain 
Writing a(x) = I + q(x) i.e. q ℓm := a ℓm − δ ℓm we have, with the notations q = q ℓm x ℓ x m and q = q ℓℓ , a ℓm a ℓm = δ ℓm δ ℓm + 2δ ℓm q ℓm + q ℓm q ℓm = 3 + 2q + q ℓm q ℓm and also a = 1 + q, a = 3 + q, |a x| 2 = 1 + 2 q + |q x| 2 .
Note that |q| = |a(x) − I| ≤ C I x −δ < 1 by assumption (1.16), which implies
We have also 1 − C I ≤ a ≤ 1 + C I so that (n = 3)
2 a − a a ≤ 6C I (1 + C I ) < 12C I Thus under the assumptions of Theorem 1.2 we obtain the estimates
Concerning the S(x) term I, using (2.6) and (2.8) in (4.26), (4.27), we have for all R > 1
We estimate the now the II-term: for all R > 1, thanks to (4.14), we have
We observe that, thanks to (2.8), we have
Moreover, thanks to (2.11) and (2.4), we estimate
Gathering (4.30) and (4.31), we have
We get immediately from (4.29) and (4.32) that
We consider the second term in (4.11); thanks to (1.9) and (4.32) we have
Recalling (4.33), (4.28) and (4.34) we finally get
we have (4.25) for all R > 1.
4.3.
Estimate of the terms in |∇ b u| 2 . For such terms, using assumption (1.6), we shall prove for all R > 0 the estimate
where α lm are the quantities defined in (3.2). The computations here are very similar to those in Section 4 of [5] . We split the quantities α ℓm as
where the remainder r ℓm gathers all terms containing some derivative of the a jk . Since the weight ψ is radial, we have
We estimate directly
and by assumption (1.6) we obtain
Integrating in t ∈ [0, T ] first and then in x ∈ Ω, we get
Thus, using (2.9), we obtain the estimate
Concerning the terms s ℓm , in the region |x| > R we have
n|x| n so that, in the sense of positivity of matrices,
n−1 n|x| ≥ 0 for |x| > R (indeed, one has a jm a jℓ ≥ a jm a ℓk x j x k as matrices); on the other hand, in the region |x| ≤ R we have
Thus, by the assumption a(x) ≥ νI, one has for all x
Integrating (4.37) with respect to t ∈ [0, T ] and x ∈ Ω, and recalling (4.36), we conclude the proof of (4.35).
4.4.
Estimate of the magnetic terms. We now consider the terms
where the identity holds for any radial ψ, while db is the matrix
4.4.1. Proof of Theorem 1.1. We shall prove the estimate
Indeed, since 0 ≤ ψ ′ ≤ 1/2 and |a(x)| ≤ N , by (1.7) we have
We integrate in t ∈ [0, T ], then in x ∈ Ω, and we use the Hölder inequality in time:
and by estimate (2.10) we obtain (4.38).
4.4.2.
Proof of Theorem 1.2. In this case we prove the estimate
The proof is completely analogous to the previous one, using (1.17) and (2.13).
Estimate of the terms containing f (u)
. We prove here that there exists a γ 0 > 0 such that
Thanks to (1.13), it is sufficient to check the pointwise inequality
Indeed, for |x| ≤ R,
Moreover, by (1.6),
Summing up we get
for any γ 0 > 0 such that
which is possible provided C a is so small that C a < n−1 n (a(x) − a(x)) (see Remark 4.1).
4.6. Estimate of the boundary terms. We now prove that
Indeed, proceeding exactly as in [5] , we see that assumption (1.14) implies
Moreover, at any fixed t ∈ [0, T ] we have
To see this, we integrate ∇ · {2F (u)a∇ψ + ℑ[u tū a∇ψ]} over the set Ω ∩ {|x| ≤ R} and let R → +∞: the integral over |x| = R tends to 0 since a∇ψ ∈ L ∞ (Ω) and thanks to (1.10)
(Ω)), while the integral over ∂Ω vanishes by the Diriclet boundary condition since F (0) = 0.
4.7.
Estimate of the derivative term. We finally estimate the term at the left hand side of (3.1). We need the following Lemma:
(Ω) and ψ : R n → R be such that ∇ψ and |x|Aψ are bounded.
We have trivially
with C = a∇ψ L ∞ . On the other hand, integration by parts gives
Discarding the divergence term and using the boundedness of |x|Aψ we have, for
which implies, using the magnetic Hardy inequality (2.11), 
Note that even if ψ depends on R > 0, the constant C does not, since by (4.5), (1.6),
4.8. Conclusion of the proof. From (3.1), using (4.40), we have
Integrating with respect to t ∈ [0, T ] and then x ∈ Ω we obtain
We now use the estimates from the previous sections. For the term (4.45), we use (4.44):
For (4.50) we swap the integrals, then using (4.42) we see that this term can be discarded.
4.8.1. Proof of Theorem 1.1. We estimate (4.47) using (4.35) and recalling that · Y ≤ · Ẏ , while (4.48) is estimated using (4.38). Summing up, we have obtained
We now take the sup over R > 0 at the right hand side. Denote with Σ(R) all the terms which depend on R:
We shall use the simple remark that if three nonnegative quantities f, g, h depend on R, then
We now distinguish two cases. First case:
Then by (2.6) we get
Thanks to (2.6), (4.52), and recalling that a ≥ ν, we obtain
and consequently, again by a ≥ ν,
53) provided we define
which is a strictly positive quantity provided we assume N/ν is small enough (like in (4.2)). Second case:
Thanks to (4.52), recalling that a ≥ ν, and observing that in this case K 0 ≤ n−1 6 , we obtain again (4.53).
By (4.51), (4.53) we conclude that
(4.56) for some C > 0, where γ 0 is defined in (4.41) and 
We now take the sup over R > 1 at the right hand side. We denote with Σ(R) all the terms which depend on R:
Thanks to (2.14), we have, for 0 < θ < 1,
Note also that we can take ν = 1 − C I and N = 1 + C I by assumption (1.16), while n = 3. We obtain
We take θ := 2/13 (it is enough to choose θ such that 2/3 ≥ (13θ)/4). Thanks to (4.52), (4.61), (4.62), (4.63), we get
(4.64) By (4.60), (4.64) we conclude that
for some C > 0, where
and γ 0 is defined in (4.41). If the constants C a , C b ,C c and C I are sufficiently small, these quantities are positive and the estimate (4.65) is effective.
4.9. Proof of Corollary 1.3. Since u = e itL u 0 satisfies equation (1.1) with the choice f ≡ 0, we see that u satisfies the smoothing estimate (1.20) . By complex interpolation, we deduce from (1.20) the estimate
for all T > 0. Proceeding exactly as in the proof of Corollary 1.4 in [4] , from the gaussian bound for e tL in Proposition 6.2 we deduce the weighted estimate
for any A 2 weight w, and in particular for w(x) = x −s for any s > 0. Thus we have
and commuting (−L) 1 4 with e itL , and recalling the equivalence (6.2), we obtain
by the conservation of the L 2 norm.
Proof of Theorems 1.4, 1.5: the bilinear smoothing estimate
Since the arguments for Theorems 1.4 and 1.5 largely overlap, we shall again proceed with both proofs in parallel.
Let u be a solution of (1.1), and write identity (3.1) with a weight of the form ψ = ψ(x − y), for x, y ∈ Ω. In the following formulas, to make notations lighter, we shall write simply u(x), u(y) instead of u(t, x), u(t, y). We have
where M (x, y) is defined by
x u(x))u(x))}. Note that in order to distinguish between the two groups of variables x and y, here and in the following we used the notations
x ; we shall however stick to simpler notations whenever possible. The starting point for the proof is the identity
Since u is a solution of (1.1) and c, f (u)ū are real valued, we have
and using the identity
by the reality of a(∇ b u, ∇ b u) we have
Thus the last term in (5.1) can be manipulated as follows:
Moreover, we rewrite the quantities α ℓm in the form
x ψ(x − y)a(x)) ℓm + r ℓm where the first term is the ℓm entry of the matrix a · D 2 ψ · a and
We choose different weights for the proofs of Theorem 1.4 and Theorem 1.5: in the proof of Theorem 1.5 we set
for σ > 0, where we use the following notation:
while in the proof of Theorem 1.4 we take σ = 0 in (5.3), that is to say, we choose
Note that in the following, with a small abuse, we shall use the same notation for the radial weight function ψ(x) and for ψ(r) = ψ(|x|). We gather here some identities satisfied by ψ(r) = r σ for σ ≥ 0:
Moreover, for σ ≥ 0, we introduce the notation
We have (see (4.10))
which implies, since the last two terms are non negative,
and, using assumption (1.13),
Now we integrate (5.1) on Ω 2 = Ω x × Ω y . The divergence terms in ∇ x can be neglected exactly as in the proof of Theorems 1.1 and 1.2, while the divergence terms in ∇ y vanish on ∂Ω y and at infinity. Taking into account the previous computations we obtain the inequality
We remark that R(x, y) depends on y only through ψ. In the following sections we integrate (5.5) in time on an interval [0, T ] and we estimate each term individually.
5.1.
Positivity of quadratic terms in the derivative. The first two terms in (5.5) can be dropped from the inequality since their sum is nonnegative. To check this fact, we rewrite them as the sum
and then positivity follows from the the following algebraic lemma with the choice
Lemma 5.1. Let T (x, y) be a real, symmetric, nonnegative matrix depending on x, y ∈ R n . Then the following quantity is nonnegative a.e.:
Proof. Let Σ(x, y) be the quantity in the statement. Assume first T = diag(λ 1 , . . . , λ n ) is diagonal at a point (x, y), with λ j ≥ 0. We have then
If T (x, y) is non diagonal, we can find an orthonormal matrix S = S(x, y) with real entries such that T = S t ΛS, with Λ ≥ 0 real and diagonal. This implies
and the claim follows from the previous step.
5.2.
The ∂ t term. We now consider the first term at the right hand side of (5.5), which is differentiated in time. We need a Lemma:
Then the following estimate holds:
for an implicit constant independent on σ.
We have immediately
On the other hand, integrating by parts we get
By assumption (1.6), we have
where in the last step we used (2.11). By direct computation
again using (2.11) in the last inequality. By (5.9) and (5.10), we deduce from (5.8)
Recalling now the equivalence (2.15), by complex interpolation beetwen this estimate and (5.7) we obtain
and taking f = g = u we conclude the proof.
If we choose ϕ = |u| 2 in the previous Lemma, we obtain
since the L 2 -norm of the solution is constant in time.
5.3. The R(x, y) term. We now focus on the last term in (5.5). Our goal is to prove
The quantity R(x, y), defined by (5.6), gives rise to four terms. For the term containing r ℓm (see (5.2)) we notice that for all σ ≥ 0 we have |∇ψ| ≤ 1, hence both in the proof of Theorem 1.4 and Theorem 1.5 we have
using (1.6). This implies
by the conservation of the L 2 norm. In the proof of Theorem 1.4, by estimate (2.9) and (1.15) we obtain
, and in the proof of Theorem 1.5 we get the same result thanks to (2.9) and (1.18). We estimate differently the term containing c in the two proofs. In the proof of Theorem 1.4, recalling assumption (1.22), we have
using the inequality (2.7), and, thanks to (1.15),
In the proof of Theorem 1.5, recalling assumption (1.22) and thanks to (4.32), we have
We turn to the estimate of the term containing b(x). In the proof of Theorem 1.4, b satisfies (1.7), and we proceed exactly as in Section 4.4.1 above, and then use (1.15) . In the proof of Theorem 1.5, b satisfies (1.17) and we proceed exactly as in Section 4.4.2 above, and then use (1.18). In both cases we get
For the term containing f (u) we write 
(5.14) We now compute explicitly the quantity A 2 x ψ: we have A 2 x ψ(x − y) = S(x, y) + E(x, y) where, using the notations
S(x, y) and E(x, y) are given by
With long but elementary computations, for n ≥ 3 and σ ≥ 0 we have that
whence
with an implicit constant depending on N and n, where
We now extend u(t, x) as zero outside Ω, i.e. we define the function U (t, x) as
Before proceeding further, we need the following Lemma:
Proof. We prove the first inequality. By duality, it is equivalent to prove that
If n = 3, (5.16) is a simple consequence of Hardy inequality (2.11), in the case y = 0, b ≡ 0. If n ≥ 4, by the Kato-Ponce inequality (see e.g. [18] ) and Sobolev embedding, we have
where the implicit constants clearly depend only on n and δ. The proof of the second inequality is analogous. Now, to estimate I we write
and applying Lemma 5.3 we obtain
Next we split the integral II
in the regions A = {(x, y) : 2|x| ≥ |y|} and B = {(x, y) : 2|x| < |y|}. On A we have
where in the last step we used Lemma 5.3. On the region B we have |x| |x − y|, hence
Summing up, we have proved the estimate
with an implicit constant depending on N, n only.
Proof of Theorem 1.4.
In this case, the expression for S simplifies:
Now recalling (4.19), we see that if N/ν − 1 is small enough we have
for some strictly positive constant ǫ 0 . This implies
(5. 19) and, from (5.18), we get
with an implicit constant depending on N, n only. If C a is sufficiently small (with respect to N, n, ν and δ), we obtain
and integrating in time on [0, T ] and recalling (5.14), we arrive at the estimate
Note that by (2.7) we can write
and recalling (1.15) this gives
.
In conclusion we have
Note that
and this can be written, apart from a constant,
which concludes the proof of the Theorem.
5.4.2.
Proof of Theorem 1.5. We recall the following identities for a:
Starting from (5.15) and using formulas (5.4) and the previous identities, we obtain
Since we have by assumption
this implies 
with an implicit constant depending on N, n only. We let σ → 0 and integrate in t on [0, T ]: recalling (5.14), we get
(5.21) Note that by (4.32), (2.4), and (1.18) we have
If C I and C a are small enough, we get immediately the claim from (5.21) and (5.22).
Gaussian bounds and applications
Let L be the operator (1.2), (1.3) defined on an open set Ω ⊆ R n . For the results in this section it is not necessary to assume any condition on Ω which may be an arbitrary open set; we shall anyway assume ∂Ω ∈ C 1 for the sake of simplicity. First of all, we chack that L can be realized as a selfadjoint operator, with Dirichlet b.c., under very weak assumptions on the coefficients:
Then, if ǫ sufficiently small, −L extends to a selfadjoint nonnegative operator in the sense of forms, and
is a form core. Moreover we have
Proof. We sketch the proof which is mostly standard, apart from the use of Lorentz spaces. The form
is bounded on H 1 0 (Ω): indeed, by Hölder and Sobolev inequalities in Lorentz spaces, Under slightly stronger assumptions, we can see that the heat flow e tL satisfies an upper gaussian bound; this will be a crucial tool in the following. Compare with [13] and [12] for similar results in the case a = I, Ω = R n . Note that for a, b, c ∈ L ∞ with c ≥ 0 the bound is proved in Corollary 6.14 of [26] . The following result is sufficient for our purposes, although the assumptions on the coefficients could be further relaxed.
on the open set Ω ⊆ R n with C 1 boundary, and that a, b, c satisfy
Then, if ǫ is sufficiently small, the heat kernel e tL satisfies, for some C, C ′ > 0,
Proof. We can apply Proposition 6.1 since the assumptions are stronger. When b = c = 0, the gaussian bound follows directly from Corollary 6.14 in [27] ; note that in this case the kernel of e tL is ≥ 0. Next, in order to handle the case b = 0, c = 0, we adapt the proof of Lemma 10 in [21] . Let φ ∈ C ∞ c (Ω) and write φ δ = |φ| 2 + δ 2 for δ > 0. It is easy to prove the pointwise inequality (recall notations (2.1))
which implies, for all λ > 0,
Proceeding as in [21] , we obtain
and iterating we have for all k ≥ 0
since (−A + λ) −1 is positivity preserving (see Remark 1 in [21] ). Then we deduce
−n , and applying the last formula to a delta sequence φ = φ j made of nonnegative functions, we conclude that the gaussian bound (6.4) is valid for e tA b . It remains to consider the case c = 0. To this end we apply the theory of [22] .
; finally, the adjoint propagator U * (t, s) := (U (s, t)) * for s ≥ t ≥ 0 coincides with U (s, t) since A b is selfadjoint, so that U * is strongly continuous on L 1 (notice that this last assumption is not actually necessary, as mentioned in the paper). Then by applying Theorem 3.10 from [22] we conclude that the gaussian bound, with possibly different constants, is satisfied also by the perturbed propagator U c = e t(A b −c) , provided the potential c is a Miyadera perturbation of both U and U * such that c − is Miyadera small with constants (∞, γ), γ < 1. The verification of this last condition, in the special case considered here, reduces to the following inequality, for all s ≥ 0
(we are using formula (2.5) in [22] with the choices α = ∞, J = R + and p = 1) and the same inequality with γ < 1 for c − . The gaussian bound already proved for e 
Proof. The assumptions of the two previous Propositions are satisfied, thus −L is selfadjoint, nonnegative, and the gaussian bound (6.4) is valid. Consider first the case σ = 1. Write the operator L in the form
Then by Hölder and Sobolev inequalities in Lorentz spaces we have for 1
To prove the converse inequality, we first represent the operator (−∆ + c + )
and we apply the gaussian bound to obtain
As a consequence, using the Hardy-Sobolev inequality we get
Adding and subtracting the remaining terms in L in the last term, we obtain
and a last application of Hölder and Sobolev inequalities gives
If ǫ is sufficiently small we can subtract the last term from the left hand side, and the proof of the case σ = 1 is concluded. The case σ = 0 is trivial, and the remaining cases will be handled by Stein-Weiss complex interpolation. Indeed, consider the family of operators
, which implies the inequality in (6.8) . Note that the following arguments work with trivial modifications also for −1 ≤ ℜz ≤ 0 and give then the converse inequality .
T z is obviously an analytic family of operators, and T iy for real y is bounded on all L p with 1 < p < ∞, with a norm growing at most polynomially as |y| → ∞. This property is well known for (−∆) iy , while for L iy it follows from the theory developed in [14] (see also [4] for the case Ω = R n ), which requires the sole assumption that L satisfies a gaussian bound like (6.4) . A standard application of the Stein-Weiss theorem then gives the claim.
To conclude this section we construct a family of regularizing operators which will be needed later in the proof of H 1 well posedness; what follows is an adaptation of Section 1.5 in [7] . Assume that Ω and L satisfy the assumptions of the previous Proposition. We define for 0 < ǫ ≤ 1 the operators
(Ω) is well defined as the unique weak solution of the elliptic equation
by standard elliptic theory, with a C independent of ǫ. Further we have
(Ω) (6.11) and by complex interpolation
Then, using the identity
and this implies
We also obtain
(Ω) (6.14) and an argument similar to the previous one gives
Finally, by the equivalence
Concerning the convergence in L p (Ω) we have:
and let Ω and L satisfy the assumptions of Proposition 6.3. Then J ǫ extends to a bounded operator on L p (Ω) and the following estimate holds for 0 < ǫ ≤ 1
with a constant depending on p but not of ǫ. Moreover, for 1 < p < ∞ we have
Proof. Let φ : (0, ∞) → [0, ∞) be a smooth nondecreasing function with φ(s), sφ ′ (s) bounded. Starting from the identity
and proceeding exactly as in the proof of Proposition 1.5.1 in [7] , we obtain (6.17). In order to prove (6.18), we can assume v ∈ C ∞ c (Ω) (as above). Then by the interpolation inequality in L p we can write for all 0 < θ < 1
where we used (6.17) , and by (6.15) we conclude that 2) . A similar argument gives the result for p ∈ (2, ∞), and the case p = 2 we already know.
7. Global existence and Scattering: proof of Theorem 1.7
Throughout this section Ω ⊆ R
n is an open set with C 1 boundary, n ≥ 3, while L is the unbounded operator on L 2 (Ω) with Dirichlet boundary conditions under the assumptions of Proposition 6.1. As explained in the Introduction, we shall work under the black box Assumption (S) which ensures that the necessary Strichartz estimates are available. Notice that we are restricting the range of admissible indices at the left hand side for the derivative of the flow ∇e itL . Our goal is to extend the usual local and global H 1 theory to the NLS with variable coefficients
We shall sketch only the essential results which will be needed in the proof of scattering, and not aim at the greatest possible generality. In the following we use the notations
(Ω)). Let n ≥ 3 and assume (S) holds, while f ∈ C 1 (C, C) satisfies
Proof. The proof is standard; we sketch the main steps in order to check that the restriction q 1 < n imposed in (S) is harmless. We apply a fixed point argument to the map Φ : v → u defined as the solution of iu t − Lu + f (v) = 0, u(0, x) = u 0 , working in a suitable bounded subset of the space
for an appropriate choice of (p, q), endowed with the distance
note that bounded subsets of X T are complete with this distance.
In order to choose the indices we pick a real number k such that
Note that for all n ≥ 3 and all 1 < γ < n+2 n−2 the two intervals in (7.3) have a nonempty intersection. Moreover, the couples (p j , q j ) defined by
are admissible and we can use the estimates in (S), provided q 1 < n which will be checked at the end. We choose then (p, q) = (p 1 , q 1 ) in the definition of X T . Applying Strichartz estimates on a time interval [0, T ] with T to be chosen, we have for
By Hölder and Sobolev inequalities, using the assumptions on f , we have
Now we note that the condition γ < n+2 n−2 is equivalent to γp
with a strictly positive power of T . An analogous computation gives
and summing up we have proved
and by a standard contraction argument on a suitable ball of X T we obtain the existence of a fixed point i.e. a solution of (7.1) provided T is smaller than a quantity T ( u 0 H 1 ) which depends only on the H 1 norm of the initial data.
It remains to check the claim q 1 < n. Since 2kn > n and γ < n+2 n−2 we have
and the last fraction is ≤ 3 for all integers n ≥ 5, while it is equal to 70/33 < 4 for n = 4 and to 30/11 < 3 when n = 3.
To prove uniqueness, if u, v are two solutions in C T H 1 for some T > 0, we can write
(note that we are not using Strichartz estimates of ∇u), hence by Sobolev embedding
It is easy to check that b < p, thus we get
for some ǫ > 0 and this implies u − v ≡ 0 if T is small enough.
(7.5) Assume f (u) satisfies the conditions (7.2) of the previous result, and in addition it is gauge invariant (1.11) with F (r) = r 0 f (s)ds ≥ 0 for s ∈ R. Moreover, assume condition (S) holds.
Then, if ǫ is sufficiently small, for all initial data u 0 ∈ H 1 0 (Ω) problem (7.1) has a unique global solution u ∈ C ∩ L ∞ (R; H 1 0 (Ω)). In addition the solution has constant energy E(t) ≡ E(0) for all t ∈ R.
Proof. Since the lifespan of the local solution only depends on the H 1 norm of the data, in order to prove the claim it is sufficient to prove that the energy E(t) of the solution is conserved. Indeed, E(t) controls the H 1 norm of u, and then global existence follows from a standard continuation argument.
Let e(u) be the energy density
so that E(t) = Ω e(u)dx. By gauge invariance and the definition of F we have
. If the function u satisfies u(t) ∈ H 2 (Ω), we can write
and integrating on Ω, since u t | ∂Ω = 0 by the Dirichlet boundary conditions, we obtain that E(u)(t) ≡ E(u)(0) is constant in time.
Since we know only u(t) ∈ H 1 0 (Ω), in order to use (7.6) we need a regularization procedure; we use the operators J ǫ constructed at the end of Section 6. Thus we define u ǫ = J ǫ u and note that u ǫ belongs to C T H 2 (Ω) and satisfies
Using (7.6) we obtain, after an integration on [
Substituting ∂ t u ǫ from the equation and using the Cauchy-Schwartz inequality and the assumption a jk ∈ L ∞ we get
Since u ǫ → u in H 1 0 and hence by Sobolev embedding in L γ+1 , we see that E(u ǫ ) → E(u). Thus to conclude the proof it is sufficient to show that the right hand side of (7.7) tends to 0 as ǫ → 0, possibly through a subsequence; to this end we shall apply dominated convergence on the interval [0, T ].
Consider first the case n ≥ 4, so that γ + 1 < n. We prepare a few additional inequalities:
by the L p boundedness of J ǫ and (6.8) for σ = 1/2. By Hölder and Sobolev inequalities in Lorentz spaces, using b ∈ L n,∞ , we have also
and summing the two
Thus we have
Note that φ ∈ L 1 (0, T ) since
γ+1 by Sobolev embedding. For ψ ǫ we have easily
, and by the interpolation and Sobolev inequalities
and again we obtain ψ ∈ L 1 (0, T ) since 0 < σ < 2 for 1 < γ < n+2 n−2 . As to χ ǫ , recalling that |c| 1 2 ∈ L n,∞ , we can write
proceeding as in the estimate of bu ǫ ; the term cu ǫ f (u ǫ ) is similar. Thus the sequences φ ǫ , ψ ǫ , χ ǫ are dominated. Moreover, it is easy to check, using exactly the previous estimates and properties (6.11) , (6.16), (6.17) and (6.18) , that for a.e. t ∈ [0, T ] one has φ ǫ (t), ψ ǫ (t), χ ǫ (t) → 0 as ǫ → 0.
In the case n = 3, the quantity γ + 1 is in the range 2 ≤ γ + 1 < 6 and can be larger than n. The previous computations work fine for 1 ≤ γ < 2; when 2 ≤ γ < 5 it is not difficult to modify the choice of indices so to use only the allowed Strichartz norms. For the estimate of φ ǫ (t) we can write for
by Hölder and Sobolev inequalitites, and hence
Notice that the first factor is an (allowed) Strichartz norm, while the second factor can be estimated by Hölder inequality in time with the Strichartz norm
, (which is allowed and meaningful for 1+2ǫ is equivalent to γ < 5. The reamining estimates can be modified in a similar way; we omit the details.
The next Proposition is the crucial step in the proof of scattering. We follow the simpler approach to scattering developed in [33] and [6] . We prefer this to the more technical method of [31] , which could also be used here. 
Proof. We consider only the case t → +∞; the proof in the case t → −∞ is identical. It is enough to prove (7.8) for r = 2 + 4 n , i.e., lim
Indeed, the H 1 norm of u is bounded for t ∈ R, so that by Sobolev inequality we have u(t, ·)
with C independent of t, and interpolating with (7.9) we obtain the full claim (7.8).
Assume by contradiction that there exist an ǫ 0 > 0 and a sequence of times t k ↑ +∞ such that for all k
Denote with Q R (x) the intersection with Ω of the cube of side R and center x (with sides parallel to the axes). By interpolation in L p spaces and Sobolev embedding, we have for all v ∈ H 1 0 (Ω) and
Choosing a sequence of centers x ∈ Ω such that the cubes Q 1 (x) cover Ω and are almost disjoint, and summing over all cubes, we obtain the inequality By fairly standard arguments, property (7.8) implies that the Strichartz norms of a global H 1 solutions are bounded, and scattering follows. The only limitation here is the requirement q 1 < n in Assumption (S), which is effective only in dimension n = 3, 4. We sketch the arguments for the sake of completeness:
(Ω)) be a solution to Problem (7.1) under the assumptions of Theorem 1.4 if n ≥ 4 and under the assumptions of Theorem 1.5 if n = 3. Moreover, assume that (S) holds and that γ > 1 + 4 n . Then for every admissible pair (p, q) we have u ∈ L p L q , and for every admissible pair (p, q) with q < n we have ∇u ∈ L p L q .
Proof. We consider in detail the case n ≥ 4, where γ + 1 < n. For the case n = 3 in the range 2 ≤ γ < 6, the following arguments can be easily modified as in the last part of the proof in Theorem 7.2. Note that we know that the Strichartz norms are finite on bounded time intervals, and we only need to prove an uniform bound as the time interval invades R. We use the notation L (Ω) and let u(t) be the corresponding global solution to Problem (7.1). Then we define v(t) = e itL u(t) and note that v(t) = u 0 + i t 0 e isL f (u(s))ds.
Note that e itL φ L2 = φ L 2 by the unitarity of e itL ; moreover, since (−Lφ, φ) L 2 ≃ φ 2Ḣ 1 , we have e itL φ
2Ḣ
1 ≃ (−Le itL φ, e itL φ) L 2 ≃ φ Ḣ1 , and in conclusion we get
(Ω) with constants uniform in t. Thus for 0 < τ < t we can write
and by Strichartz estimates, Hölder inequality and interpolation, we get
where p = 4 n γ+1 γ−1 ; this choice is always possible in dimension n ≥ 4; in dimension n = 3 for the range 2 ≤ γ < 6 one needs to modify the choice as in the proof of Theorem 7.2. By Proposition 7.4 we know that the Strichartz norms of u are bounded, and by the same argument used in that proof we see that f (u) ∈ L p ′ W 1,(γ+1) ′ . As a consequence, the right hand side of the previous inequality can be made arbitrarily small provided t, τ are large enough. We deduce that v(t) converges in H 1 0 (Ω) as t → +∞ to a limit u + , and finally u(t) − e −itL u + H 1 ≃ v(t) − u + H 1 → 0 as claimed.
Strichartz estimates
Throughout this section, Ω = R n and L is the selfadjoint operator on L 2 (R n ) defined in Proposition 6.1. We look for sufficient conditions on the coefficients a, b, c in order to have Strichartz estimates on R n for the flow
and for the derivative of the flow ∇e
3) for some ǫ, δ, C + > 0. If ǫ is sufficiently small, the flow e itL satisfies the homogeneous Strichartz estimates (8.1) for all admissible couples, and the inhomogeneous estimates (8.2) for all couples with the exception of the endpoint-endpoint case.
Proof. By Theorem 8.1, Strichartz estimates are valid for the flow e itL0 with c = 0. The complete flow u = e itL u 0 satisfies the equation iu t + L 0 u = cu, hence it can be written u = e itL u 0 = e itL0 u 0 − i t 0 e i(t−s)L0 (cu)ds so that, by the previous result,
for all admissible couples (p, q). By Hölder inequality we have
and the homogeneous estimate will be proved if we can prove the estimate
Indeed, the assumptions of Corollary 1.3 are satisfied by L; in particular, the gaussian upper bound for the heat flow e itL is valid for general L ∞ coefficients (see Theorem 5.4 in [26] or [27] ). Thus (8.12) follows from inequality (1.21) and we obtain the full set of homogeneous Strichartz estimates for the flow e itL . To prove inhomogeneous estimates it is sufficient to apply a standard T T * argument combined with the Christ-Kiselev lemma, and this gives (8.2) with the exception of the endpoint-endpoint case.
We conclude the section by proving the estimates for the flow ∇e itL , which are now a straightforward consequence of the previous results. Note that the application of Proposition 6.3 imposes an additional condition q 1 < n, which is restrictive only in dimensions n = 3 and 4.
Corollary 8.3. Let n ≥ 3. Estimates (8.3), (8.4) hold for the flow ∇e itL , for all admissible couples (p j , q j ), j = 1, 2, provided q 1 < n and the coefficients a, b, c of L satisfy either assumption (8.5), or assumptions (8.9), (8.10), (8.11) , provided ǫ is small enough.
Proof. In both cases we see that the assumptions of Proposition 6.3 are satisfied. In particular, in the second case the smallness of the L n 2 ,1 norm of c − follows from the fact that the L n norm of x 1+δ c is arbitrarily small outside a sufficiently large ball, and inside the ball we have |c − | ≤ ǫ by condition (8.10) . Now in the first case the assumptions of Theorem 8.1 are satisfied and we can write
by a repeated application of (6.8) for σ = 1 2 . The proof of the remaining claims is identical.
