Abstract-We develop a novel passive image formation method for moving targets using measurements from a sparse array of receivers that rely on illumination sources of opportunity. We use a physics-based approach to model the wave propagation and develop a passive measurement model that expresses the measurement at each receiver in terms of the measurement at a different receiver. This model eliminates the need for knowledge about the transmitter locations and waveforms in the proposed image formation method. We formulate the image formation problem as a Generalized Likelihood Ratio Test (GLRT) for unknown target location and velocity using the proposed passive measurement model. We form the image in spatial and velocity space using the space-and velocity-resolved test-statistic. We present the resolution analysis of the imaging method using a moving point target model. We conduct numerical simulations to demonstrate the performance of the passive imaging algorithm.
I. INTRODUCTION
With the rapid growth of broadcasting stations, mobile phone base stations, communication and navigation satellites, as well as relatively low cost and rapid deployment of receivers, passive radar imaging using transmitters of opportunity has emerged as an active area of research in recent years. A number of passive moving target detection and imaging approaches have been presented in the literature [1] - [10] .
In this paper, we develop a novel passive image formation method for moving targets using static distributed receivers. The method is based on a new passive measurement model and a space-and velocity-resolved binary hypothesis testing. As compared to the existing methods [1] - [10] , our approach determines the two-or three-dimensional velocity information as well as two-or three-dimensional position of targets and requires no information on the location of transmitters or the transmitted waveforms. Additionally, it does not rely on receivers with high directivity.
II. PASSIVE MEASUREMENT MODEL
For a single transmitter with isotropic antenna located at z transmitting the waveform ( ) starting at time = − z , the propagation of electromagnetic waves in a medium can be described using the scalar wave equation,
where is the wave speed in the medium and is the electric field. Note that this model can be extended to realistic antenna models and multiple transmitters in a straightforward manner. A single scatterer moving at velocity v corresponds to an index-of-refraction distribution 2 (x − v ). Thus, the wave speed can be expressed as
where 0 denotes the speed in the background medium and the second term in (2) represents the perturbation due to deviation from the background reflectivity that is caused by the moving scatterer. In this work, we focus specially on radar imaging and assume that 0 is equal to the speed of light in vacuum.
The moving scatterers in the spatial volume 3 centered at x give rise to [11] . The propagation medium is characterized by the Green's function. For free-space, the Green's function is given by
We assume that the electromagnetic waves decay rapidly as they penetrate the ground. We then write v (x − v ) in terms of 2D location and 2D velocity as in
where x = ( , 3 ), ∈ ℝ 2 and v = ( , 3 ), ∈ ℝ 2 , ℎ represents the ground topography and = [
For the slow-mover case where the speed of the target is much slower than the speed of light 0 , the scattered field measurement at the receiver located at x 0 due to a transmitter located at z is expressed as [11] 
where
is the Doppler-scale-factor [11] and ( ) is the additive thermal noise at the receiver. Note that y = ( , ℎ( )) and v = ( , ⋅ ). In Fourier domain, (5) becomeŝ
In the analysis that follows, we consider a sparse distribution of receivers located at x , = 1, ⋅ ⋅ ⋅ , . We assume that there is a single transmitter located at z 0 transmitting waveform 0 starting at time = − 0 . This assumption allows us to simplify the analysis and distill the important aspects of our imaging theory. The results obtained in this paper can easily be extended to multiple-transmitter case.
Passive measurement model cannot depend on the transmitter location or transmitted waveforms. We develop an alternative measurement model that expresses measurements at each receiver in terms of the measurements at a different receiver, which involves a back-propagation operation and a forward-propagation operation.
with˜, ,z0 = 1−ŷ − z 0 ⋅ v/ 0 . Note that˜i n can be viewed as the incident field observed by a moving target. The scale factor,˜, accounts for the Doppler scaling effect induced by the movement of the target on the field due to the transmitted waveform.
Letˆdenote the Fourier transform of the measurement at the th receiver. Using (7), we define the linear operator,
, , , that propagates the field to the ℎ measurements, i.e.,
as the forward-propagation operator with respect to the th receiver. Using (7), we express , , as follows:
where , is a scaling operator that accounts for the Dopplerscale factor observed by the th receiver due to the movement of the target at the hypothetical velocity ; and , in (11) is a propagation operator that accounts for the time delay from the target to the th receiver in free-space.
, is given by
is a windowing function of unit amplitude in velocity space centered at the hypothetical velocity and
which accounts for the Doppler-scale-factor observed by the th receiver due to the movement of the target at the hypothetical velocity . , in (11) is given by
is a spatial windowing function of unit amplitude centered at a hypothetical target location and (x , , ) represents the Fourier transform of (3). We define the back-propagation operator as the inverse of , , and denote it by −1 , , . Using (11), we obtain
, is the inverse of , ,
, is the inverse of , andˆrepresents the measurement at the th receiver. Note that if
, , does not exist, it may be replaced with its pseudoinverse.
We now express the measurement at the th receiver,î n terms of the measurement at the th receiver,ˆ, by back-propagatingˆmeasured at x to a hypothetical target location with a hypothetical velocity via the back-propagation operator and then forward-propagating the resulting field to x via the forward-propagation operator. Letˆ( ) denote the th measurement expressed in terms of the th measurement. We define the passive measurement model for the th measurement as follows:
whereˆ( ) is the additive thermal noise at the th receiver. Taking the th receiver as a reference, we form the following measurement vector for receivers:
whereˆ, = 1, ⋅ ⋅ ⋅ , and ∕ = , denotes the measurement modeled in terms of the reference measurementˆ. Similarly, we vectorize the "reference measurements",ˆ's, and the noise:
Note that m, m r and n are all ( − 1) vectors. We represent the composition of the back-propagation and forward-propagation operators as a diagonal matrix as follows:
Using (16), (17)- (20), we form the vectorized passive measurement model as follows:
for some range of . Note that in (21) all the operations are understood to be elementwise.
III. IMAGE FORMATION IN SPATIAL AND VELOCITY SPACE
We formulate the image formation problem as a test of binary hypothesis, which has its roots in the Generalized Likelihood Ratio Test (GLRT) [12] . We extract a space-and velocity-resolved test-statistic as opposed to reconstructing the unknown quantities of interest themselves due to the limited number of measurements available. The image is then formed in ( , ) domain by the space-and velocity-resolved teststatistic where the location and the velocity can be identified by thresholding the image.
We define the space-and velocity-resolved binary hypothesis test as follows:
where P , , m , m and n are as defined in (17)- (21). The null hypothesis states that the measurement is due to noise whereas the alternative hypothesis states that the measurement is due to a target located at moving with velocity .
Using (16), (18), (19) and (22), we obtain
where E [⋅] denotes the expectation operator and Cov [⋅] denotes the covariance operator, m r denotes E [m r |ℋ 1 ], P , denotes the Hermitian transpose of P , , R n denotes the autocovariance of the vector n, i.e., R n ( ,
and R nr is the autocovariance of the noise vector
. We determine the test-statistic by maximizing the signalto-noise ratio (SNR) of the test-statistic while constraining the associated discriminant functional to be linear. The linear discriminant functional involved in our problem has the form = ⟨m, w⟩ :=
where denote the the output of the discriminant functional, which we call the test-statistic and w is a template given by
. Under the assumption that the noise at different receivers are wide sense stationary and mutually uncorrelated, the maximization of the SNR of [12] results in an optimal linear template given by
where 1, ⋅ ⋅ ⋅ , and ∕ = , which is a function of the power spectral density function of noise at the th receiver and the kernel of P , .
IV. RESOLUTION ANALYSIS
In this section, we assume that the surface topography is flat, i.e., ℎ( ) = ℎ, for some ∈ ℝ 2 and therefore set
. We focus our analysis on the deterministic moving point target model given by
and analyze how moving point targets are resolved in the fourdimensional image ( , ), , ∈ ℝ 2 . Let ( , 0 ; , 0 ) denote the PSF of the four-dimensional imaging operator. We define as the expected value of the image of a moving point target represented by (29), i.e.,
For a deterministic moving point target model given by (29), we have
where 0 , 0 ,x ,z0 is as described by (6) and
(31) For notational simplicity, we drop z 0 from the subscript of for the rest of our paper.
We assume that there are two receivers located at x 1 and x 2 and take the measurement at the x 1 as the reference. Thus, using (27), (28), (11), (15), (12) , (14) and (29), we have
Using (30), (32) becomes
where is a s scaling term due to geometric spreading factors and Doppler-scale-factors and 
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which defines the correlation of
with itself in time domain. Clearly, this correlation peaks when 21 = 0, i.e.,
The analysis above shows that the PSF of the imaging operator for two receivers and one transmitter becomes maximum under the two conditions given by (36) and (38).
Substituting (6) into (36), we have
Note that y 0 = ( 0 , ℎ) and v 0 = ( 0 , 0). Under the slowermover assumption, , , can be approximated as follows:
Let
for some constant ∈ ℝ + . Using (40), , , = can be written as
Note that if we multiply both sides by , the left-hand side of (42) becomes the hitchhiker-Doppler defined in [13] . In this regard, we refer to the four-dimensional manifold formed by
space, for some constant ∈ ℝ + , as a passive-iso-Doppler manifold. Thus, (39) specifies a passive-iso-Doppler manifold with respect to two receivers located at x 1 and x 2 . The test-statistic due to a moving point target located at 0 moving with velocity 0 is constant on this mainfold.
Substituting (39) into the left-hand side of (38), we obtain
We refer to 21 ( , ) as passive-range. For a pair of receivers located at x 1 and x 2 , {( , ) ∈ ℝ 2 × ℝ 2 : 12 ( , ) = } where ∈ ℝ + denotes some constant forms a manifold in the four-dimensional ( , ) space. We refer to the this manifold as a passive-iso-range manifold. (43) specifies a passive-isorange manifold with respect to two receivers located at x 1 and x 2 . The test-statistic due to a moving point target located at 0 moving with velocity 0 is constant on this manifold.
Based on the analysis above, we conclude that PSF peaks at the intersection of the passive-iso-Doppler manifold defined by (39), and the passive-iso-range manifold defined by (43). Note that (37) can be interpreted as a generalized autoambiguity function of the transmitted waveform 1 . The spread of the passive-iso-Doppler manifold and the passive-iso-range manifold are both related to the shape of this generalized autoambiguity function. Hence, the resolution of the reconstructed image in ( , ) is determined by the overlapping area between the passive-iso-Doppler and passive-iso-range manifolds.
For > 2 receivers, it can be shown that multiple pairs of receivers generate multiple four-dimensional passive-isoDoppler and passive-iso-range manifolds. These manifolds intersect at the correct target location and correct velocity in ( , ) space and contribute to the reconstruction of the target image. The test-statistic value at the the correct target location and correct velocity increases by roughly a factor of − 1 as compared to the two-receiver scenario as described in (34).
In order to be able to visualize the four-dimensional PSF and to gain insight into passive range and velocity resolutions, we consider the cross-sections of the passive-iso-Doppler and passive-iso-range manifolds for constant position and constant velocity. Under the slow-mover assumption, (39) becomes
Using (45), we define
and
For a pair of receivers located at x 1 and x 2 and target velocity 0 , (46) specifies a passive-iso-Doppler curve in the twodimensional position space. We refer to this curve as the position-related passive-iso-Doppler contour. Similarly, for a pair of receivers located at x 1 and x 2 and a target located at 0 , (47) specifies a passive-iso-Doppler curve in the twodimensional velocity space. We refer to this curve as the velocity-related passive-iso-Doppler contour.
Let 12 be the angle betweenŷ 0 − x 1 andŷ 0 − x 2 and ( 0 ) be the angle between ( 0 ) andŷ 0 − x 2 −ŷ 0 − x 1 . Then, (47) can be expressed as 2 sin
It can be seen that the velocity-related passive-iso-Doppler contour, specified by (47) and (48), corresponds to a line on the velocity plane that is perpendicular to the vectorŷ 0 − x 2 − y 0 − x 1 with its distance to the origin being | 0 | cos 0 . Similarly, we consider the cross-sections of the passive isorange manifold given in (43) for a constant velocity, 0 and a constant position 0 :
Note that under the slow-mover approximation given in (40), (50) reduces to (47). We refer to (49) as the position-related passive-iso-range contour. Since under the slow-mover assumption , ,21 is close to 1, we see that the position-related passive-iso-range contours are similar to the hyperbolas with their foci located at x 1 and x 2 . From the analysis above, we conclude that the velocity resolution is related to the spread of the velocity-related passive-iso-Doppler contours. The position resolution may be related to the spread of the position-related passive-isoDoppler contour or position-related passive-iso-range contour, depending on the Doppler and range ambiguities of the transmitted waveform: If the transmitted waveform has good Doppler resolution, but poor range resolution, the position resolution primarily depends on the spread of the positionrelated passive-iso-Doppler contours. If, on the other hand, the transmitted waveform has only good range resolution, the position reconstruction primarily depends on the spread of the position-related passive-iso-range contours.
Note that if the transmitted waveform has both good Doppler and good range resolution, the position resolution depends on the cross-section of the intersection of the passiveiso-Doppler and passive-iso-range manifolds for constant velocity, which is neither the position-related passive-isoDoppler contours nor the position-related passive-iso-range contours. However, this cross-section becomes one of the two types of the contours described above as the range or Doppler resolution of the waveform degrades or improves.
V. NUMERICAL SIMULATIONS
We conducted numerical simulations to demonstrate the performance of our passive imaging method using a moving point target model.
We considered a scene of size We assumed that there was a single transmitter and ten receivers present in the scene. The single transmitter was assumed to be located at [1.5e3, 0, 6] m. The receivers were evenly distributed around the scene.
We considered two types of transmitted waveforms in our simulations: The first type of waveforms have high Doppler resolution and relatively poor range resolution, such as Frequency Modulated (FM) radio and television signals, etc. We refer to such waveforms as the high-Doppler resolution waveforms. We simulated a high-Doppler resolution waveform as a single-frequency continuous-wave (CW) with 4GHz carrier frequency and 0.1s duration in our experiments. Such a waveform provides a radial velocity resolution of about 0.375 m/s for monostatic operations. The second type of waveforms, we considered, have not only good Doppler resolution, but also acceptable range resolution. Examples for such waveforms include wireless network (or WiFi) signals and WiMAX waveforms which have relatively large bandwidth that can offer reasonable range resolution. We refer to such waveforms as the high-Doppler and good-range resolution waveforms. We simulated a high-Doppler and good-range resolution waveform with the same carrier frequency and duration as the highDoppler resolution waveform, but with an additional frequency modulation, which results in a bandwidth of 7.5MHz. Such a waveform provides about 19.5 m range resolution, and 0.375 m/s radial velocity resolution in monostatic operations.
In all the experiments, we simulated the thermal noise as an additive white Gaussian process.
We reconstructed the four-dimensional test-statistic image in ( , ) (or ( 1 , 2 , 1 , 2 ) ) coordinates. However, in order to facilitate visualization and performance evaluation, we generated three two-dimensional images from the original four dimensional image: The fist image, which we refer to as the peak-value image, was generated by choosing the maximum value of the four-dimensional image for each velocity ( 1 , 2 ). We then, choose the maximum value,˜, of the peak-value image as the estimate of the velocity. The second image, which we refer to as the position-image, is the cross-section of the four-dimensional image, for =˜. We take the maximum value,˜, of the position-image as the estimate of the target's position. The third image, which we refer to as the velocityimage, is the cross-section of the four-dimensional image, for =˜. We performed the performance evaluation using the position-and velocity-images.
The reconstructed images of the moving point target using the high-Doppler resolution waveform and high-Doppler and good-range resolution waveform are shown in Fig. 1 and Fig. 2 , respectively. The maximum value of the peak-value image, which corresponds to the estimated velocity,˜, is indicated by a circle. The true position of the target is indicated by a solid red dot. The true velocity is indicated by a solid blue dot.
We see that the target location and velocity can be reconstructed correctly in both cases. In the case where a highDoppler resolution waveform is used, the position-image is the superposition of the position-related passive-iso-Doppler curves that intersect at the correct target location, as shown in Fig. 1(b) . The velocity-image, as shown in Fig. 1(c) , is the sum of the velocity-related passive-iso-Doppler contours formed by each pair of receivers. Note that the velocity-related passive-iso-Doppler contours are straight lines as described in Section IV. We observe that the velocity estimates obtained using the two different waveforms are almost the same when Fig. 2(c) is compared with Fig. 1(c) . This is consistent with our analysis in Section IV, which states that the velocity resolution depends only on the Doppler ambiguity of the transmitted waveform. Furthermore, comparing Fig. 2(b) with Fig. 1(b) , we observe that the position-images obtained using the high-Doppler and good-range resolution waveform are not simply the sum of the position-related passive-iso-Doppler curves due to the good range ambiguity provided by the waveform. For this type of waveforms, multiple passive-iso-range manifolds along with multiple passive-iso-Doppler manifolds contribute to the intersection at the correct target position. As a result, the projection of the intersection onto the position plane is no longer simply the position-related passive-iso-Doppler or the position-related passive-iso-range curves as can be observed in Fig. 2(b) .
VI. CONCLUSION
In this work, we developed a new passive radar imaging method for moving targets using sparsely distributed receivers. We analyzed the resolution of our passive imaging method and demonstrated its performance in numerical simulations. While we mainly focused on passive radar application, the results presented in our paper are also applicable to other wavebased passive imaging applications, such as passive acoustic or seismic imaging. 
