In analogy to cyclic codes, we study linear codes over finite fields obtained from left ideals in a quotient ring of a (non commutative) skew polynomial ring. The paper shows how existence and properties of such codes are linked to arithmetic properties of skew polynomials. This class of codes is a generalization of the θ-cyclic codes discussed in [1] . However θ-cyclic codes are performant representants of this family and we show that the dual of a θ-cyclic code is still θ-cyclic. We give many examples of self dual codes, including a [36, 18, 11] θ-cyclic code which improves the previously best know self dual code of length 36 over F 4 .
Introduction
Let F q be a finite field of q elements. A linear (n, k)-code over F q is a k-dimensional vector subspace C of the vector space V = F q n = {(a 0 , . . . , a n−1 ) | a i ∈ F q }.
In the following we use the polynomial representation of the code C, where we identify code words (a 0 , a 1 , . . . , a n−1 ) ∈ C with coefficient tuples of polynomials a n−1 X n−1 + . . . + a 1 X + a 0 ∈ F q [X].
In the classical case those polynomials can also be seen as elements of a quotient ring F q [X]/(f ) where f is a polynomial of degree n. In order to generalize the notion of codes associated to ideals, we consider the more general skew polynomial ring of automorphism type which we now define. Starting from the finite field F q and an automorphism θ of F q one defines a ring structure on the set F q [X, θ] = a n−1 X n−1 + . . . + a 1 X + a 0 | a i ∈ F q and n ∈ N . This is the set of formal polynomials where the coefficients are written on the left of the variable X. The addition in F q [X, θ] is defined to be the usual addition of polynomials and the multiplication is defined by the basic rule Xa = θ(a)X (a ∈ F q ) and extended to all elements of F q [X, θ] by associativity and distributivity. Those rings are well known (cf. [3, 9] ) and, over a finite field, are the most general "polynomial rings" with a commutative field of coefficients where the degree of a product of two elements is the sum of the degrees of the elements. The ring F q [X, θ] is a left and right euclidean ring whose left and right ideals are principal [9] . Left and right gcd and lcm exist in F q [X, θ] and can be computed using the left and right euclidean algorithm [2] .
According to ([3] , Theorem II.12), the two sided ideals of F q [X, θ] are generated by elements of the form (b 0 + b 1 X m + b 2 X 2m + . . . + b s X s·m )X t , where m = | < θ > | and b i ∈ (F q ) θ the fixed field of θ. The center Z(F q [X, θ]) of F q [X, θ] is (F q ) θ [X m ]. In particular a left or right ideal in F q [X, θ] generated by a central element is a two sided ideal. If I is a two sided ideal in F q [X, θ] then I is generated by a polynomial f of some degree n with the above property and, by the correspondance of ideals, the left ideals in F q [X, θ]/(f ) are principal ideals, each generated by a right divisor g of f . To the element a(X) = a n−1 X n−1 + . . . + a 1 X + a 0 in F q [X, θ]/(f ) we associate the word a = (a 0 , a 1 , . . . , a n−1 ) ∈ F n q . The elements a(X) of
, then a θ-code C consists of code words a = (a 0 , a 1 , . . . , a n−1 ) that are coefficient tuples of elements a(X) = a n−1 X n−1 + . . . + a 1 X + a 0 of a left ideal of F q [X, θ]/I. In this case the elements a(X) are left multiples of a right divisor g of f . We will focus on two special cases:
, then we call the θ-code corresponding to the left ideal (g)/(f ) a central θ-code.
2. If m = | < θ > | divides n and f = X n − 1 , then we call the θ-code corresponding to the left ideal (g)/(X n − 1) a θ-cyclic-code.
of degree n such that (f ) is a two-sided ideal, then the generating matrix of the θ-code of type [n, n − r] generated by g is given by
where one reads the polynomial X i g(X) = r j=0 θ i (g j )X j on the ith row for i in {1, . . . , n−r−1}. Indeed, a code word is represented by a polynomial m(X)g(X) = n−r−1 i=0
Note that only the generating polynomial is used to define the θ-code. In the next section we will see that any skew polynomial g occurs as a generating polynomial of a θ-code, but not for any length. We show that the minimal length for g is determined by the degree of the generator of the maximal two sided ideal contained in the left ideal (g) ⊂ F q [X, θ]. The ideal structure is a valuable tool, since it describes the properties of a θ-code and should therefore be a useful tool for coding and decoding. The euclidean ring structure of F q [X, θ] allows to compute the syndrom by division and we will see that the factorization in F q [X, θ] gives the parity check matrix of the code.
Example. Since the generator polynomial g of a θ-cyclic-code is a right factor of X n − 1, those codes have the following property (a 0 , a 1 , . . . , a n−1 ) ∈ C θ ⇒ (θ(a n−1 ), θ(a 0 ), θ(a 1 ), . . . , θ(a n−2 )) ∈ C θ . This special class of θ-cyclic codes is introduced in [7] using the ring of linear polynomials instead of skew polynomials.
Example. Consider F 4 [X, θ] where we denote α a generator of F * 4 and θ the Frobenius automorphism. The polynomial X 2 + αX + 1 generates a left ideal in a F 4 [X, θ]/(X 4 + X 2 + 1) which corresponds to a non-cyclic linear code C of minimum distance 2. This leads to a [4, 2, 2] code which is a central θ-code but not a θ-cyclic code.
1 Generalities on θ-codes
The following shows that the class of θ-codes is much larger than the class of cyclic codes.
be of degree n such that the constant term of f is non zero and (f ) is a two sided ideal. A θ-code generated by a monic right divisor g of f of degree < n − 1 generates a cyclic code if and only if all coefficients of g are in (F q ) θ , the fixed field of θ in F q .
Fisrt note that if all coefficients of g are in (F q ) θ , then the corresponding generating matrix G is the matrix of a cyclic code. If the θ-code C generated by the left ideal (g) ⊆ F q [X, θ]/(f ) is also cyclic, we have (a 0 , a 1 , . . . , a n−1 ) ∈ C ⇒ (a n−1 , a 0 , a 1 , . . . , a n−2 ) ∈ C or for a polynomial of degree < n − 1 (i.e. a n−1 = 0) we get
Since the code is linear, we have in particular
is a (constant) multiple of g. Since g divides f , its constant term is non zero, showing that the above polynomial must be zero. Therefore all coefficients of g are in (F q ) θ .
The following example shows that the class of central θ-codes is larger than the class of θ-cyclic codes.
where we denote α a generator of F * 4 and θ the Frobenius automorphism. Considering all right factors of degree 3 of X 12 − 1 ∈ F 4 [X, θ] we see that there exists no [12, 9, 3] θ-cyclic code. However,
is a central polynomial divisible on the right by g = X 3 + X 2 + X + α. The number of θ-codes is connected to the number of right factors of a central polynomial.
the polynomial X 4 + X 2 + 1 has five distinct factorizations in products of irreducible monic polynomials :
The ring The following lemma explains why in the above example the two factors in the decomposition of the generator of the two sided ideal always commute:
is a domain, we can cancel h on the left of both equations. Therefore
Using this commutativity result, we can proceed as in the cyclic case to obtain a parity check polynomial:
Proof. If a ∈ C, then a(X) = m · g. By the above commutativity result we get a(X)
The parity check matrix is now obtained from the condition a ∈ C ⇔ a(X) · h = 0 in
The length of a θ-code
We will show that any g ∈ F q [X, θ] divides a polynom f ∈ F q [X, θ] generating a two sided ideal and therefore is the generating polynomial of some code.
is bounded if the left ideal (P ) contains a two sided ideal (P * ). The monic polynomial P * of minimal degree is the bound of P .
Since P * generates a two sided ideal, it must be of the form
q the fixed field of θ. From Theorem 15 in [8] we get that all elements of F q [X, θ] are bounded. The discussion before Theorem 15 also shows:
Proof. The elements in F q [X, θ] of degree less than n form a F q vector space of dimension n and therefore a (F q ) θ vector space of dimension t · n. Considering the remainders of the division
with deg(R i ) < n, there exists a non trivial linear combination
The above polynomial t·n i=0 δ i X m·i is a bound for P . According to Theorem 12 in [8] , the bound P * of P is a divisor of this polynomial.
This proves that an element g ∈ F 4 [X, θ] of degree r has a bound of degree at most 4r. Computations tend to suggest the conjecture that the degree of the bound of g is at most 2r (The last example in this paper shows that the degree of the bound can be 2r). The existence of θ-codes of type [n, k] for k < n 2 is due to the fact that the degree of the bound of g can be less than 2r.
. Therefore the bound of g is of degree at most 14 and (g)/(f ) ⊂ F 4 [X, θ]/(f ) is a θ-code which is a [14, 2, 11] code with best possible distance 11.
Two skew polynomials P 1 and P 2 are similar, noted
and F q [X, θ]/(P 2 ) are isomorphic. According to [8] p.39 the left and right bounds coincide and similar polynomials have the same bound.
If the generator g of a θ-code in F q [X, θ]/(f ) has factors similar to X, then g is of the form g =g · X t , whereg has no factor similar to X. In this case f = X −t ·f · X t where ≥ t andf
, where b 0 = 0. The polynomialf is a bound forg and the θ-code (g)/(f ) can be obtained from (g)/(f ) by adding t zeros to the left of each code word.
Proof. Polynomials of degree one are irreducible in F q [X, θ]. From [8, 10] we obtain that irreducible skew polynomials P 1 and P 2 are similar if and only if they are of the same degree and there exists a polynomial U ∈ F q [X, θ] of degree less than deg(P i ) such that P 1 U is the left lclm of P 2 and U . The polynomial X is only similar to multiples of itself, since according to the above (αX + β) ∼ X implies in this case that there exists u and γ in F q such that (αX + β)u = γX. Therefore the number of irreducible factors similar to X corresponds to the number of factors X in such a decomposition.
From Xa = θ(a)X we obtain that a factor X can always be moved to become a left or right factor, showing that g =g · X t and f = X −t ·f · X t where
is a left and right domain, we obtain thatg is a right factor of X −t ·f . The generating matrix of (g)/(X −t · f · X t ) and (g)/(X −t ·f ) differ only by t columns of zeros on the right. In the first case the code words are given by ( k j=0 c j X j ) ·g · X t and in the second by (
Therefore θ-codes generated by polynomials without constant term are obtained from θ-codes of smaller block length to which zero entries have been added.
There are many factorizations in the non commutative ring F q [X, θ], up to similarity.
Theorem 1 (cf. [8] ) If P ∈ F q [X, θ] has two decompositions into irreducible factors
then n = m and there exists a permutation σ ∈ S n such that P i andP σ(i) are similar.
Lemma 4 gives a constructive way to compute the bound of a given polynomial. An alternative approach is to note that the bound of a product is a divisor of the product of the bounds of its factors (cf. [8] , Theorem 12) :
Example. In previous example, the polynomial
factors as g = (X 4 +X +1) 2 (X +α) (X +α) (X +1) 2 . Furthermore the bound of X +α is X 2 +1 whereas (X 4 + X + 1) 2 and (X + 1) 2 are both polynomials of F 2 [X 2 ]. So one can construct the bound of g as the product (X 4 + X + 1) 2 (X 2 + 1) (X 2 + 1) (X + 1) 2 = X 14 + X 12 + X 10 + 1 which is the polynomial f of previous example.
The following table reproduces the best possible distance for [n, k] θ-codes over F 4 . We write
If we don't obtain such a code matching the distance of the best known code in Magma 2.13, then we indicate the difference in the distance by a negative number. The notation C θ 3a means that the code is θ-cyclic of distance 3 and autodual.
The table indicates that, with increasing length, the best θ-codes are no longer all cyclic or θ-cyclic. We note that the best codes given in Magma often have a poor weight distribution and that the θ-codes allow to find codes with a much better distribution.
Example. The best known [6, 2, 4] 
Duals of θ-cyclic codes
The θ-cyclic codes have been extensively studied in [7] where the parity check matrix of such a code is given. In this section we derive the parity check matrix from the factorization of X n − 1 in F q [X, θ] and prove the new result that the dual of a θ-cyclic code is a θ-cyclic code.
The following form of a parity check matrix is given in [7] for θ-cyclic codes.
Lemma 5 Suppose that |θ| divides n.
) and denote C the θ-cyclic code corresponding to the left ideal generated by g in
is a parity check matrix for C.
Proof. The Lemma 3 shows that for a(X) ∈ C the product a(X) · h = 0 in F q [X, θ]/(X n − 1). Now deg(a(X)·h) < 2n−r and from this we deduce that the coefficients of X n−r , X n−r+1 , . . . , X n−1 in this product must be zero. As, for l ∈ {n − r, . . . , n − 1}, the coefficient of
we get the result.
The following result is not contained in [7] for θ-cyclic codes.
The dual of the θ-cyclic code generated by g in F q [X, θ]/(X n − 1) is the θ-cyclic code generated by h n−r + θ(h n−r−1 )X + . . . + θ n−r (h 0 )X n−r .
Proof. According to the previous result we need to show that the above matrix H is the matrix of a θ-cyclic code, which amounts to show that θ n−r (h 0 )X n−r +. . .+θ(h n−r−1 )X +h n−r is also a divisor of X n − 1. The ring F q [X, θ] is a right Ore domain and therefore has a right skew field of fraction (cf [4] , p. 23). Denote F q (X, θ) the right field of fraction of F q [X, θ] and X −1 the inverse of X. We have aX −1 = X −1 θ(a). We now consider the ring R ⊂ F q (X, θ) consisting of the elements n i=0 X −i a i , where the coefficients are on the right and where the multiplication rule is given by aX −1 = X −1 θ(a). The ring R is isomorphic to the skew polynomial ring
is an anti-isomorphism of rings. For P 1 = s i=0 a i X i and P 2 = t i=0 b i X i we have ϕ(P 1 + P 2 ) = ϕ(P 1 ) + ϕ(P 2 ) and
Therefore in the field F q (X, θ) we get
This shows that h n−r + θ(h n−r−1 )X + . . .
Example. In [1] Example 2, the codes generated by g 2 and g 3 are auto dual. The dual of g 4 is g 6 and the dual of g 5 is g 7 . We verify the result for g 2 = X 2 +αX +α 2 . Here h 2 = X 2 +αX +α. The polynomial θ n−r (h 0 )X n−r + . . . + θ(h n−r−1 )X + h n−r is
and from
we get that the code g 2 is autodual.
The following example shows that the dual of a central θ-code is not necessarily a central θ-code.
Example. Let us consider the example of the [12, 9, 3] central θ-code given in section 1. Using Magma, one can compute the generating matrix of the dual code:
The word a = (0, . . . , 0, 1) G ⊥ is represented by the polynomial a(X) = X 2 + X 3 + α 2 X 5 + α 2 X 7 + X 8 + αX 9 + X 10 + X 11 = (1 + X + α 2 X 3 + α 2 X 5 + X 6 + αX 7 + X 8 + X 9 )X 2 . As θ 2 = Id, the polynomial a(X) can also be written a(X) = X 2 g ⊥ (X) where
The code C ⊥ is a [12, 3] code, but the polynomial g ⊥ , which is monic of degree 9, is not a right divisor of a central polynomial of degree 12, so the code C ⊥ cannot be a central θ-code. Furthermore, to complete this example, one can compute the bound of the polynomial g ⊥ from the following factorization :
Indeed the polynomial g ⊥ divides to the right the polynomial
whose degree is 18 and one can check that g ⊥ divides no factor ofg of degree < 18, sog is the bound of g ⊥ .
Computation of self-dual θ−cyclic codes
From the previous section, one can deduce the computation of the generator polynomials of self-dual θ−cyclic codes (i.e. such that C and C ⊥ are equal). Indeed let g = r−1 i=0 g i X i + X r with g 0 = 0, the generator polynomial of a self-dual θ−cyclic code with length n = 2r. Let h = X r + r−1 i=0 h i X i such that g h = X n − 1 then To compute these polynomials, we define a polynomial ring over F 4 in the r variables g 0 , . . . g r−1 . As θ 2 = id, the coefficients g i satisfy the polynomial relations
furthermore θ i (a) = a 2 i mod 3 , so we get 
Using the rule X i a = a 2 i mod 3 X i , we equal the coefficients of left hand side and right hand side of (2). Together with (1) one gets a system of polynomial equations in r variables of degree no larger than 4 that we solve using Groebner bases (again in Magma). For each polynomial g, we compute the linear code which it generates and its minimum distance. In the following table, one lists the best distances of θ-cyclic codes with length n ≤ 40. For each n, one gives a generator polynomial g of a code with best distance d. In the fourth column is given the best known distance D of linear codes of length n and dimension n/2; in the fifth column is given the best known distance D a for self-dual codes of length n (cf. [6] ). In the two last columns we give the number of θ-cyclic codes with minimum distance d and the number of classes of codes which are equivalent.
