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LOW EIGENVALUES AND ONE-DIMENSIONAL
COLLAPSE
ZHIQIN LU AND JULIE ROWLETT
Abstract. Our main result is that if a generic convex domain in Rn
collapses to a domain in Rn−1, then the difference between the first two
Dirichlet eigenvalues of the Euclidean Laplacian, known as the funda-
mental gap, diverges. The boundary of the domain need not be smooth,
merely Lipschitz continuous. To motivate the general case, we first prove
the analogous result for triangular and polygonal domains. In so doing,
we prove that the first two eigenvalues of triangular domains cannot
be polyhomogeneous on the moduli space of triangles without blowing
up a certain point. Our results show that the gap generically diverges
under one dimensional collapse and is bounded only if the domain is
sufficiently close to a rectangle in two dimensions or a cylinder in higher
dimensions.
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2 ZHIQIN LU AND JULIE ROWLETT
1. Motivation and results
Our sign convention and boundary conditions for the Laplace equation
on a domain Ω ⊂ Rn shall be
∆u =
n∑
k=1
∂2u
∂x2k
= −λu, Dirichlet boundary condition: u = 0 on ∂Ω.
This equation arises from physics by separating the time and space variables
in the wave equation. Based on the physical interpretation of the eigenval-
ues, Marc Kac posed the now well known question, “Can one hear the shape
of a drum?” [20]. The mathematical formulation of this question is, if two
Euclidean domains have the same set of Dirichlet eigenvalues, do they have
the same shape? Although the general answer to this question was proven to
be “One cannot hear the shape of a drum” by Gordon, Webb, and Wolpert
[13, 14], restricting to a specific moduli class of domains, it is possible for
example to hear the shape of a triangle as proven by Durso [7]. More re-
cently, Grieser and Maronna have provided a simpler proof [19]. Both proofs
require the entire set of eigenvalues, but it is natural to speculate that the
first three eigenvalues are sufficient to determine whether or not two trian-
gles have the same shape. Antunes and Freitas provided strong numerical
evidence for this conjecture [3].
In some cases, a finite set of eigenvalues can indeed detect geometric
features such as symmetry. Polya proved that the first eigenvalue on a
convex n-gon detects, up to scale, the regular n-gon for n = 3 and n = 4 [28].
For n ≥ 5, the analogous result has not been proven and is known as Polya’s
Conjecture. After the first eigenvalue the next natural object to study is the
difference between the first eigenvalue and the rest of the spectrum, known
as the fundamental gap. The gap function is this difference multiplied with
the square of the diameter of the domain,
ξ(Ω) := d2(Ω) (λ2(Ω)− λ1(Ω)) ,
for a bounded domain Ω ⊂ Rn. If one scales a domain by a constant factor
c, then the eigenvalues change according to :
λk(cΩ) = c
−2λk(Ω).
Therefore the gap function is invariant under scaling of the domain and
depends only on the shape of the domain.
In [25] we demonstrated that the gap function detects the equilateral
triangle among all Euclidean triangles.
Theorem 1 ([25]). Let T be a Euclidean triangle. Then
ξ(T ) ≥ 64pi
2
9
with equality if and only if T is equilateral.
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In a more significant paper, Andrews and Clutterbuck [2] proved that for
any convex domain Ω ⊂ Rn,
ξ(Ω) ≥ 3pi2.
1.1. Motivating Examples. There are very few domains for which one
may explicitly compute the spectrum. The first and most elementary exam-
ple is a rectangle.
1.1.1. Rectangles. For a rectangle R ∼= [0, L] × [0,W ] the set of eigenval-
ues and eigenfunctions may be computed by separation of variables. The
eigenvalues are thus :
λj,k =
k2pi2
L2
+
j2pi2
W 2
.
Without loss of generality we assume W ≤ L. Then, the gap function
ξ(R) = (L2 +W 2)
(
4pi2
L2
+
pi2
W 2
− pi
2
L2
− pi
2
W 2
)
=
3pi2(L2 +W 2)
L2
.
We see immediately that the gap function detects the shape of a square,
since for any rectangle R
ξ(R) ≤ 6pi2,
with equality if and only if R is a square. The gap function converges to the
gap of a segment, 3pi2, if the rectangle collapses by letting W → 0.
1.1.2. Circular Sectors. We next consider the Laplacian on a circular sector
Sα of opening angle αpi and radius 1, which in polar coordinates (r, θ) is
∆ = ∂2r + r
−1∂r + r−2∂2θ , (r, θ) ∈ [0, 1]× [0, αpi].
Separating variables in the equation
∆u = −λu,
by assuming u(r, θ) = f(r)g(θ), leads to the equations
g′′(θ) = −µg(θ), g(0) = g(αpi) = 0, µ > 0,
r2f ′′(r) + rf ′(r) + λr2f(r) = µf(r).
The solutions to the first equation are
g(θ) = sin(kθ/α), k ∈ N, µ = µk = k
2
α2
.
Re-writing the second equation as
r2f ′′(r) + rf ′(r) + (λr2 − µk)f = 0, f(0) = f(1) = 0,
one recognizes it as a Bessel equation, and the solutions are
Jk/α(
√
λr), J−k/α(
√
λr),
where Jx denotes the Bessel function of order x. To satisfy the boundary
conditions, the second solution is not allowed since it does not vanish at
r = 0, and thus √
λ =
√
λj,k = Zj,k,
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is the jth zero of the Bessel function of order k/α. The eigenvalues of the
sector are therefore
λj,k = Z
2
j,k.
The above calculation is well known to spectral geometers but we have
included it for the benefit of students and researchers new to the field. One
of the aims of this paper is to accessibly present techniques and ideas which
can be useful for eigenvalue problems and which require minimal, if any,
sophisticated technical machinery.
The following formulae are found in [22, 24], and [30] for Bessel functions
of real order and [34] and [27] for Bessel functions of integer order. The first
and second zeros of the Bessel function of order ν are
(1.1) Zν,i = ν − ai
21/3
ν1/3 +O(ν−1/3), i = 1, 2,
where ai is the i
th zero of the Airy function of the first kind so that
(1.2) a1 ≈ −2.33811, and a2 ≈ −4.08795.
Consequently, we have the following estimates for the first two Dirichlet
eigenvalues of the circular sector of opening angle αpi and radius one
(1.3) λi(Sα) =
1
α2
+
ci
α4/3
+O(α−1), i = 1, 2,
where
(1.4) c1 = −a122/3 ≈ 3.71151827 and c2 = −a222/3 ≈ 6.48921613.
We therefore see that the gap function of a circular sector Sα of opening
angle αpi is asymptotic to
ξ(Sα) =
c2 − c1
α4/3
+O(α−1), α→ 0.
In this case the gap function is unbounded as the sector collapses to the
segment.
These two simple examples show that the low eigenvalues, which deter-
mine the gap function, are sensitive to the geometry of convex planar do-
mains which collapse to a segment. In [25], we proved the following.
Theorem 2 ([25]). Let Y be an n−1 simplex for some n ≥ 2. Let {Xj}j∈N
be a sequence of n simplices each of which is a graph over Y . Assume the
height of Xj over Y vanishes as j →∞. Then ξ(Xj)→∞ as j →∞. More
precisely, there is a constant C > 0 depending only on n and Y such that
ξ(Xj) ≥ Ch(Xj)−4/3, where h(Xj) is the height of Xj.
Since any triangle with unit diameter is a 2-simplex with base
Y = {(x, 0) : 0 ≤ x ≤ 1},
the above theorem shows that the gap function on a triangle which collapses
to Y blows up with the same asymptotic rate as the gap function on the
sector Sα collapsing to Y . In §2 below we explore different ways in which
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triangles may collapse to the segment and present an elementary proof inde-
pendent of that in [25] which shows that the gap function on any sequence of
triangles which collapses to the unit interval is unbounded. In §3 we prove
that the gap function is sensitive to the geometry of collapsing polygonal
domains.
We shall refer to the result we prove in §4 as a compactness theorem. We
show that for domains in Rn which collapse to a domain in Rn−1, the gap
function is sensitive to the geometry of the collapse. Identify Rn−1 with the
subset
{(x1, · · · , xn−1, 0) | (x1, · · · , xn−1) ∈ Rn−1} ⊂ Rn.
Let Ω ⊂ Rn be a convex domain. Let E ⊂ Rn be defined as
E = {(x1, · · · , xn−1, 0) | ∃ t, (x1, · · · , xn−1, t) ∈ Ω}.
For ε > 0 define the one-parameter family of collapsing domains
Ωε = {(x1, · · · , xn) | (x1, · · · , xn−1, ε−1xn) ∈ Ω}.
We call E “one-dimensional collapse” and we denote
E = lim
ε→0
Ωε.
Note that E is canonically identified with a convex domain in Rn−1.
For the sake of simplicity, we assume that Ω can be represented by
{(x, y) | x ∈ E, 0 ≤ y ≤ h(x)},
where h(x) is a nonnegative Lipschitz continuous concave function over E.
Theorem 3. Let σ = maxh(x). Assume that
diam {x ∈ E | h(x) ≥ σ − δ} → 0
as δ → 0. Then
λ2(Ωε)− λ1(Ωε)→∞
as ε→ 0.
A similar result to the above was proven by Borisov and Freitas [4] who
determined the asymptotics of both the eigenvalues and eigenfunctions for
domains in Rd which collapse to Rd−1. The difference between our work
and theirs is that they require the defining function, which corresponds
to our function h to be smooth in a neighborhood of its maximum point,
whereas our function h need only be Lipschitz continuous. In particular,
that work cannot be applied directly to simplices or triangles. In dimension
2, Theorem 2 follows from Friedlander and Solomyak’s results which give
a two-term asymptotic expansion for the eigenvalues in terms of a certain
one-dimensional Schro¨dinger operator [12]. We note however that the proofs
presented here are significantly more elementary and independent to those
arguments, and thus make a complementary contribution to the more refined
and technical results and arguments in [4] and [12]. Eigenvalues of thin and
collapsing domains are also relevant to physics; see [15], [16]. Further results
include [17].
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2. Collapsing triangular domains
Recall the variational or mini-max principle for the first eigenvalue on a
domain Ω ∈ Rn
(2.1) λ1 = inf
f∈H1,20 (Ω)
∫
Ω |∇f |2∫
Ω f
2
.
This is the infimum of the Rayleigh-Ritz quotient. Above H1,20 (Ω) is the set
of functions f ∈ L2(Ω) such that∫
Ω
(|∇f |2 + f2) <∞, f |∂Ω = 0
The second eigenvalue is
(2.2) λ2 = inf
f∈H1,20 (Ω):f⊥f1
∫
Ω |∇f |2∫
Ω f
2dxdy
,
where f1 is the eigenfunction for λ1, and orthogonality is with respect to
L2. These formulae are in [5].
An equivalent formula found in [6] is the so-called “maxi-min” principle
(2.3) λk = inf
L⊂H1,20 (Ω), dim(L)=k
{
sup
f∈L
∫
Ω |∇f |2∫
Ω f
2
}
.
The maxi-min principle can be used to prove domain monotonicity: if Ω ⊂ Ω′
then
λk(Ω) ≥ λk(Ω′).
We shall use the following standard notation: for functions f, g : R → R
and L ∈ R ∪∞ we say that
f(x) = O(g(x)) as x→ L,
if there exists a constant C ∈ R such that
|f(x)| ≤ Cg(x) as x→ L,
and we say that
f(x) = o(g(x)) as x→ L
if
lim
x→L
f(x)
g(x)
= 0.
We write
f(x) ∼ g(x) as x→ L
if there exist constants c′, c′′ such that
c′g(x) ≤ f(x) ≤ c′′g(x), as x→ L,
and
f(x) ≈ g(x) as x→ L
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if
lim
x→L
f(x)
g(x)
= 1.
In some arguments we will use the following constants1
(2.4) c′1 = −a′122/3 ≈ 1.61722832, c′2 = −a′222/3 ≈ 5.15619226.
2.1. A representation of the moduli space of triangles. Since the gap
function is invariant under scaling, we restrict to triangles with diameter one.
Such a triangle has angles
0 < αpi ≤ βpi ≤ pi − αpi − βpi.
The moduli space of triangles, which we shall callM, can thus be identified
with a triangle in the α × β plane; see Figure 1. We are interested in the
behavior of ξ approaching the boundary of P which is the dashed vertical
segment in Figure 1; this corresponds to triangles which degenerate to a
segment.
P 
(0, 1/2)  
(1/3, 1/3) 
(0, 0) 
Figure 1. Moduli space of triangles.
2.1.1. One collapsing angle. Consider the triangle T with angles 0 < αpi ≤
βpi ≤ pi − αpi − βpi, and assume for some fixed ε > 0, β ≥ ε. Let the side
opposite αpi have length A, the side opposite βpi have length B, and the
third side have length one. The Law of Sines states that
sin(αpi)
A
=
sin(βpi)
B
=
sin(pi − αpi − βpi)
1
.
1This constant arises from the asymptotic formula for the first two zeros of the de-
rivative of the Bessel function which is related to the first two Dirichlet eigenvalue of an
obtuse isosceles triangle; see [10].
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Then
B =
sin(βpi)
sin(αpi + βpi)
≈ 1 as α→ 0,
and
B − 1 ∼ α as α→ 0.
For α small, we approximate the eigenvalues using two sectors, a larger
sector S of radius 1, and a smaller sector σ of radius B both with opening
angle αpi. By domain monotonicity,
λ2(T ) ≥ λ2(large sector) = λ2(S),
λ1(T ) ≤ λ1(small sector) = λ1(σ).
Then,
λ2(S)− λ1(σ) ≤ ξ(T ) ≤ λ2(σ)− λ1(S).
Since
λk(σ) = B
−2λk(S), ∀k ∈ N,
we have the estimate
(2.5) λ2(S)−B−2λ1(S) ≤ ξ(T ) ≤ B−2λ2(S)− λ1(S).
Since B−1 ∼ α and λk(S) ≈ 1α2 as α→ 0, there are constants c, c′ > 0 such
that
ξ(S)− c
α
≤ ξ(T ) ≤ ξ(S) + c
′
α
,
and by (1.3)
ξ(S) =
c2 − c1
α4/3
=⇒ lim
α→0
ξ(T )
ξ(S)
= 1.
2.1.2. Two collapsing angles: different rates. In fact, the same argument
can be used to prove the following.
Proposition 1. Let {Tn} be a sequence of triangles with diameter one and
angles αnpi, βnpi and pi(1−αn−βn). Let Sn be the sector with opening angle
αnpi and radius 1. Assume that αn < βn and βn → 0 as n→∞. Then
ξ(Tn) ≈ ξ(Sn) = c2 − c1
α
4/3
n
as n→∞ ⇐⇒ αn = o(β3n) as βn → 0.
Proof. For simplicity, we shall abuse notation and drop the subscript n. By
the Law of Sines as above,
B =
sin(βpi)
sin(αpi + βpi)
.
Estimating with two sectors S and σ of opening angle αpi and radii 1 and
B, respectively, we again have the estimate (2.5). In this case since both α
and β tend to 0, we estimate
B−2 ≈ 1, B − 1 ∼ α
β
.
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Therefore (2.5) becomes
ξ(S)− cα
β
λ1(S) ≤ ξ(T ) ≤ ξ(S) + c
′α
β
λ2(S),
for some positive constants c and c′. By (1.3) for some positive constants C
and C ′ we have
ξ(S)− C
αβ
≤ ξ(T ) ≤ ξ(S) + C
′
αβ
.
By (1.3),
ξ(T )
ξ(S)
→ 1 ⇐⇒ α
1/3
β
→ 0 as β → 0,
which is equivalent to
α = o(β3), as β → 0.

Remark 1. We shall see below that if two angles collapse at sufficiently
similar rates, then the gap function is asymptotic to
4(c′2 − c′1)
α4/3
, as α→ 0.
An interesting open problem is to prove that the eigenvalues of triangles are
polyhomogeneous functions on the moduli space of triangles. This is not
quite the full story, because as one can already see from our results, the
gap function has different limits approaching the point (α, β) = (0, 0) along
different trajectories. Therefore, one must blow up the point (α, β) = (0, 0),
and attempt to prove polyhomogeneity on a suitably blown up space. This
is currently under investigation by Grieser and Melrose [18].
2.1.3. Two collapsing angles: similar rates. Consider obtuse isosceles trian-
gles with diameter one. By [10],
λ1(T ) =
4
α2
+
4c′1
α4/3
+O(α−2/3),
λ2(T ) =
4
α2
+
4c′2
α4/3
+O(α−2/3).
Then,
ξ(T ) ≈ 4(c
′
2 − c′1)
α4/3
+O(α−2/3) as α→ 0.
Note that
4(c′2 − c′1) ≈ 14,
whereas
c2 − c1 ≈ 3.
We therefore clearly see that approaching the point (α, β) = (0, 0) ∈ M
along the line α = β the gap function asymptotics are quite different from
the asymptotics along trajectories of the form α = o(β3).
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P Q R
S
T
Figure 2. Triangle with two angles collapsing and approx-
imating isosceles triangles.
Proposition 2. Let {Tn} be a sequence of triangles with diameter one and
angles αnpi, βnpi and pi(1− αn − βn). Assume that αn ≤ βn and βn → 0 as
n→∞. Then
ξ(Tn) ≈ 4(c
′
2 − c′1)
α
4/3
n
as n→∞ ⇐⇒ αn = βn + o(β3n) as βn → 0.
Proof. By abuse of notation we shall again drop the subscript n. We again
estimate using domain monotonicity.
We consider the triangle PRT in Figure 2 and estimate using a smaller
isosceles triangle QRT and a larger isosceles triangle PST . By domain
monotonicity
λk(PST ) ≤ λk(PRT ) ≤ λk(QRT ).
The triangle QRT has angles βpi, βpi, and pi − 2βpi, whereas the triangle
PST has angles αpi, αpi, and pi − 2αpi. By [10],
λk(QRT ) =
4
(QR)2
(
1
β2
+
c′k
β4/3
)
+O(β−2/3), k = 1, 2,
and
λk(PST ) =
4
(PS)2
(
1
α2
+
c′k
α4/3
)
+O(α−2/3), k = 1, 2.
By the Law of Sines and the Law of Cosines,
QR = 2A cos(βpi) =
2B sin(αpi) cos(βpi)
sin(βpi)
,
where A and B denote the sides of the triangle PRT opposite the angles
αpi, βpi, respectively. Since β → 0, B = 12 +O(β). Since αpi ≤ βpi, we have
QR = 1 +O(β).
Since PQ+QR = 1 and PQ = RS, it also follows that
PS = 1 +O(β).
The estimate for ξ(PRT ) is
λ2(PST )− λ1(QRT ) ≤ ξ(PRT ) ≤ λ2(QRT )− λ1(PST ).
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P1
Q1 
P1' 
Q1' 
A 
B D E C 
Q2 
P2 P2' 
Q2 ' 
Figure 3. Arbitrary collapsing triangle.
A necessary and sufficient condition for ξ(PRT ) ∼ 4(c′2 − c′1)β−4/3 is
1
(QR)2β2
− 1
(PS)2α2
→ 0, β → 0.
This is satisfied if and only if
α = β + o(β3).

2.2. A general collapsing triangle. Assume the smallest angle of the
triangle ∠B = αpi; see Figure 3. We wish to estimate λ2(ABE)− λ1(ABE)
from below. Assume |DE| ≤ |BD| = 1, and fix
0 < ε <
2
9
.
Let P1 be between B and D so that |P1D| = αε, and P ′1 be between B
and P1 so that |P ′1D| = 2αε. If |DE| > 2αε, let P2 be between D and E
so that |P2D| = αε, and P ′2 be between P2 and E so that |P ′2D| = 2αε. If
|DE| ≤ 2αε, we do not define or use the points P2, P ′2. If |DE| > 2αε let
U be the trapezoid AQ1P1P2Q2 and similarly let U
′ = AQ′1P ′1P ′2Q′2. Let
V = ABE −U and let V ′ = ABE −U ′; see Figure 3. If |DE| ≤ 2αε, we let
U = AQ1P1E, U
′ = AQ′1P ′1E, V = ABE − U and V ′ = ABE − U ′. In the
estimates to follow, we show that we may estimate λ2(ABE) − λ1(ABE)
using λ2(U
′)− λ1(U ′).
Let fi be the eigenfunction for λi = λi(ABE), i = 1, 2. The height of V
is at most
(1− αε) tan(αpi) ≈ (1− αε)piα.
By the one dimensional Poincare´ Inequality∫
V |∇fi|2∫
V f
2
i
≥ pi
2
(1− αε)2pi2α2 ,
∫
U |∇fi|2∫
U f
2
i
≥ pi
2
pi2α2
, and
∫
U ′ |∇fi|2∫
U ′ f
2
i
≥ pi
2
pi2α2
.
Assume ∫
ABE
f2i = 1, and
∫
V
f2i = βi.
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By the variational principle,
β
(1− αε)2α2 +
1− β
α2
≤
∫
V
|∇fi|2+
∫
U
|∇fi|2 = λi ≤ λ2(ABD) = 1
α2
+
c2
α4/3
+O(α−1).
Therefore,
βi ≤ α
2/3c2(1− αε)2
αε(2− αε) ≤ α
2/3−ε, i =, 2.
For simplicity in the arguments to follow, we replace all constant factors
multiplying positive powers of α by a constant factor of 1, since no generality
is lost as α→ 0.
Let ρ be a smooth compactly supported function so that
(2.6) ρ|U ≡ 1, ρ|V ′ ≡ 0.
We may choose ρ so that
(2.7) |∇ρ| ≤ 1
αε
, and |∆ρ|, |∆(ρ2)| ≤ 1
α2ε
.
For the arguments to follow, we use the sign convention for the Euclidean
Laplacian so that −∆ has positive spectrum. Note that
(2.8) − (ρfi)∆(ρfi) = λiρ2f2i − f2i ρ∆ρ− 2fiρ(∇ρ)(∇fi).
2.2.1. Estimate for λ1(U
′). Since ρ vanishes on the boundary of U ′, ρf1 is
an admissible test function for the Rayleigh quotient on U ′ (2.1) which we
may use to estimate λ1(U
′) from above. By (2.8),
λ1(U
′) ≤ λ1 +
∫
U ′
(−ρ∆ρf21 − 2ρ∇ρf1∇f1)∫
U ′ ρ
2f21
.
Since ∫
U ′
ρ∇ρf1∇f1 = 1
4
∫
U ′
∇ρ2∇f21 = −
1
4
∫
U ′
∆ρ2f21 ,
and ∇ρ,∆ρ = 0 on U, we have∫
U ′
(−ρ∆ρf21 − 2ρ∇ρf1∇f1) ≤ 1α2ε
∫
U ′−U
f21 ≤
β
α2ε
≤ α2/3−3ε.
Noting that ∫
U ′
ρ2f21 ≥
∫
U
ρ2f21 = 1− β ≥ 1− α2/3−ε,
we then have
(2.9) λ1(U
′) ≤ λ1 + α
2/3−3ε
1− α2/3−ε ≤ λ1 + α
2/3−3ε.
This gives the required estimate for the first eigenvalue.
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2.2.2. Estimate for λ2(U
′). Since ρf2 is not a` priori orthogonal to the first
eigenfunction for U ′, we must modify it to use the Rayleigh quotient (2.2)
to estimate λ2(U
′). Since ρf1 is not orthogonal to the first eigenfunction for
U ′ because both are positive, there is some a ∈ R such that ρf2 + aρf1 is
orthogonal to the first eigenfunction for U ′. We may then use ρf2 + aρf1 as
a test function for the Rayleigh quotient on U ′. Integrating by parts,
(2.10)∫
U ′
|∇ρfi|2 = −
∫
U ′
ρfi∆(ρfi) = λi
∫
U ′
ρ2f2i −
1
2
∫
U ′
∇ρ2∇f2i −
∫
U ′
ρ∆ρf2i .
We estimate∣∣∣∣∫
U ′
|∇(ρfi)|2 − λi
∫
U ′
ρ2f2i
∣∣∣∣ ≤ 12
∣∣∣∣∫
U ′
∆ρ2f2i
∣∣∣∣+ ∫
U ′
|ρ∆ρ|f2i ,
(2.11) ≤ α−2ε
∫
U ′−U
f2i ≤ α−2ε
∫
V
f2i ≤ α2/3−3ε,
since ∆ρ and∇ρ vanish identically on U.We compute that ∫U ′ ∇(ρf1)∇(ρf2) =
(2.12) −
∫
U ′
ρf1∆(ρf2) = λ2
∫
U ′
ρ2f1f2 − 2
∫
U ′
ρ∇ρf1∇f2 −
∫
U ′
ρf1∆ρf2
and
∫
U ′ ∇(ρf1)∇(ρf2) =
(2.13) −
∫
U ′
ρf2∆(ρf1) = λ1
∫
U ′
ρ2f1f2 − 2
∫
U ′
ρ∇ρf2∇f1 −
∫
U ′
ρf2∆ρf1.
This gives the inequality∣∣∣∣2∫
U ′
∇(ρf1)∇(ρf2)− (λ1 + λ2)
∫
U ′
ρ2f1f2
∣∣∣∣ ≤ ∫
U ′−U
|f1f2|
α2ε
+2
∣∣∣∣∫
U ′−U
ρ∇ρ∇(f1f2)
∣∣∣∣
(2.14) ≤ α−2ε
(∫
V
|f1f2|+ 2
∫
V
|f1f2|
)
≤ α2/3−3ε,
which follows from integration by parts and the Schwarz inequality. Ex-
panding,∫
U ′
|∇(ρf2 + aρf1)|2 − λ2
∫
U ′
(ρf2 + aρf1)
2 = I + II + III,
where
I =
∫
U ′
|∇ρf2|2 − λ2
∫
U ′
ρ2f22 , II = a
2
(∫
U ′
|∇ρf1|2 − λ2
∫
U ′
ρ2f21
)
,
and
III =
∫
U ′
2a(∇ρf1)(∇ρf2)− λ2
∫
U ′
2aρ2f1f2.
By (2.11),
(2.15) I ≤ α2/3−3ε.
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To estimate II, we note that λ1 ≤ λ2 so that
(2.16) II ≤ a2
(∫
U ′
|∇ρf1|2 − λ1
∫
U ′
ρ2f21
)
≤ a2α2/3−3ε,
which follows from (2.11).
Note that by the orthogonality of f1 and f2 and the Schwarz inequality,
(2.17)
∣∣∣∣∫
U ′
ρ2f1f2
∣∣∣∣ = ∣∣∣∣∫
ABE
(1− ρ2)f1f2
∣∣∣∣ ≤ ∣∣∣∣∫
V
f1f2
∣∣∣∣ ≤ α2/3−ε.
By (2.14), (2.17), and adding and subtracting λ1
∫
U ′ aρ
2f1f2, we estimate
III,
III ≤ |a|
∣∣∣∣2 ∫
U ′
(∇ρf1)(∇ρf2)− (λ1 + λ2)
∫
U ′
ρ2f1f2
∣∣∣∣+|a|(λ2−λ1) ∣∣∣∣∫
U ′
ρ2f1f2
∣∣∣∣
(2.18) ≤ |a|(α2/3−3ε + (λ2 − λ1)α2/3−ε).
By (2.17), and since
∫
U ′ f
2
i ≥ 1− α2/3−ε,
(2.19)
∫
U ′
(ρf2 + aρf1)
2 ≥ (1 + a2)(1− α2/3−ε)− 2|a|α2/3−3ε.
We now estimate the Rayleigh quotient for ρf2 + aρf1 using (2.15), (2.16),
(2.18), and (2.19)
λ2(U
′) ≤ λ2 + α
2/3−3ε + a2α2/3−3ε + |a|α2/3−3ε + |a|(λ2 − λ1)α2/3−ε
(1 + a2)(1− α2/3−ε)− 2|a|α2/3−3ε ,
which shows that
λ2(U
′) ≤ λ2 + α2/3−3ε + (λ2 − λ1)α2/3−ε.
2.2.3. Gap estimate. Using our estimates for λi(U
′),
λ2 − λ1 ≥ λ2(U ′)− λ1(U ′)− α2/3−3ε + (λ2 − λ1)α2/3−ε − α2/3−3ε.
We then have
(λ2 − λ1) ≥ 1
1− α2/3−ε
(
λ2(U
′)− λ1(U ′)
)− α2/3−3ε,
which shows that
λ2 − λ1 ≥ (λ2(U ′)− λ1(U ′))−O(α2/3−3ε).
By the main theorem of [31], since the diameter of U ′ is at most 4αε,
λ2(U
′)− λ1(U ′) ≥ pi
2
64α2ε
,
which shows that
λ2 − λ1 ≥ Cα−2ε
and is therefore unbounded as α→ 0. We have shown that for any triangle
with one or two small angles, ξ(T ) becomes unbounded as the small angle(s)
collapse. 
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3. Collapsing polygonal domains
Some readers may find our results for collapsing triangles counterintuitive
because of the familiar example of collapsing rectangles. For triangles, the
collapse is not uniform; points opposite the longest side collapse at different
rates. Points near the vertex opposite the longest side collapse “more slowly”
in some sense than points near the smallest angle. For general polygonal
domains, there is a subtle relationship between uniformity of collapse and
the behavior of the gap.
Theorem 4. Let {Qn}n∈N be convex m-gons in {(x, y) ∈ R2 : x, y ≥ 0}.
Assume the longest side of Qn, denoted Sn = {(x, 0) : 0 ≤ x ≤ 1}. Let the
height hn of Qn be defined by
(3.1) hn := inf{b : ∃a > 0 such that Qn ⊂ [0, a]× [0, b]},
and assume hn → 0 as n→∞.
(1) If there exist rectangles Rn = [0, An]× [0, hn] ⊃ Qn ⊃ rn = [0, an]×
[0, bn] and a constant ε > 0 such that an ≥ ε for all n ∈ N and
hn
bn
= 1 + o(h2n) as n→∞,
then ξ(Qn) is bounded as n→∞.
(2) If there exists a convex inscribed polygon Un ⊂ Qn for which the
following conditions are satisfied, then ξ(Qn)→∞ as n→∞.
(a) The diameter of Un → 0 as n→∞.
(b) The longest side Σn of Un is contained in Sn.
(c) The height of Un = hn.
(d) The height of Vn := Qn−Un, satisfies hn−h(Vn) ∼ hδn for some
δ ∈ (0, 2/9).
3.1. Proof of Theorem 4: bounded gap. The first case follows from
domain monotonicity estimates:
λ2(Qn)− λ1(Qn) ≤ λ2(rn)− λ1(Rn).
We may assume, since bn ≤ hn → 0 that an ≥ bn. Then
λ2(rn)− λ1(Rn) = pi2
(
h2n − b2n
h2nb
2
n
+
4
a2n
− 1
A2n
)
.
Since Qn ⊂ Rn, An ≥ 1, and by assumption an is also bounded below. Thus
ξ(Qn) =≤ d(Q2n)pi2
(
(hn/bn)
2 − 1
h2n
+
4
a2n
− 1
A2n
)
.
The diameter d(Qn)→ 1 as n→∞ and by the assumption on bn it follows
that ξ(Qn) is bounded as n→∞.
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A B C D E
F
H
J
K
L
Figure 4. Schematic diagram of collapsing polygon with
unbounded gap.
3.2. Proof of Theorem 4: unbounded gap. We generalize our estimates
for arbitrary collapsing triangles. Let U ′ ⊃ U be a convex inscribed polygon
so that one side Γ of U ′ satisfies S ⊃ Γ ⊃ Σ and |Γ−Σ| = hδ, where δ ∈ (0, 1)
will be specified later. We can define such an inscribed polygon since the
diameter of U → 0, and the length of the longest side of Q → 1. Note
that with these hypotheses the diameter of U ′ → 0 as h→ 0. Let fi be the
eigenfunction for Q with eigenvalue λi, for i = 1, 2. By convexity, Q contains
an inscribed right triangle T of height h = ht(U) and base at least |S|/2,
where |S| is the length of the longest side of Q. Scale Q so that the base of
T is one; no generality is lost in showing ξ is unbounded. For illustration, in
Figure 4, Q = AEFJL, T = JCE, h = |JC|, and U = JKBDH. Assume
fi are normalized so that∫
Q
f2i = 1, and let
∫
V
f2i = βi, i = 1, 2.
In the following arguments we shall absorb all constant factors independent
of h into a constant factor of 1.
By the one dimensional Poincare´ inequality,∫
V |∇fi|2∫
V f
2
i
≥ pi
2
(ht(V ))2
,
and ∫
U |∇fi|2∫
U f
2
i
≥ pi
2
(ht(U))2
,
∫
U ′ |∇fi|2∫
U ′ f
2
i
≥ pi
2
(ht(U))2
,
since U and U ′ have the same height. For h ≈ 0, the measure of the smallest
angle of T ∼ h = ht(U). By domain monotonicity
λi(Q) ≤ λ2(T ) ≤ λ2(S) = pi
2
(ht(U))2
+
c1
(ht(U))4/3
+O(ht(U)−1),
where S is a sector of the same opening angle as T which is contained in T
and has radius bounded below by a fixed constant. Estimating βi as we did
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for triangles,
βipi
2
(ht(V ))2
+
pi2(1− βi)
(ht(U))2
≤
∫
V
|∇fi|2 +
∫
U
|∇fi|2 = λi = λ2(T )
≤ pi
2
(ht(U))2
+
c1
(ht(U))4/3
+O(ht(U)−1).
This gives the following estimate for βi,
(3.2) βi ≤ ht(U)
2/3ht(V )2
ht(U)2 − ht(V )2 , i = 1, 2.
Since by assumption h = ht(U) − ht(V ) ∼ h1+δ for some δ ∈ (0, 2/9), It
follows that
(3.3) β ≤ h2/3−δ.
Let
(3.4) ε =
2
3
− δ.
3.2.1. Estimates for λ1. Define the cut-off function ρ as in (2.6) so that,
|∇ρ| ≤ h−δ, |∆ρ| ≤ h−2δ.
Using the test function ρf1 in the Rayleigh quotient for U
′, by (2.10),
(3.5) λ1(U
′) ≤ λ1(Q) + β
h2δ(1− β) ≤ λ1(Q) + h
ε−2δ.
3.2.2. Estimates for λ2. Since the function ρf2 is not a` priori admissible as
a Rayleigh quotient test function for λ2(U
′) we again modify it to make it
orthogonal to the first eigenfunction on U ′. So, we consider the test function
ρf2 + aρf1.
Using (2.10), we estimate∣∣∣∣∫
U ′
|∇(ρfi)|2 − λi
∫
U ′
ρ2f2i
∣∣∣∣ ≤ 12
∣∣∣∣∫
U ′
∆ρ2f2i
∣∣∣∣+ ∫
U ′
|ρ∆ρ|f2i ,
(3.6) ≤ h−2δ
∫
U ′−U
f2i ≤ h−2δ
∫
V
f2i ≤ hε−2δ,
since ∆ρ and ∇ρ vanish identically on U. By (2.12) and (2.13),∣∣∣∣2 ∫
U ′
∇(ρf1)∇(ρf2)− (λ1 + λ2)
∫
U ′
ρ2f1f2
∣∣∣∣ ≤ ∫
U ′−U
|f1f2|
h2δ
+2
∣∣∣∣∫
U ′−U
ρ∇ρ∇(f1f2)
∣∣∣∣
(3.7) ≤ h−2δ
(∫
V
|f1f2|+ 2
∫
V
|f1f2|
)
≤ hε−2δ,
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which follows from integration by parts and the Schwarz inequality. Ex-
panding,∫
U ′
|∇(ρf2 + aρf1)|2 − λ2
∫
U ′
(ρf2 + aρf1)
2 = I + II + III,
where
I =
∫
U ′
|∇ρf2|2 − λ2
∫
U ′
ρ2f22 , II = a
2
(∫
U ′
|∇ρf1|2 − λ2
∫
U ′
ρ2f21
)
and
III =
∫
U ′
2a(∇ρf1)(∇ρf2)− λ2
∫
U ′
2aρ2f1f2.
By our calculations for triangles, our estimate for β, and the estimates (3.6)
and (3.7),
(3.8) I ≤ hε−2δ,
(3.9) II ≤ a2hε−2δ, and
(3.10) III ≤ |a|(hε−2δ + (λ2(Q)− λ1(Q))hε−2δ).
Moreover,
(3.11)
∫
U ′
(ρf2 + aρf1)
2 ≥ (1 + a2)(1− hε)− 2|a|hε−2δ.
Using these estimates, we estimate the Rayleigh quotient for ρf2 + aρf1,
(3.12)
λ2(U
′) ≤ λ2(Q) + h
ε−2δ + a2hε−2δ + |a|(hε−2δ + (λ2(Q)− λ1(Q))hε−2δ)
(1 + a2)(1− hε)− 2|a|hε−2δ .
By considering the behavior as h→ 0,
λ2(U
′) ≤ λ2(Q) + hε−2δ + hε−2δ(λ2(Q)− λ1(Q)).
3.2.3. Gap estimate. Using our estimates for λi(U
′),
λ2(Q)− λ1(Q) ≥ λ2(U ′)− λ1(U ′)− hε−2δ + (λ2(Q)− λ1(Q))hε−2δ,
which shows that
(3.13) λ2(Q)− λ1(Q) ≥ λ2(U
′)− λ1(U ′)
1− hε−2δ − h
ε−2δ.
Since
ε = 2/3− δ, δ < 2/9,
it follows that
ε− 2δ = 2/3− 3δ > 0.
By hypothesis on U and definition of U ′, the diameter of U ′ vanishes as
h→ 0, so (3.13) and the main theorem of [31] imply
λ2(Q)− λ1(Q)→∞, as h→ 0.

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Remark 2. This technical theorem shows that the gap function is sensitive
to the rate at which boundary points collapse to the base, which in two
dimensions is a fixed segment. We shall demonstrate in the following section
that the same phenomenon is true for domains in Rn under one dimensional
collapse.
4. The general case
In this section, we prove the general compactness theorem: under one
dimensional collapsing, the compactness theorem is true for any convex do-
main.
Proof of Theorem 3. In what follows, the constant C is independent of δ
and ε but may be different from line to line and within the same line. Let
u1, u2 be the two L2 normalized eigenfunctions of Ωε for the eigenvalues
λ1(Ωε), λ2(Ωε), respectively. Let
E(δ) = {x ∈ E | h(x) > σ − δ};
U(δ) = (E(δ)× R) ∩ Ωε;
V (δ) = Ωε\U(δ)
For i = 1, 2, by the 1-dimensional Poincare´ inequality, we have
(4.1) λi(Ωε) =
∫
Ωε
|∇ui|2 ≥ pi
2
(σ − δ)2ε2
∫
V (δ)
u2i +
pi2
σ2ε2
(
1−
∫
V (δ)
u2i
)
.
On the other hand, Ωε contains a cylinder of height (σ − δ2) over E(δ2).
Thus we have
(4.2) λi(Ωε) ≤ λi(U(δ2)) ≤ λi(E(δ2)) + pi
2
(σ − δ2)2ε2 .
Let x0 be the maximum point of h(x). Then by the Lipschitz continuity
of h there is a constant C, such that
E(δ2) ⊃ Bx0(Cδ2).
Therefore, we have
λi(E(δ
2)) ≤ Cδ−4.
Combining the above inequality with with (4.1), (4.2), we have
pi2
(σ − δ)2ε2
∫
V (δ)
u2i +
pi2
σ2ε2
(
1−
∫
V (δ)
u2i
)
≤ C
δ4
+
pi2
(σ − δ2)2ε2 ,
and hence we have ∫
V (δ)
u2i ≤ C(δ +
ε2
δ5
).
We choose δ = ε1/3. Then we have
(4.3)
∫
V (δ)
u2i ≤ Cε1/3.
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Let ρ be a cut-off function which vanishes outside Bx0(Cδ
2/2) with |∇ρ| ≤
Cδ−2 = Cε−2/3. Then since u1 is orthogonal to u2, we have
(4.4)
∣∣∣∣∣
∫
U(δ)
ρ2u1u2
∣∣∣∣∣ ≤ Cε1/3.
Let
ψ = u2/u1
and let
α =
∫
U ψu
2
1∫
U u
2
1
, ψ˜ = ψ − α.
Let µ be the first Neumann eigenvalue of U with respect to the weight
−2 log u1. This is with respect to the Bakry-E´mery Laplace operator
∆ + 2∇ log u1 · ∇·,
with respect to the weighted L2 norm e2 log u1dV = u21dV , see [26] for more
details. Then by the variational principle, we have
µ ≤
∫
U |∇ψ|2u21∫
U ψ˜
2 u21
≤
∫
Ωε
|∇ψ|2u21∫
U ψ˜
2 u21
=
λ2(Ωε)− λ1(Ωε)∫
U ψ˜
2 u21
.
By the above estimates for the eigenfunctions on V we obtain that for ε
sufficiently small,
µ ≤ 2(λ2(Ωε)− λ1(Ωε)).
By using the same proof as in [2], we obtain (with the modulus of con-
vexity of log u1 being 0 on U)
µ ≥ pi2/d(U)2,
which completes the proof.

Remark 3. The assumption of the theorem, that the diameter of U(δ) goes
to zero as δ → 0 is necessary. If h(x) is constant, then Ωε is a cylinder over
E. In this case, the gap converges to the gap of E. More generally, if h(x)
is constant in a neighborhood of its maximum point, then we expect that
the gap remains bounded.
The settings of Theorem 3, [4], and [12] all require the existence of a fixed,
convex function h (with the appropriate regularity, in our case Lipschitz
continuous) such that, in two dimensions the collapsing domains are
(4.5) Ωε = {(x, y) | 0 ≤ x ≤ 1, y ≤ εh(x)}.
Since h is a fixed function, Theorem 3 cannot be applied to the cases we
considered in §2 and §3 above. Those cases correspond to a family of domains
Ωε = {(x, y) | 0 ≤ x ≤ 1, y ≤ hε(x)},
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where {hε} is a one-parameter family of Lipschitz continuous convex func-
tions on [0, 1] such that
lim
ε→0
hε(x)→ 0, ∀x ∈ [0, 1].
For general collapsing geometry, there does not always exist a fixed function
h such that the collapse is described by a family of domains as in (4.5). We
expect that for one or higher dimensional collapse, the gap either converges
to the gap of the base domain, or it diverges, and that this is determined
by the uniformity with which hε(x) → 0 for different points x in the base
domain.
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