Abstract. We present a new algorithm for unbound (real life) docking of molecules, whether protein-protein or protein-drug. The algorithm carries out rigid docking, with surface variability/flexibility implicitly addressed through liberal intermolecular penetration. The high efficiency of the algorithm is the outcome of several factors: ( ) focusing initial molecular surface fitting on localized, curvature based surface patches; ( ) use of Geometric Hashing and Pose Clustering for initial transformation detection; ( ) accurate computation of shape complementarity utilizing the Distance Transform; ( ) efficient steric clash detection and geometric fit scoring based on a multi-resolution shape representation; and ( ) utilization of biological information by focusing on hot spot rich surface patches. The algorithm has been implemented and applied to a large number of cases.
Introduction
Receptor-ligand interactions play a major role in all biological processes. Knowledge of the molecular associations aids in understanding a variety of pathways taking place in the living cell. Docking is also an important tool in computer assisted drug design. A new drug should fit the active site of a specific receptor. Although electrostatic, hydrophobic and van der Waals interactions affect greatly the binding affinity of the molecules, shape complementarity is a necessary condition. The docking problem is considered difficult and interesting for a number of reasons. The combinatorial complexity of the possible ways to fit the surfaces is extremely high. The structures of the molecules are not exact, containing experimental errors. In addition, molecules usually undergo conformational changes upon association, known as induced fit. Docking algorithms must be tolerant to those difficulties, making the docking task one of the most challenging problems in structural bioinformatics.
There are two instances in the docking task -'bound' and 'unbound'. In the 'bound' case we are given the co-crystallized complex of two molecules. We separate them artificially and the goal is to reconstruct the original complex. No conformational changes
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are involved. Successful application of an algorithm to 'bound' docking cases is necessary to test its validity, yet it does not ensure success in the real-life 'unbound' docking prediction, where we are given two molecules in their native conformations. In this case the docking algorithm should consider possible conformational changes upon association. Most of the docking algorithms encounter difficulties with this case, since shape complementarity is affected [14] .
The goal of docking algorithms is to detect a transformation of one of the molecules which brings it to optimal fit with the other molecule without causing steric clash. Naturally, optimality here depends not only on geometric fit, but also on biological criteria representing the resulting complex stability. Molecular docking algorithms may be classified into two broad categories: ( ) brute force enumeration of the transformation space; ( ) local shape feature matching.
Brute force algorithms search the entire 6-dimensional transformation space of the ligand. Most of these methods [33, 30, 31, 32, 11, 2, 3] use brute force search for the 3 rotational parameters and the FFT (Fast Fourier Transform, [19] ) for fast enumeration of the translations. The running times of those algorithms may reach days of CPU time. Another brute force algorithm is the 'soft docking' method [17] that matches surface cubes. There are also non-deterministic methods that use genetic algorithms [18, 12] .
Local shape feature matching algorithms have been pioneered by Kuntz [20] . In 1986 Connolly [6] described a method to match local curvature maxima and minima points. This technique was improved further in [23, 24] and was also applied to unbound docking [25] . Additional algorithms that employ shape complementarity constraints, when searching for the correct association of molecules were also developed [21, 13, 10] . Some algorithms are designed to handle flexible molecules [28, 27, 9] .
Our method is based on local shape feature matching. To reduce complexity we, first, try to detect those molecular surface areas which have a high probability to belong to the binding site. This reduces the number of potential docking solutions, while still retaining the correct conformation. The algorithm can treat receptors and ligands of variable sizes. It succeeds in docking of large proteins (antibody with antigen) and small drug molecules. The running times of the algorithm are of the order of seconds for small drug molecules and several minutes for large proteins. In addition, we improve the shape complementarity measure, making the function more precise and reducing the complexity of its computation.
Methods
Our docking algorithm is inspired by object recognition and image segmentation techniques used in computer vision. We can compare docking to assembling a jigsaw puzzle. When solving the puzzle we try to match two pieces by picking one piece and searching for the complementary one. We concentrate on the patterns that are unique for the puzzle element and look for the matching patterns in the rest of the pieces. Our algorithm employs a similar technique. Given two molecules, we divide their surfaces into patches according to the surface shape. These patches correspond to patterns that visually distinguish between puzzle pieces. Once the patches are identified, they can be superimposed using shape matching algorithms. The algorithm has three major stages:
1. Molecular Shape Representation -in this step we compute the molecular surface of the molecule. Next, we apply a segmentation algorithm for detection of geometric patches (concave, convex and flat surface pieces). The patches are filtered, so that only patches with 'hot spot' residues are retained [15] . 2. Surface Patch Matching -we apply a hybrid of the Geometric Hashing [34] and Pose-Clustering [29] matching techniques to match the patches detected in the previous step. Concave patches are matched with convex and flat patches with any type of patches. 3. Filtering and Scoring -the candidate complexes from the previous step are examined. We discard all complexes with unacceptable penetrations of the atoms of the receptor to the atoms of the ligand. Finally, the remaining candidates are ranked according to a geometric shape complementarity score.
Molecular Shape Representation
Molecular Surface Calculation. The first stage of the algorithm computes two types of surfaces for each molecule. A high density Connolly surface is generated by the MS program [5, 4] . The calculated surface is preprocessed into two data structures: distance transform grid and multi-resolution surface (see Appendix). Those data structures are used in the scoring routines. In addition, the distance transform grid is used further in the shape representation stage of the algorithm. Next, a sparse surface representation [22] is computed. It is used in the segmentation of the surface into geometric patches.
The sparse surface consists of points nicknamed 'caps', 'pits' and 'belts', where each cap point belongs to one atom, a belt to two atoms and a pit to three atoms. These correspond to the face centers of the convex, concave and saddle areas of the molecular surface [22] . The gravity center of each face is computed as a centroid and projected to the surface in the normal direction.
Detection of Geometric Patches. The input to this step is the sparse set of critical points. The goal is to divide the surface to patches of almost equal area of three types according to their shape geometry: concavities, convexities and flats. We construct a graph induced by the points of the sparse surface. Each node is labeled as a 'knob', 'flat' or a 'hole' according to their curvature (see below). We compute connected components of knobs, flats and holes. Then we apply the split and merge routines to improve the component partitioning of the surface to patches of almost equal area.
Surface Topology Graph. Based on the set of sparse critical points, the graph
representing the surface topology is constructed in the following way:
The number of edges in the graph is linear, since each pit point can be connected by an edge to at most three caps and three belts. Each belt point is connected to two corresponding caps (see figure 2 (a) ).
Shape Function Calculation. In order to group the points into local curvature based patches we use the shape function defined in [6] . A sphere of radius is placed at a surface point. The fraction of the sphere inside the solvent-excluded volume of the protein is the shape function at this point. The shape function of every node in the graph is calculated. The radius of the shape function sphere is selected according to the molecule size. We use 6Å for proteins and 3Å for small ligands. As a result every node is assigned a value between 0 and 1. In previous techniques [23] points with shape function value less than ¦ , named 'knobs' and points with value greater than £ ¦ , named 'holes', were selected as critical points. All 'flat' points with function value between those two were ignored. As can be seen from the histogram of the shape function values of the trypsin molecule (PDB code 2ptn) in figure 1 , a large number of points are 'flats'. In fact about 70% of the points are flats and about 30% are knobs or holes. (These statistics are typical for other molecules as well.) Consequently, the problem was, that the number of matching sets of quadraples/triples/pairs of knobs versus holes was very low [6] . Here we sort the shape function values and find two cut-off values that split the nodes to three equal sized sets of knobs, flats and holes.
Simultaneously with the shape function calculation, the volume normal orientation is computed using the same probe sphere. The solvent-accessible part is defined as the complement of the solvent-excluded part of the probe sphere. Given a probe sphere we define the volume normal to be the unit vector at the surface point in the direction of the gravity center of solvent-accessible part. Patch Detection. The idea is to divide the surface of the molecule into non-intersecting patches of critical points. The geometric patch is defined as a connected set of critical points of the same type (knobs, holes or flats). By 'connected' we mean that points of the patch should correspond to a connected subgraph of
. To assure better matching of patches, they must be of almost equal sizes. For each type of points (knobs, flats, holes) the graphs
are constructed as subgraphs of
induced on the corresponding set of nodes.
The algorithm for finding connected components in a graph is applied to each of the three graphs. The output components are of different sizes, so split and merge routines are applied to achieve a better partition to patches. We present some definitions that are used below:
1. The geodesic distance between two nodes of the connected component is a weighted shortest path between them, where the weight of every edge is the Euclidian distance between the corresponding surface points. 2. The diameter of the component is defined as the largest geodesic distance between the nodes of the component. Nodes s and t that give the diameter are called diameter nodes. In case the diameter nodes are not unique we arbitrarily choose one of the pairs as the single diameter.
For each connected component we compute the diameter and it's nodes by running the APSP (All Pairs Shortest Paths [7] ) algorithm on the component. We use two thresholds for the diameter of the components as follows:
-If the diameter of the connected component is more than low patch thr and less than high patch thr, the component represents a valid geometric patch. -If the diameter of the connected component is larger than high patch thr the split routine is applied to the component. -If the diameter of the connected component is less than low patch thr the points of this component are merged with closest components.
Note that a connected component is not always a patch, since the component may be split to a number of patches or merged with other patches. . If the diameter of each new component is within the defined thresholds, the component is added to the list of valid patches, otherwise it is split again.
Merge routine. The goal is to merge points of small components with 'closest' big patches. Those points correspond to the components that are usually located between hole and knob patches, where surface topology changes quickly from concave to convex. For each point of small components we compute the geodesic distance to every valid patch using the Dijkstra [7] algorithm. The point is added to the closest patch.
At this stage most of the surface is represented by three types of patches of almost equal areas (see figure 2(b) ). Now, we attempt to detect those patches, which are most likely to appear in the binding sites of the molecules.
Detection of Active Sites. The success of the docking can be significantly improved by determining the active site of the molecules. Knowledge of the binding site of at least one molecule greatly reduces the space of possible docking interactions. There are major differences in the interactions of different types of molecules (e.g. enzymeinhibitor, antibody-antigen). We have developed filters for every type of interaction and focus only on the patches that were selected by the appropriate filter.
Hot Spot Filtering. A number of studies have shown that protein-protein interfaces have conserved polar and aromatic 'hot-spot' residues. The goal is to use the statistics collected [15, 16] in order to design a patch filter. The filter is supposed to select patches that have high probability of being inside the active site. Residue hot spots have experimentally been shown (via alanine scanning mutagenesis) to contribute more than 2 Kcal/mol to the binding energetics. In order to measure it, we compute the propensity of a residue in a patch
as the fraction of the residue frequency in 
Antibody-Antigen interactions: Detection of CDRs.
It is well known that antibodies bind to antigens through their hypervariable (HV) regions, also called complementaritydetermining regions (CDRs) [1] . The three heavy-chain and three light-chain CDR regions are located on the loops that connect the h strands of the variable domains. We detect the CDRs by aligning the sequence of the given antibody to a consensus sequence of a library of antibodies. The docking algorithm is then restricted to patches which intersect the CDR regions.
Surface Patch Matching
Given the patches of a receptor and a ligand, we would like to compute hypothetical docking transformations based on local geometric complementarity. The idea is that knob patches should match hole patches and flat patches can match any patch. We use two techniques for matching:
1. Single Patch Matching: one patch from the receptor is matched with one patch from the ligand. This type of matching is used for docking of small ligands, like drugs or peptides. 2. Patch-Pair Matching: two patches from the receptor are matched with two patches from the ligand. We use this type of matching for protein-protein docking. The motivation in patch-pair matching is that molecules interacting with big enough contact area must have more than one patch in their interface. Therefore matching two patches simultaneously will result in numerically more stable transformations. For this purpose we develop a concept of neighboring patches: two patches are considered as neighbors if there is at least one edge in
that connects the patches.
Both utilize the Computer Vision motivated Geometric Hashing [34] and Pose Clustering [29] techniques for matching of critical points within the patches. At first local features of the objects are matched to compute the candidate transformations that superimpose them. After matching of the local features a clustering step is applied to select poses (hypothetical transformations) with strong evidence, i.e. transformations consistent with a large enough number of matching local features. 
Generation of Poses.
We implement the matching step using Geometric Hashing [34] . There are two stages in the matching algorithm: preprocessing and recognition. We denote by a base a minimal set of critical features which uniquely defines a rigid transformation. A transformation invariant shape signature is calculated for each base. In the preprocessing stage, each base is stored in a hash-table according to its signature. In the recognition stage, the bases of the receptor are computed. The base signature is used as a key to the hash-table. For each ligand base found in the hash-table a candidate transformation that superimposes local features of the receptor and the ligand is computed.
We use two points
and their volume normals
as the base for transformation calculation [23] . The base signature
is defined as follows (see figure 3 ):
-The Euclidian and geodesic distance between the two points: Clustering Poses. Matching of local features may lead to multiple instances of 'almost' the same transformation (similar pose). Therefore, clustering is necessary to reduce the number of potential solutions. We apply two clustering techniques: clustering by transformation parameters and RMSD clustering. Clustering by transformation parameters is coarse but very fast, and is applied first. After the number of transformations is significantly reduced, we run RMSD clustering, which is more exact, but also much slower.
Filtering and Scoring
Since the transformation is computed by local matching of critical points within patches, it may result in unacceptable steric clashes between the receptor and ligand atoms. We should filter out all those transformations. In addition, we need to rank the rest of the solutions.
Steric Clashes Test.
In this stage the distance transform grid is extensively used. For each candidate transformation we perform the steric clash test as follows. The transformation is applied on the surface points of the ligand. Next we access the distance transform grid of the receptor with the coordinates of every surface point. If the distance is less than penetration threshold for each surface point, the transformation is retained for the next step, otherwise the transformation is disqualified.
Geometric Scoring. The general idea is to divide the receptor into shells according to the distance from the molecular surface. For example, in [23, 10] a receptor was divided into 3 shells and a grid representing them was constructed as follows: interior(I) grid voxels corresponding to interior atoms (no surface point generated for them), exterior(E) voxels for exterior atoms and surface(S) voxels for surface MS dots. The score of the transformation was a weighted function of ligand surface points in each range: S-4E-10I. We have generalized this approach and made it more accurate using a distance transform grid (see Appendix). Each shell is defined by a range of distances in the distance transform grid. Instead of using 3 shells we can use any number of shells and the score is a weighted function of the number of ligand surface dots in each shell. In the current algorithm implementation 5 shells are used: . Those algorithms provide very accurate filtering and scoring, but are also very slow, especially when high-density surface is used for the ligand. In order to speed-up this part of the program we use a multi-resolution molecular surface data structure (see Appendix). We construct two trees: one of high density using Connolly's MS Surface and the other of lower density, using the sparse surface [22] as the lowest level. The tree based on the sparse surface is used for the primary scoring of the transformations. The tree based on the denser MS surface is used for penetration (steric clash) check and for fine geometric scoring.
Given a set of candidate transformations from the matching step, we first check the steric clashes. Only transformations with 'acceptable' penetrations (less than 5Å) of the atoms are retained. These transformations are scored with the low density based tree. We select 500 high scoring transformations for every patch and re-score them using the high density surface.
The remaining transformations can be further re-ranked according to biological criteria.
Results and Discussion
It is not trivial to detect data to test unbound docking algorithms. Note that we need to know three structures. The structures of the two molecules to be docked as well as the structure of their complex, so that we could reliably test our prediction results. Thus, the maximal currently available benchmark contains only few tens of molecule pairs. Table 1 lists the 35 protein-protein cases from our test set. Our dataset includes 22 enzyme/inhibitor cases and 13 antibody/antigen cases. In 21 cases the unbound structures of both proteins were used in docking, in the other 14 cases the unbound structure for only one molecule was available. Our method is completely automated. The same set of parameters is used for each type of interactions. In the enzyme/inhibitor docking we match 'hole' patches of the enzyme with 'knob' patches of the inhibitor, since the inhibitor usually blocks the active site cavity of the enzyme. In the antibody/antigen docking we match all patch types, since the interaction surfaces are usually flat compared to enzyme/inhibitor. In addition we restrict our search to the CDRs of the antibody.
The final results are summarized in table 2. All the runs were made on a PC workstation (Pentium c | II 500 MHz processor with 512MB internal memory). First, we present the results for the bound cases. As can be seen the correct solution was found for all the cases. In 31 out of the 35 examples, the lowest RMSD achieved is below 2Å. The first ranked result is the correct one in 26 cases. In other 9 cases the correct solution is ranked among the first 30 results. Columns 4 and 5 describe the steric clashes that occur when the unbound structures are superimposed on the bound complex. It shows the extent of shape complementarity in every example. Column 4 lists the maximal penetration of the ligand and receptor surfaces into each other. In some cases it is more than 5Å. Column 5 lists the number of residues of the receptor and the ligand respectively that cause deep steric clashes (more than 2.2Å surface penetration). The number of those residues is more then 10 in 4 cases. In the unbound-bound cases the numbers are significantly lower, allowing us to reach better results. We do not list the penetration level for the bound complexes since the numbers are very small: the maximal surface penetration is below 2.5Å. In the results obtained for the unbound cases we succeeded in finding solutions with RMSD under 5Å in all but 3 cases. In those cases (PDB codes 1DFJ, 2SNI, 1DQJ) shape complementarity is affected by many side-chain movements. The rank is under 350 in 17 out of 22 enzyme/inhibitor cases and is under 1000 in 11 out of 13 antibody/antigen cases. The best ranked result for antibody Fab 5G9/Tissue factor is shown in figure 4(a) .
The program was tested on additional examples (Protein-DNA, Protein-Drug) which are not shown here. In figure 4 (b) we show one of these results.
The rank of the correct solution depends on a number of factors:
1. Shape complementarity -steric clashes introduce noise to the scoring functions, reducing the score and the rank of the correct solution. 2. Interface shape -it is much easier to find correct association in molecules with concave/convex interface (enzyme/inhibitor cases) rather than with flat interfaces (antibody/antigen cases). The shape complementarity is much more prominent in the concave/convex interfaces and therefore easier to detect. 3. Sizes of the molecules -the larger the molecules the higher the number of results. In our algorithm the division to patches and selection of energetic hot spots reduce the area of the matched surfaces, therefore the number of possible docking configurations is decreased and the ranking is improved.
Conclusions
We have presented a novel and highly efficient algorithm for docking of two molecules. While here we have shown results obtained by applying the algorithm to the docking of two protein molecules, the algorithm can be applied to receptor-drug cases as well (not shown here). The attractive running times of the algorithm and the high quality of the results compared to other state of the art method [26, 12, 3] are the outcome of several components. First, the algorithm divides the molecular surface into shape-based patches. This division addresses both the efficiency and at the same time, distinguishes between residue types (polar/non-polar) in the patches. Further, we make use of residue hot spots in the patches. Second, the method utilizes distance transform to improve the shape complementarity function. Third, it implements faster scoring, based on multiresolution surface data structure. Our improved shape complementarity function further contributes to the quality of the results. While here the docking is rigid, the utilization of the last three components enables us to permit more liberal intermolecular penetration (up to 5Å here). Table 2 . Results obtained for the test set. We list the PDB code of each complex, results for bound cases, level of penetration in the unbound complexes superimposed on bound and results for the unbound cases.
Best RMSD(Å) result. In the brackets is its rank in the list of the results for the patch it was found in.
Best ranking of the result with RMSD under 5Å among all the results.
Maximal penetration between the surfaces inÅ.
Number of residues that penetrate the surface with distance greater than 2.2Å for receptor and ligand respectively.
The running time of matching and scoring step for the unbound cases.
-shape function and volume Normal: A sphere of radius is placed at a given point . We count the ratio of negative grid voxels inside the sphere and the total number of sphere voxels. The volume normal is computed in the same manner. We compute the gravity center of the positive grid voxels inside the sphere. This sets the direction of the normal.
Multi-Resolution Surface
In order to support fast geometric scoring and filtering of the transformations, we construct multiresolution data structure for the ligand's surface dots. We build a surface tree, where each layer represents the ligand surface at a different resolution. This data structure allows us to work with very high MS surface density and to reduce greatly the number of queries in the receptor distance transform grid. The main idea is that if the point falls outside the interface, there is no need to check where the adjacent points fall.
Supported Queries.
-isPenetrating: Given a transformation and a penetration threshold we check whether the surface points of the ligand penetrate the surface of the receptor with more then the given threshold. -maxPenetration: Given a transformation find the maximum surface penetration.
-score: Given a transformation and a list of ranges, the goal is to count the number of lowest level surface points in each range. -interface: Selects the interface surface points for a given transformation. The output is all the nodes with the distance transform value less then interface threshold.
All the queries employ the DFS search with iterative implementation using a stack. The complexity of the queries is proportional to high level size + interface size.
