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ABSTRACT
This paper proposes a novel approach to pre-train encoder-decoder
sequence-to-sequence (seq2seq) model with unpaired speech and
transcripts respectively. Our pre-training method is divided into two
stages, named acoustic pre-trianing and linguistic pre-training. In
the acoustic pre-training stage, we use a large amount of speech to
pre-train the encoder by predicting masked speech feature chunks
with its context. In the linguistic pre-training stage, we generate
synthesized speech from a large number of transcripts using a single-
speaker text to speech (TTS) system, and use the synthesized paired
data to pre-train decoder. This two-stage pre-training method inte-
grates rich acoustic and linguistic knowledge into seq2seq model,
which will benefit downstream automatic speech recognition (ASR)
tasks. The unsupervised pre-training is finished on AISHELL-2
dataset and we apply the pre-trained model to multiple paired data
ratios of AISHELL-1 and HKUST. We obtain relative character
error rate reduction (CERR) from 38.24% to 7.88% on AISHELL-1
and from 12.00% to 1.20% on HKUST. Besides, we apply our pre-
trained model to a cross-lingual case with CALLHOME dataset. For
all six languages in CALLHOME dataset, our pre-training method
makes model outperform baseline consistently.
Index Terms— Pre-training, speech recognition, encoder-
decoder, sequence-to-sequence, text to speech
1. INTRODUCTION
There have been growing interests in building an end-to-end (E2E)
speech recognition system, which directly transduces an input se-
quence of acoustic features to an output sequence of tokens. Be-
cause of a single all-neural structure, E2E system has several ad-
vantages, including simpler training process and joint optimization
among components. Prominent E2E models include: (a) connection-
ist temporal classification (CTC) [1, 2], (b) attention based encoder-
decoder networks [3, 4, 5, 6, 7], and (c) recurrent neural network
transducer (RNN-T) [8].
Although E2E models are powerful, they still meet the issue
that training process is very hungry for human-transcripted super-
vised data. Unfortunately, the supervised data collection is a time-
consuming and expensive process, especially for speech-to-text data.
Comparing with supervised data, unpaired data (speech and text) is
much easier to collect. So a lot of unsupervised and semi-supervised
methods [9, 10, 11, 12] are proposed to easy the dependence.
Recently, the release of BERT (Bidirectional Encoder Represen-
tation from Transformer) provides us a new way to utilize unpaired
data by pre-training. BERT is a bidirectional variant of Transformer
networks trained to jointly predict a masked word from its con-
text and to classify whether two sentences are consecutive or not.
Then the pre-trained model can swiftly adapt for downstream tasks
by fine-tuning just one additional output layer. According to [13],
BERT can capture the structural information about language con-
tained in text-only data by pre-training and these semantic infor-
mation is helpful to downstream tasks. Intuitively, similar to text,
speech as another carrier of semantic information can be processed
in a similar way.
In this paper, we propose a two-stage unsupervised pre-training
for attention-based encoder-decoder framework. Two pre-training
stages are used to extract acoustic and linguistic information with
speech and transcripts respectively. In the first stage, we pre-train
the encoder with a large amount of unlabeled speech data. We mask
some continuous feature chunks in each sequence at random, and
use context of these masked feature chunks to predict them. With
this acoustic pre-training, encoder obtains a good initial parameters.
However the parameter of attention and decoder are still scratch.
This is why BERT is not well suited for tasks that require decoding
text, e.g, automatic speech recognition (ASR). To remedy this defi-
ciency, we turn to a second pre-training stage. In the second stage,
we generate speech for a large number of transcripts with a trained
text to speech (TTS) [14] system and use these synthesized data to
optimize the attention and decoder part. Although the acoustic in-
formation of synthesized data is monotonous, there is rich linguistic
information contained in these transcripts, which is useful for down-
stream ASR task.
All of our experiments are conducted on Transformer [7] be-
longing to encoder-decoder framework. After two-stage pre-training
with AISHELL-2 (remove test set of AISHELL-1), we apply the
pre-trained model to several downstream tasks. We obtain relative
character error rate reduction (CERR) from 38.24% to 7.88% on
the test set of AISHELL-1. For HKUST dataset, we obtain relative
CERR from 12.00% to 1.20%. In addition, we apply our pre-trained
model to CALLHOME dataset, which contains six low-source lan-
guages. Experiments demostrate obviously promoting effect on all
six languages, which indicates that our pre-training method works
well even if in a cross-lingual case.
2. RELATEDWORK
The most related work to this paper is BERT [15], which is a bidi-
rectional language representation model. BERT is trained to capture
useful representations by predicting masked tokens with their con-
text and classifying the relationship between two sentences. Thus
when fine-tuning on downstream tasks, model can converge faster
and better by using the learned representation than initializing with
scratch. As for ASR task, we propose a pre-training approach to
capture useful representaion contained in speech. Our pre-training
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policy is different from BERT mainly in two aspects: 1. We mask a
continuous feature vector sequence rather than discrete tokens. Un-
like text which can be broken into character or word units relatively
easily, speech features are continuous, and the neighboring frames
are similar. So only predicting discrete frames is too easy for neural
networks. 2. We don’t use the next sentence prediction mentioned
in [15]. Because the seq2seq system decodes one sentence at a time,
there is no needs to understand sentence relationships.
Another well-known pre-training technique is restricted Boltz-
mann machine (RBM), which is a particular type of Markov Random
Field (MRF) that has one layer of binary stochastic hidden units and
one layer of binary stochastic visible units [16]. Using RBM, deep
neural networks (DNN) can be pre-trained layer by layer in an unsu-
pervised way. Comparing our unsupervised pre-training with RBM-
based pre-training, there are three differences: 1. Our method uses a
joint optimization instead of a layer-by-layer way, which means our
pre-training process is simpler. 2. This paper utilizes both speech
and transcripts to conduct pre-training, while [16] only uses speech.
3. The framework is different. [16] only pre-trains acoustic model
in hybrid systems while this work pre-trains the whole E2E model.
3. UNSUPERVISED PRE-TRAINING
In this paper, we use Transformer as the study platform to investigate
our unsupervised pre-training method, which consists of two stages
named acoustic pre-training and linguistic pre-training. This sec-
tion discusses the details of the two-stage pre-training method. As a
attention-based encoder-decoder model, Transformer can be divided
into three parts, that is, encoder, decoder and attention. The acous-
tic pre-training aims to integrate useful representation contained in
speech into encoder by predicting some masked feature chunks in
speech feature sequence. In the linguistic pre-training, we use a
trained TTS system to generate speech from a large number of tran-
scripts. Using these synthesized paired data, decoder can obtain rich
linguistic information. Fig. 1 illustrates the details of our unsuper-
vised pre-training method.
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Fig. 1. A schematic representation of our unsupervised pre-training
method
3.1. Acoustic pre-training
The left side of Fig. 1 illustrates the acoustic pre-training. To pre-
train the encoder, we mask some continuous feature sequences of
input x = (x1, x2, ..., xT ) along the time steps. The size and posi-
tion of these masked feature chunks are sampled randomly. We set
the masked value in chunks to zero, and only predict these masked
features rather than reconstruct the entire input. The details of our
strategy which is used to create masked feature sequence for each
sentence are shown as follows:
• K masked chunks: We mask K feature chunks, which are
represented with dashed box in the left side of Fig. 1. Firstly,
K time points are chosen along the time steps (0, T ) as the
centers of these feature chunks for each sentence. T is the
length of the whole feature sequence. And chunk size w is
sampled from a uniform distribution from 0 to W . Here W
represents the max length that can be masked during training.
ci ∼ uniform(0, T ), i ∈ (1, 2, ...,K) (1)
w ∼ uniform(0,W ) (2)
We denote the indexes of feature vectors in the i-th masked
feature chunk as fi:
si = max(0, ci − w), ei = min(ci + w, T ) (3)
fi = [si, ei], i ∈ (1, 2, ...,K) (4)
• 80% of the time: For each feaure chunk, there is an 80%
chance the values in chunk are masked to zero.
xt = 0, t ∈ fi (5)
• 20% of the time: The feature chunks are not always masekd.
There is a 20% chance the values in chunk stay the same. The
purpose of this is to bias the representation towards the actual
speech feature sequence.
The encoder reads a masked sequence of d-dimensional feature
vector x′ = (x′1, x′2, ..., x′T ), and transforms it to a higher-order
representation h = (h1, h2, ..., hT ). At the top of encoder, a extra
linear layer projects hidden feature to the same dimension as input
feature. This final output sequence can be regarded as a hypothesis
of input feature sequence, denoted as xˆ = (xˆ1, xˆ2, ..., xˆT ).
Instead of reconstructing the entire input, we only predict these
masked features. We use mean square error (MSE) loss to conduct
training.
Loss =
1
BK
B∑
b=1
K∑
i=1
∑
t∈fi
‖xb,t − xˆb,t‖2 (6)
Where the subscript (b) indicates the b-th example in a batch which
contains B examples. The fi is the indexes of feature vectors in the
i-th masked feature chunk.
3.2. Linguistic pre-training
ASR is a speech-to-text task, and seq2seq model consists of encoder
and decoder. Our acoustic pre-training which is used to pre-train
encoder is not enough for a encoder-deocder framework like Trans-
former. This section proposes a linguistic pre-training to remedy this
defect with a large number of transcripts.
A common approach to leverage text-only data is training a lan-
guage model (LM), and fusing the output of decoder and the pre-
trained LM. Deep fusion [17] and shallow fusion [18] are two ap-
proaches to integrate LM into E2E system. Although these fusion
approaches have shown improvement to E2E system, the drawback
of them is the extra LM increases complexity to the system. In this
paper, we use a trained TTS system to generate speech for a large
number of transcripts, which transfers text-only data to paired data.
Then we use these synthesized paired data to train a Transformer
whose encoder is initialized with acoustic pre-training mentioned in
the section 3.1. This supervised training uses cross entropy (CE)
loss, and backpropagation updates the whole model, including en-
coder, decoder and attention. The whole process is illustrated in the
middle of Fig. 1. This pre-traing stage aims to integrate linguistic
information into seq2seq system. Although the acoustic information
of these synthesized paired data is monotonous, the linguistic infor-
mation contained in these transcripts is rich.
Comparing our approach with extra LM [17, 18] and BERT
[15], using synthesized paired data to integrate linguistic infor-
mation mainly has two advantages: 1. Decoder of transformer
stacks identity blocks which contain three sublayers, that is, self-
attention, encoder-decoder attention and feed forward network.
BERT-initialized decoder can only initialize two sublayers, and the
encoder-decoder attention is still initialized randomly. However the
encoder-decoder attention represents the alignment between speech
and text. Supervised training with synthesized paired data can help
system to capture the linguistic information and alignment between
speech and text simultaneously. 2. The supervised training with syn-
thesized paired data integrates linguistic information into decoder of
Transformer without extra LM, which leads to a more simple model
structure and reduces the complexity of system.
3.3. In-domain Post-training
Using our unsupervised pre-training, seq2seq model extracts rich
acoustic and linguistic representation that are useful to downstream
ASR tasks. After pre-training, seq2seq model still needs fine-tuning
with in-domain paired data. On the right side of Fig. 1, we illustrate
this post-training process. In this stage, supervised training is con-
ducted by CE loss and model is initialized with the average of last
checkpoints in linguistic pre-training. The softmax layer is reinitial-
ized randomly, and the number of output units depends on training
set. During fine-tuning, we update the parameters of encoder, de-
coder and attention simultaneously.
4. EXPERIMENTS
4.1. Data Sets
We evaluate our approach on four public ASR datasets, that is,
AISHELL-2 [19], AISHELL-1 [20], HKUST [21] and CALL-
HOME [22]. AISHELL-2, a Mandarin ASR dataset, which contains
about 1000 hours speech-to-text data, is used to conduct our un-
supervised pre-training. It should be noted that AISHELL-1 is
a subset of AISHELL-2. We remove these sentences appearring
in the test set of AISHELL-1 from AISHELL-2. The rest paired
data of AISHELL-2 is splitted into speech and transcripts, which
are used to conduct our acoustic and linguistic pre-training respec-
tively. AISHELL-1, a 178 hours speech dataset, performs as paired
in-domain data for supervised post-training. Because of inclusive
relationship between AISHELL-1 and AISHELL-2, AISHELL-1 is
used to simulate the case that the distribution of pre-training data
and in-domain data is almost consistent. HKUST is a spontaneous
speech corpus (201 hours), whose distribution is quite different
from AISHELL-2. CALLHOME is a multi-language dataset, which
contains six languages including Mandarin (MA), English (EN),
Japanese (JA), Arabic (AR), German (GE) and Spanish (SP). The
details of this dataset can be found in [22]. We use CALLHOME
dataset to explore the effect of our approach on a cross-langual case.
The synthesized data used in the linguistic pre-training stage is
generated from 99392 transcripts (remove 7176 transcripts in the
test set of AISHELL-1) in AISHELL-2, and the duration of synthe-
sized audio is up to 800 hours. The structure and training details of
the speech synthesis system can be found in [14].
4.2. Modeling and training
All the acoustic features used in this paper are 80-dimensional log-
Mel filter-bank features, computed with a 25 ms window and shifted
every 10 ms. The raw features are normalized via mean subtraction
and variance normalization per speaker side. Before sending into
model, the features are firstly stacked with 3 frames to the left and
then down-sampled to 33.3 Hz frame rate. We mask stacked 320
fbank feature sequence with K = 2 and W = 10.
Transformer used in this paper contains 6 encoder and 6 de-
coder blocks, with a per-block configuration of dmodel = 512,
16 attention heads, and 2048 feed forward inner-layer dimension.
In the linguistic pre-training, we use 3961 characters appearing in
the AISHELL-2 and 4 extra tokens, including an unknown token
(<UNK>), a padding token (<PAD>), and sentence start and
end tokens (<S>/<\S>) as output units. In the post-training, the
softmax layer is reinitialized randomly. We use 4230 and 3896
characters plus 4 extra takens as output units for AISHELL-1 and
HKUST respectively. For CALLHOME dataset, we use word pieces
plus 4 extra tokens as output units. And the EN, MA, GE, AR, JA,
SP have 552, 3956, 567, 555, 3090, 568 output units respectively.
For more details of Transformer, we refer readers to [7].
During both pre-training and post-training we use the Adam op-
timizer with β1 = 0.9, β2 = 0.98, ε = 10−9 and alter the learning
rate over the course of training. In the linguistic pre-training and
post-training, the label smoothing of value εls = 0.1 is employed
[23]. And the last 20 checkpoints are averaged for inference. For
evaluation, we use beam search with a beam size of 13 and length
penalty α = 0.6. We use CER to evaluate all Chinese and Japanese
datasets in this paper, and word erro rate (WER) for other languages.
Our acoustic pre-training only uses speech of AISHELL-2 to
train the encoder of Transformer, which is stacked an extra full con-
nected (FC) layer that projects dimension of features to 320. After
the acoustic pre-training stage, we discard the extra FC layer and
only keep the parameters of encoder, denoted as M0. In linguistic
pre-training, we use the transcripts of AISHELL-2 to train a whole
Transformer whose encoder is initialized with M0. We denote this
model as M1. To conduct ablation study in the section 5.2, we apply
our linguistic pre-training to a Transformer initialized randomly and
denote this model as M2. In addition, we pre-train a Transformer
initialized randomly with real paired AISHELL-2, denoted as M3.
In the post-training, the softmax layer of models that are initialized
with M1, M2 and M3 is initialized randomly.
5. RESULTS
5.1. Comparison with baseline models
In this section, we evaluate our approach on AISHELL-1, whose dis-
tribution is consistent with AISHELL-2. We use 20 hours, 40 hours,
89 hours and 178 hours of AISHELL-1 as in-domain paired data for
post-training respectively. Table 2 summarizes the CER on the test
set of AISHELL-1. A0 is the baseline model initialized with scratch.
Initialized with our unsupervised pre-trained model (M2), A1 ob-
tains a relative CERR from 38.24% to 7.88% than baseline system
(A0) on the four ratios of AISHELL-1, which indicates that our un-
supervised pre-training benefits downstream ASR tasks. And it is
obvious that the smaller the amount of in-domain data is, the more
significant the improvement is. Besides, models initialized with our
unsupervised pre-training method converge consistently faster than
randomly initialized baseline. Fig. 2 illustrates the loss curve of 20
hours and 178 hours cases. In another two case, the loss curves
Table 1. CER[%]/WER[%] performance of our two-stage pre-training method on six languages of CALLHOME.
Exp Models EN MA JA SP GE AR
C0 scratch - - - - - -
C1 C0 + M1 50.55 49.33 46.41 62.08 57.03 56.62
are similar. Expertiments A4 are initialized with a supervised pre-
training model M3. If baseline system (A0) is a lower bounds of
our unsupervised pre-training, A4 can be regarded as upper bounds.
From A1 and A4, our unsupervised pre-training has been pretty close
to the supervised pre-training.
Table 2. CER[%] performance of our unsupervised pre-training
method on AISHELL-1.
Exp Models 10h 20h 89h 178h
A0 scratch 32.77 21.22 11.04 7.87
A1 A0 + M1 20.24 15.03 8.98 7.25
A2 A0 + M0 25.20 16.59 9.19 7.45
A3 A0 + M2 23.31 16.70 9.43 7.56
A4 A0 + M3 18.08 13.12 8.16 6.70
0 2000 4000 6000 8000 10000 12000
steps
0
1
2
3
4
5
6
7
lo
ss
(a) 20 hours
0 5000 10000 15000 20000 25000
steps
0
1
2
3
4
5
6
7
lo
ss
(b) 178 hours
Fig. 2. Loss curve of in-domain post-training with 20 hours and 178
hours of AISHELL-1 .
5.2. Ablation study
In this section, we use several ablation studies to demonstrate the
effect of acoustic and linguistic pre-training respectively. A2 and
A3 in the Table 2 eliminate the effects of linguistic pre-training
and acoustic pre-training respectively. A2 obtains relative CERR
from 23.10% to 5.34% with only acoustic pre-training and A3 ob-
tains relavtive CERR from 28.87% to 3.94% with only linguistic
pre-training. It means that two stages of unsupervised pre-training
can boost the downstream ASR task independently. And when the
amount of available paired data for ASR task is very small (10
hours), the linguistic pre-training is more useful than acoustic pre-
training. With the amount of paired data increasing, the acoustic
pre-training starts to play a more important role.
5.3. Mismatch case
The distribution of AISHELL-1 and AISHELL-2 is similar. But in
most case, the distribution of paired data used in post-training is
very different from the data used in pre-training procedure. In this
section, we evaluate our approach on one fourth, half, three fourths
and all of HKUST dataset respectively, which is very different from
AISHELL-2 used in pre-training. Comparing B1 with B0 in Table
3, we obtain relative CERR from 12.00% to 1.20%, which indicates
that our acoustic pre-training boosts downstream ASR task even if
there is mismatch between unpaired pre-training data and in-domain
data. The results of B3 is much worse than B1, and it indicates that
in such a case (there is distribution mismatch between pre-training
data and in-domain data), acoustic pre-training are more useful than
linguistic pre-training. Comparing B2 with B1, we find that linguis-
tic pre-training may bring negative effects when we have applyed
acoustic pre-training in such a mismatch case.
Table 3. CER[%] performance of our unsupervised pre-training
method on HKUST.
Exp Models 1/4 1/2 3/4 ALL
B0 scratch 43.09 33.46 30.18 26.56
B1 B0 + M0 37.92 31.80 29.49 26.24
B2 B0 + M1 38.05 32.07 29.28 26.32
B3 B0 + M2 40.29 33.16 30.10 26.51
5.4. Cross-lingual case
For some languages, even unlabeled data is hard to collect. In this
case, we may not have huge amount of speech to carry on our unsu-
pervised pre-training. Inspired by [24, 25], we consider to use un-
paired data from other language. In this section, we apply model pre-
trained with AISHELL-2 (M1) to six ASR tasks for six languages in
CALLHOME dataset. For all six languages, our baseline systems
without any pre-trained model (C0) don’t converge. Initialized with
M1, experiments C1 converge better cross all six languages. It indi-
cates that our unsupervised pre-training approach works well even if
the downstream ASR task is for a language which is different from
the one used in pre-training. We owe this improvement in the cross-
lingual case to the sharing occurring at a certain level of acoustic
units such as mono-phones or states [24, 25].
6. CONCLUSION
In this paper, we investigate the use of unpaired speech and tran-
scripts to conduct a two-stage unsupervised pre-training. Exper-
iments demonstrate that these models, which leverage large-scale
two-stage pre-training, outperform those that only used in-domain
data. And we verify the effectiveness of our approach when there is
mismatch between pre-training and post-training data. Furthermore,
we show that our pre-training method works well in the cross-lingual
case. In the future, we plan to apply our approach to larger datasets
and investigate more efficient unsupervied pre-training method.
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