We detail the use of simple machine learning algorithms to determine the critical Bose-Einstein condensation (BEC) critical temperature Tc from ensembles of paths created by path-integral Monte Carlo (PIMC) simulations. We quickly overview critical temperature analysis methods from literature, and then compare the results of simple machine learning algorithm analyses with these prior-published methods for one-component Coulomb Bose gases and liquid 4 He, showing good agreement.
I. INTRODUCTION
The path-integral description of quantum mechanics was first developed by Feynman, describing the probability amplitude for a system to go from an initial-time state to a final-time state as a sum over all possible trajectories from the initial state to the final state weighted by their corresponding action [1] . In terms of a system constituted of particles, the action includes the trajectories of the particles themselves, known as the kinetic action, as well as the equal-time interaction between particles, known as the potential action.
This description was subsequently extended to equilibrium finite-temperature systems. At finite-temperature, a system can be thought to be in the space R 3 × S 1 , where the Euclidean (imaginary) time dimension τ is periodic with length β = 1/T , the inverse temperature. This periodic time direction is sometimes known as the Matsubara circle. Feynman showed that, by calculating periodic path integrals for particles in Euclidean time, one can find the density matrix, and by extension the thermodynamics, of the system.
An early success of the finite-temperature path integral was to the phenomenon of Bose-Einstein condensation (BEC) in liquid helium [2, 3] , which is expressed physically as the 4 He atoms being in a superfluid state (long-range delocalization). At low temperatures, the paths are long, and a particle path can deviate further from the classical (straight) trajectory with less penalty in the action, compared to the same particle at hightemperatures. Feynman drew a connection between the appearance of "ring polymers" or "Bose clusters," permutation chains of the paths of bosons, and the appearance of a condensate (atoms in the superfluid state) at near-zero temperatures. When k bosonic paths are permuted, the particle path wraps k times around the Matsubara circle, each time ending up at the location of an-other boson at τ = 0, before returning to its original location. During such a trajectory, the position of the path in space can deviate far from its original location, which is the manifestation of the delocalization/superfluid phenomenon.
For a general interacting system, however, evaluation of the path integral is non-trivial, as the actions become complicated. As such, numerical techniques emerged as the primary avenue to tackle the problem. Numerical methods for quantum mechanics were pioneered by Creutz and Freedman [4] , and in the QCD community, for example, evaluation of finite-temperature path integrals on the lattice remains a fundamental method for understanding nuclear phenomena.
Path-integral Monte Carlo (PIMC) is another numerical technique for evaluating path integrals for many-body systems at finite temperature, with widespread use in the condensed matter and chemistry communities. Unlike lattice simulations, where all four coordinates (τ, x, y, z) are discretized, PIMC simulations are continuous (and periodic) in the spatial dimensions and only discretized in the imaginary-time direction. A full description of path-integrals and PIMC is outside of the scope of this work; a thorough review of the PIMC numerical technique and the theory behind it, as applied to liquid-4 He, can be found in Ref. [5] .
II. BENCHMARK ANALYSES
For BEC critical temperature analyses, the classic technique used in conjunction with PIMC is the finitesize scaling of the superfluid fraction, first described by Ceperley, Pollock, and Runge [6, 7] . In this method, the fraction of particles that are in a superfluid state is calculated for a range of temperatures around the critical temperature. The superfluid fraction at a particular temperature, found from an ensemble of path configurations, is given by where N is the number of particles, m is the mass of the particles, L the displacement vectors from a point in the simulation box to its periodic images, W the total winding number of paths in a particular configuration through/around the periodic simulation box, and . . . indicating an average over all path configurations. To clarify this for the reader, if a particle trajectory at τ = 0 is located at (x, y, z) and ends at its periodic image (x + nL x , y, z) at τ = β, it has a winding number of n ∈ (. . . , −1, 0, 1, . . .) in the x direction and 0 in y, z. W is then the sum of the winding numbers of all paths in a configuration; if one path has winding 1 in the x direction, and another has −1 in the x direction, the total W x = 0. One can either pick a direction, say x, to compute this quantity W 2 · L 2 ≡ n W 2 x,n L 2 x,n ; or compute an average over all directions W 2 · L 2 ≡ ( i,n W 2 i,n L 2 i,n )/3. The "amount" of long-range delocalization of a path can be measured by the number of times the path winds around the periodic simulation box, and thus is a proxy for the fraction of particles in the superfluid state (i.e. in the condensate). In an infinite system, one expects that, below the critical temperature, there will be an infinitelength permutation cycle allowing a non-zero winding number, while above T c , there is no such possibility. For a finite-but-periodic system, as is studied in numerical simulations, the hard cut-off is smeared out as particles only need to form a "long-enough" permutation chain to wind around the finite periodic box. Nevertheless, we can use finite-size scaling arguments to find the infinite-size limit for the transition temperature.
The superfluid fraction for particles in a periodic box of side-length L will scale as
for some function Q and t = (T − T c )/T c . Therefore, all functions of the form L ρs ρ (T, L) should cross at T = T c . Minor corrections to this scaling are given in Ref. [7] .
Another approach, formulated by D'Alessandro, D'Elia, and Shuryak for lattice simulations [8] , related the scaling of permutation-cycle statistics (i.e. the probability of finding a path permuted with k − 1 other paths in any given configuration state) to the critical temperature. The density of k-cycles ρ k is defined in terms of the probability of finding a particle in a k-cycle, and is given by
where N is the number of particles, V is the volume of the simulation box,μ ≡ µ/T is an effective chemical potential scaled by temperature, and f some decreasing function of k with form f (k) ∼ 1/k γ . The critical temperature is defined as where µ vanishes, indicating that the exponential suppression of the permutation cycles no longer exists, and it is the least "costly" in terms of the action for particles to permute. Theμs can be fit as a function of the temperature,
It was shown in Ref. [9] -see therein for a slightly more thorough overview of these analyses, as well -that both of these methods yield the same critical temperature for PIMC simulations of one-and two-component quantum Coulomb Bose gases, as well as for liquid 4 He.
We seek to compare simple machine learning approaches with the analysis methods outlined above. The superfluid fraction method requires at least three system sizes run at many temperatures below and above T c to accurately fit the superfluid fraction as a function of T and study the finite-size scaling. The permutation-cycle method, while requiring runs only above the critical temperature and of only one system size, requires parametertuning necessary to get a good fit for the data, in terms of choosing which k-cycles to use in the fits to extract µ at each temperature and which temperature ranges to use when fittingμ. Machine learning algorithms, when given a good training dataset, can analyze large amounts of data with minimal user input, and thus allow, possibly, for a more consistent method of analysis.
We will utilize the data from the simulations detailed in Ref. [9] in our comparison. In particular, we will study a one-component quantum Coulomb Bose gas, with particles of charge 1, inter-particle spacing 1 -which defines the box size as a function of number of particles -, mass 1, and with = 1 and k B = 1. In these units, the critical condensation temperature for a non-interacting gas of bosons is
Before getting to the machine learning analysis, we will give a quick example of the established methods. Let us focus on the case where the interaction between the particles is given by α/r 2 with α = 2. Using 30,000 independent path configurations using PIMC at each temperature in the range 1.6 . . . 5.1, we can extract average winding number and permutation statistics for each temperature. Fig. 1 shows the scaled superfluid fraction of three different system sizes of Coulomb-interacting particles with coupling α = 2 as a function of temperature. As stated earlier, the critical temperature is found where the scaled superfluid fraction curves intersect for systems of different number of particles. In this case, the temperature is found to be 3.42 ± 0.025, slightly higher than the noninteracting case; this deviation is expected [10] . Fig. 2a shows the density of k-cycles for k = 1 . . . 6 for the same system. As an example of the disappearing suppression of permutations, as temperature decreases, the density of k = 6 cycles levels off at around 3.3-3.5 and remains roughly constant down to low temperatures. Ideally, without numerical effects, all k-cycles would have a probability 1/N at zero temperature for a system of N particles. From these densities, at each temperature, one can find the scaled effective chemical potentialμ by fitting with Eq. 3 with γ = 2. The critical temperature, defined as whereμ vanishes, is found from fitting the above-T c portion of theμs, shown in Fig. 2b . This yields a critical temperature of 3.374 ± 0.06, almost identical to the prior method. See Ref. [9] for more discussion of the one-component Coulomb Bose gas, as well as application of these methods to a two-component Coulomb Bose gas and liquid-4 He.
III. MACHINE LEARNING ANALYSES
Finally, we can use machine learning on the same data. For this paper, we only use support-vector machine (SVM) classifiers [11] and do a simple optimization over model parameters. SVM classifiers essentially project an n-dimensional dataset onto an n + m-dimensional space, and finds a best-fit hyperplane that divides the data into two classifications. This choice of model and the parameters used can be tweaked in practice; we are simply trying to illustrate applicability of these approaches to this problem.
We train the classifier (with classifications of above and below T c ) on the non-interacting case, for which we know the analytic answer, to look for patterns in permutation cycles and winding number in condensed (below-T c ) and non-condensed states (above-T c ). Specifically, we can pass in ensemble-averaged statistics using a jackknifelike sampling method: we take our 30,000 ensembles for each temperature and randomly organize them in groups of 200 and generate averaged statistics. We will denote these ensemble-averaged statistics as "averaged configurations" in what is to follow. We now show two visualizations of the non-interacting 32-particle simulation data we are using as a training data set. Fig. 3 shows the distribution of below T c (blue) and above T c (red) ensemble averaged data projected onto the space of permutation-cycle probablilites. The plot labeled (2,3), for example, has the probability of a particle in a configuration being in a 2-cycle on the x-axis and the probability of a particle in a configuration being in a 3-cycle on the y-axis. Each averaged configuration is plotted as a function of these two probabilities. We can see that some pairs of permutation probabilities display a sharp separation in the critical temperature classification; in these, a simple classification scheme can be based on a line in that particular subspace. Other pairs of cycle probabilities have a more complex relationship. Fig. 4 shows correlations between temperature, winding, and permutation cycles. A few observations for this particular system of 32 particles:
1. Temperature is highly correlated with the presence of 1-and 2-cycles, and anti-correlated with cycles k > 5.
2. Temperature is heavily anti-correlated with winding.
3. Statistics of permutation cycles of a certain size are correlated with those of other permutation cycles with sizes similar (i.e. probabilities of 9-cycles and 10-cycles are correlated). correlation with k = 31, 32 cycles, when we know, in reality, that it should be highly anti-correlated with all large k.
Finite
The first two points directly correspond to the physics behind the two traditional methods of analysis. This kind of visualization can also aid with the standard permutation cycle method, as it can indicate what range of k to include in the fits.
We note that these observations specifically pertain to systems of 32 particles and the resulting machine learning model can only be applied to a system of the same size; when analyzing a system of N particles, one needs a baseline of N non-interacting particles.
We can now apply this model to the data analyzed above with the published methods. To do so, we take all of the averaged configurations at a particular temperature and allow the algorithm to classify each of them as above or below T c . An averaged configuration deemed to be below T c is assigned a 0 and one that is above a 1. Then, we average the classification results for that temperature to create an overall "probability" that the temperature is above the critical temperature. To make this explicit, if the classifier says that 1/200 of the averaged configurations at a particular temperature are below T c , that temperature is assigned 0.995, while if the classifier deems that 50/200 averaged configurations at a temperature are below T c , then that temperature is assigned a 0.25. We then fit this probability data as a function of Fig. 3 of Ref. [9] , and are ±0.03 for all of the machine learning model results. FIG. 5: Probability that a temperature is above the critical temperature for a system of 32 liquid helium particles, as classified by the machine learning algorithm.
temperature using the sigmoid function
with t = T − T c , to extract the critical temperature.
Using this method on the coupling α = 2 data studied above, the SVM classifier yields a result of 3.383 ± 0.03, which is within errors of the finite-size-scaling and permutation-cycle methods.
In Table I , we summarize results for the onecomponent quantum Coulomb Bose gas with a variety of couplings. We see excellent agreement between the established methods and the machine learning model for all coupling strengths studied.
As a final validation test of the method, we can use the machine learning algorithm to try to find the critical temperature for a system of 4 He particles at SVP; the established experimental value of T c for this system is 2.17 K. PIMC simulations run with 64 helium particles and analyzed with the superfluid fraction method give a critical temperature of 2.19±0.02 K [5] , which is the most accurate result possible when using the empirical twobody Aziz potential, while the permutation cycle method coupled with simulations of 128 particles gives 2.21±0.04 K [9] .
We use our pre-trained model, which only knows about the statistics of non-interacting bosons, on a system of 32 helium particles. The results of the classifier are shown in Fig. 5 . The fit to the data gives a final result of 2.23±0.03 K, which is within errors of the other methods.
IV. SUMMARY
We have shown how machine learning techniques can be used in conjunction with PIMC simulations to accurately find the Bose-Einstein condensation critical temperature of systems of interacting bosons. Machine learning techniques require far less input from the user, and can be quicker as well, as was the case for the analyses in this paper, while giving results that fall within statistical errors of well-established methods.
