Dependence on Initial Conditions.
Typical control applications involve strong damping, given reasonable performance requirements. For weakly damped cases, however, the appearance of steady-state limit cycle behavior is additionally complicated by a sensitive dependence on initial conditions. For low ␤, it can be seen that the controller-plant system may experience competing point and periodic attractors.
In Fig. 5 , a time-history plot of position error is presented for two sample trajectories with ␤ϭ0.250, ␥ϭ0.750, ⍀ϭ50.0, and ␣ϭ0.350. For an at rest initial condition of 30 degrees, or about half a radian, the oscillatory response decays to the desired target position. The same parameter set with an initial condition of 45 degrees, however, produces a steady-state limit cycle. Additional experimentation reveals that the target position is stable for an initial condition of 60 degrees, but that steady-state periodic motion occurs when the initial point is 90 degrees.
Variations in the initial velocity for conditions not at rest can be seen to produce a similar effect. As a result, the basins of attraction between the point and periodic attractor appear inter-twined in a nontrivial fashion. Although the basin boundaries do not appear fractal in structure, the sensitive dependence on initial conditions that results greatly impairs the predictability of the control response.
This onset of this unusual behavior appears as a precursor to a globally attracting limit cycle and is influenced not only by ␤ but also by ␣ and ⍀. As before, it can be seen that threshold values of the latter two for this regime of motion are inversely related, though in this case ⍀ may have dominant influence. A disturbance frequency of ⍀ϭ50.0 equates with less than 10 cycles per dimensionless unit time.
Conclusions
The results of this study demonstrate that a single degree-offreedom, PD controlled manipulator can dramatically, and precipitously, bifurcate from a globally asymptotically stable target state to a marginally stable, and unacceptable, limit cycle under timeperiodic, parametric excitation such as delivered by vibrations transmitted through the base support. This can occur even in strongly damped applications. If damping is weak, competing attractors of different dimension and a dependence on initial conditions can occur as a precursor to a globally attracting limit cycle.
The Hopf bifurcation is directly influenced by the amplitude and frequency of the disturbance oscillation, as well as by system damping and the ratio ␥. Increases in ␣ or ⍀, or a decrease in ␤ or ␥, cause movement toward the bifurcation point in the parameter space, as illustrated. At high frequency, control failure can occur for comparatively low disturbance amplitudes. It is reasonable to hypothesize that a similar qualitative situation may persist in higher-ordered models, as suggested by preliminary numerical investigation of the system with two degrees-of-freedom. ͓1͔ Ravishankar, A. S., and Ghosal, A., 1999 A large-scale dynamical system can be usually characterized by a large number of state variables, system parametric uncertainties, and a complex interaction between subsystems ͓1͔. In practice, due to the information transmission between subsystems, timedelays naturally exist in large-scale systems and its existence is frequently a source of instability. Hence the control problem becomes more important than those in systems without time-delays. Recently, the stabilization problem of large-scale systems with time-delays in subsystem interconnections has been investigated by a number of researchers. Lee and Radovic ͓2͔ and Hu ͓3͔ studied the stabilization problem using the Lyapunov technique. However, their methods are applied only to a very restrictive class of systems due to constraint on system structure ͓4͔. Also, Yan et al. ͓5͔, Mahmoud and Bingulac ͓6͔, and Jiang and Wang ͓7͔ extended the problem to the system with uncertainties. However, these results include some parameters to be tuned. The tuning leads to conservatism and inconvenience in practical application of the methods.
References
While the above methods yield controllers that are robust to uncertainties in the plant under control, their robustness with regard to uncertainties in the controllers themselves has not been considered. In a recent study ͓8͔, it is shown that the controller may be very sensitive or fragile with regard to errors in its coefficients, although they are robust with regard to system uncertainty. This raises an issue of how to design controllers that are nonfragile in the sense that they can tolerate a certain degree of controller gain variations as well as system uncertainty. More recently, there have been some efforts to deal with the nonfragile controller design problem ͓9-12͔. However, there are no papers considering nonfragile controller design methods of large-scale systems.
This paper is concerned with the design problems of robust decentralized controller for uncertain large-scale systems with time-delays in the subsystem interconnections and controller gain perturbations. A sufficient condition for robust stability of the system is derived in terms of LMI using the Lyapunov method. Moreover, the measure of nonfragility in controller can be calculated by solving the LMI. The controller parameters which satisfy the LMI can be easily found by various efficient convex optimization algorithms ͓13͔. Throughout the paper, I is the identity matrix with appropriate dimensions. diag͕•͖ denotes a block diagonal matrix. For symmetric matrixes X and Y, the notation XϾY ͑respective, XуY ) means that the matrix XϪY is positive definite, ͑respectively, nonnegative͒.
Robust Stability Analysis
Consider an uncertain large-scale system S defined by N interconnected subsystems, S i , iϭ1,2,...,N, described by
where x i (t)R n i is the state vector, u i (t)R m i is the control vector, i j Ͼ0 denotes the delays in interconnections, A i , B i , and A i j are the system matrices with appropriate dimensions, it is assumed that the pair (A i ,B i ), iϭ1,•••,N, is stabilizable, and ⌬A i (t) and ⌬A i j (t) are time-varying parameter uncertainty matrices of the form (2) where D ai , D ai j , E ai , and E ai j are known constant matrices with appropriate dimensions, and F ai (t) and F ai j (t) are unknown matrix functions which are bounded as
Now, although one finds the controller u i (t)ϭϪK i x i (t) for each subsystems, the actual controller implemented is
where K i is the nominal controller gain to be designed and ⌬K i represents the multiplicative gain perturbations of the form
with ␦ i is an uncertain real parameter and ⌽ i (t) is assumed to be bounded as
Here, the value of ␦ i indicates the measure of nonfragility against controller gain variations. Remark 1. The controller gain perturbation can result from the actuator degradations, as well as from the requirement for readjustment of controller gains during the controller implementation state ͓8,9,12͔. These perturbations in the controller gains are modeled here as uncertain gains that are dependent on uncertain parameters. In the literature ͓11,14͔, the models of additive uncertainties and multiplicative uncertainties are used to describe the controller gain variation. The uncertainty given in ͑5͒ is a class of multiplicative uncertainties.
With the control law ͑4͒, the resulting closed-loop subsystem becomes
Then, the problem is to find the feedback gain matrix K i of the control law ͑4͒ so that the closed-loop system ͑7͒ is robustly stabilized with nonfragility ␦ i .
Here, we synthesize the gain matrices K i as follows:
where ␥ i is positive scalar, and P i is positive-definite matrix. For simplicity, we let
Then, using Lyapunov method, we have following theorem for robust stabiality of the system ͑1͒. Theorem 1: The closed-loop system ͑7͒ is robustly stable with
satisfying the following LMI:
where
Proof: For R i j Ͼ0, considers a Lyapunov functional candidate
Taking the derivative of V and substituting ͑7͒ into it, we have Journal of Dynamic Systems, Measurement, and Control JUNE 2002, Vol. 124 Õ 333
Using the known fact that U⌬V T ϩV⌬U T рUU T ϩ Ϫ1 VV T for Ͼ0 and any matrices U,V and ⌬ with ⌬ T рI, we can eliminate the unknown factor, F ai (T), F ai j (t) and ⌽ i (t), of parameter uncertainties. Then the terms on right-hand side of ͑13͒ are bounded as ) where i Ͼ0. Using ͑14͒, we obtain a new bound of V as
Now, let's choose R i j as IϩE ai j T E ai j and note that
Then Eq. ͑15͒ is simplified as
Therefore, V is negative if
By premultiplying and postmultiplying X i onto ⍀ i Ͻ0, we get
Then, by Schur complement ͓13͔, Eq. ͑17͒ is equivalent to ͑10͒. This completes the proof. Remark 2: From the solutions, ␣ i1 and ␣ i2 , of the LMI ͑10͒, the measure of nonfragility in each controller for subsystems, ␦ i , can be calculated by ␦ i ϭ(␣ i1 ␣ i2 ) Ϫ1/2 . Remark 3: In the case without considering the nonfragility of controller, i.e., ⌬K i ϭ0 for all i, the stabilization criterion of Theorem 1 is simplified as
We now give an example to illustrate the proposed method. Example: Consider the system ͑1͒ with Nϭ2, 
First, let's design a stabilizing controller without considering the nonfragility of the controller. By solving the LMI of Remark 3 using Matlab's LMI toolbox, we have a stabilizing controller for the system as 
To show the effect of system response toward the controller gain variations, let's consider the controller ͑18͒ with 50 percent and 55 percent gain variations, respectively, and take ⌽ 1 (t) ϭϪ1 and ⌽ 2 (t)ϭϪI as an extreme case. The simulation results with F a1 (t)ϭdiag͕sin(t),sin(2t)͖, F a12 (t)ϭsin(2t), F a2 (t) ϭdiag͕sin(2t),0,sin(t)͖, F a21 (t)ϭsin(t) are given in Figs. 1 and 2.
One can see that the controller is fragile with respect to its gain variations.
Next, let's design the nonfragile controller for the system. By solving the LMI ͑10͒ of Theorem 1, we obtain the positive solutions the subsystem 1 and 2 as Figs. 3 and 4 . It can be seen that the system is well stabilized even though controller gain variations.
By iterative simulation, we can see that the system is actually destabilized in the vicinity of ␦ 1 ϭ0.844 and ␦ 2 ϭ0.939. 
Conclusion
In this paper, a robust nonfragile controller design method for uncertain large-scale systems with time-delays in the subsystem interconnections, is presented. Using the Lyapunov method, a sufficient condition for robust stability of the system is derived in terms of LMI. Finally, a numerical example is given for illustration of controller design, and simulation result shows that the system is well stabilized in spite of controller gain variations and uncertainties.
Introduction
Pneumatic cylinders are widely utilized in many fields of industry with the increasing demand for automation and labor savings. A meter out circuit is usually used to drive a pneumatic cylinder ͓1͔ and its characteristics have been studied for many years. Ando ͓2͔ showed, neglecting temperature change, that piston velocity converges to an equilibrium velocity that does not depend on load mass or friction force, but only on the effective area of the outlet speed control valve and cross sectional area of the discharge chamber of the cylinder. Up to now, pneumatic cylinder systems are designed considering the isothermal equilibrium velocity and without considering the air temperature change ͓1͔. However, large pressure drops at the discharge chamber cause large temperature drops. In this case, air temperature can influence the cylinder velocity and can cause undesirable effects like condensation or freezing ͓3,4͔.
Earlier studies concerning air temperature refer the state change of the air as isothermal, adiabatic or related to pressure by a polytropic exponent ͓5,6͔. Later, several papers ͓7,8͔ have shown that the convective heat transfer has a considerable effect on the dynamic characteristics of pneumatic systems. Despite all these researches, the influence of air temperature change on equilibrium velocity of pneumatic cylinders has not been studied. Therefore, it is unknown in what extent air temperature change affects the equilibrium velocity and methods to estimate effectively the air temperature in the cylinder chambers are difficult to find.
Recently, with the increasing demand to improve reliability in pneumatic cylinder systems, more attention has been given to the problem of condensation and hence, the air temperature. Condensed water droplets corrode pneumatic components and may cause a reduction in lubrication. Furthermore, water droplets can Copyright © 2002 by ASME Transactions of the ASME
