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It is shown that for both v and n even, v > n > 0, there exists a pair of orthogonal latin 
squares of order v with an aligned subsquare of order n if and only if v ~> 3n, v ~ 6, n 4= 2, 6. 
This is the final case in showing that the above result is true for all v J: 6 and for all n ~ 2, 6. 
When n = 6, the analogous result is obtained for incomplete arrays; the case n = 2 having been 
completed in earlier work. 
1. Introduction 
A pair of orthogonal latin squares of order v with aligned subsquares of order 
n, denoted LS(v, n), is a pair of orthogonal latin squares of order v with the 
property that some n rows and n columns define in each square a pair of 
orthogonal latin squares of order n. When n = 1 we write LS(v) for LS(v, 1). We 
are interested in the existence of an LS(v, n) and to avoid trivialities we shall 
assume v > n > 0. The obvious necessary condition is that v i> 3n. 
In 1960 Bose, Shirkhande and Parker [1] showed that an LS(v) exists if and 
only if v ~ 2, 6. This then gives us a second necessary condition, namely that 
v :~ 6 and n ~ 2, 6. In this paper we shall complete arlier work to show that these 
two necessary conditions are also sufficient. 
Closely related to an LS(v, n) is what is called an incomplete orthogonal array 
of order v, an IA(v, n). Essentially, this is simply an LS(v, n) with the order n 
subsquares deleted. This definition allows n = 2 and 6 as in these cases there will 
simply be empty subarrays where subsquares of orders 2 or 6 would have been 
required in the LS(v, n). Hence we need only look at the existence of an IA(v, n) 
for v i> 3n. 
First a brief outline of progress to this point. In 1974 Horton [10] showed that 
an IA(v, n) exists for all v sufficiently large. Later, Crampin and Hilton [4] 
showed that an LS(v, n) exists for v I> 36373- 52. 216" f (n) .  n 2, where f (n) is a 
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certain function with positive integral values. This result was drastically improved 
by Drake and Lenz [7] who showed that an IA(v, n) exists for v t> 4n + 3 and 
n i>304. This was then improved to v ~>3n + 7, n i>304 by Zhu [15]. In [11] 
Horton also showed that an IA(v, 2) exists for all v except perhaps v = 
8, 10, 12, 14, 16, 17, 20, 23, 24, 32. Heinrich [8] then constructed an IA(v, 2) for 
each of these values of v. Thus we have 
Theorem 1.1. An IA(v, 2) exists if and only if v >t 6. 
Wallis and Zhu [13] showed 
Theorem 1.2. For n = 3, 4, 5 an IA(v, n) exists if and only if v >- 3n. 
Finally, in [16] Zhu proved 
Theorem 1.3. I f  v or n is odd, and (v, n) ~ (6, 1), then an IA(v, n) exists if and 
only if v >1 3n. 
So to complete the result we need only to prove the following two theorems. 
Theorem A. An IA(v, 6) exists if and only if v >I 18. 
Theorem B. I f  v and n are both even, v >1 3n and n >1 8, then an IA(v, n) exists. 
Throughout it will be assumed that at the end of each construction the relevant 
row and column permutations are made so that the order n subsquares are in the 
lower right. 
The following theorem, which can be found in [2], will be needed for many of 
the constructions. Here we denote by N(v) the maximum number of pairwise 
orthogonal latin squares of order v. 
Let 
F3 = {2, 3, 6, 10, 14}, 
F4= F3 t.J {4, 18, 20, 22, 24, 26, 28, 30, 33, 34, 38, 42, 44, 52}, 
F5 = F4 t_J {5, 15, 21, 35, 36, 39, 40, 45, 46, 48, 51, 54, 60, 62}. 
Theorem 1.4. For any v ~ Ft, N(v)  >i t for t = 3, 4, 5. 
2. Ex'i~ence of IA(v ,  6) 
Theorem 2.1. For any v >i 57, an IA(v,  6) exists. 
Proof. From Theorem 1.3 an IA(19, 6) exists and an IA(v, 19) exists for all 
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v/> 57. So, by inserting an IA(19, 6) into the empty subarray of an IA(v, 19), the 
result follows. [] 
It remains now to construct an IA(v, 6) for each v, 18 ~ v ~< 56. 
Theorem 2.2. An IA(v, 6) exists if v >>- 18 and 3 I v. 
Proof. This follows immediately as the direct product of an LS(k) and an 
IA(v',  n') produces an IA(v'k, n'k). Set k = 3, n '=  2 and use Theorem 1.1. [] 
In [15] an IA(20,6) is constructed so only the twelve cases v= 
22, 26, 28, 32, 34, 38, 40, 44, 46, 50, 52 and 56 remain. For these we use the 
construction of Lemma 2.3. (This method is also given by Dinitz and Stinson [6].) 
Let L be a latin square of order m. A set of subsquares {$1, $2 , . . . ,  St} of L is 
called complete if the subsquares partition the rows, columns and entries of L. 
Lemma 2.3. Let L and L' be a pair of orthogonal latin squares of  order m with 
an aligned complete set of  orthogonal subsquares {$1, $2 , . . .  ,S,} and 
{S~, S~, . . . , S~} of orders ml, m2, . . . , mr. Suppose an IA(mi + k, k) exists for 
each i, 1 <~ i <<- t. Then there is an IA(m + k, k), and an IA(m + k, rni + k) for 
each i. 
In the above it is easy to see that we can allow mi = 2 or 6 even though LS(2) 
and LS(6) do not exist. 
We need next to construct particular L and L' as described in Lemma 2.3 and 
this is done via group divisible designs. A group divisible design GD(v; G; K) is 
an arrangement of the elements of a v-set V into blocks with sizes from K and 
groups with sizes from G so that the groups form a partition of V, any two 
elements from different groups lie in exactly one block, and two elements in the 
same group do not occur together in any block. The relationship between block 
designs of index 1 (of which the above is an example) and latin squares is well 
known (see for example [8], [13] and [14].) 
Lemma 2.4. I f  N(g) > 3, g > x >i 4, then there exists an LS(4g + x) with an aligned 
complete set of  orthogonal subsquares o that one pair has order x (an empty 
subarray if x = 6) and the others order 4. 
Proof. As N(g)~>3 there exists a GD(5g; (g}; (5}). Deleting g - (x+l )  ele- 
ments in the same group from the design we get a GD(4g +x + 1; {g, x + 1}; 
{5, 4}). Now delete one more element e from that same group to get a 
GD(4g +x;  {4, x}; {g, 5, 4}) where the groups of size 4 come from the blocks of 
size 5 which contained e. The result follows. [] 
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Table 1 
g x v=4g+x+2 
5 4 26 
7 4 34 
8 4 38 
8 6 40 
9 6 44 
9 8 46 
11 4 50 
11 6 52 
11 10 56 
Theorem 2.5. For v ~ {22, 26, 28, 32, 34, 38, 40, 44, 46, 50, 52, 56}, an IA(v, 6) 
exists. 
Proof. For g and x given in Table 1 we construct an LS(4g + x) as described in 
Lemma 2.4. (Theorem 1.4 assures us that in each case N(g)>I 3.) Now applying 
Lemma 2.3 with k = 2, and the remark following it (using the IA(x + 2, 2) and 
IA(6, 2) from Theorem 1.1) yields an IA(v, 6) for v as in the table. (Of course 
one of the IA(6, 2) must be deleted.) Thus only three cases remain, v = 22, 28 
and 32. 
Since N(4)>i 3 we can construct a GD(20; {4}; {5}) and hence an LS(20) with 
an aligned complete set of orthogonal subsquares of order 4. Thus from Lemma 
2.3 with k = 2, and after deleting one of the IA(6, 2), we have an IA(22, 6). 
Deleting six elements in the same group and one in another group from a 
GD(35; {7}; {5)) we get a GD(28; {7, 6, 1}; {5, 4, 3}) with disjoint blocks of size 
3 and one group of size 6. Thus we easily construct an IA(28, 6). Similarly from 
the GD(35; {7}; {5)) we get a GD(32; {7, 6, 5}; {5, 4, 3}) which also has disjoint 
blocks of size 3 and one group of size 6. An IA(32,6) can now be 
constructed. [] 
Combining Theorems 2.1, 2.2 and 2.5 the proof of Theorem A is now 
complete. 
3. Five special cases: IA(38, 8), IA(46, 8), IA(46, 10), IA(56,10), and 
IA(52, 14) 
The particular examples to be constructed here are necessary for the proof of 
Theorem B. The following result appears in [15]. 
Lemma 3.1. ff N(g) ~> 3 and an IA(m + ki, ki) exists for  ki >1 O, 1 <- i <~ g, 
kl + k2 +""  + kg = t, then an IA(gm + t, t) exists. Moreover, for t #~ 2, 6, if at 
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least one ki equals zero, an IA(gm + t, m) exists, and if m > 2ki for all i, then an 
IA(gm + t, g) exists. 
Proof. The proof is immediate when viewed as a generalization of the singular 
direct product. [] 
Theorem 3.2. There exists an IA(38, 8), IA(46, 8), IA(46, 10), IA(56, 10) and an 
IA(52, 14). 
Proof. Each is an application of Lemma 3.1. Putting g = 5, m = 6, k l  = k2 = k3 = 
2, k4 = k5 = 1 gives an IA(38, 8); and putting g = 4, m = 9, kl = k2 = 3, k 3 = k4 = 
2 gives an IA(46, 10). 
Next, with g = 5, m = 8, kl = 2, k2 = 4, k3 = k4 = k5 = 0 we get an IA(46, 6). 
Suitably inserting an IA(6, 2) in the order 6 empty subarrays yields an IA(46, 2) 
containing an IA(10, 2). Replacing this with an LS(10) and deleting an LS(8) 
gives us an IA(46, 8). 
To construct an IA(56, 10) put g = 5, m = 10, k l  = 2, k2 = 4, k3 = k4 = k5 = 0 
yielding an IA(56, 6). Again put an IA(6, 2) in the empty order 6 subarray to 
yield an IA(56, 2) containing an IA(12, 2). Now replacing one of the IA(12, 2) 
with an LS(12) yields an IA(56, 10). (There were many common pairs of order 10 
subsquares and one is simply deleted.) 
Finally, to construct an IA(52, 14) put g = 7, m = 7, ki = k2 = k3 = 1, k4 = 
• "= k7- - -0  to  get an IA(52, 3) with the three new elements x, y and z. Now 
replace each LS(7) by an IA(7, 2) and each IA(8, 1) by an IA(8, 2) so that in each 
of the IA(8, 2) corresponding to kl (k2, k3 respectively) cell (8, 8) contains x (y, z 
respectively), and so that in each IA(7, 2) and IA(8, 2) the empty order 2 
subarrays are in the first two rows and columns. (See Fig. 1.) Replacing the order 
3 array defined by the last three rows and columns with an LS(3) yields an 
IA(52, 14). [] 
4. Two special families: IA(3n + 2, n) and IA(3n + 6, n) 
The proof of Theorem B will be given in Section 5. However, as the 
construction of an IA(3n + 2, n) and an IA(3n + 6, n), n I> 7, is the most difficult 
part of the proof we shall deal with it separately. (Note that in [9] Heinrich 
constructed IA(3n + 2, n) for n odd.) 
We denote by IA*(v, n) an IA(v, n) with the property that in each square cell 
(b, b) contains the entry b where b is not a row or column of the order n 
subsquares. 
Lemma 4.1. The following IA*(v, n) exist: IA*(4, 1), IA*(5, 1), IA*(7,2), 
IA*(8, 2), IA*(13, 4), IA*(14, 4), IA*(16, 4) and IA*(17, 4). 
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Proof. The first two are easy as N(4) t> 3 and N(5) i> 3. Examples of the second 
two can be found in [9]. An IA*(13, 4) was constructed by Parker (see [5, p. 424]) 
and an IA*(14, 4) is given in [17]. The last two are easily constructed by direct 
product (16 = 4 x 4) and singular direct product (17 = 4 x 4 + 1). [] 
Theorem 4.2. I f  N(g)>-4, there exists an IA(m, t), an IA*(m + 1, t) and an 
IA*(m + 2, t), then there exists an IA(gm + 2, gt). 
Proof. Let the four squares of order g be A, B, X and Y, where X and Y are 
used to define a pair of common transversals in A and B which have exactly one 
cell, say cell (1, 1), in common. Product A and B with the given IA(m, t). Add 
two more rows, columns and entries, call them x and y, to each square. Except 
for cell (1, 1) replace the squares defined by the first transversal, and row and 
column x with an IA*(m + 1, t), where the elements missing from the subsquares 
are the same as those missing from the IA(m, t) and the subsquares are all in the 
same position. (Cell (x, x) thus contains x.) Repeat for the second transversal, 
again avoid cell (1, 1), and use row and column y. (This puts y in cell (y, y).) 
Finally using both rows and columns x and y replace the IA(m, t) defined by 
cell (1, 1) in A and B with an IA*(m +2, t), again preserving the missing 
elements. 
It is clear that we obtain an IA(gm + 2, gt). [] 
Theorem 4.3. I f  N(g)>15, there exists an IA(m, t), an IA*(m + 1, t) and an 
IA*(m + 2, t), then there exists an IA(gm + 6, gt). 
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Proof. Let the five squares be A, B, X, Y and Z, where X and Y define a pair of 
common transversals in A and B which intersect only in cell (1, 1) and Z defines a 
set of four common transversals in A and B each of which intersects the first two 
in exactly one cell each and none of which contain cell (1, 1). Using A, B, X and 
Y follow the construction in Theorem 4.1. Now, add a further four rows and 
columns; one row and column for each of the four transversals defined by Z. 
Using the first of these rows and columns and the first such transversal replace the 
arrays defined by the transversal with an IA(m + 1, t) or an IA(m + 2, t); the 
second in the case when this transversal contains cells of the transversals defined 
by X and Y. In each case preserve the elements of the missing order t subarray 
and its position. Repeat for each transversal and finish by inserting an LS(4) in 
the subarray defined by the four new rows and columns to obtain an IA(gm + 
6, gt). [] 
Note that in the above two theorems each IA*(r,s) required for the 
construction can be replaced by an IA(r, s) if we add the condition that r > 3s. 
However, what we have is sufficient for our purposes. 
Lemma 4.4. I f  N(n) >i 4, then an IA(3n + 2, n) exists. 
Proof. In Theorem 4.2 put g = n, m = 3 and t = 1. Lemma 4.1 supplies the 
IA*(4, 1) and IA*(5, 1). [] 
Lemma 4.5. If N(n) >>- 4, then an IA(6n + 2, 2n) exists. 
Proof. Put g = n, m = 6 and t = 2 in Theorem 4.2 and use the IA*(7, 2) and 
IA*(8, 2) from Lemma 4.1. [] 
Theorem 4.6. For any even n >t 2, an IA(3n + 2, n) exists. 
Proof. Using Theorem 1.4 with Lemmas 4.4 and 4.5 the only cases remaining are 
n = 2, 4, 6, 20, 28, 44 and 52. The first three follow from Theorems 1.1, 1.2 and 
A. For the remainder let g = 5, 7, 11 and 13 respectively, m = 12 and t = 4 in 
Theorem 4.2. Since IA*(13, 4) and IA*(14, 4) are given in Lemma 4.1 the result 
follows [] 
Thus we have an IA(3n + 2, n) and now using Theorem 4.3 we shall as quickly 
construct an IA(3n + 6, n). 
Lemma 4.7. I f  N(n) >I 5, then an IA(3n + 6, n) exists. 
Proof. Simply set g = n, m = 3 and t = 1 in Theorem 4.3; using the IA*(4, 1) and 
IA*(5, 1) of Lemma 4.1. [] 
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Lemma 4.8. I f  N(n)  >I 5, then an IA(6n + 6, 2n) exists. 
Proof.  Again this fol lows from Theorem 4.3 on putting g = n, m = 6 and t = 2. 
The IA*(7, 2) and IA*(8, 2) are given in Lemma 4.1. [] 
We need one more construction. From [15, Lemmas 4.5 and 4.6] we have 
Lemma 4.9. If n t> 12/s even and n + 3 is non-prime with at least one divisor in 
{3, 5, 7}, then an IA(3n + 6, n) exists. 
Theorem 4.10. For any even n >I 2, an IA(3n + 6, n) exists. 
Proof. Using Theorem 1.4 it follows from Lemmas 4.7 and 4.8 that an 
IA(3n+6,  n) exists for all n except when n e {2, 4, 6,10, 20, 28, 30, 36, 
40, 42, 44, 48, 52, 60}. The first three are given in Theorems 1.1, 1.2 and A.  
Lemma 4.9 eliminates n = 30, 36, 42, 48, 52 and 60. 
Since an IA*(13, 4), IA*(14,4), IA*(16,4) and an IA*(17,4) exist from 
Lemma 4.1 we can apply Theorem 4.3 to construct an IA(3n +6, n), for 
n =28, 40 and 44, by setting (respectively) g=7,  8, 11, m = 12, 15, 12 and 
t=4,  5, 4. 
For n = 10 product an LS(5), in which the squares have a common transversal, 
with an IA(7, 2). Add a new row and column and using these replace the IA(7, 2) 
of the transversal with an IA* (8, 2), preserving the missing elements of the order 
2 subarrays and their position. We now have an IA(36, 10). Producting the same 
LS(5) with an IA(13, 4) and adding a new row and column as above (using 
IA*(14, 4)) yields an IA(66, 20). 
This completes the proof. [] 
5. Proof  of Theorem B 
From [16, Lemma 4.1] we have 
Lemma 5.1. If n/> 7, N(n) >~ 3 and v >1 7n, then an IA(v,  n) exists. 
We shall now remove the restriction N(n)t> 3 in the case when n and v are 
even. 
Lemma 5.2. I f  v and n are both even, v >1 7n and n >I 8, then an IA(v, n) exists. 
Proof. By Theorem 1.4 and Lemma 5.1 all that remains are the cases n = 10 and 
n = 14. From Theorem 1.3 we know that an IA(31, 10) and an IA(v, 31), v >1 93, 
exist. Thus an IA(v, 10) exists for v 393. For even v, 70~<v ~92 write 
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v = 70 + (4t + e), t = 0, 1 , . . . ,  5, e = 0, 2 and then apply Lemma 3.1 with g = 7, 
m = 10, kl  = k2 ="  • • = kt = 4, k,+x = e, kt+2 ="  " • = k7 = 0. As k7 = 0 in all cases 
we get an IA(v, 10) except when 4t + e = 2 or 6. An IA(7 x 10 + 2, 10) exists 
using the singular direct product and an IA(76, 10) is constructed from Lemma 
3.1 by setting g = 22, m = 3, kl = k2 = • • • = kl0 = 1, kxl = k12 = • • • = k22 = 0. 
The case n = 14 is done similarly. An  IA(v,  14) exists if v/> 3 x 43 = 129. Now 
write v=7x14+(6t+e) ,  t=0,1 , . . . ,5 ,  e=0,2 ,4  and in Lemma 3.1 put 
g = 7, m = 14, k~ = k2 = • • " = kt = 6, kt+ 1 = e, kt+ 2 = • • • = k7  - "  0 to  construct an 
IA(v,  14) except when 6t + e = 2 or 6. These remaining two cases follow easily 
from the singular direct product construction. [] 
The next three lemmas complete the proof  of Theorem B. 
Lemma 5.3. I f  v and n are both even, 5n <~ v < 7n and n >1 8, then an IA(v, n) 
exists. 
Proof .  Put v = 5n + d, 0 ~< d ~< 2n - 2 and of course d is even. The case d = 0 is 
obvious, and cases d = 2 and 6 follow by singular direct product from Theorems 
1.1 and A except for an IA(5n + 6, n), n = 8 and 10, which are given in Theorem 
3.2. 
Assume now that d :~ 0, 2, 6 so that LS(d) exist.The result follows from Lemma 
3.1 by first setting g = 5 and rn = n. Now, if 0 < d ~< ½n take kx = 1, k2 = d - 1, 
k3 "- k4 = k5 = 0. If ½n < d ~< n take kl  = ½n, k2 = d - ½n, k 3 = k4 = k5 = 0 when ½n 
is odd, and kl = ½n, k2 = d - ½n - 1, k 3 -" 1, k4 = k5 = 0 when ½n is even. If 
n < d ~< 3n put k~ = k2 = ½n, k3 --  1, k4  -" d - n - 1, k5 = 0. Finally, if 3n < d ~< 
2n - 2 put kl  = k2 = k3 "- ½n, k4- -  d - 3n, k5 = 0 for odd ½n, and kl = k2 = ½n, 
k3 -" ½n - 1, k4 = d - 3n + 1, k5 = 0 for even ½n. That the conditions of the lemma 
are all met follows from Theorem 1.3. [] 
Lemma 5.4. I f  v and n are both even, 4n <<- v < 5n and n >I 8, then an IA(v, n) 
exists. 
Proof.  Write v = 4n + d, 0 ~< d ~< n-  2 and d is even. Again d = 0 is easy and 
d =2 and 6 follow by singular direct product except for an IA(4n + 6, n), 
n = 8, 10, but these are given in Theorem 3.2. 
For  d :/: 0, 2, 6 an LS(d) exists. Apply  Lemma 3.1 with g = 4, m = n. I f  
0 < d <~ ½n put kl  = 1, k2 = d - 1, k 3 - -  k4  - "  0. If ½n < d <~ n - 2 take kl = ½n, 
k2 = d -½n,  k3-"  k4 = 0 when ½n is odd, and when ½n is even put kl  =½n, 
k2 = d - ½n - 1, k3 = 1, k4 = 0. Again Theorem 1.3 assures us that the conditions 
of the lemma are met. [] 
Lemma 5.5. I f  v and n are both even, 3n <~ v < 4n, n >i 8, then an IA(v,  n) exists. 
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Proof. Writing v = 3n + d,  0 ~< d ~< n - 2 and d even, the case d = 0 follows 
immediately while d = 2 is given in Theorem 4.6 and d = 6 in Theorem 4.10. 
When d=/= 0, 2, 6, LS(d) exist and we apply Lemma 3.1 with g = n,  m = 3, 
k l  = k2  = • • • = ka  = 1, ka+l  =" • • = k,, = 0. This takes care of everything except 
n = 10 and n = 14. So six cases remain: IA(34, 10), IA(38, 10), IA(46, 14), 
IA(50, 14), IA(52, 14) and IA(54, 14). An IA(52, 14) is given in Theorem 3.2 and 
the others follow from a straightforward application of Lemma 3.1. For an 
IA(34, 10) and an IA(38, 10) put g = 4, m = 6, 7 (respectively) and kl = k2 = 3, 
k3 = k4 = 2. For an IA(46, 14), an IA(50, 14) and an IA(54, 14) respectively set 
g = 4, 4, 5, m = 8, 9, 8 and in each case kl = k2 = k3 = 4, k4 = 2, k5 = 0. [] 
The proof of Theorem B follows immediately from the above sequence of 
lemmas. 
Since this work was begun the authors have learnt of the work of Stinson [12], 
and Brouwer and van Rees [3] in which more general forms of the general 
product constructions of Section 4 are given. 
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