Introduction
Readers of empirical research trust reported results and conclusions to be completely honest and accurate and place faith in the peer review process to have caught instances in which they were not. However, as human beings, researchers make mistakes. For example, a study reports that 18 percent of statistical results in a sample of 281 studies are incorrectly reported (Bakker & Wicherts, 2011) . Similarly, surveys of psychologists and management researchers find that they, or colleagues, have engaged in questionable academic practices with respect to reporting empirical findings (Bedeian, Taylor, & Miller, 2010; John, Loewenstein, & Prelec, 2012) . These observations have led to questions about validity of scientific claims. To address this criticism among several others, the editors of Management Organization Review (MOR) have taken the lead and specified future policies, and some of the policies seek to enhance data transparency and reporting practice (Lewin et al., forthcoming) . However, the editorial stops short of identifying whether previous reporting practices in this journal might not sufficiently safeguard problems to creep in and authors can either blunder or even mislead their way to publication.
We propose that it is timely to examine the previous reporting practices and verify the accuracy of reported empirical findings in management and organization research. By definition, verification occurs when claim is confirmed or substantiated from its own evidence (www.dictionary.com). If 'the truth is under attack' (Levine, 2012) , verification builds the first line of defence of credibility of our research. In this essay, we report attempts Verifiability and ways to enhance it 3 to verify statistical results of a random sample of empirical articles appearing in MOR. Our purpose is to document how complete results and data are reported as well as develop an initial estimate of the accuracy of reported findings. We selected MOR because its leadership position in publishing standards and ethics are likely to shape the practices adopted by other journals as well. By assessing MOR, we seek to help editors gain insights of verifiability of their own published articles. More broadly, we seek to provoke debate about current reporting practices, guide the development of future reporting practices, and provide recommendations to enhance and protect the empirical foundation of management and organization research.
Method

Verification tests
1 Verifying a study's empirical findings implies accessing and testing the original data (Bergh, Sharp, & Li, in press, 2017) However, several verification methods exist that do not require original data and can use descriptive and test statistics instead. After an extensive survey of literatures in management, psychology, economics, and sociology, Bergh and colleagues identified three such methods that can be used by independent parties to reproduce findings and verify their levels of accuracy and validity (Bergh et al., in press, 2017 (t, f, z) , and the degrees of freedom (Bakker & Wicherts, 2011) .
Test Two examines whether reported findings can be reproduced from disclosed data.
Using the study's reported descriptive statistics, including variables' means, standard deviations (SDs), number of cases (Ns) and their correlations, these data are arranged into a matrix and inputted into a statistical software package instead of the original raw data. (Zientek & Thompson, 2009) . To conduct this test, a correlation matrix is required, and it must include means, SDs, Ns and correlation coefficients of all variables included in tested models of a focal study.
Test Three uses a simulation-based procedure as if published research were repeated for numerous times (e.g., 1000 times) and each repetition drawn a new random observations from the same underlying population as the original research. The test estimates how many coefficients may be over-or under-stated relative to an expected effective size (see Goldfarb & King, 2016 report enough details about their data to permit application of the tests. We then identified replacement articles by moving on to the second published article which contained OLS regressions appearing in each of these three years. Overall 13 articles are included in our sample and 10 permit application of at least one of the three tests.
The reliability of the data entry was tested through comparisons across study authors. Goldfarb & King (2016) as an online supplement to their article. No discrepancies were identified across the two authors where the same analyses were conducted by both.
Results
Of the 13 articles in the sample, 6 could be verified using Test One and Test Three.
The other 7 did not report sufficient data to permit re-resting, including standard errors (SEs) or t values. Test Two could be applied to all models in 3 out of the 13 articles (23%); and to some models in 5 articles (38.5%). Several models could not be retested due to their use of interaction terms that were not reported in correlation tables. Test Two could not be applied to 5 articles (38.5%), 4 articles due to missing correlation table, missing means, SDs, dummy variables in correlation table; and one article due to correlation matrix is not positive semidefinite.
Findings from Test One
The 13 (Bedeian, 2014; Bergh et al., in press, 2017) . Reporting these statistics in full is not only important for readers to gain understanding of a study's primary data (Bedeian, 2014) , but also enable them to conduct verification tests to examine the validity of a focal study and then the replication studies that follow (Bergh et al., in press, 2017) . Further, such figures are critical for effective meta-analyses and replications.
Verifiability
The overall verifiability rate of reported statistics published in MOR is 91% based on Test One, which is slightly better than 89% in medical journals (García-Berthou & Alcaraz, 2004) , 86% in psychiatry journals (Berle & Starcevic, 2007) and 82% in psychology journals (Bakker & Wicherts, 2011) . Also some errors may be due to reporting two decimal places rather than 3 decimal places, therefore the overall verifiability rate could be higher than 91%. We are specifically interested in verifiability of coefficients for hypotheses testing due to the role of these coefficients in knowledge accumulation. Based on Test One, 13% of 100 coefficients for hypotheses testing have a higher reproduced p-values, potentially could influence conclusions drawn from them. A closer examination of these 13 coefficients found 12 of them are only at higher band of significance level from the reported p-values, hence do not influence the conclusions drawn from them. Only one of the 13 coefficients has error and could influence hypothesis conclusion, leaving 1 out of 13 articles (8%) may have a hypothesis not be supported. This, in comparison with that around 15% of the articles in psychology journals contained at least one statistical conclusion that proved, upon recalculation to be incorrect (Bakker & Wicherts, 2011) , is better and encouraging. p-values of hypotheses testing coefficients could due to reasons ranging from error or typographical mistake in the published tables of descriptive statistics or correlations or in the published regression results, to authors chose to falsify results by reporting a coefficient sign or p-value different than that which resulted from their regressions, to the regressions were run on a dataset that differed in some way from that described in the tables of means, standard deviations, and correlations, such as when an author might run regressions on a cherry-picked subsample of the original data in order to snoop for significant findings (Bergh et al., in press, 2017) . No matter what reasons they are, the conclusions supported or rejected based on the reported p-values in three articles (23%) in the sample could be questioned.
Further studies that build on these studies could also be questioned consequently. Our accumulative knowledge requires higher verifiability of reported findings.
Test Three similarly suggests a potential issue with the way data and results are being presented. The test results indicate possibilities that authors either report coefficients to be more significant than they really are, or are selective about which models to present. For science to be valid and meaningful we must be willing to fairly report all results, rather than only those which demonstrate statistical significance or support a hypothesis. Selective reporting gives a faulty impression of a generalizable phenomenon when the results were in fact an artefact of only samples and very specific models that were chosen.
Where do we go from here?
We recognize that the tests we adopt also do not apply to all statistical analyses. Yet, since OLS regression is the most trained rudimentary statistical analysis, there is no reason to expect articles applying other analytical approaches would be more verifiable. Verification tests offer a mechanism for assessing the verifiability of a focal study. We call for verification tests as part of the review process, and for editors to verify reported findings when a manuscript reaches the conditional acceptance stage as a minimum effort (e.g., Bergh et al., in press; . 1. What reporting requirements should be followed?
It is noteworthy that
"Uniform reporting standards make it easier to generalize across fields, to more fully understand the implications of individual studies, and to allow techniques of meta-analysis to proceed more efficiently" (American Psychological Association, 2010, p21) . We advocate for following reporting requirements:
(1) Authors of nonexperimental studies that apply multivariate methods to include correlation matrices in their submissions. Correlation matrices should include Ns, means, SDs, and correlation matrices for all variables included in the analytical models (including control variables, dummy variables, interaction terms, transformed variables, etc.), and for all subgroups if applicable.
(2) Report coefficient estimates, SEs, sample sizes and exact p-values (no asterisks or cut-off levels) in all regression models (Bergh et al., in press; 
How well are we trained in the use and interpretation of statistics?
The findings of missing statistical information prompts us to question the training of researchers to use, report and interpret statistics. They need to understand why the full reporting of statistical results is essential.
When Bedeian asked his graduate students a seemingly innocent question "What do you see when you look at a standard correlation matrix with its accompanying descriptive statistics?", the question was met with blank stares. He therefore introduced a 12-point checklist when reading correlation tables to identify the most basic aspects of a study's primary data, as these tables often can reveal "more than meets the eye" (Bedeian, 2014 incorrect to interpret p as the probability that the null hypothesis H0 is false, instead p is the probability that the sample value would be at least as large as the value actually observed if the null hypothesis is true" (Bettis et al., 2016, p259 (Bettis et al., 2016, p 261) .
A full report of regression coefficients, SEs/t-values, and absolute p-values is not only precondition for verification, but also for providing a full interpretation of regression statistics. We believe discussion about fundamental questions in the use, reporting and interpretation of statistics will inform the training and development of current and future researchers and contribute toward increasing the verifiability and accuracy of reported empirical results. Such a conversation will substantiate the confidence that readers place in an article's conclusions, and ensure a more solid accumulative knowledge base.
Endnote being able to independently verify. Without verification, we lose the ability to confidently replicate research which can threaten the credibility of scientific knowledge. This essay reports a relatively high verifiability rate of MOR articles, but also highlights some patterns of reporting practices do not sufficiently facilitate verification. We call for more formalization of the role of verification within the review and evaluation process, specific attention to training researchers on the importance of data disclosure, and a slight change to the reporting requirements in all empirical MOR publications to facilitate independent verification. The journal's credibility and future leadership in management and organization research, particularly in shaping the development of indigenous research, depends on such steps. Actual count of coefficients with a given t-stat
Upper 95% confidence interval of expected t-stat count Lower 95% confidence interval of expected t-stat count
