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Abstract: The performance of networked control systems based on a switched control law
is studied. The control law is switched between sampled-data feedback and zero control, the
switch instant of which is determined by a switching parameter. The objective of the paper is
to analyze 1) under what condition the switched control law can lead to better performance
than the standard one and 2) how to select the switching parameter if the condition is satisfied.
Numerical examples show the effectiveness of the proposed results.
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1. INTRODUCTION
Employing a control network will bring various advan-
tages, such as increased system reliability, ease of diag-
nosis and maintenance. The Networked Control System
(NCS) has been an active research topic during the past
several decades. A detailed introduction to NCSs can be
found in Hespanha, Naghshtabrizi, and Xu (2007), Hristu-
Varsakelis and Levin (2005), and Zhang, Branicky, and
Phillips (2001).
In NCSs, zero-order-hold (ZOH) devices are widely used
since the sampling rate can not be infinitely large. As a
result, between two consecutive sampling instants, kT ≤
t < (k+1)T , the controller can only use the sampled data
x(kT ). Thus, a linear feedback control law u(t) = Kx(kT )
for kT ≤ t < (k+1)T . This kind of control law, which will
be called the standard control law in this paper, can be
seen almost everywhere in the studies of NCSs, see e.g.
Fridman, Seuret, and Richard (2004), Mirkin (2007),
Fujioka (2008).
In this paper, we will employ an easily-implemented
switched control law instead of the standard one. The basic
idea is that when kT ≤ t < kT + a, let u(t) = Kx(kT );
while when kT + a ≤ t < (k + 1)T , u(t) = 0, where a
(0 ≤ a ≤ T ) is the switching parameter to be designed.
When using the standard control law, the closed-loop
system is equivalent to an input-delayed system with delay
τ(t) = t−kT , as analyzed in Fridman, Seuret, and Richard
(2004). Due to the effect of delay, we believe that in a
certain time interval the open-loop dynamic (i.e. u(t) = 0)
is more favorable for the system to “converge”. This is
the reason we employ the new control law. Here, we give
a motivating example. Consider the system with matrices
below equation (6) and with sampling T = 1.7. The system
is asymptotically stable and has a Lyapunov function
V (t) = xT (t)Px(t) with P = [4.03 5.09; 5.09 13.49]. The
trajectory of V (t) is shown in Fig. 1. It is seen that at
sampling instants, V (t) monotonously decreases. However,
between sampling instants, V (t) first decreases and then
increases. For this system, as time increases between two
sampling instant, the standard control law gradually loses
its stabilizing effect. We then employ a switched control
with switching parameter a = 0.94 and make a simulation
for V (t), see the bold curve in Fig. 1. It is clear that
the switched control law lead better performance than the
standard one.
The switched control law has been used in Sun, Liu,
Rees, and Wang (2008), where it is called even-time-driven
control. Therein, a Lyapunov-Krasovskii method is used
to estimating the decay rate of the closed-loop system
and diverge rate of the open-loop system. The stability
is guaranteed if the system is on average convergent over
the whole sampling period. The method proposed in this
paper is different with that used in Sun, Liu, Rees, and
Wang (2008).
In this paper, we will address the following problems:
Under what condition, the standard control law is better
and under what condition, the new control law is better?
(Through the motivating examples given later, we will see
that the new control law does not always lead to better
performance) If the new control law can lead to better
performance, how should we choose a switching time?
Optimal control for networked control systems has been
widely considered, see e.g., Ben Gaid, C¸ela, and Hamam
(2006) and Chen and Francis (1991). In this paper, we will
use a different method, with the existing ones, to design a
switching parameter.
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Fig. 1. A motivating example
The analysis in this paper is based on testing the derivative
of the performance with respect to the switching param-
eter. Given a performance index V =
N∑
i=1
xT (iT )Qx(iT ),
we can have dV/da = xT (0)Θ′(a)x(0), as will be shown
later in the text. Thus, in an interval where Θ′(a) is
negative-definite (positive-definite), the system perfor-
mance monotonously decreases (increases) with respect to
the switching parameter a. If in an interval where Θ′(a)
is indefinite (neither negative-semidefinite or positive-
semidefinite), there does not exist an optimal switching
parameter. In this case, the optimal switching parameter
varies with respect to different initial condition. Accord-
ing to the property (negative-definite, positive-definite or
indefinite) of Θ′(a), we can tell if the switched control
law can lead to better performance than the standard one
and how to choose the switching parameter. Numerical
examples show the effectiveness of the proposed method.
The remaining paper is organized as follows. In Section 2,
the optimization problem of a networked control system
with the switched control is formulated and some motivat-
ing examples are given. In Section 3, main results of the
paper are proposed. Numerical examples are presented in
Section 4, and some concluding remarks end the paper.
2. PROBLEM FORMULATION AND MOTIVATING
EXAMPLES
Consider a networked control system with a switched
control law
x˙(t) = Ax(t) +Bu(t) (1)
u(t) =
{
Kx(kT ), kT ≤ t < kT + a
0, kT + a ≤ t < (k + 1)T (2)
where A,B,K are n× n, n×m, m× n real matrices, T is
the sampling period, k are nonnegative integers and a is
the switching parameter satisfying 0 ≤ a ≤ T .
It is assumed that matrix A is not Hurwitz and K is
designed such that A+BK is Hurwitz, without considering
the effect of network.
The standard control law is given by
u(t) = Kx(kT ), kT ≤ t < (k + 1)T (3)
Table 1. Performance for motivating example
1
(1, 1)T (1,−1)T (1, 2)T
0.3 34.5178 1.3156 16.0483
0.5 16.1623 1.0396 13.4389
0.7 8.0496 0.8277 11.2502
0.9 5.2061 0.6687 9.4186
Under the standard control law (3), which is implemented
by the zero-order-hold (ZOH) devices, the control value is
fixed as Kx(kT ) until the new sampled data x((k + 1)T )
arrives.
The controller (2) used in this paper has two switched
control status: between kT ≤ t < kT + a, it uses the value
Kx(kT ), as the standard controller does; however between
kT + a ≤ t < (k + 1)T , it uses the value 0. System (1)
under controller (2) thus can be expressed in the following
switched system:
x˙(t) =
{
Ax(t) +BKx(kT ), kT ≤ t < kT + a
Ax(t), kT + a ≤ t < (k + 1)T (4)
We choose control law (2) instead of the standard one (3)
based on the following analysis:
When employing the standard control law (3), the net-
worked control system can be equivalently written as
x˙(t) = Ax(t) +BKx(t− τ(t)), kT ≤ t < (k + 1)T (5)
where τ(t) = t− kT, kT ≤ t < (k + 1)T .
Between two sampling instants, the delay τ(t) increases
with respect to time. Therefore, it is possible that in some
time interval the open-loop dynamic x˙(t) = Ax(t) is more
favorable than the closed-loop dynamic x˙(t) = Ax(t) +
BKx(kT ) for the system performance, due to the effect
of delay. If this is true, after an appropriate switching
instant kT + a, we set the control values as 0 (which is
easy to implement in practice) instead of the sampled-
data feedback such that an improved performance can be
obtained.
In this paper, we choose the following performance index:
V =
N∑
i=1
xT (iT )Qx(iT ) (6)
And the system matrices are given by
A =
(
0 1
0 −0.1
)
, B =
(
0
0.1
)
,
K = (−3.75 −11.5 ) , Q =
(
4.03 5.09
5.09 13.49
)
.
Two motivating examples are given before the end of this
section.
Motivating example 1: When T = 0.9 and N = 2. We
choose four switching parameters 0.3, 0.5, 0.7, 0.9 and
three initial state (1, 1)T , (1,−1)T , (1, 2)T . We compute
the performance under different switching parameters and
initial conditions, see Table.1 for the results.
From the table, we can see that the optimal performance
is always obtained when a = T = 0.9. That is to say, the
Table 2. Performance for motivating example
2
(1, 1)T (1,−1)T (1, 2)T
0.6 12.8753 2.5601 33.7183
0.9 4.4923 0.5462 8.3129
1.0 4.1121 0.5059 7.2336
1.2 6.0208 0.9400 12.9831
control law (2) can not lead to better performance than
the standard control law (3), for this example.
Motivating example 2: When T = 1.2 and N = 100. We
choose four switching parameters 0.6, 0.9, 1.0, 1.2 and
three initial state (1, 1)T , (1,−1)T , (1, 2)T . The computed
performance are listed in Table.2.
From the table, we can see that if switched at some but
not arbitrary instant, the control law (2) can lead to better
performance than the standard control law (3).
Now, one may naturally have two questions on the
switched control law (2): 1) Under what condition, we can
obtain better performance by using the switched control
law (2) than using the standard one (3)? How should
we choose an appropriate switching parameter to obtain
an improved performance? The objective of this paper is
to answer these two questions. Two emphasize the effect
of switching parameter, we do not take the transmission
delay into account. We only consider a simple form of
performance index here. The method of this paper can
be further extended to the cases with transmission delay
and with other performance indices.
The stability analysis, not the purpose of this paper, for
NCSs based on the switched control (2) is reported in Li,
C¸ela, Niculescu, and Reama (2009b). It is shown that
larger stability interval can be obtained by employing the
switched control (2). For the system considered in this
paper, it the sampling period is constant, the stability
interval is T ∈ [0, 1.724) by the standard control (3).
By the switched control (2), the stability interval is T ∈
[a,+∞), if a ∈ (0, 0.534). If the sampling periods are
time-varying, the stability interval is Tk ∈ [0, 1.72] by
the standard control (3). By the switched control (2), the
stability interval is Tk ∈ [0, 10.25].
3. MAIN RESULTS
The system described by (1) and (2), with the initial state
x(0) has the following response:
x(t) ={
Φ(t− kT, t− kT )Φk(a, T )x(0), kT ≤ t < kT + a
Φ(a, t− kT )Φk(a, T )x(0), kT + a ≤ t < (k + 1)T
where
Φ(a, T ) = eA(T−a)(eAa +
a∫
0
eAθdθBK)
And the discrete-time expression of the system is
x((k + 1)T ) = Φ(a, T )x(kT )
Remark 1. It is easy to see that when a = T , the switched
control law (2) is equivalent to the standard one (3).
Given a sampling period T , the performance index (6) can
be rewritten as
V (a) = xT (0)Θ(a)x(0) (7)
where
Θ(a) =
N∑
i=1
(Φi(a, T ))TQΦi(a, T )
It can be seen that for given x(0), T and N , the system
performance depends on the switching parameter a. Some
results are given below to show the relationship between
the performance V (a) and the switching parameter a.
Throughout this paper, A > 0 (A < 0) denotes that matrix
A is positive-definite (negative-definite).
Theorem 1. If there exists an interval [a−, a−] such that
Θ′(a) < 0 for a ∈ [a−, a−]
where
Θ′(a) =
N∑
i=1
(d
Φi(a, T )T
da
QΦi(a, T ) + Φi(a, T )TQd
Φi(a, T )
da
),
d
Φ(a, T )
da
= (eAT −AeA(T−a)
a∫
0
eAθdθ)BK,
it follows that V (a1) > V (a2) for any a1, a2 with a− ≤
a1 < a2 ≤ a− and any initial state x(0).
If there exists an interval [a+, a+] such that Θ
′(a) > 0 for
a ∈ [a+, a+], it follows that V (a1) < V (a2) for any a1, a2
with a+ ≤ a1 < a2 ≤ a+ and any initial state x(0).
Proof. One can see that dV (a)da = x
T (0)Θ′(a)x(0). For any
initial state x(0), we have V (a) decreases (increases) as a
increases if Θ′(a) < 0(Θ′(a) > 0). The proof is complete.
Corollary 1. If Θ′(a) < 0 for a ∈ [0, T ], the control law (2)
can not lead to better performance than the control law
(3).
Proof. If Θ′(a) < 0 for a ∈ [0, T ], we always have the
minimal performance when a = T , which is exactly the
standard control law (3).
Corollary 2. If there exists an interval [T1, T ](0 ≤ T1 < T )
such that Θ′(a) > 0 for a ∈ [T1, T ], the control law (2) can
lead to better performance than the control law (3) under
any initial state.
Proof. One can see that there exist a ∈ [T1, T ) such that
V (a) < V (T ) under any initial state, if Θ′(a) > 0 for
a ∈ [T1, T ].
Theorem 2. If there exists an interval [a0, a0] such that
Θ′(a) is indefinite (neither negative-semidefinite nor positive-
semidefinite) for a ∈ [a0, a0], there does not exist an
optimal switching parameter, say a∗, in this interval such
that V (a∗) < V (a) for a 6= a∗ ∈ [a0, a0] under any initial
condition.
Proof. Assume that there is an optimal switching param-
eter a∗. For a positive a#, which is sufficiently close to a∗,
we have Θ(a∗)−Θ(a#) is indefinite since in [a0, a0], Θ′(a)
is indefinite. Therefore, there exists an initial state x(0)
satisfying V (a∗) − V (a#) > 0. The result is proved by
contradiction.
Corollary 3. If there exists an interval a ∈ [T2, T ](0 ≤
T2 < T ) where Θ′(a) is indefinite, the control law (2) can
lead to better performance than the control law (3) under
some (not all) initial state.
This result follows straightforwardly from Theorem 2.
Remark 2. Sometimes, the optimal switching parameter
does not exist. However, we can have an indefinite interval
such that for any initial state the optimal switching
parameter lie in this interval. We call this interval quasi-
optimal interval in this paper. This will be seen in the
numerical example section
The eigenvalues of Θ′(a) are the roots of the following
characteristic equation
CE = det(λI −Θ′(a))
The highest degree of CE is fixed. Thus, as analyzed in Li,
C¸ela, Niculescu, and Reama (2009a), the eigenvalues of
Θ′(a) are continuous with respect to a and the parameter
sweeping technique is effective to check the property
(negative-definite, positive-definite or indefinite) of Θ′(a).
The parameter sweeping technique can be easily realized
by standard computing software such as MATLAB. It
is worth to note that the parameter sweeping technique
has been widely used in the stability analysis, see, e.g.,
Fazelinia, Sipahi, and Olgac (2007) and Gu, Niculescu,
and Chen (2005).
4. NUMERICAL EXAMPLES
In this section, some numerical examples are given to
illustrate the proposed method in this paper.
We choose the system (1) under the switched control law
(2) with matrices A,B,K,Q given in section 2.
Example 1: When T = 0.9 and N = 2. By parameter-
sweeping, we find for a ∈ [0, 0.9], Θ′(a) < 0. According
to Theorem 1, we know the performance monotonously
decreases with respect a and the optimal performance is
always obtained at a = T = 0.9. In other words, the
control law (2) can not lead to better performance than
the standard control law (3), according to Corollary 1. We
choose three initial conditions (1, 1)T , (1,−1)T , and (1, 2)T
for simulation, see Fig. 2. The simulations coincide with
the proposed results in this paper.
Example 2: When T = 1.2 and N = 100.
By parameter-sweeping, we have Θ′(a) < 0 for a ∈
[0, 0.810) and Θ′(a) > 0 for a ∈ (1.003, 1.2]. Therefore,
the quasi-optimal switching parameters should lie in the
interval [0.810, 1.003](the indefinite interval). For any ini-
tial state, the optimal performance will be obtained in the
interval [0.810, 1.003].
For this example, we choose three initial state (1, 1)T ,
(−2, 1)T , and (3,−1)T . And for each simulation, a close-
up graph is added, see Figures 2-7. For initial state (1, 1)T ,
(−2, 1)T , and (3,−1)T , we have the optimal switching
parameter 0.99, 0.88, and 0.84, respectively.
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Fig. 3. Simulation for example 2 with x0 = (1, 1)T
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Fig. 4. Simulation for example 2 with x0 = (1, 1)T (close-
up)
Through the simulation, we can see the performance
monotonously decreases as a increases in the interval
[0, 0.810), while monotonously increases as a increases in
the interval (1.003, 1.2]. The optimal switching parameter
varies depending on the initial state, however it must be
inside [0.810, 1.003]. For this example, we can obtain im-
proved performance when employing the switched control
law (2) than employing the standard control law (3).
5. CONCLUSION
The performance of networked control systems based on
a switched control law is considered. The relationship
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Fig. 5. Simulation for example 2 with x0 = (−2, 1)T
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Fig. 6. Simulation for example 2 with x0 = (−2, 1)T (close-
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Fig. 7. Simulation for example 2 with x0 = (3,−1)T
between the switching parameter and the system perfor-
mance is analyzed. The method is based on testing the
property (negative, positive or in-definite) of the perfor-
mance derivative with respect to the switching parameter.
As a result, we know if the switched control law can lead
to better performance than the standard one and how to
select a switching parameter.
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