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Abstract
We develop a new way to calculate the overlap of a boundary state with a finite volume
bulk state in the truncated conformal space approach. We check this method in the thermally
perturbed Ising model analytically, while in the scaling Lee-Yang model numerically by comparing
our results to excited state g-functions, which we obtained by the analytical continuation method.
We also give a simple argument for the structure of the asymptotic overlap between the finite
volume boundary state and a periodic multiparticle state, which includes the ratio of Gaudin type
determinants.
1 Introduction
Recently there have been growing interest in integrable finite volume boundary states and significant
progress has been made in the calculation of their overlaps with periodic multiparticle states. These
researches are fueled by quantum quench problems in statistical physics as well as correlation function
calculations in the AdS/CFT duality.
In the AdS/CFT correspondence there are many places where integrable overlaps appeared recently.
At first a codimension one defect is introduced in the gauge theory, which allows one-point functions
of local gauge invariant operators to be different from zero. These operators correspond to finite
volume multiparticle states on the worldsheet and their one-point functions in the presence of the
defect can be interpreted as overlaps with a –hopefully integrable– boundary state. There were many
perturbative calculations for different subsectors in the D3-D5 [1, 2, 3] and D3-D7 [4, 5] setup and
for a few loop orders in the coupling [6, 7] together with new developments also in bootstrapping
the boundary state and calculating asymptotic overlaps [8, 9, 10, 11, 12]. Recently, a new class of
three-point functions were investigated involving a local gauge invariant single trace operator and two
determinant operators dual to maximal giant gravitons and it was shown to be an overlap between a
finite volume multiparticle state and a finite volume integrable boundary state [13, 14].
In a statistical physical quench problem there is a sudden change in one of the parameters of the
theory. As a result the ground-state of the pre-quenched theory is no longer an eigenstate of the
post-quenched one, thus initiates a non-trivial time evolution, which can be integrable [15]. This
evolution is relevant to understand if thermalization happens and can be calculated once the overlaps
between the (integrable) initial state and multiparticle particle states are known. The exact overlap
results in integrable spin chains [16, 17, 18] indicated that non-vanishing overlaps appear for parity
symmetric Bethe states only. This was connected to the integrability of the boundary/initial state in
[19, 20, 21]. There were further progress to calculate time evolutions after a quench from the overlaps
in [22, 23, 24, 25, 26].
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In both applications above the exact knowledge of the overlaps between a finite volume boundary
state and periodic multiparticle states is required. Not much is known about these overlaps in quantum
field theories for generic excited states. In [27] the first few large volume overlaps were extracted from
the investigation of the one-point function. The aim of our paper is twofold. On the one hand
we would like to extend this results and describe the finite volume boundary state in terms of the
infinite volume characteristics of the theory such as reflection and scattering matrices for any finite
size. On the other hand we would like to test these formulas against numerical data obtained from
the truncated conformal space approach (TCSA). Although most of the analysis is restricted to the
simplest integrable interactive theory, namely to the scaling Lee-Yang model the conceptual ideas and
generic form of the results can be easily generalized.
There were already two approaches to calculate excited state overlaps (called g-functions there)
from TCSA. The first was concerned with massless flows [28], while the second extracted the g-functions
from the evaluation of the partition functions obtained from the finite strip TCSA spectrum [29, 30].
Since these approaches seem to be very cumbersome we decided to develop a novel and more direct
way of computing the overlaps in the TCSA framework. We test this new method against the large
volume scattering description.
Following an old idea, which goes back at least to Lüscher [31, 32], it is possible to express finite
volume quantities in terms of their infinite volume counterparts. This program was successfully com-
pleted for the finite size spectrum, it is under development for finite volume form factors and it can
be also carried out for the finite volume boundary state as we will demonstrate in this paper for the
scaling Lee-Yang model.
Depending on the nature of the finite size corrections we can distinguish three domains: The leading
corrections are polynomial in the inverse of the volume, O(L−1), and originate from imposing periodic
boundary condition. Characteristic quantities, such as energies and form factors take their infinite
volume form, but periodicity implies momentum quantization, which makes the spectrum discrete and
changes the natural normalization of states. Subleading corrections are exponentially small in the
volume and their leading term, O(e−mL), contains a pair of virtual particles which travel around the
periodic world [33]. For small enough volumes all virtual processes have to be summed up, which is
nicely realized by the Thermodynamic Bethe Ansatz equation for the ground-state [34]. Exact finite
volume energies for excited states can be obtained by analytical continuation [35]. Here assumptions
are made for the analytical behavior for the pseudoenergies and the equations obtained are conjectures
which have to be tested.
The calculation of the overlap between the finite volume boundary state and the finite volume
ground-state called the g-function has a long history. The g-function was first introduced in conformal
field theories and characterized the ground-state boundary entropy [36]. Later it was shown to decrease
along renormalization group flows similarly to the central charge of CFT [37]. The first attempt to
calculate the g-function in massive integrable theories dealt with the evaluation of the partition function
with two boundaries in two alternative ways related to each other by exchanging the role of space and
time [38]. By evaluating the path integral in the saddle point approximation the boundary condition
dependent part of the g-function was correctly calculated. However, the g-function appears as the O(1)
piece in the free energy which includes contributions from the quadratic fluctuations as well as from the
non-trivial measure in constructing the functional integral [39]. The first result accounting for the full
result was obtained in diagonally scattering theories. It was conjectured based on the cluster expansion
of the partition function and on attempts to take into account the O(1) contributions [40]. Later, the
measure in the path integral was correctly calculated providing the honest derivation of the ground-
state g-function [41]. Alternatively, the complete summation of the cluster expansion leads to the same
results [42, 43]. The authors also tried to extend this approach to excited states’ g-functions, however
the incorporation of the asymptotic overlaps seemed problematic, although recently improved. This
was revealed by an extension of the results for non-diagonal scattering theories and for excited states by
analytical continuation in the AdS/CFT setting [13, 14]. The aim of our paper is to elaborate further
on the calculation of boundary states by analytical continuation and also in the TCSA framework.
The paper is organized as follows: In the next section we recall the infinite volume characterization
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of integrable boundaries both in space and in time. We then present the polynomial corrections for the
boundary state. This will be done after reviewing the same corrections for the spectrum and for form
factors. In Section 3 we recall the g-function in diagonally scattering one species models and perform
an analytical continuation to obtain the excited states’ g-functions together with g-functions in the
presence of boundary boundstates. In Section 4 we present our novel proposal for the calculation of
excited state g-function in the TCSA framework. We test this proposal in Section 5 for the thermally
perturbed Ising model by exact analytical calculations. Section 6 deals with the scaling Lee-Yang
model where we compare the novel TCSA results to the numerical evaluation of the TBA g-functions,
whose implementation is spelled out in Appendix B. We finally conclude in Section 7 and provide some
outlook.
2 The asymptotic boundary state
We first review the two ways how an integrable boundary can be placed in a infinite volume by
restricting the 1+1 dimensional space-time into the half plane. We then determine how the infinite
volume quantities and momentum quantization can be used to calculate the polynomial corrections to
the finite volume boundary state.
2.1 Infinite volume boundary state
An integrable boundary can be placed either in space or in time [44].
2.1.1 Boundary in space, reflections
If the boundary is in space (space is restricted to the negative half-line) boundary conditions can be
characterized by reflection factors. The reflection matrix Rn→m is the amplitude of a process in which
an asymptotic initial n-particle state consisting of n separated right moving particles reflects into
an asymptotic final m-particle state consisting reflected left moving particles. In integrable theories
there is no particle creation and the multiparticle reflection factorizes into the product of individual
reflections and pairwise scatterings
Rn→n(θ1, . . . , θn) =
∏
i<j
S(θi − θj)
n∏
i=1
R(θi) (2.1)
where θ is the rapidity, which parameterizes the relativistic dispersion relation as (E(θ), p(θ)) =
m(cosh θ, sinh θ). The integrable scattering matrix S(θ1 − θ2) which depends only on the rapidity
differences satisfies unitarity and crossing symmetry
S(θ)S(−θ) = 1 ; S(ipi − θ) = S(θ) (2.2)
The reflection factor also satisfies unitarity and boundary crossing symmetry
R(θ)R(−θ) = 1 ; R(ipi − θ) = S(2θ)R(θ) (2.3)
The origin of the boundary crossing equation seems a bit obscure, but will be clear from the other
channel point of view. Once the scattering matrix is specified solutions of the reflection equations
characterize integrable boundary conditions in the bootstrap setting. We will analyze two models in
this paper, the thermally perturbed Ising model and the scaling Lee-Yang model.
The thermally perturbed Ising model is related to the theory of a free massive fermion and has
scattering matrix S = −1. The two solutions of the (2.3) bootstrap equations which correspond to
fixed/free boundary conditions have the reflection factors
R±(θ) =
(
±1
2
)
θ
; (x)θ =
sinh( θ2 +
ipix
2 )
sinh( θ2 − ipix2 )
(2.4)
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The scaling Lee-Yang model is the only relevant perturbation of the conformal Lee-Yang model
and has the scattering matrix [45]
S(θ) =
sinh θ + i sin pi3
sinh θ − i sin pi3
(2.5)
We will be interested in two reflection factors, which are related to perturbations where only the bulk
is perturbed [29]. There are two conformal boundary conditions in the Lee-Yang model labeled by I
and ϕ. The bulk only perturbation of the identity boundary condition is described by the reflection
factor
RI(θ) =
(
1
6
)
θ
(
1
2
)
θ
(
−2
3
)
θ
(2.6)
while the perturbation of ϕ by
Rϕ(θ) = RI(θ)
(
b− 1
6
)
θ
(
b+ 1
6
)
θ
(
5− b
6
)
θ
(
−5 + b
6
)
θ
(2.7)
with b = −1/2. Note that RI(θ) can be formally obtained by putting b = 0. If b is not −1/2 then
there is also a perturbation at the boundary, but we will not discuss this situation in the paper.
2.1.2 Boundary in time, the boundary state
If the boundary is placed in time it can be characterized as a boundary state [44]. This translation
invariant state can be expanded in the basis of the Hilbert space associated to the whole line as
|B〉 =
∞∑
n=0
1
n!
∏
i
ˆ
dθi
4pi
Kn(θ1, . . . , θn)|θ1, . . . , θn,−θn, . . . ,−θ1〉 (2.8)
Infinite volume states are normalized as 〈θ|θ′〉 = 2piδ(θ−θ′) and integrations go for the whole line. Due
to relativistic invariance in the bulk one can relate the boundary state to the multiparticle reflection
amplitude as
Kn(θ1, . . . , θn) = Rn→n(
ipi
2
− θ1, . . . , ipi
2
− θn) (2.9)
Integrability guaranties that only pairs of particles with opposite rapidities appear and the extra 1/2
in the 1/(4pi) measure reflects this fact. Factorized scattering implies that Kn can be written in terms
of the scattering matrix and the reflection factor. Reordering the multiparticle terms shows that the
boundary state exponentiates
|B〉 = exp{
ˆ
dθ
4pi
K(θ)Z(−θ)Z(θ)}|0〉 (2.10)
where Z(θ) is the ZF operator, which creates a particle with rapidity θ and form an exchange algebra
Z(θ1)Z(θ2) = S(θ1 − θ2)Z(θ2)Z(θ1) (2.11)
while
K(θ) = K2(θ) = R(
ipi
2
− θ) (2.12)
Consistency of the boundary state implies the relation K(θ) = S(2θ)K(−θ) which is the origin of the
boundary crossing unitarity relation. The overlap of an infinite volume multiparticle state with the
boundary state is then
〈−θ1, θ1, . . . ,−θn, θn|B〉 =
n∏
j=1
K(θi) (2.13)
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Let us point out that there is a subtlety here. If the reflection factor has a pole at ipi2 , or equivalently
if the K- matrix has a pole at θ = 0 of the form
K(θ) = − ig
2
2θ
+ regular (2.14)
then the boundary state has a one particle contribution [44, 29, 46, 47]:
|B〉 =
{
1 +
g
2
Z(0)
}
exp
{ 
dθ
4pi
K(θ)Z(−θ)Z(θ)
}
|0〉 (2.15)
with a principal value integration. This one-particle term has a drastic effect on the finite size energy
corrections on the strip [48] and on boundary form factors [49], and also shows up in the overlaps with
odd number of particles (containing a standing particle):
〈−θ1, θ1, . . . ,−θn, θn, 0|B〉 = g
2
n∏
j=1
K(θi) (2.16)
2.2 Polynomial corrections to the finite volume boundary state
In the following we give a simple argument for the form of the asymptotic finite volume boundary
state. We start by recalling the similar corrections for the energy spectrum and also for form factors.
2.2.1 Leading finite size corrections for the spectrum and for form factors
As we already mentioned in the introduction we express all finite volume quantities in terms of their
infinite volume analogues. Putting N particles in a finite volume L the momentum is quantized by
the Bethe-Yang (BY) equations
Qj = p(θj)L− i
∑
k:k 6=j
logS(θj − θk) = 2pinj (2.17)
Once the quantization numbers {nj} are specified the rapidities {θj} can be calculated. For large
volumes the free quantization dominates p(θi) = 2piniL and the scattering interaction introduces poly-
nomial corrections in L−1. The energy of the state containing all of these polynomial corrections is
formally the same as in infinite volume
E(n1, . . . , nN ) =
∑
j
E(θj) +O(e
−mL) (2.18)
but the momenta are quantized by the BY equations.
We now recall the leading finite size correction of the form factor [50, 51], which is the matrix
element of a local operator O between asymptotic states:
FON (θ1, . . . , θN ) = 〈0|O|θ1, . . . , θN 〉 (2.19)
This state is originally defined for strictly ordered rapidities, θi > θi+1, but can be generalized via
|θ1, . . . , θi, θi+1 . . . , θN 〉 = S(θi − θi+1)|θ1, . . . , θi+1, θi, . . . , θN 〉 for any orderings. The normalization is
〈θ′N , . . . , θ′1|θ1, . . . , θN 〉 = (2pi)N
N∏
i=1
δ(θi − θ′i) + permutations (2.20)
where permutations contains terms obtained by exhanging θs all possible ways and by picking up the
corresponding S-matrix factors.
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The finite volume state can be characterized either by the quantization numbers {ni} or by the
corresponding rapidities {θi}. We denote this state as |n1, . . . , nN 〉L ≡ |θ1, . . . , θN 〉L, which is typically
symmetric for the exchanges of particles. Since the finite volume spectrum is discrete the natural
normalization is
L〈n′1, . . . , n′N |n1, . . . , nN 〉L =
∏
i
δn′ini (2.21)
We emphasize that it is not the same as the infinite volume normalization, which can be easily seen
by relating them for large volumes. In doing so we compare the resolution of the identity
∞∑
N=0
∑
{ni}
|n1, . . . , nN 〉L L〈nN , . . . , n1| = I =
∞∑
N=0
∏
i
ˆ
dθi
2pi
|θ1, . . . , θN 〉〈θN , . . . , θ1| (2.22)
The two operators on the two sides of the equation act in different Hilbert spaces, however for large
volumes the rapidities become spaced as dense as 2piL . The very dense rapidity space summation for
the N particles states then can be replaced with integration∑
{ni}
|{ni}〉L L〈{ni}| =
∏
i
ˆ
dθi
2pi
ρN ({θj})|θ1, . . . , θN 〉L L〈θN , . . . , θ1| (2.23)
where the density of states is the Jacobian of changing variables from {nj} to {θj} via the BY equations:
ρN ({θj}) = det
∣∣∣∣∂Qj∂θi
∣∣∣∣ = det
∣∣∣∣∣∣∣
p′1L+ φ12 + . . . φ1N . . . −φ1N
...
. . .
...
−φN1 . . . p′NL+ φN1 + · · ·+ φNN−1
∣∣∣∣∣∣∣ (2.24)
where p′(θ) = dp(θ)dθ and φjk = φ(θj − θk) = −i∂θj logS(θj − θk). We can now compare the integrands
for each particle numbers’ integrations leading to the relation between finite and infinite volume nor-
malizations
|θ1, . . . , θN 〉L = |θ1, . . . , θN 〉√∏
i<j S(θi − θj)ρN (θ1, . . . , θN )
+O(e−mL) (2.25)
Clearly the phase of the state cannot be fixed in this way, it follows from demanding a symmetric
finite volume state. We note that the relation does not rely on large particle numbers, merely on large
volumes, and is valid even for one or two particle states.
The finite volume form factor up to exponentially small corrections is basically the infinite volume
form factor modulo the change in the normalization of states:
〈0|O|θ1, . . . , θN 〉L = F
O
N (θ1, . . . , θN )√∏
i<j S(θi − θj)ρN (θ1, . . . , θN )
+O(e−mL) (2.26)
as was obtained from comparing the infinite and finite volume 2-point functions in [51]. Let us use
this normalization change to calculate the finite volume boundary state.
2.2.2 Leading finite size correction for the boundary state
The finite volume boundary state can be expressed in the basis of the finite volume Hilbert space with
periodic boundary condition in the form:
|B〉L = |B〉evenL + |B〉oddL (2.27)
where we separated the contribution of the parity symmetric BY states for containing even and odd
number of particles. The odd term |B〉oddL is nonzero only if resθ=0K(θ) 6= 0. We spell out this term
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in Appendix A. In the following we assume that this term is absent and write simply
|B〉L =
∑
N
∑
{nj}
KN (n1, . . . , nN )L|n1, . . . , nN ,−nN , . . . ,−n1〉L (2.28)
Similarly how we related the resolution of the identity for large volumes we can also replace the
summation for pairs of particles for integrations of those pairs. In doing so we have to use the relation
Q−j = p(θj)L− i
∑
k:k 6=j
logS(θj − θk)− i
∑
k
logS(θj + θk) = 2pinj (2.29)
and change variable from {nj} to {θj}. The corresponding Jacobian is ρ−N = det
∣∣∣∣∂Q−j∂θi
∣∣∣∣. Additionally
we also express the finite volume state in terms of the infinite volume state and arrive at
|B〉L =
∑
N
∏
i
ˆ
dθi
4pi
KN (θ1, . . . , θN )L
ρ−N√∏
i S(−2θi)ρ2N
| − θ1, θ1,−θ2, θ2, . . . ,−θN , θN 〉 (2.30)
Here we note that the correct way of calculating the norm of the state is to move a bit away from the
pairwise structure and take the appropriate limit. This can be easily done by introducing one single
extra particle and sending its rapidity to infinity. What is important is that we have to consider θ
and −θ independent when calculating the derivatives and substitute their pairwise structure into the
general ρ2N . Actually ρ2N for pairwise states {θ1, . . . , θN ,−θ1, . . . ,−θN} factorizes as
ρ2N = det
∣∣∣∣ A BB A
∣∣∣∣ = det ∣∣∣∣ A−B B0 A+B
∣∣∣∣ = ρ−Nρ+N (2.31)
where ρ±N are obtained from ρN by replacing φij = φ(θi − θj) with φ±ij = φ(θi − θj) ± φ(θi + θj). By
comparing this expression with the infinite volume boundary state we arrive at the relation
KN (θ1, . . . , θN )L =
√
ρ2N√∏
i S(2θi)ρ
−
N
∏
i
K2(θi) +O(e
−mL) =
∏
i
K2(θi)√
S(2θi)
√
ρ+N
ρ−N
+O(e−mL) (2.32)
where we assumed that, similarly to the spectrum and form factors, we have no other polynomial
volume effects. This is equivalent to the form, which was obtained from the analysis of the 1-point
function in [27]. Note that the finite volume boundary state is a symmetric even function of the
rapidities. We will confirm this result by calculating the exact finite volume expressions and taking
the large volume limit.
3 Exact finite volume boundary state
In this section we recall the derivation of the exact finite volume g-functions. We then extend the
result for excited states by analytical continuation.
The finite volume groundstate overlap is called the g-function, which can be obtained from the
evaluation of the partition function on the cylinder [38], see Figure 3.1. Depending on which time
evolution we choose there are two representations of the partition function
Zαβ(L,R) = L〈Bβ |e−H(L)R|Bα〉L = Tr(e−Hαβ(R)L) (3.1)
By evolving for a very large Euclidean time, R→∞, only the periodic groundstate survives
lim
R→∞
Zαβ(L,R) = L〈Bβ |0〉〈0|Bα〉Le−E0(L)R + . . . (3.2)
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Figure 3.1: Two alternative ways to calculate the partition function depending on the chosen time
evolution.
allowing for a direct extraction of the g-function gα(L) = 〈0|Bα〉L as
log(gα(L)gβ(L)) = lim
R→∞
{
R−1 logZαβ(L,R) + E0(L)
}
(3.3)
The idea is to calculate this quantity in the other channel, where the volume is large and polynomial
corrections are enough to be kept:
Zαβ(L,R) = Tr(e−Hαβ(R)L) =
∑
n
e−E
n
αβ(R)L (3.4)
here n labels multiparticle state on the strip. These polynomial corrections come from momentum
quantization with reflections on the two ends and scatterings among the particles:
2pink = 2mR sinh θk − i logRα(θk)− i logRβ(θk)− i
∑
j:j 6=k
log {S(θk − θj)S(θk + θj)} (3.5)
The energy is
Enαβ(R) =
n∑
k=1
m cosh θk + fα + fβ (3.6)
where fα and fβ are the boundary energies, which are typically normalized to 0 in the TBA setting.
Recently there were developments in summing up directly the contributions of the multi-particle states
in the cluster expansion [42]. This can be done by introducing non-linear integral equations for the
diagrammatic evaluation of the contributions. Alternatively, the traditional way is to introduce den-
sities of states and turn the sum for multiparticle states into a functional integral for the densities
[38]. Since the g-function is the O(1) term in the partition function special care needs to be taken for
constructing the measure of the integral as well as for evaluating the quadratic fluctuations [39, 40, 41].
3.1 Groundstate g-function
The outcome of these analysis is that the g-function can be written as
gα(L)gβ(L) =
det(1−K−)
det(1−K+) exp
{ˆ
dθ
4pi
(φα(θ) + φβ(θ)− 2φ(2θ)− 2piδ(θ)) log(1 + e−(θ))
}
(3.7)
where φα/β(θ) = −i∂θ logRα/β(θ) and (θ) is the solution of the TBA equation
(θ) = mL cosh θ −
ˆ
dθ′
2pi
φ(θ − θ′) log(1 + e−(θ′)) (3.8)
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for the groundstate energy
ETBA0 (L) = −m
ˆ
dθ
2pi
cosh θ log(1 + e−(θ)) (3.9)
on the circle of size L. The Fredholm operators K± are defined by their integral kernels:
K±f(θ) =
ˆ ∞
0
dθ′
2pi
φ±(θ, θ′)
1 + e(θ)
f(θ′) ; φ±(θ, θ′) = φ(θ − θ′)± φ(θ + θ′) (3.10)
The numerator in the ratio of Fredholm determinants comes from the fluctuations, while the denomi-
nator is related to the non-trivial measure in the functional integral [41, 52].
3.2 Groundstate g-function with boundary boundstates
This formula is valid if there are no boundary boundstates. In some cases it can happen that the
physical boundary condition characterized by Rα(θ) has a boundary boundstate say at iu :
Rα(θ) = i
g2α
2(θ − iu) + regular (3.11)
In this case the g-function takes the form [30]
gα(L) =
√
det(1−K−)
det(1−K+) (1 + e
−(iu)) exp
{ˆ
dθ
4pi
(φα(θ)− φ(2θ)− piδ(θ)) log(1 + e−(θ))
}
(3.12)
This term can be understood as an analytical continuation from a domain where there are no boundary
boundstates. During the continuation the pole of φα crosses the integration contour, whose contribution
has to be picked up. The g-function without this contribution correspond to the boundary boundstate.
For more than one boundstates all of their contributions
∏
j(1 + e
−(iuj)) have to be included.
3.3 Excited states g-function
We can analytically continue the ground-state equations in order to describe excited states. In doing
so singularities θ¯i, related to the particles’ rapidities, θi, cross the integration contour and introduce
extra source terms [35]. For the energy they contribute as
ETBAn (L) = im
∑
j
ηj sinh θ¯j −m
ˆ
dθ
2pi
cosh θ log(1 + e−(θ)) (3.13)
where  satisfies the excited state TBA equation
(θ) = mL cosh θ +
∑
j
ηj logS(θ − θ¯j)−
ˆ
dθ′
2pi
φ(θ − θ′) log(1 + e−(θ′)) (3.14)
and the parameters ηj keep track of the location of the poles. For poles on the upper half plane ηj = 1,
while for those on the lower half plane ηj = −1. The position of the singularities are related to the
zeros of the logarithm of 1 + e− :
(θ¯k) = ipi(2nk + 1) (3.15)
For free fermions and for the sinh-Gordon model θ¯k = θk + ipi2 , while for the scaling Lee-Yang model
each particle is represented by a complex conjugate pair of rapidities θ¯k = θk+iδk and θ¯k+n = θk−iδk,
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where for large volumes δk approaches pi/6. The excited states g-functions are the overlaps between
the finite volume boundary state and periodic finite volume multiparticle states
gα({nk}, L) =
√
det(1−K−ex)
det(1−K+ex)
∏
k
Rα(θ¯k)√
S(2θ¯k)
exp
{ˆ
dθ
4pi
(φα(θ)− φ(2θ)− piδ(θ)) log(1 + e−(θ))
}
(3.16)
where the Fredholm operators have a discrete and a continuous part [53, 54]:
K±ex.
(
f(θ¯j)
f(θ′)
)
=
(
K±k (θ¯j) K
±(θ¯k, θ′)
K±j (θ) K
±(θ, θ′)
)(
f(θ¯j)
f(θ′)
)
(3.17)
where
K±k (θ) =
φ±(θ¯k, θ)
−i∂θ(θ)|θ¯k
; K±(θ, θ′) =
φ±(θ, θ′)
1 + e(θ′)
(3.18)
It is easy to see in the sinh-Gordon and free fermion cases thatRα(θ+ ipi2 )/
√
S(ipi + 2θ) = K(θ)/
√
S(2θ).
It was shown in [13, 14] that the large volume limit of det(1−K±ex) goes to det ρ∓ thus the exact result
reproduces correctly the asymptotic form (2.32).
For the free fermion the kernel vanishes, φ(θ) = 0, and the exact overlaps take the form
gα({nk}, L) =
∏
k
iKα(θk) exp
{ˆ
dθ
4pi
(φα(θ)− piδ(θ)) log(1 + e−mL cosh(θ))
}
(3.19)
For the scaling Lee-Yang model we elaborate on the numerical evaluations of the overlaps in Ap-
pendix B as these will be compared to the same quantities obtained from TCSA, which is the topic of
the next section.
4 Overlaps in the TCSA framework
In this section we propose a new way to “measure” the overlaps between the finite volume boundary
state and the finite volume multiparticle states in the TCSA framework.
4.1 TCSA for the energy
The truncated conformal space approach is a very efficient variational approximation, which was
originally developed for relevant perturbations of conformal field theories in order to calculate their
finite size energy spectrum on the circle [55]. The Hamiltonian of the perturbed system can be written
as
H = H0 + λ
ˆ L
0
Φ(x, t)dx ; H0 =
2pi
L
(L0 + L¯0 − c
12
) (4.1)
where c is the central charge of the CFT, while the Virasoro generators L0 and L¯0 act diagonally on
the Virasoro highest weight representations Vi, V¯i from which the Hilbert space is built up1 as
H =
∑
i
Vi ⊗ V¯i (4.2)
By mapping the cylinder onto the plane, (x+ iy → z = e−i 2piL (x+iy) = reiθ), the Hamiltonian takes the
form
H =
2pi
L
[
L0 + L¯0 − c
12
+ λ
(
L
2pi
)2−2h
2pi
ˆ 2pi
0
dθ
2pi
Φ(eiθ, e−iθ)
]
(4.3)
1Here we assume diagonal modular invariant partition functions.
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where h is the chiral weight of the spinless perturbation. The θ integration implies momentum conser-
vation. Typically, when we calculate the matrix elements of Φ, we choose the Virasoro basis in each
Verma module and ensure that singular vectors are eliminated. This basis is not orthogonal and the
inner product matrix, G, can be calculated from the defining relations of the Virasoro algebra. The
idea of TCSA is to truncate the conformal Hilbert space at a given energy Ecut, and to diagonalize
numerically the Hamiltonian
H
m
=
2pi
mL
(
L0 + L¯0 − c
12
+
(mL
2piκ
)2−2h
2piG−1Φ
)
(4.4)
at the given truncation, where
m = κλ
1
2−2h (4.5)
is a mass parameter, typically chosen to be the massgap. The eigenvalues En(L) of the Hamiltonian
are the finite volume energy levels of multiparticle states, while the eigenvectors |n, λ〉L are their
representations on the conformal Hilbert space. These vectors then can be used to calculate finite
volume form factors2 [51] and, as we will show, also finite volume overlaps.
Alternatively one can also do perturbation theory with the Hamiltonian
H = H0 + λL
1−2hV (4.6)
This is called conformal perturbation theory (CPT) and for the groundstate energy it gives
E0(L, λ) = − pic
6L
+ λ 〈vac|V (L)|vac〉+ · · · = − pic
6L
+ L−1
∞∑
k=1
(λL2−2h)kbk (4.7)
while for the groundstate eigenvector
|vac, λ〉L = |vac〉+ λL2−2h
∑
n6=vac
cn|n〉+ . . . ; cnL = 〈n|V |vac〉〈vac|H0|vac〉 − 〈n|H0|n〉 (4.8)
where |vac〉 denotes the lowest energy state of the conformal field theory. The perturbative expansion
of the groundstate energy indicates that it is normalized differently than the groundstate energy in the
TBA setting
E0(L, λ) = E
TBA
0 (L) + fbulkL (4.9)
the difference being the vacuum energy density.
4.2 Conformal boundary conditions
In a conformal field theory we can also place a boundary in two different ways [45]. A space boundary
is conformal, if there is no energy flow through the boundary: Txy|x=0 = 0. In holomorphic coordinates
it reads as T (z)|x=0 = T¯ (z¯)|x=0, which implies that the symmetry is no longer the tensor product of
two Virasoro algebras, rather it is one single Virasoro algebra. Boundary conditions can be labeled
by representations of the chiral algebra, such that on the strip with boundary conditions α and β
representations of the fusion product of α and β appear only in the decomposition of the Hilbert space
Hαβ =
∑
i
N iαβVi (4.10)
where N iαβ are the Verlinde fusion numbers which can be calculated from the modular S-matrix.
2TCSA can be used to calculate boundary form factors as well [56, 57].
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If however the boundary is in time it is represented as an initial or final state, |B〉, which can be
expanded in the basis of the periodic Hilbert space, obtained by mapping the boundary onto the plane.
Conformal invariance translates into the condition
(Ln − L¯−n)|B〉 = 0 (4.11)
These conformal states, called Ishibashi states, are unique for each highest weight representation Vi⊗V¯i
and can be constructed as follows: We choose the basis in each chiral half by Virasoro descendants
including only linearly independent combinations
|i〉 = L−n1 . . . L−nk |h〉 ; 〈i| = 〈h|Lnk . . . Ln1 (4.12)
Their inner product matrix follows from the Virasoro algebra and will be denoted as
〈i|j〉 = Mij ; M ijMjk = δik (4.13)
The Ishibashi state can be written simply in terms of the inverse of this inner product matrix as
|h〉〉 = M ik|i〉 ⊗ |k¯〉 (4.14)
where |k¯〉 is obtained from |k〉 by replacing L with L¯.
Space and time boundaries can be connected by conformal transformations. Specific boundary
conditions in space, labeled by representations, do not correspond directly to Ishibashi states. They
are related to Cardy states |Bα〉, which are linear combinations of Ishibashi states
|Bα〉 =
∑
i
giα|hi〉〉 (4.15)
The coefficients can be fixed by demanding that the cylinder partition function, calculated in the two
alternative time evolutions, are the same. We normalize the Ishibashi states as
〈〈hj |e−H0R|hi〉〉 = δij〈hi|hi〉χi(q) (4.16)
Time evolution by the strip Hamiltonian Hstrip(R) = piR (L0 − c24 ) on the Hilbert space Hαβ leads to
Cardy’s condition
giαg
i
β〈i|i〉 =
∑
j
N jαβSij (4.17)
where S is the matrix which represents the modular transformation on the characters. This equation
can be solved, which provides the physical, Cardy, boundary states [58].
4.3 TCSA for boundary states and overlaps
In the following we analyze theories which are perturbed in the bulk but not at the boundaries. The
perturbed theory is a massive scattering theory, which in the integrable case can be characterized by
the mass of the particle and by its scattering matrix. If the boundary is in space these particles reflect
off it and the boundary condition is characterized by the reflection matrix. If however the boundary
is in time then it is characterized by its overlap with the bulk multiparticle states. In the case when
there is no boundary perturbation it is natural to assume that the boundary state does not change3
and we can calculate the overlap as the overlap between the conformal boundary state, i.e. the Cardy
state, and the normalized multiparticle state, |n, λ〉, represented on the conformal Hilbert space either
by TCSA or by CPT. Thus we define the overlap in the deformed theory for the vacuum as
gTCSAα (L) = 〈vac, λ|Bα〉 (4.18)
3If in the bulk-boundary OPEs of the bulk perturbing operator there are singularities, one might need to renormalize
the boundary state.
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By comparing the small coupling/volume perturbative formulas [30] we can conclude that it is normal-
ized differently than the g-function in the TBA setting. They differ by a term linear in the volume,
which is proportional to the boundary energy fα:
log gTCSAα (L) = log gα(L)− fαL (4.19)
The excited states overlaps, which can be compared to the TBA results are simply
log gα(n,L) = log〈n, λ|Bα〉+ fαL (4.20)
In the following we test this idea analytically in the thermally perturbed Ising model and numerically
in the scaling Lee-Yang model.
5 Free massive fermion
The critical Ising model can be described by the c = 12 CFT which has three representations h = 0,
h = 12 and h =
1
16 . Its spinless perturbation with the h =
1
2 field corresponds to moving away from
the critical temperature. This model is equivalent to free massive fermions of mass m, which can be
solved exactly providing an ideal framework to test our proposal for the overlaps.
5.1 Free massless fermion
Let us first describe the CFT in terms of free massless (Euclidean) fermions
iψ(z) =
∑
n
bnz
−n− 12 ; {bn, bm} = δn+m (5.1)
They can be either periodic, Neveu-Schwartz sector, with half integer modes or anti-periodic, Ramond
sector, with integer modes. The Virasoro algebra is represented in the NS sector as
Ln =
∑
j>n2
(j − n
2
)bn−jbj ; j ∈ N+ 1
2
(5.2)
In the Ramond sector we simply take j ∈ N and for j = 0
L0 =
∑
j>0
jb−jbj +
1
4
b20 ; b
2
0 =
1
2
(5.3)
There are analogous formulas for the other chiral fermion ψ¯(z¯) in terms of b¯n. The NS vacuum, |0〉,
corresponds to the identity representation of the Virasoro algebra, while the h = 12 representation to
b− 12 b¯− 12 |0〉. The Ramond vacuum is nothing but the h =
1
16 highest weight state. In the following we
work with periodic boundary condition and take the free Hamiltonian
H0 =
2pi
L
(L0 + L¯0 − c
12
) =
2pi
L
(
∑
n>0
nb−nbn +
∑
n>0
nb¯−nb¯n − 1
24
) (5.4)
in the NS sector.
5.2 Mass perturbation
We then add the relevant spinless perturbation on the cylinder which corresponds to the mass term
H = H0 +mV ; V = − i
2pi
ˆ L
0
ψψ¯dx (5.5)
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By mapping the perturbation onto the plane we get the perturbation in terms of fermion modes:
V = i
(
2pi
L
)2h−1 ˆ
dθ
2pi
∑
n,k
bnb¯ke
iθ(n−k) = i
∑
n
bnb¯n (5.6)
The nth mode Hilbert space with basis {|0〉, b−n|0〉, b¯−n|0〉, b−nb¯−n|0〉} is left invariant by the pertur-
bation, thus we can simply diagonalize the corresponding 4 by 4 matrix. Since the momentum
P0 =
2pi
L
(L0 − L¯0) = 2pi
L
(
∑
n>0
nb−nbn −
∑
n>0
nb¯−nb¯n) (5.7)
commutes with the perturbed Hamiltonian and it has eigenvalues {0, kn,−kn, 0} with kn = 2npi/L,
only the zero momentum vectors |0〉 and b−nb¯−n|0〉 are mixed. As a result the eigenvalues are
{kn − ωn, kn, kn, kn + ωn} with ωn =
√
m2 + k2n and the energy differences account correctly for
the free relativistic spectrum of mass m. Clearly the interacting vacuum is a complicated object in
the conformal Hilbert space as it is entangled between all the modes. The easiest way do describe this
vacuum is to introduce new creation-annihilation operators with a given momentum eigenvalue kn for
n > 0:
βn = bn + γnb¯−n ; β†n = b−n + γ
?
nb¯n (5.8)
and similarly with momentum −kn:
β−n = αnb−n + b¯n ; β
†
−n = α
?
nbn + b¯−n (5.9)
These operators are not normalized properly, rather they are written in the form, such that in the
m → 0 limit both αn → 0 and γn → 0 and we get back the conformal result. By demanding the free
fermion form for the Hamiltonian
H =
∑
n>0
{
ρn(β
†
nβn + β
†
−nβ−n) + κn
}
(5.10)
together with the independence of the modes {βn, β−n} = 0 we can find the following solution
ρn =
m
2
eθn ; αn = −ie−θn ; γn = ie−θn ; κn = −me−θn (5.11)
where we introduced the rapidity as kn = m sinh θn. The norms of the states are related to
{β†n, βn} = 1 + |γn|2 = 1 + e−2θn ; {β+−n, β−n} = 1 + |αn|2 = 1 + e−2θn (5.12)
In order to obtain the new vacuum |0,m〉 we demand that
βn|0,m〉 = β−n|0,m〉 = 0 (5.13)
Such state can easily be constructed as
|0,m〉 ∝
∏
n>0
β−nβn|0〉 ∝
∏
n>0
(1 + αnb−nb¯−n)|0〉 =
∏
n>0
(1− ie−θnb−nb¯−n)|0〉 (5.14)
We might normalize this state by dividing with N = ∏n>0√1 + e−2θn :
|0,m〉 = N−1
∏
n>0
(1− ie−θnb−nb¯−n)|0〉
Excited states are obtained by acting with the creation operators. They act non-trivially in their
own mode numbers and that factor of the product is modified as
β†n|0,m〉 ∝ b−n|0〉 ; β†−n|0,m〉 ∝ b¯−n|0〉 ; β†nβ†−n|0,m〉 ∝ (e−θn + ib−nb¯−n)|0〉 (5.15)
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Thus the normalized two particle state with zero momentum and mode number k is
|{k},m〉 = N−1(e−θk + ib−k b¯−k)
∏
n 6=k
(1− ie−θnb−nb¯−n)|0〉 (5.16)
Let us elaborate on the groundstate energy. In the perturbed picture the groundstate energy is
E0(L) =
∑
n>0
κn = −
∑
n>0
(ωn − kn) (5.17)
which is nothing but the sum of the zero point fluctuation energies compared to the same expression
without the perturbation. This expression is expected to be written as
E0(L) = fbulkL+ E
TBA
0 (L) = fbulkL−m
ˆ
dθ
2pi
cosh θ log(1 + e−mL cosh θ) (5.18)
however fbulk is infinite and needs regularization. We will face a similar divergence also for the overlaps.
5.3 Conformal boundary conditions and overlaps
We now turn to the description of conformal boundary conditions in the fermionic language. The
Cardy states in the Ising model can be written in terms of the Ishibashi states as [45]
|B0〉 = 1√
2
|0〉〉+ 1√
2
| 12 〉〉+
1
4
√
2
| 116 〉〉
|B 1
2
〉 = 1√
2
|0〉〉+ 1√
2
| 12 〉〉 −
1
4
√
2
| 116 〉〉
|B 1
16
〉 = |0〉〉 − | 12 〉〉 (5.19)
As we are focusing on the NS sector we distinguish two boundary states |B±〉 =|0〉〉 ± | 12 〉〉. Let us see
how they can be described in the fermionic language. Boundary states in the free fermion algebra are
defined by
(bn ± ib¯−n)|B〉 = 0 (5.20)
and the sign reflects the fixed or the free boundary conditions. Since the inner product matrix is
diagonal in the fermionic basis the Ishibashi states are diagonal, too. The fermionic boundary condition
also fixes how we combine the Ishibashi states of |0〉〉 and | 12 〉〉:
|B±〉 = e±i
∑
n b−nb¯−n |0〉 =
∏
n
e±ib−nb¯−n |0〉 =
∏
n
(1± ib−nb¯−n)|0〉 (5.21)
Clearly this state satisfies (5.20) and the Ishibashi condition but it is not normalized.
Let us note that in the UV limit, m → 0, the interacting vacuum goes to the conformal vacuum
|0,m〉 → |0〉, while in the IR limit, m → ∞ the rapidities all go to zero and |0,m〉 → |B−〉 as was
observed in [59].
The boundary state |B±〉 in the basis of the nth mode {|0〉, b−n|0〉, b¯−n|0〉, b−nb¯−n|0〉} takes a very
simple form {1, 0, 0,±i}.
Now we are ready to test our proposal for the overlaps. Following our suggestion the finite volume
overlap of the boundary state with the groundstate can be calculated as
gTCSA± (L) = 〈0,m|B±〉 =
∏
n
1∓ e−θn√
1 + e−2θn
(5.22)
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As the boundary states are not normalizable and the boundary energies fα are infinite [30, 40] (just
as the bulk energy) a better quantity is the ratio of the groundstate and excited state overlaps. The
overlap of an excited state consisting a pair of particles with vanishing total momentum is:
gTCSA± ({k}, L) = 〈{k},m|B±〉 =
e−θk ± 1√
1 + e−2θk
∏
n 6=k
1∓ e−θn√
1 + e−2θn
(5.23)
The ratio of the two quantities are
gTCSA± ({k}|L)
gTCSA± (L)
=
e−θk ± 1
1∓ e−θk =
{
e−θk+1
1−e−θk = coth
θk
2
− 1−e−θk
1+e−θk = − tanh θk2
(5.24)
Recall that in the block notation the reflection factor for the + boundary is
R+(θ) =
(
1
2
)
θ
; K+(θ) = R+(
ipi
2
+ θ) = i coth
θ
2
(5.25)
while for the − boundary we have
R−(θ) =
(
−1
2
)
θ
; K−(θ) = R−(
ipi
2
+ θ) = −i tanh θ
2
(5.26)
and they agree with the exact results (3.19) up to a sign, which can be defined into the normalization
of the excited states.
Thus we are convinced that the overlap in the massive theory can be calculated in the TCSA
framework as the matrix element of the conformal boundary state with the massive scattering state,
which is realized on the conformal Hilbert space.
6 Scaling Lee-Yang model
In the Lee-Yang model the central charge is c = − 225 and we have just two irreducible representations
with h = 0 and h = − 15 . The Hilbert space is built over the two highest weight spinless fields: I and
the other which we denote by Φ as H = V0 ⊗ V¯0 + V− 15 ⊗ V¯− 15 . This is a non-unitary theory and the
state with the lowest energy is |vac〉 = |Φ〉. The conformal Hamiltonian on the strip is simply
H0 =
2pi
L
(L0 + L¯0 − c
12
) (6.1)
and we perturb it with the only relevant spinless field Φ as (4.4). In order to keep the g-functions and
the structure constant real it is advantageous to take the normalization 〈0|0〉 = −1 and 〈Φ|Φ〉 = 1.
This leads to the matrix elements
〈Φ|Φ|Φ〉 =
√
2
1 +
√
5
Γ( 15 )Γ(
6
5 )
Γ( 35 )Γ(
4
5 )
; 〈Φ|Φ|0〉 = 〈0|Φ|Φ〉 = 1 (6.2)
The perturbation results in a massive scattering theory of a single particle type, whose mass is related
to the coupling (4.5) as
κ = 2
19
12
√
pi
(
Γ( 35 )Γ(
4
5 )
) 5
12
5
5
16 Γ( 23 )Γ(
5
6 )
= 2.642944 (6.3)
In comparing the TCSA spectrum with those coming from TBA we note that the bulk energy constant
is
fbulk = − 1
4
√
3
m2 (6.4)
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Figure 6.1: TCSA energy spectrum with bulk energy subtracted in the zero momentum sector. The
first state is the vacuum, the second is a standing one particle state, while the next two are moving
two-particle states. Higher levels cross each other, for instance the fifth energy level can be a 2- or a
3- particle scattering state depending on the volume. Continous lines indicate 2-particle Bethe-Yang
lines with quantum numbers n = 0, . . . , 4.
There are two physical boundary conditions corresponding to the representations h = 0 and h = − 15
labeled by I and ϕ, respectively. The related Cardy states can be expressed in terms of the Ishibashi
states as [29]
|BI〉 = −
(
1
2
+
1
2
√
5
) 1
4
|0〉〉+
(
1
2
− 1
2
√
5
) 1
4
| − 15 〉〉 (6.5)
|Bϕ〉 =
(
1− 2√
5
) 1
4
|0〉〉+
(
1 +
2√
5
) 1
4
| − 15 〉〉 (6.6)
The corresponding reflection factors are (2.6,2.7), see [29], while the boundary energies are
fI =
1
4
(
√
3− 1)m ; fϕ = fI −m sin pi
12
(6.7)
In implementing TCSA for the Lee-Yang model we generated the periodic Hilbert space (4.2)
with energy cuts ranging from 10 to 18 in the chiral Verma modules and diagonalized the truncated
Hamiltonian (4.4) numerically. The low lying spectrum with the bulk energy subtracted is presented
on Figure (6.1). The two particle Bethe-Yang lines
Q(θn) = mL sinh θn − i logS(2θn) = 2pin ; En(L) = 2m cosh θn (6.8)
are plotted for n = 0, . . . , 4. The state with n = 0 is actually a 1-particle state, which can be
interpreted as a boundstate formL > 3. Having obtained the spectrum together with the corresponding
eigenvalues we calculated their overlaps with the boundary states (6.5) constructed on the truncated
Hilbert space. In the following we report on the comparison of the outcome of these TCSA overlap
calculations (4.18), (4.20) against various available results for small (UV), large (IR) and intermediate
(TBA) volumes. We investigate in details the first four eigenstates, which includes the finite volume
vacuum, a 1-particle state and two 2-particle states.
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6.1 Small volume checks of TCSA overlaps
For small volumes we can compare the TCSA results with CPT calculations. The groundstate g-
function has the expansion
log gCFTI = log L〈vac, λ|BI〉 =
1
4
log
(
1
2
+
1
2
√
5
)
+
∞∑
i=1
di(mL
12
5 /κ)i (6.9)
where conformal perturbation theory gives the following coefficients [30, 40]:
d1 = −0.25312 ; d2 = 0.0775 ; d3 = −0.0360 ; d4 = 0.0195 (6.10)
0.2 0.4 0.6 0.8 1.0
mL
-0.345
-0.340
-0.335
-0.330
-0.325
log(g)
0.2 0.4 0.6 0.8 1.0
mL
5.×10-6
0.00001
0.000015
0.00002
0.000025
log(g) -pert
Figure 6.2: Comparison of TCSA and conformal perturbation theory (6.9). On the left: TCSA data
points for log(gCFTI ) are plotted against the dimensionless volume mL = 0.1, . . . , 1 with blue dots and
conformal perturbation theory up to d4 with a continous line. The difference of the two is shown on
the right, indicating the next order polynomial correction.
In Figure (6.2) we compare the TCSA results with the CPT calculations and find complete agree-
ment. This confirms that the coefficients and signs coming from various square-roots in the boundary
state are implemented correctly4 and gives us confidence to move on to the large volume analysis.
6.2 Large volume checks of TCSA overlaps
5 10 15 20
mL
-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
log(g)
5 10 15 20
mL
0.5
1.0
1.5
log(g)
Figure 6.3: The overlap of the vacuum with the boundary states. On the left, logarithm of the overlap
between the vacuum and the identity boundary state (blue dots) is plotted against the dimensionless
volume together with −fImL (continuous line). On the right the overlap with the ϕ boundary and
−fϕmL.
4Note that some of our signs in the boundary state are different from [30], which can be related to different conventions.
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Let us start with the vacuum overlaps. On Figure (6.3) the logarithm of (4.18) is plotted as a function
of the dimensionless volume mL for both boundary conditions. Clearly the TCSA overlaps (4.19)
contain the boundary energies (6.7). In the following we subtract these linear contributions from
the logarithm of the overlaps and analyze only the difference. In doing so we can observe stronger
dependence on the cut. We then introduce an (conservative) extrapolation for each volume in the cut
of the form
(gCFTI )|cut = (gCFTI )|∞ +
b
cut
+
c
cut2
+
d
cut
12
5
+
e
cut3
(6.11)
where cut is the truncation level of the chiral Virasoro Verma modules. The extrapolated results,
presented on Fig 6.4, show both that the extrapolation is correct and that the logarithm of the TBA
normalized g-functions vanish for large volumes. In the next subsection we compare these extrapolated
results to TBA calculations.
2 4 6 8 10 12 14
mL
-0.02
-0.01
0.01
0.02
0.03
0.04
f1 mL + log(g)
0.02 0.04 0.06 0.08 0.10
1
cut
0.001
0.002
0.003
0.004
0.005
2 4 6 8 10 12 14
mL
-0.01
0.01
0.02
0.03
mL fφ + log(g)
Figure 6.4: The difference between the logarithm of the overlap and the boundary energy, log gCFTI +
fImL, for various cuts ranging from 10 to 18 on the left. TCSA data are plotted with dots, such that
higher cuts are closer to zero. Extrapolated results with 90% confidence range are plotted with solid
lines. The inset shows the extrapolation in the cut for mL = 10. Similar plots for the ϕ boundary is
on the right.
We next analyze the overlaps with a standing one particle state. Since both reflection factors have
a pole at ipi/2 with residues
Rα(θ) = i
g2α
2θ − ipi + . . . ; gI = 2
√
2
√
3− 3 ; gϕ =
√
2
4
√
3 sin2
(pi
8
)
csc2
(
5pi
24
)
(6.12)
the leading finite size correction takes the form (A.7):
log L〈1, λ|Bα〉+ fαmL = gα
2
√
ρ¯+1 +O(e
−mL) =
gα
2
√
mL+O(e−mL) (6.13)
The asymptotic form of the overlaps with two particle states takes the form
log L〈2, λ|Bα〉+ fαmL = Kα(θ)√
S(2θ)
√
ρ+1 (θ)
ρ−1 (θ)
+O(e−mL) =
Rα(
ipi
2 − θ)√
S(2θ)
√
p′(θ)L
p′(θ)L+ 2φ(2θ)
+O(e−mL)
(6.14)
where for any volume L the rapidity θ is determined from the quantization condition (6.8). The TCSA
overlap calculations for the first 4 states are compared to the asymptotic expressions in Figures (6.5)
and (6.6). Clearly we find a convincing evidence.
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Figure 6.5: The expression log L〈n, λ|BI〉 + fImL is plotted for the first four states with dots. These
includes the vacuum, the 1-particle state and two 2-particle states with quantization numbers n = 1, 2
in (6.8). The asymptotic expressions are plotted with solid lines. The extrapolation errors are negligible
on the plot.
2 4 6 8 10 12 14
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Figure 6.6: The expression log L〈n, λ|Bϕ〉 + fϕmL is compared for the first four states including the
vacuum, the 1-particle state and two 2-particle states with quantization numbers n = 1, 2 to the
asymptotic expressions (solid lines).
6.3 TBA checks against TCSA at intermediate volume
Finally, we compare the TCSA data against the solutions of the TBA equations. We start with the
groundstate expression.
gI(L) =
√
det(1−K−)
det(1−K+) exp
{ˆ
dθ
4pi
(φI(θ)− φ(2θ)− piδ(θ)) log(1 + e−(θ))
}
(6.15)
We explain in Appendix B how to evaluate this expression numerically. The comparison is shown on
the left of Figure 6.7.
Interestingly the ϕ boundary has a boundary boundstate so the g-function takes the form [30]
gϕ(L) =
√
det(1−K−)
det(1−K+) (1 + e
−(ipi/12)) exp
{ˆ
dθ
4pi
(φϕ(θ)− φ(2θ)− piδ(θ)) log(1 + e−(θ))
}
(6.16)
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This is confirmed by comparing the TBA results to TCSA on the right of Figure 6.7.
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Figure 6.7: The logarithm of the groundstate g-functions calculated numerically from TBA equations
are plotted with solid lines against extrapolated TCSA with dots for the identity boundary condition
on the left while for ϕ on the right. The insets enlarge the differences of the two.
A standing one particle state is obtained by analytical continuation and takes the following form
for the identity boundary
gI({0}, L) =
√
det(1−K−ex)
det(1−K+ex)
RI(θ¯1)√
S(2θ¯1)
exp
{ˆ
dθ
4pi
(φI(θ)− φ(2θ)− piδ(θ)) log(1 + e−(θ))
}
(6.17)
In Appendix B we spell out the details how we calculated all the ingredients of this expression numer-
ically. In the case of the ϕ boundary we have to include additionally the contribution of the boundary
boundstate:
gϕ({0}, L) =
√
det(1−K−ex)
det(1−K+ex)
Rϕ(θ¯1)√
S(2θ¯1)
(1 + e−(ipi/12))×
exp
{ˆ
dθ
4pi
(φϕ(θ)− φ(2θ)− piδ(θ)) log(1 + e−(θ))
}
(6.18)
The comparison of these two cases are shown on Figure 6.8. We note that the excited state TBA
equation has a solution only for mL > 3 in the form of (3.14).
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Figure 6.8: The 1-particle g-functions calculated numerically from TBA equations are plotted with
solid lines against extrapolated TCSA with dots for the identity boundary condition on the left while
for ϕ on the right.
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In summarizing, we can say that in all the investigated cases we found convincing agreement
between the TBA, TCSA and CPT results.
7 Conclusions
The aim of our paper was to elaborate on the finite volume boundary state. In doing so we first
provided a simple argument to explain the structure of the asymptotic overlaps. In order to focus
on the conceptual issues we presented the ideas for the simplest integrable theories having a single
particle type only. We showed that neglecting exponentially small finite size corrections the overlap
contains the product of infinite volume overlaps/reflection factors and the square root of the ratio
of two determinants originating from the normalization of finite volume states. We then analyzed
carefully the analytical continuation of the ground-state g-function in the scaling Lee-Yang theory
and obtained excited state g-functions. In order to test these formulas we developed a new way of
calculating finite volume overlaps in TCSA. Assuming the absence of boundary perturbations in the
Lagrangian description it is simply the overlap of the conformal boundary state with the eigenstate of
the TCSA Hamiltonian. We tested this idea with explicit calculations in the thermally perturbed Ising
model aka the free massive fermion. In the scaling Lee-Yang model our results confirm completely the
excited state g-functions obtained by analytical continuation. In particular for the ϕ boundary, which
has a boundary boundstate, we confirm [30] that the g-function has a factor signaling this boundstate.
Additionally we presented a numerical implementation for the solutions of the various TBA equations
and the calculations of the overlaps.
Thorough the paper we assumed that the boundary is not perturbed only the bulk. It would be very
tempting to extend the analysis for boundary perturbations. In doing so the bulk-boundary operator
product expansion could be used to represent the boundary perturbations in the bulk as an operator
dressing the conformal boundary state.
We chose the Lee-Yang model to test our ideas as the implementation of the TCSA method is
probably the simplest. Recent developments however in TCSA make it possible to apply the method
for the sinh-Gordon theory [60, 61] where the extension of the TBA results [62] for excited states could
be checked.
Here we analyzed only diagonally scattering theories. It would very interesting to extend and
test these techniques for non-diagonal scatterings. Then results such as [63] could be tested. Also
challenging is the calculation of the g-functions for the O(N) models, where results from [64] can be
relevant.
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A The generic finite volume boundary state
The finite volume boundary state can be expressed in the basis of the finite volume Hilbert space with
periodic boundary condition in the form:
|B〉L = |B〉evenL + |B〉oddL (A.1)
where we already calculated the even part in the bulk of the paper. In the following we assume that
resθ=0K(θ) 6= 0 and calculate the odd part, which contains a standing particle
|B〉oddL =
∑
N
∑
{nj}
KoddN (0, n1, . . . , nN )L|n1, . . . , nN , 0,−nN , . . . ,−n1〉L (A.2)
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Similarly how we related the resolution of the identity for large volumes we can also replace the
summation for pairs of particles for integration of those pairs. In doing so we have to use the relation
Qoddj = p(θj)L− i logS(θj)− i
∑
k:k 6=j
logS(θj − θk)− i
∑
k
logS(θj + θk) = 2pinj (A.3)
and change variable from {nj} to {θj}. The corresponding Jacobian is ρoddN = det
∣∣∣∣∂Qoddj∂θi
∣∣∣∣. Additionally,
we also express the finite volume state in terms of the infinite volume state and arrive at
|B〉oddL =
∑
N
∏
i
ˆ
dθi
4pi
KoddN (0, θ1, . . . , θN )L
ρoddN√∏
i S(−2θi)ρ2N+1
|0,−θ1, θ1,−θ2, θ2, . . . ,−θN , θN 〉
(A.4)
In calculating ρ2N+1 for states of the form {θ1, . . . , θN , 0,−θ1, . . . ,−θN} we have the following factor-
ization [65]
ρ2N+1 = det
∣∣∣∣∣∣
A b B
b a b
B b A
∣∣∣∣∣∣ = det
∣∣∣∣∣∣
A−B 0 0
b a 2b
B b A+B
∣∣∣∣∣∣ = ρoddN ρ¯+N+1 (A.5)
where a = mL+ 2
∑N
j=1 φj with φj = φ(θj) while the j
th component of the vector b is bj = −φj . For
completeness we spell out that
Aij = δij(p
′
iL+ φj +
∑
k
φik)− φij ; Bij = −φ(θi + θj) (A.6)
with φij = φ(θi − θj), thus one can easily see that det|A−B| = ρoddN . By comparing this expression
with the infinite volume boundary state we arrive at the relation
KoddN (θ1, . . . , θN )L =
√
ρ2N+1√∏
i S(2θi)ρ
odd
N
g
2
∏
i
K2(θi) +O(e
−mL) =
g
2
∏
i
K2(θi)√
S(2θi)
√
ρ¯+N+1
ρoddN
+O(e−mL)
(A.7)
The first few terms of this expression agrees with [24].
B Numerical solution of the TBA equations and overlaps
In this Appendix we explain how we solve numerically the TBA equations and calculate the g-functions.
B.1 Groundstate
In the following we present a numerical approach to the overlaps. The real θ line will be discretized
into N points θi with distance θi+1 − θi = dθ, such that the label of the origin is i0: θi0 = 0. Each
function f(θ) is then represented by a vector fi = f(θi) while the kernel in the integration by a matrix
φij =
dθ
2pi
φ(θi − θj) (B.1)
The groundstate TBA equation is a vector equation of the form
i = mL cosh θi −
∑
j
φij log(1 + e
−j ) (B.2)
This can be solved by Findroot in Mathematica or by iterations. The groundstate energy is
E0(L)/m = − dθ
2pi
∑
i
cosh θi log(1 + e
−i) (B.3)
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For the calculation of the g-function we introduce the matrices
K±ij =
dθ
2pi
φ(θi − θj)± φ(θi + θj)
1 + ei
(B.4)
for indices when both θi, θj > 0. The saddle point value of the g-function is
log gα =− 1
4
log(1 + e−i0) +
dθ
4pi
∑
i
(φα(θi)− φ(2θi)) log(1 + e−i)
+
1
2
(
log det(I−K−)− log det(I−K+)) (B.5)
where φα = −i∂θ logRα(θ) and the contribution of the measure and fluctuations can be easily calcu-
lated in terms of finite matrices in any program say in Mathematica.
In case of a boundary boundstate at iu we add a term
log(1 + e−u) ; u = mL cosu−
∑
j
φ(iu− θj) log(1 + e−j )
B.2 Excited states
For simplicity we analyze a standing one-particle state in the Lee-Yang model. This means two
singularities at θ¯1 = iδ1 and θ¯2 = −iδ1. We denote θ¯1 by θ1¯. The idea is to extend functions and
kernels with extra components at θ¯1: f1¯ = f(θ¯1) and φ1¯j = φ(θ¯1−θj). In particular the TBA equations
take the form
i = mL cosh θi + log
S(θi − θ1¯)
S(θi + θ1¯)
−
∑
j
φij log(1 + e
−j ) (B.6)
0 = mL cosh θ1¯ − logS(2θ1¯)−
∑
j
φ1¯j log(1 + e
−j )
One can solve these equations by iterations starting from i = 0 and θ1¯ = i(pi/6 +
√
3e−mL cos(pi/6)).
Once θ1¯ and i are obtained the energy is
E({0}, L)/m = 2i sinh θ1¯ −
dθ
2pi
∑
i
cosh θi log(1 + e
−i) (B.7)
In calculating the excited state g-function the saddle point contribution has the previous form, but
there is an extra contribution from θ1¯:
log
RI(θ1¯)√
S(2θ1¯)
(B.8)
Finally the kernels K± have to be extended also with the discrete mode to have K±ex:
K±
1¯1¯
=
i
∂1¯
φ±
1¯1¯
; K±
j1¯
=
i
∂1¯
φ±
j1¯
(B.9)
K±
1¯j
=
dθ
2pi
φ±
1¯j
1 + ej
; K±ij =
dθ
2pi
φ±ij
1 + ej
(B.10)
Here ∂1¯ = ∂θ|θ=θ1¯ . In calculating this expression we take the derivative of the TBA equation wrt. θ:
∂θ(θ) = mL sinh θ + i(φ(θ − θ¯1)− φ(θ + θ¯1) +
ˆ ∞
−∞
dθ′
2pi
φ(θ − θ′)
1 + e(θ′)
∂θ′(θ
′) (B.11)
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Thus in our discretized formulation
∂j = (I−K)−1jk (mL sinh θk + iφ−k1¯) (B.12)
∂1¯ = mL sinh θ1¯ + iφ
−
1¯1¯
+K1¯j∂j
where Kij = dθ2pi
φij
1+ej
acts on the whole line. The contribution of the determinants is the same as
before except we replace K± with K±ex. Thus the final results for the excited state g-function is
log gexα =−
1
4
log(1 + e−i0) +
dθ
4pi
∑
i
(φα(θi)− φ(2θi)) log(1 + e−i) (B.13)
+
1
2
(
log det(I−K−ex)− log det(I−K+ex)
)
+ log
RI(θ1¯)√
S(2θ1¯)
In case of a boundary boundstate at iu we add a term
log(1 + e−u) ; u = mL cosu+ log
S(iu− θ1¯)
S(iu+ θ1¯)
−
∑
j
φ(iu− θj) log(1 + e−j ) (B.14)
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