High-throughput genotyping technologies that enable large association studies are already available. Tools for genotype determination starting from raw signal intensities need to be automated, robust, and flexible to provide optimal genotype determination given the specific requirements of a study. The key metrics describing the performance of a custom genotyping study are assay conversion, call rate, and genotype accuracy. These three metrics can be traded off against each other. Using the highly multiplexed Molecular Inversion Probe technology as an example, we describe a methodology for identifying the optimal trade-off. The methodology comprises: a robust clustering algorithm and assessment of a large number of data filter sets. The clustering algorithm allows for automatic genotype determination. Many different sets of filters are then applied to the clustered data, and performance metrics resulting from each filter set are calculated. These performance metrics relate to the power of a study and provide a framework to choose the most suitable filter set to the particular study.
Introduction
Large-scale association studies to elucidate the genetic basis of common disease have been advocated for years. 1 Highthroughput custom genotyping technologies are now available to achieve this goal. 2 -5 These genotyping technologies generate data on an unprecedented scale. Given the size of the data sets generated, automatic and robust algorithms for genotype determination are necessary. Ultimately, these technologies are evaluated by three key performance metrics: assay conversion, call rate, and genotype accuracy. Assay conversion rate is the fraction of all attempted markers that successfully generate genotypes. Call rate is the proportion of samples for which genotypes are called for a converted marker. Genotype accuracy is the fraction of calls that are correct in that the alleles of both chromosomes are correctly determined. These performance metrics change with the genotype filtering criteria, ultimately affecting the power of a genetic study. Low stringency filtering criteria include markers that produce marginal data and as a result pass incorrect genotypes, while excessively stringent clustering parameters results in throwing out potentially useful markers. In some studies, it may be that a higher conversion rate is preferable even at the expense of lower accuracy, or vice versa.
There is little material published describing genotype calling algorithms for these high-throughput technologies 6 or assessing the impact of their performance metrics on the power of association studies. Herein, we address this in the context of the analysis of Molecular Inversion Probe (MIP) technology data.
MIP is a high-throughput genotyping technology capable of genotyping more than 10 000 SNPs in one reaction. 2, 4 In order to analyze this tremendous volume of data, we have implemented an algorithm based on an expectation -maximization (E/M) clustering algorithm to call the genotypes automatically. This algorithm may be relevant to any method where the genotype determination is carried out through assessment of the relative intensity of signals from the two SNP alleles.
Since the data sets generated by MIP are large enough to be effectively resistant to overfitting, an additional analysis module (multifiltering) was designed to apply many sets of parameter filters to a given data set. Performance metrics are calculated for each of these sets. This process then transforms the complex multidimensional space of many interacting filters into the simpler three dimensional space of performance metrics. This mapping is specific to each custom set of SNPs. The three performance metrics relate to the power of a study. Using the perspective of the power of a study provides a reasonable guidance for determining the appropriate genotyping filter set to use in a specific study.
Methods

Clustering algorithm
Raw chip data for each sample is first normalized as described in Supplementary Figure S1 . The E/M clustering algorithm is then applied on a marker-by-marker basis, that is, each marker is clustered independently (across all samples). For each marker, there are N data points to be clustered, where N is given by the number of samples measured. Each of these data points is really a vector of four numbers given by the signals in the four color channels for the different alleles (A, C, G, and T). We label the four channels according to the alleles of the SNP being clustered.
1. S 1 : The (alphabetically) first SNP allele, for example, C for a C/T SNP. 2. S 2 : The (alphabetically) second SNP allele, for example, T for a C/T SNP. 3. B 1 : The (alphabetically) first non-SNP allele, for example, A for a C/T SNP. 4. B 2 : The (alphabetically) second non-SNP allele, for example, G for a C/T SNP.
The transformation of the two-dimensional (2D) SNP allele signal space (S 1 vs S 2 ) into the other 2D space, S sum vs x (contrast), is carried out using the following equations:
x ¼ sinhð2yÞ= sinhð2Þ:
After this transformation, we applied an E/M clustering algorithm. 7 The actual clustering takes place in the x (contrast) dimension only. Note that the sinh function used in the contrast space transformation is motivated by the desire to both increase the width of the homozygous clusters (usually found at x ¼ 1 and À1) so that they are more similar to the heterozygous cluster (usually found at x ¼ 0) and to make the homozygous cluster more normally distributed. Other transformations were investigated and found to be less useful. We fit the N samples into K clusters (1, 2, or 3) represented by Gaussian functions. For the ith sample, we can write its un-normalized probability of belonging to the jth cluster as
where m j , s j and l j are, respectively, the mean, sigma, and weight of the jth cluster. The normalized probability of the ith sample belonging to the jth cluster can then be written as
so that P N;K i¼1;j¼1 z ij ¼ N, the number of samples. Calculating these normalized probabilities of samples belonging to clusters in terms of the cluster parameters (m j , s j , and l j ) is referred to as the E step of the E/M algorithm. It is followed by the M step whereby new values for the cluster parameters are calculated from the z ij values of the previous E step as follows:
Successive iterations of E þ M steps are completed until convergence is reached as defined by the cluster parameters no longer changing by an amount greater than a predefined tolerance for the calculation (in our case 1.0EÀ5). When three clusters are being fit to the data, there are effectively eight free parameters in the fit (the constraint P K j¼1 l j ¼ 1 removes a free parameter). Empirically derived additional constraints (boundaries) are imposed on the means (m) and standard deviations (s) of the three clusters; these constrains are particularly important for the identification of rare alleles. Initial values for the eight free parameters must be specified before the algorithm can be executed. For most markers, the E/M algorithm will converge appropriately using the simplest set of initial values as determined by the average properties of the clusters for 'normal' SNPs, that is, m 1 ¼ À1, m 2 ¼ 0, m 3 ¼ À1, and l 1,2,3 ¼ 0.05. However, there are some excep-tions. In particular, some SNPs are monomorphic (one cluster) or have a sufficiently rare minor allele that there are no homozygous samples for the rare allele (in this case there are two clusters). These one or two cluster SNPs have been fit by starting the E/M algorithm with three clusters and then automatically 'dropping out' any cluster that is not supported by the data, that is, whose weight falls below 0.8/N. If a cluster is not present in the data, it will drop out very quickly (usually in the first iteration) before it has a chance to drift across into the tail of another cluster. Figure 1c shows an example of a SNP that has been automatically fit with two clusters.
For some SNPs, the heterozygous cluster is not found at the center of contrast space (x ¼ 0, where the two allele signals are equal) but can be offset towards one or the other homozygous clusters. In this case, the E/M algorithm sometimes converges on a local minimum and does not reach the appropriate global minimum. We have developed an automated approach, which almost always converges on the global minimum. We perform 40 different E/M fits, each with different seed values that are chosen to cover the entire spectrum of cluster parameters found across large data sets. From these 40 fits, the best-fit solution is then chosen using a simple log-likelihood metric
where for each sample we use the f ij probability with respect to the most likely cluster for that sample. Figure 1d shows an extreme example of a marker with a highly offset heterozygous cluster that has been correctly fit using our automated method.
Call confidence
The minimum probability ratio parameter determines the minimum allowed ratio of probabilities, for a data point, between belonging to the closest cluster and the next closest cluster. A secondary parameter, cluster probability, specifies the minimum probability allowed with respect to a data point's main cluster. We have found that minimum Figure 1 Clustering plots for single markers. The transformation from (a) signal space (normalized signal 1, normalized signal 2) to (b) contrast space (S sum , x) is shown for a typical marker with a well-centered heterozygous cluster at x ¼ 0 and homozygous clusters at x ¼ À1 and x ¼ 1. (c) A marker with no rare homozygotes that has been automatically fit with two clusters using the adaptive features of our E/M clustering algorithm that drops out of the fit clusters that are not supported by the data. (d) Depicts a marker with a highly shifted heterozygous cluster that has been correctly fit through our automated strategy of using a wide range of seed conditions in 40 independent E/M cluster fits and then choosing the fit with highest log-likelihood. In all four plots, the genotype calls have been indicated by color as follows: red ¼ homozygous in allele 1; green ¼ homozygous in allele 2; blue ¼ heterozygous; and black ¼ no call.
Optimal genotype determination in highly multiplexed SNP data M Moorhead et al probability ratio is a much better discriminator than cluster probability in that it removes inaccurate calls at a much smaller cost in terms of call rate and conversion. We have also combined these two concepts of probability ratio and direct probability into a single metric
where
is used to transform probability ratio into a number that behaves like probability in that it has the range 0-1 and where the subscripts 1 and 2 refer to the most likely and second most likely cluster for the ith sample. The parameter a in the equation for call confidence is used to control the relative importance of probability (of being in the closest cluster) vs probability ratio (closest/next closest cluster). In practice, we set it at a value of 0.01 because we want call confidence to be mostly determined by the probability ratio since it is a better indicator of accuracy than probability. This call confidence is computed for each call. The 20th percentile call confidence of all the calls for each marker is also calculated. This value, which is a property of the marker, is abbreviated as marker confidence.
Mendelian concordance
We calculate the total number (summing over all parentschild trios and all passed markers) of child chromosomes that are concordant or discordant with Mendelian inheritance law and then define Mendelian concordance as the number of concordant calls/(number of concordant þ discordant calls).
Power calculation
For the power calculation, we assumed a multiplicative model for the interaction between the alleles. In this model the risk of individuals carrying no risk alleles, the risk allele in a heterozygous state, and the risk allele in a homozygous state are f 0 , f 0 g, and f 0 g 2 , respectively, where g is the genotypic relative risk (GRR). Power was calculated based on standard methods. 8 For the calculation of the power given genotyping error, we assumed that the error is equivalent in both directions. In the presence of error rate e, a marker with minor allele frequency p (in the combined cases and controls) will have an observed allele frequency p*, where
We treated the observed and true calls of an SNP A as if they are from two different SNPs A and B with linkage disequilibrium (LD) between them. We calculated r 2 between SNPs A and B using the following equation:
We calculated the relative increase in sample size (from what is needed with perfect genotyping) by the inverse of r 2 . 9 Results from this method of estimating the effect of error is similar to estimates using previously used methods. 10 We assumed that the true error rate is three times the observed Mendelian concordance. 11 This estimation depends on the allele frequency of the studied markers and is therefore valid as long as the study is not significantly biased towards rare or highly polymorphic SNPs. We do note that there are some systematic errors like cluster dropout that will be missed by Mendelian concordance measures.
Results
Genotype determination
A typical MIP genotyping study includes hundreds to thousands of DNA samples measured across up to 10 000 markers, and hence the total number of data points that need to be analyzed is on the order of 10 5 -10 8 . We have implemented an algorithm that requires no manual intervention at the detailed level of a single call, sample, or marker. The algorithm performs data normalization followed by the application of a clustering algorithm for genotype calling as described in the Methods section. Ultimately, calling genotypes is controlled by filters that are applied to the data as whole, that is, are applied identically to each marker and all its calls. These filters are either at the marker level where a marker is deemed invalid or at the genotype level where a specific sample is not called for a particular marker. Some of these filters are applied before using the clustering process in order to remove poor quality data that might confound it. These preclustering filters are at the genotype level and include the elimination of data from saturated features, features in blemished areas on the array, and features with low signal to noise.
Most of the filters are applied after the application of the clustering process. Individual genotype calls are identified as 'no-calls' based on a set of filters, the most important of which relates to the call confidence, which is described in the Methods section. After applying filters at the genotype level, the marker as a whole is evaluated, and either passed or failed. The marker is deemed 'invalid' if does not meet all of the marker acceptance criteria. The marker confidence value (described in the Methods section) of a marker is a property of the marker and can be used to filter out markers that have values below a specific threshold. The other main marker acceptance criteria are a minimum call rate, an acceptable number of heterozygous calls given the allele frequency, and reasonable signal variance within each cluster of the marker.
The fraction of markers that pass the marker filters described above is referred to as the conversion rate of the marker panel. Using only these passed markers, we then calculate two other performance metrics for the panel.
Data call rate is the number of genotypes called across all the passed markers divided by the number of genotypes attempted (# Samples Â # Passed Markers). Concordance with Mendelian inheritance is computed using motherfather -child trio samples. Mendelian concordance is used as a surrogate for accuracy.
Multifiltering
For any MIP marker panel, we can obtain a variety of possible outcomes for the three performance metrics outlined by adjusting the filters described in the above section. These filters interact in complex ways since calls can fail more than one filter and call filters can affect marker filters. For example, if enough calls are filtered out due to insufficient call confidence, the marker is filtered out since the minimum call rate filter is engaged. To explore the filter parameter space in detail, we apply more than 1000 filter sets to the data and calculate performance metrics for each filter set. In this data set, a range of assay conversion of 81.1 -87.8%, a range of Mendelian concordance of 99.55 -99.90%, and a range of call rate of 95.9 -99.8% were obtained. Figure 2 shows the trade-off between the three performance metrics resultant from the application of multiple interacting filters for this specific data set.
Given the trade-off, one can pick filter sets that provide better data in the study of interest. The validity of this approach is driven by the large number of measurements, eliminating the risk of overfitting the data. The better filter sets in Figure 2 are those across the outer arc of the graph and without significant compromise in the call rate. With representatives of the better sets defined, power of the study can be examined for each of them to determine the best filtering set for the study of interest as is discussed below ( Figure 5 ).
We examine in more detail three example filter sets corresponding to high, medium, and low stringency. The effect of the marker confidence filter and other filters on conversion can be seen in Figure 3a . We show in Figure 3b and c that there is a correlation between marker confidence and call rate and Mendelian concordance. The increased call rate of the low stringency filter set compared with the other two sets (Figure 3b ) reflects the lower threshold accepted for the genotype level filter of call confidence. This causes a passed marker to have a higher call rate in the lower stringency filter set. Those marginal calls have compromised accuracy leading to decreased Mendelian concordance for the same markers (Figure 3c) .
Effect of the performance metrics in association studies As was described above, the three metrics conversion rate, call rate, and genotype accuracy can be traded off against each other. Here, we discuss the evaluation of the relative importance of these three metrics in different genetic scenarios.
Conversion rate Given the presence of extensive LD in the genome, 12,13 the effect of nonconversion of a marker relates to whether there is another genotyped marker with a high degree of LD with respect to the nonconverted marker or not. Among all the SNPs in the study, the one with the highest r 2 value with the nonconverted SNP estimates the loss of power. For example, if the maximum r 2 value with the nonconverted marker is 0.5 in the population of interest and this nonconverted marker is the disease-causing variant, then detecting this association requires double the sample size that would have been needed with data from the nonconverted marker. 9 The computation of r 2 can be carried out from available data if the SNPs in the study are genotyped by the HapMap 14 or in the more common case it can be estimated from the distribution of the maximum r 2 values of the converted markers in the study. This assumes that the distribution of the maximum r 2 of a nonconverted marker with any marker in the study is the same as that of the converted markers in the study. This assumption is only true if the nonconverted markers constitute only a small fraction of the total number of markers and if they have similar LD properties as other SNPs. Correlation between markers nonconversion and their physical proximity to each other, as is generated by repeat elements, constitute an example where our assumption is not accurate. Mendelian concordance (%)
Assay conversion (%) Figure 2 Example of multifiltering. In this example, 1299 filtering sets were applied to the same data set of 12 234 markers clustered in 113 samples. Each of the filtering sets reflects the combination of multiple filters including call confidence, call rate, marker confidence, and maximum cluster variance. For each of these filter sets, we show the conversion rate on the X-axis and the Mendelian concordance rate on the Y-axis in this specific data set. The size of the spots denotes the average call rate with the larger size for the higher average call rate. We note that these filters are not fully independent as evident by the clustering of related points close to each other as well as on top of each other. The three black arrows point to the three filter sets that are examined further in Figure 3 .
Optimal genotype determination in highly multiplexed SNP data M Moorhead et al controls, and hence the distribution of maximum r 2 for disease-causing SNPs can theoretically be different from that of other SNPs. However, the difference between r 2 values in cases and controls is generally modest when the allele frequency difference between cases and controls is not very large. We expect that the drop in maximum r 2 (and hence the effect of nonconversion) is more precipitous as the marker density decreases. We have indeed observed that for markers at 10 kb or lower density and common minor allele frequency (410%) in the Caucasian population (data not shown). We have also observed that the effect of nonconversion when the SNPs for a study are chosen by a tag selection algorithm based on r 2 between SNPs 15 is more profound than with an even spacing approach (data not shown). This is likely to be a property of all tagging algorithms and is due to the fact that the objective of these algorithms is to minimize SNPs that highly correlate among themselves and therefore the effect of nonconverted SNPs becomes more severe.
Accuracy and call rate We have assessed the effect of allele frequency on the deterioration of power with error. For a given GRR, higher frequency alleles have better power than lower frequency alleles. We have 'normalized' this effect by using combinations of allele frequency and GRR that would have the same power (or same sample size necessary to get 80% power) in the absence of error. Examples of these combinations are alleles with 1 and 10% frequencies in the control population and GRR of 4 and 1.75, respectively. To compute the effect of error, we used a simple model where there is no error bias between the two alleles. As can be seen in Figure 4 , the effect of error shows marked differences at different allele frequencies consistent with previous reports. 16 A 3% error requires, for the detection of association with alleles at frequencies of 1 and 10%, a sample size increase of 100 and 20%, respectively. It is of note that this relative increase in sample size with error is independent of the number of samples required to detect the association assuming perfect genotyping. Therefore, the same conclusion is still true when larger sample sizes are required to detect weaker genetic effects. (a) We show here the results per marker for three filter sets. On the Xaxis, we have sorted markers in each filter set by their marker confidence. Out of 12 234 markers, there were 10 744, 10 499, and 9920 markers that were converted in the low, medium, and high stringency filter sets, respectively. The average call rate was 99.27, 98.39, and 99.2% for the low, medium, and high stringency filter sets, respectively. The effect of marker confidence on conversion can be seen by the abrupt stop of the high stringency curve, as markers below a threshold of 0.97 are not considered converted in this filter set. Other filters clearly affect conversion as the low and medium stringency sets have the same marker confidence of 0.9, but the number of passing markers is different. Furthermore, these other marker filters cause the high stringency set to have lower number of passing markers even if we only consider those with marker confidence threshold of 0.97. (b) The relationship between marker confidence and call rate. (c) The relationship between marker confidence and Mendelian concordance. Even though the Mendelian concordance for the worst markers in the low stringency set is lower than 93%, the vast majority of markers have marker confidence above 98% (as shown in a) and therefore Mendelian concordance higher than 99%. The increased call rate of the low stringency filter set compared with the other two sets reflects the lower threshold accepted for the genotype level filter of call confidence. This leads a passed marker to have a higher call rate in the lower stringency filter set. Those marginal calls have compromised accuracy causing decreased Mendelian concordance in the low stringency set.
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On the other hand, there is no allele frequency dependence on the magnitude of the loss of power due to missing data (call rate o100%). If we assume that there is no allelic bias in the invalid calls, then the effect of call rate on single marker analysis is straight-forward as it mimics the reduction in sample size. The effects of nonrandom missing data are discussed in Clayton et al.
17
Example of power comparison in data generated with two filter sets It is possible to reduce the three performance metrics resulting from each filtering set in Figure 2 to one number reflecting the power of the study. However, this assumes that all the markers are equivalent, with the inaccuracy equally distributed across all of them.
Instead, a more useful approach is to examine power across the spectrum of SNP quality.
As shown in Figure 3 , there is a correlation between marker confidence and Mendelian concordance allowing the assessment of power in different bins of marker confidence. Therefore, to determine the most appropriate filtering set in a study, we assess the power of representatives of the better filter sets across different bins of marker confidence.
As an example, power was compared for the three filtering sets assessed in Figure 3 . These sets are candidates for the optimal filtering set in this study as they are representative of the best sets present on the outer arc in Figure 2 . We calculated the sample size necessary to detect the association for each bin of markers assuming causative Figure 4 The effect of accuracy on power across allele frequency range. Assuming perfect genotyping with 100% call rate and accuracy, we calculated the combination of allele frequency and GRR (under a multiplicative model) that would give 80% power (Pvalue of 0.05 after Bonforoni correction for 10 000 markers) to detect association in a study of 850 cases and 850 controls. The appropriate GRR clearly changes with the allele frequency. For example for 1 and 10% frequency alleles, the needed GRR to have 80% power to detect the association are 4 and 1.75, respectively. In this figure the allele frequency and GRR combination are used as pairs and simply denoted by the allele frequency on the X-axis. The Y-axis shows the number of samples required to have 80% power to detect the association. By definition, the number of samples required with perfect genotyping to detect the association is 1700 (750 cases and 750 controls) across the allele frequency spectrum. This 'normalization' facilitates the comparison of the differential power reduction across the allele frequency range. The effect of accuracy on the power is clearly dependent on the allele frequency. Alleles at lower frequencies (eg, 1%) are a lot more sensitive to error than those at higher frequencies (eg, 17%).
Figure 5
Sample size required for the detection of association with different markers in the study. The Y-axis shows the minimum sample size necessary to achieve 80% power to detect association (at P-value of 0.05 after Bonforoni correction for testing 10 000 markers) in the proportion of all of the 12 234 markers in the study shown on the Xaxis. The markers in the X-axis are sorted by their marker confidence in each of the two clustering filters. Perfect genotyping with 100% call rate and accuracy in all the markers requires 1700 samples to achieve 80% power. Markers on the right side are those with lower accuracy and call rate and require higher sample size. (a) The case shown is for a causative allele of 20% frequency and a GRR of 1.54. Only a slight increase in sample size for most of the markers (left side of the graph) is necessary for the high, medium, or low filtering cluster filtering sets in comparison to perfect genotyping. Markers on the right side of the graph require larger sample size. The lower stringency filtering sets provide useful information on more markers. In this case, the low stringency set is the optimal among the three filtering sets as it provides information on more markers (on the right side of the graph) while not compromising the power of markers on the left side of the graph. Similarly, the medium stringency filtering set is better than the high stringency set. (b) The case shown is for a causative allele of 1% frequency and a GRR of 4. In this case, the lower stringency filtering set is the worst of the three as markers on the left side of the graph are significantly compromised. The medium stringency set provides marginally more information than the high stringency set for some markers on the right side of the graph and is therefore the optimal choice in this case.
Optimal genotype determination in highly multiplexed SNP data M Moorhead et al allele frequency of 20% (Figure 5a ). Markers on the left of the graph with the highest marker confidence and associated accuracy come very close to achieving the power of perfect genotyping. Markers on the right side of the graph require higher sample sizes to detect the association. All three filter sets perform almost equally well for the markers with high marker confidence, but the low stringency filter set allows additional power to be gleaned from markers that failed the high or medium stringency filter set. Therefore, when considering a common (20%) causative allele, the lower stringency filtering set is optimal.
When one performs the same analysis assuming a causative allele frequency of 1%, the situation is different (Figure 5b) . As was seen in Figure 4 , the effect of error is more severe when interrogating alleles with lower frequency. In this case, low stringency filter sets have significantly decreased power even for high-performing markers as a small number of erroneous calls are allowed to slip through without much gain in power for the marginal markers whose utility is eliminated by higher error rate. A better strategy in this case is to use a medium or high stringency filter set, which restores most of the power for the high-performance markers with a minimal price in terms of loss of marginal markers. In this case, for rare (1%) causative alleles, the optimal choice is the medium stringency set as it provides information on marginally more markers than the high stringency filtering set.
Discussion
Genotype determination algorithms for highly multiplexed genotyping technologies need to be robust and scalable as well as flexible for the specific studies of interest. To accomplish this, we described a methodology comprising of a consistent automated genotype calling algorithm and the assessment of a large numbers of filter sets to compute for each set the three performance metrics: assay conversion, call rate, and genotype accuracy. This mapping of the complex multidimensional filtering space to the simpler 3D space of performance metrics is specific to each custom set of SNPs. The three performance metrics relate to power providing a reasonable approach for selecting the most powerful genotyping filter set. A single power value can be obtained from the performance metrics if one assumes that all SNPs are behaving in the same way. To avoid this oversimplifying assumption, we opted to compare the power between filtering sets across the full SNP quality spectrum.
The methodology described here relies on the computation of Mendelian concordance as a surrogate for accuracy. Given the large number of SNPs, this can be robustly estimated using only a few trio samples with each new custom SNP set. One critical factor in the ability to use the multifiltering is that the optimization variable should be distinct from the validation variable. For example, making cuts on markers that have a specific number of Mendelian errors compromises the ability to utilize this metric to estimate the accuracy. Furthermore, irrespective of this optimization ability, making cuts on variables like Mendelian errors can blind one to real biology of potentially great interest. Indeed by examining Mendelian errors we have identified several copy number polymorphism sites (data not shown).
We believe our approach is applicable to all highly multiplexed genotyping technologies. The applicability of this approach to optimal genotype calling for a particular study requires the consideration of three additional factors. First, we have studied the effect of performance metrics on statistical power only in single marker case -control analysis. The use of haplotypic or epistasis multimarker analysis is expected to amplify the effect of lower call rate or inaccuracy. 18 Second, the focus on power does not capture other important values of data sets. For example, the generation of a minimal number of false positives due to technology artifacts is clearly a desirable feature and may dictate a different analysis approach. 17 Finally, the optimization of conversion rate is influenced by an important characteristic of a genotyping technology which is the design success rate. The design success is the fraction of desired SNPs passing in silico criteria a specific technology may have. A trade-off between design success rate and the conversion rate of the designed SNPs is often possible. As the design rules become more stringent passing only markers that are informatically predicted to perform well in an assay, the conversion rate of these passed markers increases. With an infinite number of available and equally 'valuable' SNPs, the design success rate becomes irrelevant. In spite of the great effort in the public domain and the vast number of SNPs in the databases, SNPs are not infinite. More importantly the SNPs are not equally valuable. SNP choice for genetic studies is often made through LD-based tagging approaches, 15, 19, 20 and/or they can be heavily biased towards functional variants, like nonsynonymous changes. 21 Therefore, the trade-off between the design and conversion rates depends on the study of interest.
