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a b s t r a c t
The combinatorial structure of simploidal sets generalizes both simplicial complexes
and cubical complexes. More precisely, cells of simploidal sets are cartesian product
of simplices. This structure can be useful for geometric modeling (e.g. for handling
hybrid meshes) or image analysis (e.g. for computing topological properties of parts of n-
dimensional images). In this paper, definitions and basic constructions are detailed. The
homology of simploidal sets is defined and it is shown to be equivalent to the classical
homology. It is also shown that products of Bézier simplicial patches are well suited for the
embedding of simploidal sets.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Handling objects subdivided into cells (vertices, edges, faces, volumes, etc.) is usual in many areas such as computer
graphics, geometric modeling, visualization, pattern recognition or digital image analysis. Such subdivided objects aremade
of basic elements (cells) ‘‘glued’’ together. The description of cells and cell assemblies, and the definition of coherence
constraints leads to the definition of combinatorial structures. Simplicial structures (simplicial complexes, simplicial sets)
have been defined since the early development of algebraic topology, when Henri Poincaré originally defined homology.
Cubical structures arise naturally in areas such as digital image analysis [1]. Many cellular structures (for which cells can be
‘‘any’’ cells) have been defined in geometric modeling, computational geometry and image analysis, for example incidence
graphs [2] and orders [3], adjacency graphs, cell-tuple structures [4], combinatorial maps [5], etc.
We propose here a new combinatorial structure, the simploidal sets, which cells are simploids i.e. cartesian products
of simplices. Simploidal sets generalize both simplicial and cubical sets and complexes; it is thus possible to handle
simultaneously simplices and cubes. So it helps to overcome the difficulties to define (purely) simplicial objects from digital
images [6] or to define cubical theories for digital images [1]. We define the simploidal set structure as an extension of
the (not so) well-known semi-simplicial set structure [7], and show that such structures can be easily embedded using
cartesian products of Bézier simplices. We also define two basic operations, namely cartesian product and identification,
which can be used to construct any simploidal set. Then we show that a semi-simplicial set can be associated with any
simploidal set (intuitively, it is a triangulation of the simploidal set). The homology of simploidal sets is also studied, since
topological invariants provide useful informations about the structure of an object. For example in the digital analysis
area, topological invariants are useful for classification, indexation or shape description [8]. Homology is a powerful tool
which can be computed for any dimension. Homology groups describe the ‘‘holes’’ of a combinatorial object (connected
∗ Corresponding author. Tel.: +33 549496594; fax: +33 549496570.
E-mail address: Laurent.Fuchs@sic.univ-poitiers.fr (L. Fuchs).
0166-218X/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2008.05.032
S. Peltier et al. / Discrete Applied Mathematics 157 (2009) 542–557 543
Fig. 1. (a) A minimal subdivision of the torus by an abstract simplicial complex. (b) A minimal subdivision of the torus by a semi-simplicial set.
components for dimension 0, holes for dimension 1, cavities for dimension 2, . . .). The homology information can be
visualized on the objects by computing the homology groups generators (Fig. 6). Homology groups are classically computed
for simplicial combinatorial structures (simplicial complexes [9], semi-simplicial sets [10]). We provide here a direct
definition of simploidal homology, and we show that this simploidal homology is equivalent to the classical simplicial
homology. In other words, it is more efficient to compute the homology of a simploidal set rather than compute it for the
associated semi-simplicial set, since the complexity depends on the number of cells, and the number of simplices associated
with a n-dimensional cube (which is the worst case) is n!
The paper is organized as follows. We recall in Section 2 useful basic notions about semi-simplicial sets. Simploidal sets
are introduced in Section 3. The conversion between simploidal sets and semi-simplicial sets is stated in Section 4, which
deals with the homology of simploidal sets. In Section 5, we study the embedding of simploidal sets with cartesian products
of Bézier simplices, and we conclude in Section 6.
2. Semi-simplicial sets and basic operations
Semi-simplicial sets were introduced by Eilenberg and Zilber [11]; the theory of simplicial sets was largely developed
by Kan (see references in [12]) and different authors have studied this combinatorial structure [12–16,7].1 This section is
mainly based on the work of [19]. Compared to the well known structure of abstract simplicial complexes [9,10], the main
advantage of semi-simplicial sets is that multi-incidence is allowed, i.e. a simplex can be incident several times to another
one and two different simplices can have the same boundary. Thus, many subdivided objects can be represented using less
cells with semi-simplicial sets than with abstract simplicial complexes. For example, the minimal subdivision of a torus
using an abstract simplicial complex needs 14 triangles, 21 edges and 7 vertices, as its minimal representation using a semi-
simplicial set needs 2 triangles, 3 edges and one vertex (see Fig. 1). Indeed, semi-simplicial sets generalize abstract simplicial
complexes: a semi-simplicial set can be associated with any abstract simplicial complex, but the converse is not true (for
example, the subdivisions represented in Fig. 2(a) and (b) cannot be represented by an abstract simplicial complex as they
contain self-loops).
In this section, we recall the definition of semi-simplicial sets, basic operations of construction and fundamental notions
for the definition of homology.
2.1. Semi-simplicial sets
Definition 1. Let n ∈ N. A n-dimensional semi-simplicial set S = (K , (dpi )) is a family of sets K = (K p)p∈[0..n] together with
maps dpi : K p → K p−1 for i = 0, . . . , pwhich satisfy the following property2 (cf. Fig. 2):
∀p, 2 ≤ p ≤ n, ∀i, j, 0 ≤ j < i ≤ p, ∀σ ∈ K p, σdpi dp−1j = σdpj dp−1i−1 .
The elements of K p are p-simplices and the applications dpi are boundary operators. The superscripts p are usually dropped
when no confusion arise, so the coherence relations can then be written:
σdidj = σdjdi−1 with 0 ≤ j < i.
These relations ensure that simplices are coherently assembled.3
Definition 1 does not exclude the possibility that for some σ ∈ K p, σdi = σdj with i 6= j. Hence multi-incidence is
allowed (see Fig. 2) and there exists semi-simplicial sets that are not simplicial complexes.
1 The terminology is confusing. Some authors [15,16] call semi-simplicial sets that are called simplicial sets by others [7,13]. We can find other names
for this structure as presimplicial sets [12] or∆-sets [17,18]. What we call semi-simplicial sets is the combinatorial structure initially defined in [11].
2 The notation xf is used instead of the classical notation f (x).
3 For example, without these relations, a p-simplex can have more than p+ 1 distinct vertices in its boundary (see Fig. 2(c)).
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Fig. 2. (a)–(b) Examples of semi-simplicial sets. Two (resp. three) boundary operators d0 and d1 (resp. d0 , d1 and d2) are defined on 1-simplices (resp. 2-
simplices). Moreover, for each σ of K 2 , we have σd2d0 = σd0d1 , σd2d1 = σd1d1 and σd1d0 = σd0d0 . (c) One counterexample, σd2d0 = v1 6= v2 = σd0d1 .
Fig. 3. The cone operation. (a) A semi-simplicial set and a new vertex v. (b)–(c): The two steps of Algorithm 1.
A possible way to implement semi-simplicial sets is the following: each simplex contains its dimension d and an array
of d+ 1 pointers to simplices of dimension d− 1 if d > 0. Note that in order to improve the complexity of operations over
semi-implicial sets, one can add the ‘‘inverse pointers’’ (as for the implementation of an oriented graph by the corresponding
non-oriented graph).
2.2. Construction operations
From an algorithmic point of view, any semi-simplicial set can be constructed using four operations: creating an empty
semi-simplicial set, adding a new vertex, creating a n-simplex as a cone on an (n−1)-simplex, and identifying two simplices.
2.2.1. Cone operation
The cone operation can be applied to an n-dimensional semi-simplicial set S and a vertex v. Informally, this operation
consists in ‘‘connecting’’ each p-simplex of S to the vertex v by adding a new (p+ 1)-simplex. The resulting semi-simplicial
set is thus connected and its dimension is n+ 1 (see Fig. 3). The cone operation is a classical one in algebraic topology, and
it can be implemented by Algorithm 1. The complexity in space is O(|S|) and the complexity in time is O(∑i |K i| · (i+ 1)).
In particular, any n-dimensional simplex and its boundary can be created by applying the cone operation on an (n − 1)-
dimensional simplex (and its boundary).
2.2.2. Identification operation
Any semi-simplicial set can be built by creating simplices with their boundaries by applying the cone operation, and by
identifying simplices. The basic identification operation can be applied to two distinct vertices σ1 and σ2 or to two distinct p-
simplices σ1 and σ2 (p ≥ 1) which have same boundary i.e. for each i = 0, . . . , p, σ1di = σ2di. Identifying σ1 and σ2 consists
in replacing them by a new p-simplexµ having the same boundary as σ1 and σ2. The (p+ 1)-simplices which have σ1 or σ2
in their boundary before the operation, have µ in their boundary after the operation. This operation can be extended in the
following one (cf. Algorithm 2 and Fig. 4) which consists in identifying two simplices and their boundaries. The complexity
of the basic operation is the following one. For both simplices σ1 and σ2, we need to check p+ 1 boundary operators, then
we have to set the p + 1 boundary operators of µ, and finally all boundary operators of all the (p + 1)-simplices of S have
to be checked. The time complexity is thus O(|K p+1|(p + 2)). Note that the complexity can be reduced by adding ‘‘inverse
pointers’’ to the simplex data structure. Note also that other operations (e.g. split, merge, cartesian product) can be defined
for handling semi-simplicial sets [7,10,19,20].
2.3. Homology of semi-simplicial sets
We briefly recall the basics of semi-simplicial sets homology. The interested reader could refer to usual textbooks [9,17]
and to the initial paper about semi-simplicial sets [11].
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Algorithm 1: The cone operation.
Input: A n-dimensional semi-simplicial S and a vertex v
Output: The modified semi-simplicial S
Data: ltmp is an array(2..n+ 1) of simplex sets such that ltmp[p] contains a set of p-simplices.
// For each initial p-simplex of S, a mark m is used for linking it
// to its corresponding (p+ 1)-simplex.
begin
//First step: a (p+ 1)-simplex µ is created for each initial p-simplex σ ;
//they are associated by m and µddim(µ). d0 associates all new 1-simplices
//with v.
S ← S ∪ {v}
for σ ∈ S do
Create a new simplex µ of dimension dim (σ )+1
σm← µ; µddim(µ) ← σ
if dim (µ)=1 then
µd0 ← v; S ← S ∪ {µ}
else
ltmp[dim (µ)]← ltmp[dim (µ)]∪{µ}
//Boundary operators are set for all j−simplices, j ≥ 2.
for j = 2..n+ 1 do
for µ ∈ ltmp[j] do
for i = 0..dim (µ)−1 do
µdi ← (µddim(µ)di)m
end
Algorithm 2: Identification of two simplices.
Input: Two p-simplices σ1 and σ2 of S = (K , (dj)).
Output: modified S.
begin
Create a new p-simplex µ
S = S − {σ1, σ2} ∪ {µ}
// Identification of the boundaries of σ1 and σ2 (if necessary)
if p > 0 then
for i = 0..p do
if σ1di 6= σ2di then
identification (σ1di, σ2di)
// µ replaces σ1 and σ2
for i = 0..p do
µdi ← σ1di
for τ ∈ K p+1 do
for i = 0..p+ 1 do
if τdi = σ1 or τdi = σ2 then
τdi ← µ
end
2.3.1. Chain, boundary homomorphism, chain complex
A p-chain in K p is a linear combination of p-simplices with integer coefficients. More formally, any p-chain is uniquely
written as a finite sum
∑np
i=1 α
p
i σ
p
i , where np is the cardinal of K
p = {σ p1 , . . . , σ pnp}, and for all i, αpi is an integer. Adding two
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Fig. 4. Identification of two edges and their boundaries.
Fig. 5. (b) Positive orientation of the simplices of (a); note that F1∂∂ = (A1 − A2 + A3)∂ = 0.
p-chains consists in adding coefficients simplex by simplex.4 The resulting groups are denoted by Cp. For all p, K p is a basis
of Cp (see [9, p. 28]).
Definition 2. For all p > 0, the boundary of a p-simplex σ p, denoted by σ p∂p, is the (p − 1)-chain ∑pi=0(−1)iσdi. 0-
simplices have a null boundary. ∂p is extended as an homomorphism between Cp and Cp−1, meaning that for any p-chain
c =∑npi=1 αpi σ pi , its boundary c∂p is equal to∑npi=1 αpi (σ pi ∂p).
Usually, when no confusion arise, c∂ denotes the boundary of a p-chain c . It is easy to show that ∀c ∈ Cp, p ≥ 2, c∂∂ = 0.
The sequence of chain groups Cp together with homomorphisms ∂p, Cn
∂n−→ Cn−1 ∂n−1−→ · · · ∂1−→ C0 ∂0−→ 0, is called a free
chain complex.
2.3.2. Cycle, boundary, hole
The homology groups are derived from specific subgroups of the chain groups. The p-chains which boundary is null5are
p-cycles (for example, on Fig. 5(b) the 1-chains A1 − A2 + A3 and A1 + A4 are 1-cycles). The set Zp of p-cycles is a subgroup
of Cp.
p-chainswhich are boundaries of (p+1)-chains are p-boundaries (for example, on Fig. 5(b), A1−A2+A3 is the boundary of
F1). The setBp ofp-boundaries is a subgroupofCp. Eachboundary is a cycle (since∀c ∈ Cp+1, c∂p+1∂p = 0), thusBp ⊂ Zp ⊂ Cp.
A p-dimensional hole is a p-cycle which is not a p-boundary (for example, on Fig. 5(b), z1 = A1 + A4 is not a boundary).
Two p-cycles s and t are homologous if and only if a (p + 1)-chain c exists, such that s = t + c∂p+1. In particular, when
s = c∂p+1 then s is homologous to 0. This defines an equivalence relation: two cycles belong to the same equivalence class
if they surround the same hole (for example, z2 = A2−A3+A4 and z1 = A1+A4 belong to the same equivalence class since
z1 = z2 + F1∂2). A member of one equivalence class is called a generator.
2.3.3. Homology groups, weak boundary
For any dimension p, the homology group Hp is defined as the group of the equivalent classes for the homology relation.
It is the quotient group of the p-cycles by the p-boundaries, Hp = Zp/Bp. Homology groups are known to be topological
invariants, meaning homeomorphic shapes have isomorphic homology groups.
4 A p-chain is a formal construction: the coefficients αi do not generally have a geometric interpretation, except for 1 and−1. In these cases, 1 ·σ means
that we consider the simplex σ with its orientation and−1 · σ means that we consider σ with its opposite orientation. This is consistent with the fact that
simplices can be equipped with two orientations, one considered positive and the other negative (Fig. 5) [9,17].
5 i.e. chains c such that c∂ = 0.
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Fig. 6. (a) A Klein bottle and its H1 generators. (b) A torus and its H1 generators.
Fig. 7. Examples of simploids.
For any p, there exists a finite number of elements of Hp from which we can deduce all the elements of Hp, thus Hp is
finitely generated. So, Hp satisfies the fundamental theorem of finitely generated Abelian groups [9], and is isomorphic to a
direct sum:
Z⊕ · · · ⊕ Z︸ ︷︷ ︸
βp
⊕Z/tp1Z⊕ · · · ⊕ Z/tpnZ.
βp is the number of elements of Hp with infinite order, and is called the p-th Betti number; the numbers t
p
1 , . . . , t
p
n are the
torsion coefficients of Hp.
A set of p-dimensional homologous cycles is associated with each group Z of Hp: they surround the same p-dimensional
topological hole. It is the same for each group Z/tpi Z: the associated homologous cycles are not the boundary of any p+ 1-
chain; however,when taken tpi times, they become the (weak) boundary of some p+1-chain. For example, the first homology
group of the Klein bottle H1(K) is isomorphic to Z⊕ Z/2Z (Fig. 6). Generators of homology groups can be computed using
Smith normal form of matrices which describe the boundary homomorphisms (incidence matrices) [21].
3. Simploidal sets and basic operations
A simploid is a cartesian product of simplices [22], and a simploidal set is a set of simploids linked by boundary operators.
So the cells of simploidal sets can be simplices, cubes, prisms (which can link simplices and cubes), etc. Simploidal sets can
easily be restricted in order to deal only with cubical cells: we thus obtain (semi-)cubical sets that were defined by Kan fifty
years ago [23].6
3.1. Simploidal sets
A (combinatorial) simploid is defined by its type (a1, . . . , ak),7 k is the length of the simploid and its dimension is the sum∑k
l=1 al (Fig. 7).
Definition 3. A n-dimensional simploidal set S = (K , ( ij)) is the union
⋃n
p=0 K p of sets of p-dimensional simploids,
0 ≤ p ≤ n equipped with boundary operators  ij such that (Fig. 8):
(. . . , ai, . . .) ij
with 0 ≤ j ≤ ai : −→
{
(. . . , ai − 1, . . .) if ai > 1
(. . . , âi, . . .) otherwise
(1)
(. . . , ai, . . .) ik
i
l = (. . . , ai, . . .) il ik−1 with 0 ≤ l < k ≤ aiand ai > 1 (2)
(. . . , ai, . . . , aj, . . .)
j
k
i
l
with i < j, 0 ≤ k ≤ aj, 0 ≤ l ≤ ai =
{
(. . . , ai, . . . , aj, . . .) il
j
k if ai > 1
(. . . , ai, . . . , aj, . . .) il
j−1
k otherwise
(3)
where âi means that ai is removed.
6 Semi-cubical sets generalize cubical complexes [1], in theway that semi-simplicial sets generalize simplicial complexes. In otherwordsmulti-incidence
is allowed.
7 Such a simploid can be associated with the cartesian product of k simplices of respective dimensions a1, . . . , ak .
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Fig. 8. (a) A 2-dimensional simploidal set. (b) Its embedding using Bézier patches. (c) A 3-dimensional simploidal set (boundary operators are not
displayed).
Eq. (1) denotes the action of a boundary operator on the simploid type. The cartesian product of a simploid s by a simploid
of type (0) (i.e. a vertex) is equal to s. Hence, if a zero appears after the application of a boundary operator (i.e. if ai = 1),
it is removed from the type. Eq. (2) corresponds to the commutation relation of boundary operators for semi-simplicial
sets. Eq. (3) corresponds to the commutation relation of boundary operators, when they are successively applied to two
different simplices. The second part of this equation takes into account the shifts issued from suppressed zeros (for example,
(2, 1, 1)30
2
1 = (2, 1)21 = (2) = (2, 1)21 = (2, 1, 1)2120 ).
Simploidal sets can be implemented in the following way: a simploid contains its type, and an array of arrays of pointers
representing the boundary operators. Note that ‘‘inverse pointers’’ can be stored in the data structure in order to improve
the time complexity of operations (e.g. identification). A simploidal set can be implemented as a record type containing its
dimension and the list of its simploids.
3.2. Construction operations
Any simploidal set can be constructed using 3 operations: creating an empty simploidal set, adding a new simploid
(with its boundary) and identifying two simploids. The cartesian product can be used in order to create a simploid (with its
boundary) starting fromsimploids corresponding to simplices. In otherwords, anyn-dimensional simplex (and its boundary)
is a simploid of type (n). Any simploid of type (a1, . . . , ak) (and its boundary) can be constructed by successive applications
of the cartesian product operation to simploids (and their boundaries) of type (a1), . . . , (ak).
3.2.1. Cartesian product
Definition 4. Let σ andµ be two simploids of respective types (a1, . . . , ap) andµ = (b1, . . . , bq). The type of the cartesian
product σ × µ is (a1, . . . , ap, b1, . . . , bq).
Definition 5. Let S = (K , ( ij)) and S ′ = (K ′, ( ′ ij )) be two simploidal sets. The cartesian product S× S ′ is the simploidal set
S ′′ = (K ′′, ( ′′ ij )) such that (Fig. 9):
• K ′′ = K × K ′
• ((a1, . . . , ap)× (b1, . . . , bq)) ′′ ij =
{
(a1, . . . , ap)
i
j × (b1, . . . , bq) if i ≤ p,
(a1, . . . , ap)× (b1, . . . , bq)
′ i−p
j otherwise.
Hence, the cartesian product of two simploidal sets S and S ′ of respective dimensions d and d′ builds a new simploidal set
S ′′ of dimension d+d′. Note that each simploid of S ′′ comes from the cartesian product of a simploid of S and a simploid of S ′. A
possible implementation of the operation is described in Algorithm 3, where direct accesses are set between σ×µ, σ andµ.
This can be done by adding two pointers in each simploid and an annex structure that allow a direct access to σ , knowing σ1
and σ2 (2-dimensional array, double entry key, hash table, . . . ). The space and time complexities are inO(|K |×|K ′|+t)where
t is the total number of boundary operators (the number of boundary operators of a d-dimensional simploid is between d+1
and 2d).
3.2.2. Identification operation
The identification operation defined on simploidal sets is very similar to the one defined on semi-simplicial sets. It is
easy to define an elementary identification operation which can be applied for simploids which have the same type and
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Fig. 9. The simploidal cartesian product of two edges σ and µ and their boundaries is a square σ ×µwith its boundary i.e. (σ ×µ)10 = σ10 ×µ, (σ ×
µ)11 = σ11 × µ, (σ × µ)20 = σ × µ10 , (σ × µ)21 = σ × µ11 .
Algorithm 3: Cartesian product of two simploidal sets.
Input: Two simploidal sets S and S ′
Output: A simploidal set S ′′
begin
S ′′ ← ∅
// Creating all the new simploids and setting the links between simploids
for σ1 ∈ S do
for σ2 ∈ S ′ do
Create a new simploid σ of type type(σ1)× type(σ2)
S ′′ ← S ′′ ∪ {σ }; σm1 ← σ1; σm2 ← σ2; (σ1, σ2)m← σ ;
for d = 1..dim (S ′′) do
for σ ∈ S ′′, a simploid of dimension d, such that σm1 = (a1, . . . , aq) and σm2 = (b1, . . . , br) do
for i = 1..q do
for j = 0..ai do
σ ij ← (σm1 ij , σm2)m
for i = 1..r do
for j = 0..bi do
σ
i+q
j ← (σm1, σm2 ij)m
end
boundary,8and to extend this operation for identifying simploids which have same type (but which can have different
boundaries). This more general operation first identifies the boundaries of the simploids, then the simploids themselves
(Fig. 10 and Algorithm 4).
Definition 6. Let S = (K , ( ij)) be a simploidal set ; letσ1 andσ2 be two simploids of type (a1, . . . , an)having sameboundary
and let d = a1 + · · · + an. The identification of σ1 and σ2 produces a new simploidal set S ′ = (K ′, ( ′ij )) such that:
• K ′ = K − {σ1, σ2} ∪ {µ}, where µ is a new simploid of type (a1, . . . , an).
• ∀k 6= d, k 6= d+ 1, ∀τ = (a′1, . . . , a′q) ∈ K k, ∀i = 1..q,∀j = 0..a′i , τ ′ij = τ ij .
• ∀τ = (a′1, . . . , a′q) ∈ K d − {σ1, σ2}, ∀i = 1..q,∀j = 0..a′i , τ i′j = τ ij ,
• ∀i = 1..n, ∀j = 0..ai, µ ′ij = σ1eij.
• ∀τ = (a′1, . . . , a′q) ∈ K d+1, ∀i = 1..q,∀j = 0..a′i ,
if τ ij = σ1 or τ ij = σ2 then τ ′ ij = µ else τ ′ ij = τ ij .
As mentioned for semi-simplicial sets, the time complexity of Algorithm 4 can be improved by adding ‘‘inverse boundary
operators’’ in the simploid data structures.
3.3. Simploidal chain, boundary homomorphism and free chain complex
In order to define simploidal homology, we have to associate a free chain complex to a simploidal set. Let S = (K , ( ij))
be a simploidal set: a simploidal p-chain is a combination of simploids of K p with integer coefficients. Now, in order to
8 Two p-simploids σ1 and σ2 of type (a1, . . . , an) have same boundary if and only if, for each i = 1, . . . , n and j = 0, . . . , ai , σ1 ij = σ2 ij .
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Fig. 10. Identification of two simploids σ1 and σ2 of type (1, 1). (a) σ1 is a face of the cube and σ2 is a face of the prism. (b) σ1 and σ2 , which do not have
same boundary, have been isolated. (c) Identification of the vertices of the boundaries of σ1 and σ2 . Note that it is always possible to identify two vertices
since the boundary of a vertex is null. (d) Each pair of edges have same boundary, they are identified. (e) σ1 and σ2 have same boundary, they are identified.
(f) The resulting simploidal set.
define boundary homomorphisms ∂ for simploidal sets, we adapt the general boundary formula of a cell-product [17]:
(a × b)∂ = a∂ × b + (−1)dim(a)a × b∂ . For example, for the 2-dimensional simploidal set of Fig. 8(a) we get: F1∂ =
(F110 − F111)− (F120 − F121); F2∂ = F210 − F211 + F212 .
Algorithm 4: Identification of two simploids.
Input: S and two simploids of type (a1, . . . , an) σ1 and σ2 ∈ S.
Output: S modified.
begin
//Identification of the boundaries of σ1 and σ2
for i = 1..n do
for j = 0..ai do
if σ1 ij 6= σ2 ij then
identification (σ1 ij , σ2
i
j )
//Identification of σ1 and σ2
Create a new simploid µ of type (a1, . . . , an)
S = S − {σ1, σ2} ∪ {µ}
for i = 1..n do
for j = 0..ai do
µ ij ← σ1 ij
for τ of dimension dim(µ)+ 1 (and type (b1, . . . , bm)) do
for i = 1..m do
for j = 0..bi do
if τ ij = σ1 or τ ij = σ2 then
τ ij ← µ
end
Definition 7. Let s be a simploid of type (a1, . . . , ak).
s∂ =

0 if s = ()
k∑
i=1
(−1)
i−1∑
l=1
al
ai∑
j=0
(−1)js ij otherwise.
The definition of ∂ is extended by linearity for simploidal chains.
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Fig. 11. A commutative diagram which illustrates the property cτ∂ = c∂τ .
To prove that ∂ are boundary homomorphisms, i.e. c∂∂ = 0 for any simploidal chain c , we prove this property for
a simploidal chain containing a single simploid s: linearity ensures its extension for a general chain. Then, we prove that
Definition 7 satisfies the general boundary formula of a cell-product9 and conclusion follows. The details of this proof are
available in [21]. So, we can associate a free chain complex to any simploidal set. It is straightforward to define the notions
of cycles, boundaries and homology groups and to compute these groups. Nowwe are able to compute the homology groups
for simploidal sets, using for example the Smith normal form transformation for incidence matrices [9].
4. Conversion between simploidal and semi-simplicial sets
In this section, we study conversions between semi-simplicial and simploidal sets. We define an operator T which
associates a set of simplices with each simploid. In order to deal with simploidal homology, we also define the operator
τ , which associates a p-simplicial chain with each p-simploidal chain. τ preserves the boundary, i.e. for any simploidal chain
c , cτ∂ = c∂τ (see Fig. 11). Finally, we provide algorithms for converting a simploidal chain into a simplicial chain and
conversely. So we can associate a simplicial generator with each simploidal generator and conversely. Incidentally, we get
a direct and constructive proof of the equivalence between simploidal and simplicial homology.
In fact, it is well known in algebraic topology that the homology of a triangulable space does not depend upon its
triangulation [9]. So we can directly conclude that simploidal homology as evoked in Section 3.3 is equivalent to simplicial
homology. The idea here is to study conversions of homology generators for future works dealing with the ‘‘shape’’ of these
generators, in order to improve their ‘‘geometrical quality’’: this can be useful for problems which arise in computational
topology and in 3D image analysis.
4.1. Semi-simplicial set associated with a simploidal set
As said before, any simploidal set can be constructed in two steps: (1) Creation of principal10 simploids and their
boundaries. (2) Identification of simploids which are in the boundary of principal simploids. In order to construct the semi-
simplicial set associated to a simploidal set, we can proceed as follows: (a) for each simploid, the set of corresponding
simplices is created in the associated semi-simplicial set. (b) boundary operators are defined between simplices that
correspond to a same simploid s and between simplices that correspond to s and s∂. The precise correspondence between
simploidal sets and semi-simplicial sets is detailed in the next section.
4.1.1. Cartesian product of semi-simplicial sets; triangulation of a simploid.
To show that a semi-simplicial set can be associated with any simploidal set, we recall some notions related to the
cartesian product of semi-simplicial sets. The definition is not provided here, since it is rather long and it will not be used.
Actually, the cartesian product operation is defined on simplicial sets, which extend semi-simplicial sets by adding a second
class of operators, the degeneracy operators, which induce a second type of simplices (degenerated simplices, see [7,10]).
The general definition of simplicial setsmakes it possible to define the cartesian product in a very simple way. An equivalent
definition which acts directly upon semi-simplicial sets has been established [20]. The basic principle is the following: the
cartesian product of two simplices is made of simplices (maybe having different dimensions), which can be identified by
integer sequences (these integer sequences correspond to sequences of degeneracy operators in the original definition of
cartesian product of simplicial sets). Boundary operators can also be deduced from these integer sequences and relations
with boundary operators of the initial simplices.
In practice, the product of l-simplex σ and m-simplex µ, such that l ≥ m, is a set of simplices of dimensions l to l + m,
where the set of r-dimensional simplices (l ≤ r ≤ l+m) corresponds to the set of simplices denoted (σ I, µJ), for all disjoint
sequences I and J such that (cf. Fig. 12):
9 This can be directly be proved using a recursion over the length of a simploid.
10 A simploid is principal if it is not in the boundary of another simploid.
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Fig. 12. (a) Two simploidal sets. (b) The simploidal cartesian product. (c) The simplicial cartesian product, where a′1 = (σd00, µ), a′2 = (σ , µd00),
a′3 = (σd10, µ), a′4 = (σ , µd10).
• I = (i1 · · · ir−l), J = (j1 · · · jr−m)
• 0 ≤ i1 < · · · < ir−l ≤ r − 1, 0 ≤ j1 < · · · < jr−m ≤ r − 1.
It is then possible to define the set of simplices associated with a simploid of length 2. We can extend this definition
for any simploid s = σ1 × · · · × σn. The set of associated simplices is denoted sT. sT is the set of simplices of dimension
d = a1 + · · · + an, defined by {((· · · ((σ1I1, σ2I1)I2, σ3I2) · · · )In−1, σnIn−1)}, where:
• Ii ∈ Eai+1,a1+···+ai+1 , 1 ≤ i ≤ n− 1,
• Ep,n is the set of strictly increasing integer sequences of p integers in [0, . . . , n− 1],
• If I is an element of Ep,n, we denote I the sequence of En−p,n such that I ∩ I = ∅.
For instance, let σ1 (reps. σ2, σ3) be a 1-simplex (resp. 3-simplex, 2-simplex). The set of 6-simplices corresponding to the
triangulation of σ1 × σ2 × σ3 is {((σ1I1, σ2I1)I2, σ3I2)}where:
• I1 ∈ {012, 013, 023, 123}, I1 ∈ {3, 2, 1, 0},
• I2 ∈ {01, 02, 03, 04, 05, 12, 13, 14, 15, 23, 24, 25, 34, 35, 45},
• I2 ∈ {2345, 1345, 1245, 1235, 1234, 0345, 0245, 0235, 0234, 0145, 0135, 0134, 0125, 0124, 0123}.
The action of the boundary operators over the simplices resulting from the cartesian product are deduced from the integer
sequences that identify the simplex, and the index of the boundary operator.
4.2. Morphism τ between simploidal and simplicial chain groups
In this section, we define a morphism τ between simploidal chains of a given simploidal set and simplicial chains of the
associated semi-simplicial set. We prove that τ commutes with boundary homomorphisms.
4.2.1. Definition of morphism τ
The simplicial chain associatedwith a simploid s by τ is composed of simplices of sT , taking into account their orientation
such that for any simploidal chain c: cτ∂ = c∂τ (cf. Fig. 11). In order to define τ , we assign a sign for each simplex of sτ
such that its boundary: (1) does not contain ‘‘internal’’ simplices; (2) has an orientationwhich corresponds to the orientation
of simploids of the boundary of s.
For example, the semi-simplicial set of Fig. 12(c) is equivalent to the simploidal set of Fig. 12(b). The boundary of s = σ×µ
is a1+a4−a2−a3. We know that the simplicial chain corresponding to s is composed of 2-simplices (σ0, µ1) and (σ1, µ0).
The unique chain composed of these two simplices that does not contain the internal edge a5 in its boundary and such that
its boundary corresponds to the boundary of s is (σ1, µ0)− (σ0, µ1).
More generally, for a p-simploid s corresponding to the product of two simplices σ1 and σ2, we know that all internal
(p−1)−simplices of sT are in the boundary of two simplices (σ1I, σ2I) and (σ1I ′, σ2I ′) such that: there exists i ∈ I, i+1 ∈ I;
(I ′, I ′) is obtained from (I, I) by switching i and i+1 (see [20]). Thus, we have: (σ1I, σ2I)di+1 = (σ1I ′, σ2I ′)di+1. For example,
the two 2-simplices of Fig. 12(b), (σ0, µ1) and (σ1, µ0), share an internal face: (σ0, µ1)d1 = (σ1, µ0)d1 = (σ , µ) = a5.
As each internal simplex must vanish in the boundary of a chain sτ , two simplices that have an internal face must have
opposite signs. Each sign can be deduced from the parity of integer sequences [21], and the sign of all simploids can be
deduced from the following ‘‘reference simplex’’:
((· · · ((σ1Ja1 , σ2Ja1)Ja1+a2 , σ3Ja1+a2) · · · )Ja1+···+ak−1 , σkJa1+···+ak−1)
where Jm = 0 · · ·m− 1. So we get the following definition:
Definition 8. Let s = σ1 × · · · × σk be a simploid of type (a1, . . . , ak).
sτ =
∑
I1···Ik−1
(−1)A(I1,...,Ik−1)((· · · ((σ1I1, σ2I1)I2, σ3I2) · · · )Ik−1, σkIk−1)
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Fig. 13. (a) A 2-chain whithin the triangulation of a cube (of dimension 3). (b) An homologous 2-chain which has the same boundary as the 2-chain of (a),
and such that all the simplices are associated with the simploids of the boundary of the cube.
where:
• A(I1, . . . , Ik−1) = p(Ja1)+ p(I1)+ · · · + p(Ja1+···+ak−1)+ p(Ik−1)• for any integer sequence I , p(I) is the parity of the sum of elements of I .
So we get the commutation property between τ and ∂ , i.e. for a simploid s, sτ∂ = s∂τ . The proof is not provided here since
it is direct and rather long (see [21]).
4.2.2. Conversion between simploidal and simplicial generators
We now study correspondences between simploidal cycles (and boundaries) and simplicial ones. This will allow to
conclude that there is an equivalence between simploidal and simplicial homology groups.
We introduce the following notations: let S be a simploidal set and let S be its associated semi-simplicial set. C, Z, B
andH (resp. C, Z, B,H) denote the chain group, the cycle group, the boundary group and the homology group of S (resp. S).
The previous commutation property ensures that τ preserves cycles and boundaries, i.e. we use this property to prove
that for any simploidal chain c, if c is a simploidal cycle (resp. boundary), then cτ is a simplicial cycle (resp. boundary).
Reciprocally, it can be proved that any simplicial cycle z (resp. boundary) is homologous to a simplicial cycle z ′ (resp.
boundary) such that zτ = z ′, where z is a simploidal cycle (resp. boundary). For example on Fig. 12, the simplicial chain
a′1 − a′5 + a′4 is homologous to a′1 − a′2 − a′3 + a′4 (they are both boundaries), which is the image by τ of the simploidal
chain (a1 − a2 − a3 + a4). The sketch of proof is the following. First, note that any simplicial p-chain c can be partitioned
according to their corresponding simploids, i.e. c =∑i∑j αijσij where for a given i, every simplex σij is associated with the
same simploid si. Let z =∑i∑j αijσij be a simplicial p-cycle (resp. boundary). We consider the following two cases:
• Case (1): For all i, si is a p-simploid. In this case, we can directly prove that there exists a simploidal cycle (resp. boundary)
z = ∑i γisi such that zτ = z; otherwise, z contains simplices which are internal to a simploid, and z is not a cycle
(resp. boundary).
• Case (2): k exists such that sk is a n-simploid, n > p. Let ck be the subchain of z corresponding to simploid sk. The boundary
of ck must be in the boundary of sk (since we consider only cycles). In this case, we propose an algorithm that constructs
a simplicial p-chain c ′k homologous to ck having the same boundary, such that each simplex of c
′
k is associated with am-
simploid,m < n. As c ′k is homologous and has the same boundary as ck, by replacing ck by c
′
k in the expression of z, we do
not change the homology class of z. This operation is repeated until all simplices belong to p-simploids (corresponding
to case (1)).
We do not provide here the detailed algorithm as it is rather technical. The interested reader can refer to [21].
The principle is to use an ordering of simplices11 for replacing each p-simplex (in skT) of the current chain ck by its
complementary in the boundary of a (p+ 1)-simplex of skT (Fig. 13). 
In conclusion, we can associate a simplicial cycle (resp. boundary) with each simploidal cycle (resp. boundary), using τ .
Reciprocally, any simplicial cycle z (resp. boundary) can be transformed into an homologous cycle (resp. boundary) z ′ such
that z ′ is the image of a simploidal cycle (resp. boundary). So we are able to convert any generator of a simploidal set into a
generator on the associated semi-simplicial set and conversely. Incidentally, this provides a combinatorial and constructive
proof of the equivalence between simploidal and simplicial homology.
5. Embedding simploidal sets
The structure of a simploidal object can be represented by a simploidal set; in order to describe the shape of a simploidal
set, it is necessary to associate it with an ‘‘embedding model’’. This process is usual in topology. For example, it is well-
known that abstract simplicial complexes can be linearly embedded as (geometric) simplicial complexes. Due to multi-
incidences, semi-simplicial sets cannot be embedded as simplicial complexes, since degeneracies or self-intersections could
arise (for example with simplicial complexes, a linear embedding of a self-loop would be represented by a point). Some
11 This ordering is based on the properties of integer sequences that define simplices of the semi-simplicial set associated with a simploidal set.
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Fig. 14. (a) Sampling of a Bézier simplex of dimension 2 and degree 3. (b) Control points are labelled by Γ 23 . (c) Bézier sampling with control points.
Fig. 15. (a) Triangular array representation for Γ 23 . (b) Boundary operators over multi-index sets.
of the authors [10,24] have shown that Bézier simplices are well suited to embed semi-simplicial sets within an Euclidean
space, since there is a natural correspondence between the structure of semi-simplicial sets and the labeling structure of
the control points of Bézier simplices. Then it possible to handle multi-incidences of embedded semi-simplicial sets.
Now, we extend this approach by studying the association between simploidal sets and products of Bézier simplices.
5.1. Bézier simplices
We recall the definition of Bézier simplices and the way a p-dimensional Bézier simplex can be associated with a semi-
simplicial set made of a p-simplex and its boundary [10].
Definition 9. For dimension p and degree n a Bézier simplex is defined by (Fig. 14)
P(u) =
∑
α∈Γ pn
PαBnα(u)
where α ∈ Γ pn are multi-indices, Γ pn = {α ∈ Np+1 | |α| = α0 + · · · + αp = n}, Pα are control points in Rm withm ≥ p and
Bnα(u) =
( n
α
)
uα00 · · · uαpp , where the ui are the barycentric coordinates of uwith respect to the standard p-simplex∆p.12
The structure of control points is defined by the multi-index sets: each multi-index set corresponds to a ‘‘triangular
array’’ (Fig. 15). Thus, it is possible to define the shape of any simplex of a semi-simplicial set by associating a triangular
array of control points with it. However, without any further conditions, what we get does not provide an embedding for
the semi-simplicial set (Fig. 16).
In order to get a better control on embedding, we can notice that there is a correspondence between the structure of
control points (i.e. multi-index sets) and semi-simplicial sets. For example, consider
Γ 23 = {300, 210, 201, 120, 111, 102, 030, 021, 012, 003}.
We can distinguish three subsets, according to the position of 0 within each index.
{030, 021, 012, 003}, (0 in position 0)
{300, 201, 102, 003}, (0 in position 1)
{300, 210, 120, 030}, (0 in position 2).
These subsets correspond to the boundary of the triangular array, and when we remove the shared 0, we get for each
subset the multi-index set Γ 13 = {30, 21, 12, 03}which labels control points of a Bézier curve of degree 3.
12 i.e. ∀i, 0 ≤ ui ≤ 1, and∑pi=0 ui = 1.
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Fig. 16. (a) If no conditions are imposed over control points we can get the embedding (b). (c) Control points associated with simplices. (d) Corresponding
sampling of Bézier simplices.
Fig. 17. (a) Split view of a Bézier triangle sampling with its boundary edges. (b) Control points of the Bézier triangle. (c) Boundary edge sampling with the
edge control points.
Using this fact, we can derive boundary operators over multi-index sets: for 0 ≤ i ≤ p : dpi : Γ pn → Γ p−1n is the map
that removes the ith component of a multi-index α if it is equal to 0, otherwise dpi maps α to the empty set. We can check
that these boundary operators satisfy the coherence relations of simplicial boundary operators (e.g. Γ 23 d2d0 = Γ 23 d0d1 see
Fig. 15).
A Bézier simplexhas thenice property that the control points of its boundary define its shape (this is the ‘‘border property’’
of Bézier simplices: cf. Fig. 17)
dpi (P(u)) =
∑
α∈Γ pn
Pdpi (α)B
n
dpi (α)
(u).
We can use this property in order to associate control points with simplices in such a way that C0-continuity is always
satisfied: more precisely, control points which indices do not contain any 0 are associated with simplices (Fig. 16).
Then, to compute a sampling of the corresponding Bézier simplex, it is necessary to take into account the control points
of a simplex and these of its boundary. Finer control of continuity (e.g. obtaining C1 or G1 continuity) imposes constraints
on control points that are not directly related to the simplicial structure and can be achieved as usual.
5.2. Bézier simploids
Bézier simploids were introduced in [25] to derive useful algorithms for Bézier patches.
Definition 10. A Bézier simploid of type (a1, . . . , ak) and degree (n1, . . . , nk) is defined by a product of Bézier simplices:
Q (u1, . . . ,uk) =
∑
α1∈Γ a1n1
· · ·
∑
αk∈Γ aknk
P(α1,...,αk)B
n1
α1
(u1) · · · Bnk
αk
(uk)
where ui are points of standard simplices∆ai . Control points are labelled by multi-index tuples in Γ
a1
n1 × · · · × Γ aknk .
The most current Bézier simploid is the Bézier rectangular patch which is defined by (Fig. 18):
Q (u1,u2) =
∑
α1∈Γ 1n1
∑
α2∈Γ 1n2
P(α1,α2)B
n1
α1
(u1)Bn2α2(u
2).
Products of multi-index sets can be represented as a rectangular array (Fig. 19(a)) and boundary operators can be defined
on these products of multi-index sets (Fig. 19(b)).
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Fig. 18. (a) A sampling of a Bézier (1, 1)-simploid of degree (2, 3). (b) Control points of the Bézier simploid are labeled by Γ 12 × Γ 13 .
Fig. 19. (a) Rectangular array corresponding to Γ 12 × Γ 13 . (b) Boundary operators over products of multi-indices.
Fig. 20. Control points associated with embedded simploids.
More generally, simploidal arrays extend simplicial arrays: the elements of simploidal arrays are labeled by products
of multi-indices, and such arrays can be used to store control points of Bézier simploids. Moreover, it is also easy to show
that products of multi-index sets have a simploidal structure, i. e. it is possible to define boundary operators on products
of simploidal sets, which satisfy the properties of simploidal set operators. At last, due to the ‘‘border property’’ of Bézier
patches,13 it is also possible to embed simploidal sets in such a way that C0-continuity is always satisfied:
• a simploidal array of control points is associated with each combinatorial simploid; it contains control points which
products of multi-indices do not contain any 0 (Fig. 20).
• the shape of a simploid is computed by taking into account its associated control points and the control points associated
to the simploids of its boundary.
13 This property satisfied by Bézier simplices is still satisfied by products of Bézier simplices.
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In order to compute a sampling of the corresponding Bézier simploid (cf. Fig. 8), it is necessary to reconstruct the
simploidal array containing all control points, taking into account the indices and exponents of the simploidal boundary
operators.
Basic operations must also manage control points. Regarding identification operation, simplices or simploids that are
identified must have the same structure of control points (i.e. corresponding Bézier patches must have the same degree).
Using the initial control points, we have to select a method to compute the new ones, e.g. keep the control points of one
of the identified simplices or simploids, or compute a linear interpolation between the initial control points. The cartesian
product operation and the cone operation need the same kind of computation: for example, control points associated with
new simploids can be determined by the sum of coordinates of the initial control points issued from the corresponding
simploids; new control points for the cone operation are computed from initial control points using linear interpolation
with the control point corresponding to the vertex defining the cone.
6. Conclusion
Simploidal sets make an ‘‘hybrid’’ structure between ‘‘regular’’ structures (e.g. simplicial and cubical sets) and ‘‘cellular’’
structures (e. g. cell-tuple [4], combinatorialmaps [5]). Semi-simplicial sets [7] (resp. cubical sets) are a subclass of simploidal
sets such that the length of all simploids is 1 (resp. the type of all simploids is (1, . . . , 1)).
Definitions and algorithms have been provided for two basic operations: cartesian product and identification, which
make it possible to construct any simploidal set. We have also shown that a semi-simplicial set can be associated with any
simploidal set. Moreover, we provide a direct definition of the homology of simploidal sets, and it has been shown that the
homology of a simploidal set is equivalent to the homology of its associated semi-simplicial set. At last, we have shown that
products of Bézier simplicial patches are well suited for the embedding of simploidal sets.
Many aspects have to be studied now: the definitions of higher level operations (e.g. split, merge, etc.), the properties
of subclasses of simploidal sets (e.g. quasi-manifolds [26]) and the definitions of optimized data structures, the use of
simploidal sets for handling hybrid meshes or for hierarchical simplification in image analysis.
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