There is substantial interest in estimating and forecasting influenza incidence. Surveillance of influenza is 12 challenging as one needs to demarcate influenza from other respiratory viruses, and due to asymptomatic in-13 fections. To circumvent these challenges, surveillance data often targets influenza-like-illness, or uses context-14 specific normalisations such as test positivity or per-consultation rates. Specifically, influenza incidence itself 15 is not reported. We propose a framework to estimate population-level influenza incidence, and its associated 16 uncertainty, using surveillance data and hierarchical observation processes. This new framework, and fore-17 casting and forecast assessment methods, are demonstrated for three Australian states over 2016 and 2017.
: Schematic illustration of proposed framework for surveillance and forecasting, using peak week as an example. Given an observed influenza surveillance time series, the peak week is typically assumed to be a point estimate based on these data, as in (A); different ways of analysing these influenza surveillance data can lead to different point estimates of the peak week (B), for example based on test positivity, or perconsultation rates. Instead, we propose it should be a probabilistic estimate as in (C), because the observed time series is a sample or an estimate of the population-level dynamics, with associated uncertainty. Taking the observation process into account we can obtain probabilistic forecasts of influenza in the population (D), which can then be used to produce probabilistic forecasts of quantities such as the peak week (E). To assess these forecasts, we propose modified metrics that take into account that the true peak week has a distribution rather than a point estimate (F).
The Australian Sentinel Practices Research Network (ASPREN) [13, 20] is a network of general practitioners with the number of samples tested each week (green). These data would suggest peak-week point estimates in the weeks ending 6 August and 20 August (dashed black lines). The second figure (grey) shows influenza test positivity, which peaks during the week ending 4 September (dotted grey line), and is highly variable outside of the season when few tests were performed. The third panel (yellow -blue colour gradient) shows estimates of population-level symptomatic influenza incidence each week, with uncertainty: black boxes indicate the median and a 50% credible interval, with the shading showing the full density. The lowest panel (red) shows the distribution of population-level peak week calculated using all data. This demonstrates that the peak week inferred directly from the surveillance-level data can be misleading, and that test positivity is also a flawed metric. influenza incidence is highest. When the population-level influenza estimate for each week has a probability 2 Results
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To illustrate the link between influenza surveillance, forecasting, and forecast assessment, we apply this frame-143 work with ASPREN surveillance data in three Australian states (New South Wales, Queensland, and South 144 Australia) for 2016 and 2017. We use surveillance data and the observation process to evaluate population-145 level symptomatic influenza incidence estimates, and use this to evaluate a distribution for the peak week 146 (Figures 2, S1-S3). We used a two-stage approximate Bayesian computation based forecasting framework 147 (see Section 4.3.3), with an underlying population-level stochastic epidemic model and an observation process 148 explicitly linking surveillance data to population-level influenza (e.g. Figure 3 ). We extracted forecast distri-149 butions for peak week, which are assessed against probabilistic estimates of true peak week at the population 150 level ( Figure 4 ). We observed that forecasting was possible when data were sufficient, such as in New South 151 Wales (both years), and in 2017 for Queensland and South Australia; but when data were very sparse it 152 was not possible to effectively produce or assess forecasts (e.g. for South Australia in 2016). We evaluated A challenge posed by this shift in framework is communicating these ideas to the public health community. Figure 6 : Schematic describing forecasting process for an example week in 2016. The black line is the observed data (dotted over the forecast period). ABC is performed on two preceding years of data (green region), and the posterior used as a prior for the current season. ABC is then performed again within the current season, based on data observed to date (red), and a forecast is produced for the remainder of the season by progressing accepted particles forward through the rest of the season (blue solid line is the median forecast; shaded region is the 50% prediction interval). The population-level forecast is projected down to the data-level using the true normalization data observed in that week.
(1), including initialising the unobserved model states at the beginning of this year as those from the 291 posterior distribution at the end of the previous year.
292
• To modify the prior so as to allow for between-season variation due to, e.g., differences in strains: The mixture proportion (0.6) was chosen to balance the potential for both similar strains and 298 shifts to substantially different strains. Average peak week error (weeks) NSW QLD SA Figure S7 : Progression of average forecast error each week during 2016 and 2017. Note that while forecast error can theoretically reach 0, this requires ideal conditions; in practice. An illustrative baseline of achievable forecast error is that achieved by the observed distribution of peak week from the data, shown here as a dashed line.
