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 New mathematical model of an intra-cellular transmission system of genetic information.
 Use of geometrically uniform codes in the identiﬁcation and classiﬁcation of DNA sequences.
 Accuracy of the proposed model is fully veriﬁed by the DNA sequence generation algorithm.
 Technique for analyzing biosystems, mutations and polymorphisms, production of new drugs, etc.
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a b s t r a c t
One of the great challenges of the scientiﬁc community on theories of genetic information, genetic
communication and genetic coding is to determine a mathematical structure related to DNA sequences.
In this paper we propose a model of an intra-cellular transmission system of genetic information similar
to a model of a power and bandwidth efﬁcient digital communication system in order to identify a
mathematical structure in DNA sequences where such sequences are biologically relevant. The model of
a transmission system of genetic information is concerned with the identiﬁcation, reproduction and
mathematical classiﬁcation of the nucleotide sequence of single stranded DNA by the genetic encoder.
Hence, a genetic encoder is devised where labelings and cyclic codes are established. The establishment
of the algebraic structure of the corresponding codes alphabets, mappings, labelings, primitive
polynomials (p(x)) and code generator polynomials (g(x)) are quite important in characterizing error-
correcting codes subclasses of Glinear codes. These latter codes are useful for the identiﬁcation,
reproduction and mathematical classiﬁcation of DNA sequences. The characterization of this model may
contribute to the development of a methodology that can be applied in mutational analysis and
polymorphisms, production of new drugs and genetic improvement, among other things, resulting in the
reduction of time and laboratory costs.
& 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Error correcting codes (ECCs) are employed in digital commu-
nication systems with the aim of providing reliable transmission
and/or storage of information. Similarly, molecular biological
systems store and transmit information by using of the genetic
code. A good deal of work has been published emphasizing
the similarities between a communication system and a biological
system. For instance, Schneider et al. (1986), Schneider and
Stephens (1990), Schneider (1997), propose a systematic proce-
dure to identify the coding regions (exons) and the non-coding
regions (introns) in RNA sequences by using concepts from
Information Theory. Yockey, (Yockey, 1992), presents a model of
a digital communication system similar to the one associated with
the genetic expression, or equivalently, to the ﬂow of biological
information. Forsdyke (1981) and Forsdyke (1995), considers the
possibility that the introns may be viewed as the parity-check
symbols associated with the exons. On the other hand,
Rzeszowska-Wolny (1983), propose a DNA arrangement in nucleo-
somes which may be relevant for the system to be operational.
Liebovitch et al. (1996), shows a procedure that makes it possible
to determine whether a type of ECC is present or not in a DNA
sequence. Rosen (2006), presents a method for detecting the
presence of linear block codes which explain insertions and
deletions in DNA sequences. Battail (2006), argues about the
existence of nested codes in DNA based on the fact that the length
of the human genome is greater than what is necessary to specify
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the characteristics of each individual. May et al. (2004), propose
the use of block and convolutional codes in the initialization
process of the translation in prokaryote organisms.
A question always present in the majority of the works related
to genetic coding is the following: Is there some type of error-
correcting code in DNA sequences? Even with the efforts of
researchers, it was not possible to show the existence of an
error-correcting code in the DNA sequence, as mentioned in
Dawy et al. (2007) and Hanus et al. (2007). To the best of our
knowledge, we show for the ﬁrst time in (Faria et al., 2010; Rocha
et al., 2010) that DNA sequences with different biological char-
acteristics and varying lengths including repetitive DNA, intron,
RNA, mRNA, protein, hormone, targeting sequences and organelle
protein internal signals are identiﬁed as codewords of cyclic codes
over Galois ﬁelds and Galois rings. In Faria et al. (2012a) we show
that a gene and even a plasmid genome are identiﬁed as codeword
of such codes.
The aim of this paper is to establish the fundamental elements
and the mathematical characterization of the model of an intra-
cellular transmission system of genetic information and to show
that it is similar to a transmission system of digital information,
making it possible to realize the identiﬁcation process and
mathematical classiﬁcation of DNA sequences. From these facts,
we infer that the sequences generated by this model possess a well
deﬁned mathematical structure which realizes the identiﬁcation of
these sequences as codewords of cyclic block codes. Hence, the
proposed model makes it possible to understand and even
simulate and analyze some of the intra-cellular processes by
quantitative methods.
The model in consideration has as its starting point the
similarities and interpretations of the systems as shown in
Figs. 1 and 2, as follows:
 In a communication system it is in the transmitter, consisting of
the blocks source, encoder, and modulator, see Fig. 1, that the
information is generated and transmitted. In a eukaryotic cell, it
is in the nucleus that the information is stored/generated in the
DNA and transmitted by the RNA;
 One of the objectives of the transcription and translation
processes is the synthesis of proteins. It is during the transcrip-
tion process that errors such as deletion, insertion and sub-
stitution of bases pairs may occur. On the other hand, during
the translation process other types of errors may occur, for
instance the error originated from a codon and anticodon
mismatch in the third position (wobble position) of the mRNA
and the transfer RNA (tRNA), respectively. For the purpose of
this paper with respect to the biological coding system model
in consideration, we may assume without loss of any generality
that the previously mentioned errors occur in the cytosol. This
assumption agrees with that employed in the performance
analysis of a digital communication system where all the errors
are assumed to occur in the channel, although the interferences
occur in each block of the communication system;
 In a communication system it is in the receiver, consisting of
the blocks demodulator, decoder and user or sink, see Fig. 1,
where the information is received. In a eukaryotic cell, it is in
the organelle that the information (protein) is received.
The model of a transmission system of genetic information is
directly related to the communication system as shown in Fig. 1. In
this ﬁgure, the modulator, channel and demodulator blocks are
called the discrete channel. This channel, in turn, may have
memory (showing a dependency of the current symbol on the
previous ones) or may be memoryless (showing no dependency of
the current symbol on the previous ones). The speciﬁcation of
the pair encoder-modulator is essential to identify the digital
communication system as being power and bandwidth efﬁcient
(combined coding and modulation). Similarly, it is the pair
transcription-translation with the help of the tRNA that identiﬁes
in the biological system the process of generating the amino acid
sequence. As a consequence the joint speciﬁcation of the pair
encoder-modulator implies the need of two mappings. The ﬁrst
mapping occurs between the elements of the alphabet of the
genetic code, nucleotides, and the binary 2-tuples, whereas the
second mapping occurs between the binary 2-tuples and the 4-ary
code alphabet, see Fig. 5. The output of the genetic encoder is
related to the nucleotide sequence whereas the modulator output
is related to the amino acid sequence (protein). The combined
encoder and modulator is responsible for the identiﬁcation of the
genetic information in the mRNA.
The proposed model takes into consideration the fact that DNA
sequences (genes, exons and introns, proteins internal sequence
signals, repetitive DNAs, micro RNAs, proteins, etc.) with biological
signiﬁcance are the information to be transmitted. As a conse-
quence, we have the following questions:
 Among the error-correcting codes used in a digital transmission
system, do there exist codes which are able to identify and
reproduce DNA sequences?
 If they exist, what must the proper mathematical structure for
the construction of such codes be?
 Is there a dependency or mathematical relationship between
the genetic code and the error-correcting code?
The identiﬁcation of DNA sequences by use of Glinear codes is
a promising procedure since such codes are very efﬁcient in
correcting substitution errors. On the other hand, to correct
multiple deletion and insertion errors another quite distinct class
of codes has to be employed. In general, the construction of these
codes makes use of combinatorial approaches and therefore
implies great computational complexity.
An interpretation of the genetic encoding process associated
with the biological system is shown in Fig. 2. As a consequence,
the model considers a sequence-by-sequence case scenario, that is,
a deterministic approach to the identiﬁcation problem in con-
sideration. However, we call the reader's attention to the fact that
the model may be employed when analyzing the identiﬁcation
problem of sequences belonging to a set with speciﬁc properties,
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Fig. 1. Digital communication system - Source-User (or Sink): the information
source may be in analog or digital form where this output is seen as a sequence of
bits; Channel Encoder-Channel Decoder: the role of the channel encoder is to protect
the bits to be transmitted over a channel subject to impairments by converting its
input into an alternate sequence possessing redundancy. The function of the
channel decoder is to recover from the channel output the input to the channel
encoder; Modulator-Demodulator: the modulator converts the channel-encoder
output bit stream into a form that is appropriate for the transmission through the
channel. The demodulator is the modulator's counterpart which recovers the
modulator input sequence from the modulator output sequence; Channel: is the
physical medium through which the modulator output is conveyed, or by which it
is stored. It adds noise and often interference from other signals.
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for instance the cyclic property, the analysis of relevant DNA
sequences in a given population, and so on. However, this is not
the approach employed in this paper. In such a case, statistical
methods have to be used as demonstrated by a series of recent
publications (Chou and Zhang, 1995; Chen et al., 2012, 2013; Min
et al., 2013; Xiao et al., 2013; Xu et al., 2013; Guo et al., 2014; Qiu et
al., 2014; Feng et al., 2013a) and summarized in a comprehensive
review (Chou, 2011). To develop a really useful model or predictor
for a biological system, one needs to go through the following ﬁve
steps: (i) select or construct a valid benchmark data set to train
and test the predictor; (ii) represent the samples with an effective
formulation that can truly reﬂect their intrinsic correlation with
the target to be predicted; (iii) introduce or develop a powerful
algorithm to conduct the prediction; (iv) properly perform cross-
validation tests to objectively evaluate the anticipated prediction
accuracy; (v) establish a user-friendly web-server for the predictor
that is accessible to the public.
2. Genetics: a brief review
The cell is the basic building block of life in all living forms of
organisms from the simplest bacteria to the most complex animal.
They can be classiﬁed in two categories: prokaryote cells (PCs) and
eukaryote cells (ECs). ECs possess a complex structural organiza-
tion, have an individualized nucleus and a set of cellular orga-
nelles, having a complex system of internal membranes
(endoplasmic reticulum (ER), mitochondria (M), chloroplasts (C),
Golgi cells, etc.). PCs possess a much simpler structure character-
ized by the absence of an individualized nucleus and a reduced
number of cellular organelles. In PCs, the genetic material is all
over the cell, the transcription and translation processes happen
one after another, whereas in ECs the genetic material is stored
and organized in the nucleus and, the transcription and translation
processes occur separately, where the transcription occurs in the
nucleus and the translation in the cytoplasm. A set of structural
and catalytic functions in the cell work together with the nucleo-
tides and the nucleic acids. The nucleotides are the molecular units
that when linked together form DNA (deoxyribonucleic acid) and
RNA (ribonucleic acid) molecules, the basic elements in the storage
and encoding of genetic information. DNA and RNA are macro-
molecules involved in the transmission of inheritance characters
and in protein productions of all living beings. Both have the
following composition: a phosphate group, a pentose (deoxyribose
in the DNA and ribose in the RNA) and a nitrogenous base
(adenine (A) and guanine (G) called purines and, cytosine (C) and
thymine (T) called pyrimidines). In the RNA, thymine T is sub-
stituted by uracil U. There are four types of RNA: messenger RNA
(mRNA), transfer RNA (tRNA), ribosome RNA (rRNA) and micro-
RNAs (miRNAs) each one having its own speciﬁc function in the
process of protein synthesis, (Lodish et al., 2005). Although the
importance of the rRNA and miRNAs, they will be the subject of a
paper in preparation.
The determination of the DNA structure by James Watson and
Francis Crick in 1953, (Watson and Crick, 1953), is recognized as
the most inﬂuential paper in modern molecular biology and
possesses the following main characteristics: two polynucleotide
chains, forming a double helix; the two DNA strands are antipar-
allel; the bases occupy the center of the helix and the sugar chains
pentose-phosphate occupy the outer part; the bases are linked by
hydrogen bridges, obeying the complementary rule known as
Chargaff's rule, where A connects to T and C to G. Each DNA strand
may act as a template for the synthesis of its complementary
strand and, consequently, the hereditary information is encoded in
the sequence of bases of any strand. From a DNA molecule it is
possible to generate mRNA molecules that control the protein
synthesis after going to the cytoplasm. The RNA molecule is a DNA
single strand which is used as a template in the generation of
protein. The production of RNA is realized by the presence of an
enzyme called RNA polymerase which breaks the hydrogen bonds
and also pulls apart the DNA strands. Next, the nucleotides which
are free in the nucleus link with one of the DNA single strands,
which is called an active strand. After linking, the RNA molecule
separates from the template DNA strand and goes to the cytoplasm
in order to connect to the ribosome where it will pass through one
more stage before realizing the protein synthesis. Finally, the two
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Fig. 2. Genetic information system - an interpretation of the genetic encoding process is to consider the transport of a protein between the nucleus of an eukaryotic cell to an
organelle. In this biological communication system messages are transmitted and received such that the cellular machinery realizes the processing of these messages
according to its needs. For instance, when an organelle (mitochondria, chloroplast, endoplasmic reticulum) in one of its compartments needs to synthesize a speciﬁc nuclear
protein, it sends a message u signaling to the nucleus the need for such a protein. The cellular nucleus, in turn, receives this information u, looks it up in the DNA, extracts the
information from the DNA and encodes this information as a codeword v. In this biological context the codeword v is seen as the mRNA, which is then processed by the
ribosome and translated into a protein denoted by the codeword v0 and it is sent to the destination organelle by attaching a proper targeting sequence.
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DNA strands pairs again, returning to the original molecule. The
tRNA carries the amino acids to the ribosome. The bases sequence
(nucleotide triplet) which encodes an amino acid is called codon.
The mRNA codons are recognized by the tRNA (anti-codons). The
protein synthesis is realized in the cytoplasm by the organelle
called ribosome, and denoted by rRNA.
Proteins are polymers consisting of sequences of twenty
different types of amino acids. These amino acids have speciﬁc
physico-chemical properties, such as hydrophilic (afﬁnity with
water) and hydrophobic (no afﬁnity with water). Since the interior
of the cell is essentially aqueous, hydrophobic amino acids assume
a relevant role in the correct determination of the 3-dimensional
structure of the proteins. The speciﬁcation of the twenty amino
acids comes from the sixty-four possible combinations of the
nitrogenous bases, which are put together in triplets, and the
protein synthesis is sequentially realized by the identiﬁcation of
each codon with the corresponding amino acid. The codons UAA,
UAG, and UGA, called Stop codons, determine the end of the
protein synthesis. The remaining are used for coding the twenty
amino acids, where one of them (AUG), in addition to encoding the
amino acid methionine, determines the beginning of the protein
synthesis. The changes occurring in the nucleotide sequences in
the genetic material of an organism may be considered as
unfavorable (deleterious mutation) or favorable (beneﬁc mutation).
The deleterious mutations in the DNA may cause errors in the
protein sequences such as in the generation of nonfunctional
proteins which in turn may lead to genetic illnesses. On the other
hand, the beneﬁc mutations may lead to new versions of the
protein that may help the organism and the subsequent genera-
tions to better adapt to the changes in their environments.
According to the effect in the structure of an organism, the
mutations may be classiﬁed in small scale mutations (punctual,
insertion and deletion) and large scale mutations (ampliﬁcation,
deletion of chromosomic regions, insertion and loss of hetero-
zygosity). In this paper we consider punctual mutation, which
consists in the change of a nucleotide for another one as a
consequence of the identiﬁcation process using error-correcting
codes. Due to their own speciﬁcities, multiple deletions, insertions
and substitutions are under consideration and they will be the
subject of a forthcoming paper. There is the transition, an exchange
of a purine for another purine (A2G) or a pyrimidine for another
pyrimidine (C2U) or a transversion, where a purine is exchanged
for a pyrimidine or vice-versa (C=U2A=G). These punctual muta-
tions are called silent mutations when the modiﬁed codon still
encodes the same amino acid, missense when the modiﬁed codon
encodes a different amino acid and nonsense when a Stop codon
occurs before the terminal Stop. Therefore, not completing the
protein synthesis.
3. Mathematical concepts intrinsic to the biological coding
system proposal
With the aim of providing an understanding of important
mathematical concepts being introduced in this paper regarding
the biological coding system and for the sake of clearness, some of
these concepts and arguments can also be found or resemble those
in Faria et al. (2010), Rocha et al. (2010), Faria et al. (2012a) and the
references within.
One possible interpretation of Shannon's channel coding the-
orem regarding the ﬂow of information from the source to the sink
is that the mutual information of the discrete channel (consisting
of the modulator, channel, and the demodulator) be as close as
possible to the entropy of the source, equivalently, the channel is
almost errorless or deterministic, (Shannon, 1948). To achieve this
goal, an error-correcting code has to be used. Therefore, the
transmitter in a digital communication system model consists of
two cascade blocks, one block associated with an encoder and the
other block associated with a modulator (signal constellation).
In this paper we make use of this model, see Fig. 3, character-
ized as follows: the genetic encoder consists of a mapping and
Z4linearity blocks. The block mapping consists of a set of
transformations taking an element from the set of nucleotides,
denoted by N¼ fA;C;G; T=Ug, to an element of the set Z22 ¼
f00; 01; 10; 11g, see Fig. 5. Within the block Z4linearity there
exists a mapping from Z22 to the set Z4 ¼ f0;1;2;3g, see Table 3.
The genetic modulator consists of the genetic code, the transfer
RNA, and the ribosome. The genetic code is viewed as a signal
Genetic Encoder
Protein
Genetic Modulator
Z4-linearityMappingSource
MM
Ribosome
Genetic
Code
tRNA 
mRNAnt
Fig. 3. Biological coding system - the Genetic Encoder consists of aMapping and an encoder of a Z4linear code. The block mapping consists of a set of transformations taking
an element from the set of nucleotides, denoted by N ¼ fA;C;G; T=Ug, to an element of the set Z22 ¼ f00; 01; 10; 11g. Within the block Z4linearity there exists a mapping
from Z22 to the set Z4 ¼ f0;1;2;3g. The Genetic Modulator consists of the Genetic Code, the transfer RNA, and the Ribosome. The genetic code is viewed as a signal set where
each codon is associated with a signal. The codeword at the genetic encoder output is directly related to the mature mRNA. The process of matching each codon in the
mature mRNA strand with its corresponding complementary codon from the genetic code by the tRNA is quite important and it is called Matched Mapping (MM). This
property guarantees the least system complexity and the class of codes achieving it is the Glinear codes. The ribosome behaves as a digital signal processor and the output
of the genetic modulator is related to the protein.
L.C.B. Faria et al. / Journal of Theoretical Biology 358 (2014) 208–231 211
constellation where each codon is associated with a signal of the
signal constellation. The codeword at the genetic encoder output is
directly related to the mature mRNA. Although quite obvious in
the biological context, the process of matching each codon in the
mature mRNA strand with its corresponding complementary
codon from the genetic code by the tRNA, in a digital commu-
nication system context this property is quite important and it is
called matched mapping (MM), (Loeliger, 1991). This property in
addition to implying that the underlying algebraic structure of the
encoder and the modulator are the same up to an isomorphism, it
guarantees the least complexity. The class of codes satisfying this
property is known as geometrically uniform codes, (Forney, 1991).
An important subclass of the geometrically uniform codes is the
Glinear codes, (Gerônimo, 1997; Gerônimo et al., 1997; Alves
et al., 2001), where G denotes an algebraic group. Finally, the
ribosome behaves as a digital signal processor, and so the output
of the genetic modulator is related to the protein.
3.1. Code alphabet and mapping
The 4-ary alphabet at the source output is related to a set of
nucleotides, N¼ fA;C;G; T=Ug. The output of the block ”mapping”
is a 4-ary set which in turn is the input alphabet set to the
Z4linear code block. As will become clear later, we choose the Z4
representation. As the mapping N-Z4 is unknown, we proceed as
follows: every DNA sequence is labeled by each one of the twenty-
four permutations between N-Z4, see Fig. 4(a), resulting in
twenty-four sequences.
When considering the twenty-four previous sequences as the
input to the encoding process result in twenty-four distinct code-
words. We note that, among the sequences which are identiﬁed as
codewords of an error-correcting code there exists one set with
eight distinct codewords corresponding to just one set with eight
permutations. However, when employing the reciprocal mapping,
Z4-N, the previous eight distinct codewords become eight equal
codewords in terms of nucleotides and amino acids. As a conse-
quence of this procedure, the previous set consisting of twenty-
four permutations is partitioned into three sets, each of which
contains eight permutations and deﬁnes a labeling denoted by A,
B, and C, which are associated with certain geometrical arrange-
ments, see Fig. 4(b). In this ﬁgure, the binary representations
associated with each one of the labels are 0 - 00; 1 - 10; 2 - 11; 3 -
01. However, it is the association of the complementary nucleo-
tides A - T and C - G, with the labels, that differentiates them. All
the permutations associated with the labeling A characterize the
code as Z4linear; all the permutations associated with the
labeling B characterize the code as Z22linear; whereas all the
permutations associated with the labeling C characterize the code
as Klein-linear, see Fig. 4(b). These labelings classify DNA
sequences as nonlinear (labeling A) and linear (labelings B and
C). By nonlinear we mean the binary decomposition of the integers
0, 1, 2, and 3 is not 00, 10, 01, and 11. Otherwise, it is linear. These
mappings identify the best associations between each symbol in
the set N and its corresponding symbol in the set Z4 and vice-
versa. Under a system point of view, nonlinear means strong
robustness, and linear weak robustness. This implies that the
linear sequences are more susceptible to mutations than the
nonlinear sequences. Under the topological point of view, the
geometric representation of the mapping Z4 resembles the sec-
ondary structure of the DNA sequence alpha-helix, the geometric
representation of the mapping Z22 resembles the beta parallel
sheet, whereas the geometric representation of the Möebius strip
or Klein bottle resembles the beta antiparallel sheet, as shown in
Fig. 4(b). These likenesses are being taken into consideration in a
paper under preparation.
3.2. Genetic code as a signal set
The genetic modulator consists of the genetic code, the transfer
RNA and the ribosome. The genetic code may be seen as a signal
set, where each codon is considered as a signal in this constella-
tion, the transfer RNA realizes the matched mapping operation
whereas the ribosome RNA behaves as a digital signal processor,
giving rise to the protein.
3.2.1. Vector space associated with the genetic code
The objective in this subsection is to establish an algebraic
structure (vector space) associated with the genetic code in order
to be able to construct a geometric arrangement of the codons in
this vector space. Since the genetic code consists of sixty-four
codons where each codon consists of a triplet of nucleotides and
since each nucleotide may take on 4 values, it follows that the two
simplest forms of generating such a vector space is to associate to
each nucleotide a 4-ary symbol, f0;1;2;3g or f00;01;10;11g. Note
that the ﬁrst set together with the operations addition and multi-
plication mod 4 is isomorphic to the set of solutions of the 4-th
root of unity, that is, x41¼ 0, whereas the second set is simply a
Galois ﬁeld extension of degree 2. If we consider that the metric
between the elements of the ﬁrst set is the Lee metric and that the
Hamming metric is the one associated with the second set, then as
shown in Table 3, Section 3.2.2, these metric spaces are isometric.
Therefore, the vector space containing the elements of the genetic
code has dimension 6, that is, Z22  Z22  Z22 or Z4  Z4  Z4, as will
become clear in Section 4.3. For the purpose of this paper it is
sufﬁcient to consider the construction of the vector space derived
from the Galois ﬁeld extension Z2ﬃGFð2Þ to GFð26Þ. For that, let p
(x) be one of the nine irreducible polynomials with degree 6 given
by pðxÞ ¼ x6þxþ1. Let 〈pðxÞ〉 be an ideal, a set of polynomials
generated by p(x). Then,
GFð64ÞﬃGFð2Þ½x
〈pðxÞ〉 ﬃ
GFð2Þ½x
〈x6þxþ1〉
¼ fa0þa1xþa2x2þa3x3þa4x4þa5x5 : a0i sAGFð2Þg:
Let α be a primitive element in GFð64Þ, equivalently, α is a root
of the polynomial x6þxþ1¼ 0, equivalently, α6þαþ1¼ 0. Now,
isolating α6, implies that α6 ¼ α1. Since the polynomial
coefﬁcients belong to GFð2Þ, the addition and subtraction opera-
tions in this ﬁeld are equivalents,4 resulting in α6 ¼ αþ1. From
this relation every element of GFð64Þ is determined, as shown in
Table 1. On the other hand, in Sánchez et al. (2005) it is shown an
isomorphism φ between two Boolean lattices, that is, φ : N-
ðZ22; 4 ; 3 Þ, where N denotes the set of nucleotides, 4 denotes
the connective and, and 3 denotes the connective or, such that
the coefﬁcients in the polynomial representation of the codons
follow a prescribed ordering of relevance in the codon bases
position and the isomorphism φ : N-ðZ22;4 ;3 Þ allows a repre-
sentation of a function ψ : GFð64Þ-GC, where GFð64Þ denotes the
elements of the Galois extension and GC the elements of the
genetic code, such that
a0þa1xþa2x2þa3x3þa4x4a5x5 - ðX1 ¼ f 1ða2a3Þ; X2 ¼ f 2ða4a5Þ; X3 ¼ f 3ða0a1ÞÞ:
For every X1X2X3AGC there exists a polynomial sðxÞAGFð64Þ ¼
fa0þa1xþa2x2þa3x3þa4x4þa5x5 : a0i sAGFð2Þg and vice-versa,
such that ψ ðsðxÞÞ ¼ X1X2X3:
4 Now, the coefﬁcients of the polynomial α6þαþ1¼ 0 belong to the Galois
ﬁeld with two elements, equivalently, to the set 0, 1, with the operations addition
mod 2 and multiplication also mod 2. Note that addition mod 2 means add the two
numbers and divide it by two and take the remainder as the result. The multi-
plication follows similarly. Therefore, 1þ1¼2 and the remainder of this number
when divided by 2 equals zero. Therefore, 1þ1¼0, or equivalently, 1¼-1.
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Fig. 4. Set of permutations associated with each one of the labels and its corresponding mappings.
Table 1
The elements 1, x, x2, x3, x4, x5 form a basis of a vector space, equivalently, they denote linearly independent vectors.
Elements of GFð64Þ
α a0a1a2a3a4a5 α a0a1a2a3a4a5 α a0a1a2a3a4a5 α a0a1a2a3a4a5
0 (000000) α15 (000101) α31 (101001) α47 (111001)
1 (100000) α16 (110010) α32 (100100) α48 (101100)
α (010000) α17 (011001) α33 (010010) α49 (010110)
α2 (001000) α18 (111100) α34 (001001) α50 (001011)
α3 (000100) α19 (011110) α35 (110100) α51 (110101)
α4 (000010) α20 (001111) α36 (011010) α52 (101010)
α5 (000001) α21 (110111) α37 (001101) α53 (010101)
α6 (110000) α22 (101011) α38 (110110) α54 (111010)
α7 (011000) α23 (100101) α39 (011011) α55 (011101)
α8 (001100) α24 (100010) α40 (111101) α56 (111110)
α9 (000110) α25 (010001) α41 (101110) α57 (011111)
α10 (000011) α26 (111000) α42 (010111) α58 (111111)
α11 (110001) α27 (011100) α43 (111011) α59 (101111)
α12 (101000) α28 (001110) α44 (101101) α60 (100111)
α13 (010100) α29 (000111) α45 (100110) α61 (100011)
α14 (001010) α30 (110011) α46 (010011) α62 (100001)
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Note from Fig. 4(b) that the association of the 4-ary label
between the elements of Z22 and Z4 is the one that makes the
metric spaces isometric, that is, 0 - 00; 1 - 10; 2 - 11; 3 - 01.
However, what may be modiﬁed is the association of the
nucleotides with the elements of the isometric metric space.
Hence, the 64 codons of the genetic code and the corresponding
amino acids (aa) are determined following the criterion of bases
relevance and the associated mapping is the labeling A, that is,
A00, C10, U=T11 and G01, as shown in Table 2. This
same procedure may be used for the labelings B and C, however
leading to distinct Boolean lattices. The relevance of this
procedure is to show the inherent differences between the
hydrophilic and hydrophobic properties associated with each
labeling which will not be considered in this paper, for that see
(Sánchez et al., 2005).
3.2.2. Geometric properties associated with the genetic code when
viewed as a signal set
Forney in Forney (1991) introduced the class of geometrically
uniform codes, where the Slepian and Lattice codes are the well
known subclasses.
Deﬁnition 3.1 (Forney, 1991). A signal set S deﬁned over a metric
space (M,d) is a geometrically uniform code if, given s1 and s2 in S,
there exists an isometry us1 ;s2 taking s1 in s2 while keeping S
invariant, that is, us1 ;s2 ðs1Þ ¼ s2 and us1 ;s2 ðSÞ ¼ S.
In other words, S is geometrically uniform if the action of the
symmetry group ΓðSÞ of S is transitive. If S is ﬁnite, then S is a
uniform constellation. Hence, a uniform constellation in the
Euclidean space is a group code (Slepian code), (Slepian, 1968).
Since the symmetry group ΓðSÞ may have more elements than in
the signal constellation, the next deﬁnition establishes the exis-
tence of a subgroup whose cardinality may be the same as that of
the signal constellation.
Deﬁnition 3.2 (Forney, 1991). Let S be a geometrically uniform
code. The minimum generator group U(S) of S, is a subgroup of the
symmetry group of S satisfying, 8s0AS; S¼ fμðs0Þ;μAUðSÞg, and
the function m : UðSÞ-S, given by mðμÞ ¼ μðs0Þ is injective.
Theorem 3.1 (Forney, 1991). The Cartesian product of geometrically
uniform signal sets is a set of geometrically uniform signal sets.
The previous theorem is important since the genetic code
satisﬁes its premisses, and so it is a set of geometrically uniform
signal set derived from the Cartesian product of geometrically
uniform signal sets. This statement will be shown in the next
sections.
A normal subgroup U0 of the minimum generator group
U(S) induces a partition of a geometrically uniform signal set.
Since the genetic code is being considered as a signal set, then the
next deﬁnition establishes how the labeling of each codon is
realized.
Deﬁnition 3.3 (Forney, 1991). Let S be a geometrically uniform
signal set with minimum generator group U(S). A geometrically
uniform partition S=S0, is a partition of S, induced by a normal
subgroup U0 of U(S). The elements of S=S0 are subgroups of S
corresponding to the cosets of U0 in U(S).
Deﬁnition 3.4 (Forney, 1991). Let S=S0 be a geometrically uniform
partition and G a group isomorphic to UðSÞ=U0ðSÞ. An isometric
labeling is an injective function m : G-S=S0 given by the composi-
tion of the isomorphism between G and UðSÞ=U0ðSÞ and the
injective function induced by m of UðSÞ=U0ðSÞ in S=S0.
Since UðSÞ=U0ðSÞ is isomorphic to Z4, this isomorphism implies
an isometric labeling of the elements Z22, under the Hamming
distance, dH, and the elements of Z4 under the Lee metric, dL, as
shown in Table 3.
Table 2
Genetic code and the corresponding binary labeling A.
Labeling A
U C A G
GFð64Þ Codon aa GFð64Þ Codon aa GFð64Þ Codon aa GFð64Þ Codon aa
U 111111 UUU F 111011 UCU S 110011 UAU Y 110111 UGU C
111110 UUC F 111010 UCC S 110010 UAC Y 110110 UGC C
111100 UUA L 111000 UCA S 110000 UAA sp 110100 UGA sp
111101 UUG L 111001 UCG S 110001 UAG sp 110101 UGG W
C 101111 CUU L 101011 CCU P 100011 CAU H 100111 CGU R
101110 CUC L 101010 CCC P 100010 CAC H 100110 CGC R
101100 CUA L 101000 CCA P 100000 CAA Q 100100 CGA R
101101 CUG L 101001 CCG P 100001 CAG Q 100101 CGG R
A 001111 AUU I 001011 ACU T 000011 AAU N 000111 AGU S
001110 AUC I 001010 ACC T 000010 AAC N 000110 AGC S
001100 AUA I 001000 ACA T 000000 AAA K 000100 AGA R
001101 AUG M 001001 ACG T 000001 AAG K 000101 AGG R
G 011111 GUU V 011011 GCU A 010011 GAU D 010111 GGU G
011110 GUC V 011010 GCC A 010010 GAC D 010110 GGC G
011100 GUA V 011000 GCA A 010000 GAA E 010100 GGA G
011101 GUG V 011001 GCG A 010001 GAG E 010101 GGG G
Table 3
Isometric labeling.
dL Z4 m : Z4-Z22 Z
2
2
dH
0 0 00 0
1 1 10 1
2 2 11 2
1 3 01 1
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3.3. A symmetry group of the genetic code
The main motivation to consider the genetic encoder and the
genetic modulator as a unique block in a biological coding system
(as is the encoder and the modulator in a digital communication
system) is that the determination of the subgroup (minimum
generator subgroup) of the symmetry group acting transitively on
the genetic code (signal set) implies the determination of the
algebraic structure to be used in the genetic encoder, equivalently,
either the codons of the genetic code are labeled by the elements
of the code alphabet or by the elements of the minimum generator
subgroup. Consequently, this is the algebraic structure to be used
in the construction of the error-correcting code. Signal sets
matched to a group, (Loeliger, 1991), constitute the most adequate
form to establish this association.
Deﬁnition 3.5 (Loeliger, 1991). Let (M,d) be a metric space. We say
that a ﬁnite signal set S inM is matched to a group G if there exists
a surjective function μ : G-S, such that,
dðμðgÞ;μðg0ÞÞ ¼ dðμðg1ng0Þ;μðeÞÞ; 8g; g0AG;
where e is the neutral element in G. The function μ is called
matched mapping. If μ is injective, then μ1 is called matched
labeling.
Deﬁnition 3.6 (Loeliger, 1991). A matched mapping μ : G-S, such
that H is a subgroup of G (that is, H¼ μ1μðeÞ, where e is the
neutral element in G), and does not contain nontrivial normal
subgroups of G, is called effectively matched mapping. In this case,
we say that S is effectively matched to G.
It is not difﬁcult to show that CðnÞﬃZn2ϕSn is the symmetry
group of the n-cube, Zn2, with the Lee metric and is also the
Euclidean symmetry group of the n-dimensional cube ½0; 1n,
where Sn is the permutation group of n elements with ϕ :
Sn-Z
n
2 a homomorphism. We call attention to the fact that Z
n
2
with the Lee metric and Zn2 with the Euclidean metric have the
same metric conﬁguration, that is, there exists a bijection
γ : Zn2-Z
n
2, such that ψ : ðZn2; dLÞ-ðZn2; dLÞ is a symmetry, if and
only if, γ1 ψ γ : ðZn2; deÞ-ðZn2; deÞ is also an isometry. Hence, Z4 is
isometric to Z22 with respect to the Lee metric. Then Z
n
4 is isometric
to Z2n2 , that is, the group of symmetries of Z
n
4 and of Z
2n
2 are
isomorphic, ΓðZn4ÞﬃΓðZ2n2 ÞﬃZ2n2 φ S2n. This is an interesting
case for the isometries are given by the symmetries of the 2n-
dimensional Euclidean cube.
As a special case of the Glinearity as shown in Gerônimo
(1997), see also Subsection 4.1, we consider the Z34linearity
associated with the 6-dimensional Hamming space Z62. We call
the reader's attention to this case, for Z34linearity may be seen as
the construction of concatenated codes by use of the concept of set
Genetic Encoder
Genetic Encoder
Genetic Encoder
Source
Source
Mapping
BCH
Code
00-0
10-1
11-2
01-3
-Linearity4
Labeling A
N
N
N
00-0
10-1
11-2
01-3
-Linearity4
00-0
10-1
11-2
01-3
-Linearity4
Labeling B
Labeling C
A-00
C-10
T-11
G-01
A-00
C-10
G-11
T-01
A-00
G-10
C-11
T-01
Mapping
Mapping
-mapping4
-mapping2
2
Klein-mapping
Klein-linear code
BCH
Code
BCH
Code
mRNA
mRNA
mRNA
- linear code4
- linear code22
Source
Fig. 5. Genetic Encoder - consists of the block Z4linearity and the corresponding mappings denoted by labeling A, labeling B, and labeling C. The Z4linearity block consists
of the blocks realizing the mapping Z22-Z4 and of the BCH code over Z4. The blocks denoted by Z4, Z
2
2, and Klein mappings convert the input from the set N ¼ fA;C;G; T=Ug
to the set f00;01;10;11g. The composition of these two blocks leads to the genetic encoder being identiﬁed as: (a) Z4linear code; (b) Z22linear code; and (c) Klein-
linear code.
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partitioning, (Ungerboeck, 1982), applied to the genetic code seen
as a signal set. The concept of set partitioning is a procedure used
to realize the labeling of the signals associated with the signal set.
As stated, we know that Z34 is isometric to Z
6
2. Since dL is a group
metric in Z34 we have that there are Z
3
4linear codes. In this way,
once we have obtained the group codes over the group Z34, we
have obtained geometrically uniform binary codes mapped by
these group codes. Note that this case is analogous to the
Z4linearity, (Hammons et al., 1994), for the group codes over
Z34 are group codes over Z4 with codeword a length multiple of n
which in turn imply binary codes with codeword length a multiple
of 2n.
Remark 3.1. The symmetry group of ðZ2n2 ; dHÞ is isomorphic to the
semi-direct product Z2n2 φ S2n containing the translations over
Z2n2 and form an isomorphic group to Z
2n
2 . The existence of Z
n
4 as a
transitive group comes from the fact that these translations in the
2n-dimensional space are obtained isometrically by the translation
in the n-dimensional Lee space.
4. Biological coding system proposal
4.1. Genetic encoder
From the results of Section 3.3, we have that the subgroup of
the symmetry group derived from the representation of the
genetic code as a 6-dimensional cube is effectively matched to
the genetic code (seen as a signal set), implying that the algebraic
structures of the genetic encoder and of the genetic modulator are
isomorphic. The class of codes satisfying this property is called
geometrically uniform codes being the Z4linearity one of the most
important subclasses within the class of the Glinearity, where G
denotes an algebraic structure, that incorporates all the advan-
tages inherent to the encoding process of the linear codes, as well
as the nonlinear codes by the insertion of the block mapping.
Depending on the classiﬁcation of this mapping as linear or
nonlinear, the resulting code is linear or nonlinear, respectively.
As a consequence, the genetic encoder, as shown in Fig. 5,
consists of the block Z4linearity and the corresponding map-
pings denoted by labeling A, labeling B, and labeling C. The
Z4linearity block consists of a block realizing the mapping
Z22-Z4 and of the cyclic block code (BCH code over Z4).
4.2. Glinearity
As a consequence of the labelings A, B and C, resulting from the
twenty-four mapping possibilities between the sets N¼
fA;C;G; T=Ug and Z4 ¼ f0;1;2;3g, the Glinearity is viewed as a
generalization of the Z4linearity due to the composition of the
labelings and the isometric mapping (Z4-Z22). Our interest in this
generalization comes from the fact that the labelings A, B, and C
imply in Z4linear codes, Z22linear codes and Klein-linear codes,
respectively. This generalization is realized considering a quatern-
ary code as a labeling rather than the image of a code by the
isometry between modules. This concept was introduced in
Gerônimo (1997) for codes in metric spaces in general. In order
to extend this mapping to alphabets other than the binary
we need to know the structures of the domain and of the image
of the mapping ϕ : Zn4-ðZ22Þn. Thus, we have the following
considerations:
 The basic domain Z4 is seen as a group and the Lee distance
associated with Z4 is compatible with its group structure, that
is, it is a group metric in Z4. The basic image of Z22 is seen as the metric space where the
associated metric is the Hamming metric.
Deﬁnition 4.1 (Gerônimo, 1997). Let ðG; nÞ be a group, we say that
a function d : G G-R is compatible with the group operation G if
dðx; yÞ ¼ dðx n y1; eGÞ:
Furthermore, if d is a metric in G (thus, a metric space ðG; dÞ) then
d is a group metric.
Deﬁnition 4.2 (Gerônimo, 1997). Let G be a group, d a metric in G
and C a code with blocklength n over A and whose metric is d0. We
say C is Glinear if C, or an equivalent code C0, is the image of a
group code C over the group G, that is, C ¼ϕðCÞ, where ϕ : Gn-An
is an isometry between the metric spaces.
With this deﬁnition, we have the following properties of the
code C.
Proposition 4.1 (Gerônimo, 1997). If a code C is Glinear, then:
1. The alphabet A is deﬁnitively matched to the group G, and
consequently, the code C is matched to the corresponding group
code obtained by the extended mapping;
2. C is a geometrically uniform code.
Finding the mapping ϕ : G-A is, in principle, a difﬁcult task.
However, as the alphabet A is matched to the group G and ϕis a
bijection, the search for this mapping is equivalent to determining
a transitive subgroup isomorphic to the symmetry group of A,
denoted by ΓðAÞ, according to Theorem 4.1.
Deﬁnition 4.3. A group ðG; nÞ acts on a signal set S, if there exists a
homomorphism h : G-ΓðSÞ. Under these conditions, if sAS, then
the orbit of s under G, denoted by OðsÞ, is the set:
OðsÞ ¼ fhðaÞðsÞ; aAGg:
If for each s1; s2AS there exists an aAG, such that hðaÞðs1Þ ¼ s2,
we say G acts transitively on S.
Theorem 4.1 (Loeliger, 1991). LetΘ be a group acting transitively on
S in a metric space (M,d), that is, S is the orbit of a given signal under
Θ. Then S is matched to Θ and, for every sAS, the transformation
μS : Θ-S; μSðf Þ ¼ f ðsÞ:
is a matched transformation. Conversely, if the signal set S is matched
to a group G, then there exists a homomorphism of G over a transitive
group of ΓðSÞ.
Corollary 4.1. If a signal set S is effectively matched to a group G,
then G is isomorphic to a transitive subgroup of ΓðSÞ.
4.3. Cyclic codes over GR(4, r)
Instead of considering formally a Galois ring extension, we
prefer to consider an example. For that, consider the construction
of cyclic codes and in particular the BCH codes as proposed by A.
Hocquenghem, (Hocquenghem, 1959), and independently by R. C.
Bose and D. K. Chaudhuri, (Bose and Ray-Chaudhuri, 1960a,b).
These codes represent a generalization of the Hamming codes
by allowing multiple error corrections (McWilliams and Sloane,
1977; Peterson and Weldon, 1972). Therefore, forming a class of
the best constructive codes for channels where the errors
independently affect each symbol. We show next the construc-
tion of a primitive BCH code over GR (4, 6) with parameters
(63, 57, 3).
The cyclic codes are generated over GRð4; rÞﬃ Z4½x〈pðxÞ〉, which
consists of the residual classes of polynomials Z4½x modulo p(x),
where p(x) is a primitive polynomial of degree r irreducible in
GFð2Þ and, consequently in Z4. Equivalently, this ring consists of all
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the polynomials of degree r1 whose operations of addition and
multiplication are modulo p(x). This is a commutative ring with
unit and it is called Galois extension of degree r over Z4. The
parameters ðn; k; dHÞ of the BCH code are described as follows:
n¼codeword length (the length of the DNA sequences); k¼code
dimension (length of the input information sequence responsible
for generating the DNA sequence), and dH ¼ d¼code minimum
distance (the smallest number of positions in which any two
codewords may differ). The BCH code with parameters ðn; k; dÞ has
an error correction capability given by t ¼ ½ðd1Þ=2, where d
denotes the code minimum distance.
Consider the Galois ﬁeld GFð2rÞ given by
GFð2rÞﬃGFð2Þ½x
〈pðxÞ〉 ¼ a0þa1xþa2x
2þ…þar1xr1 : a0isAGFð2Þ
 
Let α be a primitive element in GFð2rÞ, equivalently, α is a root
of the primitive polynomial p(x), that is, pðαÞ ¼ 0. From this fact all
the elements in GFð2rÞ are speciﬁed.
Let GRðpk; rÞ ¼ GRð4; rÞ denote the Galois ring extension with
degree r. Hence, GRð4; rÞ is the quotient of the ring Z4½x (a set of
all the polynomials with coefﬁcients in Z4) by the ideal generated
by the same polynomial p(x) used to realize the ﬁeld extension,
that is,
GRð4; rÞﬃZ4½x
〈pðxÞ〉¼ b0þb1xþb2x
2þ…þbr1xr1 : b0isAZ4
 
The aim of this procedure is to guarantee that the same
primitive element (or a power of it) be the generator of the
multiplicative group of the ﬁeld GFð64Þ and the group of units in
the ring GRð4; rÞ. In the case that the codeword length is greater
than 64, however satisfying the condition 2n1, the generation of
the vector space associated with the genetic code will consider a
proper power of the primitive element which generates the 64
elements. From the isomorphism theorem of Galois ﬁelds, the
resulting ﬁeld from this procedure is isomorphic to GFð64Þ as if it
was derived from an extension of degree 6. With this, we are
guaranteeing that the same algebraic structure used for labeling
the codons of the genetic code is being used as the algebraic
structure of the alphabet of the error-correcting code.
The construction of cyclic codes over rings follows the same
procedure used in the construction of the cyclic codes over ﬁelds,
that is, by using the group of units (the set of invertible elements),
(Interlando et al., 1997; Andrade and Palazzo, 1999; Elia et al.,
2000; Andrade and Palazzo, 2003; Shankar, 1979). Hence, the
group of units in GRð4; rÞ consists of those elements which are
invertible. Next, we determine the cardinality of the cyclic group
belonging to the group of units having α as its generator. We know
that the operations with the elements in GRnð4;6Þ are realized
modulo ðx6þxþ1Þ. Since α is a root of p(x) used in the ﬁeld
extension as well as in the ring extension, it follows that
α6 ¼ α1. As the coefﬁcients of the polynomials in GR (4, 6)
are in Z4, then α6 ¼ 3αþ3. Considering f ¼ ð010000Þ ¼ α, all the
non null and invertible elements of the cyclic group of GRnð4;6Þ are
determined as the power of f. Then f generates a cyclic group with
cardinality n  d in GRnð4;6Þ, where dZ1AZ, and fd generates a
cyclic subgroup whose order is 63 in GRnð4;6Þ. Thus, n  d¼ 63
d¼ 126, implying that d¼2. Consequently, f 2 ¼ ð001000Þ ¼ α2
generates a cyclic subgroup of order 63 in GRnð4;6Þ. Hence,
β¼ α2 is the primitive element that generates the cyclic subgroup
Gn ¼ G63. This primitive element is used in the construction of a
BCH code with codeword length n¼63 over Z4. When the length n
of the desired codeword is equal to the cardinality of Gn, the code
is said to be a primitive BCH code, where f generates a cyclic group
of order n  2 in GRnð4; rÞ.
The generator polynomials of the codes with blocklength n,
have as roots the elements in the sequence,
ðbiÞ; ðbiÞp; ðbiÞp2 ; ðbiÞp3 ; . . . ; ðbiÞpr1 ðmod nÞ
n o
:
These polynomials are given by
gðxÞ ¼ lcmðM1ðxÞ;M2ðxÞÞ;…;Mn1ðxÞÞ;
where Mi(x) is the minimal polynomial associated with the
element βi, fi¼ 1;2;…;n1g.
Considering the code minimum distance is dH ¼ 3 implies that
β and β2 are roots of the generator polynomial. Thus, the
conjugates of β are β2, β4, β8, β16 and β32, and the conjugates of
β2 are β4, β8, β16, β32 and β. Consequently,
M1ðxÞ ¼M2ðxÞ ¼ ðxβÞðxβ2Þðxβ4Þðxβ8Þðxβ16Þðxβ32Þ
¼ x6þ2x3þ3xþ1:
The generator polynomial of the code is given by g1ðxÞ ¼
x6þ2x3þ3xþ1.
The rows of the generator matrix G form a basis of a vector
space in which the linear code C is contained. The linear combina-
tions of the rows of G form the codewords of C. Hence, the
encoding process may be written as v¼ u  G, where u is the
information and v is the corresponding codeword. For every
codeword v holds the relation v  Ht ¼ 0, where the ðnkÞ  n
matrix, denoted by H, is called parity-check matrix and any
orthogonal vector to its rows belong to the vector space generated
by the rows of the associated generator matrix G and vice-versa.
The code generated by H is called dual code of the code C and its
generator polynomial is given by hðxÞ ¼ ðxn1Þ=gðxÞ.
5. Procedure for the DNA sequence generation
A primitive BCH code with parameters ðn; k; dÞ over GRð4; rÞ
meets the requirement that n¼ 2r1. A detailed construction of
BCH codes over rings may be found elsewhere (Interlando et al.,
1997; Andrade and Palazzo, 1999; Elia et al., 2000; Andrade and
Palazzo, 2003; Shankar, 1979). The results show that the BCH
codes with parameters ðn; k;3Þ are able to identify DNA sequences
that differ in one nucleotide. As a consequence, when d¼3, the
degree of the generator polynomial g(x), nk, is equal to the
degree of the Galois ring extension, r. Hence, gðxÞ ¼ g0þg1xþ
g2x
2þ⋯þgrxr , where giAGRnð4; rÞ are the invertible elements of
GRð4; rÞ. The generator matrix, G, of the BCH code is determined
from the generator polynomial g(x) and the parity-check matrix H
is obtained from the polynomial hðxÞ ¼ ðxn1Þ=gðxÞ. We have
noticed that for each primitive polynomial used in the generation
of the ring, GRð4; rÞ leads to a different generator polynomial g(x).
Thus, we have to consider this fact when looking for a new code.
The error correction capability of a code is related to the
number of codewords, which, in the case under consideration,
equals 4k, where k¼ nr. For a given value of n, smaller values of r
lead to more codewords and, therefore, greater computational
complexity in generating all 4k codewords. In order to overcome
this problem, which is classiﬁed as NP-complete, instead of
generating all the codewords and comparing them with a given
DNA sequence, we ﬁrst consider the DNA sequence, under the
action of each of the eight permutations related to the labelings A,
B, and C as a codeword. Hence, to determine whether each of the
eight possibilities in each labeling is in fact a codeword, we use the
relation v Ht ¼ 0, where v is a possible codeword (v¼uG, where u
is the input information sequence and G is the generator matrix)
and Ht is the transpose of the parity-check matrix. To analyze the
DNA sequence, which differs by one nucleotide from the code-
word, we consider three other possibilities for nucleotides in each
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position in the sequence, for each permutation, and again we use
the relation v Ht ¼ 0 to verify whether v is a codeword.
5.1. DNA sequence generation algorithm
Step 1 - Determine the alphabet and the code algebraic structure.
The 4-ary alphabet at the source output is related to the
set of nucleotides, denoted by N¼ fA;C;G; T=Ug, corre-
sponding to the bases adenine (A), cytosine (C), guanine
(G), and thymine (T) or uracil (U). On the other hand, the
4-ary alphabet of the linear block code is denoted by
Z4 ¼ f0;1;2;3g for the integer residue ring, satisfying the
operations of addition and multiplication modulo 4.
Step 2 - Determine the degree of the Galois ring extension. The
necessary condition for the unique factorization of xn1
over GRnð4; rÞ, the group of units, is that the DNA
sequence length be an odd number. In cases where the
DNA sequences have length of the form n¼ 2rþ2 the
methionine may be discarded without loss of generality.
In this example, we consider a DNA sequence of an
internal signal (IS) of the mitochondrial protein: S.cere-
visiae - OXA 1 - GI number 832917, whose length is n¼63
nucleotides. Hence, the degree of the primitive polyno-
mial to be used in the Galois ﬁeld extension of GFð2Þ is
r¼6, for n¼ 261¼ 63. Therefore, this value of r¼6 will
be used in the ﬁeld extension in Step 4.
Step 3 - Determine the primitive polynomials related to the Galois
extension. In this step, every primitive polynomial of
degree r¼6 is listed. The following are the known p(x):
x6þx5þx3þx2þ1; x6þxþ1; x6þx5þx2þxþ1; x6þx4þ
x3þxþ1; x6þx5þx4þxþ1; x6þx5þ1.
Step 4 - Galois ﬁeld extension. The extended Galois ﬁeld GFð2rÞ is
obtained by an ideal generated by any one of the
primitive polynomials of degree r¼6. In this Step, we
realize the extension of GFð2Þ in the following way:
Consider the Galois ﬁeld GFð26Þ given by
GFð2Þ½x
〈pðxÞ〉 ﬃ
GFð2Þ½x
〈x6þxþ1〉¼ a0þa1xþa2x
2þa3x3þa4x4

þa5x5 : a0iAGFð2Þg;
where p(x) is from Step 3.
Let α be a primitive element in GFð64Þ; equivalently, α is
a root of x6þxþ1, that is, α6þαþ1¼ 0, implying that
α6 ¼ α1. Since the coefﬁcients of the polynomials
that form the set of elements of GFð64Þ belong to GFð2Þ,
we have α6 ¼ αþ1 from the modulo 2 operation of these
coefﬁcients. The elements of GFð64Þ are listed in Table 1
Step 5 - Galois ring extension. Consider the ring GR (4, 6) as being
the quotient of Z4½x (the set of all polynomials with
coefﬁcients over Z4) by the ideal generated by the same p
(x) used in the Galois ﬁeld extension in Step 4, that is,
Z4½x
〈pðxÞ〉ﬃ
Z4½x
〈x6þxþ1〉¼ b0þb1xþb2x
2þb3x3þb4x4þb5x5 : b0iAZ4
 
:
Next, we determine the elements in GRnð4;6Þ. We know
that the operations in GRnð4;6Þ are modulo x6þxþ1. As α
is a root of p(x) used in the ﬁeld extension as well as in
the ring extension, then α6 ¼ α1. Since the coefﬁ-
cients of the polynomials in GR (4, 6) are over Z4, it
follows that α6 ¼ 3αþ3. Considering f ¼ ð010000Þ ¼ α, all
the invertible and nonzero elements in GR (4, 6) are
determined as the power of f, as shown in Table 4.
Step 6 - Determine the group of units. From Step 5 we have that f
generates a cyclic group of order n:d in GRnð4;6Þ, where
dZ1 and fd generates a cyclic subgroup whose order is
63 in GRnð4;6Þ. Hence, we have n:d¼ 63:d¼ 126, imply-
ing that d¼2. Consequently, f 2 ¼ ð001000Þ ¼ α2
generates a cyclic subgroup of order 63 in GRnð4;6Þ. Thus,
β¼ α2 is the primitive element that generates the cyclic
subgroup Gn ¼ G63. This primitive element is used in the
construction of a BCH code of length n¼63 over Z4.
Step 7 - Determine the generator polynomial g(x). We may con-
struct a BCH code of length n over Z4, by considering the
code minimum distance is at most equal to the code
length, that is, drn. The algorithm will analyze all
possible values of d that are related to the error correc-
tion capability established by the inequality dr2tþ1,
where t denotes the number of errors. In the case in
consideration, we have that n¼63 and so the number of
possible errors to be analyzed is 1rtr31.
Considering the code minimum distance is d¼3, then
any two consecutive powers of β may be used in the
process of obtaining the generator polynomial of the BCH
code. Without any loss of generality, choose β and β2 as
the two such consecutive powers. Thus, g(x) is given by
gðxÞ ¼ lcmfM1ðxÞ;M2ðxÞg, where lcmmeans least common
multiple, and Mi(x) is the minimal polynomial associated
with the element βi, i¼ 1;2 over GRnð4;6Þ (where β is a
primitive element in Gn) that has as its roots all the
elements in the sequence,
bi; ðbiÞp; ðbiÞp2 ; ðbiÞp3 ; . . . ; ðbiÞpr1 ðmod nÞ
n o
:
Hence,
M1ðxÞ ¼M2ðxÞ ¼ ðxβÞðxβ2Þðxβ4Þðxβ8Þðxβ16Þ
ðxβ32Þ. Therefore, gðxÞ ¼ x6þ2x3þ3xþ1 generates the
desired code and it is related with the generator matrix G
of the BCH code over Z4 with parameters ð63;57;3Þ.
Table 4
Elements of the cyclic group from GRnð4;6Þ.
The invertible and nonzero elements in GR (4, 6)
GRnð4;6Þ ðα0α1α2α3α4α5Þ GRnð4;6Þ ðα0α1α2α3α4α5Þ
1 (100000) f 10 ¼ x10 ¼ α10 (000033)
f ¼ x¼ α (010000) f 11 ¼ x11 ¼ α11 (110003)
f 2 ¼ x2 ¼ α2 (001000) ⋮ ⋮
f 3 ¼ x3 ¼ α3 (000100) f 120 ¼ x120 ¼ α120 (013131)
f 4 ¼ x4 ¼ α4 (000010) f 121 ¼ x121 ¼ α121 (331313)
f 5 ¼ x5 ¼ α5 (000001) f 122 ¼ x122 ¼ α122 (103131)
f 6 ¼ x6 ¼ α6 (330000) f 123 ¼ x123 ¼ α123 (300313)
f 7 ¼ x7 ¼ α7 (033000) f 124 ¼ x124 ¼ α124 (100031)
f 8 ¼ x8 ¼ α8 (003300) f 125 ¼ x125 ¼ α125 (300003)
f 9 ¼ x9 ¼ α9 (000330) f 126 ¼ x126 ¼ α126 (100000)
Table 5
The twenty-four permutations.
Set of Permutations
Case N-Z4 Case N-Z4
Case 01 (A,C,G,T)¼(0,1,2,3) Case 13 (A,C,G,T)¼(2,0,1,3)
Case 02 (A,C,G,T)¼(0,1,3,2) Case 14 (A,C,G,T)¼(2,0,3,1)
Case 03 (A,C,G,T)¼(0,2,1,3) Case 15 (A,C,G,T)¼(2,1,0,3)
Case 04 (A,C,G,T)¼(0,2,3,1) Case 16 (A,C,G,T)¼(2,1,3,0)
Case 05 (A,C,G,T)¼(0,3,2,1) Case 17 (A,C,G,T)¼(2,3,0,1)
Case 06 (A,C,G,T)¼(0,3,1,2) Case 18 (A,C,G,T)¼(2,3,1,0)
Case 07 (A,C,G,T)¼(1,0,2,3) Case 19 (A,C,G,T)¼(3,0,1,2)
Case 08 (A,C,G,T)¼(1,0,3,2) Case 20 (A,C,G,T)¼(3,0,2,1)
Case 09 (A,C,G,T)¼(1,2,0,3) Case 21 (A,C,G,T)¼(3,1,0,2)
Case 10 (A,C,G,T)¼(1,2,3,0) Case 22 (A,C,G,T)¼(3,1,2,0)
Case 11 (A,C,G,T)¼(1,3,0,2) Case 23 (A,C,G,T)¼(3,2,0,1)
Case 12 (A,C,G,T)¼(1,3,2,0) Case 24 (A,C,G,T)¼(3,2,1,0)
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Step 8 - Determine the generator polynomial h(x). The generator
polynomial of the parity-check matrix H is obtained as
follows:
hðxÞ ¼ x
631
x6þ2x3þ3xþ1;
hðxÞ ¼ x57þ2x54þx52þ3x51þx47þ2x46þx45þ2x44þ3x42þx41þ
3x40þ3x39þx37þ2x35þ2x34þx33þx32þ3x31þ2x29þx28þ2x26þ
3x25þ2x24þ3x23þx22þ2x21þ3x20þx19þx18þ3x16þ3x15þ2x14
þ2x13þx12þ3x11þx9þ2x8þ3x7þx5þ3x4þx3þ3x2þ3xþ3,
where the coefﬁcients of the polynomial h(x) belong to Z4, where
the coefﬁcients of the polynomial h(x) belong to Z4.
Step 9 - Determine matrix G and its transpose Gt. Once g(x) is
determined in Step 7, the generator matrix is constructed
as follows: Consider: gðxÞ ¼ g0þg1xþg2x2þ…þ
gnk1x
nk1þxnk, then the code generator matrix is
given by:
G¼
g0 g1 g2 … 1 0 0 … 0
0 g0 g1 … gnk1 1 0 … 0
0 0 g0 g1 … gnk1 1 … 0
⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 … g0 g1 g2 … 1
0
BBBBBB@
1
CCCCCCA
By shifting the coefﬁcients of the polynomial g(x) from the
left to the right, we obtain matrix G with dimensions
5763.
Step 10 - Determine matrix H and its transpose Ht. Once h(x) is
determined in Step 8, matrix H is obtained by shifting
the coefﬁcients of the generator polynomial h(x) from the
right to left. Matrix H with dimension 663 is obtained
as follows:
Step 11 - Labeling the DNA sequence by use of the code alphabet. In
this example, we analyze whether the BCH code over
ring is capable of identifying the IS sequence. As the
mapping N-Z4 is unknown, we consider all the permu-
tations between these two sets, as shown in Table 5.
Therefore, this step determines all the 24 permutations
between the genetic code alphabet N¼ fA;C;G; Tg and
the BCH code alphabet Z4 ¼ f0;1;2;3g of the IS to be
analyzed. The rows of matrix P correspond to the 24
permutations of the IS.
Let the IS sequence from the NCBI be equal to
{50GCCGTTCATGTTTACTCTGGGTTGCCTTGGTGGGGAACTAT
CGCGGCCACCACCATCCTCATT–30}, then
H ¼
000001002013000121203133010221130210232312311033221301230131333
000010020130001212031330102211302102323123110332213012301313330
000100201300012120313301022113021023231231103322130123013133300
001002013000121203133010221130210232312311033221301230131333000
010020130001212031330102211302102323123110332213012301313330000
100201300012120313301022113021023231231103322130123013133300000
0
BBBBBBBB@
1
CCCCCCCCA
:
P ¼
211233103233301313222332113322322220013031212211011011031131033
311322102322201212333223112233233330012021313311011011021121022
122133203133302323111331223311311110023032121122022022032232033
322311201311102121333113221133133330021012323322022022012212011
233211301211103131222112331122122220031013232233033033013313011
133122302122203232111221332211211110032023131133033033023323022
200233013233310303222332003322322221103130202200100100130030133
300322012322210202333223002233233331102120303300100100120020122
022033213033312323000330223300300001123132020022122122132232133
322300210300012020333003220033033331120102323322122122102202100
033022312022213232000220332200200001132123030033133133123323122
233200310200013030222002330022022221130103232233133133103303100
100133023133320303111331003311311112203230101100200200230030233
300311021311120101333113001133133332201210303300200200210010211
011033123033321313000330113300300002213231010011211211231131233
311300120300021010333003110033033332210201313311211211201101200
033011321011123131000110331100100002231213030033233233213313211
133100320100023030111001330011011112230203131133233233203303200
100122032122230202111221002211211113302320101100300300320020322
200211031211130101222112001122122223301310202200300300310010311
011022132022231212000220112200200003312321010011311311321121322
211200130200031010222002110022022223310301212211311311301101300
022011231011132121000110221100100003321312020022322322312212311
122100230100032020111001220011011113320302121122322322302202300
0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
:
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Step 12 - Verify if the DNA sequence is a codeword of G. In this step,
we consider the DNA sequence under the action of each
one of the 24 permutations from Step 11. In order to
determine if each one of these 24 possibilities is in fact a
codeword we use the relationship v:Ht ¼ 0, where v is a
possible codeword and Ht is the transpose of the parity-
check matrix from Step 10. In this step we also analyze
the DNA sequences with one nucleotide error, by con-
sidering the other three possibilities of nucleotides in
each position in the sequence for each permutation.
Consequently, the output of this step is as shown next.
Step 13 - Increase the minimum distance and go to Step 7 to
determine g(x). By use of the same procedure as in Step
7, determine the generator polynomial of the code by
increasing the minimum distance.
Step 14 - Repeat Step 8 through Step 12 for g(x) obtained in Step 13,
until all the possibilities for the generator polynomial are
realized. In this step, the algorithm determines all the
Table 6
Internal Signal of a DNA sequence with 63 nucleotides generated by the algorithm.
Seq05j S.cerevisiae - OXA 1 - Internal Signal - GI number 832917
Klein-linear code((63, 57, 3) Primitive BCH code over GR (4, 6), labeling C)
pðxÞ ¼ x6þxþ1gðxÞ ¼ x6þ2x3þ3xþ1 - Case 03-(A, C, G, T)¼(0, 2, 1, 3)
Oaa: A V H V Y S G L P W W G T I A A T T I L I
Ont: GCC GTT CAT GTT TAC TCT GGG TTG CCT TGG TGG GGA ACT ATC GCG GCC ACC ACC ATC CTC ATT
Olb: 122 133 203 133 302 323 111 331 223 311 311 110 023 032 121 122 022 022 032 232 033
Glb: 122 133 203 133 302 323 111 331 223 111 311 110 023 032 121 122 022 022 032 232 033
Gnt: GCC GTT CAT GTT TAC TCT GGG TTG CCT GGG TGG GGA ACT ATC GCG GCC ACC ACC ATC CTC ATT
Gaa: A V H V Y S G L P G W G T I A A T T I L I
Abbreviations: Oaa¼Original amino acid; Ont¼Original nucleotide; Olb¼Original labeling; Glb¼Generated labeling;
Gnt¼Generated nucleotide; Gaa¼Generated amino acid.
Table 7
DNA sequences.
DNA Sequences
Number of Sequences GI Number Organisms Species Cell Location of Sequence
01- Exon (mRNA) 28703837 H.sapiens Metazoa EC 332..394
02- Exon (mRNA) 26454822 H.sapiens Metazoa EC 316..378
03- Exon (mRNA) 34526645 H.sapiens Metazoa EC 745..807
04- Exon (mRNA) 197102913 P.abelii Metazoa EC 7475..7537
04- Exon (mRNA) 10439811 H.sapiens Metazoa EC 20..82
04- Exon (mRNA) 10438297 H.sapiens Metazoa EC 2063..2125
05- Internal signal (DNA) 832917 S.cerevisae Fungi EC 599..661
06- Intron (DNA) 600528 R.norvegicus Metazoa EC 1930..1992
07- Protein 1000569 H.sapiens Metazoa EC 1..63
08- Protein 25140446 H.sapiens Metazoa EC 1..63
09- Exon 14 (mRNA) 555931 H.sapiens Metazoa EC 4477..4603
10- Targeting seq (mRNA) 20740 P.sativum Viridiplantae EC 80..334
11- Protein 26557003 A.thaliana Viridiplantae EC 1..255
12- Protein 158339895 A.marina Bacteria PC 1..255
13- Protein 45368559 A.denitriﬁcans Bacteria PC 1..255
14- Protein 1788755 E.coli Bacteria PC 1..255
15- Protein 207258119 A.hospitalis Archea PC 1..255
16- Gene Trav7 (Chr 14) 13263 H.sapiens Metazoa EC 22251210..22251720
17- Protein 18404382 A.thaliana Viridiplantae EC 1..1023
18- Gene ydjG (Genome) 50812173 B.subtillis Bacteria PC 671542..672567
19- Protein 32455380 A.pasteurianus Bacteria PC 1..1023
20- Protein 158341509 A.marina Bacteria PC 1..1023
21- Protein 382291671 Y.Monkey Virus PC 1..1023
22- Protein 55376126 H.marismortui Archea PC 1..1023
23- Protein 75914681 H.sapiens Metazoa EC 1..1023
24- Genome 118213250 Plasmide Metazoa EC 1..2047
Case 03 ⟷ 122133203133302323111331223111311110023032121122022022032232033
Case 04 ⟷ 322311201311102121333113221333133330021012323322022022012212011
Case 11 ⟷ 033022312022213232000220332000200001132123030033133133123323122
Case 12 ⟷ 233200310200013030222002330222022221130103232233133133103303100
Case 13 ⟷ 100133023133320303111331003111311112203230101100200200230030233
Case 14 ⟷ 300311021311120101333113001333133332201210303300200200210010211
Case 21 ⟷ 011022132022231212000220112000200003312321010011311311321121322
Case 22 ⟷ 211200130200031010222002110222022223310301212211311311301101300
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codewords found with no nucleotide errors and with one
nucleotide error, by the use of all the generator polynomials
corresponding to the minimum distance 3rdr63, and
stores the results.
Step 15 - Go to Step 3 and choose another p(x).
Step 16 - Repeat Step 4 through Step 14 until all the p(x)s in Step 3 have
been used.
Step 17 - Compare all the codewords stored with the original DNA
sequence and show where the differences have occurred. End.
In this step, all the stored codewords are labeled using the
code alphabet, Z4 ¼ f0;1;2;3g, and they will be converted
to nucleotides using the corresponding labeling.
The output of the DNA Sequence Generation Algorithm shows
8 codewords for each labeling (set of permutations) as shown in
Table 8
Overview of the computational complexity associated with the DNA sequence generation algorithm.
Computational Complexity
Sequence Length Number of p(x) Number of Operations for each DNA sequence Execution Time (sec)
63 6 36, 288 0.033
127 18 219, 456 0.093
255 16 391, 680 0.235
511 48 2,354,688 2.003
1023 60 5,892,480 8.731
2047 176 34,586,112 96.031
Table 9
DNA sequences identiﬁed by Glinear codes: Primitive BCH codes over GR (4, 6).
Seq Code (ðn; k; dHÞ primitive BCH code over GRð4; rÞ, labeling) SNP
Primitive polynomial p(x) Position - Mutation type
Generator polynomial g(x) Class of amino acid
01 Klein-linear((63, 57, 3) primitive BCH code over GR (4, 6), C) Leu (L) CTC-Arg (R) T GG
pðxÞ ¼ x6þx5þx2þxþ1 130 codon - Transversion / Missense
gðxÞ ¼ x6þ3x5þ2x4þx2þxþ1 nonpolar aa-basic aa
01 Z4linear ((63, 57, 3) primitive BCH code over GR (4, 6), A) His (H) CAT-Asn (N) AAT
pðxÞ ¼ x6þx5þx4þxþ1 120 codon - Transversion / Missense
gðxÞ ¼ x6þx5þx4þ2x2þ3xþ1 basic aa-polar aa
02 Z4linear ((63, 57, 3) primitive BCH code over GR (4, 6), A) stop TGA-Trp (W) AAT
pðxÞ ¼ x6þx5þx4þxþ1 210 codon - Transversion
gðxÞ ¼ x6þx5þx4þ2x2þ3xþ1 –
03 Z4linear ((63, 57, 3) primitive BCH code over GR (4, 6), A) Ser (S) AGC-Arg (R) AG A
pðxÞ ¼ x6þx5þx2þxþ1 200 codon - Transversion / Missense
gðxÞ ¼ x6þ3x5þ2x4þx2þxþ1 polar aa-basic aa
04 Z22linear ((63, 57, 3) primitive BCH code over GR (4, 6), B) Ser (S) AGC-Thr (T) A CC
pðxÞ ¼ x6þx4þx3þxþ1 30 codon - Transversion / Missense
gðxÞ ¼ x6þ2x5þx4þx3þ3xþ1 polar aa-polar aa
05 Klein-linear((63, 57, 3) primitive BCH code over GR (4, 6), C) Trp (W) TGG-Gly (G) GGG
pðxÞ ¼ x6þxþ1 100 codon - Transversion / Missense
gðxÞ ¼ x6þ2x3þ3xþ1 non polar aa-polar aa
05 Z22linear((63, 57, 3) primitive BCH code over GR (4, 6), B) Ala (A) GCC-Ser (S) TCC
pðxÞ ¼ x6þx4þx3þxþ1 160 codon - Transversion / Missense
gðxÞ ¼ x6þ2x5þx4þx3þ3xþ1 non polar aa-polar aa
05 Z4linear((63, 57, 3) primitive BCH code over GR (4, 6), A) Gly (G) GGA-Ala (A) G CA
pðxÞ ¼ x6þx5þx2þxþ1 120 codon - Transversion / Missense
gðxÞ ¼ x6þ3x5þ2x4þx2þxþ1 polar aa-non polar aa
06 Z22linear((63, 57, 3) primitive BCH code over GR (4, 6), B) AGG-CGG
pðxÞ ¼ x6þx5þx2þxþ1 30 codon - Transversion
gðxÞ ¼ x6þ3x5þ2x4þx2þxþ1 -
06 Klein-linear((63, 57, 3) primitive BCH code over GR (4, 6), C) AAG-CAG
pðxÞ ¼ x6þx5þx3þx2þ1 210codon - Transversion
gðxÞ ¼ x6þ3x5þx3þx2þ2xþ1 –
07 Z22linear((63, 57, 3) primitive BCH code over GR (4, 6), B) Arg (R) AGA-stop TGA
pðxÞ ¼ x6þx5þx2þxþ1 150 codon - Transversion / Nonsense
gðxÞ ¼ x6þ3x5þ2x4þx2þxþ1 –
08 Z22linear((63, 57, 3) primitive BCH code over GR (4, 6), B) Cys (C) TGT-stop TG A
pðxÞ ¼ x6þx5þ1 60 codon - Transversion / Nonsense
gðxÞ ¼ x6þ3x5þ2x3þ1 –
L.C.B. Faria et al. / Journal of Theoretical Biology 358 (2014) 208–231 221
Step 12. These codewords are different in terms of the code
alphabet, that is, Z4 ¼ f0;1;2;3g, however they are equal when
labeled using the genetic code alphabet N¼ fA;C;G; Tg. The result
is a unique DNA sequence, as shown in Step 17, Table 6. Since the
cases 03, 04, 11, 12, 13, 14, 21 and 22 are equal, it is sufﬁcient to
consider just one of them, as is the case 03 shown in Step 17,
Table 6. We call attention to the fact that the single nucleotide
polymorphism (SNP) occurs in the same position in all the eight
Table 10
DNA sequences identiﬁed by Glinear codes: Primitive BCH codes over GRð4;7Þ and GRð4;8Þ.
Seq Code (ðn; k; dH Þ primitive BCH code over GRð4; rÞ, labeling) SNP
Primitive polynomial p(x) Position - Mutation type
Generator polynomial g(x) Class of amino acid
09 Z22linear(ð127;120;3Þ primitive BCH code over GRð4;7Þ, B) Val (V) GTG-Ala (A) G CG
pðxÞ ¼ x7þx3þ1 250 codon - Transition / Missense
gðxÞ ¼ 3x7þx4þ2x2þ1 non polar aa-non polar aa
10 Klein-linear((255, 247, 3) primitive BCH code over GRð4;8Þ, C) Val (V) GTG-Glu (E) G AG
pðxÞ ¼ x8þx5þx3þxþ1 770 codon - Transversion / Missense
gðxÞ ¼ x8þ3x5þx3þ2x2þ3xþ1 non polar aa-acid aa
11 Z22linear((255, 247, 3) primitive BCH code over GRð4;8Þ, B) Ala (A) GCT-Asp (D) G AT
pðxÞ ¼ x8þx6þx5þx3þ1 650 codon - Transversion / Missense
gðxÞ ¼ x8þ2x7þx6þ3x5þx3þ1 non polar aa-acid aa
11 Klein-linear((255, 247, 3) primitive BCH code over GRð4;8Þ, C) Gly (G) GGC-Gly (G) GG T
pðxÞ ¼ x8þx6þx5þx3þ1 630 codon - Transition / Silent
gðxÞ ¼ x8þ2x7þx6þ3x5þx3þ1 polar aa-polar aa
12 Klein-linear((255, 247, 3) primitive BCH code over GRð4;8Þ, C) Ala (A) GCA-Gly (G) G GA
pðxÞ ¼ x8þx7þx2þxþ1 470 codon - Transversion / Missense
gðxÞ ¼ x8þ3x7þ2x5þx2þxþ1 non polar aa-polar aa
13 Z22linear((255, 247, 3) primitive BCH code over GRð4;8Þ, B) Gln (Q) CAA-Gln (Q) CA G
pðxÞ ¼ x8þx4þx3þx2þ1 390 codon - Transition / Silent
gðxÞ ¼ x8þ2x6þ2x5þ3x4þx3þ3x2þ2xþ1 polar aa-polar aa
13 Z4linear((255, 247, 3) primitive BCH code over GRð4;8Þ, A) Ala (A) GCA-Ala (A) GC G
pðxÞ ¼ x8þx7þx5þx3þ1 140 codon - Transition / Silent
gðxÞ ¼ x8þ3x7þ2x6þx5þ3x3þ1 non polar aa-non polar aa
14 Z4linear((255, 247, 3) primitive BCH code over GRð4;8Þ, A) Ala (A) GCG-Val (V) G TG
pðxÞ ¼ x8þx6þx5þx3þ1 730 codon - Transition / Missense
gðxÞ ¼ x8þ2x7þx6þ3x5þx3þ1 non polar aa-non polar aa
14 Z22linear((255, 247, 3) primitive BCH code over GRð4;8Þ, B) Leu (L) CTG-Leu (L) CT C
pðxÞ ¼ x8þx6þx5þx3þ1 480 codon - Transversion / Silent
gðxÞ ¼ x8þ2x7þx6þ3x5þx3þ1 non polar aa-non polar aa
15 Z4linear((255, 247, 3) primitive BCH code over GRð4;8Þ, A) Ile (I) ATT-Leu (L) CTT
pðxÞ ¼ x8þx6þx5þx2þ1 690 codon - Transversion / Missense
gðxÞ ¼ x8þ2x7þx6þx5þ2x3þx2þ2xþ1 non polar aa-non polar aa
Table 11
DNA sequences identiﬁed by Glinear codes: Primitive BCH codes over GRð4;9Þ, GRð4;10Þ and GRð4;11Þ.
Seq Code (ðn; k;dHÞ primitive BCH code over GRð4; rÞ, labeling) SNP
Primitive polynomial p(x) Position - Mutation type
Generator polynomial g(x) Class of amino acid
16 Klein-linear((511,502,3) primitive BCH code over GRð4;9Þ, C) GAT-GGT
p xð Þ ¼ x9þx8þx5þx4þ1 1220 codon - Transition
gðxÞ ¼ x9þ3x8þ2x7þ2x6þx5þx4þ2x2þ3 -
17 Klein-linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, C) Leu (L) CTT-Phe (F) TTT
pðxÞ ¼ x10þx9þx8þx7þx6þx4þx3þxþ1 2900 codon - Transition / Missense
gðxÞ ¼ x10þx9þx8þ3x7þx6þx4þx3þ3xþ1 non polar aa-non polar aa
18 Z22linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, B) Glu (E) GAA-Asp (D) GA T
pðxÞ ¼ x10þx9þx8þx7þx6þx4þx3þxþ1 1980 codon - Transversion / Missense
gðxÞ ¼ x10þx9þx8þ3x7þx6þx4þx3þ3xþ1 acid polar aa-acid polar aa
18 Z4linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, A) Arg (R) CGA-Leu (L) C TA
pðxÞ ¼ x10þx5þx3þx2þ1 1110 codon - Transversion / Missense
gðxÞ ¼ x10þ2x6þx5þ2x4þ3x3þx2þ2xþ1 basic polar aa-non polar aa
19 Z4linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, A) Arg (R) CGT-Gly (G) GGT
pðxÞ ¼ x10þx6þx5þx3þx2þxþ1 2260 codon - Transversion / Missense
gðxÞ ¼ x10þ2x8þ3x6þx5þ3x3þ3x2þxþ1 basic polar aa-polar aa
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Table 12
Protein with 255 nucleotides generated by the algorithm.
Seq13j A.denitriﬁcans - KorC - GI Number 45368559
Z22linear code( 255;247;3ð Þ Primitive BCH code over GRð4;8Þ, labeling B)
pðxÞ ¼ x8þx4þx3þx2þ1 - gðxÞ ¼ x8þ2x6þ2x5þ3x4þx3þ3x2þ2xþ1 - Case 01-ðA;C;G; TÞ ¼ ð0;1;2;3Þ
Oaa: M S E A N I R L E C L R P A N D G W E Q P
Ont: ATG TCA GAG GCA AAT ATC AGG CTT GAA TGC CTG CGG CCC GCA AAC GAC GGC TGG GAG CAG CCG
Olb: 032 310 202 210 003 031 022 133 200 321 132 122 111 210 001 201 221 322 202 102 112
Glb: 032 310 202 210 003 031 022 133 200 321 132 122 111 210 001 201 221 322 202 102 112
Gnt: ATG TCA GAG GCA AAT ATC AGG CTT GAA TGC CTG CGG CCC GCA AAC GAC GGC TGG GAG CAG CCG
Gaa: M S E A N I R L E C L R P A N D G W E Q P
Oaa: T G E E V R E A L K A A G F T G G Q A A K
Ont: ACC GGC GAA GAG GTG CGC GAG GCG CTG AAA GCG GCG GGC TTC ACG GGA GGC CAA GCC GCG AAA
Olb: 011 221 200 202 232 121 202 212 132 000 212 212 221 331 012 220 221 100 211 212 000
Glb: 011 221 200 202 232 121 202 212 132 000 212 212 221 331 012 220 221 10 2 211 212 000
Gnt: ACC GGC GAA GAG GTG CGC GAG GCG CTG AAA GCG GCG GGC TTC ACG GGA GGC CA G GCC GCG AAA
Gaa: T G E E V R E A L K A A G F T G G Q A A K
Oaa: A L G L G A K G D R T V R R W I G G D S A
Ont: GCC CTC GGG CTG GGG GCA AAG GGC GAT AGA ACC GTA CGC CGC TGG ATC GGC GGG GAT TCG GCC
Olb: 211 131 222 132 222 210 002 221 203 020 011 230 121 121 322 031 221 222 203 312 211
Glb: 211 131 222 132 222 210 002 221 203 020 011 230 121 121 322 031 221 222 203 312 211
Gnt: GCC CTC GGG CTG GGG GCA AAG GGC GAT AGA ACC GTA CGC CGC TGG ATC GGC GGG GAT TCG GCC
Gaa: A L G L G A K G D R T V R R W I G G D S A
Oaa: I P Y A A W A L L C D F G N L G Q I W K K
Ont: ATC CCC TAT GCC GCA TGG GCC TTG CTG TGC GAC TTC GGC AAT TTG GGC CAA ATC TGG AAG AAG
Olb: 031 111 303 211 210 322 211 332 132 321 201 331 221 003 332 221 100 031 322 002 002
Glb: 031 111 303 211 210 322 211 332 132 321 201 331 221 003 332 221 100 031 322 002 002
Gnt: ATC CCC TAT GCC GCA TGG GCC TTG CTG TGC GAC TTC GGC AAT TTG GGC CAA ATC TGG AAG AAG
Gaa: I P Y A A W A L L C D F G N L G Q I W K K
Oaa: D
Ont: GAC
Olb: 201
Glb: 201
Gnt: GAC
Gaa: D
Abbreviations: Oaa¼Original amino acid; Ont¼Original nucleotide; Olb¼Original labeling; Glb¼Generated labeling;
Gnt¼Generated nucleotide; Gaa¼Generated amino acid.
Table 11 (continued )
Seq Code (ðn; k; dHÞ primitive BCH code over GRð4; rÞ, labeling) SNP
Primitive polynomial p(x) Position - Mutation type
Generator polynomial g(x) Class of amino acid
20 Klein-linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ,C) Leu (L) TTG-Phe (F) TT C
pðxÞ ¼ x10þx7þ1 2680 codon - Transversion / Missense
gðxÞ ¼ x10þ3x7þ2x5þ1 non polar aa-non polar aa
21 Z4linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, A) Ser (S) TCA-Ser (S) TC G
pðxÞ ¼ x10þx8þx7þx6þx2þxþ1 2730 codon - Transition / Silent
gðxÞ ¼ x10þ2x9þ3x8þx7þ3x6þ2x4þ2x3þx2þxþ1 polar aa-polar aa
21 Klein-linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, C) Trp (W) TGG-stop T AG
pðxÞ ¼ x10þx9þx8þx7þx4þxþ1 2550 codon - Transition / Nonsense
gðxÞ ¼ x10þx9þ3x8þx7þ2x6þx4þ2x2þ3xþ1 -
22 Z22linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, B) Asp (D) GAC-Asp (D) GA T
pðxÞ ¼ x10þx9þx8þx6þx3þx2þ1 770 codon - Transition / Silent
gðxÞ ¼ x10þx9þ3x8þ2x7þx6þx3þx2þ2xþ1 acid aa-acid aa
23 Klein-linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, C) Glu (E) GAA-Glu (E) GA G
pðxÞ ¼ x10þx9þx4þxþ1 620 codon - Transition / Silent
gðxÞ ¼ x10þ3x9þ2x7þx4þ2x2þ3xþ1 acid aa-acid aa
23 Klein-linear((1023, 1013, 3) primitive BCH code over GRð4;10Þ, C) Ala (A) GCC-AlaðAÞ GC G
pðxÞ ¼ x10þx8þx5þx4þx3þx2þ1 880 codon - Transition / Silent
gðxÞ ¼ x10þ2x9þx8þ2x7þ3x5þx4þx3þ3x2þ2xþ1 non polar aa-non polar aa
24 Z22linear(ð2047;2036;3Þ primitive BCH code over GRð4;11Þ, B) AGT-CGT
p xð Þ ¼ x11þx10þx7þx2þ1 2900 codon - Transversion
gðxÞ ¼ x11þ3x10þ2x9þx7þ2x6þ2x5þ3x2þ2xþ3 –
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codewords. Thus, the permutation cases shown in Table 5 were
deﬁned as: labeling A - cases 02, 06, 07, 09, 16, 18, 20 and 23;
labeling B - cases 01, 05, 08, 10, 15, 17, 19 and 24 and labeling C -
cases 03, 04, 11, 12, 13, 14, 21 and 22, as shown in Fig. 4.
Note that the IS sequence shown in Fig. 6 is identiﬁed by the
Klein-linear code ((63,57,3) primitive BCH code over GR (4, 6),
labeling C) with p1ðxÞ ¼ x6þxþ1 and corresponding g1ðxÞ ¼ x6þ
2x3þ3xþ1. Observe that in the 10-th codon there occurred a
mismatch between the identiﬁed sequence and the IS sequence.
This mismatch may be interpreted as a SNP. Note that in this case, the
SNP changed the pyrimidine base to a purine base (T-G),
this change is known as a transversion mutation. As a consequence,
the nucleotide change resulted in a modiﬁed amino acid where
the Triptofan, Trp (W), was substituted by the Glicine, Gly (G),
denoted by Trp (W) - Gly (G). This alteration implies a missense
mutation and also a change of class from nonpolar to polar (Table 6).
Since it was possible to realize these analyses due to the
implementation of the proposed algorithm, we are doing our best
to provide a user-friendly and publicly accessible web-server for
practically developing more useful models, simulated methods, or
predictors (Chou and Shen, 2009; Lin and Lapointe, 2013).
6. Results and discussion
We have analyzed different DNA sequences with distinct lengths,
from distinct organisms and species, and different cells (EC and PC),
as shown in Table 7. For the reader's easiness in understanding and
also in verifying the informational content shown in Table 7, we next
describe such elements. Every DNA sequence may be certiﬁed by its
GI number in the NCBI data bank. However, there are sequences
which are part of another sequence as in examples 01 to 06, 09, 10, 16
and 18 shown in the ﬁrst column of Table 7. For these sequences the
GI numbers identify the complete sequence, thus it is important to
observe the sequence location, in terms of nucleotides, within the
corresponding complete sequences. For instance, the GI number of
the sequence 09 shows an mRNA of the gene BRCA1 with 5711
nucleotides long, whose exon is a part and its location is between the
nucleotides 4477..4603. Observe that the sequences 01 to 04 are
exons, 09 and 10 are targeting sequences, located in mRNAs. The
sequences 05, 06, 16 and 18 are internal signals, introns and genes, all
located in the corresponding DNAs. The remaining sequences are
protein sequences (07, 08, 11 to 15, 17, 19 to 23) and a genome (24).
Observe that the sequence 04 is the same exon as part of three
distinct mRNAs, one from P.abelii organism identiﬁed as a Sumatran
Orangutango and, the other two from H.Sapiens, respectively. Another
observation is related to the sequences 07 to 09 and 23, whose
protein functionalities are associated with important mutations
related to cancer pathologies, (National Human Genome Research
Institute; Faria et al., 2012b). The sequences 13, 15 and 19 may be
found in Rocha et al. (2010), the DNA sequences 16 and 24 may be
found in Faria et al. (2012a) and the DNA sequence 09 may be found
in (Faria et al., 2012b).
Table 8 illustrates the computational complexity associated
with the DNA sequence generation algorithm for each sequence
length shown in Table 7. It is shown for each sequence length, the
number of primitive polynomials used in both Galois ﬁelds and
ring extensions, the number of operations and the execution time.
Table 13
Protein with 255 nucleotides generated by the algorithm.
Seq13j A.denitriﬁcans - KorC - GI Number 45368559
Z4linear code( 255;247;3ð Þ Primitive BCH code over GRð4;8Þ, labeling A)
pðxÞ ¼ x8þx7þx5þx3þ1 - gðxÞ ¼ x8þ3x7þ2x6þx5þ3x3þ1 - Case 02-ðA;C;G; TÞ ¼ ð0;1;2;3Þ
Oaa: M S E A N I R L E C L R P A N D G W E Q P
Ont: ATG TCA GAG GCA AAT ATC AGG CTT GAA TGC CTG CGG CCC GCA AAC GAC GGC TGG GAG CAG CCG
Olb: 023 210 303 310 002 021 033 122 300 231 123 133 111 310 001 301 331 233 303 103 113
Glb: 023 210 303 310 002 021 033 122 300 231 123 133 111 31 3 001 301 331 233 303 103 113
Gnt: ATG TCA GAG GCA AAT ATC AGG CTT GAA TGC CTG CGG CCC GC G AAC GAC GGC TGG GAG CAG CCG
Gaa: M S E A N I R L E C L R P A N D G W E Q P
Oaa: T G E E V R E A L K A A G F T G G Q A A K
Ont: ACC GGC GAA GAG GTG CGC GAG GCG CTG AAA GCG GCG GGC TTC ACG GGA GGC CAA GCC GCG AAA
Olb: 011 331 300 303 323 131 303 313 123 000 313 313 331 221 013 330 331 100 311 313 000
Glb: 011 331 300 303 323 131 303 313 123 000 313 313 331 221 013 330 331 100 311 313 000
Gnt: ACC GGC GAA GAG GTG CGC GAG GCG CTG AAA GCG GCG GGC TTC ACG GGA GGC CAA GCC GCG AAA
Gaa: T G E E V R E A L K A A G F T G G Q A A K
Oaa: A L G L G A K G D R T V R R W I G G D S A
Ont: GCC CTC GGG CTG GGG GCA AAG GGC GAT AGA ACC GTA CGC CGC TGG ATC GGC GGG GAT TCG GCC
Olb: 311 121 333 123 333 310 003 331 302 030 011 320 131 131 233 021 331 333 302 213 311
Glb: 311 121 333 123 333 310 003 331 302 030 011 320 131 131 233 021 331 333 302 213 311
Gnt: GCC CTC GGG CTG GGG GCA AAG GGC GAT AGA ACC GTA CGC CGC TGG ATC GGC GGG GAT TCG GCC
Gaa: A L G L G A K G D R T V R R W I G G D S A
Oaa: I P Y A A W A L L C D F G N L G Q I W K K
Ont: ATC CCC TAT GCC GCA TGG GCC TTG CTG TGC GAC TTC GGC AAT TTG GGC CAA ATC TGG AAG AAG
Olb: 021 111 202 311 310 233 311 223 123 231 301 221 331 002 223 331 100 021 233 003 003
Glb: 021 111 202 311 310 233 311 223 123 231 301 221 331 002 223 331 100 021 233 003 003
Gnt: ATC CCC TAT GCC GCA TGG GCC TTG CTG TGC GAC TTC GGC AAT TTG GGC CAA ATC TGG AAG AAG
Gaa: I P Y A A W A L L C D F G N L G Q I W K K
Oaa: D
Ont: GAC
Olb: 301
Glb: 301
Gnt: GAC
Gaa: D
Abbreviations: Oaa¼Original amino acid; Ont¼Original nucleotide; Olb¼Original labeling; Glb¼Generated labeling;
Gnt¼Generated nucleotide; Gaa¼Generated amino acid.
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Table 14
Protein with 1023 nucleotides generated by the algorithm.
Seq23j H.sapiens - p53 beta isoform - GI Number 75914681
Klein-linear code((1023, 1013, 3) Primitive BCH code over GRð4;10Þ, labeling C)
pðxÞ ¼ x10þx9þx4þxþ1 - gðxÞ ¼ x10þ3x9þ2x7þx4þ2x2þ3xþ1 - Case 03-ðA;C;G; TÞ ¼ ð0;2;1;3Þ
Oaa: M E E P Q S D P S V E P P L S Q E T F S D
Ont: ATG GAG GAG CCG CAG TCA GAT CCT AGC GTC GAG CCC CCT CTG AGT CAG GAA ACA TTT TCA GAC
Olb: 031 101 101 221 201 320 103 223 012 132 101 222 223 231 013 201 100 020 333 320 102
Glb: 031 101 101 221 201 320 103 223 012 132 101 222 223 231 013 201 100 020 333 320 102
Gnt: ATG GAG GAG CCG CAG TCA GAT CCT AGC GTC GAG CCC CCT CTG AGT CAG GAA ACA TTT TCA GAC
Gaa: M E E P Q S D P S V E P P L S Q E T F S D
Oaa: L W K L L P E N N V L S P L P S Q A M D D
Ont: CTA TGG AAA CTA CTT CCT GAA AAC AAC GTT CTG TCC CCC TTG CCG TCC CAA GCA ATG GAT GAT
Olb: 230 311 000 230 233 223 100 002 002 133 231 322 222 331 221 322 200 120 031 103 103
Glb: 230 311 000 230 233 223 100 002 002 133 231 322 222 331 221 322 200 120 031 103 103
Gnt: CTA TGG AAA CTA CTT CCT GAA AAC AAC GTT CTG TCC CCC TTG CCG TCC CAA GCA ATG GAT GAT
Gaa: L W K L L P E N N V L S P L P S Q A M D D
Oaa: L M L S P D D I E Q W F T E D P G P D E A
Ont: TTG ATG CTG TCC CCG GAC GAT ATT GAA CAA TGG TTC ACT GAA GAC CCA GGT CCA GAT GAA GCT
Olb: 331 031 231 322 221 102 103 033 100 200 311 332 023 100 102 220 113 220 103 100 123
Glb: 331 031 231 322 221 102 103 033 100 200 311 332 023 100 102 220 113 220 103 10 1 123
Gnt: TTG ATG CTG TCC CCG GAC GAT ATT GAA CAA TGG TTC ACT GAA GAC CCA GGT CCA GAT GA G GCT
Gaa: L M L S P D D I E Q W F T E D P G P D E A
Oaa: P R M P E A A P R V A P A P A A P T P A A
Ont: CCC AGA ATG CCA GAG GCT GCT CCC CGC GTG GCC CCT GCA CCA GCA GCT CCT ACA CCG GCG GCC
Olb: 222 010 031 220 101 123 123 222 212 131 122 223 120 220 120 123 223 020 221 121 122
Glb: 222 010 031 220 101 123 123 222 212 131 122 223 120 220 120 123 223 020 221 121 122
Gnt: CCC AGA ATG CCA GAG GCT GCT CCC CGC GTG GCC CCT GCA CCA GCA GCT CCT ACA CCG GCG GCC
Gaa: P R M P E A A P R V A P A P A A P T P A A
Oaa: P A P A P S W P L S S S V P S Q K T Y Q G
Ont: CCT GCA CCA GCC CCC TCC TGG CCC CTG TCA TCT TCT GTC CCT TCC CAG AAA ACC TAC CAG GGC
Olb: 223 120 220 122 222 322 311 222 231 320 323 323 132 223 322 201 000 022 302 201 112
Glb: 223 120 220 122 222 322 311 222 231 320 323 323 132 223 322 201 000 022 302 201 112
Gnt: CCT GCA CCA GCC CCC TCC TGG CCC CTG TCA TCT TCT GTC CCT TCC CAG AAA ACC TAC CAG GGC
Gaa: P A P A P S W P L S S S V P S Q K T Y Q G
Oaa: S Y G F R L G F L H S G T A K S V T C T Y
Ont: AGC TAC GGT TTC CGT CTG GGC TTC TTG CAT TCT GGG ACA GCC AAG TCT GTG ACT TGC ACG TAC
Olb: 012 302 113 332 213 231 112 332 331 203 323 111 020 122 001 323 131 023 312 021 302
Glb: 012 302 113 332 213 231 112 332 331 203 323 111 020 122 001 323 131 023 312 021 302
Gnt: AGC TAC GGT TTC CGT CTG GGC TTC TTG CAT TCT GGG ACA GCC AAG TCT GTG ACT TGC ACG TAC
Gaa: S Y G F R L G F L H S G T A K S V T C T Y
Oaa: S P A L N K M F C Q L A K T C P V Q L W V
Ont: TCC CCT GCC CTC AAC AAG ATG TTT TGC CAA CTG GCC AAG ACC TGC CCT GTG CAG CTG TGG GTT
Olb: 322 223 122 232 002 001 031 333 312 200 231 122 001 022 312 223 131 201 231 311 133
Glb: 322 223 122 232 002 001 031 333 312 200 231 122 001 022 312 223 131 201 231 311 133
Gnt: TCC CCT GCC CTC AAC AAG ATG TTT TGC CAA CTG GCC AAG ACC TGC CCT GTG CAG CTG TGG GTT
Gaa: S P A L N K M F C Q L A K T C P V Q L W V
Oaa: D S T P P P G T R V R A M A I Y K Q S Q H
Ont: GAT TCC ACA CCC CCG CCC GGC ACC CGC GTC CGC GCC ATG GCC ATC TAC AAG CAG TCA CAG CAC
Olb: 103 322 020 222 221 222 112 022 212 132 212 122 031 122 032 302 001 201 320 201 202
Glb: 103 322 020 222 221 222 112 022 212 132 212 122 031 122 032 302 001 201 320 201 202
Gnt: GAT TCC ACA CCC CCG CCC GGC ACC CGC GTC CGC GCC ATG GCC ATC TAC AAG CAG TCA CAG CAC
Gaa: D S T P P P G T R V R A M A I Y K Q S Q H
Oaa: M T E V V R R C P H H E R C S D S D G L A
Ont: ATG ACG GAG GTT GTG AGG CGC TGC CCC CAC CAT GAG CGC TGC TCA GAT AGC GAT GGT CTG GCC
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Table 14 (continued )
Seq23j H.sapiens - p53 beta isoform - GI Number 75914681
Olb: 031 021 101 133 131 011 212 312 222 202 203 101 212 312 320 103 012 103 113 231 122
Glb: 031 021 101 133 131 011 212 312 222 202 203 101 212 312 320 103 012 103 113 231 122
Gnt: ATG ACG GAG GTT GTG AGG CGC TGC CCC CAC CAT GAG CGC TGC TCA GAT AGC GAT GGT CTG GCC
Gaa: M T E V V R R C P H H E R C S D S D G L A
Oaa: P P Q H L I R V E G N L R V E Y L D D R N
Ont: CCT CCT CAG CAC CTT ATC CGA GTG GAA GGA AAT TTG CGT GTG GAG TAT TTG GAT GAC AGA AAC
Olb: 223 223 201 202 233 032 210 131 100 110 003 331 213 131 101 303 331 103 102 010 002
Glb: 223 223 201 202 233 032 210 131 100 110 003 331 213 131 101 303 331 103 102 010 002
Gnt: CCT CCT CAG CAC CTT ATC CGA GTG GAA GGA AAT TTG CGT GTG GAG TAT TTG GAT GAC AGA AAC
Gaa: P P Q H L I R V E G N L R V E Y L D D R N
Oaa: T F R H S V V V P Y E P P E V G S D C T T
Ont: ACT TTT CGA CAT AGT GTG GTG GTG CCC TAT GAG CCG CCT GAG GTT GGC TCT GAC TGT ACC ACC
Olb: 023 333 210 203 013 131 131 131 222 303 101 221 223 101 133 112 323 102 313 022 022
Glb: 023 333 210 203 013 131 131 131 222 303 101 221 223 101 133 112 323 102 313 022 022
Gnt: ACT TTT CGA CAT AGT GTG GTG GTG CCC TAT GAG CCG CCT GAG GTT GGC TCT GAC TGT ACC ACC
Gaa: T F R H S V V V P Y E P P E V G S D C T T
Oaa: I H Y N Y M C N S S C M G G M N R R P I L
Ont: ATC CAC TAC AAC TAC ATG TGT AAC AGT TCC TGC ATG GGC GGC ATG AAC CGG AGG CCC ATC CTC
Olb: 032 202 302 002 302 031 313 002 013 322 312 031 112 112 031 002 211 011 222 032 232
Glb: 032 202 302 002 302 031 313 002 013 322 312 031 112 112 031 002 211 011 222 032 232
Gnt: ATC CAC TAC AAC TAC ATG TGT AAC AGT TCC TGC ATG GGC GGC ATG AAC CGG AGG CCC ATC CTC
Gaa: I H Y N Y M C N S S C M G G M N R R P I L
Oaa: T I I T L E D S S G N L L G R N S F E V R
Ont: ACC ATC ATC ACA CTG GAA GAC TCC AGT GGT AAT CTA CTG GGA CGG AAC AGC TTT GAG GTG CGT
Olb: 022 032 032 020 231 100 102 322 013 113 003 230 231 110 211 002 012 333 101 131 213
Glb: 022 032 032 020 231 100 102 322 013 113 003 230 231 110 211 002 012 333 101 131 213
Gnt: ACC ATC ATC ACA CTG GAA GAC TCC AGT GGT AAT CTA CTG GGA CGG AAC AGC TTT GAG GTG CGT
Gaa: T I I T L E D S S G N L L G R N S F E V R
Oaa: V C A C P G R D R R T E E E N L R K K G E
Ont: GTT TGT GCC TGT CCT GGG AGA GAC CGG CGC ACA GAG GAA GAG AAT CTC CGC AAG AAA GGG GAG
Olb: 133 313 122 313 223 111 010 102 211 212 020 101 100 101 003 232 212 001 000 111 101
Glb: 133 313 122 313 223 111 010 102 211 212 020 101 100 101 003 232 212 001 000 111 101
Gnt: GTT TGT GCC TGT CCT GGG AGA GAC CGG CGC ACA GAG GAA GAG AAT CTC CGC AAG AAA GGG GAG
Gaa: V C A C P G R D R R T E E E N L R K K G E
Oaa: P H H E L P P G S T K R A L P N N T S S S
Ont: CCT CAC CAC GAG CTG CCC CCA GGG AGC ACT AAG CGA GCA CTG CCC AAC AAC ACC AGC TCC TCT
Olb: 223 202 202 101 231 222 220 111 012 023 001 210 120 231 222 002 002 022 012 322 323
Glb: 223 202 202 101 231 222 220 111 012 023 001 210 120 231 222 002 002 022 012 322 323
Gnt: CCT CAC CAC GAG CTG CCC CCA GGG AGC ACT AAG CGA GCA CTG CCC AAC AAC ACC AGC TCC TCT
Gaa: P H H E L P P G S T K R A L P N N T S S S
Oaa: P Q P K K K P L D G E Y F T L Q D Q T S F
Ont: CCC CAG CCA AAG AAG AAA CCA CTG GAT GGA GAA TAT TTC ACC CTT CAG GAC CAG ACC AGC TTT
Olb: 222 201 220 001 001 000 220 231 103 110 100 303 332 022 233 201 102 201 022 012 333
Glb: 222 201 220 001 001 000 220 231 103 110 100 303 332 022 233 201 102 201 022 012 333
Gnt: CCC CAG CCA AAG AAG AAA CCA CTG GAT GGA GAA TAT TTC ACC CTT CAG GAC CAG ACC AGC TTT
Gaa: P Q P K K K P L D G E Y F T L Q D Q T S F
Oaa: Q K E N C
Ont: CAA AAA GAA AAT TGT
Olb: 200 000 100 003 313
Glb: 200 000 100 003 313
Gnt: CAA AAA GAA AAT TGT
Gaa: Q K E N C
Abbreviations: Oaa¼Original amino acid; Ont¼Original nucleotide; Olb¼Original labeling; Glb¼Generated labeling;
Gnt¼Generated nucleotide; Gaa¼Generated amino acid.
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Table 15
Protein with 1023 nucleotides generated by the algorithm.
Seq23j H.sapiens - p53 beta isoform - GI Number 75914681
Klein-linear code((1023, 1013, 3) Primitive BCH code over GRð4;10Þ, labeling C)
pðxÞ ¼ x10þx8þx5þx4þx3þx2þ1 - gðxÞ ¼ x10þ2x9þx8þ2x7þ3x5þx4þx3þ3x2þ2xþ1
Case 03-ðA;C;G; TÞ ¼ ð0;2;1;3Þ
Oaa: M E E P Q S D P S V E P P L S Q E T F S D
Ont: ATG GAG GAG CCG CAG TCA GAT CCT AGC GTC GAG CCC CCT CTG AGT CAG GAA ACA TTT TCA GAC
Olb: 031 101 101 221 201 320 103 223 012 132 101 222 223 231 013 201 100 020 333 320 102
Glb: 031 101 101 221 201 320 103 223 012 132 101 222 223 231 013 201 100 020 333 320 102
Gnt: ATG GAG GAG CCG CAG TCA GAT CCT AGC GTC GAG CCC CCT CTG AGT CAG GAA ACA TTT TCA GAC
Gaa: M E E P Q S D P S V E P P L S Q E T F S D
Oaa: L W K L L P E N N V L S P L P S Q A M D D
Ont: CTA TGG AAA CTA CTT CCT GAA AAC AAC GTT CTG TCC CCC TTG CCG TCC CAA GCA ATG GAT GAT
Olb: 230 311 000 230 233 223 100 002 002 133 231 322 222 331 221 322 200 120 031 103 103
Glb: 230 311 000 230 233 223 100 002 002 133 231 322 222 331 221 322 200 120 031 103 103
Gnt: CTA TGG AAA CTA CTT CCT GAA AAC AAC GTT CTG TCC CCC TTG CCG TCC CAA GCA ATG GAT GAT
Gaa: L W K L L P E N N V L S P L P S Q A M D D
Oaa: L M L S P D D I E Q W F T E D P G P D E A
Ont: TTG ATG CTG TCC CCG GAC GAT ATT GAA CAA TGG TTC ACT GAA GAC CCA GGT CCA GAT GAA GCT
Olb: 331 031 231 322 221 102 103 033 100 200 311 332 023 100 102 220 113 220 103 100 123
Glb: 331 031 231 322 221 102 103 033 100 200 311 332 023 100 102 220 113 220 103 100 123
Gnt: TTG ATG CTG TCC CCG GAC GAT ATT GAA CAA TGG TTC ACT GAA GAC CCA GGT CCA GAT GAA GCT
Gaa: L M L S P D D I E Q W F T E D P G P D E A
Oaa: P R M P E A A P R V A P A P A A P T P A A
Ont: CCC AGA ATG CCA GAG GCT GCT CCC CGC GTG GCC CCT GCA CCA GCA GCT CCT ACA CCG GCG GCC
Olb: 222 010 031 220 101 123 123 222 212 131 122 223 120 220 120 123 223 020 221 121 122
Glb: 222 010 031 220 101 123 123 222 212 131 122 223 120 220 120 123 223 020 221 121 122
Gnt: CCC AGA ATG CCA GAG GCT GCT CCC CGC GTG GCC CCT GCA CCA GCA GCT CCT ACA CCG GCG GCC
Gaa: P R M P E A A P R V A P A P A A P T P A A
Oaa: P A P A P S W P L S S S V P S Q K T Y Q G
Ont: CCT GCA CCA GCC CCC TCC TGG CCC CTG TCA TCT TCT GTC CCT TCC CAG AAA ACC TAC CAG GGC
Olb: 223 120 220 122 222 322 311 222 231 320 323 323 132 223 322 201 000 022 302 201 112
Glb: 223 120 220 12 1 222 322 311 222 231 320 323 323 132 223 322 201 000 022 302 201 112
Gnt: CCT GCA CCA GC G CCC TCC TGG CCC CTG TCA TCT TCT GTC CCT TCC CAG AAA ACC TAC CAG GGC
Gaa: P A P A P S W P L S S S V P S Q K T Y Q G
Oaa: S Y G F R L G F L H S G T A K S V T C T Y
Ont: AGC TAC GGT TTC CGT CTG GGC TTC TTG CAT TCT GGG ACA GCC AAG TCT GTG ACT TGC ACG TAC
Olb: 012 302 113 332 213 231 112 332 331 203 323 111 020 122 001 323 131 023 312 021 302
Glb: 012 302 113 332 213 231 112 332 331 203 323 111 020 122 001 323 131 023 312 021 302
Gnt: AGC TAC GGT TTC CGT CTG GGC TTC TTG CAT TCT GGG ACA GCC AAG TCT GTG ACT TGC ACG TAC
Gaa: S Y G F R L G F L H S G T A K S V T C T Y
Oaa: S P A L N K M F C Q L A K T C P V Q L W V
Ont: TCC CCT GCC CTC AAC AAG ATG TTT TGC CAA CTG GCC AAG ACC TGC CCT GTG CAG CTG TGG GTT
Olb: 322 223 122 232 002 001 031 333 312 200 231 122 001 022 312 223 131 201 231 311 133
Glb: 322 223 122 232 002 001 031 333 312 200 231 122 001 022 312 223 131 201 231 311 133
Gnt: TCC CCT GCC CTC AAC AAG ATG TTT TGC CAA CTG GCC AAG ACC TGC CCT GTG CAG CTG TGG GTT
Gaa: S P A L N K M F C Q L A K T C P V Q L W V
Oaa: D S T P P P G T R V R A M A I Y K Q S Q H
Ont: GAT TCC ACA CCC CCG CCC GGC ACC CGC GTC CGC GCC ATG GCC ATC TAC AAG CAG TCA CAG CAC
Olb: 103 322 020 222 221 222 112 022 212 132 212 122 031 122 032 302 001 201 320 201 202
Glb: 103 322 020 222 221 222 112 022 212 132 212 122 031 122 032 302 001 201 320 201 202
Gnt: GAT TCC ACA CCC CCG CCC GGC ACC CGC GTC CGC GCC ATG GCC ATC TAC AAG CAG TCA CAG CAC
Gaa: D S T P P P G T R V R A M A I Y K Q S Q H
Oaa: M T E V V R R C P H H E R C S D S D G L A
Ont: ATG ACG GAG GTT GTG AGG CGC TGC CCC CAC CAT GAG CGC TGC TCA GAT AGC GAT GGT CTG GCC
L.C.B.Faria
et
al./
Journal
of
Theoretical
Biology
358
(2014)
208
–231
227
Table 15 (continued )
Seq23j H.sapiens - p53 beta isoform - GI Number 75914681
Olb: 031 021 101 133 131 011 212 312 222 202 203 101 212 312 320 103 012 103 113 231 122
Glb: 031 021 101 133 131 011 212 312 222 202 203 101 212 312 320 103 012 103 113 231 122
Gnt: ATG ACG GAG GTT GTG AGG CGC TGC CCC CAC CAT GAG CGC TGC TCA GAT AGC GAT GGT CTG GCC
Gaa: M T E V V R R C P H H E R C S D S D G L A
Oaa: P P Q H L I R V E G N L R V E Y L D D R N
Ont: CCT CCT CAG CAC CTT ATC CGA GTG GAA GGA AAT TTG CGT GTG GAG TAT TTG GAT GAC AGA AAC
Olb: 223 223 201 202 233 032 210 131 100 110 003 331 213 131 101 303 331 103 102 010 002
Glb: 223 223 201 202 233 032 210 131 100 110 003 331 213 131 101 303 331 103 102 010 002
Gnt: CCT CCT CAG CAC CTT ATC CGA GTG GAA GGA AAT TTG CGT GTG GAG TAT TTG GAT GAC AGA AAC
Gaa: P P Q H L I R V E G N L R V E Y L D D R N
Oaa: T F R H S V V V P Y E P P E V G S D C T T
Ont: ACT TTT CGA CAT AGT GTG GTG GTG CCC TAT GAG CCG CCT GAG GTT GGC TCT GAC TGT ACC ACC
Olb: 023 333 210 203 013 131 131 131 222 303 101 221 223 101 133 112 323 102 313 022 022
Glb: 023 333 210 203 013 131 131 131 222 303 101 221 223 101 133 112 323 102 313 022 022
Gnt: ACT TTT CGA CAT AGT GTG GTG GTG CCC TAT GAG CCG CCT GAG GTT GGC TCT GAC TGT ACC ACC
Gaa: T F R H S V V V P Y E P P E V G S D C T T
Oaa: I H Y N Y M C N S S C M G G M N R R P I L
Ont: ATC CAC TAC AAC TAC ATG TGT AAC AGT TCC TGC ATG GGC GGC ATG AAC CGG AGG CCC ATC CTC
Olb: 032 202 302 002 302 031 313 002 013 322 312 031 112 112 031 002 211 011 222 032 232
Glb: 032 202 302 002 302 031 313 002 013 322 312 031 112 112 031 002 211 011 222 032 232
Gnt: ATC CAC TAC AAC TAC ATG TGT AAC AGT TCC TGC ATG GGC GGC ATG AAC CGG AGG CCC ATC CTC
Gaa: I H Y N Y M C N S S C M G G M N R R P I L
Oaa: T I I T L E D S S G N L L G R N S F E V R
Ont: ACC ATC ATC ACA CTG GAA GAC TCC AGT GGT AAT CTA CTG GGA CGG AAC AGC TTT GAG GTG CGT
Olb: 022 032 032 020 231 100 102 322 013 113 003 230 231 110 211 002 012 333 101 131 213
Glb: 022 032 032 020 231 100 102 322 013 113 003 230 231 110 211 002 012 333 101 131 213
Gnt: ACC ATC ATC ACA CTG GAA GAC TCC AGT GGT AAT CTA CTG GGA CGG AAC AGC TTT GAG GTG CGT
Gaa: T I I T L E D S S G N L L G R N S F E V R
Oaa: V C A C P G R D R R T E E E N L R K K G E
Ont: GTT TGT GCC TGT CCT GGG AGA GAC CGG CGC ACA GAG GAA GAG AAT CTC CGC AAG AAA GGG GAG
Olb: 133 313 122 313 223 111 010 102 211 212 020 101 100 101 003 232 212 001 000 111 101
Glb: 133 313 122 313 223 111 010 102 211 212 020 101 100 101 003 232 212 001 000 111 101
Gnt: GTT TGT GCC TGT CCT GGG AGA GAC CGG CGC ACA GAG GAA GAG AAT CTC CGC AAG AAA GGG GAG
Gaa: V C A C P G R D R R T E E E N L R K K G E
Oaa: P H H E L P P G S T K R A L P N N T S S S
Ont: CCT CAC CAC GAG CTG CCC CCA GGG AGC ACT AAG CGA GCA CTG CCC AAC AAC ACC AGC TCC TCT
Olb: 223 202 202 101 231 222 220 111 012 023 001 210 120 231 222 002 002 022 012 322 323
Glb: 223 202 202 101 231 222 220 111 012 023 001 210 120 231 222 002 002 022 012 322 323
Gnt: CCT CAC CAC GAG CTG CCC CCA GGG AGC ACT AAG CGA GCA CTG CCC AAC AAC ACC AGC TCC TCT
Gaa: P H H E L P P G S T K R A L P N N T S S S
Oaa: P Q P K K K P L D G E Y F T L Q D Q T S F
Ont: CCC CAG CCA AAG AAG AAA CCA CTG GAT GGA GAA TAT TTC ACC CTT CAG GAC CAG ACC AGC TTT
Olb: 222 201 220 001 001 000 220 231 103 110 100 303 332 022 233 201 102 201 022 012 333
Glb: 222 201 220 001 001 000 220 231 103 110 100 303 332 022 233 201 102 201 022 012 333
Gnt: CCC CAG CCA AAG AAG AAA CCA CTG GAT GGA GAA TAT TTC ACC CTT CAG GAC CAG ACC AGC TTT
Gaa: P Q P K K K P L D G E Y F T L Q D Q T S F
Oaa: Q K E N C
Ont: CAA AAA GAA AAT TGT
Olb: 200 000 100 003 313
Glb: 200 000 100 003 313
Gnt: CAA AAA GAA AAT TGT
Gaa: Q K E N C
Abbreviations: Oaa¼Original amino acid; Ont¼Original nucleotide; Olb¼Original labeling; Glb¼Generated labeling;
Gnt¼Generated nucleotide; Gaa¼Generated amino acid.
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The number of operations (NO) is given by NO¼ 96:n:jpðxÞj, where
96 come from the product of the number of nucleotides (4) by the
number of permutations (24); n is the sequence length, and jpðxÞj
is the corresponding number of primitive polynomials.
Tables 9–11 consist of two columns where we describe the
main characteristics associated with the error-correcting codes
which identiﬁed the DNA sequences. The ﬁrst column speciﬁes the
code class (Glinear); code parameters, (Galois ring extensions,
and labeling), primitive and generator polynomials. Due to space
limitations, the second column speciﬁes the corresponding codon
where the mismatched (SNP shown in red) has occurred, its
location and mutation type, and the class of amino acids.
Under the error-correcting codes point of view (ﬁrst column),
observe that:
(a) the same biological sequence may be identiﬁed by distinct
primitive and generator polynomials (p(x), g(x)), for instance,
the sequences 01, 05 and 06 in Table 9; the sequence 13 in
Table 10; and the sequences 18, 21 and 23 in Table 11. This is
equivalent to saying that these biological sequences belong to
different error-correcting codes;
(b) distinct biological sequences may be identiﬁed by just one
primitive polynomial p(x) and its corresponding generator poly-
nomial g(x), for instance, the sequences 01, 03, 05, 06 and 07; the
sequences 01 and 02; and the sequences 04 and 05 in Table 9;
the sequences 11 and 14 in Table 10; and the sequences 17 and
18 in Table 11. This means that all of these sequences can be
identiﬁed as codewords belonging to the same code, however
differing with respect to its input information sequence u.
Therefore, distinguishing among these sequences requires refer-
ring to the input information sequence;
(c) a biological sequence may be identiﬁed just by one primitive
polynomial and its corresponding generator polynomial how-
ever with different labelings, for instance, the sequences 11
and 14 in Table 10. This is equivalent to saying that such a
biological sequence has distinct geometric properties in addi-
tion to presenting linear and nonlinear characteristics, the
latter being prone to conservative biological properties;
(d) the identiﬁed sequences by the Z4linear code, labeling A are
classiﬁed as nonlinear sequences whereas the identiﬁed
sequences by the Z22linear code, labeling B, and by the Klein-
linear code, labeling C are classiﬁed as linear sequences, respec-
tively. This means that there exists a conservative property
(nonlinear sequence) attached to such sequences whereas the
remaining ones seem to be more ﬂexible (linear sequences).
Under the SNP point of view (second column), observe that:
(a) either a transition mutation (change of one purine/purine or
pyrimidine/pyrimidine) or transversion mutation (change of
one purine by a pyrimidine) may occur;
(b) either a silent mutation (the codon identiﬁes the same amino acid)
or missense mutation (the codon identiﬁes a different amino acid)
or nonsense mutation (the codon identiﬁes a stop codon, which
terminates the protein synthesis before it should) may occur;
(c) if we consider the classes of amino acids associated with the
polarity: nonpolar amino acids (Phe (F), Leu (L), Ile (I), Met (M), Val
(V), Pro (P), Ala (A) and Trp (W)), polar amino acids (Ser (S), Thr (T),
Glu (Q), Asp (N), Cys (C) and Gly (G)), basic amino acids (His (H),
Lys (K) and Arg (R)) and acid amino acids (Asp (D) and Glu (E));
As a consequence, the results may be described as follows:
 Classiﬁcation of DNA sequences as Glinear codes, where G
may be Z4, Z22, and Klein, and consequently as nonlinear cyclic
sequences or linear cyclic sequences;
 There are DNA sequences whose generator (primitive) poly-
nomials are the same. This means that all of these sequences
can be identiﬁed as codewords belonging to the same code,
however differing with respect to its input information
sequence u;
 Among all codes with a minimum distance dZ3, only certain
codes with d¼3 are capable of identifying the corresponding
DNA sequences. This fact implies that the degrees of the
primitive polynomials r and of the generator polynomial
ðnkÞ are equal. Any redundancy is associated with the degree
of either one of these polynomials. Hence, a low redundancy
implies a high-rate code as well as a high entropy (substantial
information ﬂow);
 In the present study, every DNA sequence identiﬁed as a
codeword of a Glinear code is related to a primitive/generator
polynomial and to a labeling, suggesting the existence of an
intrinsic geometric property associated with each DNA
sequence;
 What has been observed is that there is always a single
nucleotide difference between the original DNA sequence and
the codeword generated by a Glinear code. In the biological
context this mismatch is known as a SNP. Hence, one possible
interpretation is that either the codeword generated by a
Glinear code is an SNP with respect to the corresponding
original DNA sequence or the other way around;
 The transition mutations occurred in the sequences 9, 11, 13, 14,
16, 21, 22 and 23, the transversion mutations occurred in the
sequences 1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 14, 15, 18, 19, 20 and 24,
the missense mutations occurred in the sequences 1, 3, 4, 5, 9,
10, 11, 12, 14, 15, 17, 18, 19 and 20, the nonsense mutations
occurred in the sequences 7, 8, and 21, the silent mutations
occurred in the sequences 11, 13, 14, 21, 22 and 23;
 It is important to call attention to the fact that although the
sequences 11, 13, 14, 21, 22 and 23 show a silent mutation their
biological functionalities are not altered;
 Among the sequences with missense mutations, there are those
where the amino acid class was not altered by the mutation, for
instance sequences 04, 09, 14, 15, 17, 18 and 20 whereas there
are classes where the mutation did alter the amino acid;
 Sequence 13 shown in Tables 12 and 13 and sequence 23
shown in Tables 14 and 15 are examples of silent mutations.
Note that sequence 13 was identiﬁed by distinct labelings and
primitive/generator polynomials. Sequence 23 was identiﬁed
by distinct primitive/generator polynomials however with the
same labeling. In all cases considered the SNPs did not alter the
amino acids. Sequence 23 is one of the most important proteins
for it is known as the genome guardian. Its goal is, with high
reliability, to realize the errorless copy of DNA sequences which
otherwise may lead to tumorigenesis.
 To formulate the biological samples with an effective mathe-
matical expression that can truly reﬂect their intrinsic correla-
tion with the target to be studied is one of the most important
processions in bioinformatics. Actually, in computational pro-
teomics, the dipeptide composition (Feng et al., 2013b; Lin et
al., 2013a; Yuan et al., 2013; Feng et al., 2013c), tripeptide
composition (Ding et al., 2012), and k-tuple peptide composi-
tion (Lin et al., 2013b) have been used by many investigators to
represent protein sequences, however, their global or long-
range sequence-order information could still not be reﬂected.
To deal with this problem, the concept of pseudo amino acid
composition (Chou, 2001) was proposed. Since then, the
PseAAC approach has rapidly penetrated into many areas of
computational proteomics (see, e.g., Feng et al., 2013a;
Hajishariﬁ et al., 2014; Chen and Li, 2014; Esmaeili et al.,
2010; Mohabatkar et al., 2013; Lin and Ding, 2011; Nanni
et al., 2012) and a long list of references cited in a review
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(Chou, 2011). Owing to its wide usage, recently two powerful
software solutions, called “PseAAC-Builder” (Du et al., 2012)
and “propy” (Cao et al., 2013), were established for generating
various special pseudo-amino acid compositions. Stimulated by
the PseAAC approach (Chou, 2001; Hajishariﬁ et al., 2014; Chen
and Li, 2014; Esmaeili et al., 2010; Mohabatkar et al., 2013; Lin
and Ding, 2011; Nanni et al., 2012; Du et al., 2012; Cao et al.,
2013) in computational proteomics, a novel code vector, called
“pseudo dinucleotide composition” (PseDNC) (Chen et al.,
2012), was proposed to represent DNA sequence samples by
incorporating the global or long-range sequence-order effects
so as to improve the prediction quality in identifying recombi-
nation spots. Both PseAAC and PseDNA achieved very exciting
results and have played very important roles in relevant ﬁelds.
7. Conclusions
In this paper we established the mathematical structure and
fundamentals associated with the proposed model of an intra-
cellular transmission system of genetic information. The proposed
model is similar to a power and bandwidth efﬁcient digital
communication system known as a generalized concatenated
system. In addition to this, the proposed model has the lowest
complexity possible due to the inherent geometrically uniform
property. The establishment of the algebraic structure of the
corresponding codes alphabets, mappings, labelings, primitive
polynomials (p(x)) and code generator polynomials (g(x)) were
quite important in characterizing error-correcting codes sub-
classes of Glinear codes useful for the identiﬁcation, reproduc-
tion and mathematical classiﬁcation of DNA sequences. The
accuracy, the systematic approach and consistency of the tabu-
lated results through use of the proposed model are fully
described by the DNA sequence generation algorithm. The char-
acterization of this model may contribute to the development of a
methodology to be applied in the analysis of biosystems, in
biotechnology, mutational analysis and polymorphisms, produc-
tion of new drugs, genetic improvement, and so on.
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