This paper is concerned with inference about a function g that is identified by a conditional moment restriction involving instrumental variables. The paper presents the first test of the hypothesis that g belongs to a finite-dimensional parametric family against a nonparametric alternative. The test does not require nonparametric estimation of g and is not subject to the ill-posed inverse problem of nonparametric instrumental variables estimation. Under mild conditions, the test is consistent against any alternative model. Moreover, it has power exceeding the probability of rejecting a correct null hypothesis uniformly over a class of alternatives whose distance from the null hypothesis is O n , where is the sample size.
INTRODUCTION
Let Y be a scalar random variable, X and W be continuously distributed random scalars or vectors, and g be a function that is identified by the relation (1.1) .
In (1.1), Y is the dependent variable, X is a possibly endogenous explanatory variable, and W is an instrument for X . This paper presents, for the first time, a test of the null hypothesis that g in (1.1) belongs to a finite-dimensional parametric family against a nonparametric alternative hypothesis. Specifically, let be a compact subset of for some finite integer . The null hypothesis, H
g x G x θ = for some θ ∈Θ and almost every x , where is a known function. The alternative hypothesis, H G 1 , is that there is no θ ∈Θ such that (1.2) holds for almost every x . Under mild conditions, the test presented here is consistent against any alternative model. Moreover, in large samples the test has power exceeding the probability of rejecting a correct H 0 uniformly over a class of alternative models whose "distance" from H 0 is , where is the sample size.
There has been much recent interest in nonparametric estimation of g in (1.1). See, for example, Newey, Powell and Vella (1999) ; Newey and Powell (2003) ; Darolles, Florens, and Renault (2002) ; Blundell, Chen, and Kristensen, (2003); and Hall and Horowitz (2003) .
However, methods for testing a parametric model of g against a nonparametric alternative do not yet exist. This paper presents the first such test. In contrast, there is a large literature on testing a parametric model of a conditional mean or quantile function against a nonparametric alternative.
1
Testing is particularly important in (1.1) because it provides the only currently available form of inference about g that does not require g to be known up to a finite-dimensional parameter. Obtaining the asymptotic distribution of a nonparametric estimator of g is very difficult, and no existing estimator has a known asymptotic distribution. Nor is there a currently known method for obtaining a nonparametric confidence band for g . By contrast, the test statistic described in this paper has a relatively simple asymptotic distribution, and implementation of the test is not difficult.
The test developed here does not require nonparametric estimation of g and, therefore, is not affected by the ill-posed inverse problem of nonparametric instrumental variables estimation.
Consequently, the "precision" of the test is greater than that of any nonparametric estimator of g .
The rate of convergence in probability of a nonparametric estimator of g is always slower than and, depending on the details of the probability distribution of ( , (Hall and Horowitz 2003) . In contrast, the test described in this paper can detect a large class of nonparametric alternative models whose distance from the null-hypothesis model is . Nonparametric estimation and testing of conditional mean and median functions is another setting in which the rate of testing is faster than the fastest possible rate of estimation. See, for example, Guerre and Lavergne (2002) and Spokoiny (2001, 2002) .
Section 2 of this paper presents the test for the special case in which X and W are scalars. The extension to multivariate X and W is in Section 3. Section 4 presents the results of a Monte Carlo investigation of the finite-sample performance of the test, and Section 5 presents an illustrative application of the test to real data. The proofs of theorems are in the appendix.
THE TEST WHEN X AND W ARE SCALARS
The assumption that X and W are scalars enables the main ideas of this paper to be presented with a minimum of notational and technical complexity. Rewrite (1.1) as
. Assume that the support of ( ) U Y g X = − ( , ) X W is contained within the unit square.
This assumption can always be satisfied by carrying out a monotone transformation of ( , ) X W .
The data, { , are an independent random sample of ( . , , :
The Test Statistic
To develop the test statistic, let XW f denote the probability density function of ( , ) X W .
Define the operator T on by
where ν is any square integrable function and 
That is, for a kernel function and bandwidth K h
Let ˆn
θ be an estimator of θ that is consistent under H 0 . Then the sample analog of
The test statistic is (2.5) .
H is rejected if n τ is large.
Regularity Conditions
This section states the assumptions that are used to obtain the asymptotic properties of n τ under the null and alternative hypotheses. The following additional notation is used. Let 
uniformly over t . Define The remainder of this section describes how to obtain the estimated eigenvalues {ˆ} j ω .
For this purpose, it is assumed that ˆn θ satisfies the estimating equation
where for some known function whose components are linearly independent. For example, W might be a vector whose components are powers of W . By an application of the delta method,
Define to be the integral operator whose kernel is V z . The Ω 
To obtain an accurate numerical approximation to the ˆj
denote the diagonal matrix whose ( element is U , and W denote the matrix . Finally, define the matrix
is the identity matrix. Then
The computation of the ˆj ω 's can now be reduced to finding the eigenvalues of a finitedimensional matrix. To this end, let { : 
The eigenvalues of are approximated by those of the
Consistency of the Test against a Fixed Alternative Model
In this section, it is assumed that H 0 is false. That is, there is no θ ∈Θ such that Because T is nonsingular, the n τ test is consistent against any alternative that differs
θ on a set of x values whose Lebesgue measure exceeds zero.
Asymptotic Distribution under Local Alternatives
This section obtains the asymptotic distribution of n τ under the sequence of local alternative hypotheses
where is a bounded function on [ and
Under this sequence of local alternatives, the data are generated by the model
The following additional notation is used to state the result. Let { : 1, 2,...
Let { denote independent random variables that are distributed as non-central chi-square with one degree of freedom and non-central parameters { ε > and all sufficiently large n ,
Uniform Consistency
This section shows that for any 0 ε > , the n τ test rejects 0
H with probability exceeding
uniformly over a class of alternative models whose distance from the null hypothesis is . The following additional notation is used. Let 1/ 2 ) g θ be the probability limit of ˆn θ under the hypothesis (not necessarily true) that ( ) ( ) , g x G x θ = for some θ ∈ Θ and a given function G .
For each and define as a set of functions
, for all and some
is a set of functions whose distance from → ∞ nc F 0 H shrinks to zero at the rate . That is, F includes functions such that
Condition (v) rules out alternatives that depend on x only through sequences of eigenvectors of whose eigenvalues converge to 0 too rapidly. For example, let T { , : Suppose that The data, { , are a simple random sample of ( . , , 1,...,
The Test Statistic
To form the test statistic, let denote the probability density function of ( For each define the operator T on 
To form the analog, let denote a leave-observation-i-out kernel estimator of .
That is, for V X and a kernel function of a
where is the bandwidth. Let hˆn θ be an estimator of θ . The sample analog of 
Regularity Conditions
This section states the assumptions that are used to obtain the asymptotic properties of 
Asymptotic Distribution under the Null Hypothesis
The asymptotic distributional properties of are similar to those of . To state the To obtain an approximate critical value for the Mn τ test, define the pseudo-true model 
be the estimator of Mj ω under sampling from (3.8) that is described below.
Then the approximate critical value of n τ , ˆM z εα , is the 1 α − quantile of the distribution of 
where { is a sequence of possibly stochastic c θ θ × weight matrices converging in probability to a non-stochastic limit matrix . Define the A c θ × matrix and the
Therefore,
. 
Consistency against a Fixed Alternative Model
Suppose that H 0 is false, meaning that there is no θ ∈ Θ such that ( , ) z θ on a set of ( , )
x z values whose Lebesgue measure exceeds zero.
Asymptotic Distribution under Local Alternatives
This denote the estimated approximate α -level critical value pf Mn τ . Then it follows from Theorems 7 and 9 that for any 0
Uniform Consistency
The multivariate version of is denoted 
( ) ( , , , ) The proofs are identical to the proofs of Theorems 1-5 after replacing quantities for model (2.1) with the analogous quantities for model (3.1). Q.E.D. 
