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Abstract—Minimum-Storage Regenerating (MSR) codes have emerged as a viable alternative to Reed-Solomon (RS) codes as they
minimize the repair bandwidth while they are still optimal in terms of reliability and storage overhead. Although several MSR
constructions exist, so far they have not been practically implemented mainly due to the big number of I/O operations. In this paper, we
analyze high-rate MDS codes that are simultaneously optimized in terms of storage, reliability, I/O operations, and repair-bandwidth for
single and multiple failures of the systematic nodes. The codes were recently introduced in [1] without any specific name. Due to the
resemblance between the hashtag sign # and the procedure of the code construction, we call them in this paper HashTag Erasure
Codes (HTECs). HTECs provide the lowest data-read and data-transfer, and thus the lowest repair time for an arbitrary
sub-packetization level α, where α ≤ rdk/re, among all existing MDS codes for distributed storage including MSR codes. The repair
process is linear and highly parallel. Additionally, we show that HTECs are the first high-rate MDS codes that reduce the repair
bandwidth for more than one failure. Practical implementations of HTECs in Hadoop release 3.0.0-alpha2 demonstrate their great
potentials.
Index Terms—Distributed storage, MDS erasure codes, regenerating codes, small sub-packetization level, access-optimal, I/O
operations, single and multiple failures, Hadoop.
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1 INTRODUCTION
E RASURE coding has become a viable alternative to repli-cation as it provides the same level of reliability with
significantly less storage overhead [2]. When replication is
used, the data is available as long as at least one copy still
exists. The storage overhead of storing one extra replica
is 100%, while it is 200% for 2 replicas, and so forth.
Therefore, replication is not suitable for large-scale storage
systems. Its high storage overhead implies a high hardware
cost (disk drives and associated equipment) as well as a
high operational cost that includes building space, power,
cooling, maintenance, etc.
Compared to replication, traditional erasure coding re-
duces the storage overhead but at a higher repair cost that
is expressed through a high repair bandwidth (the amount
of data transferred during the repair process), excessive
input and output operations (I/Os), and expensive com-
putations. Practical implementations of erasure coding in
distributed storage systems such as Google File System
(GFS) [3] and Hadoop Distributed File System (HDFS) [4]
require Maximum Distance Separable (MDS), high-rate, and
repair-efficient codes. Two primary metrics that determine
the repair efficiency of a code are the amount of accessed
data (data-read) from the non-failed nodes and the amount
of transferred data (repair bandwidth). We are interested in
codes where these two metrics are minimized and equal at the
same time because they are directly linked with the number
of I/Os. The number of I/Os is an important parameter
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in storage systems especially for applications that serve
a large number of user requests or perform data inten-
sive computations where I/Os are becoming the primary
bottleneck. There are two types of I/Os: sequential and
random operations. Sequential operations access locations on
the storage device in a contiguous manner, while random
operations access locations in a non-contiguous manner.
Reed-Solomon (RS) codes [5] are a well-known repre-
sentative of traditional MDS codes. Under a (n, k) RS code,
a file of M symbols is stored across n nodes with equal
capacity of Mk symbols. The missing/unavailable data from
one node can be recovered from any k out of n nodes. Thus,
a transfer of k× Mk =M symbols (the whole file) is needed
in order to repair 1k -th of the file. A (n, k) RS code tolerates
up to r = n−k failures without any permanent data-loss. In
general, the repair bandwidth and the number of I/Os are k
times higher with a (n, k) RS code than with replication. The
entire data from k nodes has to be read during the recovery
process with a RS code, hence the reads are sequential.
A powerful class of erasure codes that optimizes for
repair bandwidth and storage costs has been proposed in
[6]. Minimum Bandwidth Regenerating (MBR) codes are
optimal in terms of the repair bandwidth, while Minimum
Storage Regenerating (MSR) codes are optimal in terms of
the storage. MSR codes possess all properties of MDS codes
in addition to providing minimum repair bandwidth. The
repair bandwidth for a single failure for a (n, k) MSR code
is lower bounded by [6]:
γminMSR ≤
M
k
n− 1
n− k . (1)
The length of the vector of symbols that a node stores in a
single instance of the code determines the sub-packetization
level α. The data from a failed node is recovered by trans-
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2ferring β symbols, where β < α, from each of d non-failed
nodes called helpers. Thus, the repair bandwidth γ is equal to
dβ, where α ≤ dβ  M . The repair bandwidth for a single
failure is minimized when a fraction of 1/r-th of the stored
data in all d = n − 1 helpers is accessed and transferred,
as it is shown in Eq. (1). MDS codes that achieve the
minimum repair bandwidth are called access-optimal codes.
However, the access operations are in a non-contiguous
manner, meaning that the number of I/Os for MSR codes
can be several orders of magnitude greater compared to the
number of I/Os for RS codes.
MSR codes optimize the repair bandwidth only for a
single failure. Although single failures are dominant [7],
multiple failures are often correlated and co-occurring in
practice [8], [9]. We believe that it is crucial to have MDS
erasure codes that provide low repair bandwidth and low
number of I/Os for any combination of n, k, and α when
recovering from a single and multiple failures in order
to have a generally accepted practical implementation of
erasure codes for distributed storage systems.
1.1 Our Contribution
In this paper, we study both theoretical and practical as-
pects of the explicit construction of general sub-packetized
erasure codes that was recently introduced in [1]. Since the
codes upon their definition were presented without any
specific name, we call them here HashTag Erasure Codes
(HTECs).
The first contribution of this paper is that it provides
many concrete instances of HTECs. HTEC construction is
an explicit construction of MDS codes for an arbitrary sub-
packetization level α. We show that the bandwidth savings
for a single failure with HTECs can be up to 60% and 30%
compared to RS [5] and Piggyback codes [10], respectively.
We also show that even for double failures, the codes
still achieve bandwidth savings of 20% compared to RS
codes. The code construction is general and works for any
combination of n, k, and α even when r is not a divisor
of k. HTECs are access-optimal codes for α = rdk/re, i.e.
they achieve the MSR point on the optimal trade-off curve
between the storage and the repair bandwidth shown in
Fig. 1. For all other values of α that are less than rdk/re,
HTECs achieve all points that lie from the MSR point to the
conventional erasure code (EC) point on the curve in Fig. 1.
The second contribution is that we elaborate the cor-
relation between the repair bandwidth, the I/Os, and the
repair time in terms of α. While large values of α guarantee
low average repair bandwidth, they inevitably increase the
number of I/Os (in particular the number of random access
operations) that has an impact on the repair time, the
throughput, the CPU utilization, and the data availability.
Hadoop measurements show that HTECs can be of a great
practical importance in distributed storage systems as they
provide the system designer with greater flexibility in terms
of selecting various code parameters such as the rate of
the code, the size of the blocks and splits of the files, and
various values of α in order to fine tune and minimize the
overall repair time. We show that all k systematic nodes
are clustered in subsets of r nodes (with the exception of
the last subset that can have less than r nodes). Then, we
Fig. 1. Regenerating codes (MSR and MBR) offer performance im-
provement compared to conventional erasure coding (EC). We propose
explicit constructions of MDS codes that lie on the curve from the MSR
point, including it, to the EC point.
prove that there is one subset that can be repaired with n−1
sequential reads. Further on, for all other subsets of r nodes
the discontiguity increases sequentially.
Our third contribution is a deeper scrutiny of the repair
process with HTECs. In general, the repair process for a
single failure is linear and highly parallel. This means a set
of dα/re symbols is independently repaired first and used
along with the accessed data from other nodes to repair
the remaining symbols of the failed node. We show that
HTECs have one extra beneficial feature compared to RS
codes: the amount of accessed and transferred data when
multiple failures occur is less than RS codes. To the best
of the authors’ knowledge, HTECs are the first codes in
the literature that offer bandwidth savings when recovering
from multiple failures for any code parameters including
the high-rate regime.
1.2 Paper Outline
The rest of the paper is organized as follows. Section 2
reviews the state-of-the-art for MDS erasure codes for dis-
tributed storage. Section 3 provides the mathematical pre-
liminaries and properties of HTECs. HTECs examples are
presented in Section 4. An algorithm for I/O optimization
is presented in Section 5. Hadoop measurements and per-
formance comparisons between HTECs and representative
codes from the literature are given in Section 6. Section 7
discusses open issues, and Section 8 concludes the paper.
2 RELATED WORKS
There has been a considerable amount of work in the area
of erasure codes for distributed storage. We only review the
most relevant literature about exact repair codes where the
reconstructed data is exactly the same as the lost data be-
cause HTECs belong to the class of exact repair codes. Table
1 compares a selection of codes with respect to the MDS
property, the supported parameters, the sub-packetization
level, and the number of failures they are optimized for.
In [20], high-rate (n, k = n − 2, d = n − 1) MSR
codes using Hadamard designs for optimal repair of both
systematic and parity nodes were constructed. The work
also presented a general construction for optimal repair
only of the systematic nodes for α of rk. Codes for optimal
systematic-repair for the same α appeared in [21] and [22].
3TABLE 1
Comparison of Explicit MDS Code Constructions
Code construction MDS k, r parameters Sub-packetization level Optimized for t failures
High-rate MSR [11] Y r = k/m,m ≥ 1 r kr t = 1
MSR over small fields [12] Y r = 2, 3 r
k
r t = 1
Product-Matrix MSR [13] Y r ≥ k − 1 r t = 1
Piggyback 1 [10] Y All 2m, m ≥ 1 t = 1
Piggyback 2 [10] Y r ≥ 3 (2r − 3)m, m ≥ 1 t = 1
Rotated RS [14] Y r ∈ {2, 3}, k ≤ 36 2 t = 1
EVENODD, RDP [15], [16] Y r = 2 k t = 1
MSCR [17] Y r = k r 2 ≤ t ≤ r
CORE [18] Y r = k r 1 ≤ t ≤ r
New Piggyback [19] Y r  k r t = 1
HashTag Erasure Codes (HTEC) Y All 2 ≤ α ≤ rdk/re 1 ≤ t ≤ r
The work was subsequently extended in [23] to include
repair of the parity nodes.
Furthermore, the work in [24] showed that the required
α for construction of access-optimal MSR codes is r
k
r . Few
code constructions for optimal systematic-repair for α = r
k
r
followed in the literature. In [25], Cadambe et al. proposed
a high-rate MSR construction that is not explicit and re-
quires a large field size. Later, an alternate construction
of access-optimal MSR codes for α = rm, where m = kr ,
was presented in [11]. An essential condition for the code
construction in [11] is that m has to be an integer m ≥ 1,
where k is set to rm and α to rm. Explicit access-optimal
systematic-repair MSR codes over small finite fields for
α ≥ r kr were presented in [12]. However, these codes exist
only for r = 2, 3.
Although the aforementioned constructions achieve the
lower bound of the repair bandwidth for a single failure,
they have not been practically implemented in real-world
distributed storage systems. There are at least two reasons
for that: either MSR codes require encoding/decoding op-
erations over an exponentially growing finite field or α in-
creases exponentially. Practical implementations of erasure
coding [7], [26] showed that a good erasure code has to pro-
vide a satisfactory tradeoff between the system-level metrics
such as storage overhead, reliability, repair bandwidth, and
I/Os. One way to achieve a satisfactory system tradeoff is
to work with small sub-packetization levels.
Piggyback codes [10] are a good example of practical
MDS codes with small α. The basic idea of the piggyback
framework is to take multiple instances of an existing code
and add carefully designed functions of the data from
one instance to another. Piggyback codes have better re-
pair bandwidth performance than Rotated-RS [14], EVEN-
ODD [15], and RDP codes [16]. Rotated-RS codes exist for
r ∈ {2, 3} and k ≤ 36, while EVENODD and RDP exist only
for r = 2. The idea of the piggyback framework has been
adopted in several works [1], [7], [19], [27]. In [7], Rashmi
et al. reported bandwidth savings of 35% for a (14, 10) code
with α = 2 when repairing a systematic node compared
to a (14, 10) RS code. A (14, 10) HTEC [1], studied also in
this paper, offers bandwidth savings of 41% for α = 2, and
the bandwidth savings can go up to 67.5% for α equal to
rdk/re = 64. A flexible code construction such as the one in
[1] has not been presented in [11], [19], [24], [25], [27]. A new
piggyback design that achieves a repair bandwidth of
√
2r−1
r
for a systematic node repair was recently presented in [19].
The limitation of the new piggyback design is that α is
equal to r and r  k. Yang et al. [27] applied piggybacking
to optimize the repair of parity nodes while retaining the
optimal repair bandwidth for systematic nodes.
Another way to improve the system performance is I/O
optimization while still keeping the storage and bandwidth
optimality. An algorithm that transforms Product-Matrix-
MSR codes [13] into I/O optimal codes (termed PM-RBT
codes) was presented in [28]. However, PM-RBT codes exist
only for the low-rate regime, i.e. r ≥ k − 1.
All MDS erasure codes discussed previously optimize
the repair of a single node failure. A cooperative recovery
mechanism in the minimum-storage regime for repairing
from multiple failures was proposed in [29], [30]. Minimum
Storage Collaborative Regenerating (MSCR) codes minimize
the repair bandwidth while still keeping the MDS property
by allowing new nodes to download data from the non-
failed nodes and the new nodes to exchange data among
themselves. The repair bandwidth for MSCR codes under
functional repair was independently derived in [29] and
[31]. The authors in [32] showed that it is possible to con-
struct exact MSCR codes for optimal repair of two failures
directly from existing exact MSR codes. MSCR codes that
cooperatively repair any number of systematic nodes, parity
nodes, or a combination of one systematic and one parity
node were presented in [17]. However, their code rate is
low (n = 2k). A study about the practical aspects of codes
for the same rate (n = 2k) in a system called CORE that
supports multiple failures can be found in [18]. There is no
explicit construction of high-rate MDS codes for exact repair
from multiple failures at the time of writing of this paper.
3 MATHEMATICAL PRELIMINARIES
We consider systematic coding where k nodes store the
original data without encoding it. We refer to these k nodes
as systematic nodes and the remaining r = n − k nodes
are called parity nodes. Additionally, the codes are MDS. A
4(n, k) MDS code is optimal in terms of the storage-reliability
tradeoff because it offers maximum fault tolerance of up to r
arbitrary failures for the added storage overhead of r nodes.
Dimakis et al. introduced the repair bandwidth as a
new metric for repair efficiency of erasure codes [6]. MDS
codes that achieve the lower bound of the repair bandwidth
given in (1) are optimal with respect to the storage-bandwidth
tradeoff. MSR codes are optimal with respect to both storage-
reliability and storage-bandwidth tradeoffs. The following
table summarizes the notation used in this paper.
n Total number of nodes
k Number of systematic nodes
r Number of parity nodes
d Number of non-failed nodes (helpers)
t Number of failed nodes (failures), 1 ≤ t ≤ r
dj The j-th systematic node, 1 ≤ j ≤ k
pl The l-th parity node, 1 ≤ l ≤ r
ai,j The i-th element of the j-th systematic node, 1 ≤ i ≤ α
and 1 ≤ j ≤ k
pi,l The i-th element of the l-th parity node, 1 ≤ i ≤ α and
1 ≤ l ≤ r
Fq Finite field of size q
q Size q of a finite field
cl,i,j Non-zero coefficient from a finite field, 1 ≤ l ≤ r, 1 ≤
i ≤ α and 1 ≤ j ≤ k
M Size of the original data
α Sub-packetization level
β Amount of transferred data from a node
γ Total amount of accessed and transferred data per node
repair
We have already presented some general properties of
RS and MSR codes in Section 1. We illustrate them via ex-
amples in the next two Subsections where we also motivate
for the need of HTECs.
3.1 An Example with Reed-Solomon Codes
Let us consider the following example with a RS code for
k = 6 and r = 3. The storage overhead is 50% and the code
can recover from up to 3 failures. Fig. 2a depicts the storage
of a file of 54MB across 9 nodes where each node stores 9MB.
It also illustrates the reconstruction of the node d1 from
the nodes d2, . . . , d6 and p1. In order to reconstruct 9MB of
unavailable data, 6×9MB=54MB are read from 6 nodes and
transferred across the network to the node performing the
decoding computations. The same amount of data (54MB) is
needed to repair from 1, 2, and 3 node failures. The number
of random reads for this example is 6 since data is read in a
contiguous manner from 6 different locations.
3.2 Two Examples with HashTag Erasure Codes
First we illustrate the performance improvement with an
(9, 6) access-optimal HTEC for α = 9 and d = 8 compared
to a (9, 6) RS code. The bandwidth to repair any systematic
node is reduced by 55.6% compared to a (9, 6) RS code.
The reconstruction of node d1 is illustrated in Fig. 2b. In
order to reconstruct the data from d1, 1/3-rd of the stored
data from all 8 helpers is accessed and transferred, hence
the repair bandwidth is only 24MB compared to 54MB with
RS. HTECs achieve the minimum repair bandwidth given
in Eq. (1) when α = 9. However, contacting 8 nodes when
recovering from a single failure increases the number of seek
operations and random I/Os.
A smaller value of α reduces the number of ran-
dom I/Os. The repair of d1 presented in Fig. 2c is for
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Fig. 2. Amount of accessed and transferred data for repair of the sys-
tematic node d1 for a (9,6) RS code, an (9, 6) access-optimal HTEC
for α = 9, and a (9, 6) HTEC for α = 6. The systematic nodes are
represented in red and the parity nodes in blue.
α = 6. Namely, 3MB are accessed and transferred from
d2, d3, d6, p1, p2, and p3, while 4.5MB from d4 and d5. Thus,
the repair bandwidth for d1 is 27MB. The same amount of
data is needed to repair d3, d4, and d6, while 30MB of data is
needed to repair d2 and d5. The average repair bandwidth,
defined as the ratio of the total repair bandwidth to repair
all systematic nodes to the file size, for the systematic nodes
is 28MB. Implementing an erasure code for α = 6 is simpler
than an erasure code for α = 9, and it still provides
bandwidth savings compared to 54MB with RS while it is
slightly more than 24MB with the MSR code for α = 9. The
big savings that come from the bandwidth reduction are
evident when storing petabytes of data.
3.3 Definition of HashTag Erasure Codes
Consider a file of size M = kα symbols from a finite field
Fq stored in k systematic nodes dj of capacity α symbols.
The general algorithm introduced in [1] offers a rich design
space for constructing HTECs for various combinations of k
systematic nodes, r parity nodes (the total number of nodes
is n = k + r), and sub-packetization levels α.
As a general notation we say that a systematic node
dj , where 1 ≤ j ≤ k, consists of an indexed set of α
symbols {a1,j , a2,j , . . . , aα,j}. The set N = {d1, . . . , dk} of k
systematic nodes is partitioned in dk/re disjunctive subsets
J1, J2, . . . , Jdk/re where |Jν | = r (if r does not divide k then
Jdk/re has k mod r elements) and N = ∪dk/reν=1 Jν . In general,
the partitioning can be any random permutation of k nodes.
Without loss of generality we use the natural ordering as
follows: J1 = {d1, . . . , dr}, J2 = {dr+1, . . . , d2r}, . . . ,
Jdk/re = {dbk/rc×r+1, . . . , dk}.
 d1      d2        …             dk           p1       …                pr 
a
α, 1 
! !J1 
k systematic nodes 
! !Jk/r 
…! …!
r parity nodes 
a2, 1 
a1, 1 
…
!
a
α, 2 
a2, 2 
a1, 2 
…
!
a
α, k 
a2, k 
a1, k 
…
!
p
α, 1 
p2, 1 
p1, 1 
…
!
p
α, r 
p2, r 
p1, r 
…
!
The basic idea for generating the linear dependencies for
the parity nodes pl, l = 1, . . . , r, can be described as setting
5up r grids where the pair of indexes (i, j) of the symbols
ai,j of each systematic node (struck through with red lines)
are represented as columns in a grid (resemblance to the
vertical lines in the hashtag sign # in the expression for
Pi), and where the linear dependencies for the symbols
pi,l, i = 1, . . . , α and l = 1, . . . , r, of the parity nodes are
obtained as linear combinations from the elements which
indexes are represented in the rows of the grid (resemblance
to the horizontal lines in #). Consequently, the name HashTag
Erasure Codes (HTECs) comes from the resemblance between
the code construction and the hashtag sign #.
In other words, the basic data structure component for
construction of HTECs is an index array P = ((i, j))α×k of
size α×k, where α ≤ rdk/re. The index arrays are generated
by Alg. 1, Alg. 2, and Alg. 3. Alg. 1 is a high level algorithm,
while Alg. 2 is a detailed algorithm that calls Alg. 3 for
splitting the symbols following defined conditions. In the
initialization phase of Step 1 in Alg. 2, r index arrays are
constructed as follows:
(1, 1) (1, 2) . . . (1, k)
(2, 1) (2, 2) . . . (2, k)
...
...
. . .
...
(α, 1) (α, 2) . . . (α, k)

Pi =
In Step 2, additional dk/re columns with pairs (0, 0) are
added to P2, . . . , Pr as:
d kr e︷ ︸︸ ︷
Pi =

(1, 1) (1, 2) . . . (1, k) (0, 0) . . . (0, 0)
(2, 1) (2, 2) . . . (2, k) (0, 0) . . . (0, 0)
...
...
. . .
...
(α, 1) (α, 2) . . . (α, k) (0, 0) . . . (0, 0)
 .
In the next steps of Alg. 2, the zero pairs are replaced
with concrete (i, j) pairs so that the repair bandwidth is
minimized for a given sub-packetization level α. The set
of all symbols in dj is partitioned in disjunctive subsets
where at least one subset has portion = dα/re number of
elements. The values of α and k determine two phases
of the algorithm. The first phase starts with a granulation
level parameter called run that is initialized to dα/re and
a parameter called step initialized to 0. These parameters
affect how the i indexes of the elements in the systematic
nodes are scheduled. The set of indexes D = {1, . . . , α},
where the i−th index of ai,j from dj is represented by i inD,
is partitioned in r disjunctive subsets D = ∪rρ=1Dρ,dj where
each subset has portion elements. If the elements in the sub-
sets of the partition for node dj , Ddj = {D1,dj , . . . , Dr,dj},
are taken in runs of run consecutive elements with distance
equal to step, then the partition is called a valid partition.
For the subsequent (k + ν)-th column in P2, . . . , Pr , where
ν ∈ {1, . . . , dk/re}, the scheduling of the indexes corre-
sponding to the elements from the nodes in Jν is done in
subsets of indexes from a valid partition that is an output of
Alg. 3. If r divides α, then the valid partition for all nodes in
Jν is equal. If r does not divide α, then the valid partition has
to contain at least one subset Dρ,dj with portion elements
that correspond to the row indexes in the (k+ ν)-th column
in one of the arrays P2, . . . , Pr that are all zero pairs.
Example 1. Let us take a (9, 6) code for α = 9. The
systematic nodes are split into two subsets, J1 = {d1, d2, d3}
and J2 = {d4, d5, d6} as presented in Fig. 3. The set of the
elements corresponding to the i indexes of ai,1 from d1 is
represented as D = {1, 2, . . . , 9}. Since portion = d9/3e = 3,
then D is divided into subsets of 3 elements. Following Alg.
2, run = 3 and step = 0 for all nodes in J1. Additionally,
r = 3 divides α = 9, thus, Dd1 = Dd2 = Dd3 . The valid
partition Dd1 that is an output from Alg. 3 is obtained as
follows:
!!!!!! ! !!!!!!! !! !! !! !! !! !! 
!!!
! ! !! !! ! ! !! !! ! ! !!! !! !!! 
{{{1,2,3}, {4,5,6}, {7,8,9}}
run = 3 
step = 0 
after Phase 1
elements that are taken in runs of 3 
Take portion=3 elements in runs of run=3 consecutive 
 elements with distance step=0, then take a next subset of  
3 elements until all elements are split into subsets 
When calculating the valid partition for the nodes in J2, the
same steps are performed but for run = 1 and step = 2.
Consequently, the valid partition Dd4 that is equal to Dd5
and Dd6 is generated as follows:
!!!!! ! !!! !! !!!! !! !!!! !! !! 
!!!
! ! !! !! ! ! !! !! ! ! !!! !! !!! 
{{{1,2,3}, {4,5,6}, {7,8,9}}
run = 1 
step = 2 
after Phase 1 
elements that are taken in runs 
      Take portion=3 elements in runs of run=1 consecutive  
element with distance step=2, then take a next subset  
of 3 elements until all elements are split into subsets 
 
The presented explanation so far corresponds to Steps 1-
13 from Alg. 2. In Steps 14 and 15, the zero pairs in the
index arrays Pi (i.e. P2 and P3) are filled using the so far
produced information about ValidPartitions. The first 3 zero
pairs in the 7-th column of P2 with 0 distance between them
are at the positions (1, 7), (2, 7) and (3, 7), thus, we choose
the subset {1, 2, 3} out ofDd1 to beDρ,d1 . The indexes of the
elements of d1 with i indexes that are not elements of Dρ,d1
(represented in red color in Fig. 3) are scheduled in the 1-st,
2-nd, and 3-rd row and 7-th column of P2 and P3. Similarly,
we perform the same steps for all systematic nodes, and
the corresponding Dρ,dj , where j = 1, . . . , 6, are given as
subsets ofD1 in Table 2. The final scheduling of the elements
is presented in Fig. 3. A more detailed explanation for a
(9, 6) code for α = 6 can be found in Section 4.1. 
In the first phase, the (i, j) pairs that replace the (0, 0)
pairs are chosen such that both Condition 1 and Condition
2 are satisfied. The granulation level run decreases by a
factor r with every round. Once run becomes equal to 1 and
there are still (0, 0) pairs that have to get some (i, j) values
from the unscheduled elements in the systematic nodes, the
second phase starts where the remaining indexes are chosen
such that only Condition 2 is satisfied.
• Condition 1: At least one subset Dρ,dj has portion =
dα/re elements with runs of run consecutive ele-
ments separated with a distance between the indexes
equal to step. The elements of that subset correspond
to the row indexes in the (k + ν)-th column, where
ν = 1, . . . , dk/re, in one of the arrays P2, . . . , Pr that
are all zero pairs. The distance between two elements
in one node is computed in a cyclical manner such
6that the distance between the elements aα−1 and a2
is 2.
• Condition 2: A necessary condition for the valid par-
tition to achieve the lowest possible repair band-
width is Ddj1 = Ddj2 for all dj1 and dj2 in Jν
and Dρ,dj1 6= Dρ,dj2 for all dj1 and dj2 systematic
nodes in the system. If portion = dα/re divides
α, then Dρ,dj for all dj in Jν are disjunctive, i.e.
D = ∪rj=1Dρ,dj = {1, . . . , α}.
Algorithm 1 High level description of an algorithm for
generating HTEC for an arbitrary sub-packetization level
Input: n, k, α;
Output: Index arrays P1, . . . , Pr .
1: Initialization: P1, . . . , Pr are initialized as index arrays P =
((i, j))α×k;
2: Append dk/re columns to P2, . . . , Pr all initialized to (0, 0);
3: # Phase 1
4: Set the granulation level run← dα/re;
5: repeat
6: Replace (0, 0) pairs with indexes (i, j) such that both
Condition 1 and Condition 2 are satisfied;
7: Decrease the granulation level run by a factor r;
8: until The granulation level run > 1
9: # Phase 2
10: If there are still (0, 0) and unscheduled elements from the
systematic nodes, choose (i, j) such that only Condition 2
is satisfied;
11: Return the index arrays P1, . . . , Pr .
We illustrate the importance of Condition 1 and Condition
2 by revisiting the example with the (9, 6) for α = 9.
Example 1. (cont.) We analyze three different partitions
D1, D2, and D3, given in Table 2, that present the subsets
for both J1 and J2. The partition D1 is a valid partition
since both Condition 1 and Condition 2 are satisfied. The
partition D2 complies only with Condition 2 since none of
the subsets in {{1, 2, 3}, {4, 5, 6}, {7, 8, 9}} for the nodes
in J1 is equal to the subsets {{1, 5, 9}, {2, 6, 7}, {3, 4, 8}}
for the nodes in J2, but it is not obtained by using regu-
lar run and step values generated by Alg. 2. Finally, the
partition D3 does not comply neither to Condition 1 nor
Condition 2 since there are no regular run and step, and
the same subset {7, 8, 9} is present for the nodes from
both J1 and J2, i.e. in {{1, 2, 3}, {4, 5, 6}, {7, 8, 9}} and in
{{1, 3, 5}, {2, 4, 6}, {7, 8, 9}}. As a consequence the average
repair bandwidth of the code produced with partition D1
is 2.67 which is the lowest (and equal to the bandwidth in
Eq. 1) compared to the repair bandwidths for a (9, 6) code
produced with partitions D2 and D3.
Once the index arrays P1, . . . , Pr are determined, the
symbols pi,l in the parity nodes, 1 ≤ i ≤ α and 1 ≤ l ≤ r,
are generated as a combination of the elements aj1,j2 where
the pair (j1, j2) is in the i-th row of the index array Pl, i.e.
pi,l =
∑
cl,i,jaj1,j2 . (2)
The linear relations have to guarantee a MDS code, i.e. to
guarantee that the entire information can be recovered from
any k (systematic or parity) nodes.
Kamath et al. in [33] defined codes with locality as vector
codes. Note that HTECs can be defined as vector codes as it
is done in [34].
Algorithm 2 Algorithm to generate the index arrays
Input: n, k, α;
Output: Index arrays P1, . . . , Pr .
1: Initialization: P1, . . . , Pr are initialized as index arrays P =
((i, j))α×k;
2: Append dk/re columns to P2, . . . , Pr all initialized to (0, 0);
3: Set portion← dα/re;
4: Set V alidPartitions← ∅;
5: Set j ← 0;
6: # Phase 1
7: repeat
8: Set j ← j + 1;
9: Set ν ← dj/re;
10: Set run← dα/rνe;
11: Set step← dα/re − run;
12: Ddj = V alidPartitioning(V alidPartitions, k, r,
portion, run, step, Jν);
13: Set V alidPartitions = V alidPartitions ∪ Ddj ;
14: Determine one Dρ,dj ∈ Ddj such that its elements corre-
spond to row indexes in the (k + ν)-th column in one of
the arrays P2, . . . , Pr , that are all zero pairs (0, 0);
15: The indexes in Dρ,dj are the row positions where the
pairs (i, j) with indexes i ∈ D \Dρ,dj are assigned in the
(k + ν)-th column of P2, . . . , Pr ;
16: until (run > 1) AND (j 6= 0 mod r)
17: # Phase 2
18: while j < k do
19: Set j ← j + 1;
20: Set ν ← dj/re;
21: Set run← 0;
22: Ddj = V alidPartitioning(V alidPartitions, k, r,
portion, run, step, Jν);
23: Set V alidPartitions = V alidPartitions ∪ Ddj ;
24: Determine one Dρ,dj ∈ Ddj such that its elements corre-
spond to row indexes in the (k + ν)-th column in one of
the arrays P2, . . . , Pr , that are all zero pairs (0, 0);
25: The indexes in Dρ,dj are the row positions where the
pairs (i, j) with indexes i ∈ D \Dρ,dj are assigned in the
(k + ν)-th column of P2, . . . , Pr ;
26: end while
27: Return P1, . . . , Pr .
Algorithm 3 V alidPartitioning
Input:V alidPartitions, k, r, portion, run, step, Jν ;
Output: Ddj = {D1,dj , . . . , Dr,dj}.
1: Set D = {1, . . . , α};
2: if run 6= 0 then
3: Find Ddj that satisfies Condition 1 and Condition 2;
4: else
5: Find Ddj that satisfies Condition 2;
6: end if
7: Return Ddj .
3.4 MDS Property
Next we show that there always exists a set of non-zero
coefficients from Fq in the linear combinations given in Eq.
(2) so that a (n, k) HTEC is MDS. We adapt Theorem 4.1
from [11] as follows:
Theorem 1. There exists a choice of non-zero coefficients cl,i,j
where l = 1, . . . , r, i = 1, . . . , α, and j = 1, . . . , k from
Fq such that the code is MDS if q ≥
(n
k
)
rα.
Proof: The system of linear equations given in Eq. (2)
defines a system of r × α linear equations with k × α
7TABLE 2
Comparison of three partitions for a (9, 6) code for α = 9 where the partitions for J1 and J2 are given.
Partitions Condition 1 Condition 2 ValidPartition Avg. repair bw.
D1 = {{Dd1 = Dd2 = Dd3}, {Dd4 = Dd5 = Dd6}} =
= {{{1, 2, 3}, {4, 5, 6}, {7, 8, 9}}, {{1, 4, 7}, {2, 5, 8}, {3, 6, 9}}}
.......... ↓ ↓ ↓ ↓ ↓ ↓
hahahDρ,d1 Dρ,d2 Dρ,d3 Dρ,d4 Dρ,d5 Dρ,d6
Y
run = 3, step = 0
for J1;
run = 1, step = 2
for J2.
Y Y 2.67
D2 = {{{1, 2, 3}, {4, 5, 6}, {7, 8, 9}}, {{1, 5, 9}, {2, 6, 7}, {3, 4, 8}}} N Y N 3.00
D3 = {{{1, 2, 3}, {4, 5, 6}, {7, 8, 9}}, {{1, 3, 5}, {2, 4, 6}, {7, 8, 9}}} N N N 3.26
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Fig. 3. MDS array code with 6 systematic and 3 parity nodes for α = 9.
The elements presented in colors are scheduled as additional elements
in p2 and p3. The coefficients are from F32 with irreducible polynomial
x5 + x3 + 1.
variables. A repair of one failed node is given in Alg. 4
but for the sake of this proof, we explain the repair by
discussing the solutions of the system of equations. When
one node has failed, we have an overdetermined system of
r × α linear equations with α unknowns. In general this
can lead to a situation where there is no solution. However,
since the values in system (2) are obtained from the values
of the lost node, we know that there exists one solution.
Thus, solving this system of r × α linear equations with
an overwhelming probability gives a unique solution, i.e.
the lost node is recovered. When 2 nodes have failed, we
have a system of r× α linear equations with 2α unknowns.
The same discussion for the overdetermined system applies
here. The most important case is when r = n − k nodes
have failed. In this case, we have a system of r × α linear
equations with r × α unknowns. If the size q of the finite
field Fq is large enough, i.e. q ≥
(n
k
)
rα, as it is shown in
Theorem 4.1 in [11], the system has a unique solution, i.e.
the file M can be collected from any k nodes. 
From Theorem 1, it stands that HTECs as any other MDS
codes are storage-reliability optimal meaning that they offer
tolerance for r arbitrary failures for the consumed storage.
3.5 Repairing from a Single Systematic Failure
From practitioner’s point of view, the repair process first
reads a set of dα/re rows from the first parity node and
the non-failed systematic nodes, and repairs only dα/re
elements from the failed systematic node. The essence of the
algorithm is that the already read set is reused for repair of
all subsequent elements. Alg. 4 shows how to repair a single
systematic node where the systematic and the parity nodes
are global variables. A set of dα/re symbols is accessed and
transferred from each of n − 1 helpers. If α 6= rdk/re, then
additional elements may be required as described in Step
4. Note that a specific element is transferred just once and
stored in a buffer. For every subsequent use of that element,
the element is read from the buffer and a further transfer
operation is not required. The repair process is highly par-
allel because a set of dα/re symbols is independently and in
parallel repaired in Step 2, and then the remaining symbols
are recovered in parallel in Step 5.
Algorithm 4 Repair of a systematic node dl
Input: l;
Output: dl.
1: Access and transfer (k − 1)dα/re elements ai,j from all
k − 1 non-failed systematic nodes and dα/re elements
pi,1 from p1, where i ∈ Dρ,dl ;
2: Repair ai,l, where i ∈ Dρ,dl ;
3: Access and transfer (r − 1)dα/re elements pi,j from
p2, . . . , pr , where i ∈ Dρ,dl ;
4: Access and transfer from the systematic nodes the ele-
ments ai,j listed in the i−th row of the arrays P2, . . . , Pr ,
where i ∈ Dρ,dl , that have not been read in Step 1;
5: Repair ai,l, where i ∈ D \Dρ,dl .
3.6 Repair Bandwidth for a Single Systematic Failure
The bandwidth optimality of the HTEC construction is
captured in the following Proposition.
Proposition 1. If r divides α, then the indexes (i, j) of the
elements ai,j , where i ∈ D \ Dρ,dj , for each group of
8r systematic nodes are scheduled in one of the dk/re
additional columns in the index arrays P2, . . . , Pr .
Proof: The proof is a simple counting strategy of all indexes
(i, j) of the elements ai,j , where i ∈ D \Dρ,dj . 
Proposition 2. The bandwidth for repair of a single system-
atic node is bounded between the following lower and
upper bounds:
(n− 1)
r
≤ γ ≤ (n− 1)
r
+
(r − 1)
α
⌈α
r
⌉⌈k
r
⌉
. (3)
Proof: Note that we read in total kdα/re elements in
Step 1 of Alg. 4. Additionally, (r−1)dα/re elements are read
in Step 3. Assuming that we do not read more elements in
Step 4 and every element has a size of 1α , we determine the
lower bound as (n−1)r . This bound is the same as the one
given in Eq. (1). To derive the upper bound, we assume that
we read all elements ai,j from the extra dk/re columns of
the arrays P2, . . . , Pr in Step 4. Thus, the upper bound is
(n−1)
r +
(r−1)
α
⌈
α
r
⌉⌈
k
r
⌉
. 
HTECs are optimal in terms of the storage-bandwidth
tradeoff for α = rdk/re. In this case, HTECs achieve the
bound of the repair bandwidth given in Eq. (1). In all
other cases, HTECs are near-optimal in terms of the storage-
bandwidth tradeoff. Although HTECs are near-optimal for
α < rdk/re, they still achieve the lowest repair bandwidth
compared to other representative codes from the literature
as it is shown in Section 6.
Proposition 3. The recovery bandwidth is equal for all
systematic nodes when α = rdk/re.
Proof: When α = rdk/re, Alg. 2 produces index arrays
P1, . . . , Pr where the distribution of the indexes from all
systematic nodes is completely symmetric. The distribution
of indexes always starts with run = α/r and step = 0,
and it ends with run = α/rdk/re = 1 and step = α/r − 1.
That symmetry reflects to the linear dependencies in Eq.
(2) for each of the parity elements which further implies
that the recovery bandwidth is symmetrical, i.e. equal for
all systematic nodes. In order to repair any systematic node,
the same amount of symbols is accessed from all n−1 nodes.

This is illustrated with the examples for repairing a system-
atic node with a (9, 6) HTEC for α = 6 and 9 in Section
3.2. The distribution of the indexes in the (9, 6) HTEC for
α = 9 is symmetric as shown in Section 3.3, and the repair
bandwidth for all systematic nodes is the same (24MB). On
the other hand, the repair bandwidth for the systematic
nodes differs with the (9, 6) HTEC for α = 6. Namely,
the repair bandwidth is 27MB for d1, d3, d4 and d6, while
it is 30MB for d2 and d5. The scheduling of the indexes and
the repair process for the (9, 6) for α = 6 is thoroughly
explained in Section 4.1.
3.7 Repairing from Multiple Systematic Failures
The same ideas for single failure repair apply to repair from
multiple failures but here a larger set of rows is read. In the
worse case when the number of failed nodes is r, then the
data from all non-failed nodes is read. Alg. 5 shows how to
find a minimal system of linear equations to repair from t
failures, where 1 ≤ t ≤ r, with minimal bandwidth. Data
from all n − t non-failed nodes is accessed and transferred.
The sets N and T consist of the indexes of all systematic
nodes and the failed systematic nodes, respectively. Note
that for t = 1 the amount of accessed and transferred data
is the same with both Alg. 4 and Alg. 5.
Algorithm 5 Repair of t systematic nodes, where 1 ≤ t ≤ r
Input: T = {l1, . . . , lt}, where T ⊂ N and |T | = t;
Output: Data from all dl, where l ∈ T .
1: for each l ∈ T do
2: Select equations pi,l, where i ∈ Dρ,dl , from the parity
nodes p1, . . . , pr ;
3: end for
4: while The set of selected equations do not involve all
missing t× α elements ai,l, where i = 1, . . . , α
and l ∈ T do
5: Select equation pi,j , where i ∈ D\∪ltj=l1Dρ,dj , that
includes maximum number of new non-included
elements ai,l;
6: end while
7: Access and transfer from the available systematic nodes
and from the parity nodes all elements ai,j and pi,j
listed in the selected equations;
8: Solve the system for t × α unknowns ai,l, where i =
1, . . . , α and l ∈ T ;
9: Return the data for the missing dl, where l ∈ T .
3.8 Repair Bandwidth for Multiple Systematic Failures
Proposition 4. The bandwidth to repair t systematic nodes
is bounded between the following lower and upper
bounds:
t
α
⌈α
r
⌉
(n− t) ≤ γ ≤ kα. (4)
Proof: Note that if for all missing nodes dl, where l ∈ T ,
it stands that the index sets Dρ,dl are disjunctive, i.e. it
stands that Dρ,dl1 ∩ Dρ,dl2 = ∅ where l1, l2 ∈ T , then in
Steps 1 – 3 of Alg. 5 we will select all t × α necessary
equations to repair the t missing nodes. In that case Alg.
5 selects the minimum number of linear equations, thus, the
repair bandwidth reaches the lower bound. This means that
in Step 8 we need to read in total t(k − t)dα/re elements
ai,j from k − t systematic nodes and additionally to read
t · rdα/re elements pi,j from r parity nodes. Assuming that
every element has a size of 1/α, we determine the lower
bound as tα ((k − t)
⌈
α
r
⌉
+ r
⌈
α
r
⌉
) = tα
⌈
α
r
⌉
(n− t).
Any additional selection of equations in the while loop
in Steps 4 – 6 increases the repair bandwidth and cannot
exceed the upper bound that is simply the same amount of
repair bandwidth as for RS codes, i.e. kα. 
4 CODE EXAMPLES WITH ARBITRARY SUB-
PACKETIZATION LEVELS AND MULTIPLE FAILURES
In this Section, we give two examples for a (9, 6) HTEC code
for α = 6 and α = 9. The (9, 6) code is included in the latest
release of Hadoop.
94.1 A (9, 6) HTEC for α = 6
The following requirements have to be satisfied for the code
to be an access-optimal MDS code that achieves the lower
bound of the repair bandwidth for any systematic node:
• M = kα = 36 symbols,
• Repair a failed systematic node by accessing and
transferring dαr e = 2 symbols from the remaining
d = 8 nodes,
• Reconstruct the data from any 6 nodes.
The systematic nodes d1, . . . , d6 and the parity nodes
p1, p2, p3 are shown in Fig. 4 where each node stores α = 6
symbols. In Fig. 4, we also show the elements pi,l from the
parity nodes that are linear combinations from the elements
ai,j from the systematic nodes. Both the elements from the
systematic nodes and the coefficients in Eq. (2) are replaced
with concrete values in Fig. 4. The elements of p1 are linear
combinations of the row elements from the systematic nodes
multiplied with coefficients from F16. The elements of p2
and p3 are obtained by adding extra symbols to the row
sum. We next show the scheduling of an element ai,j from a
specific dj , where i ∈ D \Dρ,dj , at portion = 2 positions in
the i-th row, i ∈ Dρ,dj , and the (6 + ν)-th column, ν = 1, 2,
of P2 and P3. We follow the steps in Alg. 2 and give a brief
explanation:
1) Initialize Pi, i = 1, 2, 3, as index arrays Pi = ((i, j))6×6,
Pi =

(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6)
(2, 1) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6)
(3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6)
(4, 1) (4, 2) (4, 3) (4, 4) (4, 5) (4, 6)
(5, 1) (5, 2) (5, 3) (5, 4) (5, 5) (5, 6)
(6, 1) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6)
 .
2) Append dk/re = 2 columns to P2 and P3 initialized to
(0, 0), i.e. P2 = P3 =
(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6) (0, 0) (0, 0)
(2, 1) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6) (0, 0) (0, 0)
(3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6) (0, 0) (0, 0)
(4, 1) (4, 2) (4, 3) (4, 4) (4, 5) (4, 6) (0, 0) (0, 0)
(5, 1) (5, 2) (5, 3) (5, 4) (5, 5) (5, 6) (0, 0) (0, 0)
(6, 1) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6) (0, 0) (0, 0)
 .
3) Set portion equal to 2 and V alidPartitions to an empty
set.
4) For the systematic nodes d1, d2, and d3 in J1, run = 2
and step = 0.
5) Alg. 3 returns Dd1 = {{1, 2}, {3, 4}, {5, 6}}. Following
Step 14 in Alg. 2, the first 2 zero pairs in the 7-th column of
P2 with 0 distance between them are at the positions (1, 7)
and (2, 7), thus, Dρ,d1 = {1, 2}.
6) We schedule the indexes of the elements of d1 with i
indexes that are not elements of Dρ,d1 (written in red color
in Fig. 4 and in the arrays P2 and P3) in the 1-st and 2-nd
row and 7-th column of P2 and P3. Similarly, we perform
the same steps for the nodes d2 and d3 resulting in Dρ,d2 =
{3, 4} and Dρ,d3 = {5, 6}, respectively.
Next we schedule the elements from d4, d5 and d6.
7) For the nodes d4, d5, and d6 in J2, run = 1 and step = 1.
8) We perform the same steps as for the nodes in J1. Here
we only give the corresponding Dρ,dj , i.e. Dρ,d4 = {1, 3},
Dρ,d5 = {2, 5}, and Dρ,d6 = {4, 6}.
9) After replacing the (0, 0) pairs with specific (i, j) pairs,
the final index arrays are:
P1 =

(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6)
(2, 1) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6)
(3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6)
(4, 1) (4, 2) (4, 3) (4, 4) (4, 5) (4, 6)
(5, 1) (5, 2) (5, 3) (5, 4) (5, 5) (5, 6)
(6, 1) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6)
 ,
P2 =

(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6) (3, 1) (2, 4)
(2, 1) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6) (4, 1) (1, 5)
(3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6) (1, 2) (5, 4)
(4, 1) (4, 2) (4, 3) (4, 4) (4, 5) (4, 6) (2, 2) (1, 6)
(5, 1) (5, 2) (5, 3) (5, 4) (5, 5) (5, 6) (1, 3) (3, 5)
(6, 1) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6) (2, 3) (3, 6)
 ,
and
P3 =

(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6) (5, 1) (4, 4)
(2, 1) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6) (6, 1) (4, 5)
(3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6) (5, 2) (6, 4)
(4, 1) (4, 2) (4, 3) (4, 4) (4, 5) (4, 6) (6, 2) (2, 6)
(5, 1) (5, 2) (5, 3) (5, 4) (5, 5) (5, 6) (3, 3) (6, 5)
(6, 1) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6) (4, 3) (5, 6)
 .
10) Schedule the elements ai,j with (i, j) indexes repre-
sented in the index arrays. The parity symbols are linear
combinations from the elements in the same row in the
array. The coefficients for the MDS (9, 6) code for α = 6 in
Fig. 4 are from F16 with irreducible polynomial x4+x3+1.
We next show how to repair node d1 following Alg.
4. All symbols denoted by red rectangles in Fig. 4 are
accessed and transfered for repair of node d1. First, we
repair the elements a1,1, a2,1 since 1, 2 ∈ Dρ,d1 . Thus, we
access and transfer a1,j and a2,j , where j = 2, . . . , 6, from
all 5 non-failed systematic nodes and p1,1, p2,1 from p1.
Since a3,1, a4,1 are added as extra elements in p2, we need
to access and transfer p1,2 and p2,2 from p2. Due to the
optimal scheduling of the extra elements in the parity nodes,
no further elements are required to recover a3,1, a4,1. The
last two elements a5,1, a6,1 are recovered by accessing and
transferring p1,3, p2,3, a4,4 and a4,5. Extra two elements are
read because the sub-packetization level is not equal to 9.
The data from d1 is recovered by accessing and transferring
in total 18 elements from 8 helpers. Exactly the same amount
of data (18 symbols) is needed to repair d3, d4 or d6, while 20
symbols are needed to repair d2 and d5. Thus, the average
repair bandwidth is equal to 3.11 symbols. The presented
code is not optimal in terms of the repair bandwidth, i.e. an
access and a transfer of more than 2 symbols from each of
the non-failed nodes are required. Note that a (9, 6) code for
α = 9 is an access-optimal code.
4.2 A (9, 6) HTEC for α = 9 and Repairing from Multiple
Failures
We next show the recovery of the nodes d1 and d3 with
the (9, 6) code for α = 9 (Fig. 3) from Section 3.3. We
first access and transfer 24 ai,j elements from all 4 non-
failed systematic nodes and 18 pi,j elements from p1, p2, p3,
where i ∈ Dρ,d1 ∪Dρ,d3 = {1, 2, 3, 7, 8, 9}. In total we have
accessed and transferred 42 symbols. We next check if the
number of linearly independent equations is equal to 18.
When d1 and d3 are lost, this is fulfilled so it is possible
to repair 18 lost symbols from d1 and d3. Exactly the same
amount of data, 42 symbols, is needed to repair any pair
of lost systematic nodes dli and dlj for which it stands that
Dρ,dli ∩Dρ,dlj = ∅. There are in total
(3
2
)
combinations of 2
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Fig. 4. MDS array code with 6 systematic and 3 parity nodes for α = 6.
The elements presented in colors are scheduled as additional elements
in p2 and p3. The coefficients are from F16 with irreducible polynomial
x4 + x3 + 1.
failed systematic nodes from the nodes d1, d2, and d3 in J1
and
(3
2
)
combinations of 2 failed systematic nodes from the
nodes d4, d5, and d6 in J2.
The recovery process of the nodes dli and dlj has some
additional steps when Dρ,dli ∩ Dρ,dlj 6= ∅. This happens
when one node from each of the groups J1 and J2 has
failed. By reading the elements from Step 2 the number of
linearly independent equations pi,j for i ∈ Dρ,dli ∪Dρ,dlj is
exhausted. Thus, we have to read pi,j that has not been read
previously, i.e. pi,j where i ∈ D \ Dρ,dli ∪ Dρ,dlj . In order
to illustrate this case, let us consider the repair of d1 and d4.
We first access and transfer 20 elements ai,j from all 4 non-
failed systematic nodes and 15 pi,j elements from p1, p2, p3,
where i ∈ Dρ,d1 ∪ Dρ,d4 = {1, 2, 3, 4, 7}. In total we have
accessed and transferred 35 symbols. We next check if the
number of linearly independent equations is equal to 18.
Since we have only transferred 15 pi,j , the condition is not
fulfilled. So we need to read 3 more pi,j that have not been
read previously. In this case, we transfer p5,1, p5,2, p6,1 and
ai,j elements from the 5-th row in the parity arrays P1 and
P2 and from the 6-th row in the parity array P1 that have
not been transferred in Step 2. The total number of symbols
read to repair d1 and d4 is 46. There are in total
(3
1
)(3
1
)
pairs
of failed nodes where 46 symbols are needed to repair from
double failures.
The average repair bandwidth to repair any 2 failed
nodes is 4.933 symbols that is 17.783% reduction compared
to a (9, 6) RS code.
5 OPTIMIZING I/O DURING REPAIR
Minimizing the amount of data accessed and transferred
might not directly correspond to an optimized I/O unless
the data reads are sequential. Motivated by the practical
importance of I/O, we optimize HTECs while still retaining
their optimality in terms of storage and repair bandwidth.
We first explain what we treat as a sequential and as a
random read before discussing further sequential and ran-
dom reads. Since the amount of data-read and the amount
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Fig. 5. An I/O optimized MDS array code with 6 systematic and 3 parity
nodes for α = 6. The elements presented in colors are scheduled as
additional elements in p2 and p3. The coefficients are from F16 with
irreducible polynomial x4 + x3 + 1.
of data-transferred for HTECs are equal, the number of read
and transfer operations is the same. Hence we use the terms
reads and transfers interchangeably. Whenever there is a
seek for data from a new location, the first read is counted as
a random read. If the data is read in a contiguous manner,
then the second read is counted as a sequential read. For
instance, when a seek request is initiated for a1,1 from d1
in Fig. 5, then the number of random reads is 1. If we
next read a2,1, a3,1, and so forth in a contiguous manner,
then the number of sequential reads increases by one for
each contiguous access. On the other hand, if we read a3,1
after reading a1,1 (but not a2,1), then the number of random
reads becomes 2. Note that reading a6,1 and a1,1 results in 2
random reads.
The parameter step defines the contiguity of the reads
for the codes obtained by Alg. 2.
Proposition 5. The number of random reads for an (n, k)
access-optimal HTEC is equal to n − 1 for r out of k
systematic nodes.
Proof: When repairing a single systematic node with a
(n, k) HTEC for α = rdk/re, then data from all n− 1 helpers
has to be accessed and transferred. The set of k systematic
nodes is partitioned in dk/re disjunctive subsets of r nodes
(the last subset may have less than r nodes). For the first
group of r nodes in J1, step is equal to 0, and hence the
reads are sequential. There are in total n − 1 seeks to read
the data in a contiguous manner from n− 1 helpers. 
Let us consider that the file size is 54MB and each node
stores 9MB. Each I/O reads and transfers 512KB. When
repairing a failed systematic node with a (9, 6) RS code,
6 out of 8 non-failed nodes have to be accessed. There are
in total 6 random reads to recover 1 node. Since each I/O
transfers 512KB and with the RS code the whole data of 9MB
stored in a node is read and transferred, then there are 18
I/O transfers of 512KB from each node where the first I/O
is random and the next 17 I/Os are sequential. Thus, the
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number of I/Os of 512KB is 108 where 6 are random and
6×17=102 are sequential.
We next revisit the example from Section 4.1 where
α = 6. In that example, the data in each node is divided into
blocks of 9MB/6=1.5MB. The average number of random
reads for recovery of one systematic node is 13.33. Since the
block size is 1.5MB and each random I/O transfers 512KB,
then each random read is accompanied with 2 sequential
reads. In addition, there are 5.33 sequential reads of blocks
resulting into 5.33×3 reads of 512KB. In average there are
13.33 random I/Os and 42.66 sequential I/Os when recon-
structing a lost systematic node, i.e., there are in total 56
I/Os.
The scheduling of the indexes by Alg. 2 ensures a grad-
ual increase in the number of random reads, therefore there
is no need for additional algorithms such as hop-and-couple
[28] to make the reads sequential. If we want to further
optimize the code in terms of I/O, then we can apply the
hill climbing technique presented in Alg. 6.
Algorithm 6 I/O optimization of a (n, k) code
Input: A (n, k) code generated with Alg. 1;
Output: An (n, k) I/O optimized code.
1: Find a (n, k) MDS erasure code where the parity nodes
are generated with Alg. 1;
2: Repeatedly improve the solution by searching for codes
with low I/O for single systematic node failure with
same repair bandwidth, until no more improvements
are necessary/possible.
With the help of Alg. 6, we reduce the number of
random reads while still providing the same average repair
bandwidth. The code given in Fig. 5 is a good example
of an (9, 6) I/O optimized code for α = 6. For this code
construction the number of random I/Os is reduced to 11.33,
while the number of sequential I/Os becomes 44.66. This
is achieved by using different Ddj for the nodes d4, d5,
and d6 from J2. Namely, we obtained the following sets
Dρ,d4 = {1, 5}, Dρ,d5 = {2, 6}, and Dρ,d6 = {3, 4}. For
instance, the ratio between the number of random I/Os and
total number of I/Os for the non-optimized version of the
code is 0.238, while it is 0.202 for the optimized version.
This is an important improvement since in practice random
reads are more expensive compared to sequential reads.
Fig. 6 shows the relation between the average repair
bandwidth (we consider that Mk = 1), the average repair
time, and the normalized number of random reads for a
single systematic failure with the sub-packetization level for
a (9, 6) code. We observe that for RS code where α = 1, the
average repair bandwidth is biggest (the highest point on
the red line with a value equal to 6), while the randomness
in the I/Os is the lowest. The repair bandwidth decreases
as α increases and the minimum bandwidth of 2.67 is
achieved for α = 9. The situation is completely opposite
when the metric of interest is the number of random reads.
The number of reads (especially random reads) increases
rapidly with α as shown in Fig. 6. The best overall system
performance is achieved for α in the range between 3
and 6. This claim can be further clarified by the following
reasoning: In terms of the total average time for a successful
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Fig. 6. Average repair bandwidth and normalized number of random
I/Os for recovery of the systematic nodes for a (9, 6) code for different
sub-packetization levels. The black U-shape parabolic curves are the
expected curves for the average repair time for one systematic failure.
repair of one lost node, a higher average repair bandwidth
means a higher average repair time. Similarly, a higher
number of I/Os means a higher average repair time. Due
to the opposite growth and drop trends of the curves for
the average repair bandwidth and the normalized number
of reads, we should expect U-shape parabolic curves for the
total average time for a recovery of one node as the curves
presented in black in Fig. 6. In practical implementations,
the concrete shape of the U-curve depends on additional
parameters such as the speed of the disks, the amount and
the speed of local disk cashes, the read latency, and the size
of stored data blocks as we show in Section 6.
6 EXPERIMENTS WITH HTECS IN HADOOP
To verify the performance of HTECs we implemented them
in C/C++ and used them in Hadoop Distributed File System
(HDFS). Hadoop is an open-source software framework
used for distributed storage and processing of big data
sets [35]. From release 3.0.0-alpha2 Hadoop offers several
erasure codes such as (9, 6) and (14, 10) RS codes.
All tests were run on publicly available Amazon EC2
instances running the default Ubuntu 64bit image. Hadoop
3.0.0-alpha2 was downloaded and installed on each ma-
chine. The erasure coding modules of HDFS were modified
to support the HTEC C/C++ library. We used one namen-
ode, nine data nodes, and one client node. All nodes had
a size of 50GB and were connected with a local network
of 10Gbps. The nodes were running on Linux machines
equipped with Intel Xeon E5-2676 v3 running on 2.4GHz.
Two crucial parameters in Hadoop are split size and block
size (we refer an interested reader to [35]). We have ex-
perimented with different block sizes (90MB and 360MB),
different split sizes (512KB, 1MB and 4MB) and different
sub-packetization levels (α = 1, 3, 6, and 9) in order to
check how they affect the repair time of one lost node. The
measured times to recover one node are presented in Fig. 7.
Note that α = 1 represents the RS code that is available in
HDFS, while for α = 3, 6, 9 the codes are HTECs defined
in this paper. In all measurements HTECs outperform RS.
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The effect of the U-curves discussed in Fig. 6 is apparent
for smaller split sizes, and as the split sizes increase, the
disadvantage of bigger number of I/Os due to the increased
sub-packetization diminishes, and the repair time decreases
further.
Fig. 7. Time to repair one lost node of 50GB with a (9, 6) code for
different sub-packetization levels α. Note that the RS code for α = 1
is available in the latest release 3.0.0-alpha2 of Apache Hadoop.
In Fig. 8, we compare the repair times for one lost node
of 50GB with codes that are directly obtained with Alg. 2,
and I/O optimized codes obtained with Alg. 6. In almost
all cases there is a small improvement (shorter repair time)
with the I/O optimized codes.
Fig. 8. Comparison of repair times for one lost node of 50GB for a (9, 6)
code produced with Alg. 2 and an (9, 6) I/O optimized code produced
with Alg. 6 for sub-packetization levels equal to 6 and 9.
6.1 Comparison of HashTag Codes with Other Codes
The performance of HTECs is further investigated in com-
parison with representative codes from the literature. We
first compare the average data that is both read and down-
loaded during a repair of a single systematic node for
different code parameters with HTEC and Piggyback con-
structions [10]. The plot in Fig. 9 corresponds to a sub-
packetization level equal to 8 in Piggyback 1 and HTEC, and
4(2r−3) in Piggyback 2. We observe that HTEC construction
requires less data read and less data transferred compared
to Piggyback 1 and Piggyback 2 even though the sub-
packetization level for the HTEC construction is smaller
than the one in Piggyback 2.
Fig. 10 shows the relation between the average repair
bandwidth (we consider that Mk = 1) for a single failure,
the average repair time, the average number of reads, and
the sub-packetization level for a (14, 10) code. For α = 1,
we have a conventional RS code and the average repair
bandwidth is equal to k (the highest point on the red line
with value 10). A Hitchhiker code for α = 2 reduces the
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repair bandwidth by 35% compared to the RS code as it is
reported in [7], and the repair bandwidth is even further
reduced by 41% with a (14, 10) HTEC for α = 2. The
remaining values of the average repair bandwidth are for
HTECs for α = 4, 8, 16, 32, and 64. We observe that the lowest
repair bandwidth that is 3.25 is achieved for α = rdk/re = 64.
On the other hand, the highest number of reads is for
α = 64. Typically, an engineering decision would end up
choosing values for α in the range between 4 and 16 for
optimal overall system performance in terms of the average
repair time.
That is illustrated in the next two figures: Fig. 11 and Fig.
12. Fig. 11 presents the measured times to recover one node
with a (14, 10) code, and Fig. 12 presents the measured times
to recover one node with a (16, 12) code. The block sizes are
between 128MB and 2048MB, and the split sizes are 1MB,
4MB, 64MB, and 128MB. The repair times are always better
(i.e. lower) with HTECs compared to RS, and the repair
times start to increase after a certain threshold for the sub-
packetization level (α = 8 for the (14, 10) code and α = 16
for the (16, 12) code). This effect is more visible for small
split sizes.
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Fig. 11. Time to repair one lost node of 50GB with a (14, 10) code for
different sub-packetization levels α.
Fig. 12. Time to repair one lost node of 50GB with a (16, 12) code for
different sub-packetization levels α. Note that the repair time increases
for higher values of the sub-packetization level (α = 16 and α = 32)
when the split sizes are small (green and yellow curve).
7 DISCUSSION
In this Section, we discuss some open issues that are not
covered in this paper.
Lower bound of the finite field size. In this paper, we use
the work from [11] to guarantee the existence of non-zero
coefficients from Fq so that the code is MDS. However,
the lower bound of the size of the finite field is relatively
big. On the other hand, in all examples in this paper we
actually work with very small finite fields (F16 and F32).
Recent results in [36] showed that a code is access-optimal
for α = rdk/re over any finite field F as long as |F| ≥ r
⌈
k
r
⌉
.
Determining the lower bound of the size of the finite field
for HTECs remains an open problem.
Efficient repair of the parity nodes. HTEC construction
considers only an efficient repair of the systematic nodes.
Several high-rate MSR codes for efficient repair of both sys-
tematic and parity nodes [23], [37], [38] exist in the literature.
Still for these codes, either the sub-packetization level is too
large or the constructions are not explicit. An open issue is
how to extend the HTEC construction to support an efficient
repair of the parity nodes as well.
Optimality in terms of I/O. We use hill climbing technique
in Alg. 6 to optimize HTECs for the I/O. Finding HTECs
that provably have the minimum I/O is an open optimiza-
tion problem.
8 CONCLUSIONS
MSR codes have been proposed as a superior alternative
to popular RS codes in terms of minimizing the repair
bandwidth. In this paper, we presented HashTag Erasure
Code (HTEC) construction that provides the flexibility of
constructing MDS codes for any code parameters including
an arbitrary sub-packetization level. MSR codes are con-
structed when the sub-packetization level of HTECs is equal
to rdk/re. In this case, HTECs are access-optimal codes.
In this work we showed that when implemented in
practical distributed storage systems such as in Hadoop,
HTECs can provide the system designers great flexibility
in terms of selecting various code parameters such as the
rate of the code, the size of the blocks and splits of the
files, and the values of α. Moreover, having in mind that
the existing MDS erasure code constructions do not address
the critical problem of I/O optimization, HTECs offer the
possibility to further optimize the disk I/O consumed while
simultaneously providing optimality in terms of storage,
reliability, and repair-bandwidth. All these properties of
HTECs offer the possibility to choose codes with parameters
that give the best overall system performance.
Additionally, we show that HTECs reduce the repair
bandwidth for more than one failure. HTECs are the first
high-rate MDS codes theoretically constructed or imple-
mented in practice, that offer significant improvements over
RS codes in case of multiple failures.
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