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Abstract
(43 Pages)

There are two questions raised when looking at the spatial pattern of the rate of bankruptcies in Utah: (i)
are there simi laritie s between the bankruptcy data in adjacent census tracts and (ii) can local cluster and
outliers be identified within the data? Specifically, are there simj)ar rates of bankruptcies in bordering
census tracts and are there any localized areas of interest where we find extremely high or extremely low
rates of bankruptcies?

This study uses spatial statistics to perform tests for spatial autocorrelation to

address these two questions. It also looks at commonalities in the clusters and differences in the
outliers. Using a spatial statistical approach, insight is gained regarding the relationship of bankruptcies
between census tracts in Utah and how strong that spatial autocorrelation may be.
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1. Introduction
Utah's bankruptcy rate peaked in 2002 and in 2004. According to the American Bankruptcy Institute
(2007), Utah's bankruptcy rate then fell to the 10th spot in personal filings among all 50 states and the
Di strict of Columbia for the 12 months ending December 31, 2007.

Objective of this study
The purpose of this study is to use a spatial statistical approach to gain insight into the relationship
between bankruptcies and census tracts in Utah during 2003. Specifically, this study will investigate the
spatial patterns of bankruptcies for complete spatial randomness (CSR), i.e., it wili determine if there
exists a spatial autocorrelation between census tracts in Utah or if the distribution is random. The census
tract basis is considered to be appropriate for analyzing the distribution of bankruptcies in Utah because
the bankruptcy rates can be matched with census information at the census tract level for the counties in
Utah. The variable "Bankruptcy Rate" used in this study measures the percentage, i.e., the number of
bankruptcies per 100 households, by census tract from a sample of 2,000 consumer bankruptcy cases
filed in 2003. The spatial autocorrelation is measured on Bankruptcy Rate using Moran's/

and a Local

Indicator of Spatial Association (LISA) analysis (Anselin, 1995). The analysis program used throughout
this study is GeoDa 0.9.5-i (beta) (Anselin, 2005 and Anselin, Syabri, Kho, 2006). GeoDa is a
shareware package specifically designed to analyze spatial randomness in data.

When looking at the spatial pattern of the rate of bankruptcies in Utah, there are two questions raised.
The first question is whether there is spatial clustering or randomness in the way in which bankruptcies
appear in adjacent census tracts. The second question is whether the magnitude of the clustering is
uniform or heterogeneous over areas of study. In this way local clusters and outliers may be identified.
Cliff and Ord (1973) define spatial autocorrelation as 'if the presence of some quantity in a county
(sampling unit) makes its presence in neighboring counties (sampling units) more or less likely, we say
that the phenomenon exhibits spatial autocorrelation'. This study therefore uses spatial statistics to
perform tests for spatial autocorrelation to address the above two questions. It also looks at
commonalities in the clusters and differences in the outliers.
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In Section 2 of this paper, the sources of data used in this study are introduced. Also, the method used to
handle zero population tracts is discussed. In Section 3, the methodology used to answer questions
related to the existence of spatial autocorrelation is indicated. In Section 4, the paper annotates the
results from the initial exploratory, Moran's I, and the LISA analysis. In Section 5, a comparison of this
study in relation to two studies conducted by Delgadillo, Erickson, Coster (2006b) and Delgadillo,
Erickson, and Lown (2006a) is made. Finally, in Section 6 concluding remarks are given.

2. Raw Data and Handling of Zero Population Tracts
The data for this study came from a random sample of 2,000 consumer bankruptcy files. These files
were drawn from the public record files of the Federal District Court of Utah in 2003. The data were
then merged with the census tract data downloaded from the FFIEC Census Report CD for 2003 (FFIEC
Census Report, 2003) . The census data reported on this CD are from the 2000 census by tracts in Utah.
The total number of non-business bankruptcy filings in Utah is reported as 21,565 (American
Bankruptcy Institute, 2007).

The 2,000 random data samples were filtered by removing data records where bankruptcy filers did not
provide a physical address on their application, records that were duplicated, and records where the
physical address was not in Utah. This filtered data set consists of 1,964 bankruptcy records. In Utah
there are 496 census tracts divided amongst the 29 counties. The 1,964 bankruptcy records are
aggregated into the 496 census tracts. As a result, the data set used in this study consists of 496 rows
with each row representing a census tract. The dependent variable used for this analysis is the total
number of bankruptcy filers counted in each census tract, divided by the 2000 census tract population
count, and multiplied by a hundred to form a percent. There are census tracts with no bankruptcies
counted . These tracts have a Bankruptcy Rate equal to zero . This, however, does not mean that there
are no bankruptcies in these tracts. It simply means that in the sample of 1,964 bankruptcy records none
are associated with these tracts.

There are six census tracts where the 2000 census tract population count is zero. It is not known if the
census population for that tract is not recorded or if it is actually zero (unpopulated). To avoid division
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by zero, the Bankruptcy Rate for these six census tracts is coded with "9999". It is not conceivable to
have a bankruptcy claim in a census tract, which is unpopulated.
In the current beta version of GeoDa, "9999" is considered by the program to be a value of 9,999. This
is of concern because values for this study are calculated as a percent, in other words the values are
expected to be between 0 and 100. A value of 100 means every household in the tract has filed for
bankruptcy.

In order to have valid results, there are two possible options. The first is to remove the census tracts
with zero population values entirely and the second is to do an interpolation or smoothing of those zero
population values and replace them with respect to neighboring tracts. Removing the census tracts
causes an incongruence or hole in the map. This is not the desired result of this paper. Rather, the
desire is to have a congruent map of spatial correlation. Later, there is a discussion of the use of a
spatial weighted matrix to analyze spatial autocorrelation. The goal is to provide consistency between
the spatial weighting and the smoothing method used for zero population values. Therefore, this paper
chooses the same spatial weighting and smoothing method for zero population values. Smoothing
methods can be based on different definitions of spatial neighborhoods, including Euclidian Distance (or
Nearest Neighbors) Case, Rook's Case, Bishop's Case, and Queen's Case .

The Euclidian Distance Case is defined as the straight-line distance from the center of mass of the initial
area and the center of mass of the nearest area . These areas may or may not share a border.

Rook's

Case, Bishop's Case, and Queen's Case are defined by their movement in relation to a chessboard.
Rook ' s Case shares a border in the horizontal or vertical direction. Bishop ' s Case can only move in a
diagonal direction. Therefore, areas touching at a corner would be considered neighbors. Queen's Case
is the combination of both, the Rook's Case and the Bishop's Case. Figure 1 shows these theoretical
choices of contiguity. These are not meant to include all possible choices but only those that appear
appropriate for this analysis.

Figure 2 shows the results of the previously introduced definitions of contiguity as applied to one of the
zero population census tracts from this study. The census tract number 007940100 is located in Carbon
County in Utah. This is a very rural area of Utah and has a population that is either not recorded or is
zero.

3

Figure I : Different definitions of contiguity , adapted from Sawada (2004) .
Euclidian Distance Case

Rook's Case

Bishop's Case

Queen' s Case

Figure 2: Tract 007940100 in Carbon County (highlighted in red) and its neighbors (shown in light blue) for different
neighborhood definitions . Dark blue represents a neighbor of 2 nd order.
Euclidian Distance Case

Rook's Case

Bishop' s Case

Queen' s Case
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Census tracts rarely resemble a chessboard and the theoretical design of neighbors as shown in Figure 1
does not usually occur in practice as can be seen in Figure 2. Therefore, there are two choices that are
suitable for contiguity in practice, i.e., the Euclidian Distance Case and the Queen's Case. For both, the
Rook's Case and Bishop's Case, there may be a loss of legitimate neighbors that are important to the
study of spatial relationships, especially in practice. In terms of actual geographical location on the
ground of individual households filing for bankruptcy, no walls or borders exist. This means that a
method needs to be found which makes sense both theoretically and physically (geographically). All
census tracts physically bordering the initial tract need to be considered in order to provide contiguity.

The Queen's Case by definition would certainly include all physical boarders. The Euclidian Distance
Case, however, may or may not include all bordering census tracts because it is also dependent upon the
number of neighbors chosen. For example, by indicating the desire for the "nearest 5" in the GeoDa, the
program would choose the five closest neighbors by Euclidian distance from the center of the initial
tract. If there are more than five tracts that physically border the initial tract only the five closest are
chosen by the program; the others are ignored . There may also be a case where a census tract that does
not border the initial tract has a center closer than a bordering tract and is therefore chosen by the
program over a bordering tract. This tract may be of the 2 nd or 3 rd order. A tract that is of the 2 nd order
is one that has one tract between it and the initial tract. A tract of the 3 rd order will have two tracts
between it and the initial tract. Finally, if less than five tracts physically border the initial tract, than
tracts of 2 nd or 3rd order will be chosen by the program to complete the selection of five nearest
neighbors.

Of note, when comparing the Euclidian Distance Case, Rook's Case, and Queen's Case there is little
difference between smoothing results as verified in Section 4.2. Differences in spatial autocorrelation
are more affected by the weighting method then by the smoothing method. Bishop's Case is not
available for analysis in GeoDa and is not further studied in this paper. Queen's Case for the smoothing
and weighting technique is chosen for this study because it appears to geographically make the most
sense.
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3. Methods
In order to do an analysis of spatial autocorrelation, a spatial proximity (weight) matrix is constructed .
The spatial weight matrix defines the neighborhood structure. There are many choices of schemes that
define the neighborhood structure; the Euclidean Distance Case, Rook's Case, and Queen's Case are
considered in this study. As stated before Bishop's Case was not considered because GeoDa does not do
analysis using Bishop's Case. This paper does not venture past first order contiguity . Contiguity refers
to the polygons that share a common border, as previously discussed in Section 2.

An (n x n) spatial weight matrix W is binary and each of its elements wu,represents a measure of the
spatial weight between two adjacent census tracts. The weight is defined such that if census tract i, the

/h row of the matrix W, is adjacent (contiguous) to census tractj, the /h column of the matrix W, then it
receives a weight 1. Otherwise, if the tracts i andj are not adjacent (non-contiguous), then the weight is
0. More formally:

1, if census tracts i and j are neighbors
wij

=

{

0, if census tracts i and j are not neighbors

0, if i = j

There are 496 rows of data. Therefore, Wis a (496 x 496) matrix with O's running down the diagonal.

3.1 Spatial Autocorrelation
Moran's I and Geary's Care alternative methods to test for spatial autocorrelation applied on continuous
data. Moran's I is produced by standardizing the spatial autocovariance by the variance of the data using
a measure of the connectivity of the data. Geary's C uses the sum of squared differences between pairs
of data values as its measure of covariation . Both Geary's C and Moran's/

are global measures of

spatial autocorrelation, which means that they provide a single measure of the spatial autocorrelation of
the data. The formulas for Moran's I and Geary's Care given as follows (Bailey and Gatrell, 1995) :

6

Moran's I
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In these formulas, n is the total number of observations or tracts and y; is the observed value for each
tract.
II

y

is the mean of the y;'s, i.e.,

y =LY;

In .

i=I

The expected value for Moran's I is E[l]

= - l /(n -1).

As n gets large, the expected value approaches 0.

This study has 496 observations which means the expected value for Moran's I is approximately -0 .002.

Moran 's I values close to 0 indicate no spatial autocorrelation, i.e., spatial randomness of the underlying
data. As Moran's I approaches -1, the data show a stronger negative autocorrelation and as Moran's I
approaches 1, the data show a stronger positive autocorre lation.

For this study, Geary's C is not used to analyze the data, because it is not implemented in GeoDa.

3.2 Data Transformations
A data transformation is needed to assure that obsevations have a normal distribution.

Generally,

transformation is used as a remedy for outliers, departures from normality, linearity , and
homo scedasticity.

There are several issues causing the need for a data transformation.
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First, approximately 13% of the census tracts (63 tracts) have an observation of zero. Next, there are
361 census tracts with a non-zero observation that is less than or equal to 0.5. This is a total of 73% of
the observations. Lastly, there are just six observations greater than 1.0, with the highest value of 25.0.
In relation to the other observations these last six appear to be outliers. All these issues are causing the

data to be highly skewed. Therefore, two transformations are considered for the skewed data: the
natural logarithm transformation and the square root transformation.

Log transformation - If the data are highly skewed, the logarithmic transformation is useful in creating
data that are more symmetric and homoscedastic. This transformation brings the data closer to a normal
distribution .

The natural logarithm transformation is used for this study, which is the log transformation using base e.
The natural logarithm is defined for all positive real numbers x, however it is undefined for zero.
Therefore, a linear constant of 0.03 (this is the lowest observed value greater than zero) is added to the
dependent variable before using the log transformation.

Natural Logarithm Transformation Function:

J(x) = ln(x)

Square Root transformation - If the data are skewed, the square root tran sfor mation may also be used.
This transformation however has a smaller impact. The square root function is continuous for all nonnegative x. It is also known as a power transformation (with p = ½). The square root transformation can
only be used if all the data are non-negative. The square root transformation works well if the original
data originated from a Poisson distribution s.

Square Root Transformation Function:

J(x) = ✓x
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3.3 Histogram, Box Plot, and Cartogram
For this study, three plots are used to help highlight extreme values in the data. The first is a histogram.
This plot type is a graphical representation of the frequency of observations found within specific
intervals. Outliers are found in the tails of the histogram plot.

A useful plot to assess the symmetry of a data set and to find outliers is a box plot. The bottom of the
box indicates the 25 th percentile(= 1st quartile= Q 1) and the top of the box indicates the 75 th percentile
rd

(= 3 quartile= Q3). The band inside the box indicates the 50 th percentile(= median= Q2). The
distance Q3 - Q 1 is called interquartile range (IQR). Lines stretching below the 1st quartile and above
the 3rd quartile are called whiskers. Frequently (but not always), the end of the line is given by the
smallest observation that is within 1.5 times IQR below the 1st quartile and by the largest observation
that is within 1.5 times IQR above the 3rd quartile. Outliers are usually plotted as a dot or a small circle
and fall below or above the whiskers.

Another plot useful in showing outliers in a spatial context is a cartogram. The cartogram used in
GeoDa is known as a Dorling cartogram, also called a circular cartogram (Dorling, 1996). The circular
cartogram consists of a series of colored circles. Each circle in the cartogram is placed as close as
possible to the location of the census tract it represents relative to all other census tracts. The size of the
circles is determjned by the magnitude of the variable . Different colors are used to distinguish among
outliers (as identified in a box plot) and non-outliers. Red is used for upper tail outliers and blue is used
for lower tail outliers. Furthermore, orange is used for observations, which are close to being outliers
(close to the end of the whisker) in the upper tail.

3.4 Moran Scatter Plot
A Moran scatter plot is used to visually explore spatial autoc01Telation (Anselin, 1996). It shows how
each observation contributes to the calculation of the Moran's/

statistic. Figure 3 shows a scheme of a

Moran scatter plot, where the horizontal axis y is expressed in standard deviational units from the mean.
The vertical axis Wy represents the associated spatial lag. The linear regression line through the Moran
scatter plot has Moran's I coefficient as the slope. Moran's/ coefficient is interpreted as a bivariate
9

regression of Wy on y. The four quadrants represent the four types of spatial association that exist:
Quadrant I - high values of y surrounded by similarly high values; Quadrant II - low values of y
surrounded by dissimilarly high values; Quadrant III - low values of y surrounded by similarly low
values; Quadrant IV - high values of y surrounded by dissimilarly low values. Influential observations
can be identified for their contributions, or leverage, by means of the two -sigma rule. Those
observations fall more than two standard deviations from the origin, i.e., outside the two-sigma box.
Figure 3: Scheme of a Moran Scatter Plot , based on the definition in Ansel in (1996), where y are the observations in
deviations from the mean and Wy is the associated spatial lag.
II

I

Lo w rn lues surounded b y High
rnlues

High rnlues surounded by
High , ·alues

Slope = :'.vloran"sI

Two-sigma
Box

1
III

-3

Low ,·alues surounded b y
Low ,alues

-2

-1

IV

0
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Low ,·alues

2

y
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3.5 Local Moran's I (LISA) Analyses
While the global Moran's I is useful for summarizing the spatial autocorrelation over the entire study
region, it is not necessarily capable of finding significant local patterns of spatial association, such as
local spatial clusters or local outliers. This is more effectively done using a LISA analysis (Anselin,
1995). This analysis method as well as the GeoDa computer software program (which easily creates
LISA cluster and significance maps) is further described in Anselin (2005) and Anselin et al. (2006).

LISA reflects how neighboring values are associated with each other by decomposing the global
Moran's/

into contributions for each location. LISA has two main tasks: (i) to find local pockets of

non-stationarity, which are areas where the predictive model on a local level differs from the global
model to find significant spatial autocorre lation , and (ii) to assess the influence of individual locations
on the magnitude of the global Moran's/

statistic.

The LISA statistic value is computed using the following formula:
II

I;

= (y;

- y)

L

wij

(y j

-

y), where Ii is the local Moran statistic for census tract i.

jc~i

The sum of all the local Moran statistics /i is proportional to the (global) value of Moran's/

statistic.

When LISA is decomposed this way, it is easy to identify which of four forms of spatial association the
local Moran statistic represents (see Anselin, 1995).

On a Moran scatter plot , regions in which observations are mapped show the spatial association to other
observations. With LISA, census tracts are color coded on the map and the colors show levels of
significance. Significance is determined by calculating a p-value , which is based on a z-value. By
default, a result is significant if the corresponding p-value is equal to or less than 0.05. The underlying
assumptions are that the LISA statistic values Ii have a normal distribution with the expected value of /i
and the variance of /i as defined by Anselin (1995).
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A z-value z(/i) is created for each Ii as follows:

z(I;)

= U;-

E[l;])

-Jvar[J ;]

For a LISA cluster map, the colors show significant relationships of weighted average rates for
neighboring tracts. Colors are used in the following way:

1. High-High (red); a high rate in a tract surrounded by high values of the weighted average rates for

neighboring tracts,
2. Low-Low (dark blue) ; a low rate in a tract surrounded by low values of the weighted average rates
for neighboring tracts,
3. Low-High (light blue); a low rate in a tract surrounded by high values of the weighted average
rates for neighboring tracts , and
4. High-Low (yellow); a high rate in a tract surrounded by low values of the weighted average rates
for neighboring tracts.

For a LISA significance map, different colors are used to show the level of significance of a census tract
to its neighbors, i.e ., yellow for p = 0.05 , orange for p

= 0.01, and red for p = 0.001.
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4. Results
Results and associated figures for this analysis are created using GeoDa, developed by Luc Anselin
(Anselin, 2005).

4.1 Exploratory Analysis
Three options are considered for interpolation of the six zero population census tracts using three
neighborhood cases: Euclidean Distance Case, Rook's Case, and Queen's Case. The three options are 1)
the minimum, 2) the maximum, and 3) the average according to the neighborhood case . The median
also could have been chosen; however it is not considered here. The minimum resulted in values of zero
for all but one observation. This result adds to the skewness of the data and does not add any additional
information to the LISA analysis. Therefore , this does not appear to be a good choice for interpolating
the data . The maximum does not seem to make sense as a value for a tract that may not have been
counted due to the rural nature of the tract. Choosing the average for the interpolation is a good choice
as it keeps from adding to the skewness of the data and keeps the influence of these tracts on the analysis
at a minimum. It should be noted that because of the small number of zero population values and the
weight of influence these values have on the final result s, there is no significant difference between the
three choices. Therefor e, the smoothing choice is the average of the Queen's Case based on what
appears to be the most logical.

Table l(a-c) shows the resulting values for the maximum , minimum and average for each of three
neighborhood methods: Euclidean Distance Case , Rook' s Case, and Queen's Case. The letter "Z" is
used to indicate where the observation was also from a zero population tract neighbor.

Figure 4 shows the geographical location of all six of the zero population tracts on a Utah map .
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T able 1a: The maximum, mmtmum, and average resu 1ts i or EUCI'd
I ean D'1stance C ase.
TRACT#
Neighbors (5-nearest) - TractsNalues
Min
007940100 019940100 047940100 013940100 007000400 007000100
0.00 %
z
0.00%
0.06 %
0.00%
0.17 %
019940100 007940100 019000100 047940100 015976100 019000200
0.23 %
z
0.00%
0.00%
0.00%
0.00%
049000300 049000202 049010206 049000203 049000201 049000400
0.00%
0.32%
0.38%
0.00 %
0.38 %
0.00%
049002600 049001803 049002500 049001802 049001801 049002400
0.00%
0.00 %
0.12%
0.00%
0.00 %
0.00%
049940300 051992500 007000500 007000200 007000400 007000300
0.22%
z
0.30 %
0.06%
0.26 %
0.06%
051992500 049940300 049010302 051940300 007000500 007000200
0.00 %
0.00 %
0.00%
0.22%
0.30%
0.00%
T able lb Th e maximum, mm1mum, and average resu 1ts i or R00 k' s C ase.
TRACT#
Rook Neighbors - TractsNalues
007940100 015976100 013940100 047940100 007000400
0.00%
0.00%
0.00%
0.06 %
019940100 019000100 047940100 015976100
0.23%
0.00%
0.00%
049000300 049000202 049010206
0.00%
0.32%
049002600 049001700 049002700
0.05%
0.35%
049940300 051940300 013940300 049010302
0.00%
0.19%
0.00%
051992500 049010302 051940300
0.00%
0.00%
Table le: The maximum, minimum, and average results for Queen's Case.
TRACT#
Queen Neighbors -Tract sNalues
007940100 015976100 013940100 047940100 007000400 013940300
0.00 %
0.00%
0.00%
0.06%
0.19 %
019940100 019000100 047940100 015976100
0.23%
0.00%
0.00%
049000300 049000202 049010206
0.00%
0.32%
049002600 049001700 049002700
0.05%
0.35%
049940300 051992500 051940300 013940300 049010302
0.00%
z
0.19%
0.00%
051992500 049010302 051940300 049940300
0.00%
0.00%
0.00%

Min

I Max

I

I Ave

0.17%

0.06%

0.23%

0.06%

0.38%

0.22%

0.12%

0.02%

0.30%

0.21%

0.30%

0.10%

Max

I

Ave

0.00%

0.06%

0.02%

0.00%

0.23%

0.08%

0.00%

0.32%

0.16%

0.05%

0.35%

0.20%

0.00%

0.19%

0.06%

0.00 %

0.00%

0.00%

Min

I

Max

I

Ave

0.00 %

0.19%

0.05%

0.00%

0.23%

0.08%

0.00 %

0.32%

0.16 %

0.05 %

0.35%

0.20%

0.00%

0.19%

0.06 %

0.00%

0.00%

0.00%
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Figure 4: Geographical location on a Utah map of all six of the zero population tracts .

Tract#

049000300r--r--+=~ii.i.

Sixty-three of the census tracts have an observation of zero. This is thirteen percent of the data. Also, a
majority of the tracts with a non-zero observation have a value less than or equal to 0.5% . Figure 5a
shows a histogram of the bankruptcy rates. The data are skewed to the left with the majority of the data
clustered near zero. Due to the skewness in the data, a transformation is used to assure that the
observations have a more normal distribution. Two transformations are considered for the skewed data:
the natural logarithm transformation and the square root transformation.

The logarithm transformation is defined for all positive real numbers x, however it is undefined for zero.
The data contain many zero observation values. So, first 0.03% (this is the lowest value greater than
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zero) is added to the bankruptcy rates for all 496 census tracts and then the transformation using the
natural log is performed. The resulting transformed histogram shows a clustering of data points in the
lower tail and evidence that there may be outliers in the upper tail (see Figure Sb). The middle part of
the histogram appears to follow a normal curve and indicates that the natural log transformation may be
a good transformation overall. The square root transformation is also conducted; however, this
transformation is not able to remove the skewness (see Figure Sc).

As seen in the right tail of the histogram of the log transformation (Figure Sb), there are a few
observations that appear to be outliers. There is also a cluster of observations in the left tail. A useful
plot used to find outliers is a box plot. In Figure 6, a box plot of the log transformed variable shows
three large outliers above Q3 plus 1.5 times IQR. It is interesting to note that the left tail cluster is still
within Qi minus 1.5 times the IQR. This means that the log-transformed data do not have any smal:
outliers.
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Figure 5: Histograms of the Bankruptcy Rates, (a) histogram of the Raw Bankruptcy Rates , (b) Histogram of the LogTransformed Bankruptcy Rates , and (c) Histogram of the Square-Root-Transformed Bankruptcy Rates.
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Another plot useful in showing outliers in a spatial context is a circular cartogram. As introduced earlier
the location of the circles in the cartogram is a representation of the position of each census tract on a
map in relation to all other census tracts. The map in this case is a map of Utah. The largest populations
live along the Wasatch front with a major portion in Salt Lake County (see Figure 17 for a reference).
The size of the circles is determined by the magnitude of the variable, the position is aligned as closely
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as possible to the original location on the map of Utah , and the color distinguishes any outliers and nonoutliers. Figure 7(a-b) shows three upper tail outliers (red) and three observations that are close to being
outliers (orange).

Since the location of the circles on the map is the result of a non-linear iterative procedure, the map can
be improved by increasing the number of iteration s. Figure 7b shows the result after 1000 iterations,
while Figure 7a is based on the default number of iteration s, which are less than 100 iterations. Figure
7b more clearly shows the size and spatial location of the outliers .
Figure 6: Box Plot of Log-Tran sformed Bankruptc y Rate s
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Figure 7: (a) Cartogram of Log-Transformed Bankruptcy Rates , (b) Improved Cartogram of Log-Transformed Bankruptcy Rates
using I 000 iterations.
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A more detailed look at the three outliers shows the exact geographic location of these three census
tracts: one is located in Cache County and the other two in Salt Lake County (see Figure 8). These
outliers are shaded in red in this figure. The number of households found in these three census tracts is
eight in the Cache County census tract, and fifteen and forty-nine in the Salt Lake County census tracts .
Due to the low number of households in these census tracts, any number of bankruptcies (greater than
zero) will resu lt in a considerably high bankruptcy rate. In fact, two of the eight households (i.e., 25%)
in the Cache County census tract filed for bankruptcy . Of the sixty-four households from the two census
tracts in Salt Lake County, one out of fifteen (i.e., 7%) and two out of forty-nine (i.e., 4.1 %) filed for
bankruptcy .

sing the same methodology as was previously used for the zero population census tracts,

these three census tracts are smoothed via the Queen's Case .
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Figure 8: North Ce ntral Utah Census Tra cts - Outliers in Cac he County (northern area) and in Salt Lake County (central
area).

Figure 9: Histogram of Log-Tra nsfor med Bankr uptcy Rates afte r the smoot hing of the three outliers.
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In Figure 9 and 10, the results for the histogram and box plot are shown after smoothing the three
outliers. These plots appear to have a more normal distribution. As before, there remains a cluster of
observations in the left tail, however, they do not appear to be outliers. This cluster of observations is
analyzed later in this paper.
Again, cartograms of the data with smoothed outliers are created (see Figure lla and llb).

There

appears to be no remaining extreme outlier.
The results from the exploratory analysis result in a data set that is roughly normally distributed after a
log transformation, but has a cluster of identical small values . After the smoothing of three outliers no
more values fall outside the interval (Q 1 - 1.5 * IQR, Q3 + 1.5 * IQR).
Figure 10: Box Plot of Log-Transformed Bankruptcy Rates after the smoothing of the three outliers.
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Figure I I : (a) Cartogram of Log-Tran sfo rmed Bankruptcy Rates after the smoothing of the three outliers, (b) Improved
Cartogram of Log-Transformed Bankruptcy Rates after the smoothing of the three outliers using IOOOiterations .
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4.2 Results for Moran's I
Comparing the spatia l autocorrelation of the data after applying different smoothing and weighting
method s produced the results in Table 2. The Moran 's / results are based on the log transformed data
after smoothing the zero population values by a combination of smoothing method and weighting. The
differences in the results for Moran 's / show little variation when comparing Queen 's Case and Rook's
Case. The Euclidean Distance Case results are slightly different. The spatial autocorrelation is affected
more by the weighting method than by the smoothing method , but again, the difference is relatively
small. Overall all smoothing and weighting methods result in similar values for Moran 's /.

Therefore, the choice is made to use the Queen's Case for both smoothing and weighting of the data.
This is mostly due to the way Queen 's Case chooses all of its neighbors.
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T a ble 2 Moran ' s IS moot I.1111gMet ho d verses w·h·
e1g ting MhdR
et o

esu ts
Smoothing Method

Weighting
Method

Queen's Case
Rook's Case
Euclidean Distance Case

When looking at the Moran's/

Queen's Case

Rook's Case

Euclidean Distance Case

0.3210
0.3255
0.3042

0.3228
0.3279
0.3052

0.3123
0.3161
0.3090

result for the log-transformed bankruptcy rates after smoothing the zero

population variables (and before smoothing of the three outliers highlighted in Section 4.1) using
Queen's Case smoothing and Queen's Case weights (Figure 12), we can see that there is a definite
cluster on the left and three observations on the right that extend beyond two sigma of the Moran's/
mean which is 0. All these observations lie either at or outside of the two-sigma rule of thumb for
influential observations.

As discussed in Section 4.1, the results for the three outliers on the right are not

completely reliable based on the low number of household counts in those census tracts. As far as the
cluster on the left side that borders the two-sigma boundary, it is made up of census tracts that had no
sample observations falling inside their census tract border. Having a zero bankruptcy filing is not an
indication that there were no bankruptcies filed in those tracts. Instead, this just means that the sample
contained no bankruptcy filings for these census tracts. Obviously, another sample of the same size
might contain bankruptcy filings for these census tracts, resulting in a rate somewhat larger than zero.
Therefore, smoothing this cluster makes no sense. Also, these tracts are not found to be outliers in
Section 4.1. Therefore, it makes sense to look only at the three observations on the right that fall outside
the two-sigma box, introduced in Section 3.4. Figure 12 shows a Moran scatter plot before smoothing or
excluding outliers. The corresponding Moran's/,

i.e., the slope of the regression line, is 0.3210. This

means that there appears to be a weak positive spatial autocorrelation between neighboring census tracts.
As a reminder, a Moran's I result near 1.0 shows a strong positive spatial autocorrelation.

A Moran's/

result near 0.0 would show that there is no spatial autocorrelation, and a result near -1.0 indicates a
strong negative autocorrelation.
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Figure 12: Moran 's / Log-Tran sformed Bankruptcy Rates using Quee n's Case Weighting and Smoothing Method before
smoothing of outliers.
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GeoDa aJiows users to exclude an outlier by simply highlighting the outlier, right clicking on the
computer mouse, and selecting "Exclude Highlighted ". When the three outliers are excluded, the
resulting Moran 's I statistic increases slightly to 0.3456 (see Figure 13). This result also indicates the
appearance of a weak positive spatial autocorrelation between neighboring census tracts . If the same
three outliers on the right are smoothed using Queen 's Case, the Moran 's I statistic has another slight
increa se to a value of 0.3588 as seen in Figure 14.

The three similar results of the Moran's I analysis show that the data have a week positive spatial
autocorrelation between neighboring census tracts . The next appropriate step is to analyze the data
using LISA.
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Figure 13 Moran's/ Log-Transformed Bankruptcy Rates with Queen 's Case Weighting and Smoothing Method after the
three outliers are excluded.
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Figure 14 M ora n's / Log- Tran sfo rmed Bankruptcy Rates with Queen's Case Weightin g and Smoothing after the thre e
outliers are smoothed using Qu ee n's Case
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4.3 Results for Local Spatial Autocorrelation Based on LISA
GeoDa use s the LISA Cluster Map and the LISA Significance Map to show significant local pattern s of
spatial association, such as local spatial clusters or local outliers. With both of these LISA maps , census
tracts are color coded on the map to show significance . As a reminder, significance is determined by
calculating a p-value . The underlining assumptions are: (i) a normal distribution of the Local /i statistics
and (ii) the expected value and the variance of /i as defined by Anselin (1995) , see Section 3.5.

Figure 15 shows a LISA Cluster Map using the log-transformed data after smoothing of zero population
census tracts and before smoothing of the three outliers using Queen 's Case. Clusters are significant at a
level of p < 0.05 if they have a color. Cen sus tracts with no color are not significant (the calculated pvalue is greater than 0.05). Figure 16 show s a LISA Cluster Map using the log-transformed data after
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smoothing of zero population cen sus tract s and after smoothing of the three outlier s using Queen 's Case.
The compari son of Figure 15 with Figure 16 show s that the three outlier cen sus tract s have a lot of
influence on the significance of local clusters whether or not the tracts surround the three outliers.
Figure 15: LI SA Clu ster Map with a significa nce leve l of p < 0 .05 after smoo thin g o f zero popul atio n ce nsus trac ts and
befo re smoo thin g of the three outli ers.

•
•
•

•
•

ot Significant
High -High
High-Low
Low -High
Low -Low

27

Figure 16 : LIS A C luster Map with a sig nifica nce leve l of p < 0 .05 after smoo thin g of zero population ce nsus trac ts and after
smoothing of the three outliers.
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Figure 17: (a) Zoomed LISA Cluster Map with a significance level of p < 0.05 after smoothing of zero population census
tracts and after smoothing of the three outliers, and (b) Utah County Directory Map obtained from Notice of Trustee's Sale Utah Notices (20 I 0).
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In Utah , counties are divided into two groups: urban and rural. Weber , Davis , Salt Lake, and Utah
County are urban areas. Seventy-six percent of the Utahan population lives in urban areas (see
Appendix A). All other counties are rural. In Figure 16, there is an area that appears to have many
tracts that are colored red. Figure l 7a shows a more detailed view of this high-high cluster area. The
census tracts included in this cluster are located in the Salt Lake, Weber, Davis, Utah, and Tooele
counties (see Figure 17b). This shows that high bankruptcy rates are clustered in urban areas. In
addition, severa l census tracts in rural counties that border urban counties are part of the high-high
cluster area.

Figure 18a shows a LISA Significance Map for each census tract using the log-transformed data after
smoothing of the three outliers. Most of the high-high local cluster areas are also significant at p < 0.01.
However, at a p-value smaller than 0.001, none of the census tracts are significant. Figure 18b shows a
more detailed area surrounding the Davis, Salt Lake, and Utah County area. The rural areas are where
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Figure 18: (a) LISA Significance Map after smoothing of zero population census tracts and after smoothi ng of the three
outliers. The colors show the significance of census tracts at their lowest level of significance. (b) Zoomed LISA
Significance Map showing the area surrounding Davis , Salt Lake, and Utah County.
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the LISA Cluster Map (Figure 17a) shows significant low-low local clusters. The LISA Significance
Map shows that many of those same areas have a significance or p-value less than 0.0 I.

The results after performing a log transformation, created a roughly normally distributed data set. After
the smoothing of three outliers, the Moran's I analysis showed that the data have a week positive spatial
autocorrelation between neighboring census tracts. LISA analysis showed that high bankruptcy rates are
clustered in urban areas located in the Salt Lake, Weber , Davis, Utah, and Tooele counties. These are
high-high cluster areas. Several census tracts in rural counties that border urban counties are also shown
to be part of the high-high cluster area. The results also show that most of the high-high local cluster
areas are significa nt at p < 0.01. In rural areas significant low -low local clusters are found to exist.
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5. Comparison to Other Studies
It appears that in rural areas primarily low-low clusters can be found, i.e., census tracts with low
bankruptcy rates are surrounded by census tracts with similarly low rates. Some exceptions of high-low
clusters exist. In contrast, in the urban areas primarily high-high clusters can be found, i.e., census tracts
with high bankruptcy rates are surrounded by census tracts with similarly high rates. A previous study
conducted by Delgadillo et al. (2006a) shows that even though bankruptcy filings may be random events
at the individual level, patterns emerge when filings are aggregated by census tract or by urban areas.
Census tracts located in urban areas are associated with higher bankruptcy rates. Delgadillo et al.
(2006a) demonstrates that, in general, communities located in rural areas experience relatively low
bankruptcy rates. Small rural communities may possess peculiarities that are absent in urban counties
such as stro ng social stigma about bankruptcy because of relatively close social, familial, and religious
ties. It may be the case that perceptions about filing in urban areas are mediated by religious values. The
predominant religion in the state of Utah, The Church of Jesus Christ of Latter-Day Saints (LDS),
popularly known as the Mormon Church, teaches frugality and se lf-sufficiency, and such religious
adherence is more predominant in rural counties than in urban counties. In 21 out of 24 rural cou nties
the percentage of LDS population ranges from 62 to 89 percent. Urban residents are less likely to claim
LDS church member ship , ranging from 56 percent to 59 percent of the area population (Arave and
Hardy, 2003). In states that have more religious diversity, researchers interested in replicating this study
can use the American Community Survey to map the predominant religions in their states (De lgadillo et
al., 2006a).

A second study by Delgadillo et al. (2006b) also shows that there exists a relationship between the high
number of bankruptcies and a large percentage of subprime first and second mortgages. A subprime first
mortgage generally refers to a loan given to an individual that ha s a history of bankruptcie s,
foreclosures, repossessions, past due accounts, a high debt to income ratio, or other unre solved credit
issues . A subprime mortgage also includes any loans that do not conform to the Fannie Mae or Freddie
Mac underwriting guidelines. Second mortgages generally take advantage of the equity available in a
home (the difference between the value of a home and the amount financed). A second mortgage is
subordinate to a first mortgage and in the case of a default on the loan, the first mortgage is paid off first
before the second mortgage. The model in Delgadillo et al. (2006b) shows that 32 percent of the
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variance in bankruptcy filings in Utah is explained by using these mortgages.

With the addition of a

second mortgage, that study also clearly shows a proportional increase in the bankruptcy filings.

This second study also looks to explain why Utah had a high percentage of subprime market activity.
The results show that significantly more activity is concentrated around refinances than around first time
purchases. Customers with less than ideal credit, lower incomes, and heavy consumer debt are lulled
into interest only, negative amortization, and adjustable rate loans that have an initial low teaser rate.
These products, however, come with increased monthly costs in later years and high prepayment
penalties to replace these loans (Delgadillo et al., 2006b ).

Although this report does not study the relationships between bankruptcy and income, population, or
minority status, it does show that in urban census tracts high-high LISA clusters exist. Like the two
studies done by Delgadillo et al. (2006a, 2006b), these high-high LISA clusters are prevalent in the same
areas, i.e., the west side of Salt Lake County, the city of Tooele in Tooele County, and the city of Ogden
in Weber County as detailed in those studies. In rural areas, LISA shows low-low clusters and this also
matches the results from Delgadillo et al. (2006a, 2006b).

6. Conclusion
Using a spatial approach to gain insight into the relationship of bankruptcies between census tracts in
Utah shows the existence of positive spatial autocorrelation between census tracts. Specifically, it is
seen on a global basis where census tracts bordering each other have similar rates of bankruptcies.
Those census tracts with a high bankruptcy rate tend to border census tracts with a similar high
bankruptcy rate. The same holds true for census tracts with a low bankruptcy rate.

When analyzing the data using LISA, results show that there tends to be local clustering of high
bankruptcy rates in urban areas like Salt Lake County and Weber County. In rural areas, the bankruptcy
rates cluster at low levels. Similar results are found in a study comparing bankruptcy rates of counties in
Pennsylvania. Results show that rural counties have lower rates of bankruptcies than urban counties
(Troxell, Albohali, and Boldin, 2001). Utah County, which is becoming more and more urban, does not
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experience so much the high-high rates of bankruptcies. However, one may wonder if the future will
bring higher numbers of bankruptcies to Utah County and some of the current rural counties in Utah as
the Utah population grows steadily. According to the U.S. Census Bureau (2010), the Utah population
increased by almost 25% between 2000 and 2009, which will likely result in more urban census tracts
and higher bankruptcy rates in those census tracts in the future.
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Appendix A
UTAH Population Data
By County
Summarized from 2000 Census Records
(FFIEC Census Report, 2003)
COUNTY
BEAVER COUNTY
BOX ELDER COUNTY
CACHE COUNTY
CARBON COUNTY
DAGGETT COUNTY
* DAVIS COUNTY
DUCHESNE COUNTY
EMERY COUNTY
GARFIELD COUNTY
GRAND COUNTY
IRON COUNTY
JUAB COUNTY
KANE COUNTY
MILLARD COUNTY
MORGAN COUNTY
PIUTE COUNTY
RICH COUNTY
* SALT LAKE COUNTY
SAN JUAN COUNTY
SANPETE COUNTY
SEVIER COUNTY
SUMMIT COUNTY
TOOELE COUNTY
UINTAH COUNTY
* UTAH COUNTY
WASATCH COUNTY
WASHINGTON COUNTY
WAYNE COUNTY
* WEBER COUNTY

Urban
Rural

Census Count Households
6,005
1,989
42,745
13,211
91,391
27,597
20,422
7,438
921
344
238 ,994
71,115
14,371
4,579
10,860
3,471
4,735
1,588
8,485
3,445
33,779
10,676
8 ,238
2,457
6,046
2,236
12,405
3,855
7,129
2,059
1,435
503
1,961
653
898,387
295,290
14,413
4,109
22 ,763
6,549
18,842
6,104
29,736
10,374
40,735
12,675
25,224
8,126
368 ,536
100,164
15,215
4,754
90,354
29 ,970
2,509
904
196,533
65,708
2,233,169
701,943

1,702,450
530,719

532,277
169,666

Note: Counties marked with a * are urban co unties .
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