Future galaxy surveys require one percent precision in the theoretical knowledge of the power spectrum over a large range including very nonlinear scales. While this level of accuracy is easily obtained in the linear regime with perturbation theory, it represents a serious challenge for small scales where numerical simulations are required. In this paper we quantify the accuracy of present-day N -body methods, identifying main potential error sources from the set-up of initial conditions to the measurement of the final power spectrum. We directly compare three widely used N -body codes, Ramses, Pkdgrav3, and Gadget3 which represent three main discretisation techniques: the particle-mesh method, the tree method, and a hybrid combination of the two. For standard run parameters, the codes agree to within one percent at k 1 h Mpc −1 and to within three percent at k 10 h Mpc −1 . In a second step, we quantify potential errors due to initial conditions, box size, and resolution using an extended suite of simulations performed with our fastest code Pkdgrav3. We demonstrate that both a minimum box size of L = 500 h −1 Mpc and a maximum particle mass of M p = 10 9 h −1 M are required to obtain one percent precision of the matter power spectrum. As a consequence, numerical simulations covering large survey volumes of upcoming missions such as DES, LSST, and Euclid will need more than a trillion particles to reproduce clustering properties at the targeted accuracy.
INTRODUCTION
In the last decades, cosmology has entered the high precision regime owing to ever more accurate measurements of the Cosmic Microwave Background (CMB). The statistical information of the CMB sky is, however, intrinsically limited, while large scale structures contain a great wealth of modes which can be exploited, provided nonlinear structure formation is well understood. Next-generation galaxy and weak lensing surveys such as DES 1 , LSST 2 , and Euclid 3 require percent accurate modelling of the matter power specEmail: aurel@physik.uzh.ch 1 www.darkenergysurvey.org 2 www.lsst.org/lsst 3 sci.esa.int/euclid trum up to wave numbers of k ∼ 10 h Mpc −1 in order to fully exploit their constraining power for cosmology (Ivezic et al. 2008; Laureijs et al. 2011 ).
Standard perturbation theory gives accurate results up to k ∼ 0.1 h Mpc −1 , while numerical simulations are indispensable at higher wave numbers (Carlson et al. 2009; Fosalba et al. 2015) . Pure dark matter simulations based on N -body techniques are believed to be accurate up to about k ∼ 1 h Mpc −1 , beyond which baryonic feedback from active galactic nuclei (AGN) must be included (van Daalen et al. 2011) .
In this paper we focus on the matter power spectrum from collisionless N -body simulations, ignoring all hydrodynamical effects. Although strictly not valid at small scales, this approach is currently the only option for precision cos-mology as the relevant AGN feedback mechanism is not well understood, and is poorly constrained by observations. A potential way forward is to study AGN feedback with high resolution simulations of small cosmological volumes and to parametrise the effects on the matter power spectrum. Cosmological parameter estimation can then be carried out on the basis of N -body simulations plus additional free model parameters accounting for the AGN contribution (Mohammed et al. 2014) .
Comparison studies of N -body codes and subsequent analysis tools have been performed in the past. The first investigation of different N -body techniques was carried out over thirty years ago by Efstathiou et al. (1985) . More recently, Heitmann et al. (2008) compared the halo abundance and the power spectrum of ten different N -body codes finding a ten percent spread between clustering properties of the codes. The measurement of the power spectrum with different mass assignment and aliasing correction schemes has also been subject to detailed investigation (Jing 2005; Cui et al. 2008) .
This paper studies some of the most important potential error sources of the simulation pipeline from the initial conditions to the power spectrum measurement at redshift zero. Potential errors are classified into four distinct categories: errors from the initial conditions, errors from the gravity calculation, and errors due to box-size and resolution effects. Each one of these categories is investigated separately with respect to the one percent convergence requirement.
The paper is structured as follows: section 2 summarises the characteristics of the used gravity codes and provides a convergence test between them. In section 3 and 4, we investigate the accuracy of initial conditions and study potential volume and resolution effects. Section 5 provides a list of requirements to obtain percent accuracy of the matter power spectrum and discusses consequences for simulating nextgeneration galaxy surveys.
COMPARING N -BODY CODES
The gravitational N -body technique is the standard tool to simulate the nonlinear Universe, yielding accurate results at scales where hydrodynamical effects are subdominant. Most N -body codes are either based on a particle-mesh method, a tree algorithm, or a hybrid combination of the two. In this paper, we compare the codes Ramses, Pkdgrav3, and Gadget3, which represent each of these three approaches and are widely used in the astrophysics and cosmology community.
The N -body and hydrodynamical code Ramses (Teyssier 2002 ) is based on a particle-mesh technique and uses adaptive mesh refinement for high density regions. The code is mainly used for hydrodynamical simulations in a cosmological context (Ocvirk et al. 2008; Agertz et al. 2010) but it has also been employed for pure dark matter N -body runs in the past (Teyssier et al. 2009 ). For the simulation presented in this paper, we used a coarse-level grid with refinement level min = 12, corresponding to 2048 3 coarse cells. New refinements were triggered on a cell-by-cell, recursive basis when a cell collects more than 8 particles. Using this strategy we reached a maximum level of refinement max = 18, corresponding to a spatial resolution of 2 h −1 kpc. We employ adaptive, level-by-level time stepping, with a time step size set smaller than the local free fall time, and by the requirement that a particle cannot move more than half a cell within one time step. The convergence criterion for the Poisson solver, defined as the ratio of the residual L 2 -norm to the right-hand side L 2 -norm, was set to = 10 −4 . The gravity code Pkdgrav3 (an earlier version of which is described in Stadel 2001) is based on a binary tree algorithm using fifth order fast multipole expansion of the gravitational potential (using cell-cell interactions making it an O(N ) gravity calculation method). Periodic boundaries conditions are calculated with the Ewald summation technique, requiring very little data movement while exposing a high degree of parallelism. Pkdgrav has been extensively used for N -body simulations in the past, mainly in the context of cosmological zoom simulations such as Via Lactea (Diemand et al. 2007 ) and Ghalo (Stadel et al. 2009 ). The current version of Pkdgrav includes GPU acceleration for all force calculations, leading to a significant speed-up with respect to previous versions. In this paper, we use the run parameters ε = 0.02 lmean (where lmean is the mean particle separation) and θ = 0.7 (θ = 0.55 above redshift two) for softening and tree opening criteria. The adaptive time-stepping is parametrised in the standard way, i.e dti = η ε/|ai| with η = 0.15 (where ai is the acceleration of particle i). Pkdgrav3 also has a more sophisticated time-stepping criterion based on an estimation of the local dynamical time. Our tests of this show relevant differences in the measured power spectrum beyond k ∼ 5 h Mpc −1 , but we only present results using the standard time-stepping here.
-
The tree-particle-mesh code Gadget3 applies a uniform particle-mesh method at large scales plus a first order oct-tree technique at small scales (see , for a description of an earlier version of the code). Gadget is extensively used in many contexts and is most known for the Millennium suite of cosmological simulations , as well as the Aquarius zoom simulations . For the comparison, we use a comoving Plummerequivalent softening length of ε = 10 h −1 kpc and the code's relative tree opening criterion with a tolerance value of α = 0.005 for the gravitational force accuracy (see , for more information). Furthermore, we adopt a time integration parameter corresponding to η = 0.22 for the time stepping criterion used above in Pkdgrav3. The long-range particle-mesh forces are calculated with a 2048
3 Fourier grid. The comparison is performed by running a simulation of box size L = 500 h −1 Mpc and resolution of N = 2048 particles per dimension with each of the three codes, starting from the exact same initial conditions and using the standard run parameters described above. The initial conditions are based on second order Lagrangian perturbation theory (2LPT), generated at redshift 50 with a modified version of the IC code from Scoccimarro et al. (2012) . For the cosmological parameters, we use Planck values, i.e., Ωm = 0.3071, ΩΛ = 0.6929, Ω b = 0.0483, h = 0.6777, ns = 0.9611, and σ8 = 0.8288 (Ade et al. 2014 ). The measurement of the power spectra is performed at exactly the same redshifts and with the same analysis tool (using the triangular shaped cloud scheme for the mass assignment). In this way, we carefully avoid all other potential sources of error and directly compare effects due to the gravity calculations of the codes.
All simulations were performed on the hybrid CPU/GPU cluster Piz Daint at the Swiss National Supercomputing Centre (CSCS). The total run-time for the three codes is 94 352 node-hours for Ramses, 34 524 node-hours for Gadget3, and 1632 node-hours for Pkdgrav3 (the former two codes were run on 512 nodes using CPU only, while the latter was run on 128 nodes using full GPU acceleration for the force calculations). On each node of Piz Daint there are 8 CPU-cores and one Nvidia Tesla K20X GPU accelerator.
The resulting power spectra of the code comparison are illustrated in Fig. 1 , where different panels show the redshifts z = 3.8, 2, 1.0, and 0.0. The green lines refer to Pkdgrav3, the red lines to Gadget3, and the blue lines to Ramses 4 . One percent agreement (grey shaded area) between the different codes is obtained up to k ∼ 1 h Mpc −1 over all redshifts, as illustrated by the vertical dashed line. In the highly nonlinear regime from k = 1 to 10 h Mpc −1 , the agreement between codes is at the three percent level for z = 1 and below 5 . At higher redshifts, the discrepancy grows, reaching about five percent at z = 2 and ten percent at z = 3.8.
The results presented in Fig. 1 suggest that the consensus between different N -body techniques is good, however not quite good enough for the targeted percent accuracy up to k ∼ 10 h Mpc −1 . Further improvements to the codes will not be easily achievable, as we don't know a priori the correct solution for the matter power spectrum in the nonlinear regime. A common effort of the community is required to converge towards a generally accepted solution. In order to encourage further comparison of N -body codes, we release the IC file used here plus all power spectrum measurements on www.ics.uzh.ch/∼aurel/.
INITIAL CONDITIONS
Initial conditions of cosmological simulations are generated as a random realisation of a (Gaussian) density field, based on either first or second order Lagrangian perturbation theory. The density field is usually discretised in form of aligned particles on an initial grid, where small displacements account for the initial perturbations. The redshift of the initial conditions has to be chosen with care. It should lie in a range where all resolved perturbations are large enough to dominate numerical noise, but still small enough to be accurately described by perturbation theory. It has been shown in the past that it is advantageous to use second order Lagrangian perturbation theory (2LPT) with respect to the simpler first order or Zel'dovich approximation (ZA), as it allows for smaller starting redshifts, further away form the noise dominated high-redshift regime (Crocce et al. 2006; Jenkins 2010; Reed et al. 2013) .
We study the effects of the initial conditions on the power spectrum at redshift zero by running simulations with L = 512 h −1 Mpc and N = 1024 particles per dimension with the N -body code Pkdgrav. The initial conditions are generated with MUSIC (Hahn & Abel 2011), using both the ZA and 2LPT approach at different starting redshifts.
The resulting effects on the power spectrum are illustrated in Fig. 2 ZA and 2LPT directly measured in the ICs at the corresponding starting redshifts of zi = 200 (red line), zi = 100 (green line), and zi = 50 (blue line). The differences between ZA and 2LPT are at sub-percent level (converging towards high redshifts) and limited to high wave numbers above k ∼ 1 h Mpc −1 . In the bottom panel, we illustrate the situation at redshift zero, now taking the 2LPT-run with zi = 50 as reference (black line). For the ZA-simulation with zi = 50, the deviation has grown substantially with respect to the ICs and is visible down to k ∼ 0.1 h Mpc −1 . This somewhat surprising behaviour is in agreement with previous findings (Knebe et al. 2009; Heitmann et al. 2010) . The ZA-runs with higher starting redshifts of zi = 100 (green line) and zi = 200 (red line) slowly converge towards the black reference line but do not reach percent agreement. Unlike the ZA, simulations with 2LPT are converged within one percent between all starting redshifts investigated here. This is illustrated by the faint green and red lines representing the 2LPT-runs with zi = 100 and zi = 200. Fig. 2 suggests that a starting redshift zi > 200 is required to obtain percent accuracy with ZA initial conditions. Such high starting redshifts are prone to numerical problems, since N -body codes do not deal well with extremely small initial density perturbations. At what redshift numerical effects become a problem depends on the code and the run parameters. Based on a study involving Pkdgrav2 and Gadget2, Reed et al. (2013) concluded that the initial redshift and the redshift of typical halo formation should not differ by more than a factor of fifty. For the cosmological boxes investigated here, most haloes form around redshift two (see for example McBride et al. 2009 ) and the initial redshift should therefore not exceed z = 100.
In agreement with previous results, we conclude that initial conditions with 2LPT should be used consistently for cosmological simulations. They are significantly more accurate than ZA initial conditions and they allow lower starting redshifts, thus decreasing the run-time of simulations.
BOX SIZE AND RESOLUTION
A careful setup of simulations in terms of box size and particle numbers is crucial in order to obtain one percent agreement in the power spectrum. Small boxes tend to suffer from sampling variance and missing large-scale modes, while large boxes might not have enough resolution to capture the very nonlinear scales.
We use Pkdgrav3 to run a suite of numerical simulations with varying box size and particle number. Volume effects on the power spectrum are investigated by comparing simulations with the same mass resolution and different box sizes. Effects due to particle numbers are studied with runs of constant box sizes. All simulations are based on 2LPT initial conditions, generated with MUSIC at redshift 50.
The power spectrum is measured with triangular shaped cloud (TSC) mass assignment on a 8192
3 grid. For all measurements, we subtract the Poisson shot-noise contribution due to the simulation particles, given by Psn = (L/N ) 3 . The statistical error on the power spectrum consists of a sample variance and a shot-noise contribution and is given by σP = (2/∆Nm) 1/2 (P + Psn), where ∆Nm = L 3 k 2 ∆k/(2π 2 ) is the number of modes per k-bin. In the left panel of Fig. 3 , we illustrate ratios of power spectra from runs with the same mass resolution but different box sizes and particle numbers. The particle mass is kept constant at Mp ∼ 10 10 M /h, while the box length is increased together with the number of particles. A small box with L = 128 h −1 Mpc (blue line) underestimates the power by more than 10 percent. Doubling the box size to L = 256 h −1 Mpc box (green line) leads to an overall accuracy of 5 percent (one percent at small scales, k > 1 h Mpc −1 ). Boxes with length of L = 512 h −1 Mpc (red line) and more (L = 1024 h −1 Mpc, black reference line) differ by less than one percent over the entire range of wave numbers. We therefore conclude that the box size of simulations should not be smaller than 500 h −1 Mpc in order to include the largest modes and converge with percent accuracy.
In the right panel of Fig. 3 , we plot power spectra from runs with the same box size (L = 512 h −1 Mpc) and different particle numbers, effectively increasing the mass resolution. Simulations with N = 256 (blue line), N = 512 (green line), and N = 1024 (red line) underestimate the power on small scales with respect to the N = 2048 reference run (black line). The divergence from percent accuracy happens roughly at the scale where shot-noise from the simulation particles becomes relevant (the wave number where the shot-noise contribution to the measured power spectrum reaches one percent is indicated with colour-dotted vertical lines).
The drop in power of the lower resolution runs, visible in the right panel of Fig. 3 , can be explained in terms of analytical considerations: experiments with the halo model show that clusters significantly contribute to the power spectrum, while the presence of small haloes below 10 11 h −1 M have a negligible effect (Schneider et al. 2012; van Daalen & Schaye 2015) . Since the simulations with lower resolution (represented by the coloured dots) do not resolve haloes down to masses of 10 11 h −1 M , they underestimate the physical power at small scales. The N = 2048 simulation on the other hand, has a particle mass of Mp ∼ 10 9 h −1 M , resolving 10 11 h −1 M haloes with ∼ 100 particles. Moreover, the convergence rate in the plot suggests that the N = 2048 run is one percent accurate until k ∼ 10 h Mpc −1 . After investigating both simulations with constant mass resolution and constant box size, we perform a final convergence test where the the simulation volume is varied for a constant number of particles of N = 2048 per dimension. Fig. 4 illustrates the power spectra of four simulations with decreasing box length L = 4096 (blue line), L = 2048 (green line), L = 1024 (red line), and L = 512 (magenta line) h −1 Mpc at three different redshifts z = 2.4 (top panel), z = 1.0 (middle panel), and z = 0 (bottom panel). The agreement between the different simulations improves towards smaller box sizes due to increasing mass resolution. At redshift zero, the blue and green dots start to diverge at k ∼ 0.2 h Mpc −1 and k ∼ 1 h Mpc −1 , while the red and magenta line are converged until k ∼ 4 h Mpc −1 and differ by about two percent at k ∼ 10 h Mpc −1 . This convergence rate suggests that the magenta run (with L = 512 h −1 Mpc and N = 2048) is within one percent of the true answer over the entire range of scales up to k ∼ 10 h Mpc −1 . Towards higher redshifts, the agreement becomes worse with the blue, green, and red lines deviating at significantly smaller wave numbers. At all redshifts, the divergence again happens at roughly the same scale where the shot-noise contribution exceeds one percent of the measured power spectrum (indicated by the colour-dotted vertical lines).
The reference line in Fig. 4 represents the outcome of the cosmic (Franken-) emulator, which is an interpolation tool based on a suite of simulations with varying cosmological parameters (Heitmann et al. 2010 (Heitmann et al. , 2014 between the emulator and our simulations is about three percent at z = 0 and five percent at z = 1. This is roughly within the stated accuracy of Heitmann et al. (2014) . However, our simulations consistently predict more power than the cosmic emulator at scales around k ∼ 1 h Mpc −1 and above, confirming results from Skillman et al. (2014) who observe a similar departure from the cosmic emulator. Part of the difference should come from the fact that the emulator was calibrated with Gadget runs, while we use Pkdgrav, two codes that differ by about three percent above k = 1 h Mpc −1 , as illustrated in Fig. 1 . Based on Fig. 4 , we can give a minimal mass resolution required to obtain percent convergence in the matter power spectrum. For the entire range of wave numbers up to k = 10 h Mpc −1 , the simulation particle mass should be below Mp ∼ 10 9 M /h (corresponding to the mass resolution of the magenta run with L = 512 h −1 Mpc). This requirement can be relaxed to Mp ∼ 8 × 10 10 (corresponding to the green run with L = 2048 h −1 Mpc) for limited wave numbers up to k = 1 h Mpc −1 . Numerical simulations for upcoming surveys missions need large boxes of at least 4 h −1 Gpc to cover the entire survey volume (Ivezic et al. 2008; Laureijs et al. 2011 ). They will therefore require at least N = 16000 particles per dimension (i.e four trillion in total) to reach percent precision for the power spectrum.
CONCLUSIONS
The future of cosmology relies on data from large scale structure surveys. This data can only be fully exploited if we understand gravitational clustering and galaxy formation at high accuracy (Smith et al. 2014) . The matter power spectrum, as the prime statistical measure, needs to be known within percent precision from linear scales up to k ∼ 10 h Mpc −1 . Although cosmological N -body techniques have been developed and constantly improved during the last two decades, obtaining the required accuracy remains a challenge. The entire pipeline from the generation of initial conditions to the analysis of the final data needs to be examined carefully and potential sources of error have to be quantified.
In this paper, we compare power spectra of simulations from the three gravity codes Ramses, Pkdgrav3, and Gadget3. These codes are well established in the community and represent common N -body techniques for cosmological simulations: the particle-mesh technique, the tree method, and a hybrid combination of the two. In a second part, we explore potential error sources from initial conditions, simulation volume, and resolution, investigating effects on the matter power spectrum. These findings are then expressed in terms of a minimal volume and minimal mass resolution requirement to obtain the targeted percent accuracy.
The main results of the paper can be summarised as follows: (i) Gravity calculation: The gravity codes Ramses, Pkdgrav3, and Gadget3 agree within one percent up to k = 1 h Mpc −1 (over all studied redshifts), and within three percent up to k = 10 h Mpc −1 (below redshift one). (ii) Simulation volume: A minimum box size of L = 500 h −1 Mpc is required for percent accuracy in the power spectrum. Smaller boxes lack the largest gravity modes and tend to under-estimate the power on medium scales.
(iii) Mass resolution: The maximal particle mass in simulations is Mp ∼ 10 9 h −1 M for a percent accurate power spectrum up to k = 10 h Mpc −1 . This requirement can be relaxed to Mp ∼ 8 × 10 10 h −1 M , if only wave numbers up to k = 1 h Mpc −1 are considered. Upcoming surveys, such as DES, LSST, and Euclid, require large simulation volumes of L = 4 h −1 Gpc or more. As a consequence, numerical simulations need to have at least N = 16000 particles per dimension (i.e four trillion in total) to reproduce the power spectrum at targeted accuracy.
(iv) Initial conditions: Initial conditions based on the Zel'dovich approximation (ZA) require very high starting redshifts of z = 200 or above. Such high redshifts are prone to numerical errors, since the size of perturbations are of the order of the numerical accuracy. Initial conditions based on second order Lagrangian perturbation theory (2LPT) are significantly more accurate. They allow late starting redshifts, reducing the run-time of simulations and minimising potential numerical errors in the high redshift regime.
Summarising these results, it is possible to run cosmological simulations with sub-percent errors from volume and mass resolution effects, however, at the price of very high particle numbers. In terms of the gravity calculation, the agreement between codes is good, but not quite at the percent level for the very nonlinear regime.
In the future, it will be crucial to include baryonic effects driven by AGN feedback, as they have been shown to significantly affect the matter power spectrum at nonlinear scales (van Daalen et al. 2011 ). Quantifying and parametrising the AGN feedback will be one of the main challenges of computational cosmology, and a basic requirement to take full advantage of the upcoming large scale structure observations.
DATA RELEASE
All relevant data of the code comparison project, i.e. the IC file, run parameters, and power spectra measurements, can be found at www.ics.uzh.ch/∼aurel/. We hope that this information will be useful for future comparison and accuracy tests including other N -body codes.
