Asymptotic properties of Chebyshev–Sobolev orthogonal polynomials  by Berriochoa, E. et al.
Journal of Computational and Applied Mathematics 178 (2005) 63–74
www.elsevier.com/locate/cam
Asymptotic properties of Chebyshev–Sobolev orthogonal
polynomials
E. Berriochoaa,∗, A. Cachafeirob, J.M. Garcia-Amorb
aDepartamento de Matemática Aplicada I, Facultad de Ciencias, Universidad De Vigo, 32004 Orense, Spain
bDepartamento de Matemática Aplicada I, E.T.S. Ingenieros Industriales, Universidad de Vigo, 36280 Vigo, Spain
Received 1 October 2003; received in revised form 5 March 2004
Abstract
In the present paper we study asymptotic properties for some Sobolev orthogonal polynomials on a bounded
interval, using a connection with Sobolev orthogonal Laurent polynomials on the unit circle. We obtain asymptotic
properties outside and inside the interval, as well as, interesting properties about zeros.
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1. Introduction
It is well-known that the Szego˝’s scheme is used to obtain the asymptotics for orthogonal polynomials
(OPs) on the real line, in the standard case. Szego˝ obtained the asymptotics for OP on the unit circle,
and using a nice connection between OP on the circle and OP on the real line, he then obtained, as a
consequence, the asymptotics in the real case (see [3]).
In the Sobolev real case the asymptotic results are similar to those of the standard case; but these
results have been obtained without using any connection with the Sobolev asymptotic theory on the
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circle. Moreover the theory developed for the unit circle is the best possible (see [2]), but this is not the
case in the real line (see [4]).
The idea for this work is to reproduce the Szego˝’s scheme in order to improve the theory in the real
line.We do this with an interesting family of Sobolev OPs, and using a novel approach. Indeed this family
constitutes a new example which enables to prove that the existing theory is incomplete. The ideas in this
paper could be a helpful guide to establish the theory of Sobolev OPs on the real line.
We consider a Borel, ﬁnite and positivemeasure 0 on [−1, 1], and themeasure of Chebyshev of second
kind. For simplicity, andwithout loss of generalitywe assume that 0 is absolutely continuouswith respect
to the Lebesgue measure, that is, d0(x)=w0(x) dx. We deﬁne the following Chebyshev–Sobolev inner
product in the space of polynomials P
〈p(x), q(x)〉s =
∫ 1
−1
p(x)q(x) d0(x)+
∫ 1
−1
p′(x)q ′(x)
√
1− x2

dx. (1)
We denote by {P˜n(x)} the monic orthogonal polynomial sequence (MOPS) with respect to 〈 , 〉s .
Closely related to (1) we can deﬁne, in the space of Laurent polynomials, the following inner product
that we call Lebesgue–Sobolev inner product:
〈p(z), q(z)〉s =
∫ 2
0
p(ei)q(ei)
1
2
w0(cos )| sin |d+
∫ 2
0
p′(ei)q ′(ei) d
2
, z= ei. (2)
For j and k integer numbers we denote by j,k , the subspace of :
j,k =
{
p(z) ∈ 
∣∣∣p(z)= k∑
i=j
aiz
i, ai ∈ C
}
.
We study the Laurent polynomial ˜n,−n(z) deﬁned by
(i) ˜n,−n(z) ∈ n,−n and it is monic in zn, that is, ˜n,−n(z)=
∑n
k=−n An,−n,kzk with An,−n,n = 1, and
(ii) 〈˜n,−n(z), zj 〉s = 0 for −njn− 1.
In a similar way, we can deﬁne ˜−n,n(z).
Clearly there exists a unique polynomial ˜n,−n(z) satisfying (i) and (ii) and it holds that ˜−n,n(z) =
˜n,−n(z−1). Moreover, ˜n,−n(z) is the unique solution of the extremal problem
Min ‖q(z)‖2s
with q(z) ∈ n,−n,
q(z)= zn +
n−1∑
i=−n
biz
i .
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Finally we connect P˜n(x) with ˜n,−n(z) and knowing the asymptotic behavior of ˜n,−n(z), we obtain
the asymptotic behavior of P˜n(x).
2. The connection between Chebyshev–Sobolev and Lebesgue–Sobolev problems
Theorem 1. Let P˜n(x) be the monic OP of degree n related to (1) and ˜n,−n(z)=
∑n
k=−n An,−n,kzk the
monic polynomial deﬁned above with orthogonal properties related to (2).
If x = z+z−12 and z= ei, then it holds
(i) P˜n(x)= 12n−1(1+An,−n,−n)
˜n,−n(z)+˜n,−n(z−1)
2 .
(ii) ‖P˜n(x)‖2s = 122n−1(1+An,−n,−n) ‖˜n,−n(z)‖2s .
Proof. Let Tk(x) be the kth Chebyshev polynomial of the ﬁrst kind. If P˜n(x) =∑nk=0 bn,kTk(x), then
we have
‖P˜n(x)‖2s =
∫ 1
−1
(
n∑
k=0
bn,kTk(x)
)2
w0(x) dx +
∫ 1
−1
(
n∑
k=0
bn,kT
′
k(x)
)2 √
1− x2

dx
=
∫ 1
−1
(
n∑
k=0
bn,kTk(x)
)2
w0(x) dx +
∫ 1
−1
(
n∑
k=0
bn,kkUk−1(x)
)2 √
1− x2

dx
=
∫ 1
−1
∣∣∣∣∣
n∑
k=0
bn,k
zk + z−k
2
∣∣∣∣∣
2
w0(x) dx +
∫ 1
−1
∣∣∣∣∣
n∑
k=0
bn,kk
zk − z−k
z− z−1
∣∣∣∣∣
2 √
1− x2

dx
= 1
2
∫ 2
0
∣∣∣∣∣
n∑
k=0
bn,k
zk + z−k
2
∣∣∣∣∣
2
w0(cos )| sin | d+ 12
∫ 2
0
∣∣∣∣∣
n∑
k=0
bn,kk(z
k − z−k)
∣∣∣∣∣
2
d
2
.
If we denote d0()= w0(cos )| sin | d, then
‖P˜n(x)‖2s =
1
2
∫ 2
0
∣∣∣∣∣
n∑
k=0
bn,k
zk + z−k
2
∣∣∣∣∣
2
d0()+ 12
∫ 2
0
∣∣∣∣∣
n∑
k=1
bn,kk(z
k−1 − z−k−1)
∣∣∣∣∣
2
d
2
= 1
2
∣∣∣∣∣
∣∣∣∣∣
n∑
k=0
bn,k
zk + z−k
2
∣∣∣∣∣
∣∣∣∣∣
2
0
+ 1
2
∣∣∣∣∣
∣∣∣∣∣
(
n∑
k=0
bn,k
zk + z−k
2
)′∣∣∣∣∣
∣∣∣∣∣
2

= 1
2
∣∣∣∣∣
∣∣∣∣∣
n∑
k=0
bn,k
zk + z−k
2
∣∣∣∣∣
∣∣∣∣∣
2
s
.
Notice that, for obtaining P˜n(x)we must obtain the monic polynomial of degree nwith minimal s norm.
Taking into account the preceding computations, this problem is equivalent to minimize the following
norm ‖∑nk=0 bn,k zk+z−k2 ‖2s with bn,n = 21−n.
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We can describe this last problem as an orthogonality problem as follows: Find a Laurent polynomial
Q(z) such that it satisﬁes
(i) Q(z) ∈ n,−n and it is monic in zn and z−n, that is,Q(z)= zn +∑n−1k=−(n−1) Bn,−n,kzk + z−n,
(ii) 〈Q(z), zj 〉s = 0 for −(n− 1)jn− 1.
Since in our case the unique solution of this problem has real coefﬁcients, then we determine P˜n(x).
Finally, if we take into account the deﬁnition of ˜n,−n(z), we have the result. 
3. Asymptotics for the Lebesgue–Sobolev Problem
In this section we consider an inner product like (2) of the following type:
〈p(z), q(z)〉s =
∫ 2
0
p(ei)q(ei)
1
2
d0()+
∫ 2
0
p′(ei)q ′(ei) d
2
, z= ei (3)
with 0 a positive ﬁnite Borel measure on [0, 2].
In the sequel we denote by cn the moments of measure 0, that is, cn =
∫ 2
0 e
in d0().
Next we study the behavior of the norm and the coefﬁcients of ˜n,−n(z).
Theorem 2. It holds that
(i) n2‖˜n,−n(z)‖2sc0 + n2, ∀n0.
(ii) n2‖˜′n,−n(z)‖2 and ‖˜n,−n(z)‖20c0, ∀n0.
Proof. (i) Taking into account the minimal property of the norm ‖˜n,−n(z)‖2s and the minimal property
of the norm ‖zn‖2 we have
n2 = ‖nzn−1‖2‖˜
′
n,−n‖2‖˜n,−n(z)‖2s‖zn‖2s = c0 + n2,
from which we obtain the result.
(ii) It is straightforward from (i). 
Theorem 3. If ˜n,−n(z)= zn +
∑n−1
k=−n An,−n,kzk , then the following properties hold:
(i) If −nkn− 1 and k = 0, then |An,−n,k|c0/k2.
(ii) |An,−n,0|1+ 2/3c0.
(iii) There existsM> 0 such that |An,−n,k|M ∀n, k with |k|n (notice that An,−n,n = 1).
Proof. (i) If −nkn − 1, with k = 0, then 〈˜n,−n(z), zk〉s = 0. Hence 0 = 〈˜n,−n(z), zk〉0 +
〈˜′n,−n(z), kzk−1〉 and thereforeAn,−n,k=−〈˜n,−n(z), zk〉0/k2. Finally, applying that‖˜n,−n(z)‖20c0,
and ‖zn‖20c0, we obtain |An,−n,k|c0/k2.
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(ii) Since
0= 〈˜n,−n(z), 1〉s =
〈
zn +
n−1∑
k=−n
An,−n,kzk, 1
〉
0
= cn +
n−1∑
k=−n
An,−n,kck,
An,−n,0c0 =−

cn + n−1∑
k=−n,k =0
An,−n,kck

 , which implies
|An,−n,0|c0 |cn| +
n−1∑
k=−n,k =0
c0
k2
|ck|
and therefore
|An,−n,0|1+
n−1∑
k=−n,k =0
|ck|
k2
1+ 
2
3
c0.
(iii) It is obvious that the coefﬁcients of ˜n,−n(z) are bounded. 
Now we can establish the asymptotic behavior of ˜n,−n(z) and obtain some consequences.
Theorem 4. It holds that limn→∞ ˜n,−n(z)/zn = 1 uniformly on compact subsets of |z|> 1.
Proof. Let K be a compact subset of |z|> 1 and R = infz∈K |z|> 1. If M is the uniform bound for all
coefﬁcients of the sequence of polynomials {˜n,−n(z)}, then∣∣∣∣∣ ˜n,−n(z)zn − 1
∣∣∣∣∣=
∣∣∣∣∣z
n +∑n−1k=−n An,−n,kzk
zn
− 1
∣∣∣∣∣=
∣∣∣∣∣
n−1∑
k=−n
An,−n,k
zn−k
∣∣∣∣∣

n−1∑
k=[ n2 ]
|An,−n,k|
|z|n−k +
k=[ n2 ]−1∑
k=−n
|An,−n,k|
|z|n−k 
n−1∑
k=[ n2 ]
c0
k2Rn−k
+
k=[ n2 ]−1∑
k=−n
M
Rn−k
.
Since the last two sums go to 0 if n goes to inﬁnity, then the result is proved.
We remark that the uniform convergence has been proved for subsets K ⊂ C such that
infz∈K |z|> 1. 
Theorem 5. The zeros of ˜n,−n(z) have modulus less or equal than 1+M .
Proof. The zeros of ˜n,−n(z) are zeros of zn˜n,−n(z). If we use that the coefﬁcients of zn˜n,−n(z) are
bounded by M and we also use the classical result of Cauchy, (see [5]), then we obtain the following
bound for the zeros
= 1+max{|An,−n,−n|, . . . , |An,−n,n−1|}1+M. 
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Corollary 1. For every > 0 there exists a positive integer N such that if nN, then the zeros of
˜n,−n(z) have modulus less or equal to 1+ .
Proof. It is straightforward from the previous Theorems 4 and 5 and Hurwitz’s theorem (see [6]). 
Notice that the strong outer asymptotics obtained for ˜n,−n(z) are the best possible, in the sense that
the asymptotic formula is not necessarily valid on the circle. The next example shows this situation.
Example 1. In the Lebesgue–Sobolev inner product (3), let us consider as 0 the Dirac 	 in 1, that is,
〈p(z), q(z)〉s = p(1)q(1)+
∫ 2
0
p′(ei)q ′(ei) d
2
, z= ei.
In this situation, for k = n, we have
〈zn − 1, zk〉s = 〈zn − 1, zk〉	1 + 〈nzn−1, kzk−1〉 = 0.
Hence ˜n,−n(z) = zn − 1, and it is clear that limn→∞ (zn − 1)/zn = 1 cannot be extended to |z| = 1.
Moreover, all the zeros of zn − 1 have modulus 1.
3.1. Asymptotics over T= {z : |z| = 1}
Next, we are going to study the asymptotic behavior of ˜n,−n(z) on subsets of the complex plane
containing the unit circle T. We know that we need some additional hypotheses. In fact we assume that
the Carathéodory function of the measure 0 has analytic extension outside the unit disk. An equivalent
formulation of this fact is the next condition for the moments of measure 0.
∃K1> 0, and ∃r1 ∈ (0, 1), with |cn|<K1rn1 ∀n0. (4)
First, we obtain some auxiliary results that we need.
Deﬁnition 1. We denote by 
j,k(z) the Laurent polynomial in j,k such that it satisﬁes;
(i) 
j,k(z)= zj + Bj,k,j+1zj+1 + · · · + Bj,k,kzk;
(ii) 〈
j,k(z), zi〉s = 0, i = j + 1, . . . , k.
Remark 1. 
j,k(z) is a monic polynomial in zj , with monomials in zj , zj+1, . . . , zk and such that it
is orthogonal to zj+1, . . . , zk . We assume that jk, but there is no problem if we consider the other
situation kj .
Clearly 
j,k(z) exists, it is unique and it is the solution of
Min ‖q(z)‖2s
with q(z) ∈ j,k,
q(z)= zj +
k∑
i=j+1
biz
i .
Notice that in the Sobolev case, on the contrary to the standard case, 
j,k(z) = zj∗k−j (z).
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Theorem 6. If we denote c0 = ‖1‖20 , then
(i) For every j, it holds that j2‖
j,k(z)‖2sc0 + j2.
(ii) For every j, it holds that j2‖
′j,k(z)‖2 and ‖
j,k(z)‖20c0.
Proof. It can be proved proceeding in the same way as in Theorem 2. 
Theorem 7. If we write 
j,k(z)= zj +
∑k
l=j+1 Bj,k,lzl, then
(i) For every l = 0, it holds that |Bj,k,l|c0/l2, for all j, k with j < lk.
(ii) |Bj,k,0|1+ 2/3c0.
(iii) There existsM1> 0 such that |Bj,k,l|M1 for all j, k and l with j lk. (We assume thatBj,k,j=1).
Proof. It is obtained proceeding in the same way as in Theorem 3. 
Corollary 2. There exists P > 0 such that if jk, then |
j,k(z)/zk|P in subsets of |z|1.
Proof. Since

j,k(z)
zk
= z
j +∑kl=j+1 Bj,k,lzl
zk
= zj−k +
k∑
l=j+1
Bj,k,lz
l−k,
taking modulus, applying the triangular inequality and taking into account that |z|1 we obtain∣∣∣∣
j,k(z)zk
∣∣∣∣=
∣∣∣∣∣∣zj−k +
k∑
l=j+1
Bj,k,lz
l−k
∣∣∣∣∣∣ 1+
k∑
l=j+1
|Bj,k,l|P. 
Finally, in order to study the asymptotic behavior of ˜n,−n(z)/zn over T, we use the following result
about the asymptotic behavior of themonicSobolevOPswith respect to 〈 , 〉s , givenby (3), ˜n(z)=˜n,0(z)(see [1] for details).
Theorem 8. If {˜n(z)} is the MOPS with respect to the inner product 〈 , 〉s given by (3) and 0 is a
measure that satisﬁes (4), then
lim
n→∞
˜n(z)
zn
= 1, unif ormly on compact subsets of |z|>r1. (5)
Moreover, if ˜n(z) = zn +
∑n−1
k=0An,kzk , then there exists K2> 0 such that |An,k|K2rn−k1 /k2 for
1kn− 1, and |An,0|K2rn1 .
Next we obtain suitable bounds for the coefﬁcients of an orthogonal decomposition of ˜n,−n(z).
Theorem 9. Let 〈 , 〉s be the inner product deﬁned in (3), with 0 satisfying condition (4).
It holds that ˜n,−n(z) has the following unique orthogonal decomposition:
˜n,−n(z)= ˜n(z)+ n,−1
−1,n−1(z)+ n,−2
−2,n−1(z)+ · · · + n,−n
−n,n−1(z). (6)
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Moreover, there exists K3> 0 such that, for all n1,
|n,l|K3r
n+1
1
l2
. (7)
Proof. A polynomial of the form (6) is orthogonal to {zn−1, . . . , 1}.
If we want orthogonality to {z−1, . . . , z−n}, then the polynomial must be orthogonal to
{
−1,n−1(z), . . . ,
−n,n−1(z)}, that is, for l = 1, . . . , n, it holds
0= 〈˜n,−n(z),
−l,n−1〉s
= 〈˜n(z)+ n,−1
−1,n−1(z)+ n,−2
−2,n−1(z)+ · · · + n,−n
−n,n−1(z),
−l,n−1〉s
= 〈˜n(z),
−l,n−1〉s + 〈n,−l
−l,n−1(z),
−l,n−1〉s
= 〈˜n(z),
−l,n−1〉s + n,−l‖
−l,n−1(z)‖2s .
Hence n,−l =−〈˜n(z),
−l,n−1〉s/‖
−l,n−1(z)‖2s for l = 1, . . . , n, from which (6) follows.
We obtain the bounds for the coefﬁcients n,k computing
|〈˜n(z),
−l,n−1〉s |
=
∣∣∣∣∣∣
〈
˜n(z),
n−1∑
k=−l
B−l,n−1,kzk
〉
s
∣∣∣∣∣∣=
∣∣∣∣∣∣
〈
˜n(z),
−1∑
k=−l
B−l,n−1,kzk
〉
s
∣∣∣∣∣∣
=
∣∣∣∣∣∣
〈
˜n(z),
−1∑
k=−l
B−l,n−1,kzk
〉
0
∣∣∣∣∣∣=
∣∣∣∣∣∣
〈
n∑
j=0
An,j z
j ,
−1∑
k=−l
B−l,n−1,kzk
〉
0
∣∣∣∣∣∣

∣∣An,nBl,n−1,−1cn+1 + An,nB−l,n−1,−2cn+2 + · · · + An,nB−l,n−1,−lcn+l∣∣
+ |An,n−1B−l,n−1,−1cn + An,n−1B−l,n−1,−2cn+1 + · · · + An,n−1B−l,n−1,−lcn+l−1|
...
+ |An,0B−l,n−1,−1c1 + An,0B−l,n−1,−2c2 + · · · + An,0B−l,n−1,−lcl|.
Using the triangular inequality, and the bounds for the coefﬁcients of the polynomials obtained in Theo-
rems 7 and 8, as well as the condition (4), we deduce
|〈˜n(z),
−l,n−1〉s |

c0
12
K1r
n+1
1 +
c0
22
K1r
n+2
1 + · · · +
c0
l2
K1r
n+l
1
+ K2r1
(n− 1)2
c0
12
K1r
n
1 +
K2r1
(n− 1)2
c0
22
K1r
n+1
1 + · · · +
K2r1
(n− 1)2
c0
l2
K1r
n+l−1
1
...
+K2rn1
c0
12
K1r1 +K2rn1
c0
22
K1r
2
1 + · · · +K2rn1
c0
l2
K1r
l
1.
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If we rewrite this last inequality, we get
|〈˜n(z),
−l,n−1〉s |rn+11
(
K1c0 + K1K2c0
(n− 1)2 + · · · +K2K1c0
)
+ rn+21
(
K1c0 + K1K2c0
(n− 1)2 + · · · +K2K1c0
)
1
22
...
+ rn+l1
(
K1c0 + K1K2c0
(n− 1)2 + · · · +K2K1c0
)
1
l2
.
Finally we have
n,−l =−〈˜n(z),
−l,n−1〉s‖
−l,n−1(z)‖2s

K3r
n+1
1
l2
. 
Now we can prove the main result of this subsection.
Theorem 10. Let 〈 , 〉s be the Lebesgue–Sobolev inner product (3), where 0 satisﬁes (4). It holds
lim
n→∞
˜n,−n(z)
zn
= 1, uniformly on subsets of |z|1. (8)
Proof. Let K be a subset of |z|1 and > 0. We have∣∣∣∣∣ ˜n,−n(z)zn − 1
∣∣∣∣∣=
∣∣∣∣∣ ˜n(z)+ n,−1
−1,n−1(z)+ n,−2
−2,n−1(z)+ · · · + n,−n
−n,n−1(z)zn − 1
∣∣∣∣∣

∣∣∣∣∣ ˜n(z)zn − 1
∣∣∣∣∣+
∣∣∣∣1z
∣∣∣∣
∣∣∣∣n,−1 
−1,n−1(z)zn−1 + · · · + n,−n 
−n,n−1(z)zn−1
∣∣∣∣ ,
and |˜n(z)/zn − 1|< 2 if nN, because limn→∞ ˜n(z)/zn = 1, uniformly on subsets of |z|1. In a
similar way we obtain∣∣∣∣1z
∣∣∣∣
∣∣∣∣n,−1 
−1,n−1(z)zn−1 + · · · + n,−n 
−n,n−1(z)zn−1
∣∣∣∣ P(|n,−1| + · · · + |n,−n|)
PK3rn+11
(
1+ · · · + 1
n2
)
K4rn+11 <

2
, if nN ′.
Therefore |(˜n,−n(z)/zn)− 1|<  if n max{N,N ′}. 
Although for our purposes it is enough with the previous theorem, it can be improved in the following
way:
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Theorem 11. Let 〈 , 〉s be the Lebesgue–Sobolev inner product (3), where 0 is a measure satisfying (4).
Then there exists r2, such that r1<r2< 1 and
lim
n→∞
˜n,−n(z)
zn
= 1, uniformly on subsets of |z|r2. (9)
Proof. We give only a sketch of the proof. If we use the orthogonal decomposition (6) and relation (7),
we obtain the following bounds for the coefﬁcients of ˜n,−n(z), |An,−n,−l|K5rn1 . Then it is immediate
to prove that |An,−n,−l|K5(√r1)2n = K5r2n2 . Finally, proceeding in the same way as in the previous
theorem, we obtain the result. 
4. Asymptotics for the Chebyshev–Sobolev OPs
Next, we are going to obtain the asymptotics for the Chebyshev–Sobolev OPs by using the correspond-
ing results for the Lebesgue–Sobolev OPs and the connection just proved.
Throughout this section, we consider the Sobolev inner product (1) and we study the MOPS {P˜n(x)}
with respect to (1).
4.1. The outer asymptotics for the Chebyshev–Sobolev OP
Theorem 12. Let 〈 , 〉s be the Chebyshev–Sobolev inner product given in (1), with 0 an arbitrary
measure. Then it holds
lim
n→∞
P˜n(x)
((x +√x2 − 1)/2)n = 1
uniformly in |x +√x2 − 1|> 1+  for every > 0.
Proof. Let P˜n(x) be the monic OP of degree n with respect to (1), and let ˜n,−n(z) be the Laurent monic
OP in n,−n with respect to (2).
If x = z+z−12 , then taking into account Theorem 1 we get
P˜n(x)
1
2n−1 Tn(x)
= 1/(2
n−1(1+ An,−n,−n))(˜n,−n(z)+ ˜n,−n(z−1))/2
1
2n−1 ((z
n + z−n)/2)
= 1
(1+ An,−n,−n)
(˜n,−n(z)+ ˜n,−n(z−1))/zn
(zn + z−n)/zn .
If we compute the limit using Theorem 10, then we obtain the result. 
Notice that in [4] this type of asymptotic formula was proved but under stronger conditions on the
measure 0.
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Corollary 3. Let 〈 , 〉s be the Chebyshev–Sobolev inner product (1), with 0 an arbitrary measure
and let > 0. Then for n large enough all the zeros x˜n,i of the polynomial P˜n(x) are such that |x˜n,i +√
x˜2n,i − 1|< 1+ .
Proof. Is a consequence of the previous theorem and Hurwitz’s theorem. 
Corollary 4. Under the same conditions of the previous corollary, it holds
(i) ⋃n∈N {x˜n,i}ni=1 ⊂ [−1, 1].
(ii) If wn = 1n
∑
P˜n()=0 	(), then wn −→ dx√1−x2 in the weak* topology.
Proof. It is straightforward from the previous results. 
4.2. Inner asymptotics for the Chebyshev–Sobolev OP
In this subsection we obtain asymptotics, in the interval [−1, 1], for the Chebyshev Sobolev OP. It
is clear that we need to impose an extra condition to the measures in the Sobolev inner product. This
condition is that the measure 0 is such that its transformed measure 0 satisﬁes condition (4), that is,
|cn| =
∣∣∣∣∣
〈
zn + z−n
2
, 1
〉
0
∣∣∣∣∣= |〈Tn(x), 1〉0 |K1rn1 , ∀n0 with K1> 0, 0<r1< 1.
Notice that we impose a geometric behavior to the moments of the measure 0 computed using the
Chebyshev basis.
Theorem 13. Let 〈 , 〉s be the Chebyshev–Sobolev inner product (1) and let us assume that 0 is such
that the induced measure d0()= 12 w0(cos )| sin | d satisﬁes condition (4). Then
lim
n→∞
P˜n(x)
((x +√x2 − 1)/2)n = 1,
uniformly in R\(−1, 1).
Proof. We repeat the same arguments used in the proof of the corresponding outside asymptotics, taking
into account that the asymptotics for ˜n,−n(z) can be extended up to T, because (4) holds. 
Notice that the above asymptotic formula is also valid on the boundary of the support of the measures,
that is, on the points −1 and 1.
Theorem 14. Let 〈 , 〉s be the Chebyshev–Sobolev inner product (1) and let us assume that 0 is such
that the induced measure 0 satisﬁes condition (4). Given > 0 then it holds, for n large enough,
|2n−1P˜n(x)− Tn(x)|<  ∀x ∈ [−1, 1].
Proof. Since limn→∞ ˜n,−n(z)/zn= 1, uniformly for |z| = 1, then given > 0, we can write, for n large
enough, ˜n,−n(z)= zn + n(z), with |n(z)|<  on T.
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Hence, for x ∈ [−1, 1] we have
2n−1P˜n(x)= 11+ An,−n,−n
˜n,−n(z)+ ˜n,−n(z−1)
2
= 1
1+ An,−n,−n
(
zn + z−n
2
+ n(z)+ n(z− 1)
2
)
and therefore we obtain the result. 
Notice the novelty of the preceding result because it is valid on the support of the measures, that is, on
the interval [−1, 1]. This last theorem has an interesting consequence.
Corollary 5. Let 〈 , 〉s be the Chebyshev–Sobolev inner product (1) and let us assume that 0 is such
that the induced measure 0 satisﬁes condition (4). For n large enough, the zeros of P˜n(x) are simple and
they belong to the interval (−1, 1).
Proof. In the interval [−1, 1] the Chebyshev polynomial Tn(x) oscillates n times between −1 and 1. If
we take = 12 and use that |2n−1P˜n(x)−Tn(x)|< 12 for n large enough, then it is clear that the polynomial
P˜n(x) has the same changes of signs. Hence we deduce the number of zeros of P˜n(x) in (−1, 1) and, as
a consequence, we obtain that the zeros are simple. 
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