I. INTRODUCTION
Ultraviolet spectra of late-type stars in the 1200-2800 Â region show a large number of emission lines (Judge 1986) , several of which may be usefully employed in electron density diagnostic ratios for the emitting plasma, such as C n 2325/2328 Â (Lennon et al 1985) and O iv 1407/1401 Â (Nussbaumer and Storey 1982). Doschek et al (1978h) and Cook and Nicolas (1979) have shown that the ratio of the Si m and C in intercombination transitions, R = /(Si m 3s 2 1 S3s3p ^iV/ÍC in 2s 2 1 S-2s2p 3 P f ) = /(Si m 1892 Â)//(C m 1908 Â), may be used to determine electron densities as the Si in line is in the coronal approximation for the values of electron density, N e & 10 8 -10 12 cm -3 , encountered in latetype stellar atmospheres. Subsequently, Doschek et al (1978a) showed that other ratios involving emission lines from two species, namely R x = /(C m 2s 2 1 S-2s2p 3 P,)//(0 m 2s 2 2p 2 3 P 2 -2s2p 3 5 S 2 ) = /(C in 1908 Â)//(G m 1666 A), R 2 = 1(0 in 2s 2 2p 23 /V2s2p 35 S 2 )//(Si iv 3s 2 S-3p 2 P 1/2 ) = 1(0 m 1666 A)//(Si iv 1402 Â) and R 3 =/(C m 2s 2 1 S-2s2p 3 P 1 )/ /(Si iv 35 2 S-3p 2 P 1/2 ) = /(C in 1908 Â)//(Si iv 1402 À), are also density sensitive for jV e in the range 10 8 -10 12 cm -3 . More recently Keenan, Dufton, and Kingston (1987) have rederived the Si m/C m ratio using improved electron excitation rates calculated with the R-matrix code (Burke and Robb 1975) and have found results significantly different from Doschek et al (1978h) and Cook and Nicolas (1979) . In this paper we use similar atomic data for C m, O m and Si iv to reevaluate the R 1? R 2 , and R 3 diagnostics of Doschek et al (1978a) as a function of electron temperature and density.
II. ATOMIC DATA The majority of the atomic data used in the present calculations have been described in detail by Keenan and Berrington (1985) , Aggarwal (1985) , and Keenan, Dufton, and Kingston (1986) . Briefly electron impact excitation rates for C in and Si iv were improved values based on the R-matrix results of and , respectively, while the O m data were an extension of the calculations of Aggarwal (1983 Aggarwal ( , 1985 . Einstein ^-coefficients for transitions in C m and O m were obtained from Nussbaumer and Storey (1978, 1981) , and those for Si iv from McEachran and Cohen (1983) and Godefroid et al (1985) . Finally, proton excitation rates among the 2s 2 2p 2 3 P levels in O m and 2s2p 3 P in C in are from Faucher, Masnou-Seeuws, and Prudhomme (1980) and Doyle, Kingston, and Reid (1980) , respectively. Keenan, Dufton, and Kingston (1986) note that proton excitation between 3p 2 P 1/2 and 3p 2 P 3/2 in Si iv has a negligible effect on the level populations, and hence it has not been included in the present analysis.
III. RESULTS AND DISCUSSION
Using the statistical equilibrium code of Dufton (1977) , relative level populations for the 2s2p 3 P 1 level in C m, 3p 2 P 1 / 2 in Si iv, and 2s2p 3 5 S 2 in O m were derived as a function of electron density for several values of log T e (4.4-5.4) covering the range of electron temperature over which these species should be formed in ionization equilibrium (Arnaud and Rothenflug 1985) . Only the atomic processes discussed in § II were included in the calculations, and the plasma was assumed to be optically thin. Further details of the procedures involved and approximations made may be found in Dufton (1977) .
In Tables 1-3 ( -2) 4.67( -1) 4.69(-l) 1.11 ( -2) 1.50( -1) 1.54( -1) 3.53 ( -3) 4.78( -2) 4.85(-2) Note.-The density sensitive emission line ratio R 3 = I(C m 1908 Á)//(Si iv 1402 Â) for electron temperatures in the range log T e = 4.4-5.4 (R 4 4 -R 5 4 ), along with the calculations for log T e = 4.8 normalized to the solar value (R ) and the normalized calculations of Doschek et al (1978a) (R DFBM ). s a A number in parentheses indicates multiplication by that power of 10.
C in, O in, and Si iv were taken to be unity, as several ionization balance calculations exist for these species (Allen and Dupree 1969; Jordan 1969; Cox and Tucker 1969; Landini and Monsignori Fossi 1972; Summers 1974; Jacobs et al 1917; Jain and Narain 1978; Bahúnas and Butler 1980; Shull and Van Steenberg 1982; Arnaud and Rothenflug 1985) , and authors may scale the ratios in Tables 4-6 using whichever set of values they prefer. An inspection of Tables 4-6 reveals that the sensitivity of the ratios to changes in the electron temperature is quite large, with R u R 29 and R 3 varying by factors of 2.7, 3.5, and 7.6, respectively, between log T e = 4.4 and 5.4. However, we note that the density sensitivity of the line ratios is relatively independent of electron temperature. For example, at log T e = 4.4, R d = R 3 (log N e = 8)/R 3 (log N e = 12) = 275, while, for log T e = 5.4, R D = 303.
Also listed in Tables 4-6 are the present calculations for l°g T e = 4.8 normalized to the observed solar values Feldman et al. 1976; Kjeldseth Moe and Nicolas 1977; Mariska, Feldman, and Doschek 1978) using the procedures discussed by Doschek et al. (1978a) , along with the normalized ratios from Doschek et al. (1978a) which we have estimated from their Figure 2 . It can be seen that our results for Ri and R 3 are significantly different from those of Doschek et al. 9 which is principally due to the improved atomic data adopted in the present analysis. For example, at log N e = 9.0, we find R 1 and R 3 to be approximately 25% and 16% larger, respectively, than the Doschek et al. data.
Finally, we note that the normalized calculations of Tables 4-6 may only be used as electron density diagnostics for latetype stars if the stellar atmosphere under consideration has a similar emission measure distribution to the Sun (Doschek et al. 1978h) . In other cases, readers should determine emission measure distributions using lines in the coronal approximation and the methods discussed by, for example, Brown, Jordan, and Ferraz (1984) , Brown et al. (1984) , and Hartmann et al. (1985) .
