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We study the optical properties of semiconducting transition metal dichalcogenide monolayers
under the influence of strong out-of-plane magnetic fields, using the effective massive Dirac model.
We pay attention to the role of spin-orbit coupling effects, doping level and electron-electron inter-
actions, treated at the Hartree-Fock level. We find that optically-induced valley and spin imbalance,
commonly attained with circularly polarized light, can also be obtained with linearly polarized light
in the doped regime. Additionally, we explore an exchange-driven mechanism to enhance the spin-
orbit splitting of the conduction band, in n-doped systems, controlling both the carrier density and
the intensity of the applied magnetic field.
I. INTRODUCTION
The discovery of two-dimensional (2D) systems whose
quasiparticles are described in terms of a Dirac theory1
has been one of the major breakthroughs over the last
two decades in condensed matter physics and has fu-
elled research in the area of 2D materials2,3. Graphene,
that features gapless Dirac cones in the neighborhood of
the Fermi energy4, is a paradigmatic example. Interest-
ingly, there are also 2D semiconductors that require a
description through a massive Dirac equation5,6, instead
of a Schro¨dinger-like model. Whereas both Dirac and
Schro¨dinger theories would yield similar energy bands,
their wave functions and linear response are distinct.
The massive Dirac Hamiltonian comprises a finite Berry
curvature that entails an unconventional Hall response7.
The Landau level spectrum of massive Dirac electrons
features valley-dependent zeroth Landau levels aligned
with either the valence or the conduction bands8. These
properties are absent for Schro¨dinger quasiparticles.
The effective picture in terms of a gapped Dirac Hamil-
tonian provides an unifying description of materials that,
from the chemical point of view, are quite different. For
instance, whereas for graphene the Dirac states are made
of pz orbitals
4, for transition metal dichalcogenides they
are made of dx2−y2 and dxy orbitals in the valence band
and dz2 in the conduction band
5,9.
In this work, we study the optical response of mas-
sive Dirac systems under the influence of applied out-of-
plane magnetic fields. We focus on the case of transition
metal dichalcogenide (TMD) monolayers, MX2, where
M=Mo,W and X=S,Se, whose magneto-optical proper-
ties have attracted considerable interest both from the
experimental10–13 and theoretical14,15 side. These direct
band gap semiconductors are object of intense scrutiny
because of their strong light-matter coupling16,17, strong
spin-orbit interactions5,9, rich excitonic effects18–21 and
potential applications in the emergent field of valleytron-
ics22,23. Nevertheless, our results can be easily adapted
to other systems described by a massive Dirac equation,
such as gapped graphene24,25, silicene and related materi-
als26 or antiferromagnetic honeycomb semiconductors27.
The effects of orbital coupling to an external out-of-
plane magnetic field, as well as spin-orbit interactions,
are explicitly taken into account. Electron-electron in-
teractions are considered at the Hartree-Fock level, but
electron-hole attraction and corresponding excitonic ef-
fects are left for a companion publication28.
The rest of this paper is organized as follows. In Sec-
tion II, we introduce the physical system and its model
Hamiltonian, which forms the basis for the whole work.
Section III contains the formalism used to calculate the
magneto-optical properties, in particular the derivation
of the electric susceptibility response function. The anal-
ysis of the results is presented in Section IV, for the lon-
gitudinal susceptibility, V, for the transverse susceptibil-
ity, and VI, for the response to circularly polarized light.
Section VII is devoted to the calculation of the exchange
self-energy corrections. Additional technical details are
provided in the Appendixes.
II. MODEL HAMILTONIAN
We consider a single-layer TMD in the xy-plane with
a perpendicular uniform magnetic field pointing in the z-
direction. The crystal structure consists of an hexagonal
lattice of trigonal prismatic unit cells, each of them con-
taining one transition metal atom and two chalcogens.
The resulting hexagonal Brillouin zone has two inequiva-
lent sets of three equivalent corners, the so-called K and
K ′ valleys (or Dirac points). Due to the absence of an
inversion center, the valley index provides an additional
discrete degree of freedom for carriers in this system. The
physical system is depicted in Fig. 1.
In the low-energy regime, the electronic properties
of TMD monolayers are often described by a massive
Dirac Hamiltonian around the valleys5,14,29,30. Spin-
orbit coupling (SOC) splits both the valence and con-
duction bands, with opposite spin splittings at the two
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2FIG. 1. (Color online) Representation of the physical system.
(a): light is shinned into a transition metal dichalcogenide
(TMD) monolayer subject to a perpendicular magnetic field,
B, uniform in space and time. (b)-(c): the TMD crystal
structure consists of an hexagonal lattice —top view shown
in (c)— of trigonal prismatic unit cells, (b), each of them
containing one transition metal atom (big gray spheres) and
two chalcogens (small red spheres); in (c), the blue region
marks the unit cell of the crystal, defined by the primitive
vectors a1 and a2. (d): corresponding (hexagonal) Brillouin
zone, defined in reciprocal space by the primitive vectors b1
and b2, with the Dirac points K and K
′ indicated.
valleys, preserving time reversal symmetry thereby and
leading to the so-called spin-valley coupling5. The mag-
nitude of SOC splitting in the valence and conduction
bands is different, on account of their different atomic
orbital breakdown. The spin splitting of the valence
band is of the order of hundreds of meV whereas, in the
conduction band, it is smaller than few tens of meV29.
Moreover, different TMD materials yield different rela-
tive signs of spin splitting in the conduction and valence
bands at a given valley29. In these systems, SOC com-
mutes with the spin operator Sz. As a result, it can
be introduced in a phenomenological manner20,31 by re-
defining the Dirac mass, including a valley (τ) and spin
(s) dependency, ∆ → ∆τs, and adding an offset energy
term, ξτs, defined below.
In the presence of a uniform out-of-plane magnetic
field, B = B0zˆ, the single-particle Hamiltonian for each
valley and spin subspace is thus written, in the Landau
gauge, as
Hτ,s0 = vF (τσxpx + σypy + eB0xσy) + ∆τsσz + ξτs12,
(1)
where τ = ± (+ for the K valley and − for the K ′), s =↑
(+), ↓ (−), vF is the Fermi velocity, σi(i = x, y, z) are the
Pauli matrices with eigenvalues ±1, p = (px, py) = −i~∇
is the canonical electron momentum (~ is the reduced
Planck constant), −e < 0 is the electron charge and 12
is the 2× 2 identity matrix. The Pauli matrices and the
identity matrix act on the space of the highest energy va-
lence and lowest energy conduction states5. The explicit
forms of the valley- and spin-dependent Dirac mass, ∆τs,
and offset energy, ξτs, read
20,31
∆τs = ∆− τs∆
V
SOC −∆CSOC
4
, ξτs = τs
∆VSOC + ∆
C
SOC
4
,
(2)
where ∆VSOC (∆
C
SOC) is the spin splitting in the valence
(conduction) band. For B0 = 0, the band gap is given
by 2∆τs.
The effective Hamiltonian, Eq. (1), shows that the de-
pendency of the mass term on the valley and spin indexes
is encoded in the product τs. In addition, the valley
index appears on its own in the kinetic term, leading
to valley-selective circular dichroism (introduced in Sec-
tion III C), as we discuss in Section VI. We neglect Zee-
man splitting, that could be easily added as an additional
term gµBB0
s
212, where g is the g-factor and µB the Bohr
magneton. This term would split the energy bands of the
two spin channels by |g|µBB0 ' 0.12B0[T]meV. Com-
pared to the spin splitting driven by the strong SOC, this
effect is, for any reasonable scenario, negligible in the va-
lence bands of TMDs. As for the conduction bands, even
though Zeeman and SOC can yield comparable magni-
tudes for strong applied fields, the results discussed in
this paper are not substantially affected by the absence
of Zeeman splitting in the model. The effect of higher
than first order k ·p terms in the Hamiltonian30 has also
been ignored.
Closed analytical expressions for the eigenstates of
Hτ,s0 can be obtained in terms of Landau levels that
fall into two categories: the zeroth Landau level and the
n 6= 0 Landau levels8,24,32. The eigenvalues read
Eτ,sn,λ = λ
√
∆2τs +
1
2
(~ω0)2 n+ ξτs, (3)
where ω02 =
vF
lB
is the characteristic angular frequency
(lB =
√
~
eB0
is the magnetic length) and {n;λ} is the set
of quantum numbers that describes the energy levels of
this system, in which n is the Landau level (LL) index
and λ the conduction (C) or valence (V) band index. For
the n 6= 0 LLs, n = 1, 2, ... and λ = +(C),−(V); the
zeroth Landau level (0LL) is obtained setting n = 0 and
λ = −τ . The corresponding wave functions yield
ψτ,sn,λ,ky (u, y) =
eikyy√
Ly
e−u
2/2√√
pilB
Cτ,sn,λ
(
H˜nτ (u)
iBτ,sn,λH˜nτ+τ (u)
)
,
(4)
where ky stands for the wave vector in the y-direction,
which is quantized as ky =
2piny
Ly
, ny ∈ Z by applying
periodic boundary conditions along the y-direction to a
sample of length Ly. We have also defined u ≡ xlB +
lBky, nτ ≡ n − 1+τ2 , H˜n ≡ 1√2nn!Hn for n ≥ 0 (where
3FIG. 2. (Color online) Energy bands of monolayer MoSe2
in the Dirac approximation. Different colors represent dif-
ferent spin projections: blue for spin up and red for spin
down. Dashed lines describe the solutions without external
fields; band crossing exists in the conduction bands because
∆CSOC < 0. The application of an out-of-plane magnetic field
—B0 = 500T in this figure— leads to the quantization of these
bands into the Landau levels (horizontal lines); the unfeasible
magnitude of B0 is set only for readability purposes, as the
observed features do not change qualitatively when working
with practical values. Comparing the energy bands of both
K and K′ valleys, only the spin projection is interchanged,
except for the zeroth Landau levels (dash-dotted lines).
Hn are the Hermite polynomials) and H˜−1 ≡ 0. The
normalization constants, Cτ,sn,λ and B
τ,s
n,λ, are given by
Cτ,sn,λ =
√√√√√ ∆¯τs
(
∆¯τs + Eˇ
τ,s
n,λ
)
+ n
∆¯τs
(
∆¯τs + Eˇ
τ,s
n,λ
)
+ 2n
∈ R (5)
and
Bτ,s0LL = −i, Bτ,sn 6=0,λ =
√
2n
∆¯τs + Eˇ
τ,s
n,λ
∈ R, (6)
in which ∆¯τs ≡ 2∆τs~ω0 , Eˇ
τ,s
n,λ ≡ E¯τ,sn,λ − ξ¯τs, E¯τ,sn,λ ≡
2Eτ,sn,λ
~ω0
and ξ¯τs ≡ 2ξτs~ω0 .
The band structure implied by Eq. (3) is depicted in
Fig. 2 for the case of MoSe2. Except for Section VII,
typical general values ~vF = 3.5eVA and ∆ = 0.8eV5
are fixed throughout the paper. Regarding the SOC pa-
rameters, each TMD is treated in separate as there are
significant differences among different materials, for in-
stance on the sign of ∆CSOC. The SOC values used in this
work are listed in Table I.
∆VSOC (eV) ∆
C
SOC (eV) µ˜
(τs=+)
B (µB) µ˜
(τs=−)
B (µB)
MoS2 0.148 −0.003 2.11 1.92
WS2 0.430 +0.029 2.30 1.79
MoSe2 0.184 −0.021 2.15 1.89
WSe2 0.466 +0.036 2.32 1.77
TABLE I. List of spin-orbit coupling (SOC) parameters,
∆
V/C
SOC, and effective Bohr magnetons, µ˜
(τs)
B (in units of Bohr
magneton µB), for different transition metal dichalcogenide
materials. The SOC parameters are taken from Ref. 29. The
effective Bohr magnetons are calculated through the expres-
sion defined in the text. By definition, µ˜
(τs)
B depends on the
product of valley (τ) and spin (s).
The properties of the 0LL eigenstates are quite differ-
ent from those of the n 6= 0 LLs. The energy levels of the
n 6= 0 LLs depend on the product τs, meaning that we
can correspond K to K ′ bands by interchanging the spin
projections. However, this does not hold for the n = 0
LLs, whose energy is given by Eτ,s0LL = −τ∆τs + ξτs. In
fact, we see that the K (K ′) valley hosts a valence-like
(conduction-like) 0LL spin doublet. This doublet is split
exclusively by SOC, as the 0LLs do not disperse with
the applied magnetic field, which also contrasts with the
n 6= 0 LLs.
It must be noted, however, that more elaborate cal-
culations15,33 reveal a valley-dependent spectrum that
contrasts with the Dirac model. Although the valley-
dependent physics of the 0LL is captured in the same
manner, these first-principles calculations show n 6= 0
LLs that are also different for both valleys, even when
SOC is ignored33.
For most practical values of n 6= 0 and B0, it is true
that ∆2τs  12 (~ω0)2 n. Therefore, we can expand Eq. (3)
in Taylor series and obtain
Eτsn 6=0,C ' ∆ + 2µ˜(τs)B nB0 + τs
∆CSOC
2
(7)
and
Eτsn 6=0,V ' −
(
∆ + 2µ˜
(τs)
B nB0 − τs
∆VSOC
2
)
, (8)
where we have defined the effective Bohr magneton as
µ˜
(τs)
B =
e~
2mτs
, in whichmτs =
∆τs
v2F
is the effective electron
rest mass. From these equations, it is clear that the n 6= 0
LLs disperse linearly with n and B0, but with a slope that
is controlled by µ˜
(τs)
B and thus yields different values for
τs = + or τs = − (see Table I). As a result, at a given
valley, the sign of the spin splitting between two LLs with
the same n 6= 0 and different spin s can be reversed as we
ramp either n or B0. This is apparent in the conduction
bands of Fig. 2 and is a direct consequence of the fact that
SOC leads to a spin-dependent non-relativistic mass in
the Dirac theory, which in turn controls LL dispersion.
4III. MAGNETO-OPTICAL RESPONSE:
FORMALISM
In this section, we introduce a general formalism to cal-
culate the magneto-optical response in metals and semi-
conductors: the equation of motion (EOM) method34,
a technique based on Ref. 35 and generalized to include
the effect of external magnetic fields. The EOM method
permits to derive analytical expressions of response func-
tions that are fully equivalent to the Kubo formula when
linear response theory is employed and electron-electron
interactions are not taken into account. Here, we apply
this formalism to the Hamiltonian described in Section II
and derive, within the linear response regime, analytical
expressions for the electric susceptibility tensor in the
cartesian basis, which are then manipulated to explicitly
address the case in which the incident light is circularly
polarized. Free carrier transitions are considered in a first
approximation, disregarding all the Coulomb interactions
and thus treating electrons and holes as quasi-free parti-
cles. Compared to the Kubo formula, the advantage of
the EOM method is that, by treating Coulomb effects at
the same level of the interaction with light, further cor-
rections can be introduced within the same formalism.
In Section VII, we account for Coulomb interactions at
the self-energy level. The role of excitonic effects is the
main subject of a forthcoming publication28.
A. Dipole matrix elements
The interaction with light is included, within the dipole
approximation, via the following Hamiltonian:
HI = −d · E = er · E(t), (9)
where r = (x, y) is the 2D position vector, d = −er is
the electric dipole moment and E = E(t) is the electric
field of the incident light, which is assumed homogeneous
and dependent of the time t.
The method used in this paper relies on the calcula-
tion of the expectation value of the electric polarization
density operator with regard to the unperturbed Hamil-
tonian, whose (complete) basis is α = {n;λ; ky}. There-
fore, the matrix elements of the polarization density cre-
ated by the dipole, P = dA (A is the area of the system),
are relevant quantities that define optical selection rules.
The computation of the dipole matrix elements in each
one of the η = {τ ; s} subspaces, dηα→α′ = 〈α′|d|α〉η =
(dηα′→α)
∗
, shows that only transitions between the same
ky are coupled, i.e., d
η
α→α′ = δky,k′yd
η{n′;λ′}
{n;λ}
36. In addi-
tion, it also reveals that the only nonzero terms are
dη
{n+τ ;λ′}
{n;λ} =
−e~vF
Eηn,λ − Eηn+τ,λ′
Cηn+τ,λ′C
η
n,λB
η
n,λ (−τ, i) ,
(10)
for n+ τ ≥ 0, and
dη
{n−τ ;λ′}
{n;λ} =
−e~vF
Eηn,λ − Eηn−τ,λ′
Cηn−τ,λ′C
η
n,λ
(
Bηn−τ,λ′
)∗
(τ, i) ,
(11)
for n−τ ≥ 0. The former relations embody the following
optical selection rule: for an electron with wave vector
ky and in a given LL with index n, the absorption of
a photon can only induce a transition —which can be
intra or interband— to a state with the same wave vector
and with a LL index given by n′ = n ± 1 ≥ 0. This
well-known selection rule25,26,34,37 adds up to the ones
imposed by construction: the decoupling of the valleys,
which is consistent with the dipole approximation, and
the decoupling of the spins, which is consistent with the
lack of spin-flip terms in the Hamiltonian.
B. Electric susceptibility
Moving to the Heisenberg picture, and introducing
the (time-dependent) creation/annihilation fermionic op-
erators in this representation, cˆ†α,η(t)/cˆα,η(t), the total
Hamiltonian can be written as
Hˆ(t) = Hˆ0(t) + HˆI(t), (12)
where
Hˆ0(t) =
∑
η,α
Eηαcˆ
†
α,η(t)cˆα,η(t) (13)
is the unperturbed Hamiltonian and
HˆI(t) = −E(t) ·
∑
η,α,α′
dηα→α′ cˆ
†
α′,η(t)cˆα,η(t) (14)
is the Hamiltonian that describes the dipole interaction
with light. Repeating the same procedure for the polar-
ization density, we get
Pˆ (t) =
1
A
∑
η,α,α′
dηα→α′ cˆ
†
α′,η(t)cˆα,η(t) (15)
and, defining the general operator Tˆ ηα,α′(t) ≡
cˆ†α′,η(t)cˆα,η(t), whose EOM reads
− i~ d
dt
Tˆ ηα,α′(t) =
[
Hˆ(t), Tˆ ηα,α′(t)
]
, (16)
it is apparent that the time evolution of the polarization
density operator can be achieved by solving Eq. (16).
The details regarding the technical step of solving the
above-mentioned EOM are provided in Appendix A. In
short, we start by calculating the commutator, so we can
explicitly write down the differential equation. Then, we
solve for its expectation value within the linear response
approximation and in the adiabatic regime. The outcome
is the expression for 〈Pˆ (t)〉 ≡ P (t) within the former
approximations.
5Expressing P (t) through its Fourier transform, P (ω),
we are then able to recognize the (homogeneous and dy-
namical) electric susceptibility tensor,
χ(ω) =
(
χxx(ω) χxy(ω)
χyx(ω) χyy(ω)
)
, (17)
via the constitutive relation P (ω) = ε0χ(ω)E(ω), where
ε0 is the vacuum permittivity, ω is the angular frequency
and E(ω) is the Fourier transform of E(t). Putting it
all together, we conclude that χxx = χyy and χxy =
−χyx, which is an expected result for systems with C6
symmetry38. The final expressions for the longitudinal
and transverse susceptibility, χxx and χyx (respectively),
read
χxx(ω) = S+(ω), χyx(ω) = iS−(ω), (18)
where S±(ω) are auxiliar functions defined as
S±(ω) ≡
∑
η
∑
{n;λ},λ′
f
(
Eη
n+1,λ′
)
− f
(
Eηn,λ
)
2pil2Bε0
∣∣∣dηx{n+1;λ′}{n;λ} ∣∣∣2×
×
(
1
Eηn,λ − Eηn+1,λ′ + ~ω + iΓ
± 1
Eηn,λ − Eηn+1,λ′ − ~ω − iΓ
)
,
(19)
in which Γ is a phenomenological parameter that ac-
counts for disorder within the adiabatic approximation
and f stands for the Fermi-Dirac distribution at Fermi
level µ and absolute temperature T (see Appendix A for
details). Throughout this work, we have set Γ = 7meV,
which is a rather low but feasible value that corresponds
to samples of TMDs encapsulated in hexagonal boron ni-
tride and with little impurity39,40. The disorder parame-
ter does not influence the results presented in this paper if
the full width at half maximum of the lorentzian implicit
in Eq. (19), 2Γ, is smaller (or at least of the same order of
magnitude) than the LL splitting, which is roughly given
by 2µ˜
(τs)
B B0 ∼ 0.2B0[T]meV. This explains why we have
set such strong (but still feasible) out-of-plane magnetic
fields in the optical response results. For clarity purposes,
we stress that, to write χyx(ω) in its final form, we have
used that
(
dηy
{n+1;λ′}
{n;λ}
)∗
dηx
{n+1;λ′}
{n;λ} = i
∣∣∣dηx{n+1;λ′}{n;λ} ∣∣∣2.
C. Circularly polarized light
Associated with the will of exploring valley-based op-
toelectronic applications, many studies deal with circu-
larly polarized light41,42. The underlying mechanism is
valley-selective circular dichroism, i.e., differential ab-
sorption of left- and right-handed photons when com-
paring the contributions from inequivalent valleys. This
contrasts with the usual circular dichroism, for which
there is a difference in the (overall) absorption of left-
handed (σ−) and right-handed (σ+) light. At B = 0,
the massive Dirac Hamiltonian breaks time reversal sym-
metry in each valley, leading to a circular dichroism that
is valley-dependent41,43,44. In this case, the total cir-
cular dichroism vanishes when summing over valleys, as
time reversal symmetry is restored. However, illumina-
tion with circularly polarized light results in populations
of excited carriers with valley polarization. Conceptu-
ally, this permits to access the valley pseudospin degree
of freedom, the key idea of valleytronics. In addition, be-
cause of the strong SOC, the same mechanism also leads
to an optically-induced spin imbalance in TMD materi-
als44. In this work, we propose a complementary route to
induce both valley and spin polarization in TMDs with
linearly polarized light. Nevertheless, for completeness,
we discuss here the case of incident circularly polarized
light, which is relevant for Section VI.
Assuming incident light with circular polarization, i.e.,
E(ω) = E±(ω) ≡ E0(ω)√
2
(
1, e±ipi/2
)
, where E0(ω) is the
(equal) amplitude of the two plane waves and ± stands,
in the point of view of the source, for right and left po-
larization, respectively, the electric susceptibility tensor
is shown to be diagonal in the circular basis, with the
diagonal elements given by
χ±(ω) = χxx(ω)± iχyx(ω). (20)
This relation lays on symmetry foundations as it is valid
as long as χxx = χyy and χxy = −χyx are satisfied.
Moreover, it shows that circular dichroism is encoded in
the real part of χyx.
IV. LONGITUDINAL SUSCEPTIBILITY
We now move onto the discussion of the main fea-
tures that characterize the low-energy non-interacting
magneto-optical response in TMDs. Although Coulomb
interactions are known to be significant10,13,21, the study
of the non-interacting limit provides reference for further
analyses.
In this section, we discuss the results for the dynamical
longitudinal susceptibility, χxx(ω). This quantity is di-
rectly relevant in modeling experiments where TMDs are
excited with linearly polarized light. In addition, χxx(ω)
contributes to χ±(ω), as seen in Eq. (20). Therefore, it
is also important to interpret the response to circularly
polarized light (Section VI).
The evaluation of Eq. (19) requires a cutoff, as usual
when dealing with low-energy effective models. For this
matter, we establish a range of frequencies that is con-
sistent with the underlying k · p theory that leads to the
Dirac Hamiltonian. By construction, this theory is only
valid in the neighborhood of the high-symmetry K and
K ′ points, which sets an energy window out of which
the model does not work. Taking a energy window of
[−1.5, 1.5] eV —for which the upper bound lies ∼ 0.7eV
above the bottom of the conduction band— and bear-
ing in mind the optical selection rules, plus the Pauli
exclusion principle, we see that ~ω . 3eV is a suit-
able criterion, as it contemplates all and only the transi-
tions between bands within the energy window. This
6FIG. 3. (Color online) Longitudinal susceptibility, χxx, as
a function of the photon energy, in monolayer MoS2 at the
charge neutrality point and for a magnetic field of 30T (results
independent of the temperature). The imaginary part, which
is directly related with optical absorption, shows a sequence of
peaks that correspond to the allowed optical transitions. The
vertical dashed lines mark the energy of the less energetic
transition for each spin-valley product: for the K (K′) valley,
blue is for spin up (down) and red for spin down (up). The
presence of a plateau between the vertical lines is the signature
of spin-orbit coupling effects.
provides an intrinsic cutoff for the imaginary part of
χxx(ω), given that the only bands that contribute sat-
isfy
∣∣∣Eηn,λ − Eηn+1,λ′ ∣∣∣ ' ~ω. For the real part, we have
found that numerical convergence is attained with a cut-
off energy of |Ecut| ∼ 4eV, which corresponds to a cutoff
in the LLs, ncut, that varies roughly as 4×104 (B0[T])−1.
The analysis of the results in this section is divided into
three main categories that depend on the doping level.
We first consider the case of an intrinsic TMD, with µ
lying inside the gap. Then, we focus on the doped regime
and separate two distinct scenarios. First, we take a sys-
tem on which the 0LLs do not participate in the optical
transitions. Second, we discuss the case of a TMD n-
doped (p-doped) up to the first 0LL in the conduction
(valence) band, for which the optical transitions that in-
volve the 0LLs take a predominant role.
A. Undoped regime: Fermi level in the gap
As we discuss in Section V, χyx vanishes for arbitrary
ω in the undoped regime. Thus, for intrinsic TMDs,
the magneto-optical response is governed exclusively by
χxx. When µ lies in the gap, intraband transitions
are Pauli blocked, as thermal activations are negligible
compared to the band gap, even at room temperature
(kBT ' 26meV for T = 300K, compared to gaps in the
order of 2∆ = 1.6eV). Therefore, in the undoped regime,
the magneto-optical response is independent of the tem-
perature and fully driven by interband transitions. Fig. 3
shows a plot of χxx(ω) in a neutral MoS2 for B0 = 30T,
whose discussion follows below.
The imaginary part of χxx(ω) describes photon absorp-
tion processes, induced when the photon energy matches
K, s K′,−s
T (τs)0 {0;V} → {1; C} {1;V} → {0; C}
T (τs)1 {1;V} → {2; C} {2;V} → {1; C}
{2;V} → {1; C} {1;V} → {2; C}
T (τs)2 {2;V} → {3; C} {3;V} → {2; C}
{3;V} → {2; C} {2;V} → {3; C}
T (τs)n>0 {n;V} → {n+ 1; C} {n+ 1;V} → {n; C}
{n+ 1;V} → {n; C} {n;V} → {n+ 1; C}
TABLE II. List of the allowed optical transitions in intrinsic
transition metal dichalcogenides, organized by their energies
(T (τs)0 , T (τs)1 , ...). The representation of the transitions that
correspond to each energy is separated by valley τ , for a fixed
spin-valley product (in this case given by τs = s, where s
is the spin index). There are four degenerate transitions for
every energy, except for T (τs)0 , for which there are two. Tran-
sitions with equal contributions to the optical response are
presented in the same line.
the energy difference between an occupied and an empty
state. The resulting curve features a structure of peaks
that correspond to interband transitions satisfying the
optical selection rules, which are summarized in Table II.
It must be noted that, although spin-valley coupling
is not manifest in the LL spectrum due to the valley-
dependent 0LLs (see Fig. 2), τs is still a relevant quan-
tity to characterize transition energies, as all of them are
maintained when we change valley and spin at the same
time, even if the 0LLs are involved.
Within the frequency range T (τs=+)0 < ~ω < T (τs=−)0 ,
where T (τs=±)0 = EK,±1,C − EK,±0LL = EK
′,∓
0LL − EK
′,∓
1,V are
the transition energies that correspond to the vertical
blue and red lines in Figure 3 (respectively), only two
(out of four) flavors of τ and s contribute to the ab-
sorption, namely the ones that respect τs = +. For
~ω > T (τs=−)0 , the absorption curve features a second
step that marks the entrance of transitions with τs = −.
The energy splitting of the two thresholds, given by
T (τs=−)0 − T (τs=+)0 , depends explicitly on the SOC pa-
rameters and is easily shown to vanish if and only if
∆VSOC = ∆
C
SOC = 0. Thus, the presence of a plateau in
Im{χxx(ω)} is a direct consequence of SOC interactions.
We now discuss the intensity of the degenerate transi-
tions, which come in doublets for T (τs)0 and in quadru-
plets for all the other transition energies, as depicted in
Table II. The height of the transitions is governed by
the dipole matrix elements in Eq. (19), which satisfy the
identity ∣∣∣dτ,sx {n+1;λ′}{n;λ} ∣∣∣2 = ∣∣∣d−τ,−sx {n+1;−λ′}{n;−λ} ∣∣∣2 . (21)
This relation shows that “counterpart transitions”, i.e.,
transitions with the same energy and equal contributions
to the optical response, are obtained by changing valley,
spin and also the band indexes at the same time. In Ta-
ble II, we present the counterpart transitions in the same
line. It is therefore clear that every absorption peak in
7Fig. 3 (which is characterized by a given τs product), has
equal contributions from the two possible τ and s com-
binations. For instance, using the notation of Table II,
this means that a peak with energy T (τs=+)n has equal
contributions from τ = K, s =↑ and τ = K ′, s =↓.
Interestingly, in the case of the quadruplets, the two
pairs of counterpart transitions are not equivalent in in-
tensities. In fact, the computation of the dipole matrix
elements shows that one pair of transitions is overwhelm-
ingly stronger than the other. This feature cannot be ob-
served through the spin and valley breakdown of the ab-
sorption curve because both the weak and strong pairs of
transitions are allowed in the undoped regime. However,
as we discuss in Section IV B, doping allows to explore
this property.
The real part of χxx(ω), which describes the reactive
dielectric response of the TMD, is also shown in Fig. 3.
Expectedly, for in-gap frequencies, it decays smoothly as
we decrease ~ω below the absorption threshold. Above
the absorption threshold, it oscillates as a function of the
frequency, due to the presence of many resonant peaks in
absorption.
B. Doped system with optical transitions to zeroth
Landau levels Pauli blocked
Away from charge neutrality, we find two fundamen-
tal differences with the undoped regime. First, intra-
band transitions enter into play, while some of the inter-
band ones become Pauli blocked. Second, the AC Hall
response, given by χyx(ω), is no longer null, as we explore
in Section V. The carrier density implied to get to this
regime can arise either from gating or chemical doping.
We start with the case where the 0LLs cannot par-
ticipate in the optical transitions, neither as initial nor
final states. Due to the optical selection rules, it suffices
to have µ lying above (below) both n = 1 LLs in the
conduction (valence) band. In this regime, the system is
a quantum Hall insulator and the ground state has no
spin nor valley polarization. Without loss of generality,
we take the example of a n-doped MoS2, with µ = 1eV
(∼ 0.2eV above the bottom of the conduction band), for
a magnetic field of 50T. The overview of the results is
presented in Fig. 4, and its analysis follows below.
Intra and interband absorption occur at very different
frequencies, as observed in Fig. 4-(a). The energy scale
of the intraband absorption peak is controlled by the en-
ergy difference between two adjacent LLs in the same
band, which, using Eqs. (7) and (8), can be estimated
as 2µ˜
(τs)
B B0 ∼ 0.2B0[T]meV. Even for a very large field
of 50T, we see that the intraband peak occurs around
~ω = 10meV  2∆. Thus, the discussion of the in-
tra and interband parts of the magneto-optical spectrum
can be separated.
At T = 0, the intraband peak in absorption has con-
tributions from a total of four transitions. These intra-
band transitions connect the last occupied LL, {n;λ} =
(a)
(b)
(c)
(d)
FIG. 4. (Color online) Longitudinal magneto-optical response
in a doped (Fermi level µ = 1eV) monolayer MoS2, for a
magnetic field of 50T: in (a), the longitudinal susceptibility,
χxx, is plotted as a function of the photon energy (results in
the inset are roughly independent of the temperature T ); (b)
and (c) show the valley and spin breakdown of the absorptive
part of χxx at zero absolute temperature; in (d), a scheme of
the optical transitions between the energy bands is presented.
Discussion is provided in the text.
{nF ; sign(µ)}, and the first empty one, {n;λ} = {nF +
sign(µ); sign(µ)}, for the four channels of τ and s. Due to
spin-valley coupling, the four transitions are divided into
two non-degenerate pairs of degenerate transitions. The
valley and spin breakdown of the intraband absorption
peak, presented in Fig. 4-(b), shows that the degener-
ate transitions yield different but comparable intensities.
In addition, it also shows that the non-degenerate tran-
sitions cannot be resolved in energy. This is explained
by the presence of a broadening parameter, Γ = 7meV,
which blurs the small energy splitting between the peaks.
The broadening parameter also makes the intraband
optical spectrum robust with respect to variations in the
temperature. The small temperature dependency can be
understood with the help of the scheme in Fig. 4-(d).
Looking at the short arrows —which represent intraband
transitions that respect the optical selection rules—, we
see that the green one marks the only allowed transition
at T = 0. At finite temperatures, other LLs are thermally
8activated (blue region) and enable more transitions (yel-
low arrows). The absence of a noticeable temperature de-
pendency is then obtained because, up to the first Pauli
blocked transitions (red arrows), the variation in energy
of these transitions is small compared to Γ. This is a con-
sequence of the highly linear dispersion of the LLs with
n in the regime ∆2τs  12 (~ω0)2 n.
Doping introduces new features in the interband con-
tributions to χxx(ω). First, we observe a blue shift of
the absorption threshold, associated with the filling of
LLs in the conduction band, for the case of a n-doped
system, or the depletion of LLs in the valence band, in
the case of p-doping. Second, we obtain a lineshape that
carries a significant temperature dependency, as seen in
Fig. 4-(a). At T = 0, the lineshape features a similar dou-
ble step structure that reflects the strong SOC. However,
at room temperature, this feature is smoothed out and
the explanation is self-evident in the scheme of Fig. 4-(d).
Looking at the long arrows, which mark the less energetic
interband transitions in play due to thermal activation
(within the same color code as before), it is clear that,
in contrast with the intraband optical spectrum, the in-
crease of the temperature induces transitions that can be
resolved in energy, which in turn leads to the disappear-
ance of a clear double step structure. It must be noted
that our analysis does not include the reduction of the
band gap with the increase of the temperature, expected
due to thermal expansion of the lattice that widens the
bands45.
The most intriguing difference between the doped and
undoped interband optical spectra is observed in the limit
of T = 0, whose validity is discussed below. In the doped
case, the height of the lowest energy interband peak in
absorption is half of the others within the SOC plateau.
The origin of this “half peak” is explained through the
Pauli exclusion principle. For a given τs, and since 0LLs
are not in play, there are in general four degenerate in-
terband transitions contributing to the absorption peaks,
as depicted in Table II. However, for the half peak, two
out of the four transitions are Pauli blocked, leading to a
reduction of the intensity by half. In Fig. 4-(d), the two
blocked transitions are represented by the yellow dashed
arrow, while the two allowed ones are represented by
the long green arrow46. In practice, the limit T = 0
is valid as long as the thermal activation does not change
considerable the occupation of the LLs that are immedi-
ately above or below the Fermi level. This is realized for
T . 0.5B0[T]K.
Interestingly, the elimination of two out of four tran-
sitions that results in the half peak also provides a way
to induce both a valley and spin imbalance in TMDs
using linearly polarized light. The intensity of the four
degenerate transitions is controlled by the matrix ele-
ments, in such a way that there are two equally strong
and two equally weak oscillator strengths, as previously
mentioned in Section IV A. For instance, Eq. (21) im-
poses that if some transition {n;V} → {n+1; C} is strong
in the channel {τ ; s}, so it is the (counterpart) transi-
tion {n+ 1;V} → {n; C} in the channel {−τ ;−s}. Now,
in the case of the half peak, Pauli blocking occurs for
transitions that are not counterpart of each other, which
results on having only one of the two strong transitions
active. Therefore, the resulting absorption is overwhelm-
ingly dominated by just one valley and one spin, as ob-
served in Fig. 4-(c). In fact, the intensities are so differ-
ent that the contribution of the weak transition cannot
be detected.
Our findings imply that driving a doped TMD with
linearly polarized light can induce a nearly perfect spin
and valley imbalance at some specific range of frequen-
cies of the longitudinal magneto-optical absorption. As
we shall see in Section V, the same imbalance is also ver-
ified in the transverse response. These findings permit
to envision a mechanism for optical orientation and add
value to the field of valleytronics.
C. Doped system with a single Landau level
polarized
We now briefly comment on the regime where the TMD
is doped with electrons or holes up to the first 0LL in the
conduction or valence band, respectively. In this case,
the system has a spin-polarized ground state.
It is straightforward to check that, at sufficiently low
temperatures, a single valley and spin control can be
achieved either at the intraband part of the longitudinal
absorption spectrum or at the frequency of the less ener-
getic transition in the interband part. In this situation,
the spin and valley selectiveness is not nearly perfect as
a consequence of extremely unbalanced dipole matrix el-
ements (as in Section IV B) but exact and based entirely
on the optical selection rules. This is strongly connected
with the findings from Ref. 26.
The carrier density needed to polarize a single LL is
given by |ρ| ' 2.4 × 1010B0[T]cm−2. Thus, the right
combination of carrier density and magnetic field that
leads to this regime seems within experimental reach.
V. TRANSVERSE SUSCEPTIBILITY
In this section, we undertake the analysis of the dy-
namical transverse susceptibility, χyx(ω), also known as
Hall susceptibility. As seen in Eq. (20), this quantity
determines circular dichroism. Therefore, it is relevant
to model experiments that explore the magneto-optical
Kerr effect and the Faraday rotation, for example.
At half filling, the contributions to χyx(ω) coming from
opposite valleys have opposite signs. As a result, the to-
tal χyx(ω) vanishes, although each valley yields a finite
AC Hall response, as demonstrated in Appendix B. Thus,
the application of an out-of-plane magnetic field —which
breaks time reversal symmetry— is not sufficient to in-
duce a Hall response in intrinsic TMDs.
9For doped TMDs, the transverse susceptibility is no
longer null and can be split into two terms, χyx(ω) =
χintrayx (ω) + χ
inter
yx (ω), which are determined by intra and
interband types of optical transitions, respectively. For
simplicity, we take T = 0 and consider a system in
which the 0LLs cannot participate in the optical tran-
sitions. This regime is realized for T . 0.5B0[T]K and
µ > max
(
Eη1,C
)
or µ < min
(
Eη1,V
)
. Within these con-
siderations, we obtain largely simplified analytical ex-
pressions for χintrayx (ω) and χ
inter
yx (ω), given by
χintrayx (ω) = i
sign(µ) (~ω + iΓ)
pil2Bε0
∑
η
∣∣∣dηx{nµ+1;sign(µ)}{nµ;sign(µ)} ∣∣∣2(
~ωηnµ
)2 − (~ω + iΓ)2 ,
(22)
χinteryx (ω) = i
sign(µ) (~ω + iΓ)
pil2Bε0
∑
η
∣∣∣dηx{nµ+1;sign(µ)}{nµ;−sign(µ)} ∣∣∣2(
~Ωηnµ
)2 − (~ω + iΓ)2 ,
(23)
where nµ = nF − 1−sign(µ)2 is introduced for convenience
and corresponds to the last occupied LL if µ > 0 or to
the first empty one if µ < 0, while
~ωηnµ =
∣∣∣Eηnµ+1,sign(µ) − Eηnµ,sign(µ)∣∣∣ (24)
and
~Ωηnµ =
∣∣∣Eηnµ+1,sign(µ) − Eηnµ,−sign(µ)∣∣∣ (25)
are the energies of the intraband and interband transi-
tions contributing to the Hall response, respectively. For
clarity purposes, we note that the sum over LLs, present
in the general expression for χyx(ω), is taken care of by
the fact that all the (canceling) contributions that lead
to a null AC Hall response in the undoped regime can be
removed.
In Fig. 5, we present typical results in the regime for
which Eqs. (22) and (23) are valid. The doping case is the
same as the one considered in Section IV B. Additionally,
the choice of the parameters allows for a direct compari-
son of these results with the ones obtained in Fig. 4.
In contrast to the longitudinal response, resonance
peaks are observed in the real part of the Hall suscepti-
bility. This is justified by the fact that absorption is de-
scribed by the susceptibility tensor in its diagonal form,
Eq. (20), i.e., in the circular basis. In this basis, the
contribution to the imaginary part of χ±(ω) comes from
the real part of χyx(ω). Analytically, this is also veri-
fied through Eq. (18) by the presence of an extra over-
all imaginary unit when comparing the expressions for
χxx(ω) and χyx(ω).
The results shown in Fig. 5-(a) imply genuine (as op-
posed to valley-resolved) circular dichroism. Through
Eq. (20), we see that Re{χyx} 6= 0 leads to a differential
absorption of σ+ and σ− photons. This effect is stronger
at the resonant frequencies.
The spin and valley breakdown of the Hall response,
shown in Figs. 5-(b-e), reveals that interband absorption
is dominated by the K valley. Due to SOC, this also
implies a spin imbalance, given that transition energies
are related by spin-valley coupling. The origin of this
result is completely analogous to the discussion of the
half peak in Section IV B.
As in Section IV C, it is straightforward to verify that,
at sufficiently low temperatures, a TMD with a single LL
polarized induces a (perfect) spin and valley imbalance in
the Hall response, which is based entirely on the optical
selection rules. Evidently, the transitions responsible for
this phenomenon involve the 0LLs.
VI. RESPONSE TO CIRCULARLY POLARIZED
LIGHT
The thorough study of χxx and χyx presented in the
last two sections permits to address the magneto-optical
response of TMDs to circularly polarized light. Here, we
focus on the absorptive part of χ±(ω) = χxx(ω)±iχyx(ω)
at half filling. In Fig. 6, we show representative results,
obtained for undoped MoS2 and B0 = 30T. The analysis
follows below.
It is apparent that the absorption of σ− (σ+) pho-
tons is dominated by the K (K ′) valley. Thus, the well-
known41,43,44 valley-resolved circular dichroism atB0 = 0
is preserved at finite field. Given that χxx(ω) has equal
contributions from both valleys, the valley imbalance is
fully controlled by χyx(ω). This is made possible by the
fact that, in the intrinsic case, χyx(ω) is non-zero for
each valley, even though the sum over valleys yields a
vanishing AC Hall response.
To gain insight about the origin of the valley-selective
circular dichroism, we make the limit of no impurities,
Γ→ 0+, and use the Sokhotski-Plemelj theorem to write
Im{χ±(ω)} = ±
∑
η
∑
{n;λ}
λ
l2Bε0
∣∣∣dηx{n+1;−λ}{n;λ} ∣∣∣2×
× δ
(
Eηn,λ − Eηn+1,−λ ∓ ~ω
)
,
(26)
where we have also used that, in the undoped regime,
f
(
Eηn+1,λ′
)
− f
(
Eηn,λ
)
= λδλ′,−λ. (27)
Looking at Eq. (26), we observe that the Dirac Delta im-
plies λ = C/V for right/left polarization. This relation
blocks counterpart transitions for the whole interband
optical spectrum, in the same way that doping blocks
a specific set of counterpart interband transitions that
contribute to χxx and χyx. As a result, we get highly un-
balanced valley contributions at any ω of the interband
absorption, which are determined exclusively by the mag-
nitude of the dipole matrix elements.
The presence of SOC interactions is only reflected by
the splitting of the lineshapes that correspond to differ-
ent spin contributions within the same valley. Thus, the
valley-selective circular dichroism is independent of SOC
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(d)
(c)
(e)
(b)
FIG. 5. (Color online) (a) Hall susceptibility, χyx, as a function of the photon energy, in a doped (Fermi level µ = 1eV)
monolayer MoS2 at zero absolute temperature and for a magnetic field of 50T. (b-e) Valley and spin breakdown of the real (b,c)
and imaginary (d,e) parts of (a), divided in the (non-canceling) contributions that come from intraband (b,d) and interband
(c,e) optical transitions. The valley and spin breakdown of the interband optical spectrum reveals a dominant contribution of
transitions within the K valley.
FIG. 6. (Color online) Imaginary part of the susceptibility to
left-handed circularly polarized light, χ−, as a function of the
photon energy, in monolayer MoS2 and for a magnetic field
of 30T (results independent of the temperature and resolved
in the valley and spin contributions). The peaks in Im{χ−},
which are directly related with absorption of left-handed pho-
tons, reveal a valley-selective circular dichroism towards the
K valley. Results for right polarization are the same with
opposite spin and valley.
and only determined by the τ dependency of the kinetic
term in the Hamiltonian.
These results show that the well-established optically-
induced valley polarization for intrinsic TMDs42 remains
upon application of an out-of-plane magnetic field. In
addition, the analytical approach to this problem unveils
that the valley-selective circular dichroism is not a selec-
tion rule that completely cancels absorption in one valley,
but a consequence of extremely unbalanced dipole matrix
elements.
VII. EXCHANGE SELF-ENERGY
CORRECTIONS
We now turn our attention to how the electronic and
optical properties discussed before are modified due to
Coulomb interactions. In particular, we keep track of
corrections up to the self-energy (SE) level, which lead
to the renormalization of the electronic band structure
and thus affect the optical response by changing the fre-
quency of the transitions in play. Since the dipole ma-
trix elements remain identical, the main features of the
magneto-optical response of TMD monolayers are main-
tained at this level of approximation. The inclusion of
these effects is carried out within the same EOM formal-
ism.
A. Keldysh potential
In order to account for electron-electron repulsions in
a 2D landscape, we replace the typical Coulomb poten-
tial by the Keldysh potential47. In the direct space, the
Keldysh energy potential between two electrons in r and
r′, U(r−r′), has a rather intricate form. In contrast, its
Fourier transform yields a more transparent expression,
given by
U(q) =
e2
2ε0
1
q (r0q + 1)
, (28)
where q = (qx, qy) is the transferred momentum and r0
is a material-dependent constant that measures the de-
viation from the 2D Coulomb energy potential, which is
recovered making r0 = 0.
When in presence of a dielectric medium with relative
permittivity εr, Eq. (28) is modified by the transforma-
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tion r0q+1→ r0q+εr. For simplicity, we assume TMDs
in vacuum or suspended in air (εr ' 1), thus ignoring
screening effects due to the presence of dielectric media.
The magnitude of the band renormalization so obtained
is therefore an upper limit.
B. Exchange self-energy: analytical expressions
Disregarding coupling between different valleys, we
write the (two-particle) Hamiltonian that accounts for
electron-electron interactions as
Hˆee(t) =
1
2
∑
τ
s,s′
∑
α1,α2
α3,α4
Uτ,s,s
′
α1,α2
α3,α4
cˆ†α1,τ,scˆ
†
α2,τ,s′ cˆα3,τ,s′ cˆα4,τ,s,
(29)
where
Uτ,s,s
′
α1,α2
α3,α4
=
∫
R2
dq
(2pi)2
U(q)F τ,sα1,α4(q)F
τ,s′
α2,α3(−q) (30)
are the Coulomb integrals and
F τ,sα,α′(q) =
∫
A
dr eiq·r [ψτ,sα (r)]
†
ψτ,sα′ (r) (31)
the structure factors. In Eq. (29), the time dependency
of the fermionic operators is omitted to shorten notation.
The exclusion of inter-valley contributions is justified by
the large momentum difference between K and K ′, which
implies a large transferred momentum that in turn sup-
presses U(q) and consequently the inter-valley Coulomb
integrals.
The following task is to include Hˆee(t) in the total
Hamiltonian, Eq. (12), and obtain the new (interacting)
EOM. This task boils down to the calculation of the com-
mutator
[
Hˆee(t), Tˆ
η
α,α′(t)
]
, whose result is shown in Ap-
pendix C.1. Among the new terms, we then identify and
keep the ones that lead to a band renormalization. Ran-
dom phase approximation and linear response regime are
implied in this last step and the details regarding this ma-
nipulation can be found in Appendix C.2. As final result,
we find that the energy bands are renormalized as
(Eηα)renorm = E
η
α + Σ
η
α, (32)
where
Σηα = −
∑
α′
f (Eηα′)U
τ,s,s
α′,α
α′,α
(33)
are the exchange SE corrections. As usual, we observe
that the exchange corrections to energy bands with a
given spin come from electrons in bands with the same
spin.
The Coulomb integrals can be reduced to one-
dimensional quadratures (see Appendix C.3 for details).
At T = 0, Eq. (33) is simplified into
Σηα = −
∑
{n′,λ′}∈occ.
Dη{n,λ}
{n′,λ′}
Iη{n,λ}
{n′,λ′}
, (34)
~vF
(
eVA
)
∆ (eV) ∆VSOC (eV) ∆
C
SOC (eV) r0
(A)
MoS2 3.51 0.83 0.148 −0.003 41.5
WS2 4.38 0.90 0.430 +0.029 37.9
MoSe2 3.11 0.74 0.184 −0.021 51.7
WSe2 3.94 0.80 0.466 +0.036 45.1
TABLE III. List of parameters used in the numerical com-
putation of the exchange self-energy corrections for different
transition metal dichalcogenides. Values in the first and sec-
ond, third and forth, and last columns were taken from Ref. 5,
Ref. 29, and Ref. 18, respectively.
where Dη{n,λ}
{n′,λ′}
are real constants defined as
Dη{n,λ}
{n′,λ′}
=
1
2|n−n′|
(
Cηn,λC
η
n′,λ′
)2
, (35)
Iη{n,λ}
{n′,λ′}
are integrals given by
Iη{n,λ}
{n′,λ′}
=
1
l2B
∫ +∞
0
dq¯
2pi
q¯2|n−n
′|+1U
(
q¯
lB
)
e−q¯
2/2×
×
∣∣∣∣∣L˜|n−n′|(nτ ,n′τ )
(
q¯2
2
)
+Bηn,λB
η
n′,λ′ L˜
|n−n′|
(nτ+τ,n′τ+τ)
(
q¯2
2
) ∣∣∣∣∣
2
,
(36)
and the notation {n′, λ′} ∈ occ. means that the sum runs
over occupied states only. In Eq. (36), we have defined
q¯ ≡ lBq, L˜|n−n
′|
(b,c) ≡
√
min(b,c)!
max(b,c)!L
|n−n′|
min(b,c) for min(b, c) ∈ N0
(L
|n−n′|
min(b,c) are the associated Laguerre polynomials) and
L˜
|n−n′|
(b,c) ≡ 0 for min(b, c) = −1. Moreover, we remind
that nτ ≡ n− 1+τ2 .
In order to evaluate Eq. (34), it is clear that a cutoff is
again required, as the summation implied extends over an
infinity of valence states. Furthermore, we have verified
numerically that the summation diverges logarithmically
with the LL cutoff, ncut. Even when dealing with energy
differences, this was checked to lead to corrections that
are, to some extent, cutoff-dependent. To fix ncut, we
start by counting the total number of electrons in a TMD
sample of area A. At half filling, we get 2A/Au.c., where
Au.c. =
√
3
2 a
2 is the area of the hexagonal unit cell with
lattice parameter a ' 3.15A48. Then, this number is
divided by 4 (to account for spin and valley) and matched
to the number of electronic states in ncut LLs. Given the
degeneracy of the LLs, A
2pil2B
, we obtain that
ncut =
pil2B
Au.c.
' 24000
B0[T]
(37)
is the number of filled LLs per spin and valley.
In the computations that follow, we use the material-
dependent parameters listed in Table III.
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C. Renormalized optical transition energies
As a direct application of the calculations presented
above, we study how a selected set of optical transitions
is renormalized in energy due to the exchange SE correc-
tions, at T = 0. We consider different TMDs and focus
on the following cases:
• Fermi level in the gap. Interband transitions:
T K,s{0,V}→{1,C} ≡ EK,s1,C − EK,s0,V and T K
′,s
{1,V}→{0,C} ≡
EK
′,s
0,C − EK
′,s
1,V . From the renormalization of these
transition energies, we obtain the renormalized
energy thresholds that define the SOC plateau
observed in the absorption spectrum of intrinsic
TMDs (see Figs. 3 and 6). Evidently, the exchange-
corrected value of T K,↑{0,V}→{1,C} = T K
′,↓
{1,V}→{0,C} cor-
responds to the renormalized band gap.
• System doped with electrons or holes up to the first
0LL. Intraband transitions: T K,↑{1,V}→{0,V} ≡ EK,↑0,V −
EK,↑1,V , for p-doping, and T K
′,∗
{0,C}→{1,C} ≡ EK
′,∗
1,C −
EK
′,∗
0,C , for n-doping, where ∗ =↑ if ∆CSOC > 0 and
vice-versa. In this regime, these optical transitions
lead to intraband peaks in the absorption spectrum
that are spin- and valley-selective.
In the undoped case, both the interband optical spectrum
and the exchange SE corrections are independent of T .
For doped systems the limit T = 0 is only valid as long
as T . 0.5B0[T]K and provides an upper limit for the
renormalization of the intraband transition energies.
In Table IV, we present the results obtained for B0 =
10T. These results show the usual tendency of the
Hartree-Fock approximation to enhance energy gaps ob-
tained through standard local density functional theory
calculations. However, it must be noted that, in optical
spectroscopic measurements, absorption occurs for pho-
ton energies below the exchange-corrected values due to
excitonic effects.
For intrinsic TMDs, we find a band gap correction
whose magnitude is comparable to the renormalization of
the direct band gap in the absence of external magnetic
fields20. In the case of the intraband transitions between
adjacent LLs, the exchange-corrected values obtained are
most likely a severe overestimation of what should be
observed in optical experiments. In fact, Kohn’s the-
orem49 states that the cyclotron resonance frequency of
an electron gas is not altered by electron-electron interac-
tions. Although this theorem ignores the coupling to the
lattice50, far-infrared spectroscopy probing the cyclotron
frequency of the 2D electron gas formed in silicon inver-
sion layers51 has revealed a good agreement between the
experiment and the independent-electron theory. The
applicability of Kohn’s theorem for Dirac electrons has
been discussed in the literature52.
Kohn’s theorem implies the existence of interaction-
independent collective modes that are relevant for optical
spectroscopic measurements. However, this theorem does
not preclude that the quasiparticle spectrum, probed di-
rectly through other experiments, can be strongly renor-
malized by interactions. Thus, scanning tunneling mi-
croscopy (STM) or a combination of angle-resolved pho-
toemission spectroscopy (ARPES) and inverse ARPES
could be used to investigate the renormalization of the
LL energies due to Coulomb interactions.
D. Renormalization of the spin-orbit splitting
We now discuss an exchange-driven mechanism to en-
hance the spin-orbit splitting. Since the 0LLs do not
disperse with the magnetic field, the energy difference
between the two n = 0 LLs in the conduction/valence
band is given by ∆
C/V
SOC. As shown in Table III, first-
principle calculations predict values of ∆CSOC relatively
small compared to those of ∆VSOC. These first-principle
results were obtained for undoped TMDs, in the absence
of external fields. Here, we consider the renormalization
of ∆CSOC, due to SE corrections, for doped systems and
in the presence of an out-of-plane magnetic field.
We take as example the case of a monolayer MoSe2,
for which ∆CSOC = −21meV in the undoped regime. At
the Hartree-Fock level, it is clear that, in order to maxi-
mize the renormalization of this splitting, the Fermi level
should lie between the two n = 0 LLs in the conduction
band. For this matter, we consider the material doped
with electrons up to the lowest energy 0LL. In addition,
the system should be cooled down such that there is no
significant thermal activation of the unoccupied 0LL. For
the calculations, we take T = 0, which is valid as long as
kBT  ∆CSOC.
In the regime described above, the energy of the un-
occupied 0LL is renormalized due to valence states only.
On the other hand, the energy of the polarized 0LL is
renormalized by states in the valence bands and in the
0LL itself. When computing the difference, the dominant
contribution comes from the auto SE correction, i.e., the
exchange SE correction to the occupied 0LL due to itself.
The origin of the other contributions, which come from
corrections due to the n 6= 0 LLs in the valence band
that do not cancel each other, can be traced back to the
presence of SOC interactions in the model.
In Fig. 7, we plot the evolution of the renormalized
spin-orbit splitting of the 0LLs in the conduction band
of MoSe2, as a function of the magnetic field. We present
results that include the complete SE corrections, the con-
tribution of the auto SE only, and a low-field approxima-
tion of the former (see derivations below). The carrier
density implied to keep only the lowest energy 0LL po-
larized is ρ ' −2.4 × 1010B0[T]cm−2. The analytical
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T K,↑{0,V}→{1,C} (eV) T K,↓{0,V}→{1,C} (eV) T K,↑{1,V}→{0,V} (meV) T K
′,∗
{0,C}→{1,C} (meV)
MoS2 1.587, 2.454 1.738, 2.717 2.4, 105.4 2.4, 103.5
WS2 1.603, 2.567 2.003, 3.024 3.6, 107.9 2.9, 105.1
MoSe2 1.380, 2.202 1.584, 2.433 2.1, 101.2 2.1, 100.7
WSe2 1.388, 2.240 1.818, 2.729 3.4, 104.9 2.6, 102.9
TABLE IV. Renormalization in energy of a selected set of optical transitions (described in the text) for different transition
metal dichalcogenides and a magnetic field of 10T: bare and exchange-corrected values (computed at zero absolute temperature)
separated by commas, in the respective order. Results obtained for T K,s{0,V}→{1,C} are equal to the ones for T K
′,−s
{1,V}→{0,C}.
expression for the auto SE correction reads
Σ˜η0LL = −Dη0LL
0LL
Iη0LL
0LL
= − e
2
4piε0
1
lB
∫ +∞
0
dq¯
e−q¯
2/2
r0
lB
q¯ + 1
= − e
2
4piε0
e
− l
2
B
2r20
2r0
[
pi
i
erf
(
i
lB√
2r0
)
− Ei
(
l2B
2r20
)]
,
(38)
where erf is the error function and Ei the exponential
integral function. In the limit of small B0, Eq. (38) can
be simplified making a Taylor expansion around r0lB = 0
which, up to second order, yields
Σ˜η0LL ' −
e2
4piε0
1
r0
(√
2pi
2
r0
lB
− r
2
0
l2B
)
. (39)
The validity of Eq. (39) is controlled by the ratio r0lB , that
scales as 0.2
√
B0[T] for MoSe2.
The complete SE results show a large exchange-driven
enhancement of ∆CSOC: even at a moderate field of 2T,
we obtain a renormalization in the order of 100meV. It
is also apparent that the exchange corrections are dom-
inated by the auto SE contribution. Thus, it becomes
clear why the spin-orbit splitting increases with the in-
tensity of the magnetic field: as B0 ramps up, so it does
the density of electrons in the occupied 0LL and there-
fore the magnitude of the renormalization. Expectedly,
we also observe that the exchange-corrected values ap-
proach the non-interacting reference as we decrease the
intensity of the magnetic field. This is verified analyti-
cally through Eq. (39) by noticing the absence of zeroth
order terms in the low-field Taylor expansion of the auto
SE correction.
The predictions of the Hartree-Fock calculations have
to be contrasted with Larmor’s theorem for spin-flip col-
lective modes, excited with a zero wave vector pertur-
bation53. Analogously to Kohn’s theorem, this theorem
states that electron-electron interactions do not renor-
malize the energy of the q = 0 spin-flip excitations, which
must be equal to gµBB0. However, the theorem only
holds for systems where the total spin is conserved, which
is clearly not the case for TMDs, on account of the strong
SOC interactions. On the other hand, vertex corrections
are likely to reduce the large spin-flip energies predicted
non-interacting
FIG. 7. (Color online) Spin-orbit splitting of the zeroth Lan-
dau levels (0LLs) in the conduction band of MoSe2, renormal-
ized by the exchange self-energy (SE) corrections (computed
at zero absolute temperature), as a function of the magnetic
field. The Fermi level, µ, is kept between the two spin split
0LLs in the conduction band, such that only the lowest en-
ergy 0LL in the K′ valley is polarized, as depicted in the
cartoon. The horizontal black dashed line corresponds to the
non-interacting reference, whereas the others correspond to
exchange-corrected values that include the complete SE cor-
rections (green solid line), the contribution of the auto SE
only (brown solid line), and a low-field second order Taylor
expansion of the former (brown dashed line). These results
reveal a large exchange-driven enhancement of the splitting,
which increases with the intensity of the magnetic field and
approaches the non-interacting value in the limit of zero field.
at the Hartree-Fock level54. In any case, experiments
that probe the quasiparticle spectrum, such as STM and
ARPES, might be able to capture the large shifts pre-
dicted by our calculations.
VIII. DISCUSSION AND CONCLUSIONS
We have provided a thorough theoretical study of the
optical properties of semiconducting TMD monolayers,
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described within the massive Dirac model, under the in-
fluence of strong out-of-plane magnetic fields that quan-
tize the energy spectrum into a set of LLs. We have
analyzed in detail the longitudinal and transverse optical
response, in both doped and undoped regimes, paying
attention to the breakdown of the contributions coming
from different spins and valleys. We have also addressed
the role of electron-electron interactions, treated at the
Hartree-Fock level.
A. Limits of the model
Here, we briefly discuss some limitations of the model
Hamiltonian applied in this work. First, atomistic cal-
culations15,33 show a valley symmetry breaking of the
LL spectrum that is not captured through Dirac mod-
els. Thus, the resulting magneto-optical spectra should
feature a valley splitting of the peaks. Second, we have
ignored the paramagnetic shift of the valence bands asso-
ciated to the coupling between the magnetic field and the
valley-dependent atomic orbital momentum, Lz = τ2,
of the highest energy valence states9. This results in
another valley-dependent contribution. Third, we have
also ignored Zeeman splitting, that can be easily added
to our results. Finally, we have not considered excitonic
effects, that are expected to have a strong impact in the
optical response. These are the scope of an incoming
publication28. At charge neutrality, the excitonic effects
not considered in this work are known to renormalize
strongly the optical response functions. Therefore, our
results in the undoped regime are meant to be taken, at
most, as a qualitative description. However, in the doped
case, we expect our analysis to be robust against exciton
formation. To sustain this statement, we first note that
the exciton size in TMDs monolayers are not strongly af-
fected by the presence of an out-of-plane magnetic field28.
Then, we compare the B = 0 exciton size —typically in
the order of a few nanometers20— with the 2D Thomas-
Fermi screening length, which we have estimated to be
∼ 0.17nm and independent of the carrier density. These
numbers lead us to conclude that excitons in TMDs are
effectively screened in any doped regime for which the
Thomas-Fermi approximation holds.
B. Main results
We now summarize our main results. AtB = 0, TMDs
are known to present valley-dependent circular dichro-
ism42: photons with a given circular polarization induce
transitions in a valley-selective manner. This permits to
induce optical valley orientation. Given that TMDs have
strong SOC interactions, valley orientation also implies
spin orientation in these materials. In this work, we have
found that the application of an out-of-plane magnetic
field preserves these effects, although the resulting opti-
cal spectrum contains a much richer structure.
In the case of doped TMDs, the application of the mag-
netic field brings two main novelties that are absent in
the undoped regime:
1. The lowest energy peak in χxx(ω) has dominant
contributions from optical transitions within a sin-
gle spin and valley (see Fig. 4-(c)). As a result,
at that energy, linearly polarized light can induce
both a valley and spin imbalance. This provides
a new mechanism for optical orientation, attained
with linearly polarized light.
2. The AC Hall response is finite, as shown in Fig. 5-
(a). This implies a net circular dichroism, i.e., a
net difference in absorption of σ+ and σ− photons.
The main consequences of the exchange SE interac-
tions are:
1. In the intrinsic case, the effective band gap is
severely renormalized, resulting in a larger value.
2. In n-doped systems with a spin-polarized ground-
state, our calculations show a strong exchange-
driven renormalization of the spin-orbit splitting
of the 0LLs in the conduction band, which exceeds
100meV for B0 = 2T.
These results point out the strong influence of electron-
electron interactions in the electronic and optical proper-
ties of doped TMDs. Future work will address spin and
valley Stoner instabilities driven by Coulomb interactions
in doped TMDs (see for instance Ref. 55).
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Appendix A: Solution for the non-interacting equation of motion
Due to the optical selection rules, the solution for the time evolution of the polarization density operator can be
broken down into the problem of solving the EOM of a specific set of general operators Tˆ ηα,α′(t) ≡ cˆ†α′,η(t)cˆα,η(t).
Introducing the notation
cˆα,η(t) ≡

Cˆn , n ≥ 1 ∧ λ = C
Vˆn , n ≥ 1 ∧ λ = V
aˆ0 , {n;λ} = 0LL
, (A1)
where the dependency on t, ky and η is omitted to compress notation
56, the relevant set of pair of operators reads:
1. aˆ†0Cˆ1, aˆ†0Vˆ1 and hermitian conjugates, for transitions that involve the 0LLs.
2. Cˆ†nVˆn+1, Cˆ†n+1Vˆn and the hermitian conjugates, for interband transitions between n 6= 0 LLs.
3. Cˆ†nCˆn+1, Vˆ†nVˆn+1 and the hermitian conjugates, for intraband transitions between n 6= 0 LLs.
In what follows, we will keep track of only one of these pairs, aˆ†0Cˆ1. The derivation for the others follows straightfor-
wardly and the final result is trivial to generalize, as we mention below.
After some straightforward algebra, the EOM for aˆ†0Cˆ1 yields
~
i
d
dt
(
aˆ†0Cˆ1
)
=
[
Hˆ0(t), aˆ
†
0Cˆ1
]
+
[
HˆI(t), aˆ
†
0Cˆ1
]
, (A2)
where [
Hˆ0(t), aˆ
†
0Cˆ1
]
=
(
Eη0LL − Eη1,C
)
aˆ†0Cˆ1 (A3)
and [
HˆI(t), aˆ
†
0Cˆ1
]
= −E(t) ·
[
dη
{1;C}
0LL
(
Cˆ†1Cˆ1 − aˆ†0aˆ0
)
+ dη
{1;V}
0LL Vˆ†1 Cˆ1 − dη{1;C}{2;V}aˆ†0Vˆ2 − dη{1;C}{2;C}aˆ†0Cˆ2
]
. (A4)
In order to simplify the previous EOM, we start by taking its average with respect to the unperturbed Hamiltonian,
Hˆ0(t), and then approximate 〈cˆ†α,η(t)cˆα,η(t)〉0 ' 〈cˆ†α,η cˆα,η〉0, where cˆ†α,η/cˆα,η are the creation/annihilation fermionic
operators in the Schro¨dinger representation. The first simplification occurs because the expectation value of the
time-independent number operator yields the Fermi-Dirac distribution,
〈cˆ†α,η cˆα,η〉0 = f
(
Eηn,λ
)
=
1
eβ(E
η
n,λ−µ) + 1
, (A5)
where µ is the Fermi level and β ≡ 1/ (kBT ) (kB is the Boltzmann constant and T the absolute temperature). In
addition to that, we use the fact that the average value of the terms which connect either a) the same n but different
λ, or b) LL indexes that differ from ±2, is null. This leads to
~
i
d
dt
〈aˆ†0Cˆ1〉0 =
(
Eη0LL − Eη1,C
)
〈aˆ†0Cˆ1〉0 − E(t) · dη{1;C}0LL
[
f
(
Eη1,C
)− f(Eη0LL)] . (A6)
Regarding the validity of the approximations, both procedures are consistent with an expansion of the polarization
density up to the first order in the electric field and are therefore valid within the linear response theory.
To solve Eq. (A6), we first express the electric field through its Fourier transform, E(ω), where ω is the angular
frequency. Then, considering the adiabatic regime —meaning that the external fields are switched on very slowly—,
we get
〈aˆ†0Cˆ1〉0 =
∫
R
dω
2pi
E(ω) · dη{1;C}0LL
f
(
Eη1,C
)− f(Eη0LL)
Eη0LL − Eη1,C + ~ω
e−iωt, (A7)
where we have imposed all averages to be null at t0 (t0 being the initial time in which the perturbation is turned
on) and made t0 → −∞, arguing that we have waited long enough for the transient terms to become negligible. In
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Eq. (A7), the substitution ~ω → ~ω+ iΓ, Γ→ 0+ is implied due to the adiabatic limit. A finite empirical broadening
parameter Γ is typically considered to account for disorder effects. As final remark, we stress that this solution
is straightforwardly generalizable for all the other pairs of operators. For example, if we want the expression for
〈Cˆ†nVˆn+1〉0, we change from 0LL to {n; C} and from {1; C} to {n+ 1;V} in the right hand side of Eq. (A7).
With the previous results, we can write the expectation value of the polarization density operator as
〈Pˆ (t)〉0 =
∑
η
∑
ky
∑
{n;λ}
{n′;λ′}
∫
R
dω
2pi
e−iωt
f
(
Eηn′,λ′
)− f(Eηn,λ)
A
(
dη
{n′;λ′}
{n;λ}
)∗ E(ω) · dη{n′;λ′}{n;λ}
Eηn,λ − Eηn′,λ′ + ~ω
=
∑
η
∑
{n;λ},λ′
∫
R
dω
2pi
e−iωt
f
(
Eηn+1,λ′
)− f(Eηn,λ)
2pil2B
×
×
(dη{n+1;λ′}{n;λ} )∗ E(ω) · dη{n+1;λ
′}
{n;λ}
Eηn,λ − Eηn+1,λ′ + ~ω
+ dη
{n+1;λ′}
{n;λ}
E(ω) ·
(
dη
{n+1;λ′}
{n;λ}
)∗
Eηn,λ − Eηn+1,λ′ − ~ω
 , (A8)
where we have performed a trivial summation over ky, which yields the degeneracy of the LLs,
A
2pil2B
. In addition, we
clarify that the final expression is obtained employing the optical selection rules and rearranging the summations in
a convenient manner.
Appendix B: Demonstration that χyx(ω) = 0 at half filling
We want to prove that
χyx(ω) = i
∑
η
∑
{n;λ},λ′
f
(
Eηn+1,λ′
)
− f
(
Eηn,λ
)
2pil2Bε0
∣∣∣dηx{n+1;λ′}{n;λ} ∣∣∣2
(
1
Eηn,λ − Eηn+1,λ′ + ~ω + iΓ
− 1
Eηn,λ − Eηn+1,λ′ − ~ω − iΓ
)
(B1)
vanishes at half filling.
Given that kBT  2∆ (even at room temperature), the Pauli exclusion principle implies that only interband
transitions are allowed. As a consequence, we have
f
(
Eηn+1,λ′
)
− f
(
Eηn,λ
)
= λδλ′,−λ. (B2)
Using this result, we can write
χyx(ω) =
∑
η
χηyx(ω), (B3)
with
χηyx(ω) = i
∑
{n;λ}
λ
2pil2Bε0
∣∣∣dηx{n+1;−λ}{n;λ} ∣∣∣2
(
1
Eηn,λ − Eηn+1,−λ + ~ω + iΓ
− 1
Eηn,λ − Eηn+1,−λ − ~ω − iΓ
)
. (B4)
In general, χηyx(ω) is not null, meaning that each valley and spin channel yields a finite Hall response. However,
when summing over η, the contributions cancel out. In particular, the contribution from {τ ; s} cancels out with the
one from {−τ ;−s}, i.e., χτ,syx (ω) = −χ−τ,−syx (ω). To show this in a rigorous manner, it is helpful to take Eq. (B4) and
split the sum over LLs in the cases n = 0, for which {n;λ} = {0;−τ}, and n 6= 0, for which the sum runs over n > 0
and λ = ±. Accordingly, we write
χηyx(ω) = χ
η
yx
0LL
(ω) + χηyx
n6=0
(ω). (B5)
Now, we make use of the identity that relates counterpart transitions, Eq. (21), along with the general relation
Eτ,sn,λ − Eτ,sn+1,−λ = −
(
E−τ,−sn,−λ − E−τ,−sn+1,λ
)
, (B6)
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to show that
χτ,syx
0LL
(ω) = i
−τ
2pil2Bε0
∣∣∣dτ,sx {1;τ}{0;−τ}∣∣∣2
(
1
Eτ,s0,−τ − Eτ,s1,τ + ~ω + iΓ
− 1
Eτ,s0,−τ − Eτ,s1,τ − ~ω − iΓ
)
= i
τ
2pil2Bε0
∣∣∣d−τ,−sx {1;−τ}{0;τ} ∣∣∣2
(
1
E−τ,−s0,τ − E−τ,−s1,−τ − ~ω − iΓ
− 1
E−τ,−s0,τ − E−τ,−s1,−τ + ~ω + iΓ
)
= −χ−τ,−syx
0LL
(ω), (B7)
χτ,syx
n6=0
(ω) = i
∑
n>0,λ=±
λ
2pil2Bε0
∣∣∣dτ,sx {n+1;−λ}{n;λ} ∣∣∣2
(
1
Eτ,sn,λ − Eτ,sn+1,−λ + ~ω + iΓ
− 1
Eτ,sn,λ − Eτ,sn+1,−λ − ~ω − iΓ
)
= i
∑
n>0,λ=±
−λ
2pil2Bε0
∣∣∣dτ,sx {n+1;λ}{n;−λ} ∣∣∣2
(
1
Eτ,sn,−λ − Eτ,sn+1,λ + ~ω + iΓ
− 1
Eτ,sn,−λ − Eτ,sn+1,λ − ~ω − iΓ
)
= i
∑
n>0,λ=±
λ
2pil2Bε0
∣∣∣d−τ,−sx {n+1;−λ}{n;λ} ∣∣∣2
(
1
E−τ,−sn,λ − E−τ,−sn+1,−λ − ~ω − iΓ
− 1
E−τ,−sn,λ − E−τ,−sn+1,−λ + ~ω + iΓ
)
= −χ−τ,−syx
n 6=0
(ω). (B8)
Appendix C: Interacting problem
C.1: Interacting equation of motion
The interacting EOM is obtained by adding the result of the commutator with Hˆee(t) in the non-interacting
EOM. As in Appendix A, we present the explicit calculations for only one of the relevant pairs of operators,
cˆ†{0LL;ky},η(t)cˆ{1;C;ky},η(t) ≡ aˆ
†
0Cˆ1. The derivation for the other pairs follows analogously.
After some straightforward algebra, we get[
Hˆee(t), aˆ
†
0Cˆ1
]
= &1 + &2 + &3 + &4, (C1)
where
&1 =
1
2
∑
s′′
∑
α1,α2
α3
Uτ,s,s
′′
α1,α2
α3,{0LL;ky}
cˆ†α1,τ,s(t)cˆ
†
α2,τ,s′′(t)cˆα3,τ,s′′(t)Cˆ1, (C2)
&2 = −1
2
∑
s′
∑
α1,α2
α4
Uτ,s
′,s
α1,α2
{0LL;ky},α4
cˆ†α1,τ,s′(t)cˆ
†
α2,τ,s(t)cˆα4,τ,s′(t)Cˆ1, (C3)
&3 =
1
2
∑
s′
∑
α1
α3,α4
Uτ,s
′,s
α1,{1;C;ky}
α3,α4
aˆ†0cˆ
†
α1,τ,s′(t)cˆα3,τ,s(t)cˆα4,τ,s′(t), (C4)
&4 = −1
2
∑
s′′
∑
α2
α3,α4
Uτ,s,s
′′
{1;C;ky},α2
α3,α4
aˆ†0cˆ
†
α2,τ,s′′(t)cˆα3,τ,s′′(t)cˆα4,τ,s(t). (C5)
C.2: Exchange self-energy terms
The interacting EOM contains four new types of terms, as seen in Eq. (C1). We first deal with &1.
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Likewise the non-interacting case, it is implicit that, within the linear response limit, we take the average of the
new terms with respect to the unperturbed Hamiltonian. The average of &1 implies the average of the product of
four fermionic operators which, within the random phase approximation, yields
〈cˆ†α1,τ,s(t)cˆ†α2,τ,s′′(t)cˆα3,τ,s′′(t)Cˆ1〉0 = 〈cˆ
†
α1,τ,s(t)Cˆ1〉0 〈cˆ
†
α2,τ,s′′(t)cˆα3,τ,s′′(t)〉0 − 〈cˆ
†
α1,τ,s(t)cˆα3,τ,s′′(t)〉0 〈cˆ
†
α2,τ,s′′(t)Cˆ1〉0 .
(C6)
Among these terms, the ones that lead to a band renormalization —the so-called SE terms— are
〈cˆ†α1,τ,s(t)cˆ†α2,τ,s′′(t)cˆα3,τ,s′′(t)Cˆ1〉
SE
0
= δα1,{0LL,ky}δα2,α3 〈aˆ†0Cˆ1〉0 f
(
Eτ,s
′′
α2
)
− δs,s′′δα1,α3δα2,{0LL,ky} 〈aˆ†0Cˆ1〉0 f
(
Eτ,sα1
)
.
(C7)
This leads to
〈&1〉SE0 = 〈&1〉Hartree0 + 〈&1〉Fock0 , (C8)
where
〈&1〉Hartree0 =
1
2
〈aˆ†0Cˆ1〉0
∑
s′′
∑
α2
Uτ,s,s
′′
{0LL;ky},α2
α2,{0LL;ky}
f
(
Eτ,s
′′
α2
)
(C9)
is the Hartree term and
〈&1〉Fock0 = −
1
2
〈aˆ†0Cˆ1〉0
∑
α1
Uτ,s,sα1,{0LL;ky}
α1,{0LL;ky}
f
(
Eτ,sα1
)
(C10)
is the Fock or exchange SE term.
By analogy with the Hartree-Fock approximation to the problem of the homogeneous electron gas54, we argue that
the Hartree term, which mixes spins, is canceled by the electron-ion background within the Jellium model. To support
this claim, we have verified that the limit B0 = 0 in 〈&1〉Hartree0 implies a null transferred momentum, i.e., δq,0. As a
result, we keep only the Fock term, which couples the same spin flavors.
Repeating the same calculations, and making use of the identity
Uτ,s,s
′
α1,α2
α3,α4
= Uτ,s
′,s
α2,α1
α4,α3
, (C11)
it is immediate to show that 〈&2〉Fock0 = 〈&1〉Fock0 , which leads to
〈&1 + &2〉Fock0 = −〈aˆ†0Cˆ1〉0
∑
α1
Uτ,s,sα1,{0LL;ky}
α1,{0LL;ky}
f
(
Eτ,sα1
)
. (C12)
Similarly, we obtain
〈&3 + &4〉Fock0 = 〈aˆ†0Cˆ1〉0
∑
α1
Uτ,s,sα1,{1;C;ky}
α1,{1;C;ky}
f
(
Eτ,sα1
)
. (C13)
We now observe that the interacting EOM is equivalent to the non interacting one, Eq. (A6), with a renormalized
energy difference, given by
(
Eη0LL − Eη1,C
)
renorm
= Eη0LL − Eη1,C +
∑
α1
f
(
Eτ,sα1
) [
Uτ,s,sα1,{1;C;ky}
α1,{1;C;ky}
− Uτ,s,sα1,{0LL;ky}
α1,{0LL;ky}
]
. (C14)
Generalizing these results for the other pairs of operators, we conclude that the energy bands are renormalized as
(Eηα)renorm = E
η
α + Σ
η
α, (C15)
where
Σηα = −
∑
α′
f (Eηα′)U
τ,s,s
α′,α
α′,α
(C16)
are the exchange SE corrections.
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C.3: Coulomb integrals
The (general) expression for the exchange SE corrections, Eq. (C16), hides multiple integrals that can be solved
analytically. Here, we provide some of the technical steps that lead to the simplification of this expression.
We turn our attention to the following integral,
I0 ≡
∫ +∞
−∞
dx eiqxx
e
−
(
x
lB
+lBk
′
y
)2
/2
e
−
(
x
lB
+lBky
)2
/2
√
pilB
H˜n′
(
x
lB
+ lBk
′
y
)
H˜n
(
x
lB
+ lBky
)
. (C17)
This integral is relevant as its solution includes the non-trivial steps required to calculate the structure factors that
lie inside the Coulomb integrals (see Eqs. (30)-(31)).
With the change of variables u = xlB + lBk
′
y, we obtain
I0 = e
−l2B(q2y/2+iqxk′y)I1, (C18)
with
I1 =
∫ +∞
−∞
du√
pi
e−u
2+lB(qy+iqx)uH˜n′(u)H˜n (u− lBqy) , (C19)
where qy = k
′
y − ky is an implicit relation that comes from the trivial integration over dy in the structure factors.
At this point, we resort to a table of integrals, Ref. 57, and invoke Eq. 7.377 which, with little manipulation, can
be written as ∫ +∞
−∞
du√
pi
e−u
2+lB(qy+iqx)uH˜n
(
u− lB(qy + iqx)
2
+ p0
)
H˜n′
(
u− lB(qy + iqx)
2
+ q0
)
= el
2
B(qy+iqx)
2/4
√
2n′−n
√
n!
n′!
qn
′−n
0 L
n′−n
n (−2p0q0), [n ≤ n′]. (C20)
Given this relation, it is straightforward to show that
I0 = e
−l2B
[
q2x+q
2
y
4 +iqx(k
′
y−
qy
2 )
]√
2|n′−n|
√
min(n, n′)!
max(n, n′)!
[
lB
sign(n′ − n)qy + iqx
2
]|n′−n|
L
|n′−n|
min(n,n′)
(
l2B
q2x + q
2
y
2
)
. (C21)
The remaining steps required to simplify Eq. (C16) into Eqs. (34)-(36) follow straightforwardly.
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