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THE CRITICAL CURVES OF THE RANDOM PINNING AND
COPOLYMER MODELS AT WEAK COUPLING
QUENTIN BERGER, FRANCESCO CARAVENNA, JULIEN POISAT, RONGFENG SUN,
AND NIKOS ZYGOURAS
Abstract. We study random pinning and copolymer models, when the return distribu-
tion of the underlying renewal process has a polynomial tail with finite mean. We compute
the asymptotic behavior of the critical curves of the models in the weak coupling regime,
showing that it is universal. This proves a conjecture of Bolthausen, den Hollander and
Opoku for copolymer models [8], which we also extend to pinning models.
1. Introduction
The presence of disorder can drastically change the statistical mechanical properties of
a physical system and alter the nature of its phase transitions, leading to new phenomena.
Using a random walk to model a polymer chain, the effect of disorder on random walk models
has been of particular interest recently, giving rise to many random polymer models [25, 20].
In this work we focus on two important classes of random polymer models, the so-called
pinning and copolymer models.
• In the pinning model, the disorder is attached to a defect line, which can either attract
or repel the random walk path. As the temperature varies, a localization-delocalization
phase transition takes place: for sufficiently low temperatures, the random walk is
absorbed at the defect line, while at high temperature it wanders away. The origins
of such a model can be traced back to studies of wetting phenomena [18, 17] or
localization of flux lines in superconducting vortex arrays [28]. We also mention the
interesting phenomenon of DNA denaturation, cf. [29].
• In the copolymer model, disorder is distributed along the random walk path, which
meanders between two solvents separated by a flat interface. Each step of the random
walk path can be regarded as a monomer, and the disorder attached to the monomer
determines whether it prefers one solvent or the other. Also for this model, a sharp
localization-delocalization phenomenon is observed: the typical random walk paths
are either very close to the interface (in order to place most monomers in their pre-
ferred solvents) or very far from it, according to the temperature. The origins of the
copolymer model in this context can be traced back to [19].
The purpose of this paper is to investigate the phase diagram of both models in the weak
coupling regime, in the case when the excursions of the random walk away from the defect
line (or interface) have a power-law tail with finite mean.
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1.1. Review of the models. We first recall the definition of the random pinning and
copolymer models. For a general overview, we refer to [25, 20, 21, 12].
The polymer chain is modeled by a Markov chain S = {Sn}n≥0 on Z with S0 = 0, that
will be called the walk. Probability and expectation for S will be denoted respectively by P
and E. We denote by τ := {τn}n≥0, with 0 = τ0 < τ1 < τ2 < . . ., the sequence of random
times in which the walk visits 0, so that τ is a renewal process with τ0 = 0. We assume that
τ is non-terminating, that is P(τ1 <∞) = 1, and that
K(n) := P(τ1 = n) =
ϕ(n)
n1+α
, ∀n ∈ N = {1, 2, . . .} , (1.1)
where α ∈ [0,+∞) and ϕ : (0,∞) → (0,∞) is a slowly varying function. In this paper we
focus on the case α > 1, for which the mean return time is finite:
µ := E[τ1] ∈ (1,∞) . (1.2)
Remark 1.1. Many interesting examples have periodicity issues, that is, there exists t ∈ N
such thatK(n) = 0 if n 6∈ tN. For instance, the simple symmetric random walk on Z satisfies
(1.1) for n ∈ 2N, with α = 1/2 and ϕ(·) converging asymptotically to a constant. However,
we shall assume for simplicity that K(n) > 0 for every n ∈ N. Everything can be easily
extended to the periodic case, at the expense of some cumbersome notation.
Remark 1.2. As it will be clear, in our framework the fundamental object is the renewal
process τ , and there is no need to refer to the Markov chain S. However, let us mention that,
for any α > 0 and any slowly varying function ϕ, a nearest-neighbor Markov chain S on
Z with Bessel-like drift can be constructed, which satisfies assumption (1.1) asymptotically,
that is K(n) ∼ ϕ(n)/n1+α as n→∞, cf. [2].
The disorder is modeled by a sequence ω := {ωn}n≥1 of i.i.d. real random variables.
Probability and expectation for ω will be denoted respectively by P and E. We assume that
M(t) := E[etω1 ] <∞ ∀|t| < t0, with t0 > 0 , E[ω1] = 0 , Var(ω1) = 1 . (1.3)
We will often be making use of the log-moment generating function, that is
Λ(t) := logM(t) =
1
2
t2 + o(t2) as t→ 0 . (1.4)
Given a realization of the disorder ω, the random pinning model is defined by a Gibbs
transform of the law P of the renewal process τ (or, if one wishes, of the walk S):
dPpin,ωN,β,h :=
1
Zpin,ωN,β,h
e
∑N
n=1(βωn−h
pin
a (β)+h)1{n∈τ}dP, (1.5)
where {n ∈ τ} is a shorthand for
⋃
k∈N{τk = n}, the event that the renewal process τ visits
n (which corresponds to {Sn = 0}, referring to the walk S). The parameter β ≥ 0 is the
coupling constant (or inverse temperature), h ∈ R adds a bias to the disorder, and
hpina (β) := Λ(β) =
β2
2
+ o(β2) (as β ↓ 0) (1.6)
is the annealed critical point, the significance of which will be discussed later. The normal-
izing constant
Zpin,ωN,β,h := E
[
e
∑N
n=1(βωn−h
pin
a (β)+h)1{n∈τ}
]
(1.7)
is called the partition function. We will also consider the constrained partition function
Zpin,c,ωN,β,h = E
[
e
∑N
n=1(βωn−h
pin
a (β)+h)1{n∈τ}1{N∈τ}
]
. (1.8)
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In order to define the copolymer model, one traditionally works with nearest-neighbor
walks S that make symmetric excursions in the positive or negative half-plane. The signs
of the excursions are then i.i.d. symmetric {±1}-valued random variables, independent of τ .
In our framework, it is actually simpler to proceed as in [12]. Without making any reference
to the walk S, under the law P we introduce a sequence of i.i.d. symmetric ±1 random
variables εˆ := {εˆn}n≥1, independent of the renewal process τ , which model the sign of the
excursion of the walk during the renewal interval (τn−1, τn) (even when this interval has
length 1). We also introduce the variables εn =
∑
k≥1 εˆk1{n∈(τk−1,τk]}, which represent the
sign of the nth step of the walk. Given the disorder ω, the copolymer model is then defined
via a similar Gibbs transform of the law P:
dPcop,ωN,λ,h :=
1
Zcop,ωN,λ,h
e−2λ
∑N
n=1(ωn+h
cop
a (λ)−h)1{εn=−1}dP, (1.9)
where λ ≥ 0 is the coupling constant, h ∈ R and Zcop,ωN,λ,h have the same interpretation as in
the pinning model, and
hcopa (λ) :=
1
2λ
Λ(−2λ) = λ+ o(λ) (as λ ↓ 0) (1.10)
is the corresponding annealed critical point. The constrained partition function for the
copolymer model is given by
Zcop,c,ωN,λ,h = E
[
e−2λ
∑N
n=1(ωn+h
cop
a (λ)−h)1{εn=−1}1{N∈τ}
]
= E
[ |τ∩(0,N ]|∏
j=1
(
1 + e
−2λ
∑τj
n=τj−1+1
(ωn+h
cop
a (λ)−h)
2
)
1{N∈τ}
]
,
(1.11)
where |τ ∩ (0, N ]| = max{k ≥ 0 : τk ≤ N} is the number of renewal points that appear
before N , and we have integrated the excursions signs.
Remark 1.3. The different parametrization of the copolymer model, as compared to the
pinning one, is to conform with most of the existing literature. To recover the pinning
parametrization, it suffices to replace ω by −ω, 2λ by β and 2λh by h.
Many statistical properties of the models can be captured through the (quenched) free
energies, which are defined by
f
pin(β, h) := lim
N→∞
1
N
logZpin,ωN,β,h = limN→∞
1
N
E logZpin,ωN,β,h ,
f
cop(λ, h) := lim
N→∞
1
N
logZcop,ωN,β,h = limN→∞
1
N
E logZcop,ωN,λ,h ,
(1.12)
where the limits exist P-a.s. and remain unchanged if we replace the partition functions
by their constrained counterparts (see [20, Ch. 4]). From the definition of the partition
functions, by restricting the expectation E to the event {τ1 > N} (that is {Sn > 0 for n =
1, 2, ..., N} in the walk interpretation) and observing that log P(τ1 > N) = O(logN), by
(1.1), it follows that the free energies are nonnegative. A (quenched) localization-delocalization
transition can be determined from the critical curves
hpinc (β) := sup{h : f
pin(β, h) = 0} and hcopc (λ) := sup{h : f
cop(λ, h) = 0}. (1.13)
The meaning of these critical curves is that, when h exceeds the critical value, the free
energy is strictly positive and the polymer puts a positive fraction of its monomers at {0},
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in the pinning model (resp. in {0,−1,−2, ...}, in the copolymer model); on the other hand,
these fractions equal 0 when h is below the critical value. We refer to [20, 25] for details.
The effect of the disorder is best seen through comparison of the (quenched) models with
their annealed counterparts. In particular, the annealed free energies are defined by
f
pin
a (β, h) := lim
N→∞
1
N
logEZpin,ωN,β,h and f
cop
a (λ, h) := lim
N→∞
1
N
logEZcop,ωN,β,h .
The annealed models are exactly solvable and their phase diagrams can be completely
determined (see e.g. [20]). In particular, the critical value of h, above which the annealed
free energy is strictly positive, is h = 0, both for the pinning and copolymer model. This is
simply because we have subtracted the “true” annealed critical points hpina (β) and h
cop
a (β)
from h in the definition of our models, for later convenience. For the pinning model, it turns
out that when the quenched critical curve hpinc (β) is strictly positive for any small β, the
order of the phase transition is strictly larger (except for possibly the marginal case α = 1/2)
than that of the annealed model, in which case disorder is said to be relevant. On the other
hand, when hpinc (β) = 0 for small values of β, the order of the phase transition does not
change from that of the annealed model, in which case disorder is said to be irrelevant. For
a more detailed discussion on disorder relevance vs irrelevance, see [21].
It has been shown in [6, 31] that for the copolymer model disorder is relevant for every
α > 0, regardless of the underlying renewal process τ (satisfying the above mentioned as-
sumptions). On the other hand, for the pinning model, it is known that disorder is irrelevant
when α < 1/2 or when α = 1/2 and
∑
n≥1 1/nϕ(n)
2 < ∞ (cf. [1, 4, 30, 14, 26]), relevant
when α > 1/2, and believed to be also relevant (almost confirmed in [3, 22, 23]) when
α = 1/2 and
∑
n≥1 1/nϕ(n)
2 =∞. See [21] for an overview.
1.2. The main results. A fundamental problem for random pinning and copolymer mod-
els, when disorder is relevant, is the asymptotic behavior of the critical curves in the weak
coupling regime β, λ ↓ 0. The interest of this question lies in the belief that such asymptotic
behavior should be universal, i.e., not depend too much on the fine details of the model.
For the copolymer model, the behavior of the critical curve hcopc (λ) for small λ has been
investigated extensively. In the seminal paper [7], Bolthausen and den Hollander investi-
gated the special copolymer model in which S = {Sn}n≥1 is the simple symmetric random
walk on Z and the disorder variables ωn are {±1}-valued and symmetric. They were able to
show that the slope of the critical curve limλ↓0 h
cop
c (λ)/λ exists and coincides with the crit-
ical point of a continuum copolymer model (in which the walk S is replaced by a Brownian
motion and the disorder sequence ω is replaced by white noise). This result was recently ex-
tended by Caravenna and Giacomin [10]: for the general class of copolymer models that we
consider in this paper, in the case α ∈ (0, 1), it was shown that the slope of the critical curve
exists and is a universal quantity, namely it is the critical point of a suitable α-continuum
copolymer model. In particular, the slope depends only on α and not on finer details of
the renewal process τ and disorder ω. For consistency with the literature, we define (recall
(1.10))
mα := lim
λ↓0
hcopa (λ)− h
cop
c (λ)
λ
= 1− lim
λ↓0
hcopc (λ)
λ
. (1.14)
The precise value of mα, in particular for α = 1/2, has been a matter of a long debate.
It was conjectured by Monthus in [27], on the ground of non-rigorous renormalisation argu-
ments, that m1/2 = 2/3, and a generalization of the same argument yields the conjecture
mα = 1/(α+1). The rigorous lower bound mα ≥ 1/(α+1), for every α ≥ 0, was proved by
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Bodineau and Giacomin in [5]. Very recently, it was shown by Bolthausen, den Hollander
and Opoku [8] that this lower bound is strict for every α ∈ (0,∞), thus ruling out Monthus’
conjecture (see also [6] for earlier, partial results, and [11] for a related numerical study).
In this work, we focus on the case α > 1. Let us stress that this case was not considered in
[10], because no non-trivial continuum model is expected to exist, due to the finite mean of
the underlying renewal process. This consideration might even cast doubts on the (existence
and) universality of the limit in (1.14). However, it was recently proved in [8] that
lim inf
λ↓0
hcopa (λ)− h
cop
c (λ)
λ
≥
2 + α
2(1 + α)
, ∀α ∈ (1,∞) . (1.15)
(The “critical curve” in [8] corresponds to hcopa (λ) − h
cop
c (λ) in our notation; furthermore,
our exponent α is what they call α−1, hence the right hand side in (1.15) reads 1+α2α in [8].)
The universal lower bound (1.15), depending only on α, led naturally to the conjecture
[8] that mα exists also for α > 1 and coincides with the right hand side of (1.15). Our first
main result proves this conjecture, establishing in particular the universality of the slope.
Theorem 1.4. For any copolymer model defined as above, with α > 1, the limit in (1.14)
exists and equals mα =
2+α
2(1+α) . Equivalently,
lim
λ↓0
hcopc (λ)
λ
=
α
2(1 + α)
. (1.16)
Remark 1.5. In a work in progress [13], the partition function of the copolymer model
under weak coupling is shown to converge, for every α > 1, to an explicit “trivial” continuum
limit, the exponential of a Brownian motion with drift, which carries no dependence on α.
In particular, the continuum limit of the partition function gives no information on the
slope of the critical curve, which is in stark contrast to the case α ∈ (0, 1).
For the random pinning model with α > 1, rough upper and lower bounds of the order
β2 are known for the critical curve hpinc (β), cf. [3, 16]. (The quadratic, rather than linear,
behavior is simply due to the different way the parameters (β, h) and (λ, h) appear in the
two models, cf. Remark 1.3). We sharpen these earlier results by establishing the following
analogue of Theorem 1.4.
Theorem 1.6. For any random pinning model defined as above, with α > 1, we have
lim
β↓0
hpinc (β)
β2
=
α
1 + α
1
2µ
, (1.17)
where µ := E[τ1].
Thus, the asymptotic behavior of the critical curve of the random pinning model with α > 1
is also universal, in the sense that it depends only on the exponent α and on the mean µ of
the underlying renewal process, and not on the finer details of the renewal process or the
disorder distribution.
Remark 1.7. For the random pinning model with α > 1, it is also shown in [13] that the
partition function under weak coupling converges, in the continuum limit, to the exponential
of a Brownian motion with drift, which depends on µ but not on α > 1. As a consequence,
the continuum limit gives no information on the asymptotic behavior (1.17).
The fact that we can prove the same type of result for the random pinning and copolymer
models is not unexpected for α > 1. In fact, when the underlying renewal process has finite
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mean, there is typically a positive fraction of monomers interacting with the disorder for
both models, since 1N
∑N
n=1 1{n∈τ} and
1
N
∑N
n=1 1{εn=−1} (recall (1.5) and (1.9)) tend to a
positive constant as N → ∞ (1/µ and 1/2, respectively). Also, the annealed free energies
of both models are proportional to the square of the coupling constants β, respectively λ,
if the bias h is also scaled properly (proportional to β2 for the pinning model and to λ for
the copolymer model). This fact is then reflected in the (annealed) correlation length of the
system, which plays a central role in the coarse graining analysis we will carry out later.
When α < 1, the above analogies between the random pinning and copolymer models
break down. In [3] it was shown that for α ∈ (1/2, 1), hpinc (β) satisfies the bounds
c−1β
2α
2α−1ψ(β−2) ≤ hpinc (β) ≤ cβ
2α
2α−1ψ(β−2)
for some c > 0 and a slowly varying function ψ(·), related in an explicit way to ϕ(·). It
is then reasonable to conjecture that, in analogy with the universality of the slope of the
critical curve for the copolymer model, the limit
lim
β↓0
hpinc (β)
β
2α
2α−1ψ(β−2)
(1.18)
exists and is also universal. The method we use in this paper falls short in answering this
question. However, the random pinning model under weak coupling does admit a continuum
limit when α ∈ (1/2, 1), which is currently under construction in [13]. This gives hope to
prove the existence and universality of the limit in (1.18).
1.3. Organization and main ideas. We present the proof of Theorem 1.6, concerning
the random pinning model, in Sections 2 (lower bound) and 3 (upper bound). The proof
of Theorem 1.4, concerning the copolymer model, follows the same line of arguments —in
fact, the upper bound is significantly easier in this case— so we only sketch the proofs and
highlight the differences in Sections 4 and 5.
Remark 1.8. The upper bound on hcopc (λ) in relation (1.16) for the copolymer is the same
as the lower bound (1.15), which was established in [8] as an application of a quenched large
deviations principle, developed by the authors and their collaborators. Here we present an
alternative and self-contained proof, which is remarkably short (see Section 5).
The proof of the lower bound on hc(·) is based on a refinement of the “fractional moment
and coarse graining” method, developed in [16, 23], see [21] for an overview. The standard
application of this moment method makes use of a change of measure, which via the use of
Hölder’s inequality gives rise to an energy-entropy balance. In [16, 23], the entropy factor
can be bounded by an arbitrary constant, while the energy factor can be made arbitrarily
small. Our refinement requires optimizing this energy-entropy balance, which is crucial in
obtaining the precise constants. We also need a refinement in the coarse graining procedure.
In the standard application, the polymer only needs to place a positive fraction of monomers
at the interface in each visited coarse-grained block, while in our case, we need to ensure
that this positive fraction is in fact close to 1. For this step, α > 1 plays a crucial role.
The upper bound on hc(·)makes use of the following smoothing inequality (the distinction
between the pinning and copolymer, as usual, is simply due to their different parametriza-
tion).
Theorem 1.9. There exists a constant ε0 > 0 and a continuous map (β, δ) 7→ Aβ,δ from
(0, ε0) × (−ε0, ε0) to (0,∞), depending only on the disorder distribution and such that
lim(β,δ)→(0,0) Aβ,δ = 1, with the following properties:
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• for the pinning model, for every 0 < β < ε0 and |t| < βε0
0 ≤ fpin(β, hpinc (β) + t) ≤
1 + α
2
Aβ, t
β
t2
β2
; (1.19)
• for the copolymer model, for every 0 < λ < ε0 and |δ| < ε0,
0 ≤ fcop(λ, hcopc (λ) + δ) ≤
1 + α
2
Aλ,δ δ
2 . (1.20)
The smoothing inequality was first proved in [24], without the precision on the constant
and under more restrictive assumptions on the disorder. In the case of Gaussian disorder,
it appears in [20] with the right constant (1 + α)/2, cf. Theorem 5.6 and Remark 5.7
therein. The general statements we use here are proved in [9]. We remark that the precise
(asymptotic) constant (1 + α)/2 is crucial in obtaining the exact limits of hcopc (λ)/λ and
hpinc (β)/β2.
The idea to prove the upper bound is to couple the smoothing inequality with a rough
linear (but quantitative) lower bound on the free energies. More precisely, we prove that for
every c ∈ R,
lim inf
β↓0
f
pin(β, cβ2)
β2
≥
1
µ
[
c−
1
2µ
]
and lim inf
λ↓0
f
cop(λ, cλ)
λ2
≥ c−
1
2
. (1.21)
Remarkably, enforcing the compatibility of these inequalities with the corresponding smooth-
ing inequalities (1.19) and (1.20) leads to the sharp upper bound on the critical curves.
What actually lies behind this compatibility condition is a rare stretch strategy. Let us try
to describe it heuristically. We do so in the copolymer case, which is easier.
We start by decomposing N = ∪∞i=1Bi into blocks of length M and we search for such
blocks where the sample average of the disorder is about −λδ, that isM−1
∑
n∈B·
ωn ≃ −λδ,
where δ is a fixed parameter. The probability of a block to have a sample average of
that order is roughly exp(−λ2δ2M/2) and the reciprocal of this probability will give the
number of blocks that will separate the atypical ones. Once these “atypical blocks” have
been identified, we let the polymer jump from the end point of one such block to the start
point of the following. In view of (1.1), the cost for this is roughly exp(−(1 + α)λ2δ2M/2).
Once at the beginning of an atypical block, the contributions to the free energy of the
copolymer is
E log E
NM∏
j=1
1
2
(
1 + e
−2λ
∑
n∈(τj−1,τj ]
(ωn−λδ+ha(λ)−h)
) , (1.22)
where NM is the number of excursions within the atypical block B·. Notice that in the above
expectation we have integrated out the signs εˆ of the excursions of the path, while we have
shifted the mean of the disorder to −λδ. Setting h = cλ, applying Jensen’s inequality and a
Taylor expansion for small values of λ gives that (1.22) is bounded below by (c+δ− 12 )λ
2M ,
see (1.21). The energy-entropy balance gives the lower bound for the free energy
e−λ
2δ2M/2M
[(
c+ δ −
1
2
)
− (1 + α)
δ2
2
]
λ2.
Finally, optimizing over δ, the term in square brackets becomes
[
c − α2(1+α)
]
, which leads
to the sharp upper bound (1.16) on the critical curve.
Let us note that rare stretch strategies have been employed extensively in the study
of pinning and copolymer models, cf. [20, sections 6.3 and 5.4] and [21, section 5.1] for
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instance. However, in most cases (in particular in the copolymer case) the strategy imposed
on the copolymer after landing on an atypical block is to sample the whole disorder by
staying exclusively in a single solvent. Our approach shows that the polymer follows rather
more sophisticated strategies. In the case of a renewal with finite mean, this is captured by
an averaging over the signs of the excursions and an optimization of the sample mean of
the disorder in the targeted blocks. Apparently, this optimization makes the application of
Jensen’s inequality sharp. An analogous rare stretch strategy, but without optimizing over
the disorder mean, was used in [6].
Finally, a remark on notations. To ease the reading, we will drop the superscripts pin
and cop from our notation for the free energy, partition function, and critical curve. This
should not lead to confusion, since pinning and copolymer models are treated in separate
sections. Moreover, we will refrain from using the integer parts, that is, instead of ⌊x⌋ we
simply write x. It will be clear from the context when the integer part of x is used.
2. On the Pinning Model: Lower Bound
As already mentioned, we use the “fractional moment and coarse graining” method
(see [21]), but with several crucial refinements, that we now explain.
2.1. The general strategy. To obtain a lower bound on the critical curve hc(β), it suffices
to prove f(β, h) = 0 for suitably chosen h as a function of β. This is further reduced to
showing that for some ζ ∈ (0, 1), we have
lim inf
N→∞
E
[(
Zc,ωN,β,h
)ζ]
< ∞ . (2.1)
Indeed, note that
f(β, h) =lim inf
N→∞
1
N
E
[
logZc,ωN,β,h
]
= lim inf
N→∞
1
Nζ
E
[
log
(
Zc,ωN,β,h
)ζ]
≤ lim inf
N→∞
1
Nζ
logE
[(
Zc,ωN,β,h
)ζ]
= 0.
To obtain (2.1), we employ a coarse-graining scheme. The idea is to divide the system into
(large) finite blocks, each one being of size k, the correlation length of the annealed model,
proportional to 1/β2. We estimate the partition functions on different blocks separately,
and then “glue” these estimates together through a coarse-graining procedure.
We first estimate the partition function of a system of size k, the coarse-graining length
scale. Let P˜−δ,k denote the law under which {ωi}1≤i≤k are i.i.d. with density
dP˜−δ,k
dP
=
k∏
i=1
e−δωi−Λ(−δ), (2.2)
which is an exponential tilting of the law of {ωi}1≤i≤k. We then apply the standard change
of measure trick: by Hölder’s inequality, for any ζ ∈ (0, 1)
E
[(
Zc,ωk,β,h
)ζ]
= E˜−δ,k
[(
Zc,ωk,β,h
)ζ dP
dP˜−δ,k
]
≤ E˜−δ,k
[
Zc,ωk,β,h
]ζ
E˜−δ,k
[(
dP
dP˜−δ,k
) 1
1−ζ
]1−ζ
. (2.3)
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The second factor is easily computed:
E˜−δ,k
[(
dP
dP˜−δ,k
) 1
1−ζ
]1−ζ
= E
[(
dP
dP˜−δ,k
) ζ
1−ζ
]1−ζ
= E
[
k∏
i=1
e
ζ
1−ζ
δωi+
ζ
1−ζ
Λ(−δ)
]1−ζ
= e
(1−ζ)k
[
Λ( ζ
1−ζ
δ)+ ζ
1−ζ
Λ(−δ)
]
. (2.4)
Using (1.8) and recalling (1.6), the first factor in (2.3) can also be computed:
E˜−δ,k
[
Zc,ωk,β,h
]
= E
[
e(Λ(β−δ)−Λ(β)−Λ(−δ)+h) |τ∩[1,k]| 1{k∈τ}
]
. (2.5)
Since τ|τ∩[1,k]| ≤ k ≤ τ|τ∩[1,k]|+1, it follows by the strong law of large numbers that
|τ ∩ [1, k]|
k
−−−−−→
k→∞
1
µ
P-a.s. . (2.6)
Since P(k ∈ τ) → 1µ > 0 as k → ∞, by the renewal theorem, we have the convergence in
distribution
|τ ∩ [1, k]|
k
d
−−−−−→
k→∞
1
µ
under P( · | k ∈ τ) . (2.7)
We now parametrize everything in terms of β. Let us set
hβ = cβ
2 , δβ = aβ , kβ =
t
β2
, for c, a, t ∈ (0,∞) with a > c .
As β ↓ 0, we have kβ →∞ and, recalling (1.4),
(Λ(β − δβ)− Λ(β)− Λ(−δβ) + hβ)
kβ
µ
∼ (hβ − βδβ)
kβ
µ
−→ (c− a)
t
µ
∈ (−∞, 0) .
Together with the fact that P(k ∈ τ)→ 1µ as k →∞, it follows from (2.5) and (2.7) that
lim
β↓0
E˜−δβ ,kβ
[
Zc,ωkβ , β, hβ
]
=
1
µ
e(c−a)
t
µ , (2.8)
hence, by (2.3) and (2.4),
lim sup
β↓0
E
[(
Zc,ωkβ ,β,hβ
)ζ]
≤
1
µζ
e
ζ
µ
(c−a)t e
a2
2
ζ
1−ζ
t ∀ a > c . (2.9)
Note that the exponent is a polynomial of second degree in a: optimizing over a yields
a =
1− ζ
µ
, (2.10)
and one gets the basic estimate
lim sup
β↓0
E
[(
Zc,ωkβ ,β,hβ
)ζ]
≤
1
µζ
exp
{
ζ
µ
(
c−
1− ζ
2µ
)
t
}
. (2.11)
To feed this estimate into the coarse graining scheme and obtain (2.1), we need to make
the right hand side arbitrarily small. This can be accomplished by choosing t large enough,
provided c < (1 − ζ)/(2µ), or equivalently, h/β2 < (1 − ζ)/(2µ). As we will see later, the
coarse graining scheme works only if ζ > 1/(1 + α), which leads to h/β2 < α/(2(1 + α)µ)
and thus to the sharp lower bound (1.17) on hc(β).
Note that the bound (2.11) is derived via a subtle balance between the cost of changing
the measure and the annealed partition function under the changed measure, i.e., the two
factors in the right hand side (2.3). This is in contrast to [21, Proposition 7.1], where:
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• the cost of changing the measure is only required to be an arbitrary fixed constant for
each coarse graining block;
• the annealed partition function under the changed measure is small over any interval
whose length exceeds a δ-proportion of the coarse graining block.
In our case, the cost of changing the measure needs to be estimated sharply; furthermore,
in order to balance this cost and get (2.11), we need to average the partition function under
the changed measure over an interval whose length is close to the full coarse graining block.
Fortunately such configurations can be shown to give the dominant contribution in the case
α > 1. We stress that this is not the case when α < 1.
2.2. Proof of the lower bound. We divide the proof into several steps.
STEP 1. Let us first set up the proper framework. To prove the lower bound for hc(β) in
(1.17), we show that for every ε > 0 small enough there exists β0 = β0(ε) ∈ (0,∞) such
that for every β ∈ (0, β0) we have
f
(
β, cε β
2
)
= 0 , where cε := (1− ε)
α
1 + α
1
2µ
. (2.12)
As explained in Section 2.1, it suffices to show that there exists ζ = ζε ∈ (0, 1) such that
lim inf
N→∞
E
[(
Zc,ω
N,β,cεβ2
)ζ]
<∞. (2.13)
Henceforth let ε ∈ (0, 1) be fixed. We then set
ζε :=
1
1 + α
+
ε
2
α
1 + α
∈
(
1
1+α , 1
)
. (2.14)
For later convenience, we assume that ε is small enough so that (1 +α− ε2 )ζε > 1 and also
α− ε/2 > 1 (which is possible, since α > 1). We set the coarse graining length scale to be
k = kβ,ε = tε/β
2 (2.15)
for some tε ∈ (0,∞), which depends only on ε and will be fixed at the end of the proof.
Recall from (2.2) the exponentially tilted law P˜ := P˜−δ,k. We will use it with k = kβ,ε
and
δ = δβ,ε := aεβ :=
1− ζε
µ
β, (2.16)
where the choice of aε is (a posteriori) optimal, recall (2.10). Note that cε ≤ (1 − ζε)
1
2µ by
(2.12) and (2.14), hence aε ≥ 2cε by (2.16). In particular, we stress that
aε > cε , (2.17)
a relation that will be used several times in the sequel.
Now we recall the crucial relation (2.8), which can be rewritten in our current setting as
lim
β↓0
E˜
[
Zc,ω
tεβ−2, β, cεβ2
]
=
1
µ
e
− 1
µ
(aε−cε)tε . (2.18)
The convergence (2.18) is actually uniform when tε varies in a compact subset of (0,∞).
In particular, there exists β1(ε) > 0 such that for all β ∈ (0, β1(ε)) and all n ∈ N with
(1 − ε/5)tεβ
−2 ≤ n ≤ tεβ
−2, we have
1− ε
µ
e
− 1
µ
(aε−cε)β2n ≤ E˜
[
Zc,ω
n, β, cεβ2
]
≤
1 + ε
µ
e
− 1
µ
(aε−cε)β2n. (2.19)
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This uniform bound follows from the convergence in (2.7), because the functions x 7→ e−Cx
are uniformly bounded and uniformly Lipschitz, if C ranges over a bounded set. Note that
the upper and lower bounds in (2.19) are bounded away from 0 and ∞ (for a fixed ε > 0),
because (1− ε5)tε ≤ β
2n ≤ tε.
STEP 2. We now develop the coarse graining scheme. The system size N will be a multiple
of the coarse graining length scale: N = mk = mtεβ
−2 for some m ∈ N. We then partition
{1, . . . , N} into m blocks B1, . . . , Bm of size k = tεβ
−2, defined by
Bi :=
{
(i− 1)k + 1, . . . , ik
}
⊆ {1, . . . , N} ,
so that the macroscopic (coarse-grained) “configuration space” is {1, . . . ,m}. A macroscopic
configuration is a subset J ⊆ {1, . . . ,m}. By a decomposition according to which blocks
are visited by the renewal process (we call these blocks occupied), we can then write
Zc,ω
N,β,cεβ2
=
∑
J⊆{1,...,m}: m∈J
ZˆJ
where for J = {j1, . . . , jℓ}, with 1 ≤ j1 < j2 < . . . < jℓ = m and ℓ = |J |,
ZˆJ :=
∑
d1,f1∈Bj1
d1≤f1
. . .
∑
dℓ−1,fℓ−1∈Bjℓ−1
dℓ−1≤fℓ−1
∑
dℓ∈Bjℓ=Bm
(
ℓ∏
i=1
K(di − fi−1)zdiZdi,fi
)
,
(2.20)
where we set f0 := 0 and fℓ := N = mk, and for all d < f ∈ N,
zd := e
βωd−Λ(β)+cεβ
2
, Zd,f := Z
c,ϑdω
f−d,β,cεβ2
, (2.21)
with ϑdω := {(ϑdω)n}n∈N = {ωn+d}n∈N defined as a shift of the disorder ω. Since ζε < 1,
one has that (a+ b)ζε ≤ aζε + bζε , for all a, b ≥ 0, and consequently
E
[(
Zc,ω
N,β,cεβ2
)ζε] ≤ ∑
J⊆{1,...,m}: m∈J
E
[(
ZˆJ
)ζε]. (2.22)
To bound E
[(
ZˆJ
)ζε], we apply the change of measure as in (2.2). Let P˜J be the law of the
disorder obtained from P, where independently for each n ∈
⋃
i∈J Bi, the law of ωn is tilted
with density e−δωn−Λ(−δ), with δ = aεβ as chosen in (2.16). Then by the same argument as
in (2.3), we have
E
[(
ZˆJ
)ζε] ≤ E˜J[ZˆJ]ζε E˜J[( dP
dP˜J
) 1
1−ζε
]1−ζε
. (2.23)
To bound the second factor, note that for J = {j1, . . . , jℓ}, the same calculation as in (2.4)
gives (recall that k = tεβ
−2 and δ = aεβ)
E˜J
[(
dP
dP˜J
) 1
1−ζε
]1−ζε
= E
[(
dP
dP˜J
) ζε
1−ζε
]1−ζε
= E
[
ℓ∏
i=1
∏
n∈Bji
e
ζε
1−ζε
δωn+
ζε
1−ζε
Λ(−δ)
]1−ζε
= e
(1−ζε)
[
Λ( ζε
1−ζε
δ)+ ζε
1−ζε
Λ(−δ)
]
kℓ
< e
(1+ ε
20
)
a2ε
2
ζε
1−ζε
tε|J | , (2.24)
where the last inequality holds, by (1.4), for β small enough, say β ∈ (0, β2(ε)), for some
β2(ε) > 0. To bound the first factor in (2.23), recall that aε > cε and note that, for every
d ∈
⋃
i∈J Bi, for β < β2(ε) we have
E˜J [zd] = e
Λ(β−δ)−Λ(β)−Λ(−δ)+cεβ2 = e−(aε−cε)β
2+o(β2) < 1 , (2.25)
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provided β2(ε) is chosen small enough. Furthermore, for d, f ∈ Bi for any i ∈ J ,
E˜J [Zd,f ] = u˜(f − d) , where u˜(n) := E˜
[
Zc,ω
n, β, cεβ2
]
. (2.26)
Therefore from (2.20), we obtain
E˜J
[
ZˆJ
]
≤
∑
d1,f1∈Bj1
d1≤f1
. . .
∑
dℓ−1,fℓ−1∈Bjℓ−1
dℓ−1≤fℓ−1
∑
dℓ∈Bjℓ=Bm
(
ℓ∏
i=1
K(di − fi−1)u˜(fi − di)
)
. (2.27)
This expression is nice because it would be the probability of a renewal event, if u˜ were
replaced by
u(n) := P(n ∈ τ).
In fact, we will replace u˜(·) by a small multiple of u(·). First we need some estimates. Since
u(n)→ 1/µ as n→∞ by the renewal theorem, we can choose C1 ∈ (0,∞) such that
1
C1µ
≤ u(n) ≤
C1
µ
∀n ∈ N . (2.28)
Furthermore, by relation (1.1) and the fact that slowly varying functions are asymptotically
dominated by any polynomial, it follows that there exists C2,ε ∈ (0,∞) be such that
K(n) ≤
C2,ε
n1+α−
ε
2
, ∀n ∈ N . (2.29)
Finally, since 0 ≤ |τ ∩ [1, n]| ≤ k for every n ∈ {1, . . . , k = tεβ
−2}, recalling (2.5) we obtain
e−2(aε−cε)tεu(n) ≤ u˜(n) = E˜
[
Zc,ω
n, β, cεβ2
]
= E
[
e
(
−(aε−cε)β2+o(β2)
)
|τ∩[1,n]|
1{n∈τ}
]
≤ u(n) ≤ 1 ,
(2.30)
for β ∈ (0, β2(ε)), because aε > cε (recall (2.25)).
STEP 3. We now replace u˜(·) in (2.27) by a suitable small multiple of u(·). However, this
is only possible for occupied blocks that are surrounded by occupied blocks. The blocks
with unoccupied neighboring blocks have to be dealt with in a different way.
Let us be more precise. Fix i such that both ji ∈ J and ji − 1 ∈ J ∪ {0}. Then we claim
that the terms in (2.27) with |di − fi−1| ≤
ε
10k give the main contribution. Indeed, setting
f i−1 = (i− 1)k, di = (i− 1)k + 1,
u˜(f i−1 − di−1)K(di − f i−1) u˜(f i − di) ≥
(
e−2(aε−cε)tε
1
C1µ
)2
K(1) , (2.31)
where we used the lower bounds in (2.30) and (2.28). Using instead the upper bound in
(2.30) that u˜(·) ≤ 1, together with (2.29), yields∑
fi−1∈Bji−1 , di∈Bji
|di−fi−1|>
ε
10
k
u˜(fi−1 − di−1)K(di − fi−1) u˜(fi − di) ≤
k2 C2,ε
( ε10k)
1+α− ε
2
=
101+α C2,ε
ε1+α kα−
ε
2
−1
.
(2.32)
Recall that ε is chosen small enough, so that α − ε2 > 1, and k = tεβ
−2 → ∞ as β ↓ 0.
Therefore, we can find β3(ε) ∈ (0,∞) such that for every β ∈ (0, β3(ε)), the contribution
of the terms in (2.27) with |di − fi−1| >
ε
10k is smaller than the contribution of the terms
with |di − fi−1| ≤
ε
10k (comparing (2.31) and (2.32)).
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To summarize: when β < β3(ε), the right hand side of (2.27) can be bounded from above
by restricting the sum to |di − fi−1| ≤
ε
10k for every i such that both ji ∈ J and ji − 1 ∈ J ,
provided one introduces a multiplicative factor of 2 for each such i.
Let us now set
◦
J :=
{
j ∈ J : j − 1 ∈ J ∪ {0} and j + 1 ∈ J ∪ {m+ 1}
}
.
If j ∈
◦
J , say j = ji for some 1 ≤ i ≤ |J | = l, then we have restricted the summation in
(2.27) to both |di − fi−1| ≤
ε
10k and |di+1 − fi| ≤
ε
10k, which yields fi − di > (1 −
ε
5)k.
Recalling (2.26), (2.19) and (2.28), we can then bound
u˜(fi − di) ≤ Dεu(fi − di) , where Dε := C1(1 + ε) e
− 1
µ
(aε−cε)(1−
ε
5 )tε . (2.33)
This is the crucial replacement, after which we can remove the restrictions |di−fi−1| ≤
ε
10k
in (2.27) to get an upper bound. (Note that Dε can be made arbitrarily small by choosing
tε large, because aε > cε, so we may assume henceforth that Dε < 1.)
It only remains to deal with the terms j ∈ J \
◦
J , i.e. the occupied blocks that have at
least one neighboring block which is unoccupied. For these blocks, we replace u˜(fi − di) by
u(fi − di), thanks to (2.30). Gathering the above considerations, we can upgrade (2.27) to
E˜J
[
ZˆJ
]
≤ 2|J |(Dε)
|
◦
J |
∑
d1,f1∈Bj1
d1≤f1
· · ·
∑
dℓ−1,fℓ−1∈Bjℓ−1
dℓ−1≤fℓ−1
∑
dℓ∈Bjℓ=Bm
(
ℓ∏
i=1
K(di−fi−1)u(fi−di)
)
, (2.34)
where we note that the summation is now the probability of a renewal event.
STEP 4. We now deal with the gaps between occupied blocks. Let i ∈ {1, . . . , ℓ} be such
that ji ∈ J but ji − 1 6∈ J ∪ {0}, that is ji − ji−1 ≥ 2. Since di ∈ Bji and fi−1 ∈ Bji−1 , we
have di − fi−1 ≥ (ji − ji−1 − 1)k. Then it follows from (2.29) that
K(di − fi−1) ≤
C2,ε
k1+α−
ε
2
1
(ji − ji−1 − 1)
1+α− ε
2
≤
21+α C2,ε
k1+α−
ε
2
1
(ji − ji−1)
1+α− ε
2
, (2.35)
where the last inequality holds because n− 1 ≥ n2 for n ≥ 2. Furthermore, by (2.28),
u(fi−1 − di−1) ≤ C
2
1 u(f i−1 − di−1) , u(fi − di) ≤ C
2
1 u(fi − di) , (2.36)
where we recall that f i−1 = (i− 1)k and di = (i− 1)k+1 denote respectively the last point
of the block Bi−1 and the first point of the block Bi.
We can now insert the bounds (2.35), (2.36) into (2.34), starting with the smallest i ∈
{1, . . . , ℓ} such that ji − ji−1 ≥ 2 (if any), and then proceeding in increasing order. (When
there are two consecutive gaps, that is, when both ji − ji−1 ≥ 2 and ji−1 − ji−2 ≥ 2,
the first bound in (2.36) becomes u(fi−1 − di−1) ≤ C
2
1 u(f i−1 − di−1), because we have
already replaced di−1 by di−1 in the previous step.) In this way, we eliminate all the terms
in (2.34) that depend on fi−1 and di, and the double sum over fi−1 and di can be removed
by introducing a multiplicative factor k2.
Having eliminated the gaps, we are left with “clusters of consecutive occupied blocks”:
more precisely, the surviving sums in (2.34) are those over variables fj−1, dj with a < j ≤ b,
for every maximal interval {a, . . . , b} ⊆ {1, . . . , ℓ}. These sums can be factorized and each
such interval gives a contribution equal to the probability (hence bounded by 1) that the
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renewal process visits a cluster of consecutive occupied blocks. Therefore
E˜J
[
ZˆJ
]
≤ 2|J | (Dε)
|
◦
J |
∏
i∈{1,...,ℓ}: ji−ji−1≥2
C41 k
2 2
1+α C2,ε
k1+α−
ε
2
1
(ji − ji−1)
1+α− ε
2
= 2|J | (Dε)
|
◦
J |
(
21+α C41 C2,ε
kα−
ε
2
−1
)|{i∈{1,...,ℓ}: ji−ji−1≥2}| ∏
i∈{1,...,ℓ}
1
(ji − ji−1)
1+α− ε
2
.
(2.37)
Next observe that
|J \
◦
J | = |J | − |
◦
J | ≤ 2 |{i ∈ {1, . . . , ℓ} : ji − ji−1 ≥ 2}| , (2.38)
since each point in J \
◦
J is either the starting point or ending point of a gap, i.e., a pair
{ji−1, ji} with ji − ji−1 ≥ 2. Since α −
ε
2 > 1, by our choice of ε, and k = tεβ
−2 → ∞ as
β ↓ 0, there exists β4(ε) ∈ (0,∞) such that for every β ∈ (0, β4(ε)), we have
21+α C41 C2,ε
kα−
ε
2
−1
≤ (Dε)
2 .
Since Dε < 1, it follows from (2.37) and (2.38) that
E˜J
[
ZˆJ
]
≤ (2Dε)
|J |
∏
i∈{1,...,ℓ}
1
(ji − ji−1)
1+α− ε
2
. (2.39)
STEP 5. We now conclude the proof. Looking back at (2.22), (2.23), (2.24) and (2.39), we
can write
E
[(
Zc,ω
N,β,cεβ2
)ζε] ≤ ∑
J⊆{1,...,m}: m∈J
( ∏
i∈{1,...,ℓ}
Gε
(ji − ji−1)
(1+α− ε
2
)ζε
)
, (2.40)
where, recalling the definition (2.33) of Dε, we have set
Gε := (2Dε)
ζε e
(1+ ε
20
)
a2ε
2
ζε
1−ζε
tε =
(
2(1 + ε)C1
)ζε e ζεµ (aε−cε) ε5 tε e{ ζεµ (cε−aε)+(1+ ε20 )a2ε2 ζε1−ζε}tε .
Let us now replace the value of aε =
1−ζε
µ that we fixed in (2.16) (recall from (2.10) that
this value is optimal in minimizing the second exponential, if we neglect the term ε/20),
getting
Gε =
(
2(1 + ε)C1
)ζε e ζεµ ( 1−ζεµ −cε) ε5 tε e ζεµ (cε−(1− ε20 ) 1−ζε2µ )tε .
We now substitute in the value of cε = (1− ε)
α
1+α
1
2µ set in (2.12), and substitute inside the
parentheses in the exponential the value of ζε =
1
1+α +
ε
2
α
1+α set in (2.14), which gives
Gε <
(
2(1 + ε)C1
)ζε e ζεµ ( α1+α 12µ ) ε5 tε e− ζεµ 9ε20 α1+α 12µ tε = (2(1 + ε)C1)ζε e− ζεµ α1+α 12µ ε4 tε .
We are ready for the final step: by the definition (2.14) of ζε, and the fact that ε has
been fixed small enough, we have (1+α− ε2)ζε > 1. Since the upper bound for Gε vanishes
as tε → +∞, we can fix tε ∈ (0,∞) large enough, depending only on ε, such that
∞∑
n=1
Gε
n(1+α−
ε
2
)ζε
< 1 .
The right hand side of (2.40) is then smaller than one, because it can be recognized as the
probability of visiting m for a renewal process, with return distribution given by K˜(n) :=
Gε/n
(1+α− ε
2
)ζε and K˜(∞) = 1 −
∑
n∈N K˜(n) > 0. In conclusion, we have shown that for
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any ε > 0 small enough, we can find β0(ε) := min{β1(ε), β2(ε), β3(ε), β4(ε)} ∈ (0,∞) and
tε ∈ (0,∞), such that for all β ∈ (0, β0(ε))
E
[(
Zc,ω
mtεβ−2,β,cεβ2
)ζε] ≤ 1 ∀m ∈ N ,
where cε was defined in (2.12). This establishes (2.13) and concludes the proof.
3. On the Pinning Model: Upper Bound
3.1. A lower bound on the free energy. The strategy of the proof has been outlined in
Section 1.3. First we prove the lower bound on the free energy of the pinning model stated
in (1.21), which we restate here as a lemma.
Lemma 3.1. For every c ∈ R
lim inf
β↓0
f(β, cβ2)
β2
≥
1
µ
[
c−
1
2µ
]
. (3.1)
Proof. A naive lower bound on the free energy is to apply Jensen’s inequality, interchanging
the log in (1.12) with the expectation E over the renewal process that appear in the partition
function (recall (1.7)). However, this only leads to a trivial bound, as the expression in
the exponential in (1.7) is a linear function of the disorder ω. To get a better bound,
before applying Jensen we perform a partial integration over a subset of the renewal points,
obtaining a “coarse-grained Hamiltonian” that is no longer linear in ω. This has certain
analogies with Theorem 5.2 in [20]. The details are as follows.
For q ∈ N and ℓ ≥ q, we define H
(q)
ℓ,ω to be the free energy of the constrained model of
size ℓ conditioned to have exactly q returns:
H
(q)
ℓ,ω := log E
[
e
∑ℓ
n=1(βωn−Λ(β)+h)1{n∈τ}
∣∣τq = ℓ] .
Let τ (q) := {τ
(q)
n }n∈N0 with τ
(q)
n := τnq, which is a renewal process that keeps one in every
q renewal points in τ . We also set
N
(q)
N := max{n ∈ N0 : τ
(q)
n ≤ N} = |τ
(q) ∩ [1, N ]| .
By requiring N ∈ τ (q) and taking conditional expectation w.r.t. τ (q), we obtain
ZN,ω ≥ E
[
e
∑N
n=1(βωn−Λ(β)+h)1{n∈τ}1{N∈τ (q)}
]
= E
[
exp
(N (q)
N∑
j=1
H
(q)
τ
(q)
j −τ
(q)
j−1,ϑ
τ
(q)
j−1ω
)
1{N∈τ (q)}
]
,
where ϑiω = {ωn+i}n∈N defines a shift of the disorder ω.
Since E[τ
(q)
1 ] = qµ and τ
(q)
N
(q)
N
≤ N ≤ τ
(q)
N
(q)
N
+1
, by the strong law of large numbers
lim
N→∞
1
N
N
(q)
N∑
j=1
f(τ
(q)
j − τ
(q)
j−1) =
1
qµ
E
[
f(τ
(q)
1 )
]
, P-a.s. and in L1(dP) , (3.2)
for every function f : N → R such that f(τ
(q)
1 ) ∈ L
1(dP). Since P(N ∈ τ (q)) → 1qµ > 0 as
N →∞, by the renewal theorem, it is not difficult to deduce that
lim
N→∞
E
[
1
N
N
(q)
N∑
j=1
f(τ
(q)
j − τ
(q)
j−1)
∣∣∣∣∣N ∈ τ (q)
]
=
1
qµ
E
[
f(τ
(q)
1 )
]
. (3.3)
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We are going to apply this to f(ℓ) := E[H
(q)
ℓ,ω]. Recalling (1.12), by Jensen’s inequality we
get
f(β, h) ≥ lim sup
N→∞
1
N
EE
[N (q)
N∑
j=1
H
(q)
τ
(q)
j −τ
(q)
j−1,ϑ
τ
(q)
j−1ω
∣∣∣∣∣N ∈ τ (q)
]
=
1
qµ
EE
[
H
(q)
τ
(q)
1 ,ω
]
=
1
qµ
∞∑
N=1
P(τq = N)E
[
log E
[
e
∑N
n=1(βωn−Λ(β)+h)1{n∈τ}
∣∣∣τq = N]]
=
h− Λ(β)
µ
+
1
qµ
∞∑
N=1
P(τq = N)E
[
log E
[
e
∑N
n=1 βωn1{n∈τ}
∣∣∣τq = N]] .
(3.4)
The rest of this section is devoted to studying this lower bound as β, h ↓ 0.
Let us denote
uN,q(n) := P(n ∈ τ |τq = N) , uN,q(n,m) := P(n ∈ τ, m ∈ τ |τq = N) . (3.5)
By Jensen’s inequality,
log E
[
e
∑N
n=1 βωn1{n∈τ}
∣∣∣τq = N]− N∑
n=1
βωnuN,q(n) ≥ 0. (3.6)
Therefore we can apply Fatou’s Lemma in (3.4) to obtain
lim inf
β↓0
f(β, cβ2)
β2
(3.7)
=
c− 12
µ
+ lim inf
β↓0
1
qµ
∞∑
N=1
P(τq = N)E
[ log E[e∑Nn=1 βωn1{n∈τ}∣∣τq = N]−∑Nn=1 βωnuN,q(n)
β2
]
≥
c− 12
µ
+
1
qµ
∞∑
N=1
P(τq = N)E
[
lim inf
β↓0
log E
[
e
∑N
n=1 βωn1{n∈τ}
∣∣τq = N]−∑Nn=1 βωnuN,q(n)
β2
]
.
By Taylor expansion, for fixed disorder ω and as β ↓ 0, we have
E
[
e
∑N
n=1 βωn1{n∈τ}
∣∣∣τq = N] = 1 + β N∑
n=1
ωnuN,q(n) +
1
2
β2
N∑
m,n=1
ωmωnuN,q(m,n) + o(β
2) .
Since log(1 + x) = x− 12x
2 + o(x2) as x ↓ 0, we obtain
E
[
lim inf
β↓0
log E
[
e
∑N
n=1 βωn1{n∈τ}
∣∣τq = N]−∑Nn=1 βωnuN,q(n)
β2
]
= E
[1
2
N∑
m,n=1
ωmωn
(
uN,q(m,n)− uN,q(m)uN,q(n)
)]
=
1
2
N∑
n=1
(uN,q(n)− uN,q(n)
2) =
q
2
−
1
2
N∑
n=1
uN,q(n)
2 , (3.8)
where the last equality holds, by (3.5), because
∑N
n=1 1{n∈τ} = q on the event {τq = N}.
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Note that
N∑
n=1
uN,q(n)
2 = E
[
|τ ∩ τ˜ ∩ (0, N ]|
∣∣τq = τ˜q = N], (3.9)
where τ˜ is an independent copy of τ . Intuitively, since each renewal process τ, τ˜ has mean
return time µ, the expression in (3.9) should be of the order q/µ. In order to prove it, we
fix η > 0. Decomposing the right hand side in (3.9) according to whether |τ ∩ τ˜ ∩ (0, N ]| ≤
(1 + η)N/µ2 or not, and noting that |τ ∩ (0, N ]| 1{τq=N} = q, we obtain
N∑
n=1
uN,q(n)
2 ≤
(1 + η)N
µ2
+ q
P
(
|τ ∩ τ˜ ∩ (0, N ]| > (1 + η)N/µ2, τq = τ˜q = N
)
P(τq = τ˜q = N)
≤
(1 + η)N
µ2
+ q
√
P
(
|τ ∩ τ˜ ∩ (0, N ]| > (1 + η)N/µ2
)
· P(τq = N)
P(τq = N)2
,
where we used Cauchy-Schwarz inequality for the second inequality. We note that τ ∩ τ˜
is a renewal process with finite mean µ2. Therefore, by a standard Cramer large deviation
estimate [15, Theorem 2.2.3], there exist Cη ∈ (0,∞) such that for all q ∈ N large enough
max
N∈((1−η)qµ,(1+η)qµ)
P
(
|τ ∩ τ˜ ∩ (0, N ]| > (1 + η)N/µ2
)
≤ e−Cη q,
and hence, uniformly in N ∈ ((1− η)qµ, (1 + η)qµ), we have
N∑
n=1
uN,q(n)
2 ≤ q
(1 + η)2
µ
+ q
e−
1
2
Cη q
P(τq = N)
. (3.10)
We finally plug the bound (3.10) into (3.8), and then into (3.7) (note that the denominator
P(τq = N) in (3.10) gets simplified). Restricting the summation toN ∈ ((1−η)qµ, (1+η)qµ),
thanks to (3.6), we obtain, for q large enough,
lim inf
β↓0
f(β, cβ2)
β2
≥
c− 12
µ
+
1
2µ
(
1−
(1 + η)2
µ
)
pη(q)−
1
2µ
(2ηqµ) e−
1
2
Cη q,
where pη(q) := P
(
τq ∈ ((1 − η)qµ, (1 + η)qµ)
)
→ 1 as q →∞ by the law of large numbers.
First letting q ↑ ∞ and then letting η ↓ 0 gives the desired bound (3.1). 
3.2. Completing the proof. Recall the smoothing inequality (1.19)
0 ≤ fpin(β, h) ≤
1 + α
2
A
β,h−hc(β)
β
(h− hc(β))
2
β2
. (3.11)
Observe that 0 ≤ hc(β) ≤ Λ(β) =
1
2β
2 + o(β2) for every β ≥ 0, cf. [20, Proposition 5.1].
Setting h = cβ2, we then have h−hc(β)β → 0 and hence, since lim(β,δ)→(0,0) Aβ,δ = 1,
lim inf
β↓0
f(β, cβ2)
β2
≤
1 + α
2
[
c−
(
lim sup
β↓0
hc(β)
β2
)]2
. (3.12)
Combining (3.12) with (3.1) gives
1 + α
2
[
c−
(
lim sup
β↓0
hc(β)
β2
)]2
≥
1
µ
(
c−
1
2µ
)
∀ c ∈ R .
We can rewrite this inequality as
Ac2 +Bc+ C ≥ 0 ∀ c ∈ R ,
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with
A =
1 + α
2
, B = −(1 + α) lim sup
β↓0
hc(β)
β2
−
1
µ
, C =
1 + α
2
(
lim sup
β↓0
hc(β)
β2
)2
+
1
2µ2
.
Then we must have B2 − 4AC ≤ 0 and this readily leads to
lim sup
β↓0
hc(β)
β2
≤
1
2µ
α
1 + α
,
which is precisely the upper bound in (1.17).
4. On the Copolymer Model: Lower Bound
We now consider the copolymer model, with constrained partition function
Zcop,c,ωN,λ,h = E
[
e−2λ
∑N
n=1(ωn+ha(λ)−h)1{εn=−1}1{N∈τ}
]
.
where we recall that ha(λ) = h
cop
a (λ) = (2λ)−1Λ(−2λ), cf. (1.10). The method and steps
are the same as for the pinning model, discussed in Section 2, with only minor differences.
In fact, replacing ω by −ω, 2λ by β and 2λh by h casts the copolymer partition function
in exactly the same form as the random pinning model, the only difference being 1{n∈τ} in
the pinning partition function replaced by 1{εn=−1}, cf. (1.8).
Relations (2.5), (2.6) and (2.7) still hold with |τ ∩ [1, k]| replaced by
∑k
n=1 1{εn=−1} and
µ replaced by 2. Following the same procedure, it suffices to show
lim inf
N→∞
E
[(
Zc,ωN,λ,h
)ζ]
< ∞ (4.1)
for
h = hε := cελ := (1− ε)
α
2(α + 1)
λ and ζ = ζε :=
1
1 + α
+
ε
2
α
1 + α
. (4.2)
The only major difference in the calculation is in (2.20). In the copolymer case, this is
replaced by
ZˆJ :=
∑
d1,f1∈Bj1
d1≤f1
. . .
∑
dℓ−1,fℓ−1∈Bjℓ−1
dℓ−1≤fℓ−1
∑
dℓ∈Bjℓ=Bm
(
ℓ∏
i=1
K(di − fi−1)z
cop
fi−1,di
Zdi,fi
)
,
(4.3)
where Zd,f is defined in analogy to (2.21) and z
cop
fi−1,di
:= zcop(fi−1,di], with
zcopI :=
1 + e−2λ
∑
n∈I∩N(ωn+ha(λ)−h)
2
for any I ⊂ (0,∞).
Defining f i−1 := ji−1k and di := (ji − 1)k, with k = tεβ
−2 = tελ
−2/4, we use that (see [31,
(3.16)])
zcopfi−1,di ≤ 2 z
cop
(fi−1,f i−1]∪(di,di]
zcop
f i−1,di
. (4.4)
Following (2.22) we have that
E
[(
Zc,ωN,λ,cελ
)ζε] ≤ ∑
J⊆{1,...,m}: m∈J
E
[(
ZˆJ
)ζε] , (4.5)
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for ζε chosen in (4.2) (the same as in (2.14)). Substituting (4.4) into (4.3), we have
E
[(
ZˆJ
)ζε] ≤ 2ℓ ℓ∏
i=1
E
[(
zcop
f i−1,di
)ζε]
E
[(
Z˘J
)ζε],
where
Z˘J :=
∑
d1,f1∈Bj1
d1≤f1
. . .
∑
dℓ−1,fℓ−1∈Bjℓ−1
dℓ−1≤fℓ−1
∑
dℓ∈Bjℓ=Bm
(
ℓ∏
i=1
K(di − fi−1)z
cop
(fi−1,f i−1]∪(di,di]
Zdi,fi
)
.
To proceed further, one needs to note that (a+ b)ζε ≤ aζε + bζε , for all a, b ≥ 0, hence
E
[(
zcop
f i−1,di
)ζε]
≤
1
2ζε
(
1 + E
[
e
−2λζε
∑di
n=fi−1+1
(ωn+ha(λ)−h)
])
=
1
2ζε
(
1 + E
[
e(di−f i−1)[Λ(−2λζε)−ζεΛ(−2λ)+2λζεh]
])
≤
1
2ζε
(1 + 1) = 21−ζε ,
where the last inequality holds for λ and ε small enough. Indeed, (recall (1.4) and (4.2))
Λ(−2λζε)− ζεΛ(−2λ) + 2λζεh
λ↓0
∼ 2λ2ζε(ζε − 1 + cε) (4.6)
and
lim
ε↓0
(ζε − 1 + cε) =
−α
2(1 + α)
< 0. (4.7)
Finally, let P˜J be the law of the disorder obtained from P, where independently for each
n ∈
⋃
i∈J Bi, the law of ωn is tilted with density e
δωn−Λ(δ), with
δ := aεβ := (1− ζε)λ ,
cf. (2.16). In complete analogy with (2.25), we have
E˜J
[
zcop
(fi−1,f i−1]∪(di,di]
]
≤ 1.
The rest of the proof then proceeds exactly as in the analysis of the pinning model.
5. On the Copolymer Model: Upper Bound
The proof goes along the very same lines as for the pinning model, cf. Section 3. In fact,
the analogue of the lower bound (3.1) on the free energy is much simpler for the copolymer.
Lemma 5.1. For every c ∈ R
lim inf
λ↓0
f(λ, cλ)
λ2
≥ c−
1
2
. (5.1)
Proof. A direct application of Jensen’s inequality is sufficient. Let
NN := max{n ∈ N0 : τn ≤ N} = |τ ∩ [1, N ]|.
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Recalling (1.12) and (1.11), in analogy with (3.3) we obtain
f(λ, h) = lim
N→∞
1
N
E log E
[ NN∏
j=1
1 + e
−2λ
∑τj
n=τj−1+1
(ωn+ha(λ)−h)
2
∣∣∣N ∈ τ]
≥
1
µ
EE
[
log
1 + e−2λ
∑τ1
n=1(ωn+ha(λ)−h)
2
]
=
1
µ
∞∑
N=1
K(N)E
[
log
1 + e−2λ
∑N
n=1(ωn+ha(λ)−h)
2
+ λ
N∑
n=1
(ωn + ha(λ)− h)
]
− λ(ha(λ)− h),
where the term λ
∑N
n=1(ωn + ha(λ) − h) is inserted to ensure that the expression inside
the expectation is nonnegative, by Jensen’s inequality. We can then apply Fatou’s Lemma,
analogously to (3.7): recalling (1.10), a simple Taylor expansion yields
lim inf
λ↓0
f(λ, cλ)
λ2
≥ c−
1
2
,
completing the proof. 
Coupling the lower bound (5.1) with the smoothing inequality (1.20) for the copolymer
model, exactly as we did for the pinning model in Section 3.2, we obtain
lim sup
λ↓0
hc(λ)
λ
≤
α
2(1 + α)
,
which completes the proof of Theorem 1.4.
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