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Abstract
In this paper we write the Hankel transform of order zero of a function as a composition of Fourier
transforms, and a new proof is given for Hankel’s theorem on Hankel transformation of order zero.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The Hankel transformation is an important generalization of the Fourier transformation; see
Titchmarsh [6, §8.18].
Let ν > −1. The Bessel function of order ν is given by
Jν(x) =
∞∑
n=0
(−1)n (x/2)
ν+2n
n!(1 + ν + n)
for all x > 0. For a continuous function f ∈ L1(R2), its Fourier transform F is defined by
F(u, v) = 1
2π
∫ ∫
R2
f (x, y)ei(xu+yv) dx dy.
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f (r cos θ, r sin θ) =
∞∑
n=−∞
fn(r)e
inθ ,
then we have
F(u, v) =
∞∑
n=−∞
in
[ ∞∫
0
Jn(Rr)fn(r)r dr
]
einφ
where u = R cosφ and v = R sinφ. If we expand F as a Fourier series
F(u, v) =
∞∑
n=−∞
Fn(R)e
inφ,
we get
(−i)nFn(R) =
∞∫
0
fn(r)Jn(Rr)r dr (1.1)
for all integers n. The integral in (1.1) is called the Hankel transform of order n of the function fn;
see Andrews, Askey and Roy [1]. Thus, the Hankel transformation can be derived from the
Fourier transformation. The author wishes to thank the referee for the reference [1] that contains
the above information.
In the following, we explain a different derivation of the Hankel transformation from the
Fourier transformation, which arises from the context of analytic number theory:
It is well known that the functional equation of the Riemann zeta function
ζ(s) =
∞∑
n=1
1
ns
for s > 1 is equivalent to the Poisson summation formula
∞∑
n=−∞
f (n) =
∞∑
n=−∞
fˆ (n) (1.2)
for continuous functions f ∈ L1(R) with finite total variation, where fˆ is the Fourier transform
of f ; see Patterson [4].
Let f be a function in L2(0,∞). Its Hankel transform Hνf of order ν is given by
Hνf (x) =
∞∫
0
f (t)Jν(xt)
√
xt dt (1.3)
for all x > 0, where the integral is interpreted as the limit of
∫ A
0 in the metric of L
2(0,∞) when
A → ∞. Note that (1.1) and (1.3) are not exactly the same.
In [3], D. Klusch obtained a summation formula, which is called the Hankel summation for-
mula. It is equivalent to the functional equation of the Riemann zeta function, and is the analogue
for Hankel transformations Hν , ν > 1/2, of the Poisson summation formula (1.2) for the Fourier
transformation.
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adelic Poisson summation formula.
It would be natural for us to generalize Klusch’s Hankel summation formula to number fields.
Since Klusch’s methods cannot be generalized to number fields, and since we can derive the
Hankel transformation from the Fourier transformation, it may be possible that we can derive
an adelic Hankel summation formula from the adelic Poisson summation formula. A question
that arose in trying to this is: can we write the Hankel transform Hνf of a function f as a
composition of Fourier transforms? An affirmative answer to this question would give an adelic
Hankel summation formula for number fields. This is my current work in progress.
In this paper, an affirmative answer to this question is given for the Hankel transformation H0
of order zero. I do not know how to do this for the Hankel transformation of other orders.
The Schwartz space S(R+) is the set of all smooth functions f (x) on (0,∞), all of whose
derivatives are of rapid decay; that is
∂kf
∂xk
(x) = O((1 + |x|)−N )
for all integers k  0 and N > 0.
In this paper, we prove the following theorem.
Theorem 1. We have
(H0f )(2
√
πβ ) = β1/4
([
f (2
√
πt ) t−1/4
]∧(
u−1
) 1
iu
)∧
(β)
for f ∈ S(R+) and β > 0.
By using Theorem 1, we obtain a new proof of the following theorem.
Hankel’s theorem. Let f be a continuous function in L2(0,∞). Then we have ‖H0f ‖L2(0,∞) =
‖f ‖L2(0,∞) and
f (x) =
∞∫
0
J0(xu)
√
xudu
∞∫
0
f (y)J0(uy)
√
uy dy
for all x > 0.
2. Proofs for Theorem 1 and for Hankel’s theorem
Proof of Theorem 1. Let x be any fixed positive number. Then ex(z−1/z) is analytic function of
z 	= 0. By Laurent’s theorem we have the Laurent series expansion
ex(z−1/z) =
∞∑
n=−∞
znJn(2x)
for 0 < |z| < ∞.
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tive number. Let C
 = {
eiθ : θ ∈ [−π2 , π2 ]}, IR = {it : t ∈ [−R,−
] ∪ [
,R]}, CR = {Reiθ :
θ ∈ [π2 , 3π2 ]}, and C
,R = IR ∪ C
 ∪ CR be contours in positive directions. Then, by Cauchy’s
residue theorem we have
J0(2x) = 12πi
∫
C
,R
ex(z−1/z) dz
z
.
Since
∣∣∣∣
∫
C

ex(z−1/z) dz
z
∣∣∣∣ 2
π/2∫
0
ex(
−1/
) cos θ dθ
 2
π/2∫
0
ex(
−1/
)
2
π
θ dθ
= π
x(
−1 − 
)
(
1 − ex(
−1/
))→ 0
as 
 → 0+, and since
∣∣∣∣
∫
CR
ex(z−1/z) dz
z
∣∣∣∣
π/2∫
−π/2
ex(R−1/R) cos(π+θ) dθ
 2
π/2∫
0
e−x(R−1/R)
2
π
θ dθ
= π
x(R − 1/R)
(
1 − e−x(R−1/R))→ 0
as R → ∞, we have
J0(2x) = lim

→0+,R→∞
1
2πi
∫
C
,R
ex(z−1/z) dz
z
= 1
2πi
∞∫
−∞
eix(t+t−1) dt
t
.
Let a, b > 0. Then we have
J0(2
√
ab ) = 1
2πi
∞∫
−∞
ei(au+bu−1) du
u
; (2.1)
see Hardy [2]. Note that the integral on the right side of (2.1) is always interpreted as
limR→∞
∫
IR
, where IR = [−R,−1/R] ∪ [1/R,R].
For f ∈ L2(0,∞), by changing variables we can write
(H0f )(β) =
∞∫
f (t)J0(βt)
√
βt dt0
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(H0f )(2
√
πβ ) = 2π
∞∫
0
f (2
√
πt )(β/t)1/4J0(2
√
2πβ · 2πt ) dt.
By (2.1), we have
(H0f )(2
√
πβ ) =
∞∫
0
f (2
√
πt )(β/t)1/4
{ ∞∫
−∞
e2πiβu
−1
iu
· e2πitu du
}
dt. (2.2)
If f is a function in S(R+) having compact support on R+ = (0,∞), then we can interchange
the order of integration in (2.2) and get
(H0f )(2
√
πβ ) =
∞∫
−∞
e2πiβu
−1
iu
( ∞∫
0
f (2
√
πt )(β/t)1/4e2πitu dt
)
du
=
∞∫
−∞
[
f (2
√
πt )(β/t)1/4
]∧
(−u)e
2πiβu−1
iu
du
=
∞∫
−∞
[
f (2
√
πt )(β/t)1/4
]∧(
u−1
) 1
iu
e−2πiβu du
=
([
f (2
√
πt )(β/t)1/4
]∧(
u−1
) 1
iu
)∧
(β).
Since compactly supported functions on R+ are dense in S(R+), we have
(H0f )(2
√
πβ ) =
([
f (2
√
πt )(β/t)1/4
]∧(
u−1
) 1
iu
)∧
(β)
for all f ∈ S(R+) and for β > 0.
This completes the proof of the theorem. 
Proof of Hankel’s theorem. By using the stated identity in Theorem 1 and the Fourier inversion
formula twice, we find that
H0(H0f )(x) =
([
H0f (2
√
πβ )
(
x2/4πβ
)1/4]∧(
u−1
) 1
iu
)∧(
x2/4π
)
=
([([
f (2
√
πt )
(
β
t
)1/4]∧(1
v
)
1
iv
)∧
(β)
(
x2
4πβ
)1/4]∧(1
u
)
1
iu
)∧(
x2
4π
)
=
([([
f (2
√
πt )
(
x2
4πt
)1/4]∧(
v−1
) 1
iv
)∧
(β)
]∧(
u−1
) 1
iu
)∧(
x2
4π
)
= ([f (2√πt )(x2/4πt)1/4]∧(−u))∧(x2/4π)
= f (x)
for all f ∈ S(R+). Then the inversion formula in Hankel’s theorem follows from the density of
the space S(R+) in L2(0,∞).
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find that
1√
π
∞∫
0
∣∣H0f (x)∣∣2 dx =
∞∫
0
∣∣(H0f )(2√πβ )β−1/4∣∣2dβ
=
∞∫
0
∣∣∣∣
([
f (2
√
πt )t−1/4
]∧(
u−1
) 1
iu
)∧
(β)
∣∣∣∣
2
dβ
=
∞∫
−∞
∣∣∣∣[f (2√πt )t−1/4]∧(u−1) 1iu
∣∣∣∣
2
du
=
∞∫
0
∣∣f (2√πt )t−1/4∣∣2 dt
= 1√
π
∞∫
0
∣∣f (t)∣∣2 dt;
that is
‖H0f ‖L2(0,∞) = ‖f ‖L2(0,∞)
for f ∈ S(R+). Since S(R+) is dense in L2(0,∞), we have
‖H0f ‖L2(0,∞) = ‖f ‖L2(0,∞)
for all f in L2(0,∞).
This completes the proof of the theorem. 
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