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Abstract
The paper is concerned with the heat equation perturbed by a spatially homogeneous Wiener
process. It is shown, under general conditions on the spectral density of the noise, that solutions
starting from non-negative initial conditions are strictly positive for all positive times. The result
has an application to the existence of a stationary solution to a stochastic Burgers equation in
dimensions higher than 2. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
The paper is concerned with the stochastic heat equation:
dtX x(t; )= 12 X
x(t; ) dt + X x(t; ) _W;
X x(0; )= x();
(1.1)
where 2Rd, and W is a spatially homogeneous Wiener process, see Peszat and
Zabczyk (1997). Equations of this type were introduced by Dawson and Salehi (1980)
as models of the growth of a population in a random environment and, since then,
studied by many authors. We show, under some conditions on the spectral density of
the noise, compare Peszat and Zabczyk (1997), that, if the initial function x is non-
negative and not identical to zero, then the solution X x to Eq. (1.1) is strictly positive
for all positive times.
A similar result was obtained by Mueller (1991), for d=1 and in the case of the
spectral density of the noise equal to 1. Mueller's proof used specic properties of the
one dimensional heat kernel but covered also some nonlinear equations. Our method
is based on abstract results for stochastic evolution equations, see Peszat and Zabczyk
(1997), and on exponential estimates for Banach space valued stochastic integrals, of
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independent interest, see Section 3 and Peszat (1994). The abstract approach allows
to treat all space dimensions, general class of spectral densities of the noise and it
leads to a less computational proof. On the other hand, the nal part of our argument
follows Mueller's idea.
The paper is divided into ve sections. Section 2 is devoted to preliminaries and to
a precise formulation of the main result.
In Section 3 we establish Theorems 3.2 and 3.1 on exponential estimates for stochas-
tic integrals in Lq(Rd) spaces, extending those proved for Hilbert spaces by Chow and
Menaldi (1990) and Peszat (1992). They constitute the key ingredient of the proof of
our main theorem. Results on stochastic integration in Lq(Rd) spaces, like Ito^'s formula
and the stochastic Fubini-Tonelli theorem, needed in the proofs, are postponed to the
appendix, see also, Dettweiler (1985). In Section 4 we recall a comparison result from
Pardoux (1975) and prove non-negativity of the solutions. In Section 5 we complete
the proof of the main theorem applying results from earlier sections and the fact that
the heat semigroup maps Lq(Rd) into the space of continuous functions.
The result obtained here has an application to a stochastic Burgers equation:
@tu(t; )= 12u(t; )− hu(t; );riu(t; ) +r _W(t; ); (1.2)
see e.g. Bertini Malgarini (1994), Kifer (1997) and Tessitore and Zabczyk (1998).
In particular, using our main theorem and the Cole{Hopf transform −r log(X (t; )),
t>0, 2Rd; conditions are given in Tessitore and Zabczyk (1998) for the existence
of a stationary solution to Eq. (1.2) when d>2.
2. Statement of the main result
We will assume that the Wiener process W is dened on a stochastic basis (
;F;
Ft ;P) and takes values in the space of tempered distributions S0(Rd). We will also
require, see Dawson and Salehi (1980), that it is spatially homogeneous. This means
that there exists a positive denite distribution   such that
EhW(t); ihW(t);  i=(t ^ s)h   ;  i
for all  and  belonging to the space S(Rd) of polynomially decreasing smooth
functions. It is well known that   is a Fourier transform of a tempered measure . We
assume that  has a density  with respect to the Lebesgue measure on Rd where 
is assumed to be an even, non-negative, function (Fourier transforms will be denoted
by b and b).
Note that in the present situation the covariance operator Q corresponding to W is
of convolution type: Q=   for all 2S(Rd) and is, in general, unbounded in
L2(Rd).
We x d2N and denote the Hilbert space L2(Rd) by L2 and its norm by j  j. By S
we denote the semigroup generated by 12 on L
2. We have, for all t>0 and all ’2L2:
S(t)’=G(t; ) ’ and G(t; ) = 1
(2t)d=2 exp
−jj2
2t

;
where  denotes the convolution operator.
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Following Peszat and Zabczyk (1997) we write Eq. (1.1) in the integral form:
X x(t)= S(t)x +
Z t
0
S(t − s)M (X x(s)) dWs; (2.1)
where W is a cylindrical Wiener process on L2(Rd) (with covariance operator I). The
mapping M in Eq. (2.1) is dened, for ’ in L2 and  in S(Rd), by
M (’) =’(d1=2   ):
The operator M () is thus a composition of the operator Q1=2 and of multiplication .
We require that the spectral density  satises the following assumption:
Hypothesis 2.1. There exists p2 [1;+1], with (1−1=p)d=2<1, such that 2Lp(Rd).
Note that the conditions on p can be stated also as follows: if d=1 then all
p2 [0;+1] are admissible, if d=2 then p2 [0;+1[; if d>2 then 1<p<d(d−2)−1.
If H1 and H2 are Hilbert spaces, we denote by L2(H1; H2) the space of Hilbert
Schmidt operators from H1 to H2 and by k  kL2(H1 ; H2) the corresponding Hilbert Schmidt
norm.
The following basic estimate can be founded in Peszat and Zabczyk (1997). It
allows, in particular, to prove the existence of a solution of Eq. (2.1) by a xed point
argument.
Proposition 2.1. If Hypothesis 2.1 holds then, for all 2L2, S(t)M () is a Hilbert{
Schmidt operator from L2 to itself and
kS(t)M ()kL2(L2 ; L2)6ct−(1−1=p)d=4jjL2 :
The existence and uniqueness result for Eq. (2.1) proved in Peszat and Zabczyk
(1997) strictly contains the following one:
Theorem 2.2. Assume Hypothesis 2.1. For all x2L2(
;F0;P; L2) there exists a
unique solution X x(  )2CP(0; T; L2(
; L2)) of Eq. (2.1).
In the formulation of the previous theorem CP(0; T; L2(
; L2)) stands for the Banach
space of allFt-predictable processes Y :
[0; T ]! L2 such that E
R T
0 jY (s)j2 ds<+1.
We are now in a position to state the main result of the paper. In its formulation 
stands for the Lebesgue measure on Rd:
Theorem 2.3. Assume that Hypothesis 2.1 holds and let x belong to L2. If x>0 and
9>0 such that the set f2Rd : x()>g has non empty interior then, for all t>0,
X x(t)>0, P⊗ -a.s.
3. Estimates for stochastic convolutions
Our main aim in this section is to generalize Peszat's exponential estimates for
stochastic convolutions, see Peszat (1992), to the case of Lq(Rd) spaces. For technical
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reason we assume that q is an even number. From now on, we will denote the space
Lq(Rd) simply by Lq and its norm by j  jLq . In Appendix A we recall results on the
stochastic integration in Lq spaces including the denition of the space R(L2; Lq) of
radonifying operators L2! Lq.
We need some notations. If (K; j  jK) is a Banach space by M 2P(0; T; K) we denote the
space of allFt-predictable processes Y :
[0; T ]!K such that E
R T
0 jY (s)j2K ds<+1.
Moreover, CP(0; T; L2(
;K)) is a Banach subspace of processes such that the map
t! E(jY (t)j2K) is continuous endowed with the norm
jY jCP(0; T; L2(
;K)) = sup
t2[0; T ]
E(jY (t)j2K):
We also need the following hypothesis:
Hypothesis 3.1. Let E be a Banach space such that S(t)2L(Lq; E); t > 0. There
exist 2 (0; 12 ) and #>1 such thatZ T
0
s(−1)#jS(s)j#L(Lq; E) ds<+1: (3.1)
We can now state the main results of this section.
Theorem 3.1. Under Hypothesis 3.1 there exists q>0 such that for all >0 and all
	2MP(0; T; Lq) verifying
sup
t2[0; T ]
Z t
0
(t − s)−2jS(t − s)M (	(s))j2R(L2 ; Lq) ds6; P-a:s: (3.2)
it holds, for all >0:
P
(
sup
t2[0; T ]
 Z t
0
S(t − s)M (	(s)) dWs

E
>
)
<q exp
−2
q

:
For the proof, postponed to Section 3.2, we need an extension, to Lq spaces, of some
classical estimates for stochastic Ito^'s integral, compare Chow{Menaldi (1990).
3.1. Estimates for stochastic integrals
The following theorem is a generalization, to Lq spaces, of the exponential estimates
due to Chow and Menaldi (1990). The proof given in Peszat (1992) cannot be repeated
here because the map y!jyj2Lq is not dierentiable in Lq.
Theorem 3.2. There exists a constant Cq such that for all >0 and for all processes
	 belonging to M 2P(0; T;R(L
2; Lq)) and verifyingZ T
0
k	(s)k2R(L2 ; Lq) ds<; P-a:s:
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it holds, for all >0:
P
(
sup
t2[0; T ]
 Z t
0
	(s) dWs

Lq
>
)
63 exp
−2
Cq

:
Proof. Let I(t)=
R t
0	(s) dWs and, for all >0,
 : Lq!R; (y)= (1 + jyjqLq)1=q:
It is easy to verify that  is twice dierentiable on Lq and
(Dx(y))v=

R
Rd y
q−1()v() d
(1 + jyjqLq)1−1=q
;
(Dxx(y))(v; w) =
(q− 1) RRd yq−2()v()w() d
(1 + jyjqLq)1−1=q
− 
2(q− 1) RRd yq−1()v() d RRd yq−1()w() d
(1 + jyjqLq)2−1=q
:
The assumptions needed to apply the Ito^'s rule, see Theorem A.2, are veried. We can
take, for instance, H1 = L2, H2 =R and
(F1(y)v)()=
p
(q− 1)yq−2()v()
(1 + jyjqLq)(1=2)(1−1=q)
;
F2(y)v=

p
q− 1 RRd yq−1()v() d
(1 + jyjqLq)(1=2)(2−1=q)
:
Applying the Ito^ rule we get
(I(t))=
Z t
0
F(s) dWs +
Z t
0
f(s) ds;
where, xing an orthonormal basis feig in L2
F(s)v=

R
Rd I
q−1(s)()(	(s)v)() d
(1 + jI(s)jqLq)1−1=q
;
f(s) =
(q− 1)P1i=1 RRd I q−2(s)()(	(s)ei)2() d
2(1 + jI(s)jqLq)1−1=q
− 
2(q− 1)P+1i=1 (RRd I q−1(s)()(	(s)ei)() d2
2(1 + jI(s)jqLq)2−1=q
:
As in Appendix A, Remark A.3, we can easily show that F(s; !)2 L2(L2;R) and, for
suitable C0, C1 and C2 it holds
kF(s; !)k2L2(L2 ;R)6C1
2jI(s; !)j2q−2Lq
(1 + jI(s; !)jqLq)2−2=q
k	(s; !)k2R(L2 ; Lq)
6 12C0
2=qk	(s; !)k2R(L2 ; Lq);
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jf(s; !)j6C2
 
2jI(s; !)j2q−2Lq
(1 + jI(s; !)jqLq)2−1=q
+
jI(s; !)jq−2Lq
(1 + jI(s; !)jqLq)1−1=q
!
k	(s; !)k2R(L2 ; Lq)
6 12C0
2=qk	(s; !)k2R(L2 ; Lq):
We can also write
(I(t))=
Z t
0
F(s) dWs −
Z t
0
kF(s)k2L2(L2 ; Lq) ds

+
Z t
0
ef(s) ds; (3.3)
where ef(s)= kF(s)k2L2(L2 ; Lq) + f(s) veries j ef(s)j6C02=qk	(s)k2R(L2 ; Lq) and
exp
Z t
0

F(s) dWs −
Z t
0
kF(s)k2L2(L2 ; Lq)

ds

is a real-valued, non-negative martingale with continuous trajectories.
The nal part of the proof follows Peszat (1992) except for the choice of . We
have
P
(
sup
t2[0; T ]
jI(t)jLq>
)
=P
(
sup
t2[0; T ]
exp((I(t)))> exp((1 + q)1=q)
)
:
By Eq. (3.3), since
R T
0 k	(s)k2R(L2 ; Lq) ds6 and
E

exp
Z t
0
F(s) dWs −
Z t
0
kF(s)k2L2(L2 ; Lq) ds

=1;
we obtain
P
(
sup
t2[0; T ]
jI(t)jLq>
)
6exp(−(1 + q)1=q + 1 + C02=q): (3.4)
Now, if 2>2C0 and we choose
=
2q − (2C0)q
(2C0)q
;
we get
exp(−(1 + q)1=q + 1 + Cq2=q)<3 exp
−2
Cq

;
where Cq=4C0. If, on the contrary, 262Cq then 3 exp(−2(Cq)−1)>1 and this
completes our proof.
The following corollary can be proved as in Peszat (1992).
Corollary 3.3. Let 	2M 2P(0; T;R(L2; Lq)) and for some >0;Z T
0
k	(s)k2R(L2 ; Lq) ds<; P-a:s:
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Then
E exp
 
4
9Cq
sup
t2[0; T ]
 Z t
0
	(s) dWs
2
Lq
!
64:
3.2. Proof of the main estimate
The proof of Theorem 3.1 is a modication of that from Peszat (1992) and uses the
factorization technique. We divide the proof into several steps.
Step 1. Let
Y (t)=
Z t
0
(t − s)−S(s)M (	(s)) dWs
we have
E
Z T
0
exp

4
9Cq
jY (s)j2E

ds<4T:
In fact, if e	t(&)= (t − &)−S(t − &)M (	(&)) and eYt(s)= R s0 e	t(&) dW& with s6t then
Y (t)= eYt(t). Corollary 3.3 yields
E exp

4
9Cq
jY (t)jE

ds<4
and the claim holds.
This result implies that P-a.s.,
R t
0 jY (s)jE ds < +1; t > 0, for all >1.
Step 2. Let >#, where 1=#+ 1=#=1 and dene, for all 2L(0; T; Lq),
(t)=
Z t
0
(t − s)−1S(t − s)(s) ds;
then 2L(L(0; T; Lq);C(0; T; E)), moreover, there exists  independent of >#
such that
sup
t2[0; T ]
jjE6
Z T
0
j(s)jLq ds
1=
:
The proof is identical to the one given in Peszat (1992) Lemma 3.2 and 3.4.
We can therefore dene
V =
sin 
 Y;
obtaining that a suitable modication of V has continuous trajectories in E and
sup
t2[0; T ]
jV (t)jE6
Z T
0
jY (s)jLq ds
1=
: (3.5)
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Moreover,
V (t)=
sin 

Z t
0
Z s
0
(t − s)−1S(t − s)(s− &)−S(s− &)M (	(&)) dW&

ds:
(3.6)
Since,Z t
0
Z s
0
E k(t − s)−1S(t − s)(s− &)−S(s− &)M (	(&))k2R(L2 ; Lq) d&
1=2
ds
6
Z t
0
jS(ts)jL(Lq; Lq)(t − s)−1


E
Z s
0
(s− &)−kS(s− &)M (	(&))k2R(L2 ; Lq) d&
1=2
ds<+1;
we can apply to Eq. (3.6) the Fubini{Tonelli theorem, see Theorem A.1, getting, as
we expected
V (t)=
Z t
0
S(t − s)M (	(s)) dWs:
Step 3. Conclusion. Let n2N, n>#=2 then by Eq. (3.5) with =2n and Corollary
(3:3) we get, letting 1 = (94 )C
2 and n0 = [#=2]:
+1X
n=n0
1
n!
E
 
supt2[0; T ] jV (t)j2E
1
!n
6
+1X
n=n0
1
n!
E
Z T
0

4jY (t)j2Lq
9
n
ds
6 E
Z T
0
exp

4jY (t)j2Lq
9

ds64T:
In the same way,
E
 
supt2[0; T ] jV (t)j2E
1
!n0
6n0!E
Z T
0
exp

4jY (t)j2Lq
9

ds64Tn0!
and
n0X
n=0
1
n!
E
 
supt2[0; T ] jV (t)j2E
1
!n
6
n0X
n=0
1
n!
"
E
 
supt2[0; T ] jV (t)j2E
1
!n0#n=n0
6
1
n0
exp(4Tn0!):
Therefore, if 2 = n−10 exp(4Tn0!) + 4T then
E exp
 
supt2[0; T ] jV (t)j2E
1
!
62
and our claim follows by Chebishev's inequality letting q= 1 _ 2.
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4. Comparison result
The proof of the following comparison result follows Pardoux (1975) with the ex-
ception of its rst part.
Proposition 4.1. Assume that Hypothesis 2.1 holds. If x2L2 and x>0,  ⊗ P-a.s.
then X x(t)>0,  ⊗ P-a.s. for all t>0.
Proof. We choose a basis fei :i2Ng in L2(Rd) with ei 2S(Rd), 8i, and we de-
ne gi=M (1)ei=d1=2  ei where 1 is the function constantly equal to 1. We remark
that gi 2C1b (Rd) for all i2N. Finally, we dene Gi 2L(L2(Rd)) letting Gi’()=
gi()’() and we set i= hei; WtiL2(Rd). Fix n2N, and let eXn 2CP(0; T; L2(
; L2%)) be
the mild solution of
dt eXn=AeXn dt + nX
i=1
Gi eXn dit ;eXn(0)= x:
By a parameter depending contraction argument it follows easily that
E
Z
Rd
jeXn(t; )− X x(t; )j2 d! 0 as n!+1:
Therefore, it is enough to show that the claim holds for eXn. Moreover, we can assume
that x2H 2(Rd), the general case then follows from the density of H 2(Rd) in L2(Rd).
The proof now follows Pardoux (1975). We rst show that eX n(t)>0 almost surely
for all t>0 and all >0 where eX n 2CP(0; T; L2(
;H 2(Rd))) is the solution of:
dt eX n(t; )=eX n(t; ) dt + nX
i=1
gi() (−1eX n(t; )) dit ;eX(0; )= x0()
and  is a xed function in C2(R) verifying
 ()=
8>>>><>>>>:
R 1
0  
00() d=1;
 ()= 0 if 60;
 00()>0 for all 2R;
 00()= 0 for all >1;
notice that  (−1)!  _ 0 as ! 0.
To prove the existence and uniqueness of the solution to the above equation in the
above space just note that S is an analytic semigroup in H 2(Rd).
Now, as in Pardoux (1975), let
’()=
8>><>>:
2 − 16 if 6−1;
−
4
2
− 4
3
3
if −1<60;
0 if >0:
92 G. Tessitore, J. Zabczyk / Stochastic Processes and their Applications 77 (1998) 83{98
If we compute dt(
R
Rd ’(
eX n(t; )) d) by Ito^'s rule we getZ
Rd
’(eX"(t; )) d= Z t
0
Z
Rd
’0(eX n(s; ))eX n(s; ) d ds
=−
Z t
0
Z
Rd
’00(eX n(s; ))jreX n(s; )j2 d ds:
Since ’00()>0 for all 2R and ’()>0 for all <0 the above relation implies thateX n(t)>0, P⊗ -almost surely for all t.
Now letting ! 0 we have eX n(t)! eX 0n(t) in L2(
;Ft ;P; L2(Rd)) where eX 0n 2
CP(0; T; L2(
; L2(Rd))) is the mild solution of
dt eX 0n=AeX 0n dt + nX
i=1
Gi(eX 0n _ 0) dit ;eX 0n(0)= x:
Therefore, eX 0n(t)>0, P ⊗ -a.s. for all t. Consequently, eXn(t)= eX 0n(t)>0 P ⊗ -a.s.
for all t.
5. Strict positivity of solutions
We pass now to the proof of our main result, Theorem 2.3. It is divided into two
steps.
Step 1. We establish rst a consequence of the estimates from Section 3. Let
N x(t)=
Z t
0
S(t − s)M (X x(s)) dWs: (5.1)
Lemma 5.1. Assume that Hypothesis 2.1 holds. Then, for all even numbers q such
that
q>d

1−

1− 1
p

d
2
−1
;
there exist constants Kq>0 and q 2 (0; 1) such that for all x2Lq and all ‘2 (0; 1),
t 2 [0; T ]:
PfjN x(s; )j>‘jxjLq for some (s; )2 [0; t] Rdg6Kqe−Kq‘2tq−1
for a suitable modication of the process N x.
Proof. First, we modify Eq. (2.1). Let for all L>0 and all x2Lq, X xL 2C(0; T; L2(
;
F0;P; Lq)) be the unique mild solution of
dtX xL (t)=AX
x
L (t) dt +M (X
x
L (t)(1 ^ LjX xL (t)j−1L2(R))) dWt;
X xL (0)= x:
(5.2)
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The existence and uniqueness of the solution to the above equation can be proved by
a xed point argument as we did for Eq. (2.1). Moreover, we dene
N xL (t)=
Z t
0
S(t − s)M (X xL (t)(1 ^ LjX xL (t)j−1Lq )) dWs: (5.3)
We want to estimate by Theorem 3.1 the norm of N xL in the space Cb(Rd) that we
will denote by Cb. As it is well know S(t) maps Lq into Cb, moreover, see Brzezniak
and Peszat (1997),
jS(t)jL(Lq;Cb)6K0t−d=2q: (5.4)
We also know, see Proposition A.5 that 82Lq
kS(t)M ()kR(L2 ; Lq)6cqt−(1−1=p)d=4jjLq (5.5)
and we are assuming that (1− 1=p)d=2<1.
If we choose
q>d

1−

1− 1
p

d
2
−1
;
d
2q
<<
1
2
−

1− 1
p

d
4
and 1<#<(1 + d=(2r)− )−1 then Hypothesis 3.1 holds with E=Cb.
Moreover, since jX xL (s)(1 ^ LjX xL (s)j−1Lq )jLq6L if
0<q<1−

1− 1
p

d
2
− 2;
we get, for a suitable cq; 
sup
t2[0; T ]
Z t
0
(t − s)−2kS(t − s)M [X xL (s)(1 ^ LjX xL (s)j−1Lq )]k2R(L2 ; Lq) ds6c2q; L2T 1−q :
By Theorem 3.1 we get, for a suitable constant q and for all ‘0>0
P
(
sup
s2[0; t]
jN xL (s)jCb>‘0
)
6qe−
−1
q ‘
2
0L
−2tq−1 :
In the same way, letting now E=H = Lq we get
P
(
sup
s2[0; t]
jN xL (s)jLq>‘0
)
6qe−
−1
q ‘
2
0L
−2tq−1 :
Now, we can conclude our estimate. We have
P
(
sup
s2[0; t]
jN x(s)jCb>‘jxjLq
)
6P
(
sup
s2[0; t]
jN xL (s)jCb>‘jxjLq
)
+ P
(
sup
s2[0; t]
jX xL (s)jLq>L
)
:
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Choosing L=(supt2[0; T ] jS(t)jL(Lq; Lq) + ‘)jxjLq we have
P
(
sup
s2[0; t]
jN x(s)jCb>‘jxjLq
)
6P
(
sup
s2[0; t]
jN xL (s)jCb>‘jxjLq
)
+ P
(
sup
s2[0; t]
jN xL (s)jLq>‘jxjLq
)
62−1q e
−q‘2(q+1)−2tq−1
and this completes our proof.
Step 2. We are now in a position to conclude the proof of the main result.
Let for all 2Rd and all r>0,
Q(; r)=
(
2Rd; =(1; : : : ; d) : sup
i=1; :::; d
ji − ij<r
)
:
By Proposition 4.1 and linearity of Eq. (2.1) it is enough to prove the claim when
x= Q(; r) for some 2Rd and some r>0. With a xed generic R>r and t>0 we
want to show that X x(t; )>0 for all 2Q(; R).
For m2N and k =0; 1; 2; : : : ; m let Ek be the following event:
Ek = fX x(k t=m)>2−(2d+1)kQ(; r+(R−r)k=m)g;
where here and in the following we consider the version of processes X x and N x with
continuous trajectories in Cb(Rd) see Lemma 5.1.
We x >0 and prove, as in Mueller (1991), that for m large enough
Pf
 − Ek+1jE0 \    \Ekg6=m:
We note now that X x(t(k + 1)=m)=X z(t=m) where z=X x(tk=m) and that, on Ek ,
X x(tk=m)>x where x=2−(2d+1)kQ(; r+(R−r)k=m).
Therefore, Proposition 4.1 (comparison principle) and Markov's property yield
Pf
 − Ek+1jE0 \    \Ekg6P
n
X x(t=m; )<2−(2d+1)(k+1) for some
2Q

; r +
(R− r)(k + 1)
m

;
where x=2−(2d+1)kQ(; r+(R−r)k=m). Let %k;m= r + k(R− r)m−1, xed 2Q(; %k+1; m)
we compute
(S(t=m)Q(; %k; m))() =
dY
i=1
Z i+%k; m
i−%k; m
r
m
2t exp
−(z − i)2
2(t=m)

dz
>
 Z %k; m
−%k; m
r
m
2t exp
−(z − %k+1; m)2
2(t=m)

dz
!d
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>
 Z %k; m−%k+1; m
−(%k; m+%k+1; m)
exp
 −z2
2(t=m)

dz
!d
>

N

−2r
r
m
t
;− (R− r)p
mt
d
;
where N is the centered Gaussian measure in R with covariance 1. Since 2r(
p
m=p
t)!+1 and (R − r)=pmt! 0 as m!+1, there exists m0 such that for all
m>m0
N

−2r
r
m
t
;− (R− r)p
mt

>
1
4
:
Consequently,
S(t=m) x>2 2−(2d+1)(k+1)Q(; %k+1; m):
Therefore, we have
Pf
 − Ek+1jE0 \    \Ekg6PfjNx(t=m)j0>d−(2d+1)(k+1)g:
So, by Lemma 5.1, since xLq(R)<(2R)d=q2−(2d+1)k we can conclude that, if m is large
enough then
Pf
 − Ek+1jE0 \    \Ekg6Kq exp(−Kq(2R)−2d=q2−4d−2m1−q)6=m:
Therefore, P(Em)>1−
Pm−1
k=1 Pf
− Ek+1jE0 \    \Ekg>1−  for m large enough.
Since  is arbitrary and P(Em)!PfX (t; )>0 82Q(; R)g as m!1, the proof is
completed.
Appendix A: Stochastic integration in Lq spaces
We x q>2 and denote the space Lq(Rd) by Lq.
To dene the stochastic integral of processes with values in the space Lq and to
state its basic properties we need to introduce a class of linear operators  : L2! Lq
which transform cylindrical, Gaussian, random variables into standard Lq-valued random
variables.
Denition A.1. Operator 2L(L2; Lq) is said to be radonifying if
kkR(L2 ; Lq) :=
0@E 
1X
i=1
eii

2
Lq
1A1=2<+1;
where fi: i=1; 2; : : :g is a sequence of real valued, independent, Gaussian variables
with mean 0 and covariance 1 and fei: i=1; 2; : : :g is any orthonormal basis in L2.
Thus, if the operator  is radonifying then W1 :
! Lq is a well-dened Gaussian
random variable with nite moments, see Brzezniak and Peszat (1997) and
96 G. Tessitore, J. Zabczyk / Stochastic Processes and their Applications 77 (1998) 83{98
Vakhania et al. (1987). The set of all radonifying operators 2L(L2; Lq) is denoted
by R(L2; Lq). Note that if q=2 then the Banach space (R(L2; Lq); k  kR(L2 ; Lq)) is iso-
morphic to L2(L2; L2); see Brzezniak and Peszat (1997).
The Ito^ integral
R t
0 	(s) dWs of a process 	 belonging to M
2
P(0; T;R(L
2; Lq)) can
be dened as in the classical case, q=2: Moreover, the stochastic integral is a square
integrable, continuous martingale with values in Lq; such that the following estimate
holds
E
 
sup
t2[0; T ]
 Z t
0
	(s) dWs
2
Lq
!
6CqE
Z T
0
k	(s)k2R(L2 ; Lq) ds;
where Cq depends only on q.
It is easy to see that the set of all bounded, nite-dimensional operators is dense
in R(L2; Lq): Therefore, by the above estimate, the proof of the following two funda-
mental results of the stochastic calculus in Lq; can be easily reduced to the case of
Hilbert's space, see Dettweiler (1985), Brzezniak (1995) and Da Prato and Zabczyk
(1992).
Theorem A.1 (Stochastic Fubini{Tonelli theorem). Let (E;E; ) be a probability space
and let 	 : (t; !; )!	(t; !; ) be a measurable mapping from (E
 [0; T ];EP);
to (R(L2; Lq);B(R(L2; Lq))): Assume thatZ
E

E
Z T
0
k	(s; )k2R(L2 ; Lq) ds
1=2
( d)<+1:
Then P-a.s.Z
E
 Z T
0
	(s; ) dWs

(d)=
Z T
0
 Z
E
	(s; )(d)

dWs:
Theorem A.2 (Ito^'s formula). Let 	2M 2P(0; T;R(L2; Lq)),  2M 2P(0; T; Lq) and Y0 2
L2(
;F0; Lq). Set
Y (t)=Y0 +
Z t
0
 (s) ds+
Z t
0
	(s) dWs:
Assume that a function F : [0; T ]  Lq!R, has partial derivatives, Ft; Fx : [0; T ] 
Lq!L(Lq;R) and Fxx : [0; T ] Lq!L(Lq; Lq) uniformly continuous and bounded
on bounded subsets. Moreover, assume that there exist m2N, Hilbert spaces Hi,
and real numbers ai; i=1; : : : ; m; and a map Fi : [0; T ]  Lq!L(Lq; Hi), uniformly
continuous and bounded on bounded subsets such that Fxx(t; t)=
Pm
i=1 aiF

i (t; x)Fi(t; x).
Then P-a.s. for all t 2 [0; T ]:
F(t; Y (t)) = F(0; Y (0)) +
Z t
0
Ft(s; Y (s)) ds+
Z t
0
Fx(s; Y (s))	(s) dWs
+
Z t
0

Fx(s; Y (s)) (s) +
1
2
Tr[	(s)Fxx(s; Y (s))	(s))]

ds:
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Remark A.3. Note that the stochastic integral and the trace operator introduced in the
above formula are well dened. Namely, if 	2R(L2; Lq) and V 2L(Lq; H) where
(H; j  j) is an Hilbert space then for an orthonormal basis fei: 1= 1; 2; : : :g in L2 and
a sequence fi: i=1; 2; : : :g of real valued, independent, Gaussian variables with mean
0 and covariance 1 we have
+1X
i=1
jV	eij2H = E
V	
+1X
i=1
eii

2
H
6jV j2L(Lq;H)k	k2R(L2 ; Lq):
So V	2 L2(L2; H) and kV	kL2(L2 ; H)6jV jL(Lq;H)k	kR(L2 ; Lq). In particular, if Z 2
L(L2; H) then 	ZZ	 is a trace class.
Finally, we have the following existence and uniqueness theorem for stochastic
Eq. (2.1) in Lq spaces. As in the L2 case, the proof is based on the contraction
principle in the space CP(0; T; L2(
; Lq)) and on an analytic estimate formulated as
Proposition A.5, compare Brzezniak and Peszat (1997).
Theorem A.4. Assume Hypothesis 2.1. For all x2Lq there exists a unique solution
X x(  )2CP(0; T; L2(
; Lq)) of Eq. (2.1).
Proposition A.5. Family of the operators S(t); t>0, is a strongly continuous semi-
group in Lq. Moreover, if Hypothesis 2.1 holds then, for all 2Lq, S(t)M ()2
R(L2; Lq) and
kS(t)M ()kR(L2 ; Lq)6cqt−(1−1=p)d=4jjq:
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