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Porous silicon (PS) arouses research interest mainly due to its porous structure 
and luminescent property. However these are mainly determined by silicon 
formation mechanism and even though intensive efforts have been dedicated 
to understanding this, there are still some aspects not clear. Therefore this 
thesis will mainly focus on investigating factors like applied potential, silicon 
resistivity, and electrolyte concentration influence on the mechanism of anodic 
porous silicon and silicon dioxide formation using traditional electrochemical 
techniques such as cyclic voltammetry and electrochemical impedance 
spectroscopy.  
 
Firstly, during the cyclic voltammetry study, the IV curves are 
examined over a wide range of silicon resistivity (0.001 to 10 Ω.cm) and HF 
electrolyte concentration (0.01 to 15 wt %). The transition from an exponential 
to a linear relationship between the applied potential and resulting current 
density has previously been shown to mark the potential above which it is no 
longer possible to obtain uniform PS coverage as well as the onset of the 
occurrence of oxide islands. Here this transition potential is determined from 
IV curves by finding the point of maximum slope and compared to calculated 
theoretical flat band potentials. Excellent agreement is found between these 
two parameters confirming that flat band conditions occur at the transition 
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potential rather than the peak current potential as had previously been 
postulated. The data also confirms that PS formation requires the silicon / 
electrolyte interface to be under depletion conditions, with electropolishing 
initiating once the applied potential exceeds the flat band potential.   
 
Secondly, the IV curves of silicon in ethanolic HF solutions in the first 
electropolishing region are reminiscent of a corrosion process control by the 
dissolution of a salt film, in which the rate of reaction is controlled by the 
removal of dissolved products away from the surface. Under stagnant 
conditions, it is proposed that rather than the movement of fluoride ions to the 
surface the mass transport component is the movement of the initial soluble 
products of the oxide‟s dissolution away from the surface. In this dissolving 
salt film model it is still expected that the kinetics of the in series oxide 
dissolution step would start to become rate limiting at high rotation rates, such 
that the dependency of the measured current density on rotation rate would be 
the same as that in the previous model based on the movement of fluoride ions.  
 
Recognizing that for the silicon anodic oxide films the removal of the 
dissolution products from the surface is not solely by mass transport but also 
by further chemical reaction with HF solution species, and reasoning that the 
most likely initial dissolution product is either SiF2(OH)2(H2O)2 or simply 
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                                
where D is the diffusion coefficient of the dissolution product,  is the 
thickness of the Nernst diffusion layer, Ksp is solubility product, k is the rate 
constant and A is the electrode‟s surface area.  
 
This relationship was found to hold for the whole concentration range 
investigated (0.01-15 wt%), regardless of whether the plateau current density 
in the first electopolishing region is recorded from the forward or reverse 
sweeps of the IV curve. The solubility of the initial dissolution product is 
dependent on the concentration of HF in the electrolyte and for [HF] equal to 1 
mol dm
-3
 is found to be 0.14 mol dm
-3
 if J0 is taken from the reverse sweep. 
 
The main advantages of the new model based on a dissolving salt film 
is that it is consistent with the Jps peak observed the IV curves and, by 
including the possibility of the soluble product being removed by further 
chemical reaction with HF solution species as well as by diffusion, it can 




Thirdly, electrochemical impedance spectroscopy (EIS) has been used 
to study the etching of p-type silicon in ethanolic HF solutions for the 
potential region between the onset of anodic current density and the Jps peak 
that marks the onset of pure electropolishing. It was found that the EIS data 
across this entire potential range fits to a single equivalent circuit for HF 
concentrations between 0.2 and 1.66 wt% for p
++
, p and p
-
 silicon, with the 
silicon electrolyte interface being represented by a simple Randle‟s circuit in 
parallel with an inductor. 
 
The assignment of a high frequency semicircle to the space charge 
region was confirmed by a Mott-Schottky plot, which yielded an acceptor 
concentration and a flat band potential that were very close to the expected 
values for the 0.2 Ω cm p-type silicon wafer used.  
 
At potentials well below the flat band potential zero hertz Warburg (Rw) 
resistance < charges transfer (Rct), but as the flat band potential is approached 
the two resistors are approximately equal. This behaviour is consistent with 
the expected shift from predominately PS formation to electropolishing under 
mixed control. The dependences of Rct and Rw on HF concentration are also 
consistent with that expected for charge transfer and mass transport controlled 
processes, respectively. However, at negative potentials Rw increases linearly 
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with HF concentration, a behaviour that is difficult to explain in a satisfactory 
manner. If the resistivity of the silicon samples is increased both Rct and Rw 
shift towards positive potentials and the measured values increase, which is 
thought to be due to a larger fraction of the applied potential being dropped 
across the space-charge layer rather than the Helmholtz layer.  
 
The appearance of the Warburg element at potentials negative of the 
flat band potential, i.e. at the foot of the IV curve, is interpreted as evidence 
that the formation of a submonolayer oxide/hydroxide occurs even in this 
region. Although previous EIS studies did not report any evidence of an oxide 
until potentials above the flat band potential these were mainly performed with 
a rotating disc electrode, the increased mass transport rates from which would 
have increased the oxide dissolution rate delaying its detection by EIS to a 
more positive potential. The present EIS data is consistent with previously 
published spectroscopy data that show the presence of a submonolayer 
oxide/hydroxide as soon as anodic current is recorded. 
 
The low values for the double layer capacitance recorded in the PS 
forming region suggest that for this system the partitioning of the applied 
potential between the space charge layer and the Helmholtz layer dominate the 
electrochemical response at potentials negative of the flat band potential. The 
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behavior of the inductance loop was found to be consistent with the potential 
dependent surface roughness model. Given the extremely high specific surface 
areas obtained this is a realistic scenario for PS, especially when one considers 
the lack of spectroscopy evidence to support the existence of adsorbed 
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Chapter 1 Introduction 
1.1 Introduction of porous silicon  
Porous silicon (PS) formation was first reported in late 1950s during studies 
on the electropolishing of silicon. [1, 2] However, not until 1990, when the 
luminescence of property of PS was discovered, were numerous researches 
undertaken about it (Figure 1-1). Among the great deal of information 
published about PS, this can mainly be categorized into the following three 
aspects: the formation process of PS, morphology features and properties. The 
formation of PS is a complex and important process, which influence both the 
resulting morphology and application aspects. In the following paragraphs I 
focus on the formation process of PS. The phenomena about the resulting 
morphology, property of PS and the application will be briefly introduced.  
 



























Figure 1-1: Articles published on porous silicon. Based on a search of articles in Thomson 
Web of Knowledge database with key words “porous silicon”. 
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1.1.1 PS formation 
PS is a formed by anodic dissolution of silicon in HF solutions. The anodic 
behavior of silicon can best be characterized by using current voltage (IV) 
curves. Figure 1-2 shows typical IV curves for p-Si electrode in HF electrolyte 
in the dark and illumination condition respectively [3, 4]. It‟s known that the 
relationship between anode current and applied potential varies with the 
composition of the electrolyte [5, 6], the electrical properties of the silicon 
electrode [4, 6-9], and environment conditions [3, 4, 10, 11]. In addition, the 
IV curve is a reflection of the silicon/electrolyte interface chemical reaction 
(dissolution or electropolishing). Furthermore, the chemical reaction at the 
interface is determined by charger transfer and ionic diffusion between the 
silicon electrode and the electrolyte, which is further determined by the 
interface energy band and potential distribution. A detail review of the porous 
silicon formation mechanism is discussed in chapter 2.  
 
The IV curves can be divided into four regions and are characterized by 
two peak currents, J1 and J3, and two plateau currents, J2 and J4 in the anodic 
region as showed in Figure 1-2. In the cathodic region, the silicon atoms of the 
electrode do not participate in the chemical reaction. The current voltage curve 
is characterized by a small reverse current density, due to hydrogen evolution, 
and no current density in region 1 and region 2 respectively [12]. At potentials 
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up to that at the J1 peak the dependence of current density with applied 
potential switches from exponential to linear when oxide stars to form [13]. At 
potentials more positive that of J1, it‟s characterized by the formation and 
dissolution of oxide film, referred to as electropolishing [2]. At potentials 
more positive than the second current plateau current, J4, oscillations may 





















Figure 1-2: Typical current voltage relationships in the anodic region for p-Si in HF 






At potentials negative than that for J2, the IV curve can further be 
subdivided into three regions as showed in Figure 1-3. The current increases 
exponentially with increasing potential from the open circuit potential (OPC), 
breaks off from the exponential dependence on potential at large 
overpotentials, exhibits a peak, and then attains a relatively constant value.  
 

























  Region A
PS Formation





Figure 1- 3: Typical current voltage relationships for dark and illuminated p- and n-Si in HF 
electrolyte [6, 13]. 
 
According to the surface coverage observations by Zhang et al. [6], the 
IV curve can be divided into three regions labeled A-C as showed in Figure 1-
3. Porous silicon formation takes place in the exponential region, which is 
labeled region A. At potentials between the maximum slope and the current 
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peak, region B, porous silicon still forms but its surface coverage is not 
uniform. At anodic potential larger than that of the current peak region C, 
silicon electropolishing occurs. The peak current density, which is labeled J1 in 
figure 1-2, is usually given the symbol Jps. It is being widely reported that PS 
formation completely ceases once the current density Jps is exceeded [14]. 
 
1.1.2 Morphology  
PS means a large amount of pores are made in single crystalline Si substrate. 
According to the size of pores, PS can be divided into three categories: 
macroporous, mesoporous, and microporous. The morphology is determined 
by the anodization process, including both the magnitude of the applied 
current density or potential and electrical properties of the silicon substrate, i.e. 
the size of pore depends on doping type and concentration[15]. PS formed 
under different illumination conditions also shows striking differences in its 
morphology. According to Zhang et al. [14],  the morphology features of PS 
can be summarized qualitatively with respect to the following six aspects: pore 
shape, pore orientation, shape of pore bottom, fill of macrospores, branching, 
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(c)partially aligned to 
<100> and source of 
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Depth deviation of PS 
(a)single layer of micro PS 
 
 
(b)single layer of macro PS 
with smaller pores near surface 
 
(c)a layer of micro PS on top 
of macro PS 
 






1.1.3 PS major properties and applications   
Silicon is a semiconductor with an indirect band structure, as schematically 
shown in Figure 1-5. The top of the VB is located at the center of the Brillouin 
zone, while the CB has six minima at the equivalent <100> directions. The 
only allowed optical transition is a vertical transition of a photon with a 
subsequent electron-phonon scattering process which is needed to conserve 
the crystal momentum, as indicated by arrows in Figure 1-5.  
 
 
Figure 1- 5: The band structure of bulk silicon, with possible optical transitions for (a) 
absorption and (b) emission of a photon, together with (c) the dispersion curves of phonon 
branches, is shown on the right [16]. 
 
Because of its indirect bandgap, bulk crystalline silicon shows only a 
very weak PL signal at 1100 nm, as shown for RT and 77 K in Figure 1-6 [17]. 
As a consequence, optoelectronic applications of bulk silicon are so far limited 




Figure 1- 6: The PL spectra of various silicon-based materials (a) at RT and (b) at 77 K (note 
the logarithmic scale of the PL intensity)[17] 
 
However the disadvantage of light emission from Si can be 
considerably improved if the silicon surface is made porous as shown in figure 
1-6. This makes like emitting devices based on porous silicon possible, i.e. 
LEDs. However until now the stability of the light emitted from porous 
structure is still a problem, which makes it not good enough for commercial 
applications [18]. In addition, PS can also be specified as an effective medium 
from the optical point of view depending on the relative volumes of silicon, 
pore filling medium and in some cases silicon oxide [19].  
 
Besides its interesting applications in electro-optical properties, porous 
silicon demonstrates some exciting properties for micromechanical and 
sensing applications. A wide range of crystallite and pore sizes can be easily 
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formed owing to the doping sensitivity of the porous silicon formation, which 
could be used for the etching of trenches into the wafer; be created as a 
smooth surface for further thin-film processes; or be applied in gas and 
humidity sensors utilizing the high surface-to-volume ratio [20].  
 
In addition, the biological properties and biomedical applications of PS 
have also been studied extensively. The applications range from biomedical 
sensors to drug delivery [21]. Apart from the previous three major application 
areas, there are still other applications based on other properties of porous 











Table 1- 1: The major application and the relative role & key property of PS [22, 23]. 








modulation of refractive 
index 
Antireflection coatings Low refractive index 
Optical memory, optical 
switching 
Non-linear properties 
Photonic band gap structures Regular macropore array 
Field emitter Hot carrier emission 
Photo-electrochemical cells Photo-corrosion cells 
Micromachining 
Sacrificial layer Highly controllable etching 
Porous membrane Highly controllable etching 










Dielectric isolation Oxide PS high resistivity 
Micro-capacitor High specific surface area 
Ion sensors Good sensitivity to ions 
Low-k material Electrical properties 
 
1.2 Motivation and purpose  
Porous Silicon has been extensively investigated since its first discovery from 
its formation mechanism to application areas. The PS formation mechanism 
not only influences the resulting morphology but also the application in many 
areas. Although previous literature on porous silicon has shed some light on 
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the formation mechanism and the characteristics of the current voltage curve, 
our understanding to date still remains limited.  
 
Prior to this work there was still not enough evidence to locate the 
position of the flat band potential from the IV curves. In addition, it is still 
controversial to connect the critical current densities with electrolyte species 
concentration. Furthermore, a complete explanation for the impedance 
behavior of the silicon sample is lacking, especially the origin of inductive 
loop and the middle frequency loop. Thus, more work is needed to determine 
the origin of the inductive behavior, which is the major characteristic of the 
impedance plot. Finally, the effect of HF concentration on the impedance 
spectroscopy plots was not well understood and is in need of a thorough study.   
 
The aim of this research was to study the effect of HF concentration 
and silicon resistivity on the current voltage characteristics and impedance 
spectra during PS formation. More specifically, this research aimed to: 
(1) : Provide evidence to support our belief that the flat band potential is 
marked by the end of the exponential region in the IV curve.  
(2) : Investigate the relationship between anodic oxides dissolution rate in the 
electropolishing region with HF electrolyte composition. 
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(3) : Derive the origin of features in the impedance spectrum, especially the 
intermediate frequency loop and low frequency inductance loop.  
(4) : Examine how changing the applied potential HF concentration and 




Voltammetry techniques involve the application of a potential (E) to an 
electrode and monitoring the resulting current density (j) flowing through an 
electrochemical cell. Voltammetry is considered to be an active technique, in 
which the applied potential forces a change of the charge distribution at the 
electrode surface and the concentration of electro-active species at the 
electrode surface. In my experiments the applied potential changes with time 
at a constant rate and the resulting current density flowing through the 
electrochemical cell is monitored.  
 
The advantages of voltammetry techniques include sensitivity over a 
large concentration range, a wide range of temperature, rapid analysis times, 
the ability to determine kinetic and mechanic parameters, a well-developed 
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theory that allows one  reasonably estimate the values of unknown parameters. 
With the advantages of voltammetry, I proposed experiments with this 
technique over a wide range of electrode resistivity and HF concentrations in 
order to clarify both the position of the flat band potential and the relationship 
between the anodic oxide dissolution rate and the electrolyte species.  
 
1.3.2 Electrochemical Impedance Spectroscopy  
Electrochemical Impedance Spectroscopy (EIS) yields a reflection of the 
electrochemical system when a periodic small amplitude ac signal is applied. 
The response of the system includes information about the interface as well as 
the structure and reactions taking place there. EIS data are generally analyzed 
by an equivalent circuit model. The shape of the impedance spectrum is 
determined by the type of electrical components and their interconnections. 
However there is often not a unique equivalent circuit to describe the spectrum, 
so a good equivalent circuit is one that not only produces a good fit to data but 
also represents an accurate physical model of the cell. In my experiments, EIS 
is used to analysis the silicon/electrolyte interface structure and 




 1.4Thesis outline  
With the motivation stated above, the thesis is organized as follows:  
 
Chapter 1, the current chapter, presented a brief introduction on PS 
formation, the resulting morphology, major properties and its applications first, 
followed by the importance of porous silicon formation mechanism, the 
limitation of previous studies on porous silicon formation mechanism, and the 
purpose of the thesis.  
 
Chapter 2 reviews previous studies on silicon dissolution mechanism 
based on three different aspects: (i) Si/HF electrolyte interface, band structure 
and potential distribution; (ii) the surface dissolution chemistry at different 
regions of silicon dissolution; (iii) and the silicon dissolution models for 
different types and doping density samples.  
 
Chapter 3 describes the experimental parts of the current research work 
which includes both the preparation part and the data collection part. The 
preparation part mainly includes how to make the working electrode, prepare 
electrolytes of different concentration, and set-up the electrodes. After the 
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preparation process, the data collection part mainly introduces the data 
acquisition of current voltage curves and the impedance plot.  
 
Chapter 4 examines the role of the flat band potential in porous silicon 
formation. First it is postulated that the position of the flat band potential 
should be at the transition point of the exponential region and the linear region 
in a typical current voltage curve. Second the values of flat band potential are 
calculated for different doping density samples in different HF concentration 
electrolytes. Finally to confirm the hypothesis the measured values are 
compared to calculated theoretical flat band potentials. 
 
Chapter 5 reports on the electrochemical investigation into the 
dissolution mechanism of anodic oxide films on silicon. The relationship of 
oxide growth rate with current density plateau is introduced, and then the 
relationship of anodic oxide removal rate with anodic oxide formation rate is 
described. To determine the relationship between the anodic oxide removal 
rate and the HF electrolyte species, various rates equations are developed. 
Based on these rate equations, a possible mechanism for the rate determining 




Chapter 6 starts with a description of the impedance spectrum and its 
theoretical correlation with the dissolution mechanism, followed by a 
derivation of the equivalent circuit. The physics interpretation of the 
equivalent circuit element is also carried out. The influence of various 
experimental parameters, applied potential HF concentration and sample 
resistivity, on the values for the equivalent circuit elements are then discussed.  
 
Chapter 7 presents the conclusions for the research work conducted in 
the thesis, followed by some suggestions for possible future work. 
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 Chapter 2 Literature Review 
Porous Silicon is a formed by anodic dissolution of single crystalline silicon in 
HF containing electrolytes. Since its discovery many theories have been 
proposed on the mechanistic aspects of its formation. These studies can be 
categorized into these three aspects: (1) surface dissolution chemistry; (2) how 
the applied potential and the energy band is distributed at the 
silicon/electrolyte interface; and (3) silicon formation models. In this chapter, 
the IV curves for PS formation in different conditions, the respective surface 
dissolution chemistry, the energy band and potential distribution, and the 
proposed formation models are discussed in detail.  
 
2.1 General current-voltage characteristics 
The anodic behavior of silicon can best be characterized by IV curves. A 
typical IV curve is showed in Chapter 1 Figure 1-2 for p-Si electrodes in HF 
electrolyte [1,2]. It is known that the relationship between anodic current 
density and potential varies with electrolyte (such as concentration), electrode 
(silicon type, doping density and orientation), and environmental condition 
(temperature and illumination). However, the shape and regions of the IV 
curve are nearly the same independent of the factors listed above.  
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2.1.1 Working electrode 
Silicon type  
The IV curves are different for p-Si and n-Si in the dark or illumination due to 
the difference in the concentration of holes in these two types of materials [1]. 
The anodic behavior is the same for p- and n-type silicon when the rate of 
carrier transfer between the surface and the semiconductor bulk is fast enough 
[3,4]. Table 2-1 summarizes and compares the salient electrochemical features 
that are predominant in each region for p- and n- silicon [5].  
Table 2-1: Breakdown of the different electrochemical regions for the silicon/HF system 
summarizing the important features for each region [5]. 
 Cathodic overpotentials Anodic overpotentials 
p-Si 
No silicon dissolution-inert 
H gas evolution 
High hydrogen overpotential 
Reverse-biased Schottky 
Photogenerated currents 
proportional to light intensity 
Silicon dissolution 
-Pore formation at low potentials 
-Electropolishing at high potentials 
Forward-biased Schottky 
i-V curves exponential 
Tafel slope -60 mV 
No apparent illumination effects 
Two current “peaks” 
-Lower potential, anodic electropolishing oxide 
-Oscillations at higher potential “peak” 
n-Si 
No silicon dissolution-Inert 
H2 gas evolution 
Low hydrogen overpotential 
Forward-biased Schottky 
No apparent illumination effects 
Silicon dissolution 
-Pore formation at low potentials 
-Electropolishing at high potentials 
Reverse-biased Schottky 
High breakdown voltage before t pore formation 
Photogenerated currents, function of intensity& voltage 
Single current peak without illumination 
-Anodic oxide for electropolishing 




Doping density  
The influence on doping density on the IV curves has been studied by Smith et 
al. in 49% HF concentration. In their work they find that the IV curves for 
each type are displaced to the right in the general order n 
+
 < p 
+
 < p < n [5]. 
The IV curves of p type and heavily doped n type are largely identical except 
for a shift along the potential axis, which reflects the difference in the Fermi 
levels of these materials; The IV curves for the non-heavily doped n-Si, unlike 
p-Si and heavily doped n-Si, require a much larger anodic polarization to 
generate the dissolution reaction in the dark: the lower the doping lever, the 
higher the required applied potential for a given current density [6].  
 
Wijesinghe et al. study the influence of doping density on IV curves for 
p silicon in diluted HF electrolyte [7] . The IV curves show a negative 
potential shift as the resistivity of the silicon is reduced, a phenomenon that is 
explained in terms of a corresponding shift in the flat band potential. The 
current peak for the two most heavily doped samples decreases with resistivity, 
which is inconsistent with previous reports [6,8]. This is explained that if the 
rate-determining step in PS formation becomes the breaking of the Si-Si back-





Foll et al. used to study the current voltage curves for p-type samples of 
different crystal orientation, from which they found that the critical current 
density Jps, is largest for silicon electrodes of (100) crystal orientation, 
independent of the electrolyte concentration used. This indicates that the 
dissolution process has an anisotropic component [2]. 
 
2.1.2 Electrolyte 
The anodic behavior of silicon can be best characterized by IV curves both in 
fluoride solution and nonfluoride solution, in this part I will mainly focus on 
the fluoride solution, which is the most commonly used electrolyte for porous 
silicon studies. According to Chazalviel et al. the IV curves, particularly the 
four characteristic current values, J1 to J4, greatly vary with solution, 
especially the fluoride concentration and pH value [9]. All currents J1 to J4 
show a similar dependence on the pH of the electrolyte, characterized by a 
maximum between pH2 and pH4 and a rapid decrease for higher pHs [9].  
 
This behavior correlates with the pH dependence of [HF] and [HF2
–
] 
concentrations but not with [F
–
], which indicates that HF and/or HF2
–
 are the 
active species in the dissolution process. The plateau currents, J2 and J4, have 
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been empirically fitted to pH and fluoride concentration:  
1 1 1
2 2 2~ {(0.1[ ] 0.01[ ]) (10[ ] }J HF HF HF
                                       (2.1) 
0.5
4 2~10[ ][ ]J HF H
                                                                            (2.2) 
 
From the portion of the IV curves showed in Figure 1-3, the anodic 
behavior is characterized by three regions: PS formation, transition, and 
electropolishing. Zhang et al. used a plot of current density at the maximum 
slope and the peak current for different types of silicon as a function of HF 
concentration [6], from which it was found that both the current density at the 
maximum slope and the peak current increase with HF concentration. It was 
also concluded that low current density and high HF concentration favors PS 
formation whereas high current density and low HF concentration favors 
electropolishing.  
 
2.1.3 Environment  
Illumination condition  
It is evident that p-type and n-type Si behave very differently and that the 
presence or absence of light or, more specifically, minority carriers is a major 
factor determining the IV characteristics of the junction. The difference 
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between dark and illumination conditions can be described under both anodic 
and cathodic current regimes for both p- and n-type silicon, the detail of which 
are discussed in Foll‟s paper [2].  
 
Temperature 
The value of Jps shows a dependency on the absolute temperature T as it is 
limited by the reaction kinetics and mass transport. The critical current density 
Jps for different HF concentrations versus the inverse of absolute temperature, 
1/T, a typical Arrhenius-type behavior is found which is described by the 
equation: 
exp( / )PS ps HF aJ C c E kT
                                                                  (2.3) 
 
This equation is used to calculate JPS as a function of HF concentration 




, the activation energy 
Ea = 0.345 eV and the exponent ξ = 1.5. The value ξ =1.5 has been determined 
for a reverse scan (from high values of anodic bias to low ones) of the 
voltammogram, while ξ=1.3 has been found for a forward scan [10]. The 




2.2 Surface dissolution chemistry  
The exact dissolution chemistries of silicon are quite different at different 
anodic dissolution regions of silicon in HF electrolyte. There are mainly two 
essential aspects concerned to the study of the dissolution chemistries: (i) 
variation of effective dissolution valence of silicon atom; (ii) surface 
termination and evolution. Next I will introduce the dissolution chemistry 
region by region essentially accounting for these two aspects.  
 
2.2.1 Dissolution before the first current peak Jps 
Fluoride-terminated silicon surface model  
The reactions involved in the anodization of silicon in aqueous solution, 
depending on whether or not fluoride ions are present and determined by the 
two essential reactants H2O and HF, were originally proposed by Turner [12] 
and Memming and Schwandt [13]. The first models for the electrochemical 
dissolution process of silicon in HF assumed a fluoride-terminated silicon 
surface to be present in electrolytes containing HF [12-15].  
 
Hydrogen-terminated silicon surface model 
However in late the 1980s and early the 1990s and extensive amount of 
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research established that the surface of silicon in HF solution is terminated by 
hydrogen [4,16-18]. No evidence of Si–F groups is found in IR spectra 
independent of HF concentration used [19]. This led to the conclusion that if a 
silicon atom at the surface establishes a bond to a fluorine atom it is 
immediately removed from the surface. The models derived afterwards 
generally take into account of Si-H bonds surface termination. A model 
proposed by Lehmann and Gosele [16], for dissolution negative of the 
potential for the first current peak , in which an important feature is that after 
the dissolution of each layer of silicon atoms the new surface is terminated by 
hydrogen.  
 
Consideration of Chemical versus Electrochemical Reactions 
Allongue el al. [17] proposed a reaction scheme which consists of a chemical 
path in competition with an electrochemical path based on a study of the effect 
of pH on the relative contribution of the chemical versus electrochemical 
reactions in HF-NH4F solutions. In the chemical path the first two steps can be 
expressed as: Si-H + H2O → Si-OH +H2. The Si-OH bond is then replaced by 
Si-F followed by attacking of the Si-Si back bond by water, leading to the 
detachment of the silicon atom. In the electrochemical anodic path the first 
step is Si-H +H2O → Si-OH + 2H
+
 +2e in which the oxidation of hydrogen in 





proceeding steps are the same as those in the chemical path. The chemical 
reaction becomes dominant as pH increases.  
 
Chemical dissolution reaction and dissolution valence 
For the fluoride-terminated silicon surface model proposed by Memming and 
Schwandt [13], the individual reactions involved in this electrode reaction can 
be further expressed by Reactions 2.4 and 2.5. The first reaction begins at the 
fluoride-terminated surface with a hole attacking the surface. After a certain 
thermal activation the SiF2 group swings away from the corresponding Si 
atom. The product of this reaction, silicon difluoride, is not stable and rapidly 
changes into the stable trivalent from by further reacting with HF to release 
gasous hydrogen:  
22 (2 ) ( 2)adSi F h SiF e  
                                                   (2.4) 
2 2 6 24SiF HF H SiF H                                                                  (2.5) 
 
However, by IR spectroscopy it was found that virtually the whole 
surface is covered by hydride (Si–H) [18]. For anodic current densities below 
the critical current density Jps PS is formed and the electrolyte-electrode 
interface is found to be Si–H covered. The dissolution is initiated by a hole 
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from the bulk approaching the silicon electrolyte interface, which allows for 
nucleophilic attack of the Si atom. Species active in the dissolution process are 
proposed to be HF, (HF)2 and HF2
–
. The reaction product SiF4 would be 
gaseous, but it reacts with two HF to give SiF6
2-
 and two protons and stays in 
solution. The dissolution reaction proposed for this regime is [20]: 
2
2 6 24 2Si HF h SiF HF H e
                                                  (2.6) 
 
2.2.2 Electropolishing and Anodic oxide Dissolution 
Anodic oxide formation  
At more positive potentials an anodic oxide is formed on silicon electrode 
surfaces. The hydroxyl ion is assumed to be the active species in the oxidation 
reaction [13]. The applied potential enables OH
–
 to diffuse through the oxide 
film to the interface and to establish a Si–O–Si bridge under consumption of 
two holes as shown in Lehmann‟s book chapter 4 [21]. 
 
A much more detail description of the anodic oxide formation has also 
been proposed by Memming and Schwandt [13], in their model the surface 
was considered to be terminated by hydroxyl groups and the anodic reaction 
proceeds with the formation of Si(OH)4. At potentials more positive of the 
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passivation potential, the reaction further proceeds to form silicon oxide.  
 
Anodic oxide dissolution  
The anodic silicon oxide is not stable in the presence of HF, which dissolves it 
to fluoride complex. According to Monk et al. [22] the dissolution of the 
anodic oxide in HF involves nucleophilic attack of Si by fluoride, bound in HF, 
(HF)2 or HF2 
–
 and electrophilic attack of the H
+
 ion on the oxygen 
backbonded to the Si. Oku et al.[23] proposed that HF2
–
 is the active species 
by the observation that HF vapor etches SiO2 only in the presence of trace 
amounts of water, which is an indication that dissociation of HF is required for 
dissolution [24]. 
 
Chemical dissolution reaction  
When the applied potential is increased the current density becomes larger 
than Jps, and dissolution occurs via an intermediate anodic oxide film. Hence 
the reaction can be separated into electrochemical oxide formation according 
to Reaction (2.7) and chemical dissolution of the oxide [20]. The hydroxyl ion 
is assumed to be the active species in the oxidation reaction [25] with the 
formation Si(OH)4:  
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44 ( ) (4 )adSi OH h Si OH e
                                                    (2.7) 
where λ is the number of holes involved in the reaction depending on the type 
of silicon. At potential more positive of the passivation potential, the reaction 
further proceeds to form silicon oxide:  
4 2 2( )Si OH SiO H O                                                                      (2.8) 
 
In the presence of HF the oxide dissolves to a form fluoride complex, 
the chemical reaction that occurs is generally regarded as [22]:  
2 2 6 26 2SiO HF H SiF H O                                                            (2.9) 
 
However according to Somashekhar et al. [26] the chemical 
dissolution of the oxide is due to HF, (HF)2 or HF2
 –
 and can be expressed:  
2
2 2 6 22 2 2SiO HF HF SiF H O
                                                 (2.10) 
 
2.2.3 Over all reaction Scheme  
Although a number of variations on this etching mechanism have been 
proposed [13,16,17,27] the critical step in determining whether PS formation 
or electrochemical polishing occurs remains a competition between the 
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kinetics of the chemical dissolution of fluorinate terminal silicon atoms versus 
the rate of SiO2 formation. Wijesinghe et al. [7] derived a silicon dissolution 
overall mechanism based on the model of Allongue et al. [17] as schematically 
showed in Figure 2-1.  
 
In this mechanism the crucial part is whether the hydroxyl group can 
be replaced by a fluoride ion, so that having sufficient polarization of the Si-Si 
back-bonds to break them and release the silicon atom (step C), before a third 
charge reaches that Si atom (step D). Electropolishing occurs when the current 
density reaching the silicon/electrolyte interface exceeds the capability of 
steps B and C to absorb it. Step C becomes the rate limiting step when a low 
field or an opposing field is applied.  
 
 
Figure 2-1: Schematic representation of the porous Si formation mechanism proposed by 
Allongue et al. [7,17] 
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2.3 Silicon/HF electrolyte interface band structure and 
potential distribution  
2.3.1 Si/HF electrolyte interface band structure  
Interface charge distribution and energy band  
Figure 2-2 shows the space charge layer in a p-type semiconductor in contact 
with an electrolyte under the conditions of depletion, flat band and 
accumulation [37]. The three layers of the figure show in descending order the 
charge distribution at the interface and semiconductor, the corresponding 
energy position of the band edges in the semiconductor and the electric 
potential in the semiconductor.  
 
In the middle layer, the interface has no excess charge on the 
semiconductor, which is the potential of zero charge (pzc) for the electrode. At 
the pzc, the bands are flat so it is the so called flat band potential. The left 
hand figure shows a negative excess charge from donors in the semiconductor 
compensated by a positive counter charge at the interface from ions in the 
electrolyte and the space with the negative charge is depleted of holes 
(depletion layer). In this case, the negative excess charge in the depletion layer 
is being extended into the bulk of the semiconductor, causing the bending of 
the band edges upwards from the interface. While on the right-hand side, the 
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semiconductor has a positive excess charge of holes which are accumulated 
near the interface, compensated by a negative charge of ions at the interface 
(accumulation layer). The positive excess charge situation has a much smaller 
extension into the seiconductor‟s bulk and results in a downward band 
bending as shown on the right hand side [28].  
 
 
Figure 2-2: Space charge layers in a p-type semiconductor in contact with electrolytes under 
the depletion, flat band and accumulation conditions. Top layer: distribution of charge 
carriers; middle layer : course of band edges; bottom layer: course of electric potential[28] . 
 
The relationship of dissolution region with interface band structure  
It has been argued that PS formation occurs while the silicon is under 
depletion conditions while oxide formation and electropolishing occurring in 
the accumulation region [29,30]. A view supported by flat band potential 
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measurement [29] and the electrochemical mechanism of Allongue et al. [17]. 
Therefore the switch between PS formation and electropolishing can be 
expected to occur at around the flat band potential [31].  
 
However according to Zhang et al. [6] porous silicon formation occurs 
in the exponential region, electropolishing occurs at current density larger than 
Jps region, and porous silicon formation and electropolishing occur at the same 
time in the transition region in between. So it can be expected the flat band 
potential lies in the transition region as showed in Figure 1-3.  
  
2.3.2 The potential distribution at each dissolution region 
An obvious application of the flat band potential is that the exponential region 
and onset potential for anodic current shift to negative potentials with 
increasing doping density. A possible explanation can be considered from the 
potential distribution and rate limiting process. According to Zhang et al. [32] 
there are five possible physical phases in the current path in which the current 
conduction mechanisms are different as in Equation 2.11. They are substrate, 
(VSi), space-charge layer, (Vsc), Helmholtz layer, (VH), surface oxide film, 
(Vox), and electrolyte, (Vel). 
app si s H ox elV V V V V V                                                  (2.11) 
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Table 2-2 is a summary for the potential distribution and rate limiting 
process of different materials in different potential regions. While the 
distribution of the potential below the passivation potential Vps at current peak 
Jps depends on doping type and concentration. For p-Si the distribution of 
potential is partitioned between the Helmholtz layer and the space-charge layer, 
For heavily doped materials the surface degenerates and the material behaves 
like a metal electrode, meaning that the charge-transfer reaction in the 
Helmholtz double layer is the rate-determining step and the potential drops 
mostly in the Helmholtz layer. For lightly doped p-Si, the change in potential 
may be dropped also in the Helmholtz layer in addition to the space-charge 
layer in the exponential region so the rate limiting steps is transport of holes to 
the surface in the space charge region and the charge transfer reaction in the 
Helmholtz layer. While in the transition region the potential drop and rate 
limiting step is the same as for heavily doped p-Si. These potential distribution 
and rate limiting processes influence the distribution of different regions in the 







Table 2-2: Distribution of the applied potential at the electric layers at the silicon/electrolyte 









Helmholtz layer: r4 
Oxide film and 





Helmholtz layer and 
space charge layer: r3& r4 
Oxide film and 
Helmholtz layer: r4 
 
2.3.3 The current density and potential relationship at each 
dissolution region 
The potential distribution with the energy band  
Gaspard et al. [33] derived a relationship for potential drop across a silicon 
electrolyte interface based on experiments conducted in the porous silicon 
formation region. Figure 2-3 shows the energy band diagram and the related 
potential distribution derived by these authors. VA is the applied potential; VB 
rise due to the Ohmic back contact; Ψs corresponds to the energy bend bending 
in the accumulation layer; and VH is assumed to be the potential gradient in 
Helmholtz layer. In the assumption that there are no voltage variations in the 
bulk electrolyte, the reference electrode potential Vref with respect to the 
potential of the liquid phase is constant Co and equal to the sum of these 




oC +A B S HV V V                                                                         (2.12) 
VB is a constant, so the Equation 2.12 could be expressed as:   
A S HV C V                                                                                (2.13) 




Figure 2-3: Energy band diagrams and related potential distribution through the thickness of 
the system metal-semiconductor-electrolyte upon polarization VA applied to the electrode 





The relationship between current and potential  
According to Smith et al. [5] porous silicon formation is not only controlled 
by the space charge region effect, which is mainly talked about by Gaspard et 
al.[33], but also influenced by the Helmholtz layer. The fundamental equation 
of the current is the general Butler-Volmer rate equation:   
[ ] [ ] [ ] exp( / )x y zf s Hi nFk Si HF p nFV RT                                     (2.14) 
for anodic over potentials greater than kT/q (or RT/nF). The symbols x, y, and 
z are the respective surface reaction orders for the silicon, HF, and ps (hole) 
surface concentrations. The symbol β is the symmetry coefficient, and kf is the 
reaction rate constant.  
 
Assuming [Si], x and β are constant, z = 1, a Tafel slope of 60 mV per 
decade of current then the IV relationship during porous silicon formation 
region can be written as:  
exp( )Ai C V                                                                                     (2.15) 





2.4 Silicon dissolution mechanism  
Passivation of the pore walls and passivity breakdown at the pore tips is the 
basic requirement for electrochemical pore formation. Models of the pore 
formation process would all explain the difference between pore tips and pore 
wall conditions. There are mainly two different mechanisms that have been 
proposed to explain the anodic silicon dissolution in HF as discussed below 
[34]. 
 
2.4.1 Quantum confinement model  
The quantum confined silicon structure is between the two extremes of a 
single atom and a large crystal: each atom shows specific, discrete energy 
levels for electrons. These levels are either empty or occupied by one or two 
(spin-paired) electrons according to the Pauli Exclusion Principle; if many 
atoms are bound together, for example in a crystal, their atomic orbitals 
overlap and form energy bands with a high density of states. A crystallite of a 
few hundred silicon atoms is large enough to have a rich electronic band 
structure but is still small enough to show an increase in the energy of an 
electron-hole pair (exciton) due to QC. 
 
The passivation at pore walls can be understood as an energy barrier to 
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charge transfer. The energy of electrons and holes increases if they are 
confined in a tiny volume [34], which effect becomes significant in silicon 
when the structural dimensions approach a few nanometers. The tiny 
structures become passivated against dissolution because additional energy is 







Figure 2- 4: Quantum confinement induced passivation of the silicon–electrolyte interface 
(top) and the corresponding band diagrams (bottom). 
 
In the early 1990‟s it is postulated that quantum carrier confinement is 
responsible for the formation of microspores on p-Si by Lehmann and Gosele 
[16]. The confinement occurs due to an increase in band gap energy and 
energy barrier caused by the quantum size porous structure, which prevents 
the carrier from entering the wall regions of PS [35]. Due to the quantum 
confinement the pore walls are depleted of carriers and thus do not dissolve 
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during anodization. Note that no electric field is involved – the energy barrier 
is a result of quantum confinement (QC) in the minute silicon structure. An 
inherent property of the QC model is that it not only the passive state of the 
pore walls but also the active state of the pore tips [34].  
 
Frohnhoff et al.[36] extended the quantum confinement model to 
account for the wide distribution of pore diameters of the PS formed on p-Si. 
In addition, quantum confinement is not only proposed to be responsible for 
the formation of microporous silicon, but also adopt by many groups to 
explain the many phenomenon observed on PS such as conduction and 
luminescence [37,38].  
 
2.4.2 Space charge region model  
Beale et al. [39] proposed a rather extensive comprehensive model on the 
formation of PS based on the extensive investigation of the anodic i-V 
characteristics in correlation with the current conduction mechanisms 
associated with silicon substrates of different types and doping concentration. 
Beale et al. proposed that the material in the PS is depleted of carriers and the 
presence of a depletion layer is responsible for current location at pore tips 
where the filed in intensified. Morphology and the size regime of PS structures 
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depend to a great extent on the way charge carriers transfer through the space 
charge region (SCR) at the pore tips. Charge transfer is limited by charge 
supply from the electrode in the pore formation regime and not by reaction 
kinetics or ionic diffusion. Therefore charge transfer across the SCR can be 
modeled using a Schottky diode with a non-planar interface as a solid-state 
analog for the electrode [34].  
 
For lowly doped p-Si the charge transfer is by thermionic emission and 
the small radius of curvature reduces the height of the Schottky barrier and 
thus increases the current density at the pore tips. For heavily doped materials 
the current flow inside the semiconductor by a tunneling process and depends 
on the width of the depletion layer. In this case the small radius of curvature 
results in a decrease of the width of the depletion layer and increases the 
current density at pore tips [39].  
 
2.4.3 Integration of Models  
Lehmann et al. has unified the theories on the formation mechanism of all 
types of PS [40]. The fundamental assumption of the unified theory is that all 
the surface of PS structure except for the pore tips is passivized due to the 
depletion of carriers. Different mechanisms are involved in the depletion zone 
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between the pores: depletion by quantum confinement for the nano-scale pores 
and depletion by formation of the space charge layer for all other PS having a 
pore size larger than a few nanometers. The depletion by the space charge 
layer is further divided into four groups according to the size of pores in 




Figure 2-5: Effects thought to be responsible for pore wall passivation (top row). Effects that 
can lead to passivation breakdown at the pore tip (middle row) and the resulting kinds of PS 
structure together with substrate doping type (bottom row) [40]. 
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Chapter 3 Experimental 
This chapter discusses the experimental procedures used for investigating the 
current-voltage characteristics and the impedance properties of silicon in HF 
electrolytes. Sample preparation, the electrochemical setup, data acquisition 
equipment and equipment drive software are all included.  
 
3.1 Sample preparation  
The wafers used in the experiment are all p type silicon with same parameters 
as follows: orientation <100>, Boron doped, 100mm in diameter and 
525±25μm thickness. The difference among the wafers is the resistivity which 
was measured accurately with four point probe. Before using the silicon 
sample for electrochemical measurements the silicon wafer needs to be 
cleaved to a desirable size, etched to remove the native oxide and an Ohmic 
contact made at back.  
 
3.1.1 Silicon wafer cleave 
For <100> wafer the orientation is indicated by flat. Cleaving along the lines, 
as indicated for each wafer orientation, can be performed by scratching the 
wafer at the edge with a diamond tip and bending it with tweezers as showed 
in detail in Figure 3-1. First press firmly down on the flat edge of the Si wafer 
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using a diamond scribe while lightly holding a wafer with tweezers on the 
opposite side. The wafer should break nicely in a straight line in half. Then 
Follow the same procedure as above to cut each of the above halves into two. 
Finally cut the Si wafer into the desired size for experiment, which in this 
work was 1 cm x 1 cm squares.  
 
 
Figure 3-1: Illustration of cleaving silicon wafer step by step: (a) break the whole wafer (b) 




3.1.2 Sample cleaning 
Prior to anodic measurement, the silicon samples are usually cleaned utilizing 
the following successive steps: expose the silicon surface to 10% HF 
electrolyte for 5 mins to remove the native oxide, rinse with deionized water to 
remove the residual hydrofluoric acid. This cleaning process is sufficient for 




3.1.3 Four point probe resistivity measurement 
It‟s necessary to get the accurate resistivity of the wafers for flat band potential 
calculation which is introduced in Chapter 4. Van der Pauw technique was 
utilized to measure the accurate value of the wafers as illustrated in Figure 3-2.  
 
 
Figure 3-2: Schematic of a Van der Pauw configuration used in the determination of the two 
characteristic resistances R vertical and R horizontal. 
 




s vertical horizontalR R R

    
 
The bulk resistivity ρ = Rs×d, in which the thickness of wafer d is 
525μm. The measured values of Rvertical, Rhorizontal, calculated silicon resistance 
Rs and resistivity ρ are listed in Table 3-1.  
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Table 3-1: The measured values of Rvertical, Rhorizontal, calculated silicon resistance Rs and 












1 0.0070 0.0065 0.03 500 0.0015 
2 0.020 0.015 0.08 500 0.004 
3 0.23 0.21 1 500 0.05 
4 0.97 0.85 4 500 0.2 
5 2.35 2.05 10 500 0.5 
6 18.4 17.3 80 500 4 
7 44.6 42.8 198 500 10 
 
3.1.4 Ohmic contact 
An Ohmic contact was applied to the backside of the silicon sample through a 
uniform layer of Galium Indium eutectic.  After the cleaning step, apply the 
liquid GaIn eutectic with a brush to the backside of the silicon sample to a 
uniform layer, then apply the sample to the working electrode set up showed 
in Figure 3-3. The working electrode setup which connects the working 






Figure 3-3: Steps of making Ohmic contact at the backside of silicon sample by applying GaIn 
eutectic. (a) Silicon backside (b) applying GaIn eutectic (c) ready for use sample 
 
3.2 Electrolyte preparation 
3.2.1. Electrolyte composition calculation  
Aqueous HF electrolyte solutions having 1 to 15 weight percent HF 
concentration were prepared by diluting 48% aqueous HF in 1:1 volume ratio 
of ethanol and deionised water. Electrolyte concentrations are reported in 
weight percent HF to be consistent with similar studies in the literature.  
 
Due to the density difference among the 48% aqueous HF, ethanol and 
deionized water, which are 1.15g/ml, 0.789g/ml and 1g/ml respectively, the 
volume percent is slightly difference from the weight percent. Table 3-2 list 
the volume of 48% aqueous HF, ethanol and deionized water needed for 




Table 3-2: The volume of 48% aqueous HF, ethanol and deionized water needed for different 












0.02 60 60 0.01 0.005 3.210 
0.10 60 60 0.05 0.022 3.212 
0.18 60 60 0.09 0.040 3.214 
0.25 60 60 0.13 0.058 3.216 
0.77 60 60 0.39 0.176 3.230 
1.00 60 60 0.51 0.229 3.236 
1.26 60 60 0.64 0.287 3.243 
1.78 60 60 0.90 0.404 3.257 
1.99 60 60 1.00 0.449 3.263 
2.29 60 60 1.15 0.517 3.271 
2.56 60 60 1.28 0.576 3.278 
2.83 60 60 1.41 0.636 3.285 
3.34 60 60 1.66 0.747 3.299 
3.62 60 60 1.79 0.807 3.306 
3.87 60 60 1.91 0.862 3.313 
4.40 60 60 2.16 0.976 3.327 
5.50 60 60 2.67 1.209 3.357 
8.00 60 60 3.79 1.725 3.423 
12.40 60 60 5.63 2.585 3.541 
17.15 60 60 7.45 3.451 3.668 
22.22 60 60 9.23 4.312 3.804 
27.69 60 60 10.98 5.174 3.950 
33.62 60 60 12.71 6.040 4.109 




The electrolyte solutions were made by pouring 48% aqueous HF, 
ethanol and deionized water into polytetrafluoroethylene (PTFE) beaker 
according to the calculated volume value in Table 3-2. The 48% aqueous HF 
should be the last one to be poured in and should be poured slowly along the 
sidewall of the beaker to prevent spill out for safety reasons (minimize 
temperate change due to hear of dilution). Finally 0.5 M of ammonium 
chloride would be added to the electrolyte to increase the conductivity of the 
electrolyte. To ensure proper mixing of the electrolyte a magnetic stirrer was 
used for about 1 hour. 
    
3.2.3 Safety consideration 
HF in its anhydrous form and in concentrated aqueous solutions is highly 
corrosive towards living tissue. Inhalation, ingestion or skin contact with HF is 
all extremely hazardous. For aqueous HF of high concentrations (>10%) or for 
elevated temperatures (above room temperature, RT), HF is in its most 
dangerous phase, the vapor phase. The liquid solution generates considerable 
amounts of HF vapor.  
 
In addition to the standard laboratory protection, such as safety goggles, 
chemically resistant butyl rubber gloves and a personal HF gas monitor with 
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audible alarm and a safety sensor for liquids, the respiration mask which is 




Figure 3-4: Illustration of necessary protection during deal with HF: A goggle, rubber gloves 
and 3M respirator mask, filter is changed after 8 hours. 
 
3.3 Electrochemical cell  
A three electrode PTFE electrochemical cell was utilized for all the 
electrochemical experiments presented in this thesis. The working electrode 
assembly consistent of three parts as showed in Figure 3-5. Before each 
experiment, the metal surface of part one needs to the polished with emery 
paper to make it flat enough for the silicon sample to lie on. Then load the 
silicon sample with GaIn eutectic at the backside and screw the cover part to 
make it a whole working electrode which has surface area of 0.017 cm
2
 as 
showed in Figure 3-6 (c). The counter electrode is a platinum mesh with a 
53 
 
geometric area of 1 cm x 1 cm.  
 
 
Figure 3-5: Illustration of the electrode (a) the base of the electrode (b) the cover part of the 
electrode (c) the whole working electrode 
 
The reference electrode used was a saturated calomel electrode (SCE) 
furnished with a polyethylene luggin capillary placed approximately 5 mm 
from the Si surface, helping to minimize the magnitude of the uncompensated 
solution resistance; it is not possible to place the reference electrode directly in 
the HF electrolyte as this attacks the glass leading to contamination problems. 
The reference electrode assembly is shown in Figure 3-6. The polyethylene 
luggin is attached to the barrel of a plastic syringe, two O-rings are placed 
over of SCE electrode at about ~0.5cm from its end, and this allows it to be 
used as the plunger in the syringe. Saturated potassium chloride is sucked into 
the syringe through the polyethylene luggin capillary and this serves as the salt 
bridge connection between the SCE electrode and the HF electrolyte. After 





Figure 3-6: Illustration of reference electrode (a) syringe barrel (b) SCE electrode (c) 
reference electrode for experiment (d) keep SCE electrode in saturated KCl. 
 
3.4 Characterization  
3.41 Electrochemical characterization 
ACM filed machine  
The majority of the electrochemical experiments were performed on ACM 
field machine with Sequencer V3 software (Figure 3-7). The ACM field 
machine combines a potentiostat, sweep generator and frequency response 
analyzer into a single piece of equipment, such that it is suitable for a number 
of experiments such as galvanostatic, potentiostatic, cyclic sweep, 





Figure 3-7: Computer monitored ACM filed machine for cyclic sweep, EIS, etc 
electrochemical experiments measurement. 
 
To obtain the IV curves, or cyclic voltammograms, the Si wafer 
samples were potentiodynamically polarized from -300mV towards 800mV ~ 




). The electrochemical EIS  
measurements were performed in the 10 mHz to 10 kHz range, by using a 10 
mV peak-to peak potential excitation at different potential points from -
300mV to 800mV~ 2500mV.  
 
During the measurement, the measured applied potential is the sum of 
potential dropped Si sample and part of the electrolyte between the sample and 
th eluggin capillary of the reference electrode as expressed by Equation 3.1. In 




measured Si electrolyteV V IR                                                                (3.1) 
 
The resistivity of the electrolyte (Relectrolyte) can be obtained EIS 
measurements, being the high frequency intercept on the real axis of a Nyquist 
plot. Figure 3-8 show a typical IV curve before and after compensation for iR 
drop. All IV curves presented in this thesis have been corrected for iR drop 
unless otherwise specified in the figure legend.   
 


































3.4.2 Structure characterization 
X-ray diffraction (XRD) 
XRD analysis was performed on a Bruker AXS D8 Advance Diffractmeter 
System with CuKa radiation. Standard θ~2θ scan was used to collect XRD 
spectra (Figure 3-8). Diffraction patterns with peaks and intensity of various 
crystallographic textures could be obtained and analyzed.  
 
The Bragg‟ law is the simplest and most useful description of crystal 
diffraction:  
2 sinn d                                                                                       (3.2)  
where n is the integer representing the order of diffraction, λ is the wavelength, 
d is the interplanar spacing of reflecting plane, and θ is the angle of the 
incidence and of the diffraction of the radiation relative to the reflecting plane. 
 
For a polycrystalline powdered material, if the individual crystal is less 







                                                                                               (3.3)                     
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where B is the peak width measured at half intensity (radians); λ is the X-ray 
wavelength; κ is the particle shape factor  which has a typical value of about 
0.9; and L is the diameter of the crystallites (Å). 
 
 
Figure 3-9: X-ray diffraction (Bruker AXS D8) 
 
Fourier transform infrared (FTIR)  
Fourier transform infrared (FT-IR) spectra were recorded on a Cary 600 Series 
FT-IR spectrophotometer (Figure 3-9). The sample chamber was purged for 5 
min with dried air to remove environmental moisture before measurement. 64 
scans were signal-averaged with a resolution of 4 cm
-1
 at room temperature. 
Infrared spectroscopy exploits the fact that molecules absorb specific 
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frequencies that are characteristic of their structure. These absorptions are 
resonant frequencies, i.e. the frequency of the absorbed radiation matches the 
transition energy of the bond or group that vibrates. The energies are 
determined by the shape of the molecular potential energy surfaces, the masses 
of the atoms, and the associated vibronic coupling. Thus, the frequency of the 
vibrations could be used to determine a particular normal mode of motion and 
a particular bond type of the sample. 
 
 
Figure 3-10: Fourier transform infrared (FT-IR) spectra (Cary 600 Series) 
 
3.4.3 Morphology characterization  
Scanning electron microscopy (SEM) 
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SEM system Zeiss Supra 40 was used to study the surface morphology of the 
PS sample (Figure 3-10). As silicon is a semiconductor, gold coating is usually 
not necessary before imaging. The beam energy was set to 5 ~10 keV. The 
pore diameter and pore depth could be analyzed by using different type of 
sample holder.  
 
 
Figure 3-11: Zeiss Supra 40 Scanning electron microscopy 
 
Atomic force microscopy (AFM) 
A dimension Icon Atomic Force Microscopy with ScanAsyst (Bruker AXS) 
was employed to study the surface morphology of PS (Figure 3-11). The AFM 
can be operated in three modes namely contact mode, tapping mode and non-
contact mode, according to the different contact of tip with sample surface. 
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Among the three operation mode of AFM, tapping mode is selected for my 




Figure 3- 12: Atomic Force Microscopy with ScanAsyst (Bruker AXS) 
 
SEM and AFM are used to help better understanding the surface 
morphology of porous silicon. However the thesis main body focuses on the 
electrochemical property of porous silicon formation, so there are no such kind 




Chapter 4 The Role of the Flat band potential in 
Porous Silicon Formation 
4.1 Introduction 
It is generally accepted that PS formation requires the semiconductor / 
electrolyte interface to be under depletion conductions, with electropolishing 
occurring once the bias is sufficiently positive to cause accumulation 
conditions [1,2]. It is thus logical to conclude that the transition between PS 
formation and electropolishing should occur at, or very close to, the flat band 
potential.  Unfortunately, the direct determination of the flat band potential or 
p-type silicon is a difficult exercise, with the Mott-Schottky technique yielding 
inconsistent values as the silicon / electrolyte interface deviates from idea 
behavior [1]. Alternative methods to determine the flat band potential include 
electroreflectance measurements [3-5] and high frequency resistrometry with 
and without illumination [1,6].
 
Although potentially more reliable than 
capacitance measurements these techniques are experimentally more 
challenging to setup, which when combined with the safety hazards of 
working with HF means that their use has been restricted to dilute solutions 
(typically 1 wt.%).  
 
In previous publication Wijesinghe et al [7] postulated that the flat 
band potential is marked on a typical IV curve by the end of exponential 
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region, rather than by the Jps peak as had been earlier suggested [7]. It having 
been reported by Zhang et al.[8] that complete coverage by PS can only be 
obtained in the exponential region with more positive potentials giving non-
uniform layers. Likewise, based on current transient measurements, Hasse et 
al. [9] tentatively identified the inflection point in the IV curve represents the 
first occurrence of oxide islands. In this chapter further evidence to support the 
notion that the flat band potential is marked by the end of the exponential 
region in the IV curve will be presented. 
 
4.2 Experimental procedure  
The p-type silicon wafers used were boron doped with (100) orientation with 
resistivity ranging from 1.5 x10
-3 Ω cm to 10 Ω cm, as determined via 4-point 
probe measurements from which the dopant densities were calcualted (Table 
4-1). The preparation of the samples and the HF containing electrolye as well 
as the assembly oif the three electrode chemical cell was as described in 







Table 4- 1: Type, resistivity and boron doping densities of silicon wafers used. 
Type Resistivity(Ω cm) Doping density 
P
++










































4.3 Results and discussion 
4.3.1 Determination of the measured flat band potential Vms 
In Figure 4-1 the current density of the forward sweep is larger than the 
reverse sweep, exspecially in the none exponential region, which means the 
forward sweep includes transient contributions associated with the potential 
sweep rate; despite an attempt to minimize these by choosing of a low sweep 
rate (5 mV s
-1
). The current axis is presented in exponential form as this 
allows the end of the exponential region to be determined as the point of 
maximum slope (Vms, Jms), as illustrated schematically for moderately doped 

































Potential vs. SCE/mV 








Figure 4-1: Typical anodic IV curve measured on a moderately doped (0.02 Ω cm) p-Si wafer 
in 1.66 wt % HF + 0.5 M NH4Cl solution showing both forward and reverse scans. Solid line - 
forward sweep, dash line – reverse sweep. 
 
Figure 4-2 shows the reverse swept IV curves for the various p-type 
resistivities in different HF concentrations, the basic attributes of which have 
been described in detail elsewhere [7,10]. (for detail of all the IV curves in 








































Figure 4-2: Typical IV curves for p-type silicon wafers of different resistivity in 1.66 wt %HF 
+ 0.5 M NH4Cl electrolyte.  0.0015 Ω.cm;  0.004 Ω.cm; ▲ 0.05 Ω.cm; ▼ 0.2 Ω.cm; ► 
0.5 Ω.cm; ◄ 4.0 Ω.cm;  10 Ω.cm. 
 
Table 4-2 displays the Vms values determined from both forward sweep 
and reverse sweep curves, from which it can be seen to shift positive with both 








Table 4-2: Influence of HF concentration and wafer resistivity on the potential of maximum 
slope (Vms) in the IV curves for silicon HF solutions (mV vs SCE): (a) Forward sweep; (b) 
Reverse sweep. 
(a) Forward sweep  
HF (wt %) 
Resistivity (Ω.cm) 
0.001 0.005 0.01 0.2 0.5 3 10 
0.05 -104 -91 5 30 35 115 130 
0.09 -110 -105 -62 10 43 90 110 
0.13 -131 -82 -71 34 41 45 40 
0.39 -139 -60 -30 43 47 43 51 
0.64 -107 -43 -22 57 69 151 100 
0.9 -111 -70 -34 75 68 75 126 
1.15 -110 -90 -14 28 50 66 100 
1.41 -105 -55 -9 26 37 68 104 
1.66 -121 -30 -27 46 74 95 150 
1.91 -116 -65 20 52 77 102 140 
2.16 -127 -75 -14 52 58 94 127 
2.67 -121 -72 -3 48 71 83 150 
3.79 -105 -78 -4 77 95 114 127 
5.63 -116 -68 13 84 94 156 170 
7.45 -112 -47 -3 84 94 135 103 
9.23 -95 -60 5 75 119 151 171 
11.0 -90 -54 10 67 119 155  
12.7 -105 -59 20 72 119 177  






(b) Reverse sweep 
HF (wt %) 
Resistivity (Ω.cm) 
0.001 0.005 0.01 0.2 0.5 3 10 
0.05 -140 -96 -68 -30 3 33 48 
0.09 -132 -80 -31 7 66 82 81 
0.13 -148 -100 -45 11 30 23 41 
0.39 -124 -30 -34 40 59 70 93 
0.64 -107 -40 32 57 73 151 156 
0.9 -106 -39 -12 104 99 109 150 
1.15 -110 -65 22 58 89 120 156 
1.41 -96 -65 32 63 99 135 166 
1.66 -90 -65 30 79 100 140 160 
1.91 -91 -75 30 68 99 135 160 
2.16 -106 -70 -14 78 94 150 158 
2.67 -110 -70 -3 68 104 150 181 
3.79 -100 -65 7 83 90 135 156 
5.63 -90 -70 12 94 114 140 170 
7.45 -91 -60 32 99 114 163 155 
9.23 -80 -44 27 85 150 160 - 
11.0 -90 -55 27 100 116 147  
12.7 -108 -60 45 118 124 151  
14.4 -80 -39 29 104 123 146  
 
Table 4-3 shows the influence of HF concentration and wafer 
resistivity on the current density at the maximum slope (Jms) in the reverse IV 
curves values of Jms, which were found to increase with increasing HF 
concentration, but independent of Si wafer conductivity. Figure 4-3 illustrate 
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the average value of Jms and standard diviations with HF concentraion. The 
phenomemon that the value of Jms increases linearly with HF concentration 
coincides with previous report [10], which Zhang et al. claim that is due to the 
diffustion control.  
 
Table 4-3: Influence of HF concentration and wafer resistivity on the current density at the 
maximum slope (Jms) in the reverse IV curves (mA cm
-2
). 
HF (wt %) 
Resistivity (Ω.cm) 
0.001 0.005 0.01 0.2 0.5 3 10 
0.05 0.02 0.01 0.02 0.03 0.04 0.04 0.03 
0.09 0.06 0.06 0.08 0.14 0.10 0.13 0.16 
0.13 0.25 0.25 0.15 0.33 0.32 0.33 0.32 
0.39 0.26 0.21 0.22 0.72 0.68 0.71 0.96 
0.64 0.46 0.20 0.34 0.43 0.83 0.94 1.76 
0.9 1.41 0.60 0.44 0.58 1.82 1.68 2.50 
1.15 1.78 1.22 1.00 0.96 2.00 2.33 2.60 
1.41 1.97 1.41 1.20 1.23 2.09 2.74 2.6 
1.66 2.56 1.50 1.32 0.83 2.18 3.02 2.75 
1.91 2.60 1.56 1.48 1.40 2.20 3.36 3.27 
2.16 2.62 1.79 1.72 1.87 2.35 3.54 3.85 
2.67 2.92 2.07 1.91 1.60 2.96 3.87 4.89 
3.79 4.62 3.85 2.61 2.57 3.00 4.33 5.11 
5.63 6.45 4.16 3.82 4.29 5.68 6.50 6.90 
7.45 7.75 5.90 5.86 4.60 7.00 8.00 8.63 
9.23 7.79 6.97 6.49 6.35 9.07 9.60  
11.0 9.97 10.30 9.50 8.63 10.78 11.2  
12.7 11.1 12.2 10.9 10.1 11.8 12.9  
14.4 12.2 13.0 11.9 10.9 11.9 13.1  
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Figure 4-3: Dependence of average measured current density at flat band potential Jms on HF 





4.3.2 Determination of the calculated flat band potential Vfb 
Assuming that the point of zero charge is independent of the silicon‟s 
resistivity for a given solution, the relationship between flat band potential and 
doping density is given by [11]:  





                                                      (4.1) 
where: VR is a constant reference potential given by the flat band potential of 
the hypothetical wafer with NA = Nv in the given environment; NA is the 
density of acceptors; Nv the effective density of states in the valence band 
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which for Si is 1.04 x10
19
 at 300K [12]; k is Boltzmann‟s constant; T is the 
temperature; and q is the fundamental charge.  
 
However, the determination of the flat band potential for p-type silicon 
is a difficult exercise, with the Mott-Schottky technique yielding inconsistent 
values. To date, the most reliable data appears to be that of Ottow et al. [1], 
who by using high-frequency-resistrometry obtained flat band potentials for p-
type and n-type silicon (both of 5 Ω.cm conductivity) that were consistent with 
one another according to the expected relation shown  in Equation (4.2):  
( )p nfb fb G C VV V E E E                                                             (4.2) 
where ∆EG is the band gap of bulk silicon and ∆EC and ∆EV are the gaps 
between the Fermi level and the conduction and valence band edges, 
respectively. The value that Ottow et al. obtained for the flat band potential of 
5 Ω.cm p-type silicon was +0.14 V SCE, and since these authors used the 
same etching conditions as in the present work, this value was used as a datum 
point to allow the V R of  Equation (4.1) to be calculated.In turn, Equations 
(4.1) was then employed to estimate flat band potentials for the seven samples 
with the same HF concentration 0.5 M cF used in the present work, which are 




The flat band potential is also a function of pH due to changes in the 
pzc and for a given resistivity [11,13]: 
–  0.059fbV C pH                                                                       (4.3) 
where the constant C is equal to the flat band potential at pH 0. Because HF is 




 , HF and (HF)2 





 , K2 = 0.259 mol dm
-3








HF + F-                                    (4.5)      
2HF 
3 (HF)2                                                                                             (4.6)                    
 
The composition of the HF electrolytes used in this work, as well as 
the 1 wt% used by Ottow et al.[1], in terms of fluoride species composition 
and pH were thus calculated (assuming that the equilibrium constants apply in 
EtOH/H2O mixtures) and are displayed in Table 4-4; the standard equilibrium 
constant for the dissociation of the NH4
+
 ions plus H2O into NH3 and 
hydronium ions is 5.5 x10
-10
., but these were found to have virtually no 




































0.05 0.0230 2.45 0.00355 0.0033 0.00023 0.018 0.0008 
0.09 0.0403 2.32 0.00475 0.0043 0.00049 0.030 0.0025 
0.13 0.0575 2.24 0.00570 0.0049 0.00079 0.042 0.0047 
0.39 0.173 2.01 0.00980 0.0070 0.0028 0.103 0.029 
0.64 0.288 1.90 0.0126 0.0080 0.0046 0.150 0.060 
0.9 0.403 1.83 0.0148 0.0086 0.0062 0.189 0.096 
1 0.500 1.81 0.0156 0.0087 0.0069 0.203 0.111 
1.15 0.518 1.78 0.0167 0.0090 0.0077 0.223 0.135 
1.41 0.633 1.74 0.0184 0.0093 0.0091 0.255 0.175 
1.66 0.748 1.70 0.0200 0.0095 0.0104 0.283 0.217 
1.91 0.863 1.67 0.0214 0.0097 0.0116 0.310 0.260 
2.16 0.978 1.64 0.0227 0.0099 0.0128 0.335 0.303 
2.67 1.21 1.60 0.0252 0.0102 0.0150 0.382 0.394 
3.79 1.73 1.52 0.0299 0.0106 0.0193 0.472 0.602 
5.63 2.59 1.44 0.0364 0.0110 0.0254 0.597 0.963 
7.45 3.45 1.38 0.0419 0.0113 0.0306 0.704 1.34 
9.23 4.31 1.33 0.0467 0.0115 0.0353 0.797 1.72 
11.0 5.18 1.29 0.0511 0.0116 0.0395 0.882 2.10 
12.7 6.04 1.26 0.0551 0.0117 0.0434 0.960 2.49 
14.4 6.90 1.23 0.0588 0.0118 0.0470 1.03 2.88 
 
With the pH values of all solutions, theoretical flat band potentials can 
now be calculated for the seven silicon wafers used in the present work in all 
the test solutions from Equations (4.3) and the flat band potential values in cF 
0.5 M solution as shown in Table 4-5; as with the Vms values Vfb can be seen to 
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shift positive with both increasing HF concentration and increasing resistivity 
of the p-type Si wafer used. 
 
Table 4- 5: Influence of pH and wafer resistivity on the calculated theoretical flat band 
potential (Vfb) for silicon in HF solutions (vs. SCE / mV) 
HF 
(wt%) 
   R(Ωcm) 
 
pH 
0.001 0.005 0.01 0.2 0.5 3 10 
0.05 2.45 -148 -120 -65 23 52 108 134 
0.09 2.32 -140 -112 -57 31 60 116 142 
0.13 2.24 -136 -108 -53 35 64 120 146 
0.39 2.01 -122 -94 -39 49 78 134 160 
0.64 1.90 -115 -87 -32 56 85 141 167 
0.9 1.83 -111 -83 -28 60 89 145 171 
1.00 1.81 -110 -82 -27 61 90 146 172 
1.15 1.78 -108 -80 -25 63 92 148 174 
1.41 1.74 -106 -78 -23 65 94 150 176 
1.66 1.70 -104 -76 -21 67 96 152 178 
1.91 1.67 -102 -74 -19 69 98 154 180 
2.16 1.64 -100 -72 -17 71 100 156 182 
2.67 1.60 -98 -70 -15 73 102 158 184 
3.79 1.52 -93 -65 -10 78 107 163 189 
5.63 1.44 -88 -60 -5 83 112 168 194 
7.45 1.38 -85 -57 -2 86 115 171 197 
9.23 1.33 -82 -54 1 89 118 174 200 
10.98 1.29 -80 -52 3 91 120 176 202 
12.71 1.26 -78 -50 5 93 122 178 204 
14.4 1.23 -76 -48 7 95 124 180 206 
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4.3.3 Relationship of Vms with Vfb 
Figure 4-4 shows plots of the calculated flat band potentials against the 
potentials maximum slope on the IV curves from both forward sweep and 
reverse sweep.  
 
It can be seen that nearly all the experimental points lie close to the 
solid line that represents the condition Vms = Vfb. The agreement is slightly 
better for Vms values taken from the reverse sweep than the forward sweep, 
with average deviations of 20 mV and 26 mV respectively.  The small 
differences can be accounted for from the experimental error in determining 
Vms and the precision of the reference flat band potential taking from Ottow et 
al [1] (quoted as 0.14 V vs SCE). Also it can be seen the largest deviations 
mainly come from the lowest HF concentration electrolyte from Table 4.2 
and Table 4.5. In addition, it can be seen that the 10 Ω.cm sample shows by 
far the worse agreement between the calculated with measured flat band 
values, which could be due to electropolishing starting to occur while p
-
 
silicon is still in depletion region. This is because according to Zhang et al. [8] 
for non-heavily doped p-Si the applied potential in the exponential region is 
still dropped across both the Helmholtz layer and the space-charge layer, 
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Figure 4-4: Reverse-Relationship between the measured potential at the maximum slope in the 
reverse IV curve against flat band potential for different doping densities in different HF 
concentrations The solid line is a straight line:  Vms= Vfb. (a) Forward sweep; (b) reverse 






The electrochemical characteristics of porous silicon formation on p-type 





) and HF concentrations (1-15 wt %). The transition from an exponential to 
a linear relationship between the applied potential and resulting current density 
has previously been shown to mark the potential above which it is no longer 
possible to obtain uniform PS coverage as well as the onset of the occurrence 
of oxide islands [8,9]. Here this transition potential was determined from IV 
curves by finding the point of maximum slope and compared to calculated 
theoretical flat band potentials. Excellent agreement was found between these 
two parameters confirming that flat band conditions occur at Vms rather than 
Vps as had previously been postulated. The data also confirms that PS 
formation requires the silicon / electrolyte interface to be under depletion 
conditions, with electropolishing initiating once the applied potential exceeds 
Vfb.   
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Chapter 5 Mechanism and Dissolution Rates of Anodic 
Oxide Films on Silicon 
5.1 Introduction 
Silicon dioxide‟s excellent dielectric properties mean that it is widely used in 
the manufacturing of microelectronics. Usually thermal oxides, either grown 
in dry O2 or in a wet H2O vapour atmosphere at temperatures above 900°C, 
are used [1]. However thermal oxidation has two main drawbacks; high 
thermal budget that inevitably leads to a smear-out of steep doping profiles 
and the restriction that thermal oxide can only be formed on bulk or 
polysilicon substrates [2]. Alternative methods of oxide formation such as 
chemical vapour deposition, liquid phase deposition and electrochemical 
anodization offer the advantage of a lower deposition temperature compared 
with thermal oxidation [1,2]. Anodic silicon oxides are usually formed in wet 
etchants based on HF [3]. 
 
The microelectronic industry also has a need to remove or thin silicon 
oxide layers and this is usually achieved by dipping in HF solutions. The high 
electronegativity of fluoride allows the strong Si-O bond to be broken. As a 
possible mechanism it has been proposed that the HF molecules react at the 
silicon surface by adsorption to the lattice Si–O bonds rather than by 
adsorption to the silicon hydroxyl groups terminating the silicon oxide surface 
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[5]. Several equations are available to describe the dissolution rate of thermal 
oxides in different electrolytes [6,7]. Nevertheless, these equations tend to be 
empirical, typically cubic functions of the HF concentration, so provide little 
insight into reaction mechanisms.   
 
Because the electrical performance of an anodic oxide is inferior to a 
thermal oxide, device-related applications of anodic SiO2 are limited to cases 
where the thermal budget is crucial, e.g. nuclear radiation detectors [4]. As a 
result of the limited applications, research on the anodic oxide dissolution 
rates has also been limited compared with that for the dissolution of thermal 
and chemical vapour deposition (CVD) formed oxides. Nevertheless, it is 
generally estimated that the dissolution rates of anodic oxide films are two 
orders of magnitude larger than the rates for thermal oxides [8-11]. For 
example, in 1% HF aqueous solutions the dissolution rates for thermal and 
anodic oxides have been reported to be 3.0 and 300 nm min
-1
 (0.05 and 5 nm 
s
-1
) respectively [12]. 
 
Electrochemical potentiodynamic polarization experiments are an 
attractive way to study both the growth and dissolution mechanisms of anodic 
oxide films on silicon. HF does not dissolve bulk silicon at any appreciable 
rate, therefore within the electrochemical polishing region the anodic oxide 
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dissolution rate should be related to the anodic oxide formation rate, which in 
turn is given by the anodic current density [9]. That is to say the anodic oxide 
dissolution rate should be related to the current density in the electropolishing 
region.  
 
In this chapter, IV curves for p-type silicon in HF are measured over a 
wide range of both wafer resistivity and electrolyte concentration in order to 
investigate the relationship between anodic oxide dissolution rate and HF 
electrolyte concentration. Based on the data obtained a possible mechanism 
for the rate determining step in the oxide dissolution process is proposed. 
 
5.2 Experimental procedure  
The electrical properties of silicon wafers used have already been given in 
Chapter 4 Table 4.1. The preparation of the samples and the HF containing 
electrolyte as well as the assembly of the three electrode chemical cell was as 




5.3 Results and Discussion 
5.3.1 Typical IV curves and the introduction of Jo 
Figure 5-1 shows a typical anodic IV curve for 0.2 Ω.cm p-silicon in 0.12 
wt % HF electrolyte; the basic shape of the IV curves was independent of both 
HF concentration range (0.01 to 15 wt%) and wafer resistivity (10
-3Ω cm to 10 
Ω cm). The transition from the second to third regions is marked by a peak 
(usually referred to as Jps) followed by a relatively constant plateau current 
density (Jo), a behaviour that is reminiscent of the passivation of metals and 
alloys [14]. In the case of passivation, the oxide film is very insoluble in the 
working medium so that the plateau current density arises mainly from 
thickening of the passive film (along with some capacitance charging).  
 
However, in the present case SiO2 is soluble in HF solutions so the 
situation is actually closer to the behaviour of the salt films that form during 
pitting and crevice corrosion [14]. In these cases the corrosion rate is 
controlled by chemical dissolution of the salt film and steady state conditions 
are achieved when the rate of corrosion (growth of the salt film) is equal to the 
film‟s dissolution rate, such that the observed current density reaches a plateau. 
That is to say it is believed that the plateau current density in Figure 5-1 
(marked as Jo) represents the situation where the growth and dissolution rates 
of the anodic oxide film on the silicon wafer are equal.  
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Figure 5-1: Typical anodic IV curve measured on a moderately doped (0.2 Ω cm) p-Si wafer in 
0.12 wt %HF + 0.5 M NH4Cl solution showing both forward and reverse scans. 
 
However it needs to be recognized that if the plateau current densities 
is recorded for both the forward and reverse sweeps; the value is lower on the 
reverse sweep as illustrated in Figure 5-1. Figure 5-2 shows that for HF 
concentrations less than 4 mol dm
-3 
the reverse plateau current densities were 
on average 80% of their forward counterparts, with a standard deviation of 
5%. However, at very high HF levels the difference between the two plateaus 
current densities decreased. The lower reverse plateau current densities mean 
that the assumption that the current density in J0 is solely due to anodic oxide 
growth is not strictly correct, but includes transient contributions associated 
with the potential sweep rate despite an attempt to minimize these by choosing 
of a low sweep rate (5 mV s
-1
). Unless otherwise stated the reported current 
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Figure 5-2: Influence of HF concentration on the relative magnitudes of the plateau current 
densities recorded during the reverse and forward scans for p-type silicon wafers.  0.0015 
Ω.cm;  0.004 Ω.cm; ▲ 0.05 Ω.cm; ▼ 0.2 Ω.cm; ► 0.5 Ω.cm; ◄ 4.0 Ω.cm;  10 Ω.cm. 
 
5.3.2 Anodic oxide formation / dissolution characteristics at Jo 
At potentials positive of the Jps current density peak the silicon‟s surface is 
believed to be covered by an oxide that is continuously being dissolved by the 
HF. The form of the oxide is still unclear with evidence for both a complete 
film [2] and for closely spaced islands with complete oxide coverage 
occurring only at the inflection point in the rise of the second electropolishing 
peak that appears at potentials beyond the positive limit of the present work 
[15]. The electropolishing process thus occurs in two steps, first the silicon 
electrode is anodically oxidized and then the oxide is chemically dissolved in 
85 
 
the HF [12]. The rate of the oxide growth in the plateau region is directly 
proportional to the anodic current density [9]:  
Oxide growth rate = o w
J M
nF
                                  (5.1) 
where Mw and ρ are the oxides molecular weight (60 g mol
-1
) and density 
(2.65 g cm
-3) respectively, n is the dissolution valence and F is Faraday‟s 
constant. If the anodic oxide film was SiO2 then the dissolution valance would 
be +4, but this is unlikely to be the case for the potential region of the present 
study where the oxide is believed to be in a hydroxylated form [16-17] and 
according to the work of Peiner et al. [18] the dissolution valance is close to 
3.5; this value will thus be used for the work presented in this thesis. 
 
Tables 5-1 and 5-2 show the dependencies of the plateau current 
density and the calculated oxide growth rate, respectively, on HF 








Table 5-1: Influence of HF concentration and silicon wafer resistivity on the plateau current 
densities (mA cm
-2
) recorded in the electropolishing region of the IV curves. 
HF (wt %) 
Resistivity (Ω.cm) 
0.001 0.005 0.01 0.2 0.5 3 10 
0.05 0.04 0.05 0.06 0.06 0.06 0.06 0.05 
0.09 0.17 0.19 0.20 0.21 0.18 0.21 0.21 
0.13 0.28 0.37 0.40 0.40 0.39 0.36 0.41 
0.39 1.00 1.24 1.28 1.42 1.20 1.11 1.16 
0.64 2.06 2.48 2.66 2.92 2.92 2.75 2.65 
0.9 3.06 3.25 3.44 4.02 4.05 4.14 4.22 
1.15 3.89 4.89 5.22 5.12 5.29 5.00 5.52 
1.41 5.05 5.29 5.40 6.06 5.79 6.22 6.73 
1.66 7.70 8.90 8.46 8.26 8.81 7.60 8.16 
1.91 8.10 8.86 10.67 8.90 9.39 9.54 10.44 
2.16 9.63 12.66 12.75 10.19 10.49 10.55 12.53 
2.67 15.80 15.38 17.72 13.00 12.85 15.53 14.29 
3.79 20.84 21.21 21.23 22.55 21.75 23.50 16.14 
5.63 32.56 35.78 40.36 43.67 38.01 40.69 40.15 
7.45 44.84 53.40 63.87 65.39 66.69 68.77 64.60 
9.23 85.51 89.01 94.62 109.64 97.04 108.89 103.12 
10.98 114.85 135.57 141.26 191.23 166.35 173.35  
12.71 174.82 163.68 166.21 265.62 287.89 217.52  







Table 5-2: Influence of HF concentration and silicon wafer resistivity on the anodic oxide 
growth / dissolution rate (nm s
-1
). Dissolution valance is assumed to be 3.5. 
HF (wt %) 
Resistivity (Ω.cm) 
0.001 0.005 0.01 0.2 0.5 3 10 
0.05 0.03 0.03 0.04 0.04 0.04 0.04 0.03 
0.09 0.11 0.13 0.13 0.14 0.12 0.14 0.14 
0.13 0.19 0.25 0.27 0.27 0.26 0.24 0.27 
0.39 0.67 0.83 0.86 0.95 0.80 0.74 0.78 
0.64 1.38 1.66 1.79 1.96 1.96 1.84 1.78 
0.9 2.05 2.18 2.31 2.70 2.71 2.78 2.83 
1.15 2.61 3.28 3.50 3.43 3.54 3.35 3.70 
1.41 3.39 3.55 3.62 4.06 3.88 4.17 4.51 
1.66 5.16 5.97 5.67 5.54 5.90 5.10 5.47 
1.91 5.43 5.94 7.15 5.97 6.30 6.40 7.00 
2.16 6.46 8.49 8.55 6.83 7.03 7.07 8.40 
2.67 10.59 10.31 11.88 8.72 8.62 10.41 9.58 
3.79 13.97 14.22 14.23 15.12 14.58 15.76 10.82 
5.63 21.83 23.99 27.06 29.28 25.48 27.28 26.92 
7.45 30.06 35.80 42.82 43.84 44.71 46.11 43.31 
9.23 57.33 59.68 63.44 73.51 65.06 73.01 69.14 
10.98 77.00 90.90 94.71 128.21 111.53 116.23  
12.71 117.21 109.74 111.44 178.09 193.02 145.84  
14.4 133.96 157.90 152.45 201.34 202.96 164.06  
 
It can be seen from Tables 5.1 & 5.2 that both J0 and the oxide growth 
rate increase with HF concentration and for the non-degenerate doped wafers 
are independent of resisitivity, which is consistent with the previously reported 
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behaviour of Jps [8]. However, for the two highest doped wafers both J0 and 
the oxide growth rate decrease with decreasing resistivity. This is consistent 
with the findings of Wijesinghe et al on the influence of wafer resistivity on 
Jps in 1 wt% HF diluted electrolyte, where it was explained that the lower bias 
required to oxidize high doped silicon means it is more difficult to break the 
Si-Si back-bonds thereby favouring electropolishing over porous silicon 
formation [8].  
 
If the assumption that in the plateau current density region the oxide 
growth rate is balanced by the oxide dissolution rate is correct, then the rates 
in Table 5-2 represent both these parameters. Support for this assumption 
comes from the work of Nicollian and Brews [9], who determined the 
dissolution rate of the anodic oxide formed on silicon in 1 wt% aqueous 
solution to be 5 nm s
-1
, which is in good agreement with values displayed in 
Table 5-2 for p-type silicon in the similar HF concentrations. 
 
It is difficult to envisage why the oxide dissolution rate should be 
dependent on the wafer‟s conductivity, so a more likely reason for the apparent 
lower oxide dissolution rates of the two most conductive wafers is that in these 
cases the dissolution rate exceeds the growth rate (Figure 5-3). That is to say 
the oxide is completely removed such that there are periods of time where no 
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dissolution is occurring. Indeed, for the two most conductive samples Figure 
5-3 shows that the current density starts to rise again after a short plateau 
region towards values concurrent with the more resistive wafers. This is 
consistent with the additional bias driving the oxide growth at a higher rate, 
thus the assumption that oxide growth rate is balanced by the oxide dissolution 
rate in the plateau current density region may not be valid for these degenerate 
wafers; it being likely that the dissolution rate exceeds the growth rate. 
Attempts to increase the bias further to ascertain if the most conductive 
samples would display a second current density plateau close to that of the 
other wafers were unsuccessful due to the onset of the transition to the second 
electropolishing peak as described by previous authors [2]. 
 



























Figure 5-3: IV curves for p-type silicon wafers of different resistivities in 0.64 wt %HF + 0.5 
M NH4Cl.  0.0015 Ω.cm;  0.004 Ω.cm; ▲ 0.05 Ω.cm; ▼ 0.2 Ω.cm; ► 0.5 Ω.cm; ◄ 4.0 
Ω.cm;  10 Ω.cm.. All curves are after compensation for iR drop. 
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5.3.3 The relationship of anodic oxide dissolution rate with HF 
concentration 
Figure 5-4 shows plots of the oxide dissolution rates against wt. % HF for the 
various doped wafers investigated. It can be seen that at low HF 
concentrations (< 6 wt%) there is an almost linear relationship between the 
dissolution rate and HF concentration. However, if the HF concentration is 
further increased the dissolution rate accelerates faster than expected and the 
linearity is lost. This is not surprising as previous work on thermal oxides has 
generated empirical relationships between dissolution rate and HF 
concentration of the form:  
2 3Dissolution rate ( ) ( ) ( )HF HF HFA C B C C C D                              (5.2) 
Where CHF is in wt. % and the constant A is approximately two and three 
orders of magnitude larger than the constants B and C respectively. The 
negative sign in front of the final constant D arises because extremely dilute 
HF solution do not etch the oxides at all. For example, data from different 
authors for thermal oxides are summarized by the equation [2]:    
 1 2 3Thermal oxide rate nm min 5.5 0.047 0.0065 2.5HF HF HFC C C    
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Figure 5-4: Dependence of the anodic oxide dissolution rate on HF concentration for 
differently doped silicon wafers; dashed lines are guides to the eye.  0.0015 Ω.cm;  0.004 
Ω.cm; ▲ 0.05 Ω.cm; ▼ 0.2 Ω.cm; ► 0.5 Ω.cm; ◄ 4.0 Ω.cm;  10 Ω.cm.. 
 
Although it has been demonstrated that the dissolution rate of anodic 
oxide films are two orders of magnitude faster than their thermal counterparts 
[1,2,10,11], a similar cubic functions to Equation (5.3) can be found to fit the 
plots in Figure 5-4; including the same order of magnitude ratios between the 
constant A, B and C. Nevertheless, such empirical fits are not very satisfactory 




5.3.4 Reactions and mass transport during anodic oxide 
dissolution 
The exact nature of the initial products of the oxide dissolution is unknown, 
but Kleboth [19] has shown that these can be considered to have the general 
formula SiFi(OH)j(H2O)k with i + j + k = 6. However, because the majority of 
surface Si atoms can be expected to have two back bonds to bulk O atoms and 
two hydroxyl terminal bonds the most likely dissolution product is 
SiF2(OH)2(H2O)2 or simply SiF2(OH)2 , such that the anodic oxide dissolution 
reaction can be written as: 
SiO(OH)2(s) + 2HF SiF2(OH)2(aq) + H2O                                        (5.4) 
 
In reality the reaction is more likely to lead to the rehydration of the 
oxide than to produce free H2O, with the whole process being facilitated by 
hydrogen bonding between the silicon oxide and HF speices (or HF2
-
 ions) as 
illustrated in (Figure 5-5). Note that because the wafers orientation is (100) a 
similar mechanism would exist if there is only a monolayer of hydroxide, 





Figure 5-5: Schematic illustration of possible anodic oxide dissolution mechanism involving 
attack by two HF molecules (or one HF2
-
 and one proton); dotted lines represent hydrogen 
bonding (Reaction 4). 
 
Virtually all dissolution reactions involve at least two steps, i.e. the 
actual chemical dissolution step in series with the mass transport of the 
products from, and/or reactants to, the surface, with the slowest step being rate 
determining. Therefore in cases where the dissolution is electrochemical in 
nature the current density (J) flowing will comprise a kinetic (Jk) and diffusion 
(Jd) component, related by the Koutecky-Levich equation [21-23]. 
1 1 1
=
k dJ J J
                                                     (5.5) 
 
In the present case the removal of the initial product of anodic oxide 
dissolution can occur not only by mass transport but also by further chemical 
reaction with the HF electrolyte in the immediate vicinity of the silicon‟s 
surface to produce the known final product H2SiF6. Of course this may also 
occur after the initial product has diffused to the bulk solution but in that case 
94 
 
it will not affect the overall oxide dissolution rate:  
SiF2(OH)2 + 4HF H2SiF6 + 2H2O                                    (5.6) 
 
This additional chemical removal route (contributing Jk’) acts in 
parallel to the mass transport route but remains in series with the dissolution of 





+k d kJ J J J
                                                  (5.7) 
 
However, as mentioned above in Section 5.3.1 the IV curves are 
reminiscent of a process controlled by chemical dissolution of a salt film, 
which means the rate limiting step is the removal of soluble products away 
from the immediate vicinity of the electrode‟s surface, that is Jk >> (Jd + Jk’) in 
Equation (5.7).  
 
Note that a dissolving salt film based mechanism is still consistent with 
the rotating disc electrode results of earlier workers [2,21-13], who concluded 
that under static conditions the electropolishing of silicon is mainly limited by 
95 
 
the mass transport of fluoride species to the surface, as it only requires a 
change in interpretation of the direction of movement of the rate controlling 
species. At high electrode rotation rates, as the mass transport rate increases 
the assumption that Jk >> (Jd + Jk’) would become invalid and the kinetics of 
oxide growth / dissolution step would start to limit the observed current 
density. Hence in a Koutecky-Levich plot the intercept at infinite electrode 
rotation rate has the same meaning, which is 
1
/Jk, regardless of the whether the 
mass transport process considered is fluoride to, or dissolution products from, 
the surface.  
 
With regards to the mass transport of the initial product away from the 
electrode‟s surface the use of 0.5 M NH4Cl supporting electrolyte should mean 
that the dominate form of mass transport is diffusion across the Nernst 
diffusion layer for all solutions. Under static conditions Fick‟s 1st law for 
simple linear diffusion yields: 





                                    (5.8) 





the surface and bulk concentrations of the active species and  is the thickness 
of the Nernst diffusion layer. For the case of a dissolving salt film c

 
represents a saturated solution and is thus much greater than c
∞
, so Equation (8) 
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                                                  (5.9) 
 
Although the assumption that the thickness of the Nernst diffusion 
layer is independent of concentration is not strictly valid the two main 
parameters that most influence  are the viscosity and density of the solution, 
have been shown to vary by less than 2% and 5% respectively at room 
temperature over the range of HF concentrations used, [2,24]. 
 
5.3.5 Relationship of anodic dissolution with electrolyte species 
As explained in Section 4.3.2, because HF is a weak acid dissociation leads to 




 , HF and (HF)2 species. More complex oligomeric 
fluoride species can also exist in concentrated HF with Jones and Penneman 
[26] reporting infrared spectroscopic evidence that these possibly exist above 
6 M (~12 wt%). However, Judge [27] reported that it is unlikely the higher 
oligomeric species are involved in the dissolution of thermal SiO2 oxides 
unless the concentration exceeds 10 M (~21 wt%), therefore these are not 




Table 4.4 displays the composition of ethanolic HF solutions over the 
concentration range presently investigated. It is clear that the dominate 
solutions species are HF and (HF)2, so it is likely that one or both of these are 
the reactive species. However, since previous studies based on HF + HCl 
mixtures have suggested that the main active species is undissociated HF [2, 
28-30], this species will be used for the analysis here. 
 
Under steady state conditions the surface concentration of the initial 
dissolution product will be determined by its rate of generation via oxide 
dissolution, Reaction (5.4), and its rate of removal by either mass transport, 
Equation (5.9), or further chemical reaction, Reaction (5.6):   
2 42 2 2 2
2 2
[ ( ) ] [ ( ) ]
0 ([ ] ) ( '[ ( ) ] ([ ] ) )
SiF OH D SiF OH






   

                     (5.13) 
Where k and k’ are the rate constants for Reactions (5.4) and (5.6) respectively 




 is a saturated solution it can be expressed in 
terms of its solubility product (Ksp) and reactants, assumed here to be HF 
















     (5.14) 
where the superscript ( refers to surface concentrations and the dissolution 




. Note that the second term remains as the sixth 
order of [HF] regardless of the form of the initial SiFi(OH)j(H2O)k product. 
Equation (5.14) suggests that the dissolution rate should be dominated by mass 
transport processes at low HF concentrations while chemical reactions become 
important at high HF concentrations. 
 
Furthermore, because the (HF)2 concentration is second order with HF 




 = 1.00), 
replacing HF in Reactions (5.4) and (5.6) with (HF)2 would only affect the 
values determined for the parameters Ksp and k’ in Equation (5.14) not the 
conclusions drawn about the oxide dissolution process. Likewise similar 




 ions as their concentrations also scale 
linearly with that of HF (except for when the total HF <0.1 wt%). 
 
Equations (5.4), (5.6) and (5.8) can also be used to define the steady 
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   

                  (5.15) 
where k is the rate constant for Reaction (5.4). Determining the steady state 
conditions for the HF molecules at the surface, 
[HF]
/t, is more complicated as 
the equilibrium reactions (5.10) to (5.12) need to be considered. Nevertheless, 
substituting Equation (5.13) in Equation (5.15) and rearranging reveals that the 
mass transport processes for the HF species and initial dissolution product are 
in parallel with one another while in series with the kinetic anodic oxide 
dissolution reaction (Reaction 5.4). 
22 2'([ ] [ ] ) 4 [ ( ) ] = 6 ([ ] )HF HF






              (5.16) 
 
Unfortunately Table 4-4 only shows the bulk concentrations of the 
possible reactant solution species, whereas Equation (5.14) requires 
knowledge of their surface concentrations. In an electrochemical experiment, 
under stagnant conditions, the difference between the bulk and surface 








Assuming that each HF unit, regardless of its species form, supports 
one electron transfer (n = 1) and using a typical value for  in stagnant 
aqueous solution of 10
-2
 cm [31] and the reported value for the diffusion 






 [2,23] allows c

 to 
be calculated for the range of HF concentrations investigated.  
 




ratio is >90% for all but the three most 
concentrated solutions, but even in these cases the ratio does not fall below 
~70%. Based on these calculations it is not unreasonable to assume that the 
HF surface concentration is close to its bulk value and as long as the rate 
constants for Reactions (5.10) to (5.12) are sufficiently fast to maintain their 
respective equilibrium this will be true for all solutions species. The bulk 
concentration values in Table 4-4 can thus be used in place of their surface 
counterparts in Equation (5.14). 
 





 ratios, including:  
(i) the value taken for  is only an order of magnitude estimate, if a larger 




 ratios would decline;  
(ii) the true value of n is the number of charges required for the dissolution 
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of each silicon atom (most likely 3.5) divided by the number of fluoride 
atoms in the initial dissolution product, which could vary from two for the 
SiF2(OH)2 species shown in Reaction (5.4) up to six for the final product in 
bulk solution SiF6
2-
, so the true value of n lies between 1.75 and 0.58; and  
(iii) the dissolution of the oxide will result in an increase in the local 
density at the interface, which in the case of the high dissolution rates 
observed at high HF concentrations could be significantly larger than the 
bulk density. Because the electrode is vertically aligned the difference in 
buoyancy between the surface and bulk solutions could cause convective 
stirring leading to a reduction in the thickness of the diffusion layer and a 




 ratios.  
 





 ratio close to unity as long as this ratio remains reasonably 












Table 5-3: Surface to bulk HF concentration ratios calculated from Equation (5.18). Assuming 












0.0230 0.05 0.0226 0.98 
0.0403 0.20 0.0387 0.96 
0.0575 0.37 0.0546 0.95 
0.1725 1.20 0.1631 0.95 
0.2875 2.63 0.2668 0.93 
0.4025 3.74 0.3731 0.93 
0.5175 4.99 0.4783 0.92 
0.6325 5.79 0.5870 0.93 
0.7475 8.27 0.6826 0.91 
0.8625 9.41 0.7886 0.91 
0.9775 11.26 0.8891 0.91 
1.2091 14.94 1.0918 0.90 
1.7250 21.03 1.5599 0.90 
2.5853 38.75 2.2811 0.88 
3.4500 61.08 2.9704 0.86 
4.3125 98.26 3.5409 0.82 
5.1750 153.77 3.9677 0.77 
6.0400 212.62 4.3706 0.72 
6.9000 251.74 4.9234 0.71 
 
5.3.6 The determination of the solubility and reaction rate  
At low HF concentrations the second term in Equation (5.14) can be neglected 
and Figure 5-6 shows plots of the oxide dissolution rates against [HF]
2
 for the 
solutions where CHF <1 mol dm
-3
, revealing linear relationships for all wafer 
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conductivities with an average least mean squared (R
2
) value of 0.986. From 
the average gradient for the five low resistivity wafers (assuming the above 





. The unusual units for Ksp are due to the dependence of the 
solubility of the anodic oxide on [HF]
2
 (Reaction (5.4) and Equation (5.14)), 
i.e. the solubility of the anodic oxide is 0.14 mol dm
-3
 in a solution with [HF] 
at 1 mol dm
-3
. Neither plots against first order [HF] nor third order [HF]
3
 
provided linear relationships with the oxide dissolution rate, confirming that 
the main initial dissolution product is SiF2(OH)2 rather than SiF(OH)3 or 
SiF3(OH). 
 





































 dm^-6  
Figure 5-6: Dependence of the anodic oxide dissolution rate on [HF]
2
 for different doped 
silicon wafers at CHF < 1 mol dm
-3
 with best fit linear lines;   0.0015 Ω.cm;  0.004 Ω.cm; 




According to Equation (5.14) the second term (chemical removal of 
the soluble products from the vicinity of the silicon‟s surface) should start to 
make a significant contribution at high HF concentrations. Figure 5-7 shows 
the relationships between the anodic oxide removal rates from the different 
conductivity wafers and [HF] for the whole concentration range investigated. 
As predicted from Equation (5.14) all the data fit expressions of the form 




. Table 5-4 displays the R
2
 values and the 
required fitting parameters, with the A values having already been determined 
from the low concentration plots in Figure 5-6. According to Equation (5.14) 
the B term should be equal to kKsp/A. Since the solubility product has already 
been determined from Figure 5-6 and the electrode‟s area is known the values 
in Table 5-4 can be used to calculate the rate constant for Reaction (5.4), 
















































Figure 5-7: Dependence of anodic oxide dissolution rate on [HF] for different doped silicon 
wafers with best fit lines (Equation 14);  0.0015 Ω.cm;  0.004 Ω.cm; ▲ 0.05 Ω.cm; ▼ 0.2 
Ω.cm; ► 0.5 Ω.cm; ◄ 4.0 Ω.cm;  10 Ω.cm.. 
 
Finally from the data in Table 4.4 it is found that when the (HF)2 
species are taken into account the relationship between CHF and [HF] is 
quadratic (Figure 5-8): 
CHF = 5.4[HF]
 2
 + 1.1[HF]                                       (5.18)           
 
Therefore if Equation (5.14) is written in terms of CHF, as reported by 
previous authors, it converts to a cubic equation of the form shown in 
Equation (5.2), although in this form the connection with the dissolution 
mechanism is lost. 
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values for fits shown in Figures 5-7and 5-8. The fitting parameters are displayed for oxide 
dissolution rates both in units of nm s
-1
 and in units of mol s
-1
. The A values were obtained 
from the low [HF] region shown in Figures 5-6. The data for the far right column was 
collected on the reverse sweep. From Equation (14) it can be seen that A = DKsp/δ and B = 
kKsp/A. 
Fitting parameter 
Silicon Wafer Resistivity (Ω cm) 
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Previous models based on rotating disc electrode experiments have suggested 
that anodic oxide dissolution is under mixed control, consisting of the kinetics 
of the oxide dissolution process in series with the mass transport of fluoride 
ions to the surface with the latter dominating at low rotation rates. However, 
the IV curves of silicon in ethanolic HF solutions in the first electropolishing 
region are reminiscent of a corrosion process control by the dissolution of a 
salt film, in which the rate of reaction is controlled by the removal of 
dissolved products away from the surface. Therefore in this work, conducted 
under stagnant conditions, it is proposed that rather than the movement of 
fluoride ions to the surface the mass transport component is the movement of 
the initial soluble products of the oxide‟s dissolution away from the surface. In 
this dissolving salt film model it is still expected that the kinetics of the in 
series oxide dissolution step would start to become rate limiting at high 
rotation rates, such that the dependency of the measured current density on 
rotation rate would be the same as that in the previous model based on the 
movement of fluoride ions.  
 
Recognizing that for the silicon anodic oxide films the removal of the 
dissolution products from the surface is not solely by mass transport but also 
by further chemical reaction with HF solution species, and reasoning that the 
108 
 
most likely initial dissolution product is either SiF2(OH)2(H2O)2 or simply 










                               (5.19)              
 
This relationship was found to hold for the for the whole concentration 
range investigated (0.01-15 wt%), regardless of whether the plateau current 
density in the first electopolishing region is recorded from the forward or 
reverse sweeps of the IV curve. The solubility of the initial dissolution product 
is dependent on the concentration of HF in the electrolyte and for [HF] equal 
to 1 mol dm
-3
 is found to be either 0.14 mol dm
-3
 if J0 is taken from the reverse 
sweep. 
 
Because there is a quadratic relationship between CHF and [HF], 
Equation (5.19) converts to the cubic equation usually reported by previous 
authors when written in terms of CHF. However, in this form the connection 
with the dissolution mechanism is lost, rendering it a less informative 
empirical fit. 
 
The main advantages of the new model based on a dissolving salt film 
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is that it is consistent with the Jps peak observed the IV curves and, by 
including the possibility of the soluble product being removed by further 
chemical reaction with HF solution species as well as by diffusion, it can 
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Chapter 6 Electrochemical Impedance Spectroscopy 
Investigation into Porous Silicon Formation 
6.1 Introduction 
Considerable research has been aimed understanding the mechanism of anodic 
dissolution silicon and the formation of PS in acidic fluoride electrolytes [1-4]. 
Electrochemical impedance spectroscopy (EIS) is particularly useful for 
investigating electrochemical processes as it is capable of separating 
interfacial processes that occur at different rates in the frequency domain. This 
yields a better insight into on the reaction mechanism of the electrode system 
and the roles each parameters plays [5].  
 
Early EIS investigations into PS formation were conducted by Koshida 
et al. over the frequency range 2 Hz to 10
5
 Hz who found that in the region 
where PS is formed the impedance response is dominated by a diffusion 
resistance [6]. Searson and Zhang then carried out detailed experiments to 
investigate the effect of potential in a wide frequency range, but only 
developed an equivalent circuit for the low current region where PS formation 
is either absent or occurs at a very low rate [7]. These authors ascribed a 
process resolvable at intermediate frequencies (approx. 0.1 to 100 Hz) to oxide 
formation as they could only resolve this feature during the transition region 
between porous silicon formation and electropolishing, as well as attributing 
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the inductance loop to the relaxation in coverage by intermediate species or 
pseudo-capacitive effects resulting from a reaction product layer [8].  
 
Ozanam et al. [9] used a rotating disc electrode to study the impedance 
response of p-type silicon in HF solution over a wide potential range from 
open-circuit up to 7.5 V. In the low potential range, relevant to the presented 
in this thesis, these authors generally agreed with in Searson and Zhang‟s 
earlier work [7, 8]. However, they did note that the appearance the inductive 
loop coincides with the onset of the anodic current and that the loop shifts to 
higher frequencies as the potential is further increased, but disappears above 
the so called Jps peak that marks the onset of pure electropolishing without 
any PS formation [10].  
 
Vanmaekelbergh and Searson derived a model to explain the 
impedance at the onset of anodic dissolution and ascribed the inductive loop to 
electron injection from a surface intermediate dissolution process into the 
conduction band [11]. Vanmaekelbergh and Erne later found that it is a 
common phenomenon inherent to anodic dissolution that the inductive 
impedance loop was observed at lower frequencies and the characteristic 
frequency of this loop is proportional to the current density [12]. Although 
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previous authors have observed considerable deviations in their EIS data on 
changing the HF concentration, these effects were not studied in detail [2]. 
 
It was demonstrated in Chapter 4 that the flat band potential (Vfb) is 
marked by a transition in the current density‟s dependence of the applied 
potential from an exponential relationship to a linear one. This knowledge has 
implications for the analysis of impedance data so the present paper presents 
an EIS analysis of the etching behavior of moderately doped p-type silicon in 
different concentrations of HF in potential regions negative of the Jps peak that 
marks the onset of pure electropolishing without any PS formation [10]. 
Although the findings presented in this chapter are similar to that of previous 
workers, there are some important differences that have implications for the 
understanding of the mechanism of Si etching, especially related to the early 
formation of a submonolayer of oxide/hyroxide. 
 
6.2 Experimental procedure  
The silicon wafers used in this experiment with resistivity of 0.004 Ω cm, 0.2 
Ω cm and 10 Ω cm had been shown in Chapter 4 Table 4.1. The anodizing 
electrolyte used have HF wt% from 0.2 to 1.66, the preparation which as well 
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as the assembly of the three electrode chemical cell were as described in 
Chapter 3. 
 
Prior to collecting the EIS spectra the silicon wafers were held at the 
desired potential for a period of 30 minutes, during which time the current 
density decreased to its steady state value which was recorded. EIS was 
performed over the frequency range 10 mHz to 10 kHz (ten points per decade), 
with a 10 mV peak-to peak sinusoidal perturbation. The EIS data were first 
tested with Kramers-Kronig transformation software to ensure that „„quasi-
steady-state‟‟ conditions had been obtained and then analyzed with the aid of 
Zview software (Scribner Associates Inc.).  
 
6.3 Results and discussion 
6.3.1 Steady current density 
Figure 6-1 shows the steady current density versus. potential curve recorded 
for p-type silicon in 1.66 wt% HF. As the potential is made more positive the 
current density raises exponentially (Tafel behavior) indicating electron 
transfer control. In this region the applied potential is dropped across both the 
space charge and electrochemical double layers and PS is thought to form 
without the presence of an oxide [12-15]. At a certain point the current density 
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switches from its exponential dependence on potential to a linear one as both 
PS and oxide formation occur [16, 17]. This transition is indicated on Figure 
6-1 and has been shown to mark the position of Vfb  [17]. At potentials positive 
of Vfb PS formation is accompanied by the formation of oxide islands, while 
positive of the potential that marks the peak in the current density (Jps) 
electropolishing occurs without PS formation [3]. 
 










































Figure 6-1: Steady current density vs. potential curve recorded for p-type silicon in 1.66 wt% 





6.3.2 Impedance plots 
Figure 6-2 shows impedance data for moderately doped p-Si during anodic 
dissolution at -65 mV in 1.66 wt% HF in both the Nyquist and Bode formats. 
At this potential only a very small anodic current density is flowing 
corresponding to a low etching rate. The Nyquist plot is characterized by three 
capacitance loops and one inductance loop, with the Bode plot confirming the 
presence of four time constants. The dashed lines on Figure 6-2 are the fits 
achieved when using the equivalent circuit shown in Figure 6-3, which 
comprises three sections in series:  
(i) a resistor (Rsol) that represents the sum of the resistances of the back 
contacts, the bulk of the silicon and the uncompensated solution 
resistance;  
(ii) a capacitor (Csc) and resistor (Rsc) in parallel due to the space charge 
region;  
(iii) and the components of the simple Randles equivalent circuit model, i.e. 
a constant phase element (Qdl) due to the double layer capacitance (Cdl) 
in parallel with a charge transfer resistance (Rct) representing the 
kinetics of the oxidation of the silicon and a Warburg element (Ws) 
representing mass transport of reactants to and/or products from the 
silicon‟s surface that may limit the silicon dissolution rate. The 
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Randle‟s circuit itself is in parallel with an inductance L and a further 
resistance (R0). 

















































































Figure 6-2: (a) Nyquist and (b) Bode plots for p-type silicon in 1.66 wt% HF recorded at -65 
mV vs SCE, showing four distinct time constants. The dashed lines are the fitting curves using 









Element Freedom Value Error Error %
Rsol Free(? -30.04 N/A N/A
Csc Free(+) 1.6738E-07 N/A N/A
Rsc Fixed(X) 0 N/A N/A
Cdl-T Free(+) 4.8171E-06 N/A N/A
Cdl-P Free(+) 0.85941 N/A N/A
Rct Fixed(X) 0 N/A N/A
Ws-R Fixed(X) 0 N/A N/A
Ws-T Fixed(X) 0 N/A N/A
Ws-P Fixed(X) 0.5 N/A N/A
Ro Fixed(X) 0 N/A N/A
L Fixed(X) 0 N/A N/A
Data File:
Circuit Model File: D:\HF centrantion change influence on IV impedance\HF1.66-R0.24-121227@\whole circuit.mdl
Mode: Run Fitting / Selected Points (0 - 0)
Maximum Iterations: 100
Optimization Iterations: 0
Type of Fitting: Complex
















Figure 6-3: Electrical equivalent circuit used to fit all EIS data. Rel represents the 
uncompensated electrolyte resistance; Csc and Rsc are the space charge capacitor and 
associated resistance; Cdl and Rct are the double layer capacitance and charge transfer 
resistance; Zw is a Warburg impedance; R0 and L are a resistance and inductor associated 





For the equivalent circuit, there is usually more than one kind of 
possibility. An extensive table of possible degenerated circuits has been 
presented by Fletcher [18]. For the present circuit the electrochemical 
inductance could be replaced by a negative differential capacitance in parallel 
with a negative differential resistance. However, it was found that analysis 
with the new degenerated circuit does not lead to many changes in the 
conclusion draw.  
 
6.3.3 Equivalent circuit 
The frequency dependence of the impedances of constant phase elements and 
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                 (6.2) 
in which Q and n are the prefactor and index of the constant phase element,  
is the angular frequency of the applied voltage perturbation, Cdl is the actual 
double layer capacitance value, Rw is the d.c. resistance of the Warburg 
element and 
w




The low frequency inductance loop is a common feature for anodic 
dissolution reactions that is usually assigned to an adsorption/desorption 
mechanism [20], although Chazalviel recently pointed out that potential-
dependent surface roughness can also  explain the phenomenon; for 
dissolution the change in surface roughness with potential (
dA
/dV) has the same 
sign as the change in current density (
dj
/dV) so represents  an inductance [21]. 
Both explanations can be shown to be consistent with the observations of Erné 
and Vanmaekelbergh [12] that the characteristic angular frequency of the 
induction loop (ωL) depends on the steady-state current density (jss) through 
the simple relationship: 
jss = eLNs                               (6.3) 
where e is the elementary charge and NS is a characteristic surface 
concentration. This simple relationship is not surprising as the time constant of 
a resistance and inductor in parallel is 
L
/R and for an electrochemical reaction 
R is inversely proportional to the current density. However, what is surprising 










The major difference between equivalent circuit in Figure 6-3 and 
those proposed by Ozanam et al. [9] is the use of the Warburg elements, which 
were absent from the earlier circuit. This is possibly because in Ozanam et 
al.’s work the electrode was rotated at 300 rpm, i.e. conditions where the 
current is mainly controlled by charge transfer kinetics, rather than the static 
currents used in the present work. Furthermore, it was found that the 
equivalent circuit shown in Figure 6-3 could be used to fit the EIS data 
generated over the potential range -100 mV vs. SCE to just prior to the 
potential of the Jps current density peak, for all HF concentrations investigated, 
whereas Ozanam et al.[9] proposed two distinctly different circuits for this 
potential range; one for the blocking regime and the other for the regime of PS 
generation. 
 
6.3.4 Effect of potential on equivalent circuit elements 
Table 6-1 shows the dependences of both the steady-state current density and 







Table 6- 1: The dependence of the steady state current density and equivalent circuit elements 
(Figure 6-3) on applied potential. 




























-300 0.0002 19 87 15300 0.47 1 269000 
- >10
3 >106 - -250 0.0003 16 97 16000 0.58 1 191000 
-200 0.012 12 100 5940 1.2 1 26000 
-100 0.06 16 310 268 7.1 0.83 511 437 46.3 9220 503 
-65 0.15 14 670 94 7.6 0.83 229 172 19.8 1880 208 
-30 0.30 13 1500 38 8.0 0.84 120 62 5.0 514 103 
5 0.69 13 - 0 10 0.80 72 34 2.8 162 64 
40 1.4 11 - 0 11 0.82 37 32 2.7 46 22 
75 2.5 10 - 0 16 0.84 20 24 1.6 15 8 
110 3.8 11 - 0 18 0.86 15 19 0.98 7.2 5.8 
150 5.5 9 - 0 26 0.86 13 13 0.74 6.1 6.9 
200 6.3 8 - 0 22 0.80 15 30 0.44 16 26 
1.11 
-300 -0.00045 12 78 8190 2.9 1 84400 
- >10
3 >106 - -250 -0.00006 13 81 7360 1.8 1 146000 
-200 0.00009 10 90 5620 0.74 1 177000 
-100 0.053 10 370 253 5.3 0.83 673 362 46.8 14000 647 
-65 0.13 15 1900 106 6.0 0.83 294 216 32.1 2690 245 
-30 0.26 12 2200 38 5.5 0.84 173 68 11.6 873 134 
5 0.51 14 - 0 7.1 0.80 105 54 4.7 318 83 
40 1.1 11 - 0 8.1 0.84 55 40 3.2 87 33 
75 1.7 9 - 0 12 0.84 31 34 1.7 32 17 
110 2.9 10 - 0 15 0.87 21 28 1.2 15 10 
































-300 -0.00024 15 77 8160 1.8 1 125000 
- >10
3 >106 - -250 -0.00004 14 79 7630 0.79 1 194000 
-200 0.0004 18 82 4000 1.6 1 19700 
-100 0.043 7 820 227 3.5 0.84 1010 175 53.9 28600 1050 
-65 0.10 8 3200 80 3.7 0.84 445 151 20.8 4920 389 
-30 0.23 12 4700 20 3.8 0.86 234 94 8.6 1230 194 
5 0.43 11 - 0 4.7 0.85 151 84 5.3 511 110 
40 0.74 9 - 0 5.6 0.87 100 80 3.8 224 62 
75 1.2 8 - 0 9.2 0.86 55 49 2.0 77 33 
110 1.8 8 - 0 10 0.87 53 58 1.7 83 38 
0.37 
-300 -0.00006 20 87 7136 1.4 1 414000 
- >103 >106 - -250 0.00001 21 96 6031 0.72 1 611000 
-200 0.0001 9 97 4464 0.72 1 90400 
-100 0.03 8 340 599 2.4 0.87 2950 108 44.1 172000 6670 
-65 0.07 5 2000 95 2.9 0.85 753 112 37.3 13800 686 
-30 0.14 8 1400 17 3.3 0.84 447 132 29.5 5010 370 
5 0.22 10 - 0 3.7 0.85 297 118 9.2 1860 206 
40 0.48 8 - 0 4.9 0.87 148 108 5.8 526 92 
75 0.80 8 - 0 5.6 0.89 104 93 3.5 227 60 
110 1.4 7 - 0 9.1 0.88 67 74 2.9 173 52 
0.19 
-300 -0.00006 15 80 8000 1.9 1 242000 
- >103 >106 - -250 0.00005 16 87 7450 0.87 1 443000 
-200 0.0002 11 92 4860 1.1 1 60800 
-100 0.021 10 700 140 1.6 0.86 2600 54 47.5 113000 3400 
-65 0.052 11 3600 39 1.7 0.89 1190 64 26.1 27000 1200 
-30 0.12 10 - 0 2.6 0.88 570 146 16.5 6360 450 
5 0.22 11 - 0 3.3 0.89 333 200 13.9 2270 237 
40 0.33 8 - 0 5.4 0.88 251 159 8.1 1770 154 































-300 0.00007 18  0 9.3E-07 1 231000 
 >10
3 >106  -250 0.00025 18  0 1E-06 1 106000 
-200 0.0018 14  0 1.1E-06 1 21400 
-150 0.74 17  0 2.2E-05 0.92 71 9.7 1.53 213 66 
-100 1.6 6  0 4.0E-05 0.80 39 12.4 0.89 66 44 
-65 2.5 5  0 3.9E-05 0.80 30 12.5 0.71 46 39 
-30 3.0 7  0 2.4E-05 0.87 28 21.0 0.88 44 34 
5 3.7 7  0 1.6E-05 0.93 22 24.7 0.79 38 31 
40 4.2 8  0 1.1E-05 0.97 22 32.1 0.72 58 51 
75 4.4 8  0 8.2E-06 1.00 23 67.5 1.20 122 88 
10 Ω.cm 




-200 0.0027 39 5.9E-08 2787 3.2E-06 0.97 5000 
-150 0.02 37 1.3E-07 740 5.2E-06 0.87 1100 
-100 0.06 31 1.3E-07 388 2.3E-05 0.83 284 
-65 0.10 34 3.1E-07 202 1.4E-05 0.90 151 
-30 0.18 36 3.4E-07 117 2.3E-05 0.82 82 
5 0.34 28  0 2.8E-05 0.73 56 101 12.2 240 69 
40 0.67 25  0 3.8E-05 0.73 30 61 8.7 102 31 
75 1.17 27  0 3.1E-05 0.81 20 52 5.8 40 21 
110 2.28 22  0 5.2E-05 0.86 9 46 5.5 13 9 
150 3.48 19  0 7.8E-05 0.85 6 35 2.7 7 7 
200 5.49 9  0 8.4E-05 0.63 12 24 0.7 10 19 
250 7.48 8  0 8.0E-05 0.61 11 18 0.5 14 36 






Elements at more negative potentials  
The space charge related elements are only observed at the more negative 
potentials, since as the potential approaches the flat band potential the depth of 
the depletion region at the p-type semiconductor / electrolyte interface 
decreases such that Rsc vanishes and the high frequency semicircle disappears.   
 
Likewise at potentials negative of -100 mV neither the Warburg 
element nor the inductance loop are observed in the EIS spectra. This is most 
likely because the time constants for these processes have become so long that 
their characteristic frequencies are now well below the 10
-2
 Hz lower limit 
used in the present work. If it is assumed that the values of the resistance 
elements associated with the Warburg and inductance loops (i.e. R0 and RW) 
remain at least at their -100 mV levels, then these two elements are no longer 
observable at frequencies above 10
-2
 Hz under the conditions L ≥106 H cm2 
and τw ≥10
3 
s. The large values of w and L are consistent with the very large 








Figure 6-4 shows the Mott-Schottky plot for the space charge capacitance with 




, which is in good 




 determined via 4-point probe 
measurements [7, 22]. The intercept of the Mott-Schottky plot, after correction 
for the double layer capacitance (assumed to be 1 µF cm
-2
), yields a flat band 
potential of 80 mV vs. SCE [23]. This is close to theoretical flat band potential, 
calculated to be of 70 mV vs SCE, as well as the potential for the transition 
between the exponential and linear dependences of the current density on the 
applied potential (Figure 6-1) [17, 24].  
 























Figure 6-4: Mott-Schottky plot for p-type silicon (0.2 Ω cm) in 1.66 wt% HF. 
128 
 
Double layer capacitance (Cdl) 
Table 6-1 shows that at the more negative potentials (where the “n” index of 
the CPE element is unity) the Cdl values are approximately 1 μF cm
−2
, which 
is an order of magnitude lower than expected for a metal electrode dominated 
by the Helmholtz capacitance (CH ). However, this low value for Cdl is 
consistent with previous reports for other hydrophobic semiconductors; the Si-
H terminated surface is hydrophobic and similar low Cdl values have been 
reported for it [25-27]. Natarajan et al. [28] also measured low Cdl values for 
Si in HF, suggesting that at potentials negative of the flat band potential the 
partitioning of the applied potential between the space charge layer and the 
Helmholtz layer dominate the electrochemical response for this system. In the 
present work the use of 1:1 EtOH:H2O as the solvent likely contributed to the 
low Cdl value, as this will have reduced the dielectric constant within the 
double layer (εEtOH = 24.5 and εH2O = 80). Although even for the most 
hydrophobic electrode this affect can only account for at best a factor of 3 of 
the missing order of magnitude. 
 
As the applied potential is made more positive the “n” index of the 
CPE element falls below unity, meaning that it is diverging away from ideal 
capacitor behavior, so Cdl values were calculated using Equation (6.1) at the 
frequency of the maximum of the corresponding semicircle in the Nyquist 
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plots. Figure 6-5 shows that Cdl increases as the potential is made more 
positive, likely due to both increasing surface roughness and increasing 
surface hydrophilicity as the silicon is partially oxidized. 
 















Potential vs. SCE/mV  
Figure 6-5: Potential dependence of the double layer capacitance in 1.66 wt% HF. 
 
Charges transfer (Rct) and zero hertz Warburg (Rw) resistances 
Figure 6-6 shows that Rct decreases logarithmically with increasing applied 
potential, which is consistent with the expected behavior of a charge transfer 
resistance in the Tafel region. When the applied potential exceeds the flat band 
potential Rct is seen to adopt a constant value close to 15 Ω cm
2
, indicative of a 
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process that is no longer controlled by charge transfer rates alone and is 
consistent with the onset of oxide formation [21].  
 
Figure 6-6 also shows that Rw has a similar behavior to Rct, furthermore 
at potentials well below the flat band potential Rw < Rct, which is consistent 
with charge transfer process being the rate determining step in PS formation. 
However, at potentials close to and slightly above the flat band potential the 
two resistors are approximately equal indicating a dissolution process under 
mixed control as the mass transport of species involved in the oxide 
dissolution reaction become more important [4, 17].  
 
One difference between the potential dependencies of Rct and RW is that 
the latter clearly loses its Tafel-like behavior at about 0 mV which rather than 
at the more positive flat band potential as is the case with the former. Once 
both Rct and RW adopt values almost independent of potential the IV curve can 
be expected to obey Ohms law rather than a Tafel response. That is to say the 
current density should vary linearly with the applied voltage, which is what is 
observed in the region immediately positive of the flat band potential (Figure 
6-1). At a potential of 200 mV vs. SCE the value of RW starts to rise again, 
consistent with increasing spread of oxide islands, causing the IV curve to go 

































Figure 6-6: Potential dependence of Rct and Rw in 1.66 wt% HF. 
 
Once the electropolishing region is reached the inductance loop is no 
longer seen and Rw becomes much larger than Rct, which is consistent with the 
etching rate being controlled by the oxide‟s dissolution rate. The Warburg 
element also shows more capacitive behavior as the potential is further 





(Figure 6-7). Note that within the 
electropolishing region the signal to noise ratio became very poor for 













































Figure 6-7: Nyquist plots for p-silicon in 1.66 wt% HF electrolyte at potentials within the 






The Warburg element’s time constant (Ws) 
(i) Diffusion layer thickness δ 
The time constant of the Warburg element is related to the thickness of the 




                                      (6.4) 
where D is the diffusion coefficient of the solution species involved in the 
dissolution reaction. Thus taking the reported value for the diffusion 







the diffusion thickness to be calculated [15, 29]. Typically for a redox reaction 
the diffusion layer thickness is expected to be in the region of 0.1 mm, but 
Figure 6-8 shows that at potentials where the current density is very low  is 
much greater than this and only decreases towards the expected value as the 
current density rises. A possible explanation for the large values of δ 
calculated at very low current densities is that under conditions of natural 
convection, as used in the present work, in the complete absence of 
electrochemical currents and temperature gradients the diffusion layer 
thickness can theoretically become infinite. However, increasing the current 
density will cause stirring and δ should decline toward a constant value 















Potential  vs. SCE / mV
 
Figure 6-8: Potential dependence of the diffusion layer thickness at the silicon’s surface in 
1.66 wt% HF. 
 
(ii) the origin of the Warburg element 
It is clear from Figures 6-2 and 6-6 that the Warburg element contributes 
significantly to the impedance spectra at potentials as low as -100 mV vs SCE, 
i.e. close to the onset of the anodic current density, and thus prior to the 
potential at which oxide islands are generally believed to form [13]. Previous 
investigations by Searson and Zhang [8] as well as Ozanam et al.[9] only 
reported the presence of an intermediate frequency process, in their cases a 
capacitance loop, after the deviation from Tafel behavior, i.e. above the flat 
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band potential, and thus assigned it to oxide formation. It is high likely that the 
Warburg element seen in the present work and the intermediate frequency 
capacitance loop reported by the earlier workers have the same source. There 
are thus three possible explanations for ZW: 
(a) Oxide is formed at the very beginning of the PS regime and the 
Warburg element arises from its growth and mass transport limited 
dissolution.  
(b) PS formation is partially mass transport limited even in the absence of 
any oxide, giving rise to the observed Warburg element. In this 
scenario oxide only appears at the flat band potential.  
(c) that the finite length Warburg is not related to the oxide, but rather to 
the mass transport of reactants (HF) to the silicon‟s surface. 
 
In support of the first explanation there is characterization evidence for 
the early appearance of the oxide from the in situ FTIR studies of Belaïdi el al. 
[30] who reported the presence of a submonolayer of oxide at the onset of the 
anodic current density and the photoelectron spectroscopy data of Lewerenz et 
al. [31] who, using a synchrotron light source, identified residual Si-OH 
complexes, but no SiO2, at the onset of PS formation. Indeed in the widely 
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accept PS formation proposed by Allongue et al.[32] allows for the formation 
of intermediate Si-OH species. 
 
For the second explanation, with the formation of oxide only occurring 
at the flat band potential, this is consistent with the switch in the behavior of 
RW from Tafel to a near constant value (Figure 6-6).  However, the equivalent 
circuit in Figure 6-3 fits the EIS data on both sides of the flat band potential, 
i.e. the appearance of the oxide does not result in a the appearance of new time 
constant in the EIS data. Furthermore, the meaning of ZW would have to 
smoothly change from the mass transport limitations of PS formation to those 
of oxide dissolution. Although it is possible that the RoxCox time constant of the 
oxide cannot be resolved from ZW and the species involved in the mass 
transport limitation of PS and oxide dissolution might be the same (e.g. HF), 
these conditions seem less plausible than early formation of small 
oxide/hydroxide islands. Thus the first explanation seems the more likely 
scenario.  
 
The discrepancy between the present work and that of Ozanam et al.
 
[9] 
can also be explained in the scenario with the formation of small 
oxide/hydroxide islands at the onset of PS formation. Since these earlier 
workers used a silicon rotating disc electrode, the increased mass transport 
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rates from which would have increased the oxide dissolution rate both 
delaying its detection by EIS to a more positive potential and causing the 
Warburg element to appear as a constant phase element.   
 
For the third possibility, that the finite length Warburg due to the mass 
transport of reactants (HF) to the silicon‟s surface, this would appear to 
contradict the assignment of the intermediate frequency elements by pervious 
authors[8, 9], but cannot be currently ruled out and so needs to be considered 
in the analysis of the EIS data. 
 
The polarization resistance Rp 
The actual values of R0 do not have a physical meaning as these are well 
known to vary with the magnitude of apply a.c. perturbation meaning, that the 
system is not linear [33]. For the circuit in Figure 6-3 the polarization 
resistance (Rp),  defined as the impedance that would be measured in the limit 

















However, given the ambiguities in the value of R0, care should be 
taking in assigning any physical meaning to the Rp values calculated. 
Nevertheless, it is commonly observed in systems without a Warburg element 
that (Rct - Rp)/Rp is approximately constant, so it is not surprising that the 
potential dependence of R0 is similar to Rct and Rw (Table 6-1).  
 
6.3.5 Relationship between the characteristic frequency of the 
Inductance ωL and steady state anodic current density Jss 
Figure 6-9 shows that for the Tafel region a linear relationship between the 
characteristic frequency of the inductance loop and the steady-state anodic 
current density exists, as expected from Equation (6.3), which yields a value 




. Although this is on the high end of what might be 
expected for a monolayer this is consistent with the very large surface areas 
found for PS. NS was found to be independent of HF concentration over the 
range 0.19 - 1.66 wt% and according to Table 6-1 the index of the constant 
phase element ascribed to Cdl starts to decrease at the same potential that the 
inductance loop appears. Together these two observations are perhaps more 
consistent with Chazalviel‟s explanation that the inductance loop results from 
a potential-dependent surface roughness factor than an adsorption/desorption 




Furthermore, sensitive in situ FTIR by researchers at the Centre 
National de la Recherche Scientifique (CNRS) have indicate that any 
intermediates involved in silicon dissolution either have surface concentrations 
below detection limits or are short-lived, which is not consistent with the 
seconds timescale of the inductance loop [30, 35, 36].  
 
At potentials positive of the flat band potential the linear relationship 
between the characteristic frequency of the inductance loop and current 
density is lost as the former adopts a constant value, although there is a 
considerable degree of oscillation for the HF concentrations >1 wt%; data 
points collected above Vfb for the various HF concentrations have been circled 
in Figure 6-9. From Figure 6-3 it can be ascertained that the characteristic 
frequency of the inductance loop is inversely proportional to Rct + Rw. Since 
both of these are approximately constant for potentials between Vfb, and that of 
the Jps peak, it is not surprising that the inductance loops characteristic 

























Figure 6-9: Characteristic frequency ωL of the inductance loop as function of the anodic 
current density for p-Si in different HF concentrations:  1.66%;  1.11%; ▲ 0.56%; ▼ 
0.37%; ♦ 0.19%. 
 
6.3.6 Effect of HF concentration on equivalent circuit elements 
The influence of HF concentration on the other circuit elements is shown in 
Figure 6-10 and most of these are easy to explain. The dependence of Cdl on 
the concentration can be explained, as the concentration of the electrolyte 
increases leads to an increase in the dielectric constant of the electrolyte, and 
hence Cdl, increases (Figure 6-10a). This effect may also contribute to the 
potential dependence of Cdl. The thickness of the diffusion layer, as 
determined via Equation (6.4), is found to be almost independent of HF 
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concentration (Figure 6-10b). This is because the two main parameters that 
most influence  are the viscosity and density of the solution, both of which 
vary by less than 2% over the range of HF concentrations used at room 
temperature [15, 37].  
 











































































Potential vs. SCE / mV 
 
Figure 6-10: Variation in the potential dependence of the equivalent circuit parameters (Fig. 
6-3) with HF concentration.  (a): double layer capacitance Qdl; (b) diffusion layer thickness δ; 
(c): Rct; (d) Rw. :  1.66%;  1.11%; ▲ 0.56%; ▼ 0.37%; ♦ 0.19%. 
 
In the Tafel region Rct decreases with increasing HF concentration, as 
does Rw above 0.0 V vs SCE (Figure 6-10c), with reciprocal relationships 
found between the two parameters at any given potential (Figure 6-11) that are 
consistent with the observed near first order dependence kinetics of the 
mechanisms for PS formation and mass transport limited oxide dissolution 
[15]. At potentials negative of -50 mV vs SCE RW is seen to increase with 
increasing HF concentration, with a linear relationship that goes through the 




The size of any oxide/hydroxide islands can be expected to decrease 
with increasing HF, so here RW cannot be reporting the increased resistance to 
ionic conduction through these. Instead it implies RW represents a process that 
gets slower as the HF concentration increases, for which a likely possibility is 
the steady state of growth/dissolution rate of the submonolayer 
oxide/hydroxide islands.  
 
However, it is worth noting that the transition in the behavior of RW 
from a parameter that increases with increasing HF concentration to one that 
shows the opposite trend occurs at approximately -50 mV vs SCE, which is 
negative of the Vfb but almost coincides with the potential at which the space 
charge elements (Rsc and Csc) are no longer measurable by EIS (Figure 6-10d 
& Table 6-1). Further investigations work is required to determine if there is a 
true correlation between RW and the space charge layer or if the present 




































Figure 6-11: Plots showing the reciprocal relationships between HF concentration and Rct at -
65 mV vs. SCE (triangles) and RW at +75 mV vs. SCE (circles). 
 














HF wt%  
Figure 6-12: Plot showing the linear relationship between RW and HF concentration at -100 




The manner in which the HF concentration influences 
dRW/dV at 
potentials negative of 0.0 V vs SCE is the hardest behavior to explain (Figure 
6-10d). On the one hand, for the most dilute HF solution RW increases with 
increasing potential, which is consistent with the increasing spread of 
oxide/hydroxide islands that is known to occur [13]. On the other hand, for 
more concentrated HF solutions 
dRW/dV is negative, which implies an increase 
in the growth/dissolution rate of the hydroxide/oxide islands. However, these 
last two sentences require RW to consist of two components in this potential 
range, one that represents kinetics the growth/dissolution of the 
oxide/hydroxides islands (that declines as the bias is increased) and one that 
represents the resistance to ionic conduction through these islands (that 
increases as the islands grow with potential); it is recognized that this 
explanation is far from satisfactory. Note that a model in which the finite 
length Warburg is simply assigned to mass transport of HF reactant to the 
silicon‟s surface, rather than to the formation of an oxide, also fails to 
adequately explain why the potential dependence of RW should vary with HF 
concentration. 
 
Finally, one outstanding concern in assigning ZW to the growth and 
dissolution of an oxide/hydroxide is that such a process should occur in 
parallel with PS formation, not in series as indicated in the equivalent circuit 
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shown in Figure 6-3. It is possible that this fact contributes to the difficulty in 
interpreting the behavior of RW at negative potentials. However, the equivalent 
circuit in Figure 6-3 already gives a good fit to all the EIS data so adding 
addition elements to represent resistance to ionic conduction through the oxide 
(Rox) and its mass transport limited dissolution (Zox) parallel to the present Rct 
would lead to excessive free variables in the fitting process. Furthermore, the 
two dissolution processes, i.e. via PS and oxide formation, are not independent 
of one another as they compete for the same surface area, which may be why 
they can be simulated by a single Rct and ZW in series.  Nevertheless, this 
means that the Rct values in Table 6-1 contain some fraction due to Rox, 
especially at high potentials or low HF concentrations. Likewise, ZW can be 
expected to contain a small contribution due to mass transport limitations in 
the rate of PS formation.  
 
6.3.7 Effect of silicon resistivity on equivalent circuit elements 
The influence of HF concentration on the other circuit elements is shown in 
Figure 6-13 and all of these could be explained in two aspects: the negative 
potential shift as resistivity is reduced and the dependence of fitting 
parameters on resistivity. Firstly with resistivity increased, Cdl δ Rct and Rw all 
shift towards more positive potential. Wijesinghe et al. [4] have done research 
on the influence of doping density on the current voltage curve, through which 
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they found that as the resistivity of the silicon is reduced the current-voltage 
curves show a negative potential shift, a phenomenon that is explained in 
terms of a corresponding shift in the flat band potential. So the potential shift 
of these parameters could also be explained by the corresponding flat band 
potential shift induced shift.  
 
For the dependence of fitting parameters on resistivity, most of these 
could be explained by the potential distribution difference among difference 
doping density samples. According to Zhang [3] the distribution of potential 
below Jps depends on doping density, for heavily doped silicon the potential is 
more dropped mostly in the Helmholtz layer for charge transfer reaction while 
for non-heavily doped silicon the potential is dropped across the space charge 
layer in addition to the Helmholtz layer.  
 
For Cdl, at low potential region the Cdl value of heavily doped silicon is 
largest, which could be explained that by the potential dependence of Cdl. For 
the two non-heavily doped samples the sample with larger resistivity has 
larger value of Cdl, which seems to be contradict to the previous statement. 
This is mainly due to the fact that Cdl is also a reflection of surface roughness 
and hydrophobicity. As it can be seen from Table 6-1 the index of constant 
phase element (n) of the 10 Ω.cm sample is lower than that of 0.2 Ω.cm 
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sample, meaning that Cdl in the 10 Ω.cm is sample diverging further away 
from the ideal capacitor behavior suggesting that it has a rougher surface 
consistent with a larger measured value.  
 
The diffusion layer thickness δ deceases with resistivity decrease as 
shown in Figure 6-13(b). The two main parameters that most influence , the 
viscosity and density of the solution, which should be independent of the 
silicon‟s resistivity. However as shown in the above content, in a stagnant 
stage the stirring increases with increasing current density which induced the 
decreased diffusion layer thickness δ. That is to say the diffusion layer 
thickness changes inversely with current density. As already know that the IV 
curves shift towards more positive potential with increasing silicon resistivity, 
the trend of which is inverse of the diffusion layer thickness.  
 
In the Tafel region Rct and Rw decrease as silicon resistivity is reduced 
(Figure 6-13c & d), this can also be explained by the differences in the 
distribution in the potential drops across the Helmholtz and space-charge 
layers for the various doping density samples. For the low resistivity samples 
the potential is mostly dropped in the Helmholtz layer where it drives the 
charge transfer reactions; but for larger resistivity samples an increasing 
fraction of the potential is dropped across the space charge region, effectively 
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reducing the potential drop across the Helmholtz layer inducing the larger 
measured Rct and Rw values.  
 



















Potential vs. SCE / mV 
 




































Potential vs. SCE / mV 
 



















Potential vs. SCE / mV 
 
Figure 6-13: Variation in the potential dependence of the equivalent circuit parameters (Fig. 
3) with silicon resistivity. (a): double layer capacitance Qdl; (b) diffusion layer thickness δ; 
(c): Rct; (d) Rw. : ■  p
++





Electrochemical impedance spectroscopy has been used to study the etching of 
p-type silicon in ethanolic HF solutions for the potential region between the 
onset of anodic current density and the Jps peak that marks the onset of pure 
electropolishing. It was found that the EIS data across this entire potential 
range could be fit to a single equivalent circuit for HF concentrations between 
0.2 and 1.66 wt% for p
++
, p and p
-
 silicon, with the silicon electrolyte interface 
being represented by a simple Randle‟s circuit in parallel with an inductor 
(Figure 6-3).  
 
The assignment of a high frequency semicircle to the space charge 
region was confirmed by a Mott-Schottky plot, which yielded an acceptor 
concentration and a flat band potential that were very close to the expected 
values for the 0.2 Ω cm p-type silicon wafer used.  
 
At potentials well below the flat band potential Rw < Rct, but as the flat 
band potential is approached the two resistors are approximately equal. This 
behaviour is consistent with the expected shift from predominately PS 
formation to electropolishing via oxide growth/dissolution under mixed 
control, confirming that the Warburg element arises from the presence of an 
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oxide. The dependences of Rct and Rw on HF concentration are also consistent 
with that expected for charge transfer and mass transport controlled processes, 
respectively. However, at negative potentials Rw increases linearly with HF 
concentration, a behaviour that is difficult to explain in a satisfactory manner. 
If the resistivity of the silicon samples is increased both Rct and Rw shift 
towards positive potentials and the measured values increase, which is thought 
to be due to a larger fraction of te applied ppotetnail being dropped across the 
space-charge layer rather than the Helmholtz layer.  
 
The appearance of the Warburg element at potentials negative of the 
flat band potential, i.e. at the foot of the IV curve, is interpreted as evidence 
that the formation of a submonolayer oxide/hydroxide occurs even in this 
region. Although previous EIS studies did not report any evidence of an oxide 
until potentials above the flat band potential these were mainly done with a 
rotating disc electrode, the increased mass transport rates from which would 
have increased the oxide dissolution rate delaying its detection by EIS to a 
more positive potential. The present EIS data is consistent with previously 
published spectroscopy data that show the presence of a submonolayer 




The low values for the double layer capacitance recorded in the PS 
forming region is attributed to the hydrophobic nature of the Si-H terminated 
surface, along with the use of 1:1 EtOH:H2O as the solvent that reduces the 
dielectric constant within the double layer as compared to a purely aqueous 
system. 
 
The behavior of the inductance loop was found to be consistent with 
the potential-dependent surface roughness model proposed by Chazalviel [21]. 
Given the extremely high specific surface areas obtained this is a realistic 
scenario for PS, especially when one considers the lack of spectroscopy 
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Chapter 7 Conclusion and Future Work 
7.1 Conclusion  
In this thesis, p-type silicon dissolution process was investigated by IV curves 
and impedance measurements. Through the measurement, issues including the 
position of the flat band potential, the relationship of anodic oxide removal 
rate with electrolyte species, and equivalent circuit for the whole dissolution 
process are discussed over a wide range of resistivity and HF electrolyte 
concentrations. Conclusion of all the issues are showed as follows separately.  
 
In chapter 4, which is a study on the role of the flat band potential in 
porous silicon formation it is postulated that the flat band potential is marked 
on a typical IV curve by the transition from an exponential to a linear 
relationship between the applied potential and the resulting current density. 
Here this transition potential was determined from IV curves by finding the 
point of maximum slope and compared to calculated theoretical flat band 
potentials. Excellent agreement was found between these two parameters 
confirming that flat band conditions occur at Vms rather than at Vps as had 
previously been postulated. The data also confirms that PS formation requires 
the silicon / electrolyte interface to be under depletion conditions, with 
electropolishing initiating once the applied potential exceeds Vfb.   
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In chapter 5, the electropolishing of p-type silicon in hydrofluoric acid 
was examined over a wide range of resistivities and HF concentrations by 
potetniaodynamic polarization. In the electropolishing region of the IV curve, 
the growth and dissolution rates of anodic film are equal at the plateau current 
density, enabling the rate of oxide dissolution is determined. It was revealed 
that even though the anodic oxide dissolution rate increases with HF 
concentration, the relation between the two parameters is not linear. Instead a 
cubic relation is found that has the same form as previously reported for 
thermal oxide removal rates.  Unfortunately, such empirical fits are not very 
satisfactory and provide no useful mechanistic insights. However, a closer 
inspection of the data reveals that the loss of linearity between oxide 
dissolution rates and HF concentration can be explained if the rate determining 
step is the mass transport of the products of oxide dissolution away from the 
silicon‟s surface and its further reaction with the electrolyte. It is shown the 












Based on these rate equations, possible mechanisms for the rate 
determining step in the dissolution of anodic silicon oxide in HF are proposed, 
something not possible from the empirical relationships previously reported.  
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In chapter 6, EIS is used to study the etching of p-type silicon in 
ethanolic HF over the potential region where porous silicon forms. The 
impedance data fits a single equivalent circuit for all HF concentrations and 
silicon type of p
++
, p and p
-
. The appearance of a Warburg element at 
potentials negative of the flat band potential is interpreted as evidence that a 
submonolayer of oxide/hydroxide islands form in the Tafel region. Although 
this is contrary to previous studies it is consistent with published spectroscopy 
data. The low values for the double layer capacitance recorded in the PS 
forming region suggest that for this system the partitioning of the applied 
potential between the space charge layer and the Helmholtz layer dominate the 
electrochemical response at potentials negative of the flat band potential. 
Interpretation of the resistive components of the circuit are in line with the 
known mechanism of etching, that is charge transfer changing to mixed 
control as the potential is made more positive and oxide dissolution becomes 
rate determining. 
 
In summary, the thesis mainly investigate on electrochemical 
formation mechanism of porous silicon through EIS and IV. The parameters 
determined are connected with each other by the PS formation mechanism as 























































































































Potential vs. SCE/mV 














Figure 7- 1: EIS and IV of typical p-Silicon HF electrolyte with, below, the charge distribution 
and band edge corresponding to different regions.  
 
Porous silicon formation region: Vms , Vfb  and Rct , Rw 
IV: during porous silicon formation, the flat band potential Vfb is believed set 
at the transition region of porous silicon formation and electropolishing. When 
connecting with the IV curve shape, exponential relationship refers to porous 
silicon formation while linear relationship is more about oxide formation. Vms 
is a parameter measured from the IV curve at the transition point of 
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exponential to linear, which is also the transition from porous silicon to oxide 
formation. An linear agreement was determined for Vms and Vfb.  
 
Charge distribution and band edge: at potential below the flat band 
potential, the space with the negative charge is depleted of holes with negative 
excess charge from donors in silicon compensated for by a positive counter 
charge at the interface from ions in the electrolyte. At the flat band potential is 
the potential of zero charge for the electrode. The negative charge of the 
immobile donor states in silicon electrode is compensated by the positive 
charge of the mobile holes with the energy position of the band edges are flat. 
 
EIS: the EIS data in this region is characterized by one single double 
layer capacitance loop, one intermediate capacitance loop, and an inductance 
loop. The intermediate capacitance loop is represented by a Warburg element 
Ws, which is interpreted arising from the growth and mass transport as oxide 
formation at the beginning of porous silicon regime. The charge transfer 
resistance Rct is larger than Warburg resistance Rw below the flat band 
potential Vfb, while are proximately equal above the flat band potential, 




Electropolishing region: Jps and Jo 
IV: the peak current density Jps is seen as the transition point to pure 
electropolishing region, beyond the potential of which, it is believed that on 
porous silicon formation occurs. In this region A current plateau Jo is reach, 
where anodic oxide formation rate is believed equal to dissolution rate. The 
reaction rate is proposed to be determined by the mass transport component is 
the movement of the initial soluble products away from the surface.  
 
Charge distribution and band edge: in this region the silicon has a 
positive excess charge of holes which are accumulated near the interface, 
compensated by a negative charge of ions at the interface. The positive excess 
charge situation has a much smaller extension into space and results in a 
downward band bending.  
 
EIS: the inductance loop in no longer seen from the EIS plot and Rw 
becomes much larger than Rct, which consistent with the etching rate being 




7. 2 Future work  
There are still some aspects which need further consideration and future work.  
 
It should be pointed out that the agreement between the measured flat 
band potential and the calculated ones was found for the p type silicon 
resistivity with resistivity from 0.001 Ω cm to 10 Ω cm and HF concentration 
from 1% to 15%. However, it was found that the deviation of the measured 
flat band potential from the calculated ones increases for those measured at the 
lower HF concentration electrolyte. Further research is needed to examine 
whether this is due to the inaccurate estimate of electrolyte species, especially 
for H
+
 in diluted electrolyte, or another cause.  
 
Through the impedance measurements it is postulated that a 
submonolayer of oxide/hydroxide islands form in the Tafel region due to the 
appearance of a Warburg element at potentials negative of the flat band 
potential. However more in-situ spectroscopy experiments, such as in-situ 
FTIR and in-situ Ramen, are needed to examine the oxide formation starts 
before or after the flat band potential. Although the hazardous properties of 





A.1 Reverse IV curves  
The following figures show the reverse swept IV curves for the various p-type 
resistivities in different HF concentrations. 
 
































































































































































































































































































































































































































































































































































































































Figure A-1:  IV curves for p-type silicon wafers of different resistivity in 0.5 M NH4Cl with the 
addition of HF (in wt %) (a) 0.05% HF; (b) 0.09% HF; (c) 0.13% HF; (d) 0.39% HF; (e) 
0.64%; (f) 0.9% HF;  (g) 1.15% HF; (h) 1.41% HF; (i)  1.66% HF; (j) 1.91% HF; (k) 2.16% 
HF; (l)  2.67% HF; (m) 3.79% HF; (n) 5.63% HF; (o) 7.45% HF; (p) 9.23% HF; (q) 10.98% 
HF; (r) 12.71% HF; (s) 14.4.23% HF;  0.0015 Ω.cm;  0.004 Ω.cm; ▲ 0.05 Ω.cm; ▼ 0.2 
Ω.cm; ► 0.5 Ω.cm; ◄ 4.0 Ω.cm;   10 Ω.cm. 
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