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An asymptotic unfolding of a dynamical system near a rest point
is a system with additional parameters, such that every one-
parameter deformation of the original system can be embedded
in the unfolding preserving all properties that can be detected by
asymptotic methods. Asymptotic unfoldings are computed using
normal (and hypernormal) form methods. We present a simpliﬁed
and improved method of computing such unfoldings that can be
used in any normal form style.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The notion of a universal unfolding of a dynamical system near a rest point has been deﬁned in
several ways. Most deﬁnitions begin with an equivalence relation on the ﬂows of dynamical systems
that is intended to express when two ﬂows have “the same behavior.” Next, a topology is placed on
the set of systems to express when two systems are “close.” Finally, a universal unfolding of a system
is deﬁned as a system containing parameters, that reduces to the original system when the parameters
are zero and exhibits all possible behavior for systems close to the original one as the parameters are
varied in a neighborhood of zero. The codimension of the original system is the smallest number of
parameters that will suﬃce for a universal unfolding. Most such deﬁnitions fail for most dynamical
systems, in the sense that a universal unfolding does not exist. The system is then said to have inﬁnite
codimension.
An alternative approach, which we call an asymptotic unfolding, was introduced by Elphick et al.
in [4], in an ad hoc manner for speciﬁc examples. Murdock gave a precise deﬁnition of this kind of
unfolding and a general computational procedure in [5]. The present paper is a new self-contained
exposition that removes the limitations of the version in [5] (and corrects a mistake in [7, §6.4]).
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686 J. Murdock, D. Malonza / J. Differential Equations 247 (2009) 685–709Suppose that x˙ = f (x) is a smooth (C∞) dynamical system on Rn with f (0) = 0, so that the origin
is a rest point of the ﬂow. An asymptotic unfolding of grade g , or g-unfolding, of x˙ = f (x) is a system
x˙ = F (x,μ1, . . . ,μr) containing a ﬁnite number of real unfolding parameters, such that:
1. F (x,0, . . . ,0) = f (x), that is, the unfolding reduces to the original system when the parameters
are set to zero.
2. Given any one-parameter family x˙ = ϕ(x, ε) with ϕ(x,0) = f (x), there exist functions μ1(ε), . . . ,
μr(ε) such that x˙ = ϕ(x, ε) can be transformed (by an allowable coordinate change to be de-
scribed in a moment) into a system that has the same Taylor series as x˙ = F (x,μ1(ε), . . . ,μr(ε))
up to degree g + 1 in the components of x.
Allowable transformations are coordinate changes of the form x = y + u(y, ε) in which every term
of the Taylor expansion of u is either at least quadratic in y or at least linear in ε, so that
x = y+O(‖y‖2)+O(ε). After performing such a transformation we always replace y by x, so that the
transformed system is viewed as a new system in the original variables. Asymptotic g-unfoldings al-
ways exist and the codimension (number of unfolding parameters) is ﬁnite, although it may approach
inﬁnity as g is increased.
Notice that this deﬁnition does not begin with an explicit equivalence relation on the ﬂows of
dynamical systems and does not use an explicit topology (but rather a small parameter) to deﬁne
closeness of systems. Also the deﬁnition (as well as the rest of the theory) does not make any use of
transversality theory, so we avoid language such as “versal” and “miniversal.” In [5] it was shown that
there does exist an equivalence relation on the ﬂows with respect to which an asymptotic unfolding
exhibits “all possible behavior” for perturbations of the original system. Two systems of the form
x˙ = ϕ(x, ε) are g-equivalent if they have in common all properties that are (g + 1)-determined, that
is, all properties that remain unchanged if ϕ is modiﬁed leaving its (g + 1)-jet, or power series up
to grade g , unchanged. Then the universality of the g-unfolding is stated as follows: Every system
x˙ = ϕ(x, ε) with ϕ(x,0) = f (x) is g-equivalent to the g-unfolding x˙ = F (x,μ1, . . . ,μr) when the μi
are replaced by suitable functions of ε. For further discussion of g-equivalence we refer to [5, pp. 156–
158], although that paper is otherwise superseded by this one.
Admissible transformations are near-identity transformations in two senses: the allowed pertur-
bations of the identity are small (at least quadratic in the coordinates) near the origin and small (at
least linear) in the perturbation parameter ε. The natural machinery for using near-identity transfor-
mations to simplify dynamical systems is normal form theory, but here we have normal form theory
in a bigraded context. The two gradings are “degree minus one” in x, which we simply call grade, and
(ordinary) degree in ε, which we call order. The use of grade rather than degree (in x) is standard in
normal form theory because it makes the space of vector ﬁelds into a graded Lie algebra.
In Section 2 we review normal form theory in the singly-graded setting. The bigraded version is
given in Section 3. Section 4 shows how to compute asymptotic unfoldings when the linear part of f
is nonsingular. In the singular case, an additional reduction in the number of parameters is achieved in
Section 5 by one step of hypernormalization. Easy examples are contained within Sections 4 and 5, but
Section 6 contains a more diﬃcult example worked out in two different normal form styles. (A normal
form style is a choice of complement to the image of the homological operator, as discussed below.)
Appendices A–E give additional information on the two normal form styles used in our examples.
There are two previous expositions of asymptotic unfoldings, [5] and [7, §6.4]. These were limited
in that the unfoldings could only be computed using a nonstandard normal form style. This restriction
is removed in the present paper (by using a larger class of transformations in the hypernormalization
stage), and the resulting theory is much more natural. Some confusion of terminology arose because
the “simpliﬁed normal form style” used in [5] differs slightly from the style with the same name
in [7]. The one in [5] is now unnecessary and has no advantages, so when we say simpliﬁed normal
form style here we mean the one in [7], which has proved its usefulness and has been used by other
authors. The confusion of terminology led to an error in [7, Lemma 6.4.3], which is true for the
“simpliﬁed” style of [5] but can fail in unusual cases for the simpliﬁed style of [7]. This lemma is not
needed in the present treatment.
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differential equations) x˙ = f (x), with a rest point at the origin ( f (0) = 0), expanded in a formal power
series
x˙ = Ax+ a1(x) + a2(x) + · · · , (1.1)
where ai is a homogeneous vector polynomial of grade i in x1, . . . , xn and A = f ′(0) is an n × n
matrix. We assume throughout this paper that A is in Jordan canonical form, and use the symbol Vi
to denote the space of homogeneous polynomial vector ﬁelds of grade i that are appropriate for A.
Thus if A is real, Vi will be a space of real vector ﬁelds, and if A is complex, Vi will be a space of
complex vector ﬁelds satisfying the usual reality conditions (expressing that the system is real in the
original coordinates, before putting A in Jordan form).
Consider now a perturbed system in the form x˙ = f (x) + εg(x, ε). To simplify the notation, we
suppress x and ε and write ai, j for the term of order i and grade j. The perturbed system can then
be expanded as
x˙ = 0 + a0,0 + a0,1 + a0,2 + · · ·
+ a1,−1 + a1,0 + a1,1 + a1,2 + · · ·
+ a2,−1 + a2,0 + a2,1 + a2,2 + · · ·
...
...
(1.2)
In this notation, for instance, a0,0 is the term of order 0 (in ε) and grade 0 (degree 1 in x), while
a1,−1 is the term of order 1 (in ε) and grade −1 (degree 0 in x). Therefore a0,0 = Ax where A = f ′(0),
and a1,−1 = εp where p = g(0,0). It is essential that a0,−1 = 0, otherwise the normalization process
described in Section 3 is impossible. The general term can be written in multiindex notation as
ap,q = εp
∑
|α|=q+1
cαx
α,
where α = (α1, . . . ,αn) is a vector of nonnegative integers, |α| = α1 + · · · + αn , cα ∈ Cn with suitable
reality conditions, and xα = xα11 · · · xαnn .
We conclude the introduction by collecting in one place some terminology from [5] and [7] with
regard to the rows of A.
Deﬁnition 1. The ith row of A is called
1. a secondary row if it is the top row of a Jordan block of A having eigenvalue zero;
2. a primary row if it is not secondary;
3. a main row if it is the bottom row of a Jordan block of A (with any eigenvalue); and
4. a principal row if it is the bottom row of a Jordan block of A with eigenvalue zero.
This terminology is also used for other n × n matrices or n × 1 column vectors, using the designations
coming from A. This is, if the ith row of A is a primary (secondary, main, or principal) row, then
the ith row of any n × n matrix, or the ith entry of any n × 1 column vector, is called a primary
(secondary, main, or principal) row.
2. Review of singly-graded normal form theory
In this section we brieﬂy review normal form theory in the usual singly-graded setting. (See [7]
for an introductory treatment and historical references.)
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power series of the form (1.1) with ai ∈ Vi . Deﬁne the Lie derivative map LA = LAi : Vi → Vi by
(LA v)(x) = v ′(x)Ax− Av(x),
where v ′ is the matrix of partial derivatives of v . Choose a complement Ni to imLA in each grade, so
that Vi = (imLA)⊕Ni . (This is called choosing a normal form style. Two of these styles are described in
Appendix A.) Let P = Pi : Vi → Ni be the projection associated with this direct sum and I = Ii : Vi → Vi
the identity map. Choose an index i and let ui ∈ Vi be a solution of the homological equation
LAui = (I − P)ai,
which exists since (I − P)ai ∈ imLA . Then if the coordinate transformation
x = Ui(y) = y + ui(y)
is applied to (1.1), and then y is replaced by x, the result will be
x˙ = Ax+ a1(x) + · · · + ai−1(x) + (Pai)(x) + · · · .
This system is the same as (1.1) up to grade i− 1; the term of grade i has been projected into normal
form (of the chosen style); and the terms of higher degree have been modiﬁed, but not normalized.
Therefore if this process is applied repeatedly using i = 1,2,3, . . . in that order, the system (1.1) will
be replaced by a system of the same form such that ai ∈ Ni for all i up to wherever the process is
stopped (or, in principle, to all orders). This result is called a ﬁrst-level, or classical, normal form. (The
terminology “ﬁrst-level” was introduced in [11] to replace “ﬁrst-order,” which is confusing since order
is already used with several meanings.)
The normalized a1 term in a ﬁrst-level normal form is unique (because it equals P applied to the
original a1 term), but the higher-grade normalized terms are not unique, because the solutions ui
of the homological equation are not unique, and these affect the higher order non-normalized terms
at each step. If we select a complement Mi to kerLA in each grade, and require ui ∈ Mi , the ﬁrst-
level normal form becomes unique in the sense that each original system is mapped to one and only
one normal form. (This is not what is usually meant by a “unique normal form,” which is discussed
below.) We call the choice of Mi for each grade i a costyle. (This terminology is new.) Now suppose
that a style and costyle are ﬁxed. Choose a grade g , let v1, . . . , vs be a basis for N1, and continue
adding basis elements for N2, . . . ,Ng to obtain a basis v1, . . . , vs for N1 ⊕ · · · ⊕ Ng . (Warning: The
index on vi will not usually be its grade.) Then each original system corresponds to a unique (because
of the costyle) normalized system of the form
x˙ ≡ Ax+ c1v1(x) + · · · + csvs(x), (2.1)
where ≡ denotes congruence modulo Vg+1. We call the map sending each original system to (2.1)
the nonlinear projection into ﬁrst-level normal form of grade g , and we call c1, . . . , cs the normal form
coeﬃcients. The projection into form (2.1) is nonlinear because it is calculated by a sequence of linear
projections Pi in each grade alternating with nonlinear computations of the modiﬁcations of the terms
of higher grade. In principal, (2.1) can be carried to all grades (rather than stopping at some g), and it
is often convenient to speak in that way although the calculations cannot be completed in ﬁnite time.
Instead of using a sequence of polynomial transformations U1,U2,U3, . . . ,Ug to bring the original
system into ﬁrst-level normal form up to grade g , we could use the single composite transformation
Ug ◦· · ·◦U3 ◦U2 ◦U1. It is even possible in principle to form the inﬁnite composite of the Ui , since this
is well deﬁned as a formal transformation, that is, a formal power series near-identity transformation.
(Because of the form of the individual Ui , any particular coeﬃcient in the formal power series is ﬁxed
after a ﬁnite number of compositions.) The set of formal transformations forms a group that acts on
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unique element in each orbit of this group action. The ﬁrst-level normal form, even with the choice
of a costyle, does not achieve uniqueness in this sense. The imposition of a costyle restricts the class
of near-identity transformations that are allowed, so that the full group of transformations cannot be
used. It follows that there can be more than one system in ﬁrst-level normal form belonging to the
same orbit. This can be corrected by calculating a sequence of suitably deﬁned higher-level normal
forms (second-level, third-level, etc.). When uniqueness is achieved, one speaks of the inﬁnite-level
normal form, unique normal form or hypernormal form of the system. The use of a costyle in the ﬁrst-
level calculation is no obstacle to this process, since the higher-level steps automatically correct for
“errors” resulting from choices made at previous levels. Computation of hypernormal forms is diﬃcult,
and has only been completed for a few matrices A of low dimension. For this paper, only one step
of hypernormalization is needed, and the details will be provided in Section 5. Basic references on
hypernormal forms include [3] and [1]. For an introduction and a critical survey of the literature on
hypernormal forms before 2003, see [7, §4.10], and for some recent developments, see [8–11].
We have been describing normal forms for vector ﬁelds near a rest point. Another kind of normal
form also plays a role in asymptotic unfolding theory, namely, normal forms for smooth matrix func-
tions A(ε) of a single small parameter ε. These normal forms are treated in [7, Chapter 3]. Consider
a formal Taylor expansion that
A(ε) = A0 + εA1 + εA2 + · · · , (2.2)
where A0 is in Jordan form, so that each Ai with i > 0 is either a real matrix (Ai ∈ gl(n,R)) or
is a complex matrix (Ai ∈ gl(n,C) with reality conditions imposed). We write gl(n) to denote the
appropriate class of matrices in each case. Consider the effect of a coordinate change
x = y + εi T i y,
where Ti is a matrix to be determined. This transformation leaves A j unchanged for j < i, replaces
Ai by Ai − A0Ti + Ti A0, and modiﬁes A j for j > i in ways that we do not compute. Therefore if we
perform this process for i = 1,2, . . . , choosing Ti at each stage, we can bring the series into a desired
normal form. Recall the usual deﬁnitions
adP Q = [P , Q ] = P Q − Q P .
For a normal form style, choose a complement Nmat to the image of adA0 (regarded as a mapping of
gl(n) to itself); it is not necessary to choose separate complements at each stage, because unlike LA for
vector ﬁelds, adA0 is the same map at each stage. Let P : gl(n) → Nmat be the projection associated
with the decomposition gl(n) = imadA0 ⊕Nmat. Then the homological equation to determine T at
each stage is
adA0 T = (I − P)Ai .
After each step we replace y by x as usual, and replace all A j for j  i by their new values.
A basis for Nmat will be denoted B1, . . . , B , with  = dimNmat. For the normalized series, each
Ai with i > 0 can be written as a linear combination of B1, . . . , B . Some styles for this type of
normal form are described in Appendix B. Each style corresponds to a particular way of writing
an Arnol’d unfolding of A0, so this version of normal form theory is just another way of obtaining
these unfoldings. (See [2, §30] or [12, §20.5] for Arnol’d unfoldings, also called versal deformations of
matrices.)
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Next we establish a notion of ﬁrst-level normal form for bigraded systems of the form (1.2), in
which ai, j ∈ Vi, j = εiV j . Observe that the ﬁrst row of (1.2) is the same as (1.1), while the second
column is like (2.2) multiplied by x.
We begin by considering the effect of a transformation of the form
x = y + up,q(y), (3.1)
where up,q ∈ Vp,q .
Lemma 1. If a transformation of the form (3.1) is applied to (1.2), and then y is replaced by x, the result is a
system of the same form,
x˙ = 0 + b0,0 + b0,1 + b0,2 + · · ·
+ b1,−1 + b1,0 + b1,1 + b1,2 + · · ·
+ b2,−1 + b2,0 + b2,1 + b2,2 + · · ·
...
...
(3.2)
in which bi, j = ai, j if i < p or j < q. That is, the only entries changed by the transformation are those in the
inﬁnite rectangle with upper left corner ap,q. The change in the corner element is given by the homological
equation
LAup,q = ap,q − bp,q. (3.3)
Proof. We compute x˙ as a function of y in two ways, ﬁrst by differentiating (3.1) to obtain x˙ = y˙ +
u′p,q y˙ and then replacing y˙ by (3.2), and second by substituting (3.1) into (1.2). Next we ﬁnd the terms
of order i and grade j in each of these expressions for x˙, and equate them. If i < p or j < q then the
only term of order i and grade j in the ﬁrst calculation is bi, j , and in the second calculation, ai, j , and
we conclude bi, j = ai, j . For i = p, j = q, the ﬁrst calculation gives bi, j + u′i, j Ax and the second gives
Aui, j + ai, j . Equating these gives u′i, j Ax− Aui, j = ai, j − bi, j , which is (3.3). 
In order to use Lemma 1, we much choose an order of operations such that no step of normaliza-
tion will undo a previous step. Let the diagonal running from a0, j to a j+1,−1 in (1.2) be called the jth
diagonal. According to Lemma 1, if we apply a transformation that has its corner term on the rth di-
agonal (that is, p + q = r), the terms on diagonals numbered 0 through r − 1 will not be affected, and
neither will the terms on the rth diagonal other than the corner term. Therefore, as long as we begin
with the zeroth diagonal and normalize all the terms on each diagonal before proceeding to the next,
no conﬂicts will arise. Other patterns are also possible, for instance, for a partial normalization, the
ﬁrst row can be normalized from left to right up to grade g , then the second, and so on up to some
order in ε. In particular, if the ﬁrst row (the system to be unfolded) is already normalized before we
begin, no further changes in this ﬁrst row will be made when we normalize the perturbation terms.
To normalize ai, j we select a complement Ni, j to im(LA :Vi, j → Vi, j), let P : Vi, j → Ni, j be the
natural linear projection, solve the homological equation LAui, j = (I − P)ai, j , and apply the resulting
transformation (3.1). After each step we return to the notation of (1.2). The process may be made
(artiﬁcially) unique by imposing a costyle, that is, by choosing a complement Mi, j to kerLA and
selecting ui, j ∈Mi, j .
Because Vi, j = εiV j , and because LA acts only on the x-dependent vector ﬁeld and not on the
coeﬃcient εp , there is no need to select separate complements Ni, j for each i and j. Instead, we can
just select a complement N j to im(LA : V j → V j) in each grade j (as we did in the singly-graded
case) and then take Ni, j = εiN j . For j  2, the normal form spaces N j in the simpliﬁed and inner
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appear in the ﬁrst two columns of (1.2) below the ﬁrst row.
We consider N0 ﬁrst, corresponding to the second column of (1.2). When q = 0 we are dealing with
linear vector ﬁelds v(x), which are best represented by matrices B such that v(x) = Bx. If v(x) = Bx,
then LA v(x) = LA(Bx) = (Bx)′Ax − A(Bx) = (B A − AB)x = (−adA B)x. That is, when linear vector
ﬁelds are represented by matrices, LA becomes −adA , and the normal form space N0 becomes a
complement to imadA . Thus N0 is the same as the normal form space Nmat discussed in Section 2
for matrix series (except that N0 includes the factor x). Thus a basis for N0 is B1x, . . . , Bx, where
B1, . . . , B is a basis for Nmat as described in Appendix B.
When q = −1 we are dealing with constant vector ﬁelds, that is, simply vectors (in Rn , or in Cn
reality conditions). The operation LA applied to a constant vector p simpliﬁes to LA p = −Ap, since
p′ = 0. Therefore imLA equals the image of A regarded as a linear map A : Cn → Cn by multiplica-
tion. Since dim im A + dimker A = n, any choice of a complement N−1 to im A will have dimension
k = dimker A, and a basis for N−1 will consist of k constant vectors p1, . . . , pk . In particular, if A is
nonsingular then N−1 = {0} and the basis is empty. We will use only one style for N−1, and one
choice of basis. These are described in Appendix C. Notice that because LA = −A in grade −1, the
homological equation for up,−1 can be written as
−Aup,−1 = (I − P)ap,−1. (3.4)
As in the singly-graded case, if a style and costyle are chosen, there is a unique nonlinear projection
into ﬁrst-level normal form. Assume that bases for each normal form space have been chosen, and
are designated as p1, . . . , pk, B1x, . . . , Bx, v1, v2, . . . . Then the terms of the normalized system (1.2)
can be written as linear combinations of these basis elements. Each constant term ai,−1 of order i > 0
is a linear combination of p1, . . . , pk:
ai,−1 = μi,1εi p1 + · · · + μi,kεi pk.
Each linear term ai,0 with order i > 0 (below Ax in (1.2)) is a linear combination of B1x, . . . , Bx:
ai,0 = νi,1εi B1x+ · · · + νi,εi Bx.
For the quadratic and higher terms in the ﬁrst row of (1.2) we use the notation of (2.1), recalling that
the index on vi is not the grade:
a0,1 + · · · + a0,g = (c1v1 + · · · + cmvm) + · · · + csvs.
For the quadratic and higher terms below the ﬁrst row (i > 0) we use a different notation for the
coeﬃcients:
ai,1 + ai,2 + · · · = σi,1εi v1 + σ1,2ε2v2 + · · · .
Next, we “sum the columns” of this normalized version of (1.2), collecting like terms (terms in-
volving the same basis elements). For 1 j  k, the terms involving p j sum to
(
μ1, jε + μ2, jε2 + μ3, jε3 + · · ·
)
p j, (3.5)
which we rewrite as μ j(ε)p j , where
μ j(ε) = μ1, jε + μ2, jε2 + μ3, jε3 + · · ·
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involving B jx sum to ν j(ε)B jx, where
ν j(ε) = ν1, jε + ν2, jε2 + · · · .
The terms involving v j (for j = 1,2, . . .) sum to (c j + σ j(ε))v j , where
σ j(ε) = σ1, jε + σ2, jε2 + · · · .
Finally, as a result of these deﬁnitions, the entire normalized system takes the form
x˙ = (μ1p1 + · · · + μk pk) + (A + ν1B1 + · · · + νB)x
+ (c1 + σ1)v1 + (c2 + σ2)v2 + · · · , (3.6)
where the μi , νi , and σi are formal power series in ε. In practice, of course, this system will be
truncated both at some order and at some grade, so that the μi and σi become polynomials in ε that
vanish when ε = 0. The truncation at some grade will make the number of vi (and hence the number
of σi) ﬁnite.
4. The ﬁrst-level unfolding of a dynamical system near a rest point
In the last section it was shown that any bigraded system of the form (1.2) can be nonlinearly
projected into ﬁrst-level normal form and will appear as (3.6), provided that a style, costyle, and the
required bases are chosen. In this section we will re-interpret (3.6) as an asymptotic unfolding. When
A is nonsingular, this will be our ﬁnal asymptotic unfolding. When A is singular, further reductions
will be made in Section 5.
Let x˙ = f (x) = Ax+· · · be a system of differential equations that is in normal form (of some chosen
style) with respect to A through grade g . Then
f (x) = Ax+ c1v1(x) + · · · + csvs(x) +O
(‖x‖g+2),
where {v1, . . . , vs} is a chosen basis for N1 ⊕ · · · ⊕ Ng (Section 2). Let N−1 and N0 be normal
form style spaces in grades −1 and 0 with bases p1, . . . , pk and B1x, . . . , Bx (Section 3). Let
μ = (μ1, . . . ,μk) ∈ Rk , ν = (ν1, . . . , ν) ∈ R , and σ = (σ1, . . . , σs) ∈ Rs be parameters.
Deﬁnition 2. The ﬁrst-level g-asymptotic unfolding of x˙ = f (x) (with respect to the speciﬁed styles and
bases) is the system x˙ = F (x,μ,ν,σ ), where
F (x,μ,ν,σ ) = (μ1p1 + · · · + μk pk) + (A + ν1B1 + · · · + νB)x
+ (c1 + σ1)v1 + · · · + (cs + σs)vs. (4.1)
This is almost the same as (3.6), but (4.1) is truncated at grade g , and the symbols μi , νi , and σi
in (4.1) denote parameters, not functions of ε.
We will prove that a ﬁrst-level g-unfolding according to Deﬁnition 2 is an asymptotic unfolding
of grade g as deﬁned in the introduction (with some additional reﬁnements to that deﬁnition). What
is needed is to show that an arbitrary one-parameter family x˙ = ϕ(x, ε) with ϕ(x,0) = f (x) can be
brought into the form of the unfolding (4.1) by an admissible transformation such that the unfolding
parameters become functions of ε. The machinery to do this is the bigraded normal form theory of
Section 3. There are two versions of the result; part (a) of the following theorem is computable, part
(b) is not. A function is called ﬂat if its derivatives of all orders with respect to ε vanish at ε = 0, or
equivalently, it is transcendentally small as ε → 0.
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of systems with ϕ(x,0) = f (x). Then:
(a) Given an integer d 1, there exist computable polynomial functions μ1(ε), . . . ,μk(ε), ν1(ε), . . . , ν(ε),
and σ1(ε), . . . , σs(ε) of degree d in ε such that x˙ = ϕ(x, ε) can be transformed by a computable, polyno-
mial, allowable coordinate change into a system whose (g + 1)-jet (truncation at grade g) is
x˙ = F (x,μ(ε), ν(ε),σ (ε)).
(b) There exist smooth functions μ1(ε), . . . ,μk(ε), ν1(ε), . . . , ν(ε), and σ1(ε), . . . , σs(ε) such that
x˙ = ϕ(x, ε) can be transformed by a smooth allowable coordinate change into a system whose (g + 1)-jet
differs from
x˙ = F (x,μ(ε), ν(ε),σ (ε))
by at most a ﬂat vector-valued function.
Proof. The system x˙ = ϕ(x, ε) can be expanded into a doubly-graded formal power series system of
the form (1.2). Since ϕ(x,0) = f (x) the top row of (1.2) is already in normal form. The calculations
described in Section 3 will bring the rest of the system into ﬁrst-level normal form through grade g ,
using the additional style spaces N−1 and N0. For part (a) we carry out these calculations to order ε
only. For part (b), we consider an inﬁnite sequence of polynomial transformations Ui of the form (3.1),
and form the inﬁnite composition · · ·◦U3 ◦U2 ◦U1, which we have already observed exists as a formal
power series. By the Borel–Ritt theorem, there exists a smooth transformation x = U (y) = y + u(y, ε)
having this formal power series. (It is not unique, but any two differ by a ﬂat function.) This transfor-
mation is clearly allowable, that is, it satisﬁes u(y, ε) = O(‖y‖2) +O(ε). Similarly, each of the formal
power series for μi(ε), νi(ε), and σi(ε) can be replaced by a smooth function having that power se-
ries. Then the smooth transformation U caries x˙ = ϕ(x, ε) into a smooth system whose formal power
series, truncated at grade g , is the same as the formal power series of x˙ = F (x,μ(ε), ν(ε),σ (ε)).
Therefore the two smooth systems differ by a vector ﬁeld that is ﬂat in ε. 
As remarked above, the ﬁrst-level unfolding is our ﬁnal asymptotic unfolding if A is nonsingular.
In this case k = 0, so the parameters μ1, . . . ,μk are absent, the unfolded linear term coincides with
the Arnol’d unfolding, and the origin is a rest point for all systems contained in the unfolding.
An example of an asymptotic unfolding in the nonsingular case is the nonsemisimple 1:1 resonant
double Hopf mode interaction. This is characterized by the matrix
A =
⎡
⎢⎣
i 1 0 0
0 i 0 0
0 0 −i 1
0 0 0 −i
⎤
⎥⎦ . (4.2)
The reality condition is that the third and fourth entries in each vector (like the third and fourth rows
of A) must be complex conjugates of the ﬁrst and second entries, respectively. The bases for Nmat in
simpliﬁed and inner product styles are given in Appendix B. The unfoldings in these styles are
x˙ =
⎛
⎜⎝
⎡
⎢⎣
i 1 0 0
0 i 0 0
0 0 −i 1
⎤
⎥⎦+
⎡
⎢⎣
0 0 0 0
ν1 + iν2 ν3 + iν4 0 0
0 0 0 0
⎤
⎥⎦
⎞
⎟⎠ x+ · · ·0 0 0 −i 0 0 ν1 − iν2 ν3 − iν4
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x˙ =
⎛
⎜⎝
⎡
⎢⎣
i 1 0 0
0 i 0 0
0 0 −i 1
0 0 0 −i
⎤
⎥⎦+
⎡
⎢⎣
ν3 + iν4 0 0 0
ν1 + iν2 ν3 + iν4 0 0
0 0 ν3 − iν4 0
0 0 ν1 − iν2 ν3 − iν4
⎤
⎥⎦
⎞
⎟⎠ x+ · · ·
respectively, where · · · denotes the quadratic and higher order terms in normal form (with coeﬃcients
ci + σi) up to the desired grade. For more details on this and other examples, see [7, §6.7].
5. The hypernormalization step
In the last section we saw that when A is nonsingular, there are no unfolding parameters in
grade −1, and the number in grade 0 equals the Arnol’d codimension of A. When A is singular,
the ﬁrst-level unfolding has k parameters in grade −1 and  in grade 0. In this section we show
that, generically, the number of these parameters can still be reduced to the Arnol’d codimension
 of A, although some of these parameters will appear in grade −1 (as μi) and others in grade 0
(as νi). It will be as though we had ﬁrst created an Arnol’d unfolding of A and then “moved” some
of the unfolding parameters to the constant term. In the language of hypernormal form theory, the
main step is to normalize the higher order linear terms of (1.2) with respect to the zero order linear
and quadratic terms. To simplify the discussion we at ﬁrst consider only the terms of (1.2) that are
necessary to hypernormalize the ﬁrst order linear term, writing the unperturbed quadratic term as
a0,1 = Q (x), the ﬁrst order constant term as a1,−1 = εp, the ﬁrst order linear term as a1,0 = Bx, and
suppressing the rest. Therefore we deal with
x˙ = 0 + Ax + Q (x) + · · ·
+ εp + εB + · · ·
...
...
This will be written more concisely as
x˙ ≡ Ax+ Q (x) + ε(p + Bx), (5.1)
where ≡ denotes equality modulo terms of grade greater than 1, terms of order greater than 1, and
terms of exactly grade 2 and order 1. That is, (5.1) means the same as
x˙ = Ax+ Q (x) + ε(p + Bx) +O(‖x‖3)+O(ε‖x‖2)+O(ε2).
We assume, as in Section 4, that the system to be unfolded (the ﬁrst row) is already normalized.
Therefore Q belongs to some choice of normal form space N1, so we can write Q = c1v1+· · ·+cmvm
where v1, . . . , vm is a basis for N1. Putting c = (c1, . . . , cm), we sometimes emphasize that Q is
determined by c by writing
Q (c, x) = c1v1(x) + · · · + cmvm(x). (5.2)
First we review the steps to bring (5.1) into ﬁrst-level normal form according to Section 3, giving
additional details that are necessary in preparation for the hypernormalization step. The ﬁrst step is
to make a transformation of the form (3.1) with p = 1, q = −1. We write this transformation as
x = y + εh,
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factor ε)
−Ah = (I − P)p = p − q,
where q = Pp is the projection of p into N−1. Making use of the style N−1 and costyle M−1 given in
Appendix C, we see that q ∈N−1 is obtained from p by deleting the entries in nonprincipal rows, and
h ∈ M−1 will have nonzero entries only in primary rows (Deﬁnition 1). This space is complementary
to ker A; shifts with h ∈ ker A would have no effect on p, and will be saved for use later as secondary
shifts in the hypernomalization step. The ﬁnal result of the primary shift (after replacing the letter y
by x as usual) is to transform (5.1) into another system of the same form, where now p has become
equal to what we just called q, and B has been subjected to changes that we have not computed. Of
course A and Q have not changed (since they are outside of the rectangle with upper left corner at
εp = a1,−1). Notice that εp is now a linear combination of the basis vectors p1, . . . , pk of N−1, and
in the notation of (3.5) we write
εp = μ11εp1 + · · · + μ1kεpk. (5.3)
This is the ﬁrst order part of μ1p1 + · · · + μk pk in (3.6).
The next step is to make a transformation of the form (3.1) with p = 1 and q = 0, which we write
as
x = y + εT y.
The homological equation for this step, dropping the factor ε, becomes
LAT x = (I − P)Bx, (5.4)
or equivalently in terms of matrices rather than vector ﬁelds,
−adA T = (I − P)B.
The effect of this transformation is to replace B in (5.1) by PB , the projection of B into a choice of
style space N0 (see Appendix B). We now put PB into (5.1) as the new B , so that
εB = ν1,1εB1 + · · · + ν1,εB, (5.5)
where B1, . . . , B is a basis for Nmat. We will not sum the linear column to obtain the terms ν1B1 +
· · · + νB in (3.6) at this point, since some of these terms will be eliminated in the next step, which
is the promised hypernormalization step.
Recall that primary shift operations, x = y + εh with h ∈ M−1, have already been used to sim-
plify p, and that there remain other shift operations with h ∈ ker A that have not been used, as they
have no effect on p. We want to use these secondary shifts to further simplify B . The idea is to use a
transformation of the form
x = y + εh + εS(h)y, (5.6)
where h ∈ ker A as before and S(h) is a matrix depending on h that is chosen to normalize C(h)
before it is added to B . (In the earlier treatment [5], the term in S was not included. As noted in the
introduction, this limited the treatment to a speciﬁc nonstandard normal form style for which S is
unnecessary.) Now we turn to the details.
Assume that p and B (5.1) have been normalized as discussed above, and make the transformation
x = y + εh + εSy,
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that the result is
x˙ ≡ Ax+ Q (x) + εp + ε(Bx+ Q ′(x)h + (adA S)x). (5.7)
Let ek denote the standard Euclidean basis vector with 1 in the kth row and zero elsewhere, and Eki
denote the standard basis matrix with 1 in the kth row and ith column and zero elsewhere.
Lemma 2. Suppose that Q (x) is a homogeneous quadratic vector ﬁeld (not necessarily in normal form). Then:
1. Q ′(x) is a matrix depending linearly on x.
2. Q ′(x)y = Q ′(y)x for all vectors x, y.
3. If Q is written as
Q (x) =
n∑
i, j,k=1
qijkxix jek, (5.8)
then
Q ′(x) =
n∑
i, j,k=1
qijk(xi Ekj + x j Eki). (5.9)
In words, if the term cxix j occurs in the kth row of the column vector Q (x), then cxi occurs in the (k, j)
position of Q ′(x) and cx j occurs in the (k, i) position. When i = j the rule becomes: If the term cx2i occurs
in the kth row of Q (x) then 2cxi appears in the (k, i) position of Q ′(x).
4. When h ∈ ker A,
Q ′(h) =
n∑
k=1
∑
i, j
qi jk(hi Ekj + h j Eki), (5.10)
where the summation over i and j is limited to the indices of secondary rows of A.
Proof. The ﬁrst conclusion is obvious because Q is quadratic. Differentiating (5.8) leads to (5.9). It
follows from these formulas that Q ′(x)y = Q ′(y)x =∑qijk(xi y j + x j yi). Eq. (5.10) follows from (5.9)
and the characterization of ker A. 
Because of this lemma we can rewrite (5.7) as
x˙ ≡ Ax+ Q (x) + εp + ε(B + Q ′(h) + adA S)x. (5.11)
Next we determine S from the homological equation
adA S = (I − P)Q ′(h),
where P is the projection into the same normal form style space Nmat that has already been used
for B . This should not be confused with the homological equation (5.4); T simpliﬁes B , S simpli-
ﬁes Q ′(h). By imposing a costyle, the solution S becomes a well-deﬁned function S(h), so that our
transformation has the form (5.6) discussed above, and we have
x˙ ≡ Ax+ Q (x) + εp + ε(B + PQ ′(h))x. (5.12)
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their coeﬃcients νi .
In this discussion we use the notation of (5.2) to emphasize the role of c = (c1, . . . , cm). Since
PQ ′(c, x) belongs to Nmat, it can be expanded as
PQ ′(c,h) = ϕ1(c,h)B1 + · · · + ϕ(c,h)B,
where the ϕ j are bilinear functionals of c ∈ Rm and h ∈ ker A. In view of (5.5), we can write
B + PQ ′(c,h) = (ν1,1 + ϕ1(c,h))B1 + · · · + (ν1, + ϕ(c,h))B.
To simplify B we attempt to eliminate some of the basis elements B j by making their coeﬃcients
vanish. Since h ∈ ker A, we have at our disposal k components of h, where k = dimker A, namely
those components occurring in the rows corresponding to top rows of nilpotent blocks of A. Next
we choose k of the B j to eliminate, and set their coeﬃcients equal to zero. This gives a system of k
linear equations (for the chosen k values of j) in the k free variables of h, each equation in the system
having the form
ϕi j(c,h) = −ν1, j .
If the free variables of h are denoted h(1), . . . ,h(k) (where the subscripts are not the true indices of
the variables), and the system is written in matrix notation, the left-hand side has the form
⎡
⎣a11(c) · · · a1k(c)... ...
ak1(c) · · · akk(c)
⎤
⎦
⎡
⎢⎣
h(1)
...
h(k)
⎤
⎥⎦ .
The system is solvable if the nondegeneracy condition
Δ(c) =
∣∣∣∣∣∣
a11(c) · · · a1k(c)
...
...
ak1(c) · · · akk(c)
∣∣∣∣∣∣ = 0 (5.13)
is satisﬁed. This condition on Q (c, x) is generically satisﬁed, and under this condition the particular
simpliﬁcation of B that has been chosen can be accomplished.
This completes the discussion of hypernormalization of the ﬁrst order linear term with respect
to the zero order linear and quadratic terms. In order to “sum the columns” of (1.2), as we did in
Section 3, it is necessary to show that the remaining higher order linear terms can be brought into
the same form, under the same nondegeneracy condition Δ(c) = 0. But it is only necessary to observe
that if (5.6) is replaced by
x = y + ε jh + ε j S(h)y,
with h ∈ ker A, the effect of this transformation on the matrix of the jth order linear term is to add
ε j(Q ′(h) + adA S(h)). Therefore the same procedure as above can be applied to this term. (Of course
a different h and S(h) will be selected at each order, but the condition Δ(c) = 0 is the same.) The
details are left to the reader.
Deﬁnition 3. Under the condition that the quadratic terms satisfy a speciﬁed nondegeneracy condi-
tion (5.13), the partial second-level g-asymptotic unfolding of x˙ = f (x) (with respect to the speciﬁed
style and bases and nondegeneracy condition) is given by the same formula (4.1) as the ﬁrst-level
unfolding, except that the number of parameters contained in the vector parameter ν is reduced by
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This second-level unfolding is called “partial” because only the linear terms are simpliﬁed by hy-
pernormalization; we do not carry out the possible second-level simpliﬁcations of terms of higher
grade. We leave it to the reader to formulate and prove the analogs of Theorems 1 and 2 for partial
second-level unfoldings.
Next we give two examples of partial second-level unfoldings. A more diﬃcult example is worked
out in Section 6.
The zero-Hopf interaction is the unfolding of a system with linear part
A =
[0 0 0
0 i 0
0 0 −i
]
.
Since this system is diagonal, the inner product and simpliﬁed normal forms are the same and co-
incide with the semisimple normal form. The coordinates are (u, z,w) with reality conditions u ∈ R,
z ∈ C, and w = z. The quadratic term in normal form is
Q (u, z,w) =
[ c1u2 + c2zw
(c3 + ic4)uz
(c3 − ic4)uw
]
,
with ci ∈ R. The Arnol’d unfolding of A is
A +
[
ν1 0 0
0 ν2 + iν3 0
0 0 ν2 − iν3
]
.
The ﬁrst-level unfolding is
[ u˙
z˙
w˙
]
= [μ1 0 0] +
([0 0 0
0 i 0
0 0 −i
]
+
[
ν1 0 0
0 ν2 + iν3 0
0 0 ν2 − iν3
])[ u
z
w
]
+
[
(c1 + σ1)u2 + (c2 + σ2)zw
((c3 + σ3) + i(c4 + σ4))uz
((c3 + σ3) − i(c4 + σ4))uw
]
+ · · · .
For the partial second-level unfolding we can eliminate ν1 if the nondegeneracy condition Δ(c) =
c1 = 0 is met. (In this case the determinant is one-by-one.) We think of this as ﬁrst forming the
Arnol’d unfolding of A and then moving ν1 to the constant term (where it becomes μ1). After mov-
ing ν1, we rename ν2 and ν3 as ν1 and ν2. This example is also discussed in [7, §6.7].
The Takens–Bogdanov system is the unfolding of a system with nilpotent linear part
N = N2 =
[
0 1
0 0
]
.
Since this matrix is not semisimple, the simpliﬁed and inner product styles will be distinct. In the
simpliﬁed style, the (singly-graded) normal form with linear term N = N2 through quadratic terms is
x˙ ≡ Nx+ c1v1(x) + c2v2(x),
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v1(x) =
[
0
x21
]
and v2(x) =
[
0
x1x2
]
.
This is the system to be unfolded. The ﬁrst-level unfolding (in simpliﬁed style) is
x˙ ≡ μ1p1 + (N + ν1B1 + ν2B2)x+ (c1 + σ1)v1(x) + (c2 + σ2)v2(x), (5.14)
where
p1 =
[
0
1
]
, B1 =
[
0 0
1 0
]
, and B2 =
[
0 0
0 1
]
.
We expect to be able to remove either ν1 or ν2, with an appropriate condition Δ(c) = 0 in each case.
Since we can only remove one term, Δ(c) will be a one-by-one determinant. The form of h ∈ kerN is
h =
[
h1
0
]
.
An easy computation gives
v ′1(x) =
[
0 0
2x1 0
]
and v ′2(x) =
[
0 0
x2 x1
]
.
Therefore
v ′1(h) =
[
0 0
2h1 0
]
= 2h1B1 and v ′2(h) =
[
0 0
0 h1
]
= h1B2.
These are already in Nmat and there is no need to project them into this normal form. (That is, we
may take S(h) = 0.) The result of the secondary shift is
x˙ ≡ μ1p1 +
(
N + (ν1 + 2c1h1)B1 + (ν2 + c2h1)B2
)
x+ (c1 + σ1)v1(x) + (c2 + σ2)v2(x).
If c1 = 0 we can eliminate ν1 by choosing h1 = −ν1/2c1. If c2 = 0 we can eliminate ν2 by choosing
h1 = −ν2/c2. Thus Δ(c) is either c1 or c2, depending on which unfolding is preferred. We conclude
by writing the unfolded system when c1 = 0 (renumbering ν2 as ν1) in the form[
x˙
y˙
]
=
[
0
μ1
]
+
[
0 1
0 ν1
][
x
y
]
+
[
0
(c1 + σ1)x2 + (c2 + σ2)xy
]
+ · · · .
In the inner product style, the ﬁrst-level unfolding is again (5.14), but now with
p1 =
[
0
1
]
, B1 =
[
0 0
1 0
]
, B2 =
[
1 0
0 1
]
, v1 =
[
0
x21
]
, v2 =
[
x21
x1x2
]
.
We have
v ′1(h) =
[
0 0
2h 0
]
, v ′2(h) =
[
2h1 0
0 h
]
.1 1
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Pv ′1(h) =
[
0 0
2h1 0
]
= 2h1B1, Pv ′2(h) =
[
3h1/2 0
0 3h1/2
]
= 3
2
h1B2.
Now the result of the secondary shift (with nonzero S(h)) is
x˙ ≡ μ1p1 +
(
N + (ν1 + 2c1h1)B1 +
(
ν2 + 3
2
c2h1
)
B2
)
x+ (c1 + σ1)v1(x) + (c2 + σ2)v2(x).
Again we can eliminate ν1 if c1 = 0 and ν2 if c2 = 0. In this example Δ(c) is the same in simpliﬁed
and inner product styles (when corresponding terms are eliminated), but this is not always the case,
as seen from the next example.
6. A harder example
We now work out the unfolding with linear part
N = N2,3 =
⎡
⎢⎢⎢⎣
0 1
0 0
0 1 0
0 0 1
0 0 0
⎤
⎥⎥⎥⎦
in the simpliﬁed and inner product styles. (The subscripts on N are the Jordan block sizes.) For the
simpliﬁed style, we take the following basis for Nmat, where Eij is the matrix with 1 in the i j position
and zero elsewhere:
B1 = E21, B2 = E22, B3 = E23, B4 = E24,
B5 = E51, B6 = E52, B7 = E53, B8 = E54, B9 = E55.
Table 1 gives the nonzero entries of vi = v(2,ψ) and v ′(2,ψ)(h), and the expression for Pv ′(2,ψ)(h)
in terms of the Bi , as ψ ranges over the basis for kerX2 given in Appendix D. Notice that in rows 5
and 9, v ′i(h) contains an entry that does not ﬁt into the simpliﬁed style for matrices. This is why the
projection is necessary in the last column. (In [5] the same result would be accomplished by removing
the “bad monomials” x3x5 and x1x5 from the simpliﬁed normal form, thus changing the normal form
style to the slightly different “simpliﬁed” style used there, as mentioned in the introduction.)
Table 2 gives the nonzero entries of vi = v(5,ψ) and v ′(5,ψ)(h), and the expression for Pv ′(5,ψ)(h)
in terms of the Bi , as ψ ranges over the basis for kerX3 given in Appendix D. Notice that lines 10
Table 1
The second row in simpliﬁed style.
i ψ = second row of vi(x) Second row of v ′i(h) Pv ′i(h)
1 x21 2h1 0 0 0 0 2h1B1
2 x23 0 0 2h3 0 0 2h3B3
3 x1x3 h3 0 h1 0 0 h3B1 + h1B3
4 x1x4 0 0 0 h1 0 h1B4
5 x24 − 2x3x5 0 0 0 0 −2h3 0
6 x1x2 0 h1 0 0 0 h1B2
7 x3x4 0 0 0 h3 0 h3B4
8 x2x3 0 h3 0 0 0 h3B2
9 x2x4 − 2x1x5 0 0 0 0 −2h1 0
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The ﬁfth row in simpliﬁed style.
i ψ = ﬁfth row of vi(x) Fifth row of v ′i(h) Pv ′i(h)
10 x21 2h1 0 0 0 0 2h1B5
11 x23 0 0 2h3 0 0 2h3B7
12 x1x3 h3 0 h1 0 0 h3B5 + h1B7
13 x1x4 0 0 0 h1 0 h1B8
14 x24 0 0 0 0 0 0
15 x1x2 0 h1 0 0 0 h1B6
16 x3x4 0 0 0 h3 0 h3B8
17 x2x3 0 h3 0 0 0 h3B6
18 x2x4 0 0 0 0 0 0
19 x22 0 0 0 0 0 0
20 x3x5 0 0 0 0 h3 h3B9
21 x1x5 0 0 0 0 h1 h1B9
through 18 are almost the same as lines 1 through 9 above, except for the Bi that appear in the last
column. The exceptions are lines 14 and 18, in which the basis elements ψ have been simpliﬁed.
Lines 19 through 21 are new.
To eliminate B4 and B9 we see that B4 occurs in lines 4 and 7, and B9 occurs in lines 20 and 21.
Thus ∑
ciPv ′i(h) = c4(−h1B4) + c7(h3B4) + c20(h3B9) + c21(h1B9) + · · · ,
where · · · indicates terms not involving B4 or B9. Therefore we need to solve the system
−c4h1 + c7h3 = 0,
c21h1 + c20h3 = 0,
which is possible if
Δ(c) =
∣∣∣∣−c4 c7c21 c20
∣∣∣∣ = 0.
In the inner product style we take the following basis for Nmat, where Sij is a basic striped matrix
with stripe sum one, as described in Appendix B:
B1 = S21, B2 = S22, B3 = S23, B4 = S24,
B5 = S51, B6 = S52, B7 = S53, B8 = S54, B9 = S55.
Notice that this basis corresponds in a natural way with the one we used in the simpliﬁed style,
since each Bi here has the bottom element of its nonzero stripe in the same position where Bi in the
simpliﬁed style has its nonzero entry.
Table 3 gives the expression for Pv ′i(h) for i = 1, . . . ,9, where vi = v{2,ψ} as ψ ranges over the
basis for kerX2 given in Appendix D. The calculations must be made for the top two rows of the
matrix, and are too long to show in detail. A typical example will be worked out below.
Table 4 gives the expression for Pv ′i(h) for i = 10, . . . ,21, where vi = v{5,ψ} as ψ ranges over the
basis for kerX3 given in Appendix D.
These tables contain some surprises compared to Tables 1 and 2 for the same problem in the
simpliﬁed style. The biggest difference is the appearance of “new” Bi in certain lines. For instance,
line 8 here contains B2 and B4, whereas line 8 in the simpliﬁed style contains only B2. This type
of difference also occurs in lines 13, 14, 17, and 19. The only other differences are the occurrence
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The second row in inner product style.
i ψ Pv ′i(h)
1 x21 2h1B1
2 x23 2h3B3
3 x1x3 h3B1 + h1B3
4 x1x4 h3B2 + 2h1B4
5 x24 − 2x3x5 0
6 x1x2 3h1B2
7 x3x4 3h3B4
8 x2x3 2h3B2 + h1B4
9 x2x4 − 2x1x5 0
Table 4
The ﬁfth row in inner product style.
i ψ Pv ′i(h)
10 x21 2h1B5
11 x23 2h3B7
12 x1x3 h3B5 + h1B7
13 x1x4 h3B6 + 2h1B8
14 x24 6h3B9
15 x1x2 3h1B6
16 x3x4 3h3B8
17 x2x3 2h3B6 + h1B8
18 x2x4 3h1B9
19 x22 0
20 x3x5 4h3B9
21 x1x5 3h1B9
of different coeﬃcients in some of the entries. For instance, the fractional coeﬃcients in the third
column originate from averaging the stripes, according to the projection Φ into inner product style.
All of these differences lead to differences in the nondegeneracy conditions for eliminating par-
ticular Bi . For instance, if we want to eliminate B4 and B9, this time B4 occurs in rows 4, 7, and 8,
while B9 occurs in rows 14, 18, 20, and 21. We have
∑
ciPv ′i(h) =
[
(2c4 + c8)h1 + 3c7h3
]
B4 +
[
3(c18 + c21)h1 + (6c14 + 4c20)h3
]
B9 + · · · ,
where the omitted terms do not involve B4 or B9. Thus B4 and B9 can be eliminated provided
Δ(c) =
∣∣∣∣ 2c4 + c8 3c73(c18 + c21) 6c14 + 4c20
∣∣∣∣ = 0.
It might be objected that the nondegeneracy conditions in the two styles are not comparable, because
the original systems being unfolded are not the same, so the constants c appearing in Δ(c) have
different meaning in different styles. Possibly the nondegeneracy conditions come out the same when
this is taken into account, along with the similar change in the matrices Bi . However, in Appendix
E we show that the changes in ci between the simpliﬁed and inner product styles only amount to
multiplication by constant nonzero factors. Therefore the difference between Δ(c) in the two styles
remains, since different components of c appear in the two cases.
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First,
v{5,x24}(x) =
⎡
⎢⎢⎢⎣
0
0
2x23
2x3x4
x24
⎤
⎥⎥⎥⎦ .
According to Lemma 2, or by direct calculation, it follows that
v ′{5,x24}
(x) =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 4x3 0 0
0 0 2x4 2x3 0
0 0 0 2x4 0
⎤
⎥⎥⎥⎦ .
Notice that the bottom row (which is a main row) of this matrix is the same as the bottom row of
v ′
(5,x24)
, which appears in line 14 of Table 2. Rising from the entry x4 is a triangle of entries, in which
the indices decrease as we go upwards and stay constant as we go up and to the left (remaining
in a stripe). This pattern arises in a natural way from the operator X = DN∗ that is applied as we
go upward in v{5,x24} together with Lemma 2, which explains how v
′ is formed from the monomials
appearing in v . The important thing is that to the left of the entry 2x4 in the matrix there is a zero
at the foot of a stripe with entries 0, 2x3, and 4x3. This zero tells us that B9 will not appear in the
simpliﬁed normal form. The nonzero entries above it in the same stripe mean that B9 will appear in
the inner product normal form. Indeed, substituting h for x yields
v ′{5,x24}
(h) =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 4h3 0 0
0 0 0 2h3 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ ,
and projecting into inner product style averages the stripe to produce
v ′{5,x24}
(h) =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 2h3 0 0
0 0 0 2h3 0
0 0 0 0 2h3
⎤
⎥⎥⎥⎦= 6h3B9.
This phenomenon explains every “new” Bi appearing in the inner product normal form (as compared
to the simpliﬁed style).
Appendix A. Styles and bases for Ni with i  1
Here we give a brief description of two important styles for ﬁrst-level normal forms of vector ﬁelds
(with a rest point at the origin), and show how to obtain the basis elements v1, v2, . . . , introduced
in Section 2, in each style. The simplest case occurs when A is semisimple (and therefore already
diagonal, since we assume A is in Jordan form). In this case kerLA is a complement to imLA in each
grade, and we deﬁne the semisimple normal form style by Ni = ker(LA : Vi → Vi). Let λ = (λ1, . . . , λn)
be the eigenvalues of A, numbered as they occur in the diagonal. A basis for Ni consists of the vector
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satisfying the resonance condition
〈α,λ〉 − λr = 0. (A.1)
These basis elements are called resonant vector monomials. See [7, §4.5].
The next simplest case occurs when A = N is nilpotent, so that (in Jordan form) the diagonal
elements are all zero. In this case we may take Ni = ker(LN∗ : Vi → Vi); this is the inner product
style. There are two other important styles in this case, the simpliﬁed and sl(2) styles. All of these
are deﬁned and treated in detail in Chapter 4 of [7]. Here we conﬁne ourselves to giving rules for
forming the bases for the simpliﬁed and inner product styles; these rules are derived in Section 4.6
of [7]. Before describing the general case, we consider the example
N = N2,3 =
⎡
⎢⎢⎢⎣
0 1
0 0
0 1 0
0 0 1
0 0 0
⎤
⎥⎥⎥⎦ .
Let
DN∗ = N∗x · ∇ = x1 ∂
∂x2
+ x3 ∂
∂x4
+ x4 ∂
∂x5
.
(Here N∗ is the adjoint, or conjugate transpose, of N , which reduces to the transpose since N is real.)
Then a basis for the simpliﬁed normal form in grade i consists of all vectors of each of the following
forms:
v(1,ψ1) =
⎡
⎢⎢⎢⎣
0
ψ1
0
0
0
⎤
⎥⎥⎥⎦ , v(2,ψ2) =
⎡
⎢⎢⎢⎣
0
0
0
0
ψ2
⎤
⎥⎥⎥⎦ ,
where ψ1 ranges over a basis for the polynomials of degree i + 1 in x satisfying D2N∗ψ1 = 0, and ψ2
ranges over those satisfying D3N∗ψ2 = 0. A basis for the inner product normal form in grade i consists
of the vectors of the following forms, where ψ1 and ψ2 range over the same bases:
v{1,ψ1} =
⎡
⎢⎢⎢⎣
DN∗ψ1
ψ1
0
0
0
⎤
⎥⎥⎥⎦ , v(2,ψ2) =
⎡
⎢⎢⎢⎣
0
0
D2N∗ψ2
DN∗ψ2
ψ2
⎤
⎥⎥⎥⎦ .
To understand the pattern of these, notice that N has two Jordan blocks. The bottom row of the ﬁrst
Jordan block is the second row of the matrix, and the bottom row of the second block is the ﬁfth row.
To create a basis vector v{s,ψs} for the inner product style, we enter ψs into a vector in the position of
the bottom row of the sth Jordan block, then apply DN∗ repeatedly to obtain the entries above ψs up
to the position of the top row of the Jordan block. The condition imposed on ψs is that applying DN∗
once more must produce zero. To create a basis vector v(s,ψs) for the simpliﬁed style we simply omit
(replace by zero) the entries above ψs in v{s,ψs} , while retaining the same condition on ψs . (Warning:
To project a system from inner product style to simpliﬁed style, we cannot just delete the entries
outside the main rows. See Appendix E.)
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sizes of the Jordan blocks of N , and let R1 = r1, R1 = r1 + r2, . . . , R = r1 + · · · + r = n, so that
R1, . . . , R are the indices of the main rows of N (see Deﬁnition 1). Deﬁne
v(s,ψs) = ψseRs (A.2)
and
v{s,ψs} =
rs−1∑
=0
(
DN∗ψs
)
eRs−. (A.3)
Let ψs range over a basis for ker(DN∗ : Pi+1 → Pi+1), where Pi+1 is the space of homogeneous poly-
nomials in x of degree i + 1. (Scalar polynomials from a graded ring under degree, so we do not
use “degree minus one” as for vector polynomials.) Then (A.2) ranges over a basis for the simpliﬁed
normal form in grade i, and (A.3) ranges over a basis for the inner product normal form.
Finally, in the general case, A = S + N where S is the semisimple part (the diagonal part of the
Jordan form) and N is the nilpotent part. In this case the basis for the simpliﬁed and inner product
styles is again computed by the rules (A.2) and (A.3), except that the ψs are further restricted by
imposing the resonance condition (A.1). To be more precise, each monomial xα occurring in ψs must
satisfy
〈α,λ〉 − λRs = 0,
where λ is the vector of eigenvalues of S . Since all of the eigenvalues of the sth Jordan block are the
same, this condition guarantees that each row of v{s,ψs} satisﬁes (A.1).
Appendix B. Styles and bases for N0 and Nmat
No normal form style is needed in grade zero in the singly-graded version of normal form theory.
In the doubly-graded version, we do need such a style, and (for the inner product and simpliﬁed
styles) a basis for the style is given by the same rules given in the last section for higher grades. In
particular, when A = N is nilpotent, formulas (A.2) and (A.3) give bases in these two styles. Of course
in this case the polynomial ψ ranges over a basis for kerDN∗ : P1 → P1; in particular, ψ is linear.
It is often more convenient to represent linear (grade zero) vector ﬁelds by their matrices, so that
the vector ﬁeld Bx is represented by the matrix B . In this case the normal form space is denoted
by Nmat. It is easy to see that basis vector ﬁelds v{s,ψs} of grade zero in inner product style are
represented by striped matrices with a “stripe structure” deﬁned by A. (A stripe is a diagonal of a block
in a matrix parallel to, and on or below, the main diagonal of the block. The stripe structure deﬁned by
A is the set of stripes that belong to Jordan blocks of A or to off-diagonal blocks subtended by Jordan
blocks and lying within a large diagonal block consisting of Jordan blocks with the same eigenvalue. It
is assumed here that all Jordan blocks with the same eigenvalue are adjacent. See [7, §3.4] for details.)
For the example of A = N = N23 in Section 6 of the present paper, dimNmat = 9, and we take the
following basis in which the sums of the entries in each stripe are 1 (to avoid fractional coeﬃcients
in Tables 3 and 4):
S21 =
⎡
⎢⎢⎢⎣
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ , S22 =
⎡
⎢⎢⎢⎣
1/2 0 0 0 0
0 1/2 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ , S23 =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ ,0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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⎡
⎢⎢⎢⎣
0 0 1/2 0 0
0 0 0 1/2 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ , S51 =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
⎤
⎥⎥⎥⎦ ,
S52 =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1/2 0 0 0 0
0 1/2 0 0 0
⎤
⎥⎥⎥⎦ , S53 =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
⎤
⎥⎥⎥⎦ ,
S54 =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 1/2 0 0
0 0 0 1/2 0
⎤
⎥⎥⎥⎦ , S55 =
⎡
⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 1/3 0 0
0 0 0 1/3 0
0 0 0 0 1/3
⎤
⎥⎥⎥⎦ .
A basis for the simpliﬁed style can be obtained by deleting the elements not in the main rows and
scaling the remaining entries to be ones. Thus for N23 a basis consists of the standard basis matrices
Eij where (i, j) takes the same values that occur in Sij above.
In all cases, A plus the span of the basis elements of Nmat in a given style for a given matrix A
gives the Arnol’d unfolding of A in the same style. Thus, knowing the Arnol’d unfolding gives a quick
way to chose a basis. For instance, for the matrix (4.2) with its reality conditions, the Arnol’d unfold-
ing in simpliﬁed style is
⎡
⎢⎣
i 1 0 0
0 i 0 0
0 0 −i 1
0 0 0 −i
⎤
⎥⎦+
⎡
⎢⎣
0 0 0 0
ν1 + iν2 ν3 + iν4 0 0
0 0 0 0
0 0 ν1 − iν2 ν3 − iν4
⎤
⎥⎦ ,
where the νi are real. Thus a basis (over R) for Nmat is
⎡
⎢⎣
0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0
⎤
⎥⎦ ,
⎡
⎢⎣
0 0 0 0
i 0 0 0
0 0 0 0
0 0 −i 0
⎤
⎥⎦ ,
⎡
⎢⎣
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
⎤
⎥⎦ ,
⎡
⎢⎣
0 0 0 0
0 i 0 0
0 0 0 0
0 0 0 −i
⎤
⎥⎦ .
In the inner product style, the Arnol’d unfolding is
⎡
⎢⎣
i 1 0 0
0 i 0 0
0 0 −i 1
0 0 0 −i
⎤
⎥⎦+
⎡
⎢⎣
ν3 + iν4 0 0 0
ν1 + iν2 ν3 + iν4 0 0
0 0 ν3 − iν4 0
0 0 ν1 − iν2 ν3 − iν4
⎤
⎥⎦ ,
and it is clear what the corresponding basis would be.
Appendix C. A style and basis for N−1
In this section we describe the only style and basis for normalized constant vectors (grade −1)
that will be used in this paper. Recalling Deﬁnition 1, note that the number of principal rows in A
is equal to k = dimker A, since each nilpotent Jordan block contributes one dimension to the kernel.
Recall also (from Section 3) that dimN−1 = k, so there are as many principal rows as there are basis
vectors for N−1.
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vector er . Let p1, . . . , pk be the vectors er as r ranges over the principal rows of A, taken in the
order they occur in A. Let N−1 be the span of p1, . . . , pk . This is a complement to im A, because
it is easy to see that every Euclidean basis vector ei for which i is not the index of a main row
belongs to im A. (This is clear if the ith row of A intersects an invertible Jordan block. If the ith row
intersects a nilpotent Jordan block and is not the bottom row, then ei = Aei+1.) Notice that this style
choice belongs naturally to both the inner product and simpliﬁed styles. One the one hand N−1 is
clearly orthogonal to im A (using the standard Euclidean inner product), and on the other hand, it has
nonzero entries only in main rows.
We also describe a costyle (needed in Section 5) to go with this style. Notice that ker A is spanned
by the set of ei where i is the index of a secondary row. A natural complement to ker A is spanned
by the remaining ei , those for which i is a primary row. In other words, the costyle space, which
we denote by M−1, is the set of vectors having zero entries in the positions of top rows of nilpotent
blocks.
Appendix D. Calculation of basis elements in kerX223 and kerX
3
23
Let N = N23 and
X=DN∗ = x1 ∂
∂x2
+ x2 ∂
∂x4
+ x4 ∂
∂x5
.
In Section 6, basis elements ψ for kerX2 and kerX3 are listed in the second columns of Tables 1
and 2, and repeated in the second columns of Tables 3 and 4. A short (but not elementary) way to
ﬁnd this basis is explained in [6, §6]. We only outline the calculations here, referring to [6] for the
supporting theory. (The variables x1, x2, x3, x4, x5 here equal x3, x4, x5, x1, x2 in [6].) The ﬁrst step is to
notice that kerX in the space of linear polynomials in x has basis α = x3, β = x1. This produces three
quadratic basis elements α2, αβ , and β2, and there are two others, γ = x24−2x3x5 and δ = x2x3−x1x4.
(The last element can be found by transvectant methods as explained in [6], but is simple enough to
ﬁnd by linear algebra.)
The next step is to apply the operator
Y= x2 ∂
∂x1
+ 2x4 ∂
∂x3
+ 2x5 ∂
∂x4
to the basis elements for kerX, dropping any results that are zero. This produces the additional basis
elements necessary to span kerX2 (along with the previous basis elements for kerX). The operator
Y comes about by embedding X in a natural way into a representation of the Lie algebra sl(2). One
more application of Y produces the additional basis elements necessary to span kerX3. It can be
predicted in advance by sl(2) theory that Yγ = 0 and Y2δ = 0, so these elements will not appear. The
results are summarized in the following table.
Basis for kerX Add for kerX2 Add for kerX3
x21 x1x2 x
2
2
x23 x3x4 x
2
4 + x3x5
x1x3 x2x3 + 2x1x4 x2x4 + x1x5
x2x3 − x1x4 x2x4 − 2x1x5
x24 − 2x3x5
It is advantageous for as many basis elements as possible to be monomials. By examining the ﬁrst
two columns we see that within kerX2 the fourth element in the ﬁrst column and the third element
of the second column can be replaced by their linear combinations x1x4 and x2x3, giving the following
basis for kerX2:
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x23 x3x4
x1x3 x2x3
x1x4 x2x4 − 2x1x5
x24 − 2x3x5
It is important to notice that the ﬁrst column is no longer a basis for kerX, because x2x3 − x1x4
can only be replaced by x1x4 by using an element of kerX2. In the same way, working within kerX3
we can replace the ﬁfth element in the ﬁrst column and the second element in the third column by
x24 and x3x5, and also the fourth element in the second column and the third element in the third
column can be simpliﬁed, giving the following basis for kerX3:
x21 x1x2 x
2
2
x23 x3x4 x3x5
x1x3 x2x3 x1x5
x1x4 x2x4
x24
Again, the columns no longer have any signiﬁcance, only the total basis for kerX3 is meaningful. The
last two tables give the basis elements used in Section 6.
Appendix E. The projection from simpliﬁed to inner product style
In this appendix we brieﬂy address the issue of the relation between normal forms for the same
system in simpliﬁed and inner product styles. Speciﬁcally, we are concerned with the a0,1 term (unper-
turbed quadratic term) and the a1,0 term (ﬁrst order linear term) in the ﬁrst-level unfolding of N23,
just before the hypernormalization step is performed. We claim that if the same system is expressed
as a ﬁrst-level unfolded system in the simpliﬁed and inner product styles, then any particular basis
element v(s,ψ) will appear (with a nonzero coeﬃcient) in the a0,1 term in the simpliﬁed style if and
only if the basis element v{s,ψ} appears (with a nonzero coeﬃcient) in the a0,1 term in the inner
product style, and similarly, that a particular Eij appears in the a1,0 term in the simpliﬁed style if and
only if Sij appears in the inner product style. As pointed out in Section 6, this is enough to imply
that the nondegeneracy conditions for the removal of a particular set of Eij from the simpliﬁed style,
and for the removal of the corresponding set of Sij from the inner product style, are actually different
(and do not just appear to be different because we have not taken into account the projections).
Suppose we are given the system in simpliﬁed style, and wish to project it into inner product
style. The projections into inner product style can be computed using the fact that the basis elements
are orthogonal with respect to an inner product 〈,〉 for vector ﬁelds described in [7] or [4]. A related
inner product 〈 | 〉 for scalar ﬁelds is also needed.
Since a0,1 and a1,0 appear on the same diagonal of (1.2), the projections can be applied indepen-
dently to these two elements. (Normalizing either element does not modify the other.) For the case of
a1,0, we represent the linear vector ﬁelds by their matrices. It is shown in [7, §3.4] that the projection
into striped matrices is given by dropping the elements outside the stripes and averaging the stripes,
so that stripe sums are preserved. In particular, each Eij (considering only those that appear in a basis
for the simpliﬁed normal form) projects to the corresponding Sij .
The a0,1 part is a little more diﬃcult. First, the basis vectors ψ for kerX223 and kerX
3
23 computed
in Appendix D are orthogonal with respect to 〈 | 〉. Next, the basis vectors v{2,ψ} and v{5,ψ} in Tables 3
and 4 are orthogonal with respect to 〈,〉. It follows that the projection of a quadratic vector ﬁeld w
into inner product normal form is given by
Pw =
∑
t,ϕ
〈w, v{t,ϕ}〉v{t,ϕ}
‖v{t,ϕ}‖2 ,
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and for kerX3 when t = 5. Taking for w a basis vector v(s,ψ) in simpliﬁed style, we have (using the
formulas for both kinds of basis vectors)〈
v(s,ψ), v{t,ϕ}
〉= 〈ψ |ϕ〉
if s = t and 0 otherwise. Since distinct ψ and ϕ are orthogonal, the last two results imply that the
projection of v(s,ψ) into inner product normal form reduces to a single term,
Pv(s,ψ) = 〈ψ |ψ〉‖v{s,ψ}‖2 v{s,ψ}.
This shows that the projection of v(s,ψ) into inner product normal form is a nonzero multiple of
v{s,ψ} , as claimed.
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