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Abstract. In this paper, we consider and study the complementary problems in the setting of 
semi-inner product spaces. It has been shown that these problems can be formulated u fixed 
point problems using the concept of change of variables. This formulation enables us to suggest 
iterative algorithms for compiementarity problems. Convergence properties are also discussed 
and analyzed. 
1. INTRODUCTION 
Complementarity theory has become a rich source of inspiration in both mathematical and 
engineering sciences. This theory provides us a natural and elegant framework for the study 
of many unrelated free boundary value and equilibrium problems. Much work in this field 
has been done either in inner product spaces or in Hilbert spaces and it is generally thought 
that this is desirable, if not essential, for the results to hold. It has been observed that these 
results depend upon properties, which are independent of any inner product or Hilbert 
space structure. We, in this paper, consider and study the complementa.rity problems in the 
setting of semi-inner product spaces. We show that the complementarity problems can be 
formulated as fixed point problems using the change of variables technique. This may lead 
to new insight into these problems. 
In Section 2, we review the some basic results and formulate the problems. Convergence 
results are discussed and analyzed in Section 3. 
2. BASIC RESULTS AND FORMULATIONS 
A real vector space H is said to be a semi-inner product space, if there is a function 
(., .) : H x H + R with the following properties for all I, y, z&H and u, XER; 
(i) (f,f) > 0 for t # 0 
(ii) (AZ + PY, 4 = A@, 4 + P(Y, 2) 
(iii) I(+,Y)I~ < (z,~(Y,Y)- 
It was Lumer [l] who originally introduced and studied the semi-inner product spaces. We 
also note that a semi-inner product space is a normed linear space with norm ]]z]]? = (z, z). 
It has been shown [l] that a normed linear space can be made a semi-inner product space in 
a unique way if and only if it is smooth. In general, every normed linear space can be made 
a semi-inner product space in infinitely many different ways. Giles [2] has proved that if it 
is a uniformly convex smooth Banach space, then the semi-inner product has the following 
properties. 
(a) (I, Xy) = X(z, y), for all I, YEH, X&R. 
(b) (I, y) = 0 if and only if y is orthogonal to I. 
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For further properties and applications, see [l-2]. 
Given a continuous mapping T from H into itself, we consider the problem of finding u 
such that 
u > 0, Tu > 0 (u,Tu) = 0 (1) 
Problems of type (1) are known as complementarity problems, which were originally in- 
troduced and studied by Lemke [3] and Cottle and Dantzig [4]. Iterative methods for solving 
complementarity problems have been studied by many authors including Mangasarian [5], 
Ahn [6], Pang [?I, and Noor [8-lo]. 
The problem (1) can be written as 
u > 0, V= Tu, (UJ) = 0. (2) 
This formulation is useful in developing a fixed point formulation of the ComplementaTity 
problem. We, using the ideas of Noor [8] and Van Bokhoven [ll], consider the following 
change of variables: 
u = (II+E and v = lx1 - ’ 
2 P ’ 
(3) 
for p > 0, a constant. Using (3), we see that problem (1) is equivalent to a fixed point 
problem of solving 
z=~(z)=+-;T(~). (4) 
Based on the above formulation and observation, we now suggest and analyze the following 
algorithm for problem (2). 
ALGORITHM 2.1. Given zO, compute Z,+I by the iterative scheme 
xn+l = hI+- _ p 
2 
2T(‘“n’;zn), n=0,1,2 ,... (5) 
3. CONVERGENCE ANALYSIS 
In this section, we study the conditions under which the approximate solution obtained 
from (6) convergences to the exact solution of the complementarity problem (5). To prove 
the convergence, we need the following concepts. 
DEFINITION 3.1. A mapping T : H - H is said to be: 
(a) Strongly monotone if there exists a constant a > 0 such that 
(Tu - TV, u - v) > ajlu - vjj*, for all u, v&H. 
(b) Lipschitz continuous if there exists a constant p > 0 such that 
(ITu - TV// < PI/U - VII, for alf u, VEH. 
In particular, it follows that c~ < p. 
Now we state prove the main result of this section. 
THEOREM 1. 
Let T be a strongly monotone and Lipschitz continuous operator from H into itself. If 
(2 “+I} is the sequence generated by .4lgorthhm 2.1, then 
x,+1 - x in H, 
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for 0 < p < 3, where z is the solution of (2). 
PROOF: Since the solution L of (2) is also of a solution of (4), and conversely, so from (4) 
and (5), we have 
Hence 
II++1 - 412 < II 





-p<T(l.“l;x”) _T(l”l;‘> ,l~nl+E*;lzl-x > 
<(l-cyp+ q$llxn - 412, 
by definition (3.1), from which we have 
II%+1 - 41 < mn - 41, 
where 0 = Jl-ctp+gg <lforO<p<s. 
Since 0 < 1, then the fixed point problem (4) has a unique solution and consequently the 
iterates x,+1 obtained from (5) converge to the exact solution x of (2), which is the required 
result. 
4. CONCLUSION 
In this paper, using the technique of change of variables, we have characterized the com- 
plementarity problems in terms of the fixed point problems in semi-inner product spaces. We 
have only shown the possibility that the fixed point formulation enables us to suggest general 
algorithms for the complementarity problems in a natural and elegant way. Development of 
implementable algorithms needs further research efforts. 
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