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1 Introduction
A catalytic branching random walk (CBRW) on Z branching at the origin only
is the following particle system:
When a particle location x is not the origin, the particle evolves as an irre-
ducible random walk (Sn)n∈N on Z starting from x .
When a particle reaches the origin, say at time t, then a time t + 1 it dies
and gives birth to new particles positioned according to a point process D0.
Each particle (at the origin at time t) produces new particles independently of
every particle living in the system up to time t. These new particles evolve as
independent copies of (Sn)n∈N starting from their birth positions.
The system starts with an initial ancestor particle located at the origin. De-
note by P the law of the whole system (P also governs the law of the underlying
random walk S), and by Px if the initial particle is located at x (then P= P0).
Let

Xu, |u| = n
	
denote the positions of the particles alive at time n (here
|u| = n means that the generation of the particle u in the Ulam-Harris tree is
n). We assume that
D0 =

Xu, |u| = 1
	 d
=
n
S
(i)
1 , 1≤ i ≤ N
o
where N is an integer random variable describing the offspring of a branching
particle, with finite mean m = E [N], and (S(i)n ,n ≥ 0)i≥1 are independent
copies of (Sn,n ≥ 0), and independent of N .
Let τ be the first return time to the origin
τ := inf

n≥ 1 : Sn = 0
	
with inf;= +∞ .
The escape probability is qesc := P(τ = +∞) ∈ [0,1) (qesc < 1 because S is
irreducible). Assume that we are in the supercritical regime, that is
m(1− qesc)> 1 . (1.1)
An explanation of assumption (1.1) is given in Section 7, Lemma 7.3.
Since the function defined on (0,∞) by r → ρ(r) = mEe−rτ is of class
C∞, strictly decreasing, limr→0ρ
(r) = mP(τ < +∞) = m(1 − qesc) > 1 and
limr→+∞ρ
(r) = 0, there exists a unique r > 0, a Malthusian parameter such
that
mE

e−rτ

= 1 . (1.2)
Let ψ be the logarithmic moment generating function of S1:
ψ(t) := logE

etS1

∈ (−∞,+∞], t ∈ R.
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Let ζ := sup{t > 0 : ψ(t) <∞}. We assume furthermore that ζ > 0 and there
exists some t0 ∈ (0,ζ) such that
ψ(t0) = r. (1.3)
Observe that by convexity ψ′(t0)> 0.
Let Mn := sup|u|=n Xu be the maximal position at time n of all living particles
(with convention sup; := −∞). Since the system only branches at the origin
0, we define the set of infinite number of visits of the catalyst by
S :=

ω : limsup
n→∞

u : |u| = n,Xu = 0
	 6= ; .
Remark that P(dω)-almost surely on S c, for all large n ≥ n0(ω), either the
system dies out or the system behaves as a finite union of some random walks
on Z, starting respectively from Xu(ω) with |u| = n0. In particular, the almost
sure behavior of Mn is trivial on S c. It is then natural to consider Mn on the
set S . Our first result on Mn is
Theorem 1.1 (Law of large numbers). Assume (1.1) and (1.3). On the set S ,
we have the convergence
lim
n→+∞
Mn
n
= α :=
ψ(t0)
t0
a.s.
In Theorem 1.1, the underlying random walk S can be periodic. In order to
refine this convergence to a fluctuation result by centering Mn, we shall need
to assume the aperiodicity of S. However, we cannot expect a convergence in
distribution for Mn − αn since Mn is integer-valued whereas αn in general is
not.
For x ∈ R, let bxc be the integer part of x and {x} := x − bxc ∈ [0,1) be the
fractional part of x .
Theorem 1.2. Assume (1.1) and (1.3). Assume furthermore that E(N2) < ∞
and that S is aperiodic. Then there exists a constant c∗ > 0 and a random variable
Λ∞ such that for any fixed y ∈ R,
P
 
Mn −αn> y

= E
h
1− e−c∗e−t0 y (e t0{αn+y}+o(1))Λ∞
i
, (1.4)
where o(1) denotes some deterministic term which goes to 0 as n → ∞. The
random variable Λ∞ is non negative and satisfies that
Λ∞ > 0
	
= S a.s. (1.5)
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Consequently for any subsequence n j →∞ such that {αn j} → s ∈ [0,1) for some
s ∈ [0,1), we have that
lim
j→∞
P

Mn j − bαn jc= y

= E

e−c∗e
−t0(y−s)Λ∞ − e−c∗e−t0(y−1−s)Λ∞

(∀y ∈ Z.)
(1.6)
Let us make some remarks on Theorem 1.2:
Remark 1. 1. The random variable Λ∞ is the limit of the positive fundamen-
tal martingale of Section 4. The value of constant c∗ is given in (6.14) at
the beginning of Section 6.
2. The hypothesis E(N2) < ∞ might be weakened to E(N log(N + 1)) <
∞, just as the classical L log L-condition (see e.g. Biggins [8]) in the
branching random walk.
3. We do need the aperiodicity of the underlying random walk S in the proof
of Theorem 1.2. However, for the particular case of the nearest neigh-
borhood random walk (the period equals 2), we can still get a modified
version of Theorem 1.2, see Remark 5 of subsection 6.1.
Theorems 1.1 and 1.2 are new, even though a lot of attention has been given
to CBRW in continuous time. In papers [3–5, 10, 28–31] very precise asymp-
totics are established for the moments of ηt(x) the number of particles located
at x at time t, in every regime (sub/super/critical). Elaborate limit theorems
were obtained for the critical case by Vatutin, Topchii and Yarovaya in [28–31].
Concerning on the maximal/minimal position of a branching random walk
(BRW) on R, some important progress were made in recent years, in particular
a convergence in law result was proved in Aïdékon [1] when the BRW is not
lattice-valued. It is expected that such convergence dos not hold in general for
lattice-valued BRW, for instance see Bramson [11] where he used a centering
with the integer part of some (random) sequence. In the recent studies of BRW,
the spine decomposition technique plays a very important role. It turns out
that a similar spine decomposition exists for CBRW (and more generally for
branching Markov chains), and we especially acknowledge the paper [16] that
introduced us the techniques of multiple spines, see Section 3.
We end this introduction by comparing our results to their analogue for (non
catalytic) branching random walks (see e.g. [1, 2, 24, 26]). We shall restrict
ourselves to simple random walk on Z, that is P
 
S1 = ±1

= 1
2
.
For supercritical BRW (m > 1), almost surely on the set of non extinction
limn→+∞
M (brw)n
n
= b, where b is the unique solution of ψ∗(b) = logm, with
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ψ∗(b) := supt(bt −ψ(t)) the rate function for large deviations of the simple
random walk and ψ(t) = log cosh(t). For CBRW, we can do explicit computa-
tions : Since for x 6= 0, Ex

e−rτ

= e−t0|x | the Malthusian parameter satisfies
r + t0 = log(m). Combined with log cosh(t0) = r this implies e
t0 =
p
2m− 1
and α = 2 log(m)
log(2m−1) −1. Numerically, for m = 1.83 we find b = 0.9 and α= 0.24.
The second order results emphasize the difference between BRW and CBRW :
for BRW, M (brw)n − bn is of order O(logn), whereas for CBRW, Mn − αn is of
order O(1), see Remark 5.
The organization of the rest of this paper is as follows: We first give in Sec-
tion 2 the heuristics explaining the differences between CBRW and ordinary
BRW (branching random walk). Then we proceed (in Section 3) to recall many
to one/few lemmas, we exhibit a fundamental martingale (in Section 4) and
prove Theorems 1.1 and 1.2 in sections 5 and 6 respectively, with the help of
sharp asymptotics derived from renewal theory. Finally, Section 7 is devoted to
an extension to the case of multiple catalysts. There the supercritical assump-
tion (1.1) appears in a very natural way.
Finally, let us denote by C , C ′ or C
′′
some unimportant positive constants
whose values can be changed from one paragraph to an another.
2 Heuristics
Assume for sake of simplicity that we have a simple randomwalk. The existence
of the fundamental martingaleΛn = e
−rn∑
|u|=nφ(Xu), See Section 4, such that
Λ∞ > 0
	
= S , shows that on the set of non extinction S , we have roughly
ern particles at time n.
If we apply the usual heuristic for branching random walk (see e.g. [26]
Section II.1), then we say that we have approximately ern independent random
walks positioned at time n, and therefore the expected population above level
an> 0 is roughly:
E
bernc∑
i=1
1
(S
(i)
n ≥an)
= becrncP Sn ≥ an= e−n(ψ∗(a)−r)(1+o(1))
where ψ∗(a) = supt≥0(ta−ψ(t)) is the large deviation rate function (for sim-
ple random walk, eψ(t) = E

etS1

= ch(t)).
This expected population is of order 1 when ψ∗(a) = r and therefore we
would expect to have Mn
n
→ γ on S , where ψ∗(γ) = r.
However, for CBRW, this is not the right speed, since the positions of the
independent particles cannot be assumed to be distributed as random walks.
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Instead, the bernc independent particles may be assumed to be distributed as a
fixed probability distribution, say ν . If ηn(x) =
∑
|u|=n 1(Xu=x) is the number
of particles at location x at time n, we may assume that for a constant C > 0,
e−rnE

ηn(x)
→ Cν(x) and thus, ν inherits from ηn the relation :
ν(x) = e−r
∑
y
c(y)p(y, x)(m1(y=0) + 1(y 6=0))
with p(x , y) the random walk kernel. For simple random walk, this implies that
for |x | ≥ 2 we have 1
2
(ν(x + 1) + ν(x − 1)) = erν(x) and thus ν(x) = Ce−t0|x |
for |x | ≥ 2, with ψ(t0) = log cosh(t0) = r.
Therefore the expected population with distance to the origin at least an is
roughly
E
 ∑
|x |≥an
ηn(x)
 = ern ∑
|x |≥an
e−rnE

ηn(x)

∼ ernC
∑
|x |≥an
e−t0|x | ∼ C ′erne−t0an
This expectation is of order 1 when a = r
t0
=
ψ(t0)
t0
= α, and this yields the
right asymptotics
Mn
n
→ α a.s. on S .
This heuristically gives the law of large numbers in Theorem 1.1.
3 Many to one/few formulas for multiple catalysts branch-
ing random walks (MCBRW)
For a detailed exposition of many to one/few formulas and the spine construc-
tion we suggest the papers of Biggins and Kyprianou [9], Hardy and Harris
[21], Harris and Roberts [23] and the references therein. For an application
to the computations of moments asymptotics in the continuous setting, we re-
fer to Döring and Roberts [16]. We state the many to one/two formulas for a
CBRW with multiple catalysts and will specify the formulas in the case with a
single catalyst.
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3.1 Multiple catalysts branching random walks (MCBRW)
The set of catalysts is a some subset C of Z. When a particle reaches a catalyst
x ∈ C it dies and gives birth to new particles according to the point process
Dx
d
=(S
(i)
1 , 1≤ i ≤ Nx)
where (S(i)n ,n ∈ N)i≥1 are independent copies of an irreducible random walk
(Sn,n ∈ N) starting form x , independent of the random variable Nx which is
assumed to be integrable. Each particle in C produces new particles indepen-
dently from the other particles living in the system. Outside of C a particle
performs a random walk distributed as S. The CBRW (branching only at 0)
corresponds to C = {0}.
3.2 The many to one formula for MCBRW
Some of the most interesting results about first and second moments of particle
occupation numbers that we obtained come from the existence of a “natural”
martingale. An easy way to transfer martingales from the random walk to the
branching processes is to use a slightly extended many to one formula that
enables conditioning. Let
m1(x) := E

Nx

<∞, x ∈ Z. (3.1)
On the space of trees with a spine (a distinguished line of descent) one can
define a probability Q via martingale change of probability, that satisfies
E
Z ∑
|u|=n
f (Xu)
= Q
Z f (Xξn) ∏
0≤k≤n−1
m1(Xξk)
 , (3.2)
for all n ≥ 1, f : Z → R+ a nonnegative function and Z a positive Fn mea-
surable random variable, and where (Fn,n ≥ 0) denotes the natural filtration
generated by the MCBRW (it does not contain information about the spine).
On the right-hand-side of (3.2) (ξk) is the spine, and it happens that the distri-
bution of (Xξn)n∈N under Q is the distribution of the random walk (Sn)n∈N.
Specializing this formula to CBRW for which m1(x) = m1(x=0)+1(x 6=0) yields
E
∑
|u|=n
f (Xu)
 = E f (Sn)mLn−1 , (3.3)
where Ln−1 =
∑n−1
k=0 1(Sk=0) is the local time at level 0.
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3.3 The many to two formula for MCBRW
Recall (3.1). Let us assume that
m2(x) := E

N2x

<∞, x ∈ Z. (3.4)
Then for any n≥ 1 and f : Z×Z→ R+, we have
E
 ∑
|u|=|v|=n
f (Xu,X v)
= Q
 f (S1n,S2n) ∏
0≤k<T de∧n
m2(S
1
k
)
∏
T de∧n≤k<n
m1(S
1
k
)m1(S
2
k)
 ,
(3.5)
where under Q, S1 and S2 are coupled random walks that start from 0 and stay
coupled (in particular at the same location) until the decoupling time T de and
after T de, they behave as independent random walks.
More precisely, we have a three component Markov process (S1n,S
2
n, In,n ≥ 0)
where In ∈ {0,1} is the indicator that is one iff the random walks are decou-
pled: when the two random walks are coupled at time n, and at site x , the they
stay coupled at time n+1 with probability m1(x)
m2(x)
. That means that the transition
probability are the following:
• P

S1n+1 = y,S
2
n+1 = y, In+1 = 0 | S1n = S2n = x , In = 0

=
m1(x)
m2(x)
p(x , y)
• P

S1n+1 = y,S
2
n+1 = z, In+1 = 1 | S1n = S2n = x , In = 0

= (1−m1(x)
m2(x)
)p(x , y)p(x , z)
• P

S1n+1 = y,S
2
n+1 = z, In+1 = 1 | S1n = x1,S2n = x2, In = 1

= p(x1, y)p(x2, z).
The random walks are initially coupled and at the origin. The decoupling
time T de = inf

n≥ 1 : In = 1
	
satisfies for any k ≥ 0,
Q
h
T de ≥ k+ 1 | σ{S1j ,S2j , I j , j ≤ k}
i
=
∏
0≤l≤k−1
m1(S
1
l
)
m2(S
2
l
)
1(Ik=0) , (3.6)
where we keep the usual convention
∏
; ≡ 1.
This formula is proved in [21, 23] by defining a new probability Q on the
space of trees with two spines.
An alternative proof, that makes more natural the coupling of (S1,S2) is to
condition on the generation of the common ancestor w = u ∧ v of the two
nodes, then use the branching to get independence, and plug in the many to
one formula in each factor. We omit the details.
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4 A fundamental Martingale
Martingale arguments have been used for a long time in the study of branching
processes. For example, for the Galton Watson process with mean progeny m
and population Zn at time n, the sequence Wn =
Zn
mn
is a positive martingale
converging to positive finite random variable W . The Kesten-Stigum theorem
implies that if E

N log(N + 1)

< +∞, we have the identity a.s., {W > 0}
equals the survival set. A classical proof can be found in the reference book
of Athreya and Ney [6], Section I.10. A more elaborate proof, involving size-
biased branching processes, may be found in Lyons-Pemantle-Peres [25].
Similarly, the law of large numbers for the maximal position Mn of branch-
ing random walks system may be proved by analyzing a whole one parameter
family of martingales (see Shi [27] for a detailed exposition on the equivalent
form of Kesten-Stigum’s theorem for BRW). Recently, the maximal position of
a branching brownian motion with inhomogeneous spatial branching has also
been studied with the help a a family of martingale indexed this time by a func-
tion space (see Berestycki, Brunet, Harris and Harris [7] or Harris and Harris
[22]).
We want to stress out the fact that for catalytic branching random walk, since
we branch at the origin only, we only have one natural martingale, which we
call the fundamental martingale.
Let T = inf

n≥ 0 : Sn = 0
	
be the first hitting time of 0, recall that τ =
inf

n≥ 1 : Sn = 0
	
and let
φ(x) := Ex

e−rT

(x ∈ Z) , (4.1)
where r is given in (1.2). Finally let p(x , y) = Px
 
S1 = y

and P f (x) =∑
y p(x , y) f (y) be the kernel and semigroup of the random walk S.
Proposition 4.1. Under (1.1) and (1.3).
1. The function φ satisfies
Pφ(x) = erφ(x)

1
m
1(x=0) + 1(x 6=0)

.
2. The process
∆n := e
−rnφ(Sn)m
Ln−1
is a martingale, where Ln−1 =
∑
0≤k≤n−1 1(Sk=0) is the local time at level 0.
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3. The process
Λn := e
−rn
∑
|u|=n
φ(Xu)
is a martingale called the fundamental martingale.
4. If E

N2

< +∞, then the process Λn is bounded in L2, and therefore is a
uniformly integrable martingale.
Proof. (1) If x 6= 0, then T ≥ 1, therefore, by conditioning on the first step:
φ(x) =
∑
y
p(x , y)e−rEy

e−rT

= e−rPφ(x) .
On the other hand, τ≥ 1 so conditioning by the first step again,
φ(0) = 1= mE

e−rτ

= m
∑
y
p(0, y)e−rEy

e−rT

= me−r Pφ(0) .
(2) Denote by F Sn := σ{S1, ...,Sn} for n≥ 1. We have,
E

∆n+1 | F Sn

= e−r(n+1)mLnE

φ(Sn+1) | F Sn

= e−r(n+1)mLnPφ(Sn)
= e−r(n+1)mLnerφ(Sn)(
1
m
1(Sn=0) + 1(Sn 6=0)) = ∆n .
(3) Recall that (Fn)n≥0 denotes the natural filtration of the CBRW. By the many
to one formula, if Z is Fn−1 measurable positive, then
E

ΛnZ

= e−rnE
∑
|u|=n
φ(Xu)Z

= e−rnE

Zφ(Sn)m
Ln−1

= E

Z∆n

= E

Z∆n−1

(the martingale property of ∆n)
= E

Λn−1Z

.
(4) The proof is given in Section 7 in the case of multiple catalysts and uses
heavily the many to two formula.
Let us introduce ηn(x) the number of particles located at x at time n:
ηn(x) :=
∑
|u|=n
1(Xu=x) .
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Corollary 4.2. Under (1.1) and (1.3).
1. We have supx ,n e
−rnφ(x)ηn(x)< +∞ a.s.
2. If N has finite variance then there exists a constant 0< C <∞ such that
E

ηn(x)ηm(y)
 ≤ C
φ(x)φ(y)
er(n+m) (n,m ∈ N, x , y ∈ Zd).
Proof. (1) Let us write Λn = e
−rn∑
x φ(x)ηn(x). Since it is a positive martin-
gale it converges almost surely to a finite integrable positive random variable
Λ∞. Therefore Λ
∗
∞ := supΛn < +∞ a.s.and
sup
x ,n
e−rnφ(x)ηn(x)≤ Λ∗∞ .
(2) Assume for example that n ≤ m and let C = supnE

Λ2n

< +∞. We
have, since Λn is a martingale,
e−r(n+m)φ(x)φ(y)E

ηn(x)ηm(y)
 ≤ EΛnΛm
= E

ΛnE

Λm | Fn

= E

Λ2n

≤ C .
For the proof of the following result instead of using large deviations for Ln,
we use renewal theory, in the spirit of [12,17]. Let d be the period of the return
times to 0:
d := gcd{n≥ 1 : P(τ = n) > 0} . (4.2)
Proposition 4.3. Assume (1.1) and (1.3). For every x ∈ Z there exists a constant
cx ∈ (0,∞) and a unique lx ∈ {0,1, · · ·, d − 1} such that
lim
n→+∞
e−r(dn+lx )E

ηnd+lx (x)

= cx .
Moreover, for any l 6≡ lx (mod d), ηnd+l(x) = 0 for all n ≥ 0. In particular, for
x = 0, lx = 0 and c0 =
d
m
.
Proof. By the many to one formula (3.2),
vn(x) := E

ηn(x)

= E
∑
|u|=n
1(Xu=x)

= Q

1(Sn=x)e
A0(ξn)

= E

1(Sn=x)m
Ln−1

.
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We decompose this expectation with respect to the value of τ= inf

n≥ 1 : Sn = 0
	
:
vn(x) = mE

1(Sn=x) 1(τ≥n)

+
∑
1≤k≤n−1
E

1(Sn=x)m
Ln−1 1(τ=k)

.
By the Markov property, if uk := P(τ = k), then
vn(x) = mP
 
τ ≥ n,Sn = x

+
∑
1≤k≤n−1
mukvn−k(x) = mP
 
τ ≥ n,Sn = x

+mv.(x) ∗ u(n) ,
Recall that the Malthusian parameter r is defined by
1= mE

e−rτ

= m
∑
k≥1
e−rkuk .
Hence if we let v˜n(x) = e
−rnvn(x) and u˜k = me
−rkuk then,
v˜n(x) = me
−rnP
 
τ≥ n,Sn = x

+ v˜·(x) ∗ u˜(n) .
By the periodicity, we have un = 0 if n is not a multiple of d and for x ∈ Zd
there is a unique lx ∈ {0,1, . . . , d − 1} such that νn(x) = 0 if n 6≡ lx (mod d).
Therefore the sequence tn = v˜nd+l(x) satisfies the following renewal equation
tn = yn + t ∗ sn
with sn = u˜nd and yn = e
−r(nd+lx )P

τ ≥ dn+ lx ,Sdn+lx = x

. Since the se-
quence s is aperiodic, the discrete renewal theorem (see Feller[18], section
XIII.10, Theorem 1) implies that
tn →
∑∞
n=1 yn∑∞
n=1 nsn
=: cx .
Remark that
∑∞
n=1 nsn =
∑∞
n=1 ne
−rndmund =
1
d
. We have
cx = d
∞∑
n=1
e−r(nd+lx )P

τ ≥ dn+ lx ,Sdn+lx = x

> 0.
This is exactly the desired result.
Finally for x = 0, `x = 0 and c0 = d
∑∞
n=1 e
−rndP
 
τ ≥ dn,Sdn = 0

=
d
∑∞
n=1 e
−rndP(τ= dn) = d E(e−rτ) = d
m
by the choice of r. This completes
the proof of Proposition 4.3.
12
Remark 2. The family (cx)x∈Z satisfies a system of linear equations, dual to the
one (see Proposition 4.1) satisfied by the function φ: Recalling that p(x , y) =
Px(S1 = y) is the kernel of the random walk, we have the recurrence relation
E

ηn+1(x)

=
∑
y
E

ηn(y)

p(y, x)(m1(y=0) + 1(y 6=0)).
Assuming for simplicity d = 1 and multiplying by e−r(n+1) and letting n→ +∞,
we obtain the following functional equation for the function x → cx :
cx = e
−r
∑
y
cy p(y, x)(m1(y=0) + 1(y 6=0)) , x ∈ Z.
We end this section by the following lemma which yields the part (1.5) in
Theorem 1.2.
Lemma 4.4. Assume (1.1) and (1.3). Assume furthermore that N has finite
variance. Then we have 
Λ∞ > 0
	
= S a.s.
Remark that in this Lemma we do not need the aperiodicity of the underlying
random walk S.
Proof. We first prove that S c ⊂ Λ∞ = 0	 a.s. In fact, on S c, either the system
dies out then Λn = 0 for all large n, or for all large n ≥ n0(ω) : ηn(0) = 0 .
Then, if ηn =
∑
x ηn(x) is the total population, ηn = ηn0 for all n ≥ n0 since
the system only branches at 0. Since Λn = e
−rn∑φ(Xu) ≤ e−rnηn = e−rnηn0 ,
we still get Λ∞ = 0.
Let s = P
 
Λ∞ = 0

and sˆ := P(S c). If we can prove s = sˆ, then the Lemma
follows. We shall condition on the number of children of the initial ancestor
N . For k ≥ j ≥ 0, let Υk, j be the event that amongst k particles of the first
generation there are exactly j particles which will return to 0. Then
s = P
 
Λ∞ = 0

=
∞∑
k=0
P(N = k)
k∑
j=0
P

Υk, j ∩ {Λ∞ = 0}
N = k
=
∞∑
k=0
P(N = k)
k∑
j=0

k
j

qk− jesc (1− qesc) js j
=
∞∑
k=0
P(N = k)(qesc + s(1− qesc)k = f (qesc + s(1− qesc)),
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with f (x) = E

xN

the generating function of the reproduction law. Exactly
in the same way, we show that sˆ satisfies the same equation as s.
It remains to check the equation x = f (qesc + x(1 − qesc)) has a unique
solution in [0,1) (sˆ ≤ s and s < 1 thanks to Proposition 4.1). To this end, we
consider the function g(x) := f (qesc+ x(1−qesc))− x . The function g is strictly
convex on [0,1], g(0) = f (qesc)> 0, g(1) = 0 and g
′(1) = m(1− qesc)−1> 0.
Thus g has a unique zero on [0,1), proving the Lemma.
5 The law of large numbers : proof of Theorem 1.1.
5.1 Proof of the upper bound.
Let θ > 0, x > 0. By the many to one formula,
P
 
Mn > xn

= P
∑
|u|=n
1(Xu>xn) 6= 0

≤ E
∑
|u|=n
1(Xu>xn)

= E

1(Sn>nx)m
Ln−1

≤ E

eθ (Sn−xn)mLn−1

= e−θnxhn , with hn = E

eθSnmLn−1

.
As in Proposition 4.3, we are going to use the renewal theory to study the
asymptotics of vn. Let us condition on τ= inf

n≥ 1 : Sn = 0
	
:
hn = E

eθSnmLn−1 1(τ≥n)

+
∑
1≤k≤n−1
E

eθSnmLn−1 1(τ=k)

= E

eθSn 1(τ≥n)

+
∑
1≤k≤n−1
mP(τ= k)hn−k
= zn+mh ∗ u(n) ,
with zn := E

eθSn 1(τ≥n)

and un := P(τ = n).
Assume now that θ > t0 so that ψ(θ)>ψ(t0) = r. We let
h˜n := e
−nψ(θ )hn , z˜n := e
−nψ(θ )zn , u˜n := me
−nψ(θ )un .
On the one hand, by definition of the Malthusian parameter we have 1 =
mE

e−rτ

=
∑
mne
−rnun so that
∑
k u˜k < 1.
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On the other hand,
z˜n = E

eθSn−nψ(θ ) 1(τ≥n)

= Pθ (τ ≥ n)
with Pθ defined by the martingale change of probability
dPθ
dP
= eθSn−nψ(θ ) (on Fn) .
Since under Pθ , (Sn)n≥0 is a random walk with mean Eθ

S1

= ψ′(θ) ≥
ψ′(t0)> 0, we have
z˜n → z˜∞ := Pθ (τ= +∞) .
If we make the aperiodicity assumption d = 1, then by the discrete renewal
theorem, we have
h˜n →
y˜∞
1−
∑
k u˜k
.
In the general case, we can prove exactly as in the proof of Proposition 4.3 that
for every l ∈ {0, . . . , d − 1} there exists a finite constant Kl such that
lim
n→+∞
h˜nd+l → Kl .
Therefore in any case, the sequence h˜n is bounded, and if x >
ψ(θ )
θ
P
 
Mn > xn
≤ e−n(θ x−ψ(θ ))h˜n
satisfies
∑
n P
 
Mn > xn

< +∞. Hence, by Borel Cantelli’s lemma
limsup
n→+∞
Mn
n
≤ x a.s.
Hence, letting first x ↓ ψ(θ )
θ
and then θ ↓ t0 we obtain that
limsup
n→+∞
Mn
n
≤ ψ(t0)
t0
= α a.s.
5.2 Proof of the lower bound, under the hypothesis E(N 2)<∞.
The strategy of proof is as follows: Let 0 < s < 1, a > 0 and consider the event
An,a,s (with c′ a positive constant): “the particles survive forever, there are at
least 1
2
c′ersn particle alive at time sn, and one of these particle stays strictly
positive until time n and reaches a position larger that (1− s)an at time n”.
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We shall prove that for a suitable constant c′, we can choose a, s such that
on the set S of infinite number of visits to 0, for large n we are in An,a,s. This
implies that almost surely on S , lim inf Mn
n
≥ a(1− s). Optimizing over the set
of admissible couples (a, s) will yield the desired lower bound : lim inf Mn
n
≥ α
a.s. on S .
Recall from Proposition 4.3 and Corollary 4.2 that
lim
n→+∞
e−rdnE

ηdn(0)

= c0 , sup
n
e−2rdnE

ηdn(0)
2

< +∞ .
Therefore Paley-Zygmund’s inequality entails that
P

ηdn(0)≥ c′ erdn

≥ c′, (5.1)
for some constant c′ > 0. The following lemma aims at describing the a.s.
behavior of ηn(0):
Lemma 5.1. Under (1.1) and (1.3). Almost surely on S ,
ηdn(0)≥
c′
2
erdn,
for all large n.
Proof. We shall write the proof for the aperiodic case d = 1. The generalization
to a period d ≥ 2 is straightforward by considering dn instead of n throughout
the proof of this Lemma.
Let ηn =
∑
x ηn(x) be the total population at time n. Since 0 ≤ φ(x) ≤ 1
we have Λn = e
−rn∑
x φ(x)ηn(x) ≤ e−rnηn. Furthermore, a particle living at
time n has to have an ancestor at location 0 at some time k ≤ n, and if Ni is the
number of children of this ancestor, then
ηn ≤
∑
1≤i≤Γn
Ni with Γn =
∑
0≤k≤n
ηk(0)
where the (Ni)i≥1 are independent random variables distributed as N and in-
dependent of Γn. Since E [N] < +∞, by Borel Cantelli’s Lemma, there exists
i0 = i0(ω) such that
Ni ≤ i2 for i ≥ i0 .
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Hence, almost surely for n large enough,
ηn ≤
∑
1≤i≤i0
Ni +Γ
2
n
≤
∑
1≤i≤i0
Ni + n
2( sup
0≤k≤n
ηk(0))
2
By Lemma 4.4, almost surely on the survival set S , we have Λ∞ > 0 and
thus, for n large enough ηn ≥ 12Λ∞e
rn and therefore for n large enough, on S ,
sup
0≤k≤n
ηk(0)> e
rn/4
Considering the stopping time (for the branching system endowed with the
natural filtration)
T := inf{n : ηn(0)> ern/4}.
We have established that on S , T < ∞ a.s. It follows from the branching
property and (5.1) that
P

ηn+T (0)≤ c′ ern, S

≤ P

ηn(0)≤ c′ ern
ern/4
≤ (1− c′)ern/4,
whose sum on n converges. By Borel-Cantelli’s lemma, on S , a.s. for all large
n,
ηn(0)≥ c′er(n−T) ≥
c′
2
ern.
This proves the Lemma.
Proof of the lower bound of Mn. Let 0< s < 1. Define k = k(n) := db snd c. By the
preceding Lemma, on the survival set S , at time k, there are at least b c′
2
erkc
particles at 0, which move independently. Letting these particles move as the
random walk S staying positive up to time n−k, then Mn is bigger than b c
′
2
erkc
i.i.d. copies of Sn−k with S1 > 0, ...,Sn−k > 0. By a large deviations estimate
(Theorem 5.2.1 of Dembo and Zeitouni [14], see the forthcoming Remark 3),
for any fixed a ∈ (0,∞),
P

Sn−k > a(1− s)n,S1 > 0, ...,Sn−k > 0

= e−(1−s)nψ
∗(a)+o(n),
where we denote as before,
ψ∗(a) = sup
θ>0
(aθ −ψ(θ)) .
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It follows that
P

Mn ≤ (1− s)an,ηk(0)≥
c′
2
erk

≤

1− P(Sn−k > a(1− s)n,S1 > 0, ...,Sn−k > 0
b c′
2
erkc
= exp(−ersn−ψ∗(a)(1−s)n+o(n)).
Choose (a, s) ∈ (0,+∞)× (0,1) such that
rs >ψ∗(a)(1− s),
we apply Borel-Cantelli’s lemma and get that a.s. for all large n, either Mn >
(1− s)an or ηk(0)< c
′
2
erk. Hence on the set S , by Lemma 5.1, a.s.,
lim inf
n→∞
Mn
n
≥ γ := sup{(1− s)a : (a, s) ∈ (0,∞)× (0,1), rs >ψ∗(a)(1− s)}.
(5.2)
Recalling r =ψ(t0), then
γ= sup
a>0
aψ(t0)
ψ∗(a) +ψ(t0)
.
Let us study the derivative of a → aψ(t0)
ψ∗(a)+ψ(t0)
. Recall that ψ∗(a) = aθ(a)−
ψ(θ(a)) with a = ψ′(θ(a)), and (ψ∗)′(a) = θ(a). Since the derivative of a→
aψ(t0)
I(a)+ψ(t0)
has the same sign as ψ∗(a) +ψ(t0)− a(ψ∗)′(a) =ψ(t0)−ψ(θ(a)),
it is negative if a > ψ′(t0) (i.e. θ(a) > t0), positive if a < ψ
′(t0) and vanishes
at ψ′(t0). Therefore
γ=
ψ(t0)
t0
= α,
which in view of (5.2) yields the lower bound of Theorem 1.1 under the hy-
pothesis that E(N2)<∞.
Remark 3. Mogulskii’s theorem (Theorem 5.2.1 of Dembo and Zeitouni [14])
implies that
P

S j > a j,S1 > 0, ...,S j > 0

= e− jK(a)+o( j),
with
K(a) = inf
(∫ 1
0
ψ∗( f˙ (t)) d t, f ∈A
)
,
A = φabsolutely continuous, f (0) = 0, f (1) = a, f (s) > 0∀s ∈ (0,1)	.
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Let us check that K(a) = ψ∗(a). In fact, since the function f (t) = at is in A ,
we have K(a) ≤
∫ 1
0
ψ∗(a) d t = ψ∗(a). On the other hand, the function ψ∗ is
convex, therefore, by Jensen’s inequality, if φ ∈A ,∫ 1
0
ψ∗( f˙ (t)) d t ≥ψ∗
 ∫ 1
0
f˙ (t)d t
!
=ψ∗( f (1)− f (0)) =ψ∗(a) .
We can thus conclude that K(a) =ψ∗(a).
5.3 Proof of the lower bound, without the hypothesis E(N 2)<∞.
The proof relies on a coupling for the general N with mean m: Let N (L) :=
min(N , L) with a sufficiently large integer L such that mL := E(N
(L)) satisfies
mL(1 − qesc) > 1 (this is possible since mL → m). Consider a new CBRW
(X (L)u , |u| ≥ 0) with N (L) as the number of offsprings and the same random
walk (Sn) as the displacements, i.e. on each step of branching at 0 we keep at
most L-children and their displacements in the original CBRW. The associated
maximum at generation n is denoted by M (L)n . Then by construction
Mn ≥ M (L)n , a.s.
By the lower bound for M (L)n established in Section 5.2, if we denote by
SL :=

ω : limsup
n→∞
{u : |u| = n,X (L)u = 0} 6= ;

,
then a.s. on SL,
lim inf
n→∞
M (L)n
n
≥ αL,
with αL =
ψ(t0(L))
t0(L)
, and where t0(L) is defined in the same way as t0 in (1.3)
and (1.2) by replacing m by mL. We remark that by continuity such solu-
tion t0(L) exists for all sufficiently large L, say L ≥ L0. Moreover αL → α as
L → ∞, and SL ⊂ SL+1 for any L ≥ 1. Then on the set fS := ∪L≥1SL, a.s.
lim infn→∞
M (L)n
n
≥ α. This will yield the lower bound in Theorem 1.1 once we
have checked the equality:
S = fS , a.s.. (5.3)
Let us check (5.3) in the same way as in the proof of Lemma 4.4. PlainlyfS ⊂ S . To prove the reverse inclusion, we remark at first that by Lemma
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4.4, SL equals a.s. the non-zero set of the corresponding limit of the funda-
mental martingale (which is bounded in L2), hence SL 6= ; for all large L.
Consequently fS 6= ;.
Let t := P(S c) and t˜ := P( fS c). Then t ≤ t˜ < 1. As in the proof of Lemma
4.4, by conditioning on the number of offsprings N , we obtain that
t˜ =
∞∑
k=0
P(N = k)
k∑
j=0
C
j
k
qk− jesc (1− qesc) j( t˜) j = f (qesc + t˜(1− qesc)),
with f (x) = E(xN ). The constant t satisfies the same equation as t˜ and we
have already proved in the proof of Lemma 4.4 the uniqueness of solutions in
[0,1). Hence t = t˜ and (5.3) follows. This completes the proof of the lower
bound in Theorem 1.1. 
6 Refining the Convergence : proof of Theorem 1.2.
The key of the proof of Theorem 1.2 is the following double limit of Proposition
6.1. Then we shall prove its uniform version (uniformly on the starting point
of the system) in Proposition 6.2, from which Theorem 1.2 follows easily (see
Section 6.3).
Proposition 6.1. Under the assumptions in Theorem 1.2, there exists a positive
constant c∗ > 0 such that
limsup
z→∞
limsup
n→∞
et0ze−t0{αn+z}PMn > αn+ z− c∗ = 0,
where as before α := ψ(t0)
t0
and {αn+ z} ∈ [0,1) denotes the fractional part of
αn+ z.
The value of c∗ is given in (6.14) by c∗ =
e−t0
(1−e−t0 )eE(H1) and eE(H1) is given
in equation (6.9). We also mention that we can not replace Mn > αn+ z by
Mn ≥ αn+ z in the above Proposition, since Mn is integer-valued.
The proof of Proposition 6.1 is divided into the upper and lower bounds,
proved respectively in Section 6.1 and Section 6.2.
6.1 Upper bound in Proposition 6.1
Recall that α := ψ(t0)
t0
is the velocity of Mn. We prove the following upper
bound: for all z ∈ R,
limsup
n→∞
e−t0{αn+z}P

Mn > αn+ z

≤ c∗ e−t0z .
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Let us start from P

Mn > αn+ z

= P

∃|u| = n : Xu > αn+ z

. For any
n ≥ 1 and any |u| = n, denote by u0 = ; < u1 < ... < un = u the shortest path
relating ; to u such that |uk| = k for any k ≤ n. For |u| = n with Xu > αn+z > 0
(as n is large), there exists some k < n such that Xuk = 0 and Xu j > 0 for all
k < j ≤ n. Therefore 
Mn > αn+ z
	
=
⋃
0≤k≤n−1
Bk (6.1)
with
Bk :=
⋃
|v|=k
Av(k,n) , and
Av(k,n) :=
n
∃|u|= n : v = uk,X v = 0,Xu j > 0,∀k < j ≤ n, Xun−k > αn+ z
o
.
Denote as before by ηn(x) the number of particles at x at time n. Then,
conditioning on Fk, Bk is an union of ηk(0) i.i.d. events, and each event holds
with probability
p(k,n) := P

∃|u|= n− k,Xu1 > 0, ...,Xun−k > 0,Xu > αn+ z

.
It is easy to compute p(k,n): by conditioning on the number of offspring N =
l, p(k,n) is the probability that among these l particles in the first generation
there exists at least one particle which remains positive up to generation n− k
and lives in (αn+ z,∞) at (n− k)-th generation. It follows that
p(k,n) =
∞∑
l=0
P(N = l)

1− (1− q(k,n))l

= 1− f (1− q(k,n)), (6.2)
where f (x) := E(xN) is the generating function of N and q(k,n) is defined as
follows:
q(k,n) := P

S1 > 0, ...,Sn−k > 0,Sn−k > αn+ z

.
Let " > 0 be small. By Proposition 4.3 (with d = 1), limn→∞ e
−rnE

ηn(0)

=
c0 =
1
m
. It follows that for any n> k ≥ k0 ≡ k0("),
P

Bk

≤ E

ηk(0)p(k,n)

≤ (c0 + ")erk p(k,n).
Hence for any n> k0,
P

Mn > αn+z

≤
n−1∑
k=0
P(Bk)≤ (c0+")
n−1∑
k=k0
erk p(k,n)+Ck0
k0−1∑
k=1
p(k,n), (6.3)
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where Ck0 := max1≤k≤k0 E(ηk(0)). Recalling f
′(1) = m and (6.2), we deduce
from the convexity of f that for all k < n,
f ′(1− q(k,n))q(k,n)≤ p(k,n) ≤ mq(k,n). (6.4)
It is easy to see that the sum
∑k0−1
k=1 in (6.3) is negligible as n→∞. In fact,
for any 1 ≤ k ≤ k0, q(k,n) ≤ P(Sn−k−1 > αn+ z). But E(S1) = ψ′(0) < α =
ψ(t0)
t0
by the (strict) convexity of ψ. Then p(k,n) ≤ mq(k,n) → 0 as n → ∞
(exponentially fast by the large deviation principle).
To estimate the probability q(k,n) for k0 ≤ k < n, we introduce a new prob-
ability
deP
dP

σ{S0,...,Sn}
= et0Sn−nψ(t0).
Under eP, S1 has the meanψ′(t0)> 0. Therefore for 1≤ k ≤ n and for all z ≥ 0,
q(k,n) = P

S1 > 0, ...,Sn−k > 0,Sn−k > αn+ z

= eEe−t0Sn−k+(n−k)ψ(t0)1(S j>0,∀ j≤n−k,Sn−k>αn+z)
= e−rkePe(t0)≥ Sn−k −αn,S j > 0,∀ j ≤ n− k,Sn−k > αn+ z,
where e(t0) denotes an independent exponential random variable with param-
eter t0 and we also used the fact that α =
ψ(t0)
t0
and r = ψ(t0). Plainly in the
event of the above probability term, e(t0) must be bigger than z. Thanks to the
loss of memory property of e(t0), we get that for 1≤ k ≤ n and for all z ≥ 0,
erkq(k,n) = e−t0zePS j > 0,∀ j ≤ n− k,αn+ z < Sn−k ≤ αn+ z+e(t0). (6.5)
Summing (6.5) over 0≤ k ≤ n− 1 and letting i = n− k, we obtain that
n−1∑
k=0
erk q(k,n)
= e−t0z
n∑
i=1
ePS j > 0,∀ j ≤ i,αn+ z < Si ≤ αn+ z + e(t0)
= e−t0z
eEU(αn+ z,αn+ z + e(t0)]− sn , (6.6)
where for any x < y,
U(y) :=
∞∑
k=1
ePS j > 0,∀1≤ j ≤ k, Sk ≤ y, U(x , y] := U(y)− U(x), (6.7)
22
and
sn :=
∞∑
k=n
ePS j > 0,∀ j ≤ k,αn+ z < Sk ≤ αn+ z + e(t0). (6.8)
Under eP, S j is a random walk with positive mean. Define by T0 := 0, T j :=
inf{i > T j−1 : Si > ST j−1} and H j := ST j for j ≥ 1. Then 0 < T1 < ... < T j < ...
and 0 < H1 < · · · < H j < · · · are the strict ladder epochs and ladder heights of
the random walk S (under eP). The duality lemma says that for any y > 0,
U(y) =
∞∑
l=1
ePHl ≤ y.
Since eES21 < +∞, eE(H1) < ∞ and we have the Wald identity (see [19]
Feller Volume II, Chapter XVIII, Theorem 1)
eE(H1) = eE(S1)eE(T1) . (6.9)
We are going to apply the renewal theorem (see [19] Feller, pp. 360) to U
and prove that there exists some constant cH > 0 such that
lim
x→∞ e
−t0{x} eEU(x , x + e(t0)]= cH . (6.10)
To check (6.10), we remark that the span of H1 equals 1 (because S is aperi-
odic). By the renewal theorem, for any j ≥ 1, U(x , x + j]→ jeE(H1) as x →∞.
Moreover there exists some constant C > 0 such that for all y > x ≥ 0,
U(x , y] ≤ C(1+ y − x). Let x > 0. Observe that almost surely,
U(x , x + e(t0)] = U(bxc, x + e(t0)] =
∞∑
j=1
1( j<{x}+e(t0)< j+1)U(bxc, bxc+ j].
Taking expectation gives that
eEU(x , x + e(t0)]= ∞∑
j=1
e−t0( j−{x})(1− e−t0)U(bxc, bxc+ j],
which proves (6.10) after an application of the dominated convergence theo-
rem, with
cH :=
∞∑
j=1
e−t0 j(1− e−t0) jeE(H1) = e
−2t0
(1− e−t0)eE(H1) . (6.11)
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Now we prove that sn → 0, where sn is defined in (6.8). Remark that eE(S1) =
ψ′(t0) > α :=
ψ(t0)
t0
by convexity. Pick up some small positive constant δ <
(ψ′(t0)− α)/2. There exists some sufficiently small constant b ∈ (0, t0) such
that eEe−bS1 ≤ e−b(ψ′(t0)−δ). Then by Chebychev’s inequality, for any t > 0 and
k ≥ n, eP(Sk ≤ z +αn+ t) ≤ ebz+btebαneEe−bSk ≤ ebz+bt e−δbk. It follows that
sn ≤
∞∑
k=n
ebze−δbkeE(ebe(t0)) = t0
(1− e−δb)(t0 − b)
ebze−δbn.
In particular sn → 0. This together with (6.10), (6.6) yields that for any z ≥ 0,
lim
n→∞
e−t0 {αn+z}
n−1∑
k=0
erkq(k,n) = e−t0zcH . (6.12)
Now by using the lower bound of (6.4) and (6.5), for any k < n and z ≥ 0,
p(k,n) ≥ f ′(1− e−rk)q(k,n) because q(k,n) ≤ e−r(k+1)e−t0z ≤ e−rk. Then for
any small δ > 0, there exists some k0(δ) such that f
′(1− e−rk)≥ m(1−δ) for
all k ≥ k0 (recalling f ′(1) = m). It follows that for any k0 ≤ k < n and z ≥ 0,
p(k,n) ≥ (1−δ)mq(k,n). On the other hand, p(k,n) ≤ mq(k,n) for any k < n,
and limn→∞
∑k0
k=0 q(k,n) = 0. This in view of (6.12) implies that for any z ≥ 0,
lim
n→∞
e−t0 {αn+z}
n−1∑
k=0
erkp(k,n) = me−t0zcH . (6.13)
Applying the above limit to (6.3) gives that for any z ≥ 0,
limsup
n→∞
e−t0 {αn+z}P(Mn > αn+ z) ≤ (c0 + ")mcH e−t0z ,
which implies the upper bound in Proposition 6.1 by letting "→ 0 and
c∗ := c0mcH =
c0me
−2t0
(1− e−t0)eE(H1) = e
−2t0
(1− e−t0)eE(H1) , (6.14)
since c0 = 1/m (the period d = 1) as stated in Proposition 4.1. 
Remark 4. Let us mention an uniform estimate: for some constant C > 0,
P(Mn > αn+ z) ≤ Ce−t0z , ∀z ∈ R,n≥ 1. (6.15)
In fact, there exists some constant C ′ > 0 such that E(ηk(0)) ≤ C ′erk for any
k ≥ 1, hence by the first inequality in (6.3), P(Mn > αn+z)≤ C ′
∑n−1
k=0 e
rkp(k,n)≤
C ′m
∑n−1
k=0 e
rkq(k,n). Using (6.6) and the fact that ∃C ′′ > 0: U(x , y] ≤ C ′′(1+
y − x) for all x < y, we immediately get (6.15).
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Remark 5. If the underlying random walk S is of period d ≥ 2, then in (6.1),
Bk = ; if k is not multiple of d (namely if d 6 | k). Then instead of
∑n−1
k=0 e
rkp(k,n),
we have to deal with
∑n−1
k=0,d|k e
rkp(k,n), which in turn leads to the study of∑n
k=0,d|k e
rkq(k,n). An equality similar to (6.6) holds with U replaced by
U (d,`)(y) :=
∞∑
k=0
ePS j > 0,∀1≤ j ≤ kd + `, Skd+` ≤ y,
where ` ∈ {0, ..., d − 1} comes from the rest of division of n by d [` being fixed
and we let n→∞ with n−1≡ `(mod d)]. Technically we are not able to prove
any renewal theorem for U (d,`)(y) for a general random walk S.
In the particular case when S is a nearest neighbor random walk on Z, we
can use parity to handle U (d,`)(y). Considering for instance ` = 0 (d = 2).
Thanks to parity, we have that for any k ≥ 1 and y > 0,
ePS j > 0,∀1≤ j ≤ 2k, S2k ≤ y = ePS2 j > 0,∀1≤ j ≤ k, S2k ≤ y,
which implies that U (2,0)(y) is the renewal function for the random walk (S2n)n≥0
(under eP). Then we can apply the standard renewal theorem to U (2,0)(y). The
term U (2,1)(y) can be dealt with in the same way. Then we get a result similar
to Proposition 6.1 and the forthcoming Proposition 6.2, and finally a modified
version of Theorem 1.2 for the nearest neighbor random walk. The details are
omitted.
6.2 Lower bound in Proposition 6.1
Let " > 0 be small. Let λ ≡ λ(") be a large constant whose value will be
determined later on. Recall (6.1). Consider
En :=
n−1⋃
k=0
B′k,
with B′
k
:= Bk∩{ηk(0)≤ λerk} := Bk∩Fk. Then by Cauchy-Schwarz’ inequality,
P

Mn > αn+ z

≥ P

En

≥
∑
0≤k<nP(B
′
k
)
2∑
0≤k1,k2<n P(B
′
k1
∩ B′
k2
)
. (6.16)
Conditioning on Fk, Bk is an union of ηk(0) i.i.d. events,
P

Bk
Fk= 1− (1− p(k,n))ηk(0).
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Let 0 ≤ k < n. By (6.4) and (6.5), p(k,n) ≤ me−r(k+1)e−t0z . On Fk, ηk(0) ≤
λ erk hence p(k,n)ηk(0)≤ e−r−t0zmλ. Therefore for all z ≥ z0(λ,") and for all
k < n,
1− (1− p(k,n))ηk(0) ≥ (1− ")p(k,n)ηk(0)
hence
P

B′k
Fk≥ (1− ")p(k,n)ηk(0)1Fk .
In particular,
n−1∑
k=0
P(B′k)≥ (1− ")
n−1∑
k=0
p(k,n)E

ηk(0)1Fk

.
Since ηk(0)e
−rk is bounded in L2, we deduce from Proposition 4.3 that
we can choose (and then fix) some large λ and some k0 ≡ k0(") such that
E

ηk(0)1Fk

≥ c0(1− ")erk for all k ≥ k0. It follows that for all n> k0,
n−1∑
k=0
P(B′k)≥ c0(1− ")2
n−1∑
k=k0
erkp(k,n).
Consequently, for all z ≥ z0 there exists some n0(z,") such that for all n≥ n0,
n−1∑
k=0
P(B′k)≥ c0 m (1− ")3
n−1∑
k=k0
erkq(k,n)≥ c∗(1− ")4e−t0zet0 {αn+z}, (6.17)
by applying (6.12) [recalling c∗ = c0mcH , c0 = 1/m and that for any fixed k
q(k,n) → 0 as n → ∞]. The probability P(Bk) has already been estimated in
the proof of upper bound of Proposition 6.1, see (6.3) and (6.13): for all z ≥ 0
and n≥ n0(z,"),
n−1∑
k=1
P(B′k)≤
n−1∑
k=1
P(Bk)≤ c∗(1+ ")e−t0zet0 {αn+z}. (6.18)
Now we estimate the denominator in (6.16). Let k1 < k2. On Bk1∩Bk2 , there
are at least two different v 6= v′ at generation k1 such that Av(k1,n) holds and
for v′, there exists some descendant u (denoted by u > v′) at generation k2
such that Au(k2,n) holds. Then,
Bk1 ∩ Bk2 ⊂
⋃
v 6=v′,|v|=|v′|=k1
n
Av(k1,n)∩ {∃|u|= k2,u > v′ : Au(k2,n) holds}
o
.
26
Since different particles branch independently, we get that
P

Bk1 ∩ Bk2
Fk1≤ ∑
v 6=v′,|v|=|v′|=k1
p(k1,n)E
 ∑
|u|=k2,u>v′
p(k2,n)
Fk1.
Taking the expectations, we obtain that for k1 < k2,
P

Bk1 ∩ Bk2

≤ p(k1,n)p(k2,n)E(ηk1(0)ηk2(0))≤ C p(k1,n)p(k2,n)er(k1+k2),
by Corollary 4.2. Therefore for all z ≥ z0 and n> n0(z,"),∑
0≤k1,k2<n
P

B′k1 ∩ B
′
k2

≤
n−1∑
k=0
P(B′k) + C
 n−1∑
k=0
erkp(k,n)
2
≤ c∗(1+ ")e−t0zet0 {αn+z}+ C ′e−2t0z ,
for some numerical constant C ′ > 0. In view of (6.16), we have that for all
z ≥ z0 and n> n0(z,"),
P

Mn > αn+ z

≥
c2∗ (1− ")8e−t0zet0 {αn+z}
c∗(1+ ") + C ′e−t0z
.
It follows that
lim inf
z→∞
lim inf
n→∞
et0z−t0{αn+z}P

Mn > αn+ z

≥ c∗
(1− ")8
1+ "
.
Letting " → 0, we obtain the lower bound in Proposition 6.1. The proof of
Proposition 6.1 is complete. 
Recall that φ(x) is defined in (4.1) and φ(x) > 0 thanks to the aperiodicity.
Let us establish an uniform version of Proposition 6.1:
Proposition 6.2. Under the assumptions in Theorem 1.2. Uniformly on x ∈ Z,
limsup
n→∞
 et0ze−t0 {αn+z}φ(x) PxMn > αn+ z− c∗
→ 0 ,
as z→∞.
Proof. Assume x 6= 0 and let S∗ =max0≤i≤τ Si, where τ is the first return time
to 0. Then
Px

Mn > αn+ z

≤ Px(S∗ > αn+ z) +
n∑
k=1
Px(τ = k)P

Mn−k > αn+ z

.
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Let " > 0 be small (in particular " < c∗). Let ` be some integer whose value
will be fixed later on. By Proposition 6.1, there exists some y0(")> 0 such that
for all y ≥ y0("), there exists some j0(y,") such that for all j ≥ j0(y,"),et0 y e−t0 {α j+y}PM j > α j+ y− c∗< ". (6.19)
Observe that for any k < n, P

Mn−k > αn+ z

= P

Mn−k > α(n− k) + z +
αk

. We shall apply (6.19) to y = αk+ z and j = n− k. Then for all z ≥ y0("),
there exists some j1(z,`) such that for all 1≤ k ≤ ` and n≥ j1(z,`),et0(z+αk)e−t0 {αn+z}PMn−k > αn+ z− c∗ < ". (6.20)
We stress that y0(") does not depend on `. Then for all n> j1(z,`),∑`
k=1
Px(τ = k)P

Mn−k > αn+ z

≤ (c∗ + ")e−t0zet0 {αn+z}
∑`
k=1
Px(τ = k)e
−αt0k
≤ (c∗ + ")e−t0zet0 {αn+z}φ(x),
since αt0 = ψ(t0) = r and φ(x) = Ex

e−rτ

. For k > `, we apply (6.15) and
get that
n∑
k=`
Px(τ = k)P

Mn−k > αn+ z

≤
n∑
k=`
Ce−t0(αk+z) = Ce−t0z
e−r`
r
.
It follows that for any z ≥ y0(") and any x ∈ Z,
limsup
n→∞
et0ze−t0 {αn+z}Px

Mn > αn+ z

≤ (c∗ + ")φ(x) + C
e1−r`
r
. (6.21)
For the lower bound, we have from (6.20) that for any z ≥ y0(") and all
n> j1(z,`),
∑`
k=1
Px(τ = k)P

Mn−k > αn+ z

≥ (c∗ − ")e−t0zet0 {αn+z}
∑`
k=1
Px(τ = k)e
−αt0k
= (c∗ − ")e−t0zet0 {αn+z}Ex

e−rτ1(τ≤`)

.
Hence for any z ≥ y0(") and any x ∈ Z,
lim inf
n→∞
et0ze−t0 {αn+z}Px

Mn > αn+ z

≥ (c∗ − ")Ex

e−rτ1(τ≤`)

.
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Letting `→∞ in the above lim inf inequality and in (6.21) gives that for any
z ≥ y0(") and uniformly for all x ∈ Z,
limsup
n→∞
et0ze−t0 {αn+z}PxMn > αn+ z− c∗φ(x)≤ "φ(x), (6.22)
proving Proposition 6.2 since " can be arbitrarily small.
6.3 Proof of Theorem 1.2
The part (1.5) of Theorem 1.2 was already proved in Lemma 4.4. We now
prove (1.4).
Let ",δ > 0 be small. For any k ≥ 1, there exists some integer `k = `k(")
such that
P

max
|u|=k
|Xu| ≤ `k

≥ 1− ".
Recalling the martingale Λn defined in Proposition 4.1. Since a.s. Λn → Λ∞,
there exists some k1 = k1(",δ) such that for any k ≥ k1,
P

(1−δ)Λ∞ ≤ Λk ≤ (1+ δ)Λ∞

≥ 1− ".
By (6.22), there exists some z0(δ) such that for all z ≥ z0(δ) and for all
x ∈ Z, there exists some n0(z, x ,δ) such that for all j ≥ n0(z, x ,δ),et0ze−t0 {α j+z}PxM j > α j+ z− c∗φ(x) ≤ δφ(x). (6.23)
Elementarily there exists some s0(δ)> 0 such that 1−s ≥ e−(1+δ)s for all 0≤
s < s0(δ). Let k2 = k2(δ, y) be some integer satisfying (c∗ + δ)e
−t0(αk2+y−1) <
s0(δ). Define k := k1 + k2 + b z0(δ)α c+ 1. Let n1 :=maxx∈Z,|x |≤`k n0(z, x ,δ) + k.
Considering n ≥ n1. Conditioning on Fk and on the set {max|u|=k |Xu| ≤ `k},
the particles in the k-th generation move independently, hence for any n> n1,
P

Mn > αn+ y
Fk= 1− ∏
x∈Z,|x |≤Lk
Px

Mn−k ≤ αn+ y
ηk(x)
. (6.24)
Applying (6.23) to j = n − k, z = αk + y yields that for any |x | ≤ `k (and
x ∈ Z),
(c∗−δ)φ(x)e−t0(αk+y)+t0{αn+y} ≤ Px

Mn−k > αn+y

≤ (c∗+δ)φ(x)e−t0(αk+y)+t0{αn+y}.
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Since 1− s ≥ e−(1+δ)s for all 0 ≤ s < s0(δ), we deduce from (6.24) that on
the set {max|u|=k |Xu| ≤ `k},
P

Mn > αn+ y
Fk
≤ 1− exp

−
∑
x∈Z,|x |≤`k
(c∗ + δ)(1+ δ)φ(x)ηk(x)e
−t0(αk+y)et0{αn+y}

= 1− exp

− (c∗ + δ)(1+ δ)Λke−t0 y et0{αn+y}

. (6.25)
Then by taking the expectation, we get
P

Mn > αn+ y

≤ E

1− exp

− (c∗ + δ)(1+ δ)Λke−t0 y et0{αn+y}

+P

max
|u|=k
|Xu| > `k

≤ E

1− exp

− (c∗ + δ)(1+ δ)2Λ∞e−t0 y et0{αn+y}

+ 2",
where the factor 2 in 2" comes from Λk which is replaced by (1+δ)Λ∞. Since
" and δ can be arbitrarily small, we get the upper bound in (1.4). The lower
bound in (1.4) can be proved in the same way.
Finally, let y ∈ Z. Observe that for any n j ≥ 1, P(Mn j − bαn jc ≥ y + 1) =
P(Mn j − bαn jc > y + {αn j}) = P(Mn j − αn j > y). We apply (1.4) to y and
y − 1, (1.6) follows immediately. This completes the proof of Theorem 1.2. .
7 Extension to multiple catalysts branching random walk
(MCBRW)
Recall Section 3.1 for the definition of MCBRW. Let us assume that the set
of catalysts C is a finite subset of Z. By forgetting/erasing the time spent
between the catalysts, we obtain an underlying Galton-Watson process which
is multitype with the moment matrix
Mx y :=mean number of particles born at x that reach site y
= m1(x)Px

τ= τy ,τ <∞

(x , y ∈ C ) ,
wherem1(x) = E

Nx

is the mean offspring at site x , τy := inf

n≥ 1 : Sn = y
	
is the first return time at y, and τ = τC = infy∈C τy is the first return time to
C .
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We assume to be in the supercritical regime, that is ρ > 1, where ρ is the
maximal eigenvalue of matrix M , which by assumption is irreducible. We let
ρ(r) be the maximum eigenvalue of the matrix
M (r)x y := m1(x)Ex
h
e−rτ 1(τ=τy ,τ<∞)
i
(x , y ∈ C ).
The function r → ρ(r) is continuous, strictly decreasing, C∞ on (0,+∞),
ρ(0) = ρ > 1 and limr→+∞ρ
(r) = 0 since M (r)x y ≤ m1(x)e−r . Therefore there
exists a unique r > 0, a Malthusian parameter, such that ρ(r) = 1. We shall fix
this value of r in the sequel.
Let v = v(r) be a right eigenvector of M (r) associated to ρ(r) = 1: For any
x ∈ C , v(x)> 0 and
v(x) =
∑
a∈C
m1(x)Ex

e−rτ 1(τ=τa,τ<∞)

v(a) (x ∈ C ) .
Let us denote by p(x , y) = Ex

S1 = y

and P f (x) =
∑
y p(x , y) f (y) the
random walk kernel and semigroup. Let us consider the hitting times
Tx := inf

n≥ 0 : Sn = x
	
, TC = inf
x∈C
Tx = inf

n≥ 0 : Sn ∈ C
	
.
Lemma 7.1. The function
φ(x) :=
∑
a∈C
v(a)Ex

e−rTC 1(TC=Ta ,TC<∞)

is a solution of
Pφ(x) = erφ(x)

1
m1(x)
1(x∈C )+ 1(x /∈C )

.
Proof. The proof is similar to that of Proposition 4.1 by using the Markov prop-
erty of the random walk. The details are omitted.
We are now ready to introduce the fundamental martingale.
Lemma 7.2. (1) For the CBRW process with multiple catalysts, the process
Λn := e
−rn
∑
|u|=n
φ(Xu)
is a martingale.
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(2) For the random walk, the process
∆n := e
−rnφ(Sn)
∏
x∈C
m1(x)
L xn−1
is a martingale where Lxn−1 =
∑
0≤k≤n−1 1(Sk=x) is the local time at level x at
time n− 1.
(3) If N has finite variance, then the process Λn is bounded in L
2 and therefore
a uniformly integrable martingale.
Proof. Based on the many-to-one formula, the parts (1) and (2) can be proved
in the same way as in Proposition 4.1. Let us only give the details of the proof
of (3). To compute the second moment, we use the many to two formula (3.5)
of Section 3
E

Λ2n

= e−2rnE
 ∑
|u|=|v|=n
φ(Xu)φ(X v)

= e−2rnQ
φ(S1n)φ(S2n) ∏
0≤k<T∧n
m2(S
1
k
)
∏
T∧n≤k<n
m1(S
1
k
)m1(S
2
k)
 .
Recall (3.6). We have that
E

Λ2n

= e−2rnQ
φ(Sn)2∏
x∈C
m1(x)
L xn−1

+ e−2rn
∑
1≤k≤n−1
Q
 ∏
0≤l≤k−2
m1(Sl)
m2(Sl)
(1− m1(Sk−1)
m2(Sk−1)
)ESk−1

∆n−(k−1)
2
e2r(n−(k−1))
.
Observe that since 0≤ φ ≤ 1 we have 0≤ φ(x)2 ≤ φ(x), and combine it with
Ex

∆p

= φ(x)m1(x)≤ C and m1(x)m2(x) ≤ 1 to obtain the upper bound
E

Λ2n

≤ 1+ C2
∑
1≤k≤n−1
e−2r(k−1) ≤ C ′ <∞,
which completes the proof of this Lemma.
We are now able to give an explanation of the supercritical regime assump-
tion of the introduction.
Lemma 7.3. When there is only one catalyst at the origin, the supercritical regime
is m(1− qesc)> 1.
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Proof. Indeed, M is then a one dimensional matrix and ρ = M00 = mP(τ < +∞) =
m(1− qesc) .
We end this section by stating the law of large numbers. Intuitively, if c is the
rightmost catalyst, the maximal position at time n comes from particles born at
location c.
Proposition 7.4 (Law of large numbers). Assume the supercritical regime and
(1.3). Then, on the set of non extinction S we have
lim
n→+∞
Mn
n
=
r
t0
, a.s.,
with r the Malthusian parameter defined by ρ(r) = 1 and t0 > 0 such that
ψ(t0) = r.
Proof. First observe that the heuristics do not change at all since by applying
the optional stopping theorem to the martingale et0Sn−nr to the time T , we
obtain that for x > c
et0 x = et0cEx

e−rT

,
and thus
φ(x) = v(c)Ex

e−rTc

= v(c)et0(x−c) ,
and we approximate the expected number of particles above level an in the
same way, and hence obtain the same guess for the asymptotics.
Furthermore, the proofs are mutatis mutandis the same as the one given in
section 5. The only difference would come from the use of renewal theorems:
we get a system of renewal equations, e.g., for (Ea(e
θSn
∏
b∈C m1(b)
L b
n−1))a,b∈C
as n→∞, which can be dealt with an application of a matrix version of renewal
theorems (see [13,15]). We feel free to omit the details.
Acknowledgements. We are very grateful to two anonymous referees for
their careful readings and helpful comments on the first version of this paper.
References
[1] Aïdékon, E., Convergence in law of the minimum of a branching random walk, Ann. Proba.,
to appear (2011).
[2] Aïdékon, E. and Shi, Z., Weak convergence for the minimal position in a branching ran-
dom walk: a simple proof, Period. Math. Hungar. 61 (2010), no. 1-2, 43–54. MR2728431
(2011g:60153)
33
[3] Albeverio, S. and Bogachev, L. V., Branching random walk in a catalytic medium. I. Basic
equations, Positivity 4 (2000), no. 1, 41–100. MR1740207 (2001a:60098)
[4] Albeverio, S., Bogachev, L. V., and Yarovaya, E. B., Asymptotics of branching symmetric
random walk on the lattice with a single source, C. R. Acad. Sci. Paris Sér. I Math. 326
(1998), no. 8, 975–980. MR1649878 (99j:60126a)
[5] , Erratum: “Asymptotics of branching symmetric random walk on the lattice with a
single source”, C. R. Acad. Sci. Paris Sér. I Math. 327 (1998), no. 6, 585. MR1650599
(99j:60126b)
[6] Athreya, K. B. and Ney, P. E., Branching processes, Dover Publications Inc., Mineola, NY,
2004. Reprint of the 1972 original [Springer, New York; MR0373040]. MR2047480
[7] Berestycki, J., Brunet, É., Harris, J. W., and Harris, S. C., The almost-sure population growth
rate in branching Brownian motion with a quadratic breeding potential, Statist. Probab. Lett.
80 (2010), no. 17-18, 1442–1446. MR2669786 (2011j:60255)
[8] Biggins, J.D., Martingale convergence in the branching random walk, J. Appl. Probability
14 (1977), 25–37.
[9] Biggins, J.D. and Kyprianou, A.E., Measure change in multitype branching, Adv. in Appl.
Probab. 36 (2004), no. 2, 544–581.
[10] Bogachev, L. V. and Yarovaya, E. B., Moment analysis of a branching random walk on a
lattice with a single source, Dokl. Akad. Nauk 363 (1998), no. 4, 439–442. MR1702745
(2000h:60079)
[11] Bramson, M., Minimal displacement of branching random walk, Z. Wahrs. 45 (1978), 89–
108.
[12] Carmona, Ph., A large deviation theory via the renewal theorem (2005), available at
http://www.math.sciences.univ-nantes.fr/~carmona/renewaldp.pdf.
[13] Crump, K.S., On systems of renewal equations, J. Math. Anal. Appl. 30 (1970), 425–434.
[14] Dembo, A. and Zeitouni, O., Large deviations techniques and applications, Stochastic Mod-
elling and Applied Probability, vol. 38, Springer-Verlag, Berlin, 2010. Corrected reprint of
the second (1998) edition. MR2571413 (2011b:60094)
[15] de Saporta, B., Renewal theorem for a system of renewal equations, Ann. Inst. H. Poincaré
Probab. Statist. 39 (2003), 823–838.
[16] Döring, L. and Roberts, M., Catalytic branching processes via spine techniques and renewal
theory (2011), available at http://arxiv.org/abs/1106.5428.
[17] Döring, L. and Savov, M., An application of renewal theorems to exponential moments of local
times, Electron. Commun. Probab. 15 (2010), 263–269. MR2658973 (2011m:60235)
[18] Feller, W., An Introduction to Probability Theory and Its Applications. Vol. I, John Wiley &
Sons Inc., New York, N.Y., 1950. MR0038583 (12,424a)
[19] , An introduction to probability theory and its applications. Vol. II, John Wiley & Sons
Inc., New York, 1966. MR0210154 (35 #1048)
[20] Gantert, N. and Müller, S., The critical branching Markov chain is transient, Markov Process.
Related Fields 12 (2006), no. 4, 805–814. MR2284404 (2008c:60082)
[21] Hardy, R. and Harris, S. C., A spine approach to branching diffusions with applications
to L p-convergence of martingales, Séminaire de Probabilités XLII, 2009, pp. 281–330.
MR2599214 (2011f:60164)
34
[22] Harris, J. W. and Harris, S. C., Branching Brownian motion with an inhomogeneous breeding
potential, Ann. Inst. Henri Poincaré Probab. Stat. 45 (2009), no. 3, 793–801. MR2548504
(2011b:60342)
[23] Harris, S. C. and Roberts, M. I., The many-to-few lemma and multiple spines (2011), avail-
able at http://arxiv.org/abs/1106.4761.
[24] Hu, Y. and Shi, Z.,Minimal position and critical martingale convergence in branching random
walks, and directed polymers on disordered trees, Ann. Proba. 37 (2009), no. 2, 742–789.
[25] Lyons, R., Pemantle, R., and Peres, Y., Conceptual proofs of L log L criteria for mean be-
havior of branching processes, Ann. Probab. 23 (1995), no. 3, 1125–1138. MR1349164
(96m:60194)
[26] Révész, P., Random walks of infinitely many particles, World Scientific Publishing Co. Inc.,
River Edge, NJ, 1994. MR1645302 (99e:60157)
[27] Shi, Z., Branching random walks, Saint-Flour summer’s course (2012).
[28] Topchii, V. and Vatutin, V., Individuals at the origin in the critical catalytic branching random
walk, Discrete random walks (Paris, 2003), 2003, pp. 325–332 (electronic). MR2042398
(2004m:60186)
[29] , Two-dimensional limit theorem for a critical catalytic branching randomwalk, Math-
ematics and computer science. III, 2004, pp. 387–395. MR2090528 (2005i:60172)
[30] Vatutin, V. A. and Topchi˘ı, V. A., A limit theorem for critical catalytic branching randomwalks,
Teor. Veroyatn. Primen. 49 (2004), no. 3, 461–484. MR2144864 (2005m:60099)
[31] Vatutin, V. A., Topchi˘ı, V. A., and Yarovaya, E. B., Catalytic branching random walks and
queueing systems with a random number of independently operating servers, Teor. I˘mov¯ır.
Mat. Stat. 69 (2003), 1–15. MR2110900 (2005k:60276)
35
