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Abstract
Embedding techniques allow the approximations of finite dimensional attrac-
tors and manifolds of infinite dimensional dynamical systems via subdivision
and continuation methods. These approximations give a topological one-to-one
image of the original set. In order to additionally reveal their geometry we use
diffusion maps to find intrinsic coordinates. We illustrate our results on the
unstable manifold of the one-dimensional Kuramoto–Sivashinsky equation, as
well as for the attractor of the Mackey–Glass delay differential equation.
1 Introduction
For the understanding of the long term behavior of non-linear complicated dynam-
ical systems the objects of interest are invariant sets such as the global attractor
and invariant manifolds. To numerically approximate these sets set-oriented meth-
ods have been developed [DH96, DH97, DJ99, FD03]. The underlying idea is to
cover the set by outer approximations that are generated by multilevel subdivision
or continuation methods. They have been used successfully in various application
areas such as molecular dynamics [SHD01], astrodynamics [DJL+05] or ocean dy-
namics [FHR+12].
Recently these methods have been extended from the finite dimensional setting
to the treatment of infinite dimensional dynamical systems such as partial differ-
ential equations. In particular, in [DHZ16] the subdivision algorithm developed
in [DH97] was adapted to allow the approximation of finite dimensional attractors
of semi-flows in (possible infinite dimensional) Banach spaces. Additionally, finite
dimensional manifolds of steady states can be computed by the extension of the con-
tinuation algorithm introduced in [DH96] to infinite dimensional systems [ZDG18].
Both of the methods rely on embbedding techniques [Whi36, Tak81, HK99, Rob05]
that allow the construction of the so–called core dynamical system, that is a finite
dimensional system which is topologically conjugate to the original dynamics on the
attractor. Thus, the traditional set-oriented numerical methods can be used to ap-
proximate embedded attractors or embedded manifolds which are one-to-one images
of the corresponding set in the Banach space.
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Beyond these topological objects, the finite-dimensional core dynamical system is
also suitable for calculating measure-theoretic dynamical quantities associated with
the dynamics, like invariant measures [DHZ16]. Other dynamical characteristics,
such as (quasi-)periodic and (almost-)invariant motion can also be analyzed [DJ99].
This is also the goal of data-driven Koopman-operator approaches [GKKS18, AM17]
and Dynamic Mode Decomposition [SS08, WKR15]—without delivering any claims
about the topology of the attractor.
Driven by the desire to obtain further intuitive understanding of the geomet-
ric structure of the attractors (and thus hopefully also of the dynamics on them)
of infinite dimensional systems, here we will identify nonlinear coordinates reveal-
ing their intrinsic geometry in the embedding space. To this end, we are us-
ing diffusion maps to obtain the geometric and dynamical structure of the cov-
ering of an embedded attractor or manifold. Diffusion maps are one among many
data–driven manifold learning techniques that find intrinsic coordinates of a data
set [TDSL00, RS00, DG03, BN03, ZZ04]. First introduced by Coifman and Lafon
[CL06a, CLL+05b, CLL+05a], diffusion maps is a nonlinear feature extraction algo-
rithm that computes a family of embeddings of a (possibly) high dimensional data
set into a low dimensional space, whose coordinates are given by the eigenvectors and
eigenvalues of a diffusion operator on the data. Different from linear dimensionality
reductions methods, such as principal component analysis (POD), diffusion maps
focus on discovering the underlying manifold from which the data set is sampled.
In addition to that the algorithm is robust to noise perturbation such that it can
deal with the outer approximations that cover the set of interest generated by the
set-oriented numerical methods.
A detailed outline of this paper is as follows. In Section 2 we briefly summarize
the results of [DHZ16] and [ZDG18]. We state the main embedding results of [HK99]
and [Rob05] and we describe the construction of the core dynamical system on the
observation space. Afterwards, we explain how the classical subdivision and con-
tinuation algorithm is extended to the infinite dimensional setting. In Section 3 we
review the concept of diffusion maps and give a suitable numerical implementation
for our purposes. Finally, in Section 4 we apply this method to the embedded un-
stable manifold for a one dimensional Kuramoto–Sivashinksy equation for different
parameter values and the embedded attractor of the Mackey–Glass delay differential
equation.
2 Review of Subdivision and Continuation methods for
infinite dimensional dynamical systems
Since we want to analyze the geometry of invariant sets of infinite dimensional
dynamical systems we start with a short review of the novel set-oriented methods
to approximate those sets.
2.1 Embedding Techniques
We consider dynamical systems of the form
uj+1 = Φ(uj), j = 0, 1, . . . , (1)
where Φ : Y → Y is Lipschitz continuous on a Banach space Y . Moreover, we
assume that Φ has an invariant compact set A, that is
Φ(A) = A.
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In order to approximate invariant subsets of A or A itself we combine classical sub-
division and continuation techniques for the computation of such objects in a finite
dimensional space with infinite dimensional embedding results (cf. [HK99, Rob05]).
The following theorems allow us to map A into a finite dimensional space Rk such
that this map is generically—in the sense of prevalence1 [SYC91]—one-to-one on A.
To do so the embedding dimension k ∈ N has to be chosen large enough depending
on the upper box counting dimension dbox and thickness exponent
2 σ [HK99].
Theorem 2.1 ([HK99]). Let Y be a Banach space and A ⊂ Y compact, with upper
box counting dimension d = dbox(A;Y ) and thickness exponent σ = σ(A;Y ). Let
N > 2d be an integer, and let α ∈ R with
0 < α <
N − 2d
N · (1 + σ) .
Then, for a prevalent set of bounded linear maps L : Y → RN there is C > 0 such
that
C · ‖L(x− y)‖α ≥ ‖x− y‖ for all x, y ∈ A.
This theorem lays the foundation for Robinson’s main result concerning delay
embedding techniques.
Theorem 2.2 ([Rob05]). Let Y be a Banach space and A ⊂ Y a compact, invariant
set, with upper box counting dimension d, and thickness exponent σ. Choose an
integer k > 2(1 + σ)d and suppose further that the set Ap of p-periodic points of
Φ satisfies dbox(Ap;Y ) < p/(2 + 2σ) for p = 1, . . . , k. Then, for a prevalent set of
Lipschitz maps f : Y → R the observation map Dk[f,Φ] : Y → Rk defined by
Dk[f,Φ](u) = (f(u), f(Φ(u)), . . . , f(Φ
k−1(u)))T
is one-to-one on A.
This result can be generalized to the case where several different observables are
evaluated. In fact, we can use k ∈ N observables fi : Y → R, i = 1, . . . , k such that
the observation map R : Y → Rk given by
R(u) = R[f ](u) = (f1(u), . . . , fk(u))
T . (2)
is one-to-one on A. Moreover, it is reasonable to assume that the thickness exponent
is zero [FR99]. Thus, provided k > 2d, the observation map R is generically—in
the sense of prevalence—one-to-one on A. With that in mind, we will compute the
image R(A) of A under the observation map instead of A itself. Likewise we aim
to approximate embedded manifolds R(Wu(u∗)) ⊂ R(A) for some unstable steady
state u∗ ∈ A.
1A Borel subset S of a normed linear space V is prevalent if there is a finite dimensional subspace
E of V (the ‘probe space’) such that for each v ∈ V, v + e belongs to S for (Lebesgue) almost
every e ∈ E.
2The thickness exponent measures roughly speaking, how well A can be approximated be finite
dimensional linear subspaces
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2.2 The core dynamical system (CDS)
Using the results from Section 2.1 a finite dimensional dynamical system ϕ, the so–
called core dynamical system (CDS), can be created that essentially has the same
dynamics as the infinite dimensional system (1). In this section we will briefly review
the construction of the CDS.
Denote by Ak the image of A ⊂ Y under the observation map R : Y → Rk, that
is
Ak = R(A),
where R is defined in (2). The CDS is then constructed as follows: First we define
ϕ on the set Ak by
ϕ = R ◦ Φ ◦ E˜,
where E˜ : Ak → Y is the continuous map satisfying
(E˜ ◦R)(u) = u ∀u ∈ A and (R ◦ E˜)(x) = x ∀x ∈ Ak.
This is possible due to the fact that R is invertible as a mapping from A to Ak. Using
a generalization of Tietze’s extension theorem [Dug51] we extend E˜ to a continuous
map E : Rk → Y with E|Ak = E˜ (see Figure 1) bringing us in the position to define
the CDS ϕ on Rk, i.e.,
xj+1 = ϕ(xj), j = 0, 1, 2, . . . ,
where ϕ = R ◦ Φ ◦ E : Rk → Rk. Note that by construction the dynamics of the
CDS ϕ on Ak is topologically conjugate to that of Φ on A.
Proposition 2.3 ([DHZ16, Proposition 1]). There is a continuous map ϕ : Rk → Rk
satisfying
ϕ(R(u)) = R(Φ(u)) for all u ∈ A.
Figure 1: Definition of the core dynamical system ϕ.
2.3 Computation of embedded attractors via subdivision
Now we shall give a brief review of the adapted subdivision scheme developed
in [DHZ16] that allows us to approximate the set Ak.
Let Q ⊂ Rk be a compact set and suppose Ak ⊂ Q for simplicity. The global
attractor relative to Q is defined by
AQ =
⋂
j≥0
ϕj(Q).
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The aim is to approximate this set with a subdivision procedure. Given an initial
finite collection B0 of compact subsets of Rk such that
Q =
⋃
B∈B0
B,
we recursively obtain B` from B`−1 for ` = 1, 2, . . . in two steps such that the diameter
diam(B`) = max
B∈B`
diam(B)
converges to zero for `→∞.
Algorithm 1 The subdivision method for embedded global attractors
Initialization: Given k > 2(1 + σ)d we choose a compact set Q ⊂ Rk, such that
Ak ⊂ Q. Fix 0 < θmin ≤ θmax < 1.
1) Subdivision: Construct a new collection Bˆ` such that⋃
B∈Bˆ`
B =
⋃
B∈B`−1
B
and
diam(Bˆ`) = θ` diam(B`−1),
where 0 < θmin ≤ θ` ≤ θmax < 1.
2) Selection: Define the new collection B` by
B` =
{
B ∈ Bˆ` : ∃Bˆ ∈ Bˆ` such that ϕ−1(B) ∩ Bˆ 6= ∅
}
.
The first step is responsible for decreasing the size of the sets of increasing `. In
fact, by construction
diam(B`) ≤ θ`max diam(B0)→ 0 for `→∞.
In the second step each subset whose preimage does neither intersect itself nor
any other subset in Bˆ` is removed. Denote by Q` the collection of compact subsets
obtained after ` subdivision steps, that is
Q` =
⋃
B∈B`
B.
Since the Q`’s define a nested sequence of compact sets, that is, Q`+1 ⊂ Q` we
conclude for each m
Qm =
m⋂
`=1
Q`.
Then by considering
Q∞ =
∞⋂
`=1
Q`
as the limit of the Q`’s the selection step accounts for the fact that Qm approaches
the relative global attractor.
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Proposition 2.4 ([DHZ16, Proposition 2]). Suppose that AQ satisfies ϕ
−1(AQ) ⊂ AQ.
Then
AQ = Q∞.
We note that we can, in general, not expect that Ak = AQ. In fact, by construction
AQ may contain several invariant sets and related heteroclinic connections. However,
if A is an attracting set equality can be proven (see [DHZ16]).
2.4 A subdivision and continuation technique for embedded unstable
manifolds
In [ZDG18] the classical continuation method of [DH96] has been extended to the
approximation of embedded unstable manifolds. In the following we state the main
result of this scheme. Let us denote by
WuΦ(u∗) ⊂ A
the unstable manifold of u∗ ∈ A, where u∗ is a steady state solution of the infinite
dimensional dynamical system Φ (cf. (1)). Furthermore, let us define the embedded
unstable manifold W u(p) by
W u(p) = R(WuΦ(u∗)) ⊂ Ak,
where p = R(u∗) and R is the observation map introduced in Section 2.1. Choose
a compact set Q ⊂ Rk containing p and we assume for simplicity that Q is large
enough so that it contains the entire closure of the embedded unstable manifold,
i.e.,
W u(p) ⊂ Q.
For the purpose of initializing the developed algorithm we define a partition P of Q
to be a finite family of compact subsets of Q such that⋃
B∈P
B = Q and intB ∩ intB′ = ∅, for all B,B′ ∈ P, B 6= B′.
Moreover, we denote by P(x) ∈ P the element of P containing x ∈ Q. We con-
sider a nested sequence Ps, s ∈ N, of successively finer partitions of Q, requir-
ing that for all B ∈ Ps there exist B1, . . . , Bm ∈ Ps+1 such that B = ∪iBi and
diam(Bi) ≤ θ diam(B) for some 0 < θ < 1. A set B ∈ Ps is said to be of level s.
The aim of the continuation method is to approximate subsets Wj ⊂W u(p) where
W0 = W
u
loc(p) = R(WuΦ,loc(u∗)) is the local embedded unstable manifold and
Wj+1 = ϕ(Wj) for j = 0, 1, 2, . . .
in two steps:
At first we use the subdivision Algorithm 1 to approximate the local embedded
unstable manifold W uloc(p) = R(WuΦ,loc(u∗)). To this end, we compute the relative
global attractor AC of a compact neighborhood C ⊂ Ak. The idea of the con-
tinuation algorithm is then to globalize this local covering of W uloc(p) to obtain an
approximation of the compact subsets Wj ⊂W u(p) or even the entire closure W u(p).
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Algorithm 2 The continuation method for embedded unstable manifolds
Initialization: Given k > 2(1 + σ)d we choose an initial box Q ⊂ Rk, such that
Ak ⊂ Q. Choose a partition Ps of Q and a set C ∈ Ps such that p = R(u∗) ∈ C.
1) Apply the subdivision algorithm with ` subdivision steps to B0 = {C} to obtain
a covering B` ⊂ Ps+` of the local embedded unstable manifold AC .
2) Set
C(`)0 = B`.
3) For j = 0, 1, 2, . . . define
C(`)j+1 =
{
B ∈ Ps+` : ∃B′ ∈ C(`)j such that B ∩ ϕ(B′) 6= ∅
}
.
Observe that the unions
C
(`)
j =
⋃
B∈C(`)j
B
form a nested sequence in `, i.e.,
C
(0)
j ⊃ C(1)j ⊃ . . . ⊃ C(`)j . . . .
In fact, it is also a nested sequence in j, i.e.,
C
(`)
0 ⊂ C(`)1 . . . ⊂ C(`)j . . . .
Due to the compactness of Q the continuation in Step (3) of Algorithm 2 will ter-
minate after finitely many, say J`, steps. We denote the corresponding box covering
obtained by the continuation method by
G` =
J⋃`
j=0
C
(`)
j = C
(`)
J`
.
In [ZDG18] we proved that increasing ` eventually leads to convergence of C
(`)
j to
the subsets Wj and assuming that the closure of the embedded unstable manifold
W u(p) is attractive G` converges to W u(p) .
Proposition 2.5 ([ZDG18, Proposition 5]). .
(a) The sets C
(`)
j are coverings of Wj for all j, ` = 0, 1, . . .. Moreover, for fixed j,
we have ∞⋂
`=0
C
(`)
j = Wj .
(b) Suppose that W u(p) is linearly attractive, i.e., there is a λ ∈ (0, 1) and a neigh-
borhood U ⊃ Q ⊃W u(p) such that
dist
(
ϕ(y),W u(p)
)
≤ λ dist
(
y,W u(p)
)
∀y ∈ U.
Then the box coverings obtained by Algorithm 2 converge to the closure of the
embedded unstable manifold W u(p). That is,
∞⋂
`=0
G` = W u(p).
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3 Review of Diffusion Maps
In the last sections it was shown that combining embedding techniques with set
oriented numerical methods allows the computation of one-to-one images in Rk of
attractors and manifolds of infinite dimensional dynamical systems. However, the
embedding can still be high dimensional, even though the box-counting dimension
is low (k > 2dbox). Thus, the embedded set is topologically uninformative and
it is hard to identify geometrical features of the underlying attractor or manifold.
To highlight these important features and possibly further decrease the embedding
dimension we rely on feature extraction methods such as the concept of diffusion
maps [CL06a], whose construction we briefly review for our purposes.
Let X = {xi}mi=1 ⊂ Rk be a finite set of sample points, called anchor points, that
(coarsely) approximate the embedded attractor Ak ⊂ Rk or the embedded unstable
manifold W u(p) ⊂ Ak.
Suppose kε : Rk × Rk → R is a rotation-invariant kernel of the following form
kε(x1, x2) = h
(
‖x1 − x2‖2
ε
)
.
For a given ε > 0 and α ∈ [0, 1] we construct a stochastic matrix Pε,α ∈ Rm×m by
q˜i =
m∑
j=1
kε(xi, xj), k
(α)
ε (i, j) =
kε(xi, xj)
q˜αi q˜
α
j
,
d˜i =
m∑
j=1
k(α)ε (i, j), (Pε,α)ij = p˜(i, j) =
k
(α)
ε (i, j)
d˜i
.
The choice of ε and α will be discussed later. Observe that P = Pε,α has a sequence
of decreasing eigenvalues λl and corresponding eigenvectors ψl where λ0 = 1. Then,
according to [CL06a] (or Theorem 2.2) the k-dimensional diffusion map
R˜ : X → Rk, xi 7→ yi := (λ1ψ1(xi), . . . , λkψk(xi))
embeds the data into Rk (up to some relative error), where ψl(xi) is the i-th entry
of the `-th eigenvector of P . Since this map is only defined on some data points
X = {xi}mi=1, we extend this map R˜ to a map R : Rk → Rk, x 7→ y in a natural way
that is inspired by Nystro¨ms method [CL06b, BPV+04]. For x ∈ Rk let
kj(x) = kε(x, xj), q =
m∑
j=1
kj and k
(α)
j =
kj
qαq˜αj
and again normalize by
d =
m∑
j=1
k
(α)
j and pj =
k
(α)
j
d
.
We define the `-th entry of y =: R(x) ∈ Rk and ψ`(x), respectively, by
y(`) :=
m∑
j=1
pjψ`(xj), (3)
ψ`(x) :=
y(`)
λ`
.
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Note that this construction is consistent with the definition on the data set X, i.e.,
R|X = R˜. The reason why we use this extension method is that we want to use
diffusion maps not only on the given (coarse) data points but also on new data
points without the costly recomputation of the whole diffusion maps. Therefore,
we can easily embed trajectories of the underlying dynamical system to reveal the
dynamics in diffusion coordinates or add additional data points to obtain a finer
discretization.
Remark 3.1.
(a) In practice we use a kernel that has the form h(z) = cr exp(−z)1z≤r with some
cutoff radius r > 0 and constant cr such that
∫
h(‖z‖2)dz = 1 to increase the
sparsity of P and reduce the numerical effort. For simplicity we choose r =
√
2ε,
to assure that interaction between data points further apart than r is sufficiently
small.
(b) If we embed an out-of-sample point x ∈ Rk that is not in the original data set
X, it is possible, that there is no anchor point in the r-ball of x ∈ Rk and thus
x will be mapped to the origin. To prevent this phenomena we have adapted
the extension method. In the following we increase r successively by 10% for
exactly those points until there are N neighbors without changing ε to obtain a
coefficient vector pj that has at least N non-vanishing entries. However, this
idea is not optimal. In fact, the proposed extension method is only accurate for
points within the kernel bandwidth [LF17].
To find a good choice of ε we rely on the observations in [CSSS08]. They noted,
when ε is well tuned, the kernel localizes the data set such that
S(ε) :=
1
m2
∑
i,j
kε(xi, xj) ≈ (4piε)
dint/2
vol (Wu)
, (4)
where dint is the intrinsic dimension of the embedded manifold Wu. Therefore, S(ε)
should be locally well approximated by a power law S(ε) ∼ εa, where
a =
d(logS)
d(log ε)
is the local slope at appropriate values ε for logS versus log ε. Thus, in [BH16] S
was evaluated for a large range of εi = 2
i and the finite differences
ai =
logS(εi+1)− logS(εi)
log εi+1 − log εi
were maximized to find an “optimal” ε∗. The intrinsic dimension is then given by
dint = 2amax and a good choice for ε would be a value near the maximizer ε
∗ in the
region of linearity. For smoother results we first find this region by analyzing the
behavior of S and then use a finer discretization in ε inside that region to determine
a suitable ε and the dimension. In this process we also fix the cutoff radius as
r =
√
2 maxi εi to decrease the numerical effort of computing S(ε).
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Concerning the choice of α ∈ [0, 1] we summarize the result of [CL06a] as follows.
Suppose the data set X is on an entire compact C∞ submanifold M of Rn (they
also discuss finite X that approximates M) and is distributed3 with density q and
∆ is the (positive semi-definite) Laplace–Beltrami operator on M. Then ∆ has
eigenfunctions that verify the Neumann condition at the boundary ∂M and form a
Hilbert basis of L2(M, dx). Let EK be the linear span of the first K + 1 Neumann
eigenfunction of ∆.
Proposition 3.2 ([CL06a, Theorem 2]). Let
Lε,α =
I− Pε,α
ε
be the (discrete-time) infinitesimal generator of the Markov chain. Then for a fixed
K > 0, we have for f ∈ EK
lim
ε→0
Lε,αf =
∆(fq1−α)
q1−α
− ∆(q
1−α)
q1−α
f.
In other words, the eigenfunctions of Pε,α can be used to approximate those of the
following symmetric Schro¨dinger operator:
∆φ− ∆(q
1−α)
q1−α
φ,
where φ = fq1−α.
In particular, for α = 1 they found
lim
ε→0
Lε,1 = ∆
and for any t > 0, the Neumann heat kernel e−t∆ can be approximated on L2(M)
by P
t
ε
ε,1:
lim
ε→0
P
t
ε
ε,1 = e
−t∆.
Thus for α = 1 the Markov chain converges to the Brownian motion on M. Conse-
quently the normalization removes the influence of the density and we recover the
Riemannian geometry of the data set as desired.
4 Application of diffusion maps to embedded attractors and
manifolds
4.1 Embedded manifolds of the Kuramoto–Sivashinsky equation
In the recent work [ZDG18] the embedded unstable manifold of u∗ = 0 of the
Kuramoto–Sivashinsky equation
ut + 4uxxxx + µ
[
uxx +
1
2
(ux)
2
]
= 0, 0 ≤ x ≤ 2pi,
u(x, 0) = u0(x), u(x+ 2pi, t) = u(x, t)
(5)
3The formally correct way to state this is that the empirical measure of the data points converges
weakly to a measure with density q as m → ∞. The corresponding convergence results can be
found in [HAL07].
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was approximated for several parameter values µ > 0 using Algorithm 2. For the
construction of the observation map a POD basis {ζ1, . . . , ζS} has been computed by
doing a singular value decomposition on a snapshot-matrix obtained by a long-term
integration of
u0 = 0.0001 cos(x)(1 + sin(x)).
Then the observation map was given as the projection of a state u ∈ Y onto the
first k POD coefficients αi = 〈u, ζi〉 for i = 1, . . . , k, i.e.,
R(u) = (α1, . . . , αk)
T = (〈u, ζ1〉, . . . , 〈u, ζk〉)T ,
where 〈·, ·〉 denotes the L2 scalar product. For the purpose of comparing the param-
eter dependent manifolds in POD and diffusion coordinates we embed the manifolds
with respect to the basis that is computed for µ = 15 if not said otherwise. However,
in general the basis should be adapted to the current considered parameter.
To decrease the numerical effort we alter the original continuation algorithm. We
skip step 1) and do only one continuation step but with a huge amount of test points
(100000) and a relatively long integration time of T = 800. However, we are not only
adding those boxes that are hit after time T but also the boxes that the computed
embedded trajectories cross, i.e., we additionally add the boxes that contain points
that are integrated at time instances ih , i = 1, . . . , T/h, where h = 0.2.
To apply diffusion maps on the generated box covering we choose as anchor points
the mid-points of m = 100000 random boxes and approximate the optimal value ε∗
as described in Section 3 for an optimal performance of the embedding technique.
Note that we under-sample the manifold in this way and thus may underestimate
the intrinsic dimensions. After computing the diffusion coordinates of the anchor
points we additionally embed up to 500000 of the remaining midpoints via the
extension scheme of Nystro¨m (3) to increase the density of the point cloud in diffusion
coordinates.
4.1.1 The travelling wave
For µ = 15 the Kuramoto–Sivashinsky equation has two stable traveling waves (limit
cycles) traveling in opposite directions due to the symmetry imposed by the periodic
boundary conditions. In the observation space this corresponds to two stable limit
cycles that are symmetric in the first POD coefficient a1. In addition to that, a loop
of unstable steady states that surrounds u∗ = 0 was found numerically by the long-
term simulation for the constructing of the POD basis. Topologically, it is an entire
circle due to the periodic boundary conditions in (5). Thus, a long-term simulation
first approaches a point on this circle and then eventually converges to one of the
traveling waves (the limit cycle).
We choose an embedding dimension of k = 7 and approximate the embedded
unstable manifold at level s = 56 with 1181433 boxes. With the ideas used in
[CSSS08] and [BH16] we find ε∗ ≈ 0.07 (cf. Figure 2), where
Wu ⊂ [−8, 8]× [−8, 8]× [−7, 7]× [−6, 6]× [−2, 2]× [2, 2]× [0.5, 0.5] ⊂ R7.
Observe that our estimated dimension of at least dint ≈ 2.75 is greater than two
which is caused by outer approximation. Considering the previous discussion the
manifold should have a dimension of exactly two that connects u∗ = 0 with the loop
of unstable steady states. However, the continuation Algorithm 2 does not stop
when that orbit is discovered.
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(a) (b)
Figure 2: (a) logS(ε) versus log ε plot, cf. (4). (b) The estimated intrinsic di-
mension for µ = 15 by local slope approximation. dint is maximized at
ε∗ ≈ 0.07.
In Figure 3 we show the discretized embedded manifold and its diffusion coordi-
nates. We see that the first two diffusion coordinates like the first two POD coordi-
nates form a circular disc. But the third diffusion coordinate reveals more structure
than the third POD coordinate. In fact it distinguishes between both limit cycles:
ψ3 > 0 represents convergence to the first limit cycle located at ψ3 ≈ 0.0045, where
analogously ψ3 < 0 shows the convergence to the second limit cycle at ψ3 ≈ −0.0045.
In addition to that ψ3 = 0 marks the inner part of the manifold which connects the
unstable steady state u∗ = 0 with the entire orbit of unstable steady states (plotted
in magenta), that lie at the boundary of the disk. We observed that the higher
order coordinates are so–called higher harmonics, i.e., functions of the first three
diffusion coordinates and thus not giving any additional topological information. In
conclusion, the shape of the manifold can be described as a cylinder that has a disk
inside it cutting it perpendicularly to its cylindrical axis.
(a) (b)
Figure 3: POD coordinates (a) and diffusion coordinates (b) of the unstable man-
ifold of the Kuramoto–Sivashinsky equation for µ = 15. The coloring is
according to the third diffusion coordinate λ3ψ3. The embedding of the
loop of unstable steady states and a trajectory starting around the un-
stable steady state u∗ = 0 are plotted in magenta and black, respectively.
4.1.2 The stable heteroclinic cycle
The long-term behavior of the Kuramoto–Sivashinsky equation for µ = 18 is de-
scribed by a pulsation between two unstable states, that are pi/2-translations of
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each other. Moreover, the transients stay close to one of the states for a relative
long time until it pulses back to the other state. Due to the boundary conditions
translations of this states are also unstable states and thus different pulsations re-
sulting from different initial conditions give trajectories between different unstable
states on that loop. In fact, they are rotations of one another about the origin. The
1180913 boxes covering the embedded unstable manifold Wu ⊂ R7 generated by the
continuation method at level s = 35 approximate an at least 3-dimensional set (cf.
Figure 4), where
Wu ⊂ [−8, 8]× [−8, 8]× [−6.5, 6.5]× [−6, 6]× [−2, 2]× [−2, 2]× [−0.5, 0.5] ⊂ R7.
(a) (b)
Figure 4: (a) logS versus log ε plot. (b) The estimated intrinsic dimension for
µ = 18 by local slope approximation. dint is maximized at ε
∗ ≈ 0.78.
We compute an optimal value for ε of approximately 0.78 (cf. Figure 4) and
show the corresponding embedding of the data set with respect to different diffusion
coordinates in Figure 5. The manifold for µ = 18 strongly changes its shape in
POD coordinates (as expected) and also in diffusion coordinates compared to the
cylindrical shape for µ = 15. We see, that the trajectory of the long-term simulation
pulse between two states and its transients bound the embedded manifold in POD
and diffusion coordinates. Also observe that the loop of unstable states is almost
a straight line in the projection on (α1, α2, α3) and (ψ1, ψ2, ψ3) (Figure 5 (a,b)),
respectively, but is clearly visible in the α3−α4 and ψ3−ψ4 plane (Figure 5 (c,d)).
Hence, we conclude that the dimension of the manifold is at larger than three and
we under-sampled the manifold (cf. Figure 4). Indeed, we find a dimension of four
(see Figure 6 (b)).
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(a) (b)
(c) (d)
Figure 5: POD coordinates (left column (a,c)) and diffusion coordinates (right col-
umn (b,d)) of the unstable manifold of the Kuramoto–Sivashinsky equa-
tion for µ = 18. The coloring is corresponds to the phase in the ψ1 − ψ2
and ψ3 − ψ4, respectively. A long-term simulation representing the pul-
sation behavior is also plotted in black and the loop of unstable states is
shown magenta.
4.2 Bifurcation analysis
Previous research [HNZ86] and our observation show that the unstable manifold
strongly changes its structure depending on the parameter µ. To further investigate
this behavior we will analyze how the cylindrical shape that is revealed in diffusion
coordinates for µ = 15 changes by increasing the parameter. Thus, our focus lies in
following these three coordinates and we neglect new appearing diffusion coordinates
with larger eigenvalues. In this work we select the appropriate eigenvectors by hand,
but this should be algorithmically improved by a path following method in future
research. Instead of drawing some random mid-points as anchor points, we choose
a coarser discretization by considering all midpoints of the approximation at level
s = 49. Again, this reduces the number of anchor points but in addition to that
deals with the problem of possibly sampling the manifold poorly. Another advantage
is that the anchor points lie on a grid and we can identify an uniformly optimal
ε ≈ 0.06 for all µ (cf. Figure 6). The estimated intrinsic dimension dint is larger
than the previously found dimension which is due to the fact, that the manifold is
not under-sampled like in the previous section.
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(a) (b)
Figure 6: Development of the intrinsic dimension of the coarse embedded manifold
of the Kuramoto–Sivashinsky equation for µ ∈ [15, 18]. (a) Local slope
approximations of the intrinsic dimension. The coloring is from µ = 15
(blue) to µ = 18 (yellow). Red crosses indicate the local maxima. (b)
Intrinsic dimension as a function of µ ∈ [15, 18].
In Figure 7 we illustrate the changing geometry of the manifold for increasing µ.
The cylindrical shape in diffusion coordinates deforms such that the circle that
corresponds to the loop of unstable state shrinks together and appears to eventually
bifurcate to one point in diffusion coordinates. In POD coordinates the embedded
manifold becomes thicker and one quickly cannot identify the limit cycles by eye
anymore. However, representing the object with by diffusion coordinates still reveals
them.
As we mentioned above, while increasing µ from 15 to 18 the manifold bifurcates
from a two-dimensional into a higher-than-three dimensional set. Thereby one loop
of hyperbolic steady states vanishes (the pinching of the cylinder in Figure 7), and
another arises (the magenta loop in Figure 5). This new loop is connected by two
one-parameter families of heteroclinic orbits, thus the heteroclinic orbits build two
tori that intersect in one loop. A trajectory starting sufficiently close to the fixed
point p on the loop transitions close to, say, another fixed point q on the loop by
moving along one torus, then transitions back close to p by moving along the other
torus.
Numerical simulations show that the limit cycles (traveling waves) stay stable
up to µ ≈ 17.1, but for µ ≥ 16 the heteroclinic pulsation present for µ = 18
is a transient in the long-term behavior. Afterwards, for µ ≥ 17.1 the pulsation
becomes dominant and convergence to a traveling wave does not occur. In future
work we would like to understand whether the limit cycles bifurcate into the loop
of heteroclinic points. For this we need to overcome the challenge of sufficient (and
sufficiently uniform) sampling of the manifold for µ ≥ 16.5, that currently poses a
computational bottleneck. In addition to that, as already mentioned, the selection
of the correct eigenvectors has to be improved.
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Figure 7: Embedded manifolds of the Kuramoto–
Sivashinsky equation for parameter values
µ ∈ {15.00, 15.50, 16.0, 16.04, 16.06, 16.08, 16.10, 16.12, 16.3, 16.4} in
POD and diffusion coordinates (from left to right). The coloring is
according to the chosen third (vertical) diffusion coordinate.
4.3 The Oseberg transition
Finally, we consider µ = 32 – the so called Oseberg transition (see [JJK01]), where
the chosen initial condition near the unstable steady state u∗ = 0 is first attracted
to an unstable so–called bimodal steady state, and afterwards accumulates on a
limit cycle as t → ∞. Since the POD basis for µ = 15 is not appropriate for
this parameter anymore, we adapted the basis to µ = 32 and observed the first
k = 5 POD coordinates with respect to that basis. We approximate the embedded
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manifold Wu at level s = 45 with 181443 boxes such that
Wu ⊂ [−13, 11]× [−9, 9]× [−6, 6]× [−2, 7]× [−2, 2].
To apply diffusion maps we choose ε = 0.5 (cf. Figure 8) since for the estimated
optimal ε∗ ≈ 0.01 the convergence of eigenvalues of the diffusion matrix P fails –
contrary to expectations.
(a) (b)
Figure 8: (a) logS versus log ε plot. (b) The estimated intrinsic dimension for
µ = 32 by local slope approximation. dint is maximized at ε
∗ ≈ 0.01, but
we choose ε = 0.5 to guarantee eigenvalue convergence.
Figure 9 shows, how the “jellyfish” seen in POD coordinates is unraveled in dif-
fusion coordinates. The corresponding long-term simulation for the computation of
the POD basis is also shown in black. Observe, that we skip the third and forth
diffusion coordinates since they are higher harmonics of the first and second coor-
dinate, i.e., they are functions of the first and second diffusion coordinate and thus
do not contain additional information.
(a) (b)
Figure 9: POD coordinates (a) and diffusion coordinates (b) of the unstable man-
ifold of the Kuramoto–Sivashinsky equation for µ = 32. The coloring is
according to the diffusion coordinate λ5ψ5. The embedding of the un-
stable steady state u∗ = 0 and the orbit of unstable steady states are
plotted in magenta and black, respectively.
4.4 The embbeded attractor of the Mackey–Glass equation
Finally, we apply diffusion maps on the embbeded attractor of a delay differential
equation with constant delay. We consider the delay differential equation introduced
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by Mackey and Glass in 1977 [MG77] defined by
u˙(t) = β
u(t− τ)
1 + u(t− τ)η − γu(t),
where we choose β = 2, γ = 1, η = 9.65, and τ = 2. A natural observation map is
given by delay coordinates
R(u) = (u(−τ),Φ(u)(−τ), . . . ,Φk−1(u)(−τ))T .
For the Mackey–Glass equation k = 7 delays were used, i.e.
R(u) = (u(−τ), u(−τ + τ
k − 1), u(−τ +
2τ
k − 1), . . . , u(0))
T ,
to construct the core dynamical system. Then Algorithm 1 generated a cover of the
embedded attractor with 5023208 boxes at level 63. Again we sample m = 100000
random mid-points as anchor points and compute an optimal ε∗ ≈ 0.0012 (cf. Figure
10), where R(u) ∈ [0, 1.5]7.
(a) (b)
Figure 10: (a) logS versus log ε plot. (b) The estimated intrinsic dimension of the
Mackey–Glass attractor by local slope approximation. dint is maximized
at ε∗ ≈ 0.0012.
To increase the density of our coarse data set we again additionally embed 500000
points via the Nystro¨m method 3. The corresponding delay and diffusion coordinates
are shown in Figure 11, where the chosen diffusion coordinates reveal a Moebius strip
like structure in diffusion coordinates, which is not directly clear in delay coordinates.
By coloring the attractor with respect to the angle in the ψ1 − ψ2 plane we can see
the phase along the strip.
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(a) (b)
Figure 11: Delay coordinates (a) and diffusion coordinates (b) of the attractor for
the Mackey–Glass equation. The coloring is with respect to the phase
in the ψ1 − ψ2 plane.
5 Conclusion
In this work we identified intrinsic coordinates of finite dimensional invariant sets
of infinite dimensional systems. To this end, we first approximated these sets with
set-oriented methods using observations such as POD and delay coordinates. Af-
terwards, we applied diffusion maps on the generated data to learn the intrinsic
geometry. In future research we aim to approximate the invariant set in diffusion
coordinates right away such that we construct the core dynamical system with dif-
fusion maps as the observation map R. To implement the core dynamical system
numerically the extension method for out-of-sample points has to be improved to
smooth the embedding and the inverse E has to be numerically realized (cf. Sec-
tion 2.2), i.e., the diffusion map embedding has to be reversed. In particular, for
given y ∈ Rk a point x ∈ RN can be computed such that R(x) = y at least approx-
imately, where R is the diffusion map. Then, to combine this specific realization of
the core dynamical system with set-oriented approximation techniques one has to
deal with the problem of finding an initial set of anchor points and generating an
initial diffusion maps embedding. For chaotic systems a long-term simulation of the
system can be used, but for higher dimensions the “uniformity” of samples of the
set will play a role.
Furthermore, it is interesting to learn the dynamics in diffusion coordinates and
eventually find a reduced model (topological or in form of equations) in those coordi-
nates [BPK16]. For instance, diffusion maps suggests that cylinder coordinates suit
very well for the dynamics on the unstable manifold of the Kuramoto–Sivashinsky
equation for µ = 15 and one might be able to construct an ordinary differential
equation that describes the dynamics on the manifold.
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