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Computational Steering of Geometrically Sensitive Simulations
Corey Wetterer-Nelson, John A. Evans
Fig. 1. In this paper, we demonstrate a new computational steering workflow that enables geometric modification of highly refined finite
element meshes on which fluid dynamics simulations are occurring. This approach enables practitioners to explore how the simulated
dynamics of a fluid domain change with respect to geometric modification.
Abstract— In the context of high-performance finite element analysis, the cost of iteratively modifying a computational domain via
re-meshing and restarting the analysis becomes time prohibitive as the size of simulations increases. In this paper, we demonstrate a
new interactive simulation pipeline targeting high-performance fluid dynamics simulations where the computational domain is modified
in situ, that is, while the simulation is ongoing. This pipeline is designed to be modular so that it may interface with any existing finite
element simulation framework. A server-client architecture is employed to manage simulation mesh data existing on a high performance
computing resource while user-prescribed geometric modifications take place on a separate workstation. We employ existing in situ
visualization techniques to rapidly inform the user of simulation progression, enabling computational steering. By expressing the
simulation domain in a reduced fashion on the client application, this pipeline manages highly refined finite element simulation domains
on the server while maintaining good performance on the client application.
Index Terms—Interaction, workflow, scienceEngr.
1 INTRODUCTION
Modern massively parallel computational resources have revolutionized
the ways by which engineers and scientists can simulate and study
complex physical phenomena. The capability of partial differential
equation solvers has exploded, enabling the study of detailed three-
dimensional systems with evermore complicated setups. Not only
are simulations growing in size, but smaller problems are growing
in quantity with rapid access to data and near realtime performance
enabling massive ensembles of low-fidelity simulations. However, the
proliferation of high performance simulation capabilities has outpaced
the storage capabilities required to house the massive data output,
leading to a bottleneck for practitioners needing to gain insight from
their simulations. Saving all analysis for a post-processing procedure
becomes progressively more expensive and time intensive as the size
and quantity of simulations increases. State of the art visualization
systems are combatting the data bloat by incorporating visualization
and data extraction pipelines into simulation runtimes.
With in situ visualization systems in place, the next significant bottle-
neck for simulation practitioners is the setup and initialization process.
Modifying and exploring simulation input parameters and their effects
on simulation output is difficult and non-intuitive even with rapid in
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situ visualization systems due to the difficulty required in setting up so-
phisticated massively parallel simulations. This problem is exasperated
when the geometry of the simulation domain is the variable parameter
of interest. Typically, modifying the geometry of a finite-element do-
main requires expensive re-meshing and re-partitioning. Studying the
dynamics of a system with respect to geometry is tedious at best, and
prohibitive typically. A powerful strategy to mitigate this growing diffi-
culty is to develop new in situ simulation modification tools that enable
a practitioner to manipulate and explore their simulation’s geometric
parameter space without stopping and restarting the simulation.
To motivate this work, we turn to the field of cardiovascular systems
research, where integrated simulation pipelines are beginning to show
their immense utility. For example, the open source software Simvas-
cular [48] enables a robust pipeline for studying cardiovascular flows,
and the growing community adoption of such tools [31, 35, 40, 49]
highlights the need for tightly integrated simulation workflows. How-
ever, a lasting impact could be made here by tools which enable rapid
visual iteration of complex cardiovascular flows. Figure 2 depicts a
cardiovascular stenosis bypass. The physical lifespan of this implant
is determined largely by the flow characteristics at the outlet of the
bypass which is deeply dependent on the geometry of the bypass itself.
The bypass geometry is characterized by, among other considerations,
the diameters of the inlet and outlet, the inlet angle with respect to the
artery, the outlet angle, the total length of the bypass, as well as the lo-
cations of the inlet and outlet along the length of the artery. Generating
a new mesh for every geometric consideration would be completely
prohibitive for this problem. As such, we are motivated in this current
work to demonstrate a new workflow and set of new tools which enable
a practitioner to modify and manipulate a simulation domain as the
simulation is ongoing.
In this paper, we demonstrate a new workflow for steering simula-
tions where the parameter of interest is the physical geometry defining
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Fig. 2. A cardiovascular stenosis bypass is surgically grafted to an artery,
redirecting blood flow around an existing blockage. Performance and
longevity of the surgical implant is heavily dependent on the geometry of
the bypass.This figure is compliments of Kenneth E. Jansen.
the simulation domain. This workflow takes the form of a modular
pipeline system interfacing with existing high performance mesh data
structures, and it is constructed to be agnostic of the simulation sys-
tem in use. For our demonstration, we wrap our pipeline around the
CFD program Parallel Hierarchic Adaptive Stabilized Transient Anal-
ysis (PHASTA) to demonstrate the geometry steering procedure with
a well-established high performance simulation system [20, 39, 54].
Within the pipeline, we employ a server-client architecture. The server
manages volumetric mesh deformation and communication with the
CFD solver. User interaction takes place through a client application
which passes data to ParaView, where custom plugins are employed
to enable modification of the surface geometry. In order to maintain
performance of the client application, the server extracts a surface mesh
representation of the simulation domain’s boundary and only passes
that relatively small mesh to the client. By separating the system into
two loops managed by distinct applications, we can employ high per-
formance computing resources to simulate complex systems, while
allowing the user to operate the steering of the simulation from the
comfort of their own workstation. This workflow is the first of its
kind to target large high-performance systems, enabling scientists and
engineers to more deeply interact with and explore their ever-growing
scientific simulations.
2 BACKGROUND
Computational steering takes many forms and varies significantly in
levels of interactivity across the spectrum of applications. The domain
spans applications from monitoring tools with basic means of changing
simulation parameters to fully immersive virtual reality environments
with complex controls for realtime interaction with the simulated do-
main. The proceeding sections provide some context for the work
presented in this article.
2.1 Notification and Monitoring Systems
One of the key design goals of computational steering systems is to
be as minimally invasive to the simulation as possible. In an effort
to minimally probe typical ‘black box’ simulations, efforts have been
made to employ monitoring and notification systems which query data
generated by simulation systems during runtime [38, 41, 46]. These
monitoring systems can provide basic readouts and inform a user of
undesirable simulation behavior such as solver divergence, but they do
not enable live configuration of the simulation as it is on-going.
2.2 Visual Steering
It is becoming a common practice to render video of system solutions
on the compute resource or a separate visualization resource. Usually,
this is coupled with basic controls to modify solver parameters or poten-
tially simple boundary conditions to ensure the simulation is running
according to plan. In the simplest case, an off switch is exposed to the
user so they may kill their simulation if they see in their visualization
environment that the simulation is running off in the wrong direction.
This system is typified by ParaView Catalyst [3]. Related systems have
enabled in situ visualization such as [22] which employed Lib-Sim
in the visualization software VisIt and [28] which employed ADIOS
also in VisIt. Custom solutions also exist, such as for combustion
dynamics [57].
2.3 Ensemble Steering
Expanding computational resources have also enabled practitioners to
spin up many iterations of their problem at once in a process known as
ensemble simulation. This technique allows the practitioner to quickly
probe a parameter space, but this also generates increasingly massive
amounts of data. As such, steering techniques for these ensemble sim-
ulations are attractive. Ensemble steering is the practice of spinning
up many simulations at a time varying parameters across the ensemble,
then providing interactivity for a user to quickly glean insights about
how system solution is dependent on the parameter space being ex-
plored. This also provides capability for spinning up new simulations
fast enough to be interactive [8]. This makes the design space interac-
tive, rather than the simulations themselves. Visualizing the parameter
space of an ensemble is a difficult problem, as complex parameter
spaces can be high-dimensional and nonlinear. Exploring that space
requires complex tools for analyzing cross-sections of the parameter
space. Doing this interactively injects intuition into this problem [33].
Ensemble steering is a powerful tool for gaining insights from high-
throughput low-fidelity simulations, but for moderate to high fidelity
simulations, this technique is absolutely prohibitive in terms of data
storage capacity.
2.4 Steering with Parameters in PHASTA
Computational steering in the high performance computational fluid
dynamics software PHASTA has been explored in a limited sense. In
[56], the goal was to modify simulation parameters such as solver
coefficients and time step size while a simulation was running, and to
do so informed by in situ visualization provided by ParaView. The
ability to adjust simulation parameters on the fly allowed them to start
up a large simulation without needing to know all the parameters up
front, and then avoid restarting the simulation over and over (avoiding
long queue times on high-performance compute resources) by simply
modifying parameters which lead to better time step convergence. This
capability is convenient for very large simulations requiring tens or
hundreds of thousands of computer cores. However, the goals of this
previous work targeted a single flow configuration, and did not allow
for significant changes to the problem definition, and a truly interactive
experience was not their intention. Further, this system lacks any
capacity for modifying the geometric domain of the simulation.
2.5 Interactivity
Recently, multiple papers have been published on interactive fluid dy-
namics simulation which employ a compute resource to handle the
fluid simulation, while a user operates interactively from their worksta-
tion [14, 16, 17, 26, 51]. Most of the interactivity was attained through
custom solutions. One group went so far as to use the video game
engine Unity as their interactivity driver [51]. The choice of a video
game engine gave them significantly more flexibility to develop cus-
tom rendering techniques. They mentioned ParaView as their foil
where custom rendering techniques are more difficult to implement.
In [51], a communication layer was in place and a server ran a 3D
Lattice-Boltzmann simulation, and a client pinged the server for a vol-
ume fraction which represented their solution variable for rendering in
Unity. Then, they were able to ‘manipulate’ their simulation domain by
employing Unity features for moving geometry around. The only sig-
nificant example provided was moving a simple dam wall (represented
by a rectangle) up and down. These interactive simulation environ-
ments are limited to low order Lattice-Boltzmann solvers because of
their speed and efficient implementation on GPGPU systems. The
approaches taken in the works cited in this section target realtime simu-
lation which necessitates low-fidelity simulations, fast solvers, and low
order methods, leaving much to be desired in physical accuracy of the
fluid state. In contrast, our interactive system targets large, high-fidelity
simulations running on high-performance computing clusters where
scientific analysis is the goal.
2.6 Existing Geometric Manipulation Schemes
Interacting with the simulation domain is a key component of the work
presented in this paper. Domain modification takes two main forms
in the literature: rigid body motion of objects, and deformation of the
computational mesh.
2.6.1 Moving Colliders
Interactive simulations targeting realtime performance typically em-
ploy simple controls for moving around objects within a domain.
These systems rely on particle methods where colliders can be moved
without mapping or modifying a solution field defined over the do-
main [14, 16, 17, 26, 51]. This methodology has the advantage of being
computationally inexpensive, and when coupled with inexpensive par-
ticle based fluid simulations, this can lead to intuitive and interesting
user interaction with the simulated fluid domain.
2.6.2 Moving Mesh
Currently, significant research efforts have been made to create immer-
sive interactive biomedical simulations for use as teaching tools and
virtual surgical planning and training systems. These systems employ
finite element soft-body simulations of biological tissues to model the
tissue’s response to user interaction. These interactions range from
dynamically modifying state variables and simulation parameters [27],
to complex interactive systems employing virtual reality headsets and
interactive controllers that approximate the user’s touch [21, 32]. In the
context of surgical planning and training, these systems typically em-
ploy linear elasticity models for soft tissue, trading physical accuracy
for computational performance.
3 GEOMETRY DEFORMATION STEERING SYSTEM
Our geometry deformation steering system is architected as a server-
client system. The server application is responsible for managing the
full computational domain and triggering the physical simulation to
step in time. The client application runs on a user’s workstation and is
responsible for handling user interaction with the simulation domain.
Communication between the server and the client is performed via
a low-level transmission control protocol (TCP) connection directly
between the two applications. Visualization and interaction take place
in ParaView where we have developed a suite of custom plugins to
perform mesh deformation actions on the user’s workstation.
The flow of information through the system is illustrated in Figure 3.
First, the server application loads each part of the pre-partitioned mesh
onto processes in the server’s message passing interface (MPI) commu-
nicator. We employ the PUMI mesh infrastructure [19] to handle the
mesh data. Then, the server extracts the surface mesh from the volume
and gathers that surface mesh on to process zero. Next, the server waits
for communication with a client application. Once a connection is
established, the server sends the surface mesh to the client application.
The client application then packages the surface mesh into a Visualiza-
tion Toolkit (VTK) file [42] which is then loaded into ParaView. From
ParaView, the user can manipulate and deform the mesh using a stack
of custom mesh deformation plugins. Upon completing the deforma-
tion, ParaView exports that deformation field as a file which the client
application parses and then transmits to the server. Upon receiving the
surface deformation field, the server linearly interpolates the surface
deformation in order to apply the deformation of the computational
volume over a series of steps. It is noted that linear interpolation is
problematic in general [50], but for the well behaved deformations we
are targeting, there are no problems with linear interpolation, and linear
interpolation is simply unbeatable in terms of computational cost. Now
ready with a series of surface deformations, the server can sequence
through the series of deformations while running the simulation for
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Fig. 3. The mesh deformation steering system operates in a server-client
configuration where a user interacts directly with a client application, and
the server system responds to the information received from the client.
a prescribed number of time-steps between deformations. Generally,
the goal is to run the unsteady simulation to a steady state configura-
tion between deformation steps. Upon completing the full series of
deformation steps, the server can accept a new deformation order from
the client application, thus ensuring the server and client stay synced
without transmitting mesh data unnecessarily.
For our demonstration, we use PHASTA [54] as a high-performance
incompressible fluid dynamics simulation system. As PHASTA has been
demonstrated to scale to very large computational resources, its capa-
bility is representative of the computational scale we wish to achieve.
3.1 Surface Mesh Extraction
After loading the parallel partitioned mesh data, the server application
extracts a surface mesh from the volume. The PUMI mesh infrastruc-
ture makes this a straightforward task of looping over every element
face and adding faces to the surface mesh if they lie on the boundary
of the volume mesh. We employ standard C++ library data structures
for the surface mesh representation as simple data structures ease the
process of serializing the data and passing it between processes on the
server and over TCP connection between the server and the client appli-
cations. During this surface extraction process, elements in the surface
mesh are tagged by their corresponding geometric feature. These tags
are generally dictated by features of the CAD model progenitor of the
mesh. These feature tags will be used by the interactive surface mesh
deformation system to represent geometric handles which the user may
interact with. In Figure 4, we see a sparse set of individual features
called out, despite the surface being made up of 33,530 elements.
Fig. 4. The duct geometry is colored by geometric feature to provide
a user with visual indication as to how the geometry can be deformed.
Note the region in the middle of seperate geometric features. These
were added in CAD to provide handles to simulate a nozzle throat within
the duct.
Fig. 5. Here, the outlet face of a pipe was translated using our surface
modification system in ParaView.
3.2 Surface Mesh Deformation in ParaView
Upon receiving the surface mesh, the client application immediately
passes the mesh onward to ParaView. In ParaView, we leverage the
custom plugin system to provide a suite of geometry modifications
which can be stacked to build up a desired mesh deformation. These
plugins utilize a biharmonic deformation field algorithm based on
Laplacian surface editing [43] and vary by the particular deformation.
Computing a biharmonic deformation field over the triangulated sur-
face requires first constructing the discrete Laplace-Beltrami operator
L. To do so, we employ a cotangent formula which takes the form
Li j =

j ∈ N(i) cotαi j + cot βi j,
j < N(i) 0,
i = j −∑k,i Lik, (1)
where N(i) is the list of vertices in the mesh which are connected via a
single edge to vertex i, and the terms αi j and βi j are angles within the
triangles opposite to the edge i j.
Next we require a mass matrix M . We opt for a diagonal mass matrix
utilizing the Voronoi area of each node i as the diagonal entry of the
matrix at row i [34]:
Mii =
1
8
∑
j∈N (i)
(
cotαi j + cot βi j
) xi − xj2 , (2)
Fig. 6. Here, we have scaled a feature in the y and z directions to create
a bump within the channel. Also pictured is the user interface for the
scaling plugin. Though lacking the pizazz of a draggable handle, this UI
provides precise control over the amount of deformation desired.
where xi is the location of node i in physical space.
With these matrices, we can produce the biharmonic operator
B = LML. (3)
We can then solve for the biharmonic deformation d field by solving
the matrix system
Bd = 0. (4)
Here, we modify the lefthand side to account for boundary conditions
generated by the user-supplied feature selection and modification action.
These plugins use Eigen [15] sparse linear algebra solvers to compute
the biharmonic deformation field.
We use a biharmonic field here in order to maintain tangency con-
straints at the boundary of fixed and moved features. Each plugin
works by allowing the user to select moveable handle features and
fixed features. Features on a mesh are specified by a scalar field in the
VTK data labeled ‘features.’ These features are either assigned from
the initial CAD description of the geometry used to generate the mesh
as described previously or can be automatically assigned via feature
detection. Our suite includes a ParaView plugin which implements the
CGAL shape detection system [37] for automatically assigning features
based on sharp-edges in the mesh.
Currently, we have two mesh deformation actions implemented in
this ParaView plugin series. First, a feature translation plugin allows
the user to perform arbitrary translation of a feature. Figure 5 depicts the
end of a pipe translated upward with the back half of the pipe is fixed,
demonstrating how this tool can be used to explore routing of pipes and
ducts or more organic geometries such as segments of cardiovascular
networks. Second, a feature scaling plugin enables scaling of a feature.
Figure 6 depicts a scale deformation operating on a single feature
on the lower face of the duct. In this example, the top faces of the
duct and both ends are held fixed, and the biharmonic deformation
field is computed over the unprescribed faces. The deformation field
computed by a plugin’s operation is passed through the plugin so that
operations may be stacked. Upon finishing the desired deformation
procedure, the user can activate an export plugin to pass the computed
displacement field from ParaView back to the client application via
writing to a plain-text file. The advantage of this method is that the
prescribed displacement field is saved and can be loaded for subsequent
simulations without needing to repeat interactions with ParaView.
3.3 Volume Mesh Deformation
A vibrant ecosystem of volume mesh deformation techniques pervades
the literature. Typically, these techniques fall into one or more of several
camps: physically inspired methods based on material deformation
[12, 44, 45, 47], and more exotic methods based on intrinsic discrete
differential properties of the mesh [18, 52], or based on interpolation
schemes [10, 29]. Nonlinear deformation methods such as [12] provide
typically superior deformation quality, especially compared to linear
elasicity methods and interpolation methods, though at a significant
computational overhead for the requisite nonlinear equation solve.
For large deformations, it is often advantageous to adapt the mesh
via local refinement or coarsening along with an expensive interpolation
procedure which maps solution fields from the old mesh to the adapted
mesh [1, 4, 55]. However, for large meshes, this becomes a significant
computational cost, and as such, we avoid this process in this work.
In this work, we implement two linear methods for volume defor-
mation. The two methods for computing this volume deformation are
a linear elasticity method with Jacobian based stiffening detailed in
Section 3.3.1, and a method based on discrete harmonic maps detailed
in Section 3.3.2. A comparison of the two methods is given in Section
3.3.3. These methods were selected primarily for their low computa-
tional cost. We desire this workflow to be significantly computationally
cheaper than the targeted fluid dynamics simulation in order to be un-
obtrusive to the user. In this workflow, upon receiving the displacement
field of the surface, the server resource computes the deformation of the
fluid domain volume using the surface displacement field as a boundary
condition. In each case, we employ the high performance linear algebra
library PETSc to solve the resulting matrix systems [5, 6]. For both
volume deformation strategies, the system is assembled and solved in
parallel, utilizing the same mesh partitioning used by the CFD solver.
3.3.1 Volume Deformation via Linear Elasticity
First, we employ a linear elasticity based deformation scheme with
Jacobian based stiffening [44, 45, 47] where element stiffness is con-
trolled by the Jacobian determinant of the element. This has the effect
of making smaller elements stiffer and thus reducing the warping of
small elements. This generally leads to better deformation of boundary
layer meshes, where very small elements with large aspect ratios are
used to resolve near-wall fluid structures. We start formulating this
method by defining our domain Ω with boundary Γ. We define the
Cauchy stress tensor and strain tensor in terms of the displacement field
u. The strain tensor is defined as
(u) = 1
2
(
∇u+ (∇u)T
)
, (5)
and the Cauchy stress tensor is defined as
σ(u) = λtr ((u)) I +2µ(u), (6)
where λ and µ are Lame´ parameters, tr is the trace operator and I is the
identity tensor.
From here, we can state the linear elastic equation governing the
deformation of the interior of Ω. We will simplify the classical state-
ment by omitting body forces and Neumann boundary conditions. Our
mesh deformation scheme fully determines every boundary node via
Dirichlet conditions. As such, our governing equation states: find u on
Ω such that
∇ ·σ(u) = 0 on Ω, (7)
u = g on Γ, (8)
where g is prescribed Dirichlet boundary condition data. To solve this
partial differential equation, we turn to Galerkin’s method, and define a
pair of finite element spaces over which our solution will be cast:
Sh =
{
uh ∈
[
H1(Ω)
]3  uh |Ωe ∈ P1(Ωe), uh |Γ = g} , (9)
Vh =
{
wh ∈
[
H1(Ω)
]3  wh |Ωe ∈ P1(Ωe), wh |Γ = 0} , (10)
where P1(Ωe) is the finite element space of linear polynomials defined
over tetrahedra. Armed with our finite elment spaces, we can pose the
weak formulation of the linear elasticity problem as: find uh ∈ Sh such
that ∀wh ∈ Vh ∫
Ω
(wh) : σ(uh)dΩ = 0. (11)
This integral is carried out via a pullback to the parent element Ωe
on each element and a summation over all elements in the domain as∫
Ω
(wh) : σ(uh)dΩ =
∑
e
∫
Ωe
(wh) : σ(uh)Je dΩe (12)
where Je = det ∂x∂xi is the Jacobian determinant of the mapping from
parent element to physical element. We can exploit this mapping via a
process known as Jacobian based stiffening by scaling that pull back
by a factor of
(
J0
Je
)χ
. This has the effect of stiffening smaller elements
more than larger elements. For our work, we set J0 = 1 and χ = 12 .
3.3.2 Volume Deformation via Harmonic Maps
Second, we implement a method of generating harmonic maps between
a mesh and a deformed mesh. This method bares its origin in volumetric
feature identification and registration [52]. To formulate this method,
we follow the derivation of [9] toward a mimetic definition of the
Laplacian operator, we start with our tetrahedral complex M with
vertex setV and edge set E . We can define a discrete Laplacian operator
L ∈ R |V |× |V | as
Li j = −16
∑
i jkl
`kl cotθ
i j
kl
. (13)
In Equation (13), the sum is taken over all tetrahedra with vertices i j kl
containing edge i j. The term ` is an edge length of the subscripted
edge, and θi j
kl
is the dihedral angle at edge i j of the tetrahedron i j kl.
With our Laplacian operator defined, we can generate harmonic
maps f :M→M ′ ∈ R3, whereM ′ is a deformed mesh. As in [52],
we will define f as a piecewise harmonic function whose components
are decoupled: f = [ fx, fy, fz ]. Using the displacement field received
from the client, we write three vectors encoding the displacements to
the boundary nodes g = [gx,gy,gz ]. Now, we can setup the matrix
system
L f = g. (14)
Here, we modify the system to account for Dirichlet boundary condi-
tions. In order to solve Equation (14), we employ the PETSc GMRES
iterative solver as a powerful choice for solving these three distributed
matrix equations. Upon coming to a solution, the vectors in f represent
the x, y, and z displacements of meshM toM ′.
3.3.3 Comparison
For comparison of these two volume deformation techniques, we per-
form the same deformation to the channel geometry shown in Figure
8 using the Jacobian scaled linear elasticity technique and again using
the harmonic map technique. The channel mesh consists of 256,961
tetrahedral elements, partitioned into four parts. Figure 7 shows a cross-
section of the deformed mesh at a location 0.05 m from the center of
the channel. Both techniques produce acceptable deformation of this
mesh. Typically, the harmonic map technique will be computationally
cheaper for simple deformation operations which deform the mesh in
one cardinal direction, as the solver will not need to compute deforma-
tion in the directions with no deformation. The linear elasticity solver
is designed to be robust for deformations of anisotropic meshes, and
thus will out-perform the harmonic map technique when deforming
meshes with high aspect ratio boundary layer meshes.
3.4 Communication Protocol
Communicating data between the server and the client is a critical
component to ensure smooth synchronous operation of the interaction
loop and the simulation loop. To serve this workflow, we developed
a network layer API built on low-level TCP networking protocols.
This API is constructed for communication between a single server
and a single client application, and developed specifically for Unix
based operating systems. For reference, this system targeted a client
application running on macOS with the server application running on
Linux.
Fig. 7. a) The channel is deformed using the Jacobian scaled linear elas-
ticity technique. Here, elements near the boundary are less compressed,
though elements toward the interior are slightly more compressed. b)
The channel is deformed using the harmonic map technique. Note the
slightly more isotropic deformation through the body of the domain.
We utilize C++ standard library vector data structures to package data
for transfer between client and server applications. This was chosen to
ensure portability of the API, minimizing external dependencies. Also,
via templating, this API can transmit any set of serialized data stored in
a standard vector data structures.
In order to reduce the complexity of the client application communi-
cation management, the communication API is designed to send and
receive data from a single process. As such, the distributed server
application must gather all data set for transmission to the client on
to a single process. Then that single process can communicate data
to and from the client. This gather operation must only occur once at
the beginning of the workflow, as the surface mesh topology will not
change throughout the lifetime of the simulation. The communicator
process will need to scatter data back to the rest of the MPI commu-
nicator received from the client any time the client sends a message.
As this process will likely happen infrequently compared to the total
computation happening on the server, this adds little internal overhead
to the server application. Currently, the communicator process on the
server is the zeroth process in the global communicator used by the
simulation. This system will scale well to fairly large problems as
message data size is only on the order of the size of the surface mesh,
but for extreme sized problems, data reduction techniques such as sur-
face mesh decimation and simplification [13, 24, 25] may need to be
employed. In future iterations of this system, we would like to separate
the server’s communication process from the simulation processes as a
separate MPI communicator so that the server may operate in a truly
asynchronous fashion.
3.5 Visualization System
ParaView was chosen for the surface mesh deformation system pre-
cisely for its robust visualization infrastructure. ParaView already has
a tight link with PHASTA as its preferred visualization software for high
performance CFD computations, and we leverage that relationship in
this work. As our system time-evolves the PHASTA flow simulation,
visualization data is written out at a user-specified cadence. This can
then be readily loaded into ParaView for visualization as the simu-
𝑢 = 10 𝑚/𝑠
1.05 𝑚
0.1 𝑚
0.05 𝑚
𝑝 = 0 𝑃𝑎
Fig. 8. The initial fluid domain is a three dimensional channel 1.05 m
long in the y direction, 0.1 m thick in the z direction, and 0.05 thick in the
x direction. The targeted deformation narrows the center region of the
domain to 0.05 m in the z direction, creating a nozzle which converges
upstream and diverges downstream.
lation is ongoing. For the following demonstration, the problem size
was small enough to handle writing many time steps worth of data
to file for visualization post-simulation. However, with the goal of
targeting significantly larger simulations, the pairing of PHASTA and
ParaView catalyst has already demonstrated in situ visualizations of
simulations on millions of MPI processes [39] where visualization data
is streamed to the user in a condense fashion, immediately reducing
the data bloat associated with large-scale simulations. In the ParaView
Catalyst workflow, the user may link their workstation’s instance of
ParaView to the Catalyst system so that visualization of the simulation
occurs in the same application as user interaction. This streamlined
workflow then becomes an immersive computational steering system.
3.6 Deformation Scheduling
Here we note that the deformation of the geometry is not a physical
phenomenon related to processes of the ongoing simulation. The mesh
deformation is a non-physical process and is thus likely to garner a
response from the fluid simulation which is non-physical. As the
fluid simulation is a transient process, a short, non-physical transient
response should relax to a physically realizable flow state. This fluid
simulation behavior is common, for instance, when starting a simulation
from a zero-flow initial condition - the discontinuity between the initial
condition within the volume of the fluid, and a non-zero inlet velocity
can produce non-physical transient behavior. With that preface, the
question remains, how should a sequence of deformations making up a
significant geometric modification be scheduled with respect to the fluid
simulation? Taking larger deformations per step, one should expect
a more lengthy non-physical transient in the fluid simulation, while
smaller deformations will perturb the fluid flow to a smaller degree. Our
system allows for any user defined deformations scheduling strategy.
Section 4 demonstrates three such strategies.
4 DEMONSTRATION: FLOW IN A CONSTRICTING NOZZLE
To demonstrate our workflow, we are interested in how controlling the
geometry of a diffuser can control or mitigate flow separation at the
outlet. Flow separation is a common problem in many engineering
disciplines, and the mitigation of separation is an active area of research
across fluids-centric engineering disciplines [2, 30, 53]. Nozzles are
common flow control devices with a wide array of applications. In the
design of divergent nozzles - those with wider outlets than inlets - it
is critical to avoid separation of the flow from the walls of the nozzle,
as the resulting vortices sap energy from the flow and lead to bad
overall performance. For this demonstration, the simulation and server
application operated on a small compute node running the Debian 3.16
operating system with 40 total cores over dual socket Intel Xeon E5-
2650 CPUs with 256 GB available RAM. The client application and
ParaView operated on a 2018 Apple MacBook Pro running macOS
10.15 with a quad-core Intel i5 CPU and 8 GB of RAM.
4.1 Setting Up the Domain
The initial flow configuration for this demonstration is illustrated in
Figure 8. The domain is setup to be a rectilinear channelΩ= {x, y, z |x ∈
[−0.025,0.025], y ∈ [−0.525,0.525], z ∈ [−0.05,0.05]} m. Incompress-
ible flow is driven by an inlet velocity at the y =−0.525 m face of u= 10
m/s and an outflow condition is set at the y = 0.525 m with outflow
pressure po = 0 Pa. All other faces are set as no-slip, no-passthrough
walls. This flow is driven to steady state before any deformation is
applied. The domain is meshed isotropically into 256,961 linear tetra-
hedral elements. Boundary layer meshing was not employed as the
near wall behavior of the fluid flow was not of interest, thus the extra
resolution would have been an excessive computational expense. A
fixed time step size was chosen of 0.001 s. An initial condition of u = 0
was applied.
4.2 Steering the Computation
Once presented with the surface mesh on the client application, the
throat region of the channel is reduced to 50% of its thickness. We rely
on the biharmonic surface deformation solver to produce smooth transi-
tions from the wide to narrow region of the channel. This deformation
field is then immediately passed back to the server. We investigate three
deformation schedules:
1. 1-step instantaneous deformation at the fluid simulation time
t = 0.0 s,
2. 1-step instantaneous deformation at the fluid simulation time
t = 0.1 s,
3. 10-step deformation at the fluid simulation time t = 0.1 s with
0.01 s simulated between steps.
We selected the Jacobian scaled linear elasticity volume deformation
strategy for this demonstration, as we found that the near-wall region
of the nozzle was more desirably deformed by this strategy.
4.3 Results
As a basis for comparison, we first investigate how long the flow takes
to reach steady state from a zero initial condition on the fully deformed
mesh. In Figure 9, we note that the fluid behavior upstream of the
nozzle rapidly attains an expected physical behavior. Downstream of
the nozzle, due to the flow separation induced by the nozzle geometry,
the dynamics exhibit unsteady swirling and mixing as shown in Figure
10.
As shown in Figure 11, under schedules two and three, we note
that within 0.01 s of deformation being completed, no spurious or
unphysical behavior upstream of the nozzle is noted. This suggests that
for this particular flow problem, the CFD solver is robust to the rapid
modification of the domain.
5 CONCLUSIONS
In this work, we designed a new computational steering workflow for
leveraging high performance simulations to explore how geometry may
effect the simulated dynamics of incompressible fluid flow. A client-
server architecture was employed to provide accessible user-interaction
on a user’s workstation while also leveraging high performance comput-
ing resources in order to enable exploration of detailed, highly resolved
incompressible fluid dynamics simulations. A communication layer
was developed to isolate the user-interaction loop occurring on a user’s
workstation from the simulation loop occurring on a high performance
compute resource. Custom interactivity plugins were written using
ParaView’s plugin system to transform the visualization software into
a computational geometry steering interface, tethering visualization
and user interaction to a single platform.
The high performance CFD application PHASTA was utilized as the
incompressible fluid flow simulation system in our workflow. PHASTA
was chosen for its well-established track record as a scalable tool
targeting large computing resources, coupled with its history of in
situ visualization and computational steering. We demonstrated our
workflow with PHASTA with a walled channel which the user can pinch
Fig. 9. In deformation schedule 1, after initializing the simulation with a
zero-flow initial condition and the nozzle deformation fully applied, we
see an unphysical velocity oscillation in the region upstream. However,
this unphysical behavior quickly dissipates.
into a converging-diverging nozzle. The deformation of the domain was
transferred into the PHASTA runtime which thus transitioned the flow
from attached channel flow to detached separated flow. The capacity to
change the observed dynamics of a simulation in situ is a powerful tool
for exploring the design space of a given system.
Based on the constricting nozzle demonstration, a rapid domain
modification schedule is appropriate in some contexts. This result is
encouraging in the context of computational steering, where rapid re-
sponse to user input is a desirable feature. However, for more complex
flow scenarios, a deformation schedule which eases the deformation
over many simulation time steps could be beneficial to numerical sta-
bility.
6 FUTURE WORK
Moving forward, several paths exist for extending this work. First,
projecting simulation solutions onto the updated mesh is currently done
using a naive approach. We desire to utilize an arbitrary Eularian-
Lagrangian formulation [7, 11, 23, 36] as popularized in the fluid-
structure interaction literature. Moving to this formulation, though
intrusive to the simulation code (requiring modifying the actual fluid
dynamics solver), would greatly increase our minimum time step re-
striction, and dramatically reduce the non-physical transient in the
flow solution post-deformation, which will likely be important for very
complex flow scenarios. Second, modifying the mesh sequentially
in time requires a linear system solve every time step a deformation
occurs. Though we mitigated the computational cost of this solve by
selecting linear methods, removing the need for a linear system solve,
or reducing that to a single solve for every user interaction would be
a boon to computational efficiency. Third, currently, the surface mesh
modification tool is limited to the simple feature translation and scaling.
We desire to extend this to more complex modification tools, such as
dragging features about user-defined paths, or rotating features about
arbitrary points in space. Finally, before making this system openly
available to the community, our intent is to incorporate some existing
steering systems such as in situ solver parameter modification.
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Fig. 10. These instantaneous flow profiles are taken from deformation
schedule 1. In this three dimensional flow domain, we expect the down-
stream behavior to remain unsteady.
Fig. 11. These instantaneous velocity magnitude fields were captured
0.01 s after the completion of the deformation schedule. Here, we note
that under schedule two, the flow downstream of the nozzle has not had
as much time to develop as in configuration 3, but no spurious unphysical
oscillations are noted upstream of the deformation.
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