We study the block-coordinate forward-backward algorithm in which the blocks are updated in a random and possibly parallel manner, according to arbitrary probabilities. The algorithm allows different stepsizes along the block-coordinates to fully exploit the smoothness properties of the objective function. In the convex case and in an infinite dimensional setting, we establish almost sure weak convergence of the iterates and the asymptotic rate o(1/n) for the mean of the function values. We derive linear rates under strong convexity and error bound conditions. Our analysis is based on an abstract convergence principle for stochastic descent algorithms which allows to extend and simplify existing results.
Introduction and problem setting
Random block-coordinate descent algorithms are nowadays among the methods of choice for solving large scale optimization problems [23, 29, 35] . Indeed, they have low complexity and low memory requirements and, additionally, they are amenable for distributed and parallel implementations [27, 29] . In the last decade a number of works have appeared on the topic which address several aspects, that is: the way the block sampling is performed, the composite structure, the partial separability, and the smoothness/geometrical properties of the objective function, accelerations, and iteration complexity [3, 4, 11, 18, 20, 21, 23, 25, 26, 28, 29, 33] .
In this work we consider the following setting. Let (H i ) 1≤i≤m be m separable real Hilbert spaces and let H be their direct sum, that is
We address the following optimization problem
(1.2) For every n ∈ N, we denote by E n the sigma-algebra generated by ε 0 , . . . , ε n .
In Algorithm 1.1, the role of the random variable ε n is to select, at iteration n, the blocks to update in parallel (those indexed in {i ∈ {1, . . . , m} | ε n i = 1}). In the following we explain assumptions S1 and S2. The (deterministic) forward-backward algorithm converges only if the stepsize is appropriately set. More specifically, if the gradient of f is L-Lipschitz continuous, then convergence is ensured if the stepsize is strictly less than 2/L [5, 6] . This fact is proved by using the so called descent lemma, i.e.,
Indeed, (1.3) is itself an assumption concerning the smoothness of f, since it is well-known to be equivalent to the Lipschitz continuity of the gradient of f [1, Theorem 18.15] . When blockcoordinate forward-backward algorithm is considered, it is desirable to allow moving along the block-coordinates with different stepsizes. So, in this case it is more appropriate to reformulate the descent lemma as
accounting for possibly different Lipschitz constants across the block-coordinates. Moreover, if the choice of the block-coordinates is random, then one can conceive to further weaken the smoothness assumption (1.4) . This provides an interpretation of S1 and S2 as generalized smoothness assumptions about f, depending also on a sampling of the block-coordinates. We call (ν i ) 1≤i≤m the smoothness parameters of f. Then, similarly to the deterministic case, we will adopt the following stepsize rule
Note that (1.4) ⇒ S2 ⇒ S1. The critical role played by assumption S1 in the analysis of randomized block-coordinate descent methods was pointed out in [26, 29, 30, 33] . There, it was called expected separable overapproximation (ESO) inequality. Condition S2 is new and serves to guarantee that Algorithm 1.1 is almost surely descending (Proposition 4.7), which is a property that is especially relevant when error bound conditions hold (see Section 4.3) . Condition (1.4 ) is essentially the one considered in [20] . We stress that, except for [3, 4] , in all previous works the stepsizes γ i 's are set equal to 1/ν i . This is an unnecessary limitation that we remove, so to match the standard stepsize rule of the forward-backward algorithm [5, 6] .
Remark 1.2. For every i = 1, . . . , m, the canonical embedding of H i into H is the operator J i : H i → H, x → (0, . . . , 0, x, 0, . . . , 0), where x occurs in the i-th position. Then Algorithm 1.1 can be written as
Main contributions and comparison to previous work
In the following we summarize the main contributions of this paper, where, for the sake of brevity, we set F = f + h. We assume that H1-H3 hold.
• Suppose that S1 is met. Then, Algorithm 1.1 is descending in expectation and E[F(x n )]−inf F → 0, even if the infimum is not attained. If argmin F = ∅, then E[F(x n )] − inf F = o(1/n). In addition, a nonasymptotic bound for E[F(x n )] − inf F of order O(1/n) holds. Finally, there exists a random variable x * with values in argmin F such that x n ⇀ x * P-a.s. See Theorem 4.9.
• If F is strongly convex and S1 holds, then the iterates generated by Algorithm 1.1, as well as the function values, converge linearly in expectation. See Theorem 4.13(ii).
• If F satisfies an error bound condition of Luo-Tseng type on sublevel sets (see condition EB) and S2 holds, then Algorithm 1.1 is almost surely descending and the iterates it generates, as well as the corresponding function values, converge linearly in expectation. See Theorem 4. 19 and Remark 4.20.
Our results advance the state-of-the-art in the study of random block-coordinate descent methods under several aspects. We comment on this below. 1) While convergence of the function values has been intensely studied in the related literature (see e.g., [13, 18, 20, 23, 24, 29, 30, 33] ), surprisingly, in a convex setting, convergence of the iterates has been investigated only recently in [3] , but with stepsizes set according to the global Lipschitz constant of ∇f. We improve the existing results, since we show convergence of the iterates in an infinite dimensional setting even when the stepsizes are chosen according to the possibly different block Lipschitz constants of the gradient, which is one of the main advantages of the blockwise approach. 2) The worst case asymptotic rate o(1/n) for the mean of the function values is new in the setting of stochastic algorithms. 3) Our analysis spotlights an abstract convergence principle for stochastic descent algorithms (Theorem 4.1) which is essentially a special form of the stochastic quasi-Fejér monotonicity property, involving also the values of the objective functions. This principle, previously investigated in a deterministic setting in [31] , allows to prove in a unified way both the almost sure convergence of the iterates and rates of convergence for the mean of the function values. 4) As a by-product of the above analysis we single out an inequality (Proposition 4.4) which is pivotal for studying the convergence under error bound conditions, improving and simplifying the analysis in [20] . 5) We allow for parallel and arbitrary sampling of the blocks in a composite setting. The benefit of such sampling in terms of convergence rate have been first investigated in [30] for a strongly convex and smooth objective function. In [25] a composite objective optimization problem was analyzed but for a slightly different algorithm. The rest of the studies deal either with parallel uniform sampling of the blocks [29] , or with the case where a single block is updated at each iteration [18, 23] . 6) We also allow for stepsizes larger than those considered in literature [13, 18, 20, 23, 24, 29, 30, 33] , since we can let the stepsizes be arbitrarily close to 2/ν i , matching the standard rule for the forward-backward algorithm.
The rest of the paper is organized as follows. In Section 2 we give notation and basic facts. Section 3 shows how to determine the smoothness parameters ν i when f features a partially separable structure. In Section 4 we carry out the convergence analysis and give the related theorems. Finally, Section 5 shows three applications.
Notation and background
Notation. We define R + = [0, +∞[, R ++ = ]0, +∞[, for every integer s ≥ 1, [s] = {1, . . . , s}, and for every a ∈ R s , spt(a) = {i ∈ [s] | a i = 0}. Scalar products and norms in Hilbert spaces are denoted by ·, · and · respectively. If U : H → G is a bounded linear operator between real Hilbert spaces, U ⊤ : G → H is its transpose operator, that is, the one satisfying Ux, y = x, U ⊤ y , for every (x, y) ∈ H × G. Let (H i ) 1≤i≤m be m separable real Hilbert spaces and let H = m i=1 H i be their direct sum. For every v ∈ H and ǫ ∈ {0, 1} m we set ǫ ⊙ v = (ǫ i v i ) 1≤i≤m ∈ H. We will consider random variables with underlying probability space (Ω, A, P) taking values in H i or H. We use the default font for random variables and sans serif font for their realizations. The expected value operator is denoted by
where Id i is the identity operator on H i , is the positive bounded linear operator on H acting as
+∞] be proper, convex, and lower semicontinuous. The domain of ϕ is dom ϕ = {x ∈ H | ϕ(x) < +∞} and the set of minimizers of ϕ is argmin ϕ = {x ∈ H | ϕ(x) = inf ϕ}. The subdifferential of ϕ in the metric ·, · W is the multivalued operator
In case W = Id, it is simply denoted by ∂ϕ.
The proximity operator of ϕ in the metric ·, · W is defined as
Referring to the functions in (1.1), we denote by µ Γ −1 and σ Γ −1 the moduli of strong convexity of f and h respectively, in the norm · Γ −1 , where Γ = m i=1 γ i Id i and the γ i 's are the stepsizes occurring in Algorithm 1.1. This means that µ Γ −1 , σ Γ −1 ∈ R + and that, for every x, y ∈ H,
Remark 2.1. If S1 is satisfied, the γ i 's are chosen as in (1.5), and δ = max 1≤i≤m γ i ν i (according to the convergence theorems), then we have
and S1 that
Thus, (2.4) follows.
Fact 2.2 ([9, Example 5.1.5]). Let ζ 1 and ζ 2 be independent random variables with values in the measurable spaces Z 1 and Z 2 respectively. Let ϕ : 
Fact 2.4 ([14] ). Let (a n ) n∈N be a decreasing sequence in R + . If +∞ n=0 a n < +∞, then, for every n ∈ N, a n ≤ (1/(n + 1)) +∞ n=0 a n and a n = o 1/(n + 1) .
Determining the smoothness parameters
In this section we provide few scenarios for which the relaxed smoothness conditions S1 and S2 can be fully exploited, attaining tight values for the ν i 's. This ultimately allows to take larger stepsizes and improves rates of convergence. In [26, 33] an extensive analysis of cases in which S1 is satisfied is presented. We consider the following setting.
H4 The function f : H → R is such that
where, for every k = 1, . . . , p, g k : G k → R is a convex differentiable function defined on a real Hilbert space G k and, for every i = 1, . . . , m, U k,i : H i → G k is a bounded linear operator. Moreover, p k=1 I k = {1, . . . , m}, where, for all k = 1, . . . , p, I k = i ∈ {1, . . . , m} | U k,i = 0 , and η = max 1≤k≤p card(I k )
We will also consider one of the following conditions. L1 for every i = 1, . . . , m there exists L i > 0 such that, for every x ∈ H, the function
L2 for every k = 1, . . . , p, ∇g k : G k → G k is L (k) -Lipschitz continuous and for every i, j ∈ {1, . . . , m}, i = j, the ranges of U k,i and U k,j are orthogonal.
Assumption H4 concerns the partial separability of the function f. Depending on the number of the nonzero operators U k,i , g k might depend only on few block variables x i 's: if η = 1, f is fully separable, whereas if η = m, f is not separable. Note that, since f is convex, L1 implies the global Lipschitz continuity of the gradient of f (Corollary A.2). So either L1 or L2 implies the global Lipschitz smoothness of f. However, considering the constants L i 's or L (k) 's leads in general to a finer analysis of the smoothness properties of f, eventually determining parameters ν i that are smaller than the global Lipschitz constant of ∇f. Instances of problem (1.1) where f has the structure shown in H4, occur very often in applications. In particular, a prominent example is that of the Lasso problem which will be discussed in Section 5.1. The following theorem, which is proved in the appendix, relates the smoothness parameters (ν i ) 1≤i≤m to the block Lipschitz constants of the partial gradients of f or of its components in (3.1), as well as to the distribution of the random variable ε. (i) L1 ⇒ S1 provided that
(ii) L1 ⇒ S2 provided that (i) Suppose that in H4, for all k ∈ [p], G k = H, g k is L (k) -Lipschitz smooth, and, for all i ∈ I k , U k,i = J i . Then, L2 holds and, for every i ∈ [m],L i = k |i∈I k L (k) . Hence, in view of Theorem 3.1(iii), S2 is met with ν i =L i . This setting is studied in [20] .
(ii) If ∇f is L-Lipschitz continuous, then (1.4), and hence S2, is satisfied with, for every i ∈ [m], ν i = L. Therefore, we cover the analysis of the random block-coordinate forward-backward algorithm given in [3, 4] .
is the maximum number of blocks processed in parallel. Indeed, since P(ε ≡ 0) = 0 we have P(max 1≤i≤m ε i ≥ 1) = 1. Moreover, since max 1≤k≤p i∈I k ε i ≥ max 1≤i≤m ε i , we have 1 ≤ β 1,i . The inequality β 1,i ≤ β 2 is immediate, while the last one derives from the following
Remark 3.4. We compute the constants (β 1,i ) 1≤i≤m and β 2 , and the related (ν i ) 1≤i≤m , in some relevant cases, when H4 and L1 are satisfied.
(i) Suppose that η = 1 or τ max = 1 (only one block per iteration is processed 1 ). Then, Remark 3.3 yields that β 1,i = β 2 = min{η, τ max } = 1. Thus, the smoothness parameters can be taken as ν i = L i and Theorem 3.1(ii) ensures that S2 holds.
(ii) Suppose that η = m. Since for a random variable ζ,
, which is the average number of blocks processed in parallel, then
, meaning that at each iteration exactly τ -blocks are processed in parallel, then
This yields a fully parallel (deterministic) algorithm. Moreover, since P ε = (1, . . . , 1) = 1, we derive β 1,i = η = β 2 . Hence, in this case, S2 holds with ν i = ηL i .
Convergence analysis
In the rest of the paper, referring to Algorithm 1.1, we set
where Id i is the identity operator on H i , and
Then, we havē
and, recalling (1.2), that for every i ∈ [m] such that ε n i = 1,
Note that x n andx n+1 are functions of the random variables ε 0 , . . . , ε n−1 only, hence they are both discrete random variables, which are measurable with respect to E n−1 .
An abstract principle for stochastic convergence
We provide an abstract convergence principle for stochastic descent algorithms in the same spirit of [31, Theorem 3.10]. It simultaneously addresses the convergence of the iterates and that of the function values. 
P2 There exist a sequence (X n ) n∈N of sub-sigma algebras of A such that, (∀ n ∈ N) X n ⊂ X n+1 and x n is X n -measurable, a sequence (ξ n ) n∈N of X n -measurable real-valued positive random variables such that n∈N E[ξ n ] ≤ b < +∞, and a > 0 such that, for every x ∈ dom Φ and n ∈ N,
P3 There exist two sequences of H-valued random variables (y n ) n∈N and (v n ) n∈N such that (∀ n ∈ N)(∀ ω ∈ Ω) v n (ω) ∈ ∂Φ(y n (ω)) and y n − x n → 0, v n → 0 P-a.s.
Then, the following hold.
(iii) Suppose that P3 holds and S * = ∅. Then, there exists a random variable x * taking values in S * such that x n ⇀ x * P-a.s.
Proof. Taking the expectation in (4.5), we obtain
Then, P2 holds and the right hand side of (4.6), being summable, converges to zero. Therefore,
Hence P2 holds and (4.6) yields
Note that ξ n and x n − x 2 are X n -measurable. Moreover E[ n∈N ξ n ] = n∈N E[ξ n ] < +∞ and hence n∈N ξ n < +∞ P-a.s. Therefore (x n ) n∈N is a stochastic quasi-Fejér sequence with respect to S * [10] . Then, in view of [3, Proposition 2.3(iv)] it is sufficient to prove that the weak limit points of (x n ) n∈N are contained in S * P-a.s. By assumption P3 there exist two sequences of H-valued random variables (y n ) n∈N and
Since ∂Φ is weakly-strongly closed [1] , we have 0 ∈ ∂Φ(x), sox ∈ S * .
Remark 4.2.
Inequalities similar to (4.5) appear implicitly in the analysis of several deterministic and stochastic algorithms [2, 15, 22] , to get rate of convergence for the function values. Moreover, (4.5) is related also to the concept introduced in [17] , in a deterministic setting.
Convergence under convexity and strong convexity assumptions
In this section we address the convergence of Algorithm 1.1 in the convex and strongly convex case. The main results consist in the o(1/n) rate of convergence for the mean of the function values and in the almost sure weak convergence of the iterates. We start by recalling a standard result (see [31, Lemma 3.12(iii)]). Here we give a slightly more general version, including the moduli of strong convexity. The proof is given in the appendix for reader's convenience. 
Proposition 4.4. Let H1-H3 be satisfied. Let (ν i ) 1≤i≤m ∈ R m ++ and suppose that S1 holds. Let (x n ) n∈N be generated by Algorithm 1.1 with, for every i ∈ [m], γ i < 2/ν i . Set δ = max 1≤i≤m γ i ν i and p min = min 1≤i≤m p i . Let Γ −1 be as in (4.1) and µ Γ −1 and σ Γ −1 be the moduli of strong convexity of f and h respectively, in the norm · Γ −1 . Set F = f + h. Then,
, v , we derive from Lemma 4.3, written in the norm · Γ −1 , and (4.3) that
where in the last inequality we used that
which was obtained from (2.3) with
Therefore,
Next, it follows from (4.3), S1, and Fact 2.2 that
Then, we derive from (4.11) that
The statement follows from (4.9), considering that 
and
Proof. If follows from (4.3), Fact 2.2, and Fact 2.3 that
The second equation follows from (4.12), by choosing x = x n .
The following result is a stochastic version of [31, Proposition 3.15 ].
Proposition 4.6. Let H1-H3 be satisfied. Let (ν i ) 1≤i≤m ∈ R m ++ and suppose that S1 holds. Let (x n ) n∈N be generated by Algorithm 1.1 with, for every i ∈ [m], γ i < 2/ν i . Set δ = max 1≤i≤m γ i ν i and p min = min 1≤i≤m p i . Let Γ −1 and W be as in (4.1) and µ Γ −1 and σ Γ −1 be the moduli of strong convexity of f and h respectively, in the norm · Γ −1 . Set F = f + h. Then, the following hold.
(iii) For every n ∈ N and every x ∈ dom F
Proof. Let n ∈ N and x ∈ dom F. Since
we derive from (4.8), multiplied by 2, that
Then for an H-valued E n−1 -measurable random variable x, Proposition 4.5 yields
Taking x = x n in (4.15), we have
which plugged into (4.15), with x ≡ x ∈ dom F, gives (iii). Moreover, taking the expectation in (4.16), we obtain
which gives (i). Finally, set for all n ∈ N,
This shows that if inf n∈N E[F(x n )] > 0, then +∞ n=0 ξ n is P-integrable and hence it is P-a.s. finite. Then (ii) follows from (4.16) and Proposition 4.5.
Proposition 4.7. Under the same assumptions of Proposition 4.6, suppose that condition S1 is replaced by condition S2. Then
Proof. We derive from S2 (since ε n is a copy of ε) and (4.3) that
Therefore, summing (4.10), from i = 1 to m, we have (i) (∀ ω ∈ Ω) v n (ω) ∈ ∂F(y n (ω));
(ii) y n − x n → 0 and v n → 0 P-a.s.
Proof. It follows from (4.2) that, (x n i (ω) −x n+1
and ω ∈ Ω. Hence
Set y n =x n+1 and let v n : Ω → H be such that, for every ω ∈ Ω,
∈ ∂h(ȳ n (ω)) + ∇f(y n (ω)) = ∂F(y n (ω)).
Clearly v n is measurable and hence it is a random variable. Moreover, if L is the Lipschitz constant of ∇f, we have, for every ω ∈ Ω,
Now, since F is bounded from below, Proposition 4.6(ii) yields that ( y n − x n 2 Γ −1 ) n∈N is summable P-a.s. and hence y n − x n → 0 P-a.s. The statement follows. Now we are ready to state one of the main convergence result of this paper. From one hand, it extends to the stochastic setting a well-known convergence rate of the (deterministic) forwardbackward algorithm [6, 12, 31] . On the other hand, it proves the almost sure weak convergence of the iterates of Algorithm 1.1 in the convex case. We stress that none of the works [18, 20, 26, 28, 29, 30, 33] addresses this latter aspect. To the best of our knowledge, [3] is the only work that proves almost sure weak convergence of the iterates. However, in [3, Corollary 5.11] the stepsize is set according to the (global) Lipschitz constant of ∇f which, in general, leads to smaller stepsizes and worse upper bounds on convergence rates. See the subsequent Remark 4.11 and Remark 4.12.
Theorem 4.9. Let H1-H3 be satisfied. Let (ν i ) 1≤i≤m ∈ R m ++ and suppose that S1 holds. Let (x n ) n∈N be generated by Algorithm 1.1 with, for every i ∈ [m], γ i < 2/ν i . Set δ = max 1≤i≤m γ i ν i and p min = min 1≤i≤m p i . Let W be as in (4.1) and set F = f + h, F * = inf F, and S * = argmin F ⊂ H. Then, the following hold.
(ii) Suppose that S * = ∅. Then E[F(x n )] − F * = o(1/n) and, for every integer n ≥ 1,
(iii) Suppose that S * = ∅ and that ∇f is Lipschitz continuous. Then, there exists a random variable x * taking values in S * such that x n ⇀ x * P-a.s.
Proof. Proposition 4.6(iii) with µ Γ −1 = σ Γ −1 = 0 gives, for all x ∈ dom F and n ∈ N,
where
Note that the random variables x n 's are discrete with finite range and (E[F(x n )]) n∈N is decreasing.
. Therefore, the statement follows from Theorem 4.1 and Proposition 4.8.
Remark 4.10. A standard choice for the stepsizes is γ i = 1/ν i [18, 20, 26, 28, 29, 30, 33] , which yields δ = 1. In that case the bound given in Theorem 4.9(ii) becomes
where W = m i=1 ν i p −1 i Id i . So, the constants in the above rate get worse as the ν i 's increase. In the setting H4-L1, Theorem 3.1(i), allows to choose ν i = β 1,i L i , which can be much smaller than the global Lipschitz constant of ∇f (see Remark A.3) used, e.g., in [3] . This highlights the advantage of using condition S1 in terms of convergence rate. Remark 4.11. We compare rate (4.20) with that of the (fully parallel) forward-backward algorithm (FB), the sequence of the iterates of which is denoted by (z n ) n∈N . Suppose that H4 and L1 hold and P( m i=1 ε i = τ ) = 1, for some τ ∈ [m]. In this setting each iteration of Algorithm 1.1 costs τ evaluations of the partial (block) gradients, while FB requires m analogous evaluations. So, it is fair to compare n iterations of Algorithm 1.1 with ⌈τ n/m⌉ iterations of FB. Now we note that f is L-Lipschitz smooth in the original norm of H and η-Lipschitz smooth in · Λ , where Λ = m i=1 L i Id i (Corollary A.2(iv)). Hence, after ⌈τ n/m⌉ iterations of the FB we have [6] 
depending on whether FB is implemented in the original norm of H or in · Λ respectively. We consider two situations: 
Comparing the above bound with (4.21), we see that Algorithm 1.1 may feature a better rate provided that min{τ, η} max 1≤i≤m L i ≤ L or τ ≤ η (e.g., if τ = 1 or η = m), depending on which of the two above implementations of FB we consider.
Here we see that Algorithm 1.1 may be superior to FB if min{τ, η} m j=1 L j ≤ mL. [3] , applied in the metric · Λ , leads to Algorithm 1.1 in which the stepsizes are strictly less then 2/(ηL i ). However, Theorem 4.9 together with Theorem 3.1, allow always larger stepsizes, since, in view of Remark 3.3, β 1,i ≤ η (e.g., for a serial updating of the blocks and for non separable f, β 1,i = 1 and η = m).
We now provide an additional convergence theorem, including the strongly convex case, which extends [18, Theorem 1] and [33, Theorem 3] to an arbitrary (not necessarily uniform) sampling and to the more general stepsize rule (1.5). The proof is still based on the general inequality in Proposition 4.6(iii), but will closely follow that of the above cited works, so it will postponed in the appendix.
Theorem 4.13. Under the same assumptions of Theorem 4.9, let µ Γ −1 and σ Γ −1 be the moduli of strong convexity of f and h respectively, in the norm · Γ −1 , and suppose that S * = ∅. Then, the following hold.
(i) For every integer n ≥ 1,
Then, for every n ∈ N, If σ = 0 and the algorithm is deterministic and fully parallel (i.e., P(ε ≡ 1) = 1), then we have p min = 1 and hence we recover the classical rate 
respectively. These results were obtained in [33, Theorem 3] , which are in turn generalizations of [18, Theorem 1] , treating the serial case (P( m i=1 ε i = 1) = 1).
Linear convergence under error bound conditions
In this section we analyze the convergence of Algorithm 1.1 under error bound conditions. We improve and simplify the results given in [20] . In the rest of the section we assume H1 and H2. Moreover, we let X ⊂ H, F = f + h, F * = inf F, and suppose S * := argmin F = ∅. We consider the following condition, which was studied in [7] in connection with the proximal gradient method and is known as Luo-Tseng error bound condition [19] .
EB For some c X,Γ −1 > 0, we have (i) Another popular error bound condition is that of the metric subregularity of the subdifferential. More precisely, ∂ Γ −1 F is 2-metrically subregular on X with respect to the metric · Γ −1 [7, 12] if for some ζ X,Γ −1 > 0 the following holds = Id and c X,
dist(0, ∂F(x)), (4.24) then (4.23) holds with constant ζ X,Γ −1 = γ min ζ X,Id .
(iv) [7, Theorem 3.5] 
). So, if EB holds on X, then (4.23) holds on X with ζ X,Γ −1 = c −1 X,Γ −1 . In [7, Theorem 3.4-3.5] also the reverse implication was shown. The next proposition gives tighter constants and is proved in the appendix. Proposition 4.17. Let (x n ) n∈N be a sequence in H and suppose that (4.23) holds onX ⊃ {x n |n ∈ N} with ζX ,Γ −1 > 0, where, for all n ∈ N,
Remark 4.18. In [7, Corollary 3.6] condition EB was shown to be equivalent to the following quadratic growth condition (also called 2-conditioning in [12] )
on every sublevel set X = {x ∈ H | F(x) − F * ≤ r}. Moreover, the relationships between the constants are c X,Γ −1 = (1 + 2/α X,Γ −1 )(1 + L · Γ −1 ) and α X,Γ −1 < 1/c X,Γ −1 . Finally, if the quadratic growth condition (4.25) holds, then (4.23) holds on X, with ζ X,Γ −1 = α X,Γ /2.
We now analyze the convergence of Algorithm 1.1 under condition EB.
Theorem 4. 19 . Under the assumptions of Theorem 4.9, suppose that S * = ∅ and that EB holds on a set X such that X ⊃ x n | n ∈ N P-a.s. with c X,Γ −1 > 0. Then,
Moreover, if f is Lipschitz smooth, there exists a random variable x * taking values in S * such that
Proof. Let n ∈ N and x ∈ S * . Then, (4.8) with µ Γ −1 = σ Γ −1 = 0, yields
Since (4.27) holds for all x ∈ S * , using EB, (4.16), and Proposition 4.5, we have
which can be equivalently written as
which gives (4.26). Now we set ρ = 1 − p min min 1, (2 − δ)/(2c X,Γ −1 ) and θ = p min (2 − δ)/2. Then, Jensen inequality, (4.17), and (4.26) yield 
Hence n∈N x n − x n+1 W < +∞ P-a.s., which means that (x n ) n∈N is a Cauchy sequence P-a.s. Now, Theorem 4.9(iii) yields that there exists a random variable x * with values in S * such that x n ⇀ x * P-a.s. Therefore, x n → x * P-a.s. Finally, let n ∈ N. Then, for every p ∈ N,
. Therefore, it follows from (4.29) that
Remark 4.20. Often error bound conditions or quadratic growth conditions are satisfied when X is a sublevel set (see Remark 4.18) . So, in order to fulfill the assumption X ⊃ {x n | n ∈ N} P-a.s. in Theorem 4.19, it is sufficient to require that Algorithm 1.1 is almost surely descending. This is the case if assumption S2 holds (Proposition 4.7), whereas, in general, assumption S1 does not guarantee any such descent property. (i) The rate given in Theorem 4.19 matches the one given in [7, Theorem 3.2] for the deterministic case (p min = 1).
(ii) In [20] , in relation to Algorithm 1.1 but with uniform block sampling and assuming (1.4), the following error bound condition is considered
for some constants κ 1,X,Γ −1 > 0 and κ 2,X,Γ −1 ≥ 0. The authors show several examples in which such condition is satisfied with X = dom h and possibly κ 2,X,Γ −1 > 0. The above error bound looks more general then EB. However, for the purpose of analyzing Algorithm 1.1 this is not the case. Indeed, since (x n ) n∈N is a stochastic quasi-Fejér sequence (see the proof of Theorem 4.1(ii) and Proposition 4.6(iii)), it follows from [3, Proposition 2.3] that (x n ) n∈N is bounded almost surely, hence so is (dist Γ −1 (x n , S * )) n∈N . Therefore, if (4.30) holds on X ⊃ {x n | n ∈ N}, then EB holds on 
where, using the notation above,
Then we have 1 +c ≥ (3 + 4c X ′ ,Γ −1 )/p and hence
This shows that Theorem 4.19 improves the rate in [20, Theorem 5.5] . Moreover, the analysis given here, relying on Proposition 4.6, is significantly simpler.
(iii) Random coordinate descent methods under several error bound conditions are also studied in [13] when the sampling is serial and the stepsizes are set according to the global Lipschitz constant of ∇f.
Applications
In this section we show some relevant optimization problems for which the theoretical analysis of Algorithm 1.1 can be particularly useful.
The Lasso problem
Let A ∈ R p×m and b ∈ R p . We consider the problem
We denote by a i and a k the i-th column and k-th row of A. Since
assumption H4 holds and η = max 1≤k≤p card(spt(a k )). Moreover, ∇ i f(x) = a i , Ax − b and hence condition L1 is also satisfied with L i = a i 2 . Moreover, Algorithm 1.1 (assuming that each block is made of one coordinate only) writes as Here, we denote by a i ∈ R p and a k ∈ R m the i-th row and the k-th column of A. The dual problem is
Computing the minimal norm solution of a linear system
which is a smooth convex optimization problem. Moreover, if x * is the solution of (5.3) and x = A ⊤ u (the primal-dual relationship), then we have
Then, the dual problem is clearly of the form (1.1), with h = 0, and H4 and L1 are satisfied, assuming that each block is made of one coordinate only, with L i = a i 2 and η = max 1≤k≤p card(spt(a k )). So, Algorithm 1.1 applied to (5.4) , turns into
Now, setting x n = A ⊤ u n and multiplying the above equality by A ⊤ , we have 
Since Ax − b 2 ≤ A 2 x − x * 2 , we have then proved the linear convergence rate
of the stochastic gradient descent with arbitrary and possibly variable batch size for least squares problems. We finally note that in the serial case, that is, if for every n ∈ N spt(ε n ) = {i n }, then multiplying equation (5.6) by a ⊤ in , we have
Therefore, since in this case β 1,i = β 2 = 1, we can chose the stepsizes such that γ i a i 2 = 1 (so that δ = 1) and hence x n+1 is a solution of the i n -th equation of the linear system Ax = b. Moreover, x n+1 is the projection of x n onto the affine space defined by the equation a in x = b in [35] . Thus, this method is nothing but the randomized Kaczmarz method [32] and we proved linear convergence for general probabilities p i 's, although the constants we derive are not optimal (see [16, 32, 35] ).
Regularized empirical risk minimization
Let H be a separable real Hilbert space. Regularized empirical risk estimation solves the following optimization problem
where (x i , y i ) 1≤i≤m is the training set (input-output pairs), ℓ : Y × R → R + , Y ⊂ R, is the loss function, which is convex in the second variable, and λ > 0 is a regularization parameter. The dual problem of (5.7) is minimize u∈R m
where ℓ * (y i , ·) is the Fenchel conjugate of ℓ(y i , ·) and K = XX ⊤ ∈ R m×m is the Gram matrix of (x i ) 1≤i≤m . Moreover, the solutions (w,ū) of the primal and dual problems are characterized by the following KKT conditions
where ∂ℓ(y i , ·) is the subdifferential of ℓ(y i , ·). Now, the dual problem (5.8) is of the form (1.1) and hence Algorithm 1.1 can be applied.
The following examples give implementation details for two specific losses. which is strongly convex with modulus λm and has solutionū = (K + mλId) −1 y. Since D is smooth and ∇ i D(u) = e ⊤ i (K + λmId)u − y i , conditions H4 and L1 hold with L i = x i 2 + λm = K i,i + λm and Algorithm 1.1 (with h = 0) becomes
Moreover, multiplying (5.10) by X ⊤ , defining w n = X ⊤ u n = m i=1 u n i x i , and recalling that K = XX ⊤ , we have Now, we compare algorithm (5.11) with the stochastic gradient descent on problem (5.7). Assume that P( m i=1 ε n i = τ ) = 1 for some τ ∈ [m]. Then, p min = τ /m and we can take ζ i ≤ (K i,i + λm) −1 , and set ν i = τ /ζ and γ i = 1/ν i , so that algorithm (5.11) turns into
If we apply stochastic gradient descent with batch size τ ∈ [m] and stepsize ζ > 0 directly on the primal problem (5.7) (multiplied by λm), and recalling that w n = m i=1 u n i x i , we have
Then, comparing (5.12) and (5.13) we see that, provided that ζ i = ζ for every i ∈ [m], they only differ for the replacement
We stress that the stepsize ζ in the stochastic gradient descent algorithm (5.13) is normally set according to the spectral norm of K + λmId, which may be difficult to compute. On the contrary in algorithm (5.12) the stepsizes ζ i 's are simply set as ζ i ≤ 1/(K i,i + λm), so they possibly allow much longer steps and also do not require any SVD computation. 
A Structured Lipschitz smoothness
In this section we discuss the Lipschitz smoothness properties of f under the hypotheses H4 and L1 and we prove Theorem 3.1. Most of the results presented in this section are basically given in [29] . However, here they are rephrased in our notation and extended to our more general assumptions. 
Now, for every k ∈ [p], we have
Therefore, using the convexity of each g k we have
It follows from the definition of
). Hence, switching the order of summation, and using the fact that f(x 1 , . . . , 
Then, the function f is Lipschitz smooth
(iv) in the metric · Λ , with constant η. 
We show that the above bounds are tight. Indeed, if we consider f(x) = (1/2) Ax − b 2 2 , where A ∈ R n×m and b ∈ R m , then we have L i = a i 2 (where a i is the i-th column of A), so that m i=1 L i = A 2 F . Instead, since ∇f(x) = A * (Ax − b), the Lipschitz constant of ∇f is A 2 . It is wellknown that if A is rank one, then A 2 = A 2 F , so in this case the Lipschitz constant of ∇f is exactly m i=1 L i . Moreover, if in addition the columns of A have the same norm, then L = m j=1 L j = mL i and hence L · Λ = m. We finally note that if A is an orthonormal matrix, then A 2 = 1 and hence 
Proof. It follows from Proposition A.1 with y = x + ǫ ⊙ v, I = spt(ǫ), and q i = 1/ max 1≤k≤p card(I ∩ I k ) = 1/ max 1≤k≤p i∈I k ǫ n i .
Remark A.5. Most of the above results, appears in [29] for the special case that U k,i = J i for i ∈ I k and U k,i = 0 for i / ∈ I k . In particular, see [29, Theorem 8] .
Proposition A.6. Let f : H → R be a function satisfying H4 and suppose that, for every k ∈ [p], g k is L (k) -Lipschitz smooth. Set for every i ∈ [m],L i = p k=1 L (k) U ⊤ k,i U k,i . Then the following holds.
(i) f is Lipschitz smooth with constant p k=1 L (k) U ⊤ k U k in the original metric of H; 4
(ii) f satisfies assumption L1 with L i =L i ;
(iii) Suppose that, for every k ∈ [p] and for every i, j ∈ [m], i = j, the range of the operators U k,i and U k,j are orthogonal. Then, for every x, v ∈ H,
Therefore, we have
(ii): It follows from (A.5) with v = J i v i that
Remark A.7. If R(U k,i ) and R(U k,j ) are orthogonal to each other, then p k=1
B Additional proofs
Proof. of Theorem 3.1 (ii): Let ε ′ be a copy of ε. It follows from (A.2) that, point-wise it holds
and Id − min{1, 2/L · Γ −1 }∇ Γ −1 f is nonexpansive with respect to the metric · Γ −1 , by the Baillon-Haddad theorem [1, Corollary 18.17] . Therefore,
Hence, recalling (B.5) the statement follows.
C Some results on duality theory
In this section, for the reader's convenience, we recap the results obtained in [8] . Let ϕ : H → R and ψ : G → ]−∞, +∞] be to lower semicontinuous and convex functions defined on Hilbert spaces, and let A : H → G be a bounded linear operator. In this section we suppose che ϕ is µ-strongly convex. We consider the following optimization problems in duality (in the sense of Fenchel-Rockafellar) (ii) Suppose that ψ is θ-Lipschitz continuous. Let u ∈ dom ψ * be such that D(u) − inf D < A 2 L 2 /µ and set x = ∇ϕ * (−A ⊤ u). Then, we have
