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The L2-discrepancy for anchored axis-parallel boxes has been used in several
recent computational studies, mostly related to numerical integration, as a measure
of the quality of uniform distribution of a given point set. We point out that if the
number of points is not large enough in terms of the dimension (e.g., fewer than 104
points in dimension 30) then nearly the lowest possible L2 -discrepancy is attained
by a pathological point set, and hence the L2 -discrepancy may not be very relevant
for relatively small sets. Recently, Hickernell obtained a formula for the expected
L2-discrepancy of certain randomized low-discrepancy set constructions introduced
by Owen. We note that his formula remains valid also for several modifications of
these constructions which admit a very simple and efficient implementation. We
also report results of computational experiments with various constructions of low-
discrepancy sets. Finally, we present a fairly precise formula for the performance of
a recent algorithm due to Heinrich for computing the L2-discrepancy.  1998
Academic Press
1. INTRODUCTION
Let P be an n-point subset of the d-dimensional unit cube [0, 1]d.
Various types of discrepancy of P have been considered as quantitative
measures of the nonuniformity of distribution of P. Such investigations
have been motivated by theoretical interest (see, e.g., [1, 2]) and also by
applications in numerical integration and related problems (see, e.g., [16,
18, 28] for recent surveys). Perhaps the most popular type of discrepancy
(and also the oldest) is the discrepancy for anchored axis-parallel boxes,
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often called the star-discrepancy for historical reasons. For a point
x # [0, 1]d, let Bx denote the box >di=1 [0, x i). The discrepancy of P for Bx
is defined as the deviation of the volume of Bx from the fraction of points
of P lying in Bx , that is,1
D(P, Bx)=x1 x2 } } } xd&
1
n
|P & Bx |.
The star-discrepancy of P is defined as D*(P)=supx # [0, 1]d |D(P, Bx)|.
Another often-considered notion is the L2-average of D(P, Bx) over
x # [0, 1]d, i.e.
D2*(P)=\|[0, 1]d D(P, Bx)2 dx+
12
(here the notation is far from being standardized). Since most of the results
in existing literature refer to the squared L2 -discrepancy, i.e. to D2*(P)
2, we
will follow this convention too. This means that all numerical values in
tables etc. refer to the square of the L2 -discrepancy.
This L2 -discrepancy seems much more tractable than the worst-case
discrepancy D*(P), both theoretically and practically. On the theoretical
side, the asymptotic behavior of the function D2*(n)=infP D2*(P), where
the infimum is over all n-point sets P/[0, 1]d, has been determined for
every fixed dimension d : We have
cd
n
log(d&1)2 nD2*(n)
Cd
n
log(d&1)2 n (1)
for all n2, with cd , Cd depending on d only ([24, 25]; the results are also
presented in [1]). In the analogous question for D*(}), only much less
precise bounds are known, despite considerable effort. On the practical
side, given P, D2*(P) can be easily evaluated by reasonably fast algorithms
[31, 9], while computing D*(P) seems practically intractable for dimen-
sions higher than 2 or 3, say.
Constructions providing sets with a low discrepancy have been studied
extensively (see Sections 3 and 4 for an overview of some such construc-
tions). For many purposes, such sets are more uniformly distributed
than random point sets and, hence, they provide an improvement over
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1 Here we measure the deviation in units of volume, as is usual in papers considering
applications of discrepancy for numerical integration and similar methods. In most ‘‘pure’’
discrepancy theory papers, discrepancy is measured in units of points, i.e. as our quantity
multiplied by n.
Monte-Carlo methods for numerical integration and other important tasks.
Although it has been argued (e.g., [30]) that this improvement becomes
negligible in dimensions over 15 or 20 for numerical integration of some
types of functions, recent successful applications of low-discrepancy sequences
in financial mathematics deal with much higher dimensions, like 60 of even
a few hundred (e.g., [20, 22]).
Since no efficient algorithms are known for evaluating the worst-case dis-
crepancy, computations of L2-discrepancy have been often used for assessing
the quality of various low-discrepancy sets (see, e.g., [15, 29, 11] for recent
studies in this spirit). In Section 2, we show that L2-discrepancy may be a
rather misleading parameter if the dimension is high and the number of
points is relatively small. The reason is that for a small number of points,
nearly the best possible L2 -discrepancy is attained by a set whose all points
are clustered near the corner (1, 1, ..., 1). An alternative discrepancy notion,
recently defined by Hickernell [10], which assigns a larger importance
(weight) to boxes of larger volume, suffers from this effect in a much
smaller extent.
A loosely related recent result is due to Sloan and Woz niakowski [27],
who prove that, roughly speaking, if a point set with fewer than 2d points
is used for numerical integration in dimension d, no nontrivial estimate for
the error holds in the worst case (see [27] for a precise formulation). Both
their result and our result mentioned above support the well-known
experience that small sets are generally unsuitable for numerical integration
in higher dimension, but otherwise the results go in distinct directions
(ours concerns the suitability of L2 -discrepancy for assessing a point set,
and here bad things occur also for sets considerably bigger than 2d, while
the result of Sloan and Woz niakowski has a sharp threshold at 2d).
In Section 3, we recall a randomized method for constructing low-
discrepancy point sets (and we also describe a reasonably efficient imple-
mentation for producing such sets). The expected squared L2 -discrepancy
for this construction has recently been analyzed by Hickernell [10]. We
suggest several variants of the randomization, some of them apparently
new, whose implementation is much simpler and faster, but for which
Hickernell’s formula for L2-discrepancy remains valid. We expect that
these methods of generating well-distributed sets might be among the most
efficient ones in practice for a number of applications, and at the same time
good theoretical bounds are available for them.
In Section 4, we describe results of numerical studies of the L2 -
discrepancy for several popular constructions of low-discrepancy sets
(Richtmyer, Halton, and Faure sequences and randomized variants of the
latter two). As was already mentioned, similar studies have been conducted
before, but we cover also methods not yet tested and present the results in
a somewhat different manner. For dimensions 15 and above, none of the
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tested constructions gives a significant improvement in L2 -discrepancy over
random point sets in the tested range of set sizes (up to 216 points). The
L2 -discrepancy for the Faure and Halton constructions displays a some-
what erratic behavior; Faure’s method sometimes gives quite bad values.
The methods of introducing randomization into these constructions (dis-
cussed in section 0) all appear suitable for stabilizing the behavior and
obtaining a good L2 -discrepancy in most cases. Currently, the experiments
only involved several constructions that are relatively simple and easy to
implement. It would be very interesting to conduct a similar (or more
extensive) study for more recent andor complicated constructions, such as
various more complicated (t, m, s)-nets in base b described by Niederreiter
[18], a very recent method by Niederreiter and Xing [19], or the so-called
admissible lattices discussed by Skriganov [26].
Finally, in Section 5, we consider an algorithm due to Heinrich [9]
for computing the L2-discrepancy of a given n-point set. A previous,
simpler algorithm of Warnock [31] (used in most of empirical studies of
L2 -discrepancy) needs roughly dn2 arithmetic operations for an n-point set.
Heinrich obtained the asymptotic bound Cdn logd n for the number of
operations of his algorithm, with Cd depending (exponentially) on the
dimension, and he noted that according to experiments, the algorithm gives
a considerable advantage over the O(dn2) method only for small d ’s. The
asymptotic bound assuming d fixed is not very relevant for actual computa-
tions where n cannot by far be large enough in terms of d ; a somewhat
more realistic setting is to view the quantities n and 2d as independent
variables, where n is somewhat larger than 2d but not drastically. We
analyze the performance almost precisely: For n of the form 2k, k an
integer, we derive a worst-case upper bound of
2n :
d
i=0
(d+2&i) \ki+
for the number of arithmetic operations. Heuristic considerations and
experiments show that this usually overestimates the actual number of
operations for uniformly distributed point sets by a factor between 1.5 and 2.
From this formula, one can infer that for d large, Heinrich’s algorithm starts
outperforming the straightforward method significantly for n around 22d.
2. DISCREPANCY FOR RELATIVELY SMALL SETS
Let vol(Bx)=x1x2 } } } xd denote the volume of the box Bx . It is not
difficult to calculate that the average value of vol(Bx)2 over x uniformly
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distributed in [0, 1]d equals 3&d. Therefore, if P0 is the n-point multiset
consisting of n copies of the point (1, 1, ..., 1), the discrepancy of each box
Bx equals its volume, and hence, D2*(P0)
2=3&d.
As is well-known, the expected value of D2*(P)
2 for a random n-point
set P/[0, 1]d is (1n)(2&d&3&d). If we compare this with D2*(P0)
2 for
the above pathological set P0 , we see a first warning that something bad
happens with the L2 discrepancy for a small number of points: For
n<(1.5)d&1, D2*(P0)
2 is better than the expectation for a random point
set, although hardly anyone would call P0 uniformly distributed in the unit
cube.
We are going to argue that for a small n, P0 even has almost the best
possible L2 -discrepancy. The reason is that if the dimension is high and n
is relatively small, then a typical box has volume smaller than (12n), and
hence, its discrepancy is smallest if it contains no points.
To get a quantitative version of this statement, we begin by the well-
known observation that for any n-point set P and a box Bx , the number
of points of P in Bx is integral and so we have
|D(P, Bx)|
1
n
$(n vol(Bx)),
where $(t) denotes the distance of a real number t to the nearest integer.
Therefore,
D2*(n)
2
1
n2 |[0, 1]d $(n vol(Bx))
2 dx=
1
n2 |
1
0
.d (v) $(nv)2 dv, (2)
where .d (v) is the density of boxes with volume v: .d (v)=d8d (v)dv,
where 8d (v) is the volume of the set [x # [0, 1]d: x1 x2 } } } xdv]. The
function 8d (v) can be calculated by induction on the dimension d. The
calculation is not too difficult and we omit it. The result is that for
0<v<1,
.d (v)=
(&ln v)d&1
(d&1)!
.
(I believe such a simple formula must be known and have a simple reason,
but so far I could only get it via the more complicated function 8d (v).)
Equation (2) can be called a ‘‘nonintegrality lower bound.’’ The integral
does not seem to be expressible by a simple formula, but with some care
its value can be approximated numerically even for large values of n.
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A simpler approach is to pass to a ‘‘small-boxes lower bound,’’ i.e. inte-
grating up to v0=12n only:
D2*(n)
2
1
n2 |
v0
0
.d (v) $(nv)2 dv=|
v0
0
.d (v) v2 dv=
v30
3d
:
d&1
i=0
(&3 ln v0) i
i !
. (3)
The last sum consists of the first d terms of the Taylor series for
e&3 ln v0=v&30 . Hence, for (&ln v0) small, enough compared to d, i.e. for
ln n not too large in terms of d, the right-hand side approaches 3&d, showing
that D2*(P0) is close to being the best possible.
Table I illustrates this phenomenon quantitatively. For selected dimen-
sions, the largest values of n are shown for which D2*(P0)
2=3&d exceeds
the lower bounds (3) and (2) by at most a given factor (1.1, 2, and 10). The
values for the small-boxes lower bound (3) are in the top rows, and the
values for the nonintegrality lower bound (2) are in the bottom rows.
(Since the function .d is given by an alternating series with possible near-
cancellations, the calculations were performed in a 30-digit and 40-digit
precision in the computer algebra system Mathematica 2.2.)
These observations indicate that for dimensions above 30, say, D2* is
not a very good non-uniformity measure unless the considered point set
is astronomically large. As an alternative, one may assign large weights
to boxes of large volume. One such notion has been introduced recently
by Hickernell [10] (with a different motivation, namely because of a
better behavior for error bounds in numerical integration). This modified
discrepancy is defined as the L2 -average of the L2 -discrepancies of
all the 2d&1 projections of P on the coordinate subspaces of dimensions
1, 2, ..., d. A simple calculation shows that thus modified L2 -discrepancy
TABLE I
Largest Values of n for Which the Squared L2-Discrepancy of P0 Differs from the Lower
Bounds (3) and (2) by No More than a Given Factor.
Dimension d=
Factor 10 15 20 25 30 40 50 60
1.1 3 14 59 250 1000 2.0 } 104 4.1 } 105 8.4 } 106
3 17 71 300 1300 2.5 } 104 5.0 } 105 1.0 } 107
2 12 66 350 1900 1.0 } 104 2.7 } 105 7.7 } 106 2.1 } 108
15 82 440 2300 1.2 } 104 3.5 } 105 9.7 } 106 2.7 } 108
10 56 410 2800 1.8 } 104 1.2 } 105 4.8 } 106 1.9 } 108 7.0 } 109
76 540 3700 2.4 } 104 1.6 } 105 6.3 } 106 2.4 } 108 9.1 } 109
Note. Values rounded to two significant digits.
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of the pathological set P0 is also nearly optimal for d large enough relative
to n, but quantitatively, this effect is much weaker than for the usual
L2 -discrepancy. Perhaps a yet more satisfactory notion could be obtained
using Hickernell’s generalization of L2 -discrepancy (see [10]) by a suitable
choice of the optional parameters.
Remark. As was mentioned in the Introduction, asymptotically tight
lower bounds for the L2 -discrepancy are known (formula (1)), first proved
by Roth [24]. By inspecting Roth’s proof (as presented in [1]), one can
calculate that the lower bound is
D2*(P)
2
c
n2
2&4d \wlog2 nx+d+1d&1 + , (4)
where c is an absolute constant (something like 18; the precise bound
depends on how carefully the proof is done).2 Despite of being asymptoti-
cally tight for any fixed d, this bound seems to have little relevance for
estimating the L2-discrepancy for sets of a practically manageable size (up
to 108, say). For instance, the asymptotically very weak small-boxes lower
bound (3) is much better than (4) for up to 107 points in dimensions 6.
By some modifications of Roth’s proof, the bound (4) can be improved
somewhat, but so far I have not succeeded in getting considerably better
values. Few other techniques exist for lower-bounding the L2 -discrepancy
and its variants (Beck [1], Montgomery [14]), but so far they do not look
very promising in this respect either.
3. SCRAMBLED NETS AND THEIR IMPLEMENTATION
A number of constructions of n-point sets P/[0, 1]d are known with
(worst-case) discrepancy D*(P)(Cd n) logd&1 n, where Cd is a constant
dependent on the dimension d ; let us refer to constructions with this
property as low-discrepancy sets. This bound is believed to be asymptoti-
cally optimal as a function of n for every fixed d. Lot of work has been
devoted to improving the theoretical estimate of Cd in terms of d (see e.g.,
[18] for an overview and [19] for a more recent result). Little is known
about actual numerical values of discrepancy for these theoretical construc-
tions (mainly because of the difficult computability of the worst-case
discrepancy).
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2 An explicit bound calculated by Kuipers and Niederreiter [12, pp. 103104] from their
version of Roth’s proof, which is 2&8d (log2 n(d&1))d&1, is considerably smaller and it seems
to be unnecessarily pessimistic.
The knowledge about L2-discrepancy is more satisfactory in several
respects. As was remarked in the Introduction, the asymptotic order of
magnitude is known precisely for d fixed, and several numerical studies for
various point set constructions have been conducted. Several asymptoti-
cally optimal constructions have been published [25, 3, 6, 26]. Recently,
Hickernell [10] derived an exact formula for the expected squared L2 -dis-
crepancy for a certain class of randomized constructions (it would be inter-
esting to make a similar theoretical investigation for other low-discrepancy
constructions).
To recall the randomized constructions considered by Hickernell,
we begin with a few definitions. Let b2 be a fixed integer. By a b-ary
canonical interval we mean an interval of the form [kbq, (k+1)bq),
where q # [0, 1, 2, ...] and k # [0, 1, ..., bq&1]. For instance, ternary canonical
intervals are [0, 1), [0, 13), [13, 23), [23, 1), [0, 127), [127, 227),... .
A b-ary canonical box is a Cartesian product of d b-ary canonical intervals.
A set P/[0, 1]d is called a (0, m, d )-net in base b, where m0 is an
integer, if |P|=bm and each b-ary canonical box of volume b&m contains
exactly one point of P. (In the literature, a more general notion of (t, m, d )-
nets in base b is sometimes considered (see, e.g., [18]), but for our
purposes the definition just given is sufficient.) We will say only ‘‘(0, m, d)-net’’
instead of ‘‘(0, m, d )-net in base b’’ if b is understood from context. If b and
d are fixed then any (0, m, d)-net is a low-discrepancy set. A construction
due to Faure [4] provides an (0, m, d )-net in base b for each d and m, with
b being the first prime d&1.
Randomization of (0, m, d )-Nets. For an approximate result computed
by Monte-Carlo methods, such as a Monte-Carlo estimate of a multi-
dimensional definite integral, the error can be estimated statistically by
repeating the computation several times. In contrast, deterministic con-
structions of low-discrepancy sets, such as Faure’s, provide only one set for
a given size and dimension, and hence, only various theoretical worst-case
error estimates are available. These are often unnecessarily pessimistic.
Hence, it is advantageous to introduce some randomness into low-
discrepancy constructions. Another heuristic reason for introducing random-
ness into the constructions are several theoretical asymptotic results. For
instance, it can be shown that another well-known low-discrepancy set, the
so-called HaltonHammersley set [7, 8], does not attain an asymptotically
optimal L2-discrepancy. On the other hand, Roth [25] modified this
construction by introducing an extra parameter (a certain cyclic shift) into
it, and he proved that the expected L2 -discrepancy for a random choice
of this parameter already achieves the asymptotically optimal bound.
Also all other known constructions of sets with asymptotically optimal
L2 -discrepancy involve, to my knowledge, some randomization.
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Owen [21] discusses a very general method that allows one to ‘‘ran-
domize’’ many of the known constructions of low-discrepancy sequences
(while retaining the low-discrepancy property). He also shows that such a
randomization yields better theoretical estimates for approximating
integrals of sufficiently smooth functions and that the integration error can
be estimated statistically by repeated experiments.
Owen’s method can be described as follows. Let b2 be an integer. We
are going to describe a mapping _ of the interval [0, 1) onto itself ; any _
arising by the procedure described below is called a b-ary scrambling.
Let x # [0, 1) be a real number. Write x= b0 .a1a2a3 ..., meaning that
0.a1a2a3 } } } is the b-ary representation of x, that is, x=a1 b&1+
a2 b&2+a3b&3+ } } } , aj # [0, 1, ..., b&1]. To determine _(x), we first fix
some permutation ? of the set [0, 1, ..., b&1], and we let the first b-ary
digit of _(x) be ?(a1). Next, for each possible value of a1 , we fix a permuta-
tion ?a1 of [0, 1, ..., b&1], and we define the second b-ary digit of _(x) as
?a1 (a2). Continuing analogously, we fix b
2 permutations ?a1, a2 for all
possible choices of a1 and a2 , and let the third b-ary digit of _(x) be
?a1, a2 (a3), etc; in general, we have _(x)= b0 .b1b2b3 } } } with bj=
?a1, a2, ..., aj&1 (a j). This finishes the definition of a b-ary scrambling. A b-ary
scrambling is in fact a bijective mapping, up to a countable set of excep-
tional numbers (problems arise with numbers having all digits equal to
b&1 from some position on).
If all the (countably many) permutations ?, ?0 , ?1 , , ..., ?b&1 , ?0, 0 ,
?0, 1 , ..., ?0, b&1 , ?1, 0 ,... defining _ are chosen independently at random, we
say that _ is a fully random b-ary scrambling.
Let P/[0, 1]d be a (0, m, d )-net in base b, and let
_=(_1 , _2 , ..., _d)
be a d-tuple of b-ary scramblings. We define the set
_(P)=[(_1 ( p1), _2 ( p2), ..., _d ( pd)): p # P],
where pk stands for the k th coordinate a point p # P. It is easy to check
that for any _, _(P) is again a (0, m, d )-net. If _1 , ..., _d are chosen as fully
random and mutually independent b-ary scramblings, we say that _(P)
arises from P by a fully random scrambling.
Hickernell [10] derived an exact formula for the expected squared
L2 -discrepancy of _(P), where _(P) arises from an arbitrary fixed (0, m, d )-
net P by a fully random scrambling. In fact, his proof does not use the
whole power of a fully random scrambling; for the validity of the formula,
it is enough that the vector _=(_1 , _2 , ..., _d) of b-ary scramblings is
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sampled from a probability distribution satisfying several axioms listed in
[10, Assumption 1.2]. The formula in [10] is given for a generalized
notion of L2 -discrepancy; specialized to the particular case of the ‘‘usual’’
L2 -discrepancy, it reads3
ED2*(_(P))
2=
1
2d
:
d
l=1
\dl+\&
1
3+
l
_&1+\1+1b+
l
\1&1b+
_ :
m&1
t=0 \
l+t&1
l&1 + b&2t :
m&t&1
r=0 \
l&1
r +\&
1
b+
r
& , (5)
where E denotes the expectation with respect to a random choice of _ and
P is an arbitrary fixed (0, m, d )-net in base b.
As numerical comparisons in Section 4 below witness, fully randomly
scrambled b-ary nets are quite good in comparison with other low-
discrepancy set constructions. Also Owen’s results [21] indicate the useful-
ness of fully random scrambling. However, a computer implementation
of a fully random scrambling is somewhat problematic (it will be briefly
discussed at the end of this section). Here we show that the formula (5)
remains valid under assumptions weaker than those in [10] on the
distribution _ is sampled from. We point out several types of random
scrambling which satisfy these assumptions and which can be implemented
very efficiently.
First we formulate the modified axioms. In the interest of simplicity, we
are not aiming at the greatest possible generality, so that the modified
axioms are also stronger in some respect than those in [10]. Let P be a
fixed (0, m, d )-net in base b, and let _=(_1 , _2 , ..., _d) be a random
variable whose values are vectors consisting of b-ary scramblings:
A. Each of the b-ary scramblings _1 , _2 , ..., _d is sampled from the
same distribution D, and these samplings are mutually independent. (This
implies Hickernell’s Assumption 1.2b.)
B. If x # [0, 1) is any real number and _ is randomly drawn from the
distribution D, then _(x) is uniformly distributed in [0, 1). (This is a coun-
terpart of Hickernell’s Assumption 1.2a; I believe that his formulation of
1.2a is not quite appropriate for his proof.)
B$. (A weakening of B). If x # [0, 1) is any real number and _ is ran-
domly drawn from the distribution D, then the first two moments of _(x)
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3 Warning. This formula should be evaluated with a high-precision arithmetic, because the
‘‘&1’’ term nearly cancels with the other term in the square brackets.
coincide with those of the uniform distribution on [0, 1], that is,
E_(x)=12 and E_(x)2=13.
C. Let
x=b 0 .a1 a2 } } } arar+1ar+2 } } } and x$=b 0.a1a2 } } } ara$r+1a$r+2 } } }
be two real numbers with ar+1{a$r+1 ; i.e., x and x$ share r first b-ary
digits but no more. Write _(x)=b 0.b1 b2 b3 } } } , _(x$)=b 0.b$1 b$2 b$3 } } } ,
where _ is randomly drawn from the distribution D. Then
(i) b1=b$1 , b2=b$2 , ..., br=b$r (this follows from the definition of a
b-ary scrambling),
(ii) the pair (br+1 , b$r+1) is uniformly distributed on the set
[(q, q$) : q, q$ # [0, 1, ..., b&1], q{q$], (6)
and
(iii) for each j>r+1 and for each pair (q, q$) of possible values of
(br+1 , b$r+1), the conditional expectation E[bj&b$j | br+1=q, b$r+1=q$]=0.
Proposition 3.1. Let P be a fixed (0, d, m)-net in base b, and suppose
that _=(_1 , ..., _d) is a random vector of b-ary scramblings satisfying condi-
tions AC above. Then the formula in [10] for the expected value of the
squared generalized L2 -discrepancy of _(P) remains valid. In particular, (5)
holds ( for the usual L2 -discrepancy), and it does so even if the condition B
is replaced by B$.
Proof. Since most of the proof is identical to Hickernell’s proof and
only a small modification is required, we assume familiarity with Section 2
of [10]. One can check that conditions A and B are sufficient for the whole
proof in [10] except for Lemma 2.4 (and also that if the optional function
+ in [10] is given by a quadratic polynomial then B$ suffices instead of B).
In Lemma 2.4 of [10], only the following claim has to be re-proved.
Claim. Let x, x$ be real numbers as in condition C above, i.e. sharing
exactly r first b-ary digits but no more. Then,
E |_(x)&_(x$)|=
1
3 \1+
1
b+ b&r,
where the expectation is over _ randomly drawn from the distribution D.
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Proof of the claim. Writing _(x)=b 0.b1b2b3 } } } , _(x$)=b 0 .b$1 b$2b$3 } } } ,
we have
|_(x)&_(x$)|=b&(r+1) |br+1&b$r+1 |
+!(b$r+1&br+1) } :

j=r+2
b& j (bj&b$j),
where !(t)=1 for t0 and !(t)=&1 for t<0. From (ii) in condition C
we get that the expectation E |br+1&b$r+1 | equals (b+1)3 (as calculated
in [10]). Finally, by condition C(iii), the expectation of !(b$r+1&b$r+1)
(bj&b$j) is 0 conditioned on (br+1 , b$r+1)=(q, q$) for any (q, q$).
Hence, E[!(b$r+1&b$r+1)(bj&b$j)]=0 as well, and the claim follows. K
Let us remark that condition C could be weakened in various ways (all
we need is to derive the claim), but the present formulation seems con-
venient enough, at least for all the examples below.
Examples of efficiency implementable random scramblings.
Here we list several distributions D of b-ary scramblings satisfying condi-
tions B and C. Condition A can then be used as a definition, giving rise to
a method of random scrambling of (0, m, d )-nets.
v Random digit-scrambling. For x=b 0.a1a2a3 } } } , put _(x)=b 0.b1b2b3 } } }
with bj=?j (aj), where ?1 , ?2 , ... are mutually independent random permu-
tations of [0, 1, ..., b&1]. Such an _ will be called a random b-ary digit-
scrambling. Conditions B and C are straightforward to verify; for C(iii),
note that ?j is independent of ?r+1 , and if aj=a$j then ?j (aj)&?j (a$j)=0
always while for aj{a$j , ?j (aj)&? j (a$j)=t has the same probability as
?j (aj)&?j (a$j)=&t, for any number t.
Let us remark that the idea of applying independent permutations on the
b-ary digits in each coordinate is contained e.g., in Niederreiter’s definition
of a general class of (t, m, d )-nets in base b [18].
How do we implement a random digit-scrambling? For all practical
purposes, it is sufficient to round the coordinates of points to some m0m
digits in base b, with m0 being a small number. Then it is enough to
generate and store m0 random independent permutations of [0, 1, ..., b&1]
per one random digit-scrambling, which requires O(bm0) memory.
Moreover, for most constructions (such as Faure’s), only the first m b-ary
digits of the coordinates are nonzero, and so it suffices to store only m
permutations plus one sequence of m0&m random b-ary digits.
v Random linear digit-scrambling. The permutations ?1 , ?2 , ... above,
defining a digit-scrambling _, need not be chosen from the set of all
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permutations of [0, 1, ..., b&1]. Assuming that b is a prime, one can
restrict oneself to permutations of the form ?j (a)=hj a+ g j , where
hj # [1, 2, ..., b&1] and gj # [0, 1, ..., b&1] and the arithmetic is modulo b.
If the hj ’s and gj ’s are chosen uniformly and independently at random, we
speak of a random linear digit-scrambling.
Verifying conditions B and C is not difficult, and it follows considera-
tions made in standard constructions of pairwise independent random
variables. (These are used, for instance, for limiting the amount of random-
ness in algorithms; see e.g., [13] or [17] for an introduction and references.)
Concerning the condition B, we note that for any fixed x and any fixed
choice of hj , the b possible values for gj are in a bijective correspondence
with the b possible values of the digit bj of _(x). From this condition B
follows. As for C(ii), we observe that for arbitrary ar+1{a$r+1 and for any
choice of the pair (q, q$), q{q$, there exists exactly one pair (hr+1 , gr+1)
with hr+1{0 satisfying the linear system hr+1ar+1+ gr+1=q,
hr+1 a$r+1+ gr+1=q$ (in the b-element field). Finally for C(iii), since
(hj , gj) is independent of (hr+1 , gr+1), the conditioning on (br+1 , b$r+1)=
(q, q$) can be omitted. We again distinguish the cases aj=a$j and aj{a$j . In
the former case bj=b$j always, and in the latter case, the the pair (bj , b$j)
is uniformly distributed on the set (6), and hence E[bj&b$j]=0 follows
too.
To represent a linear digit-scrambling, it is sufficient to store 2m0
numbers. All of this can also be generalized to the case when b is a prime
power, but then one has to implement the arithmetic in the finite field
GF(b).
v A further reduction of randomness. More for theoretical than practical
interest, we remark that if only condition B$ is required instead of B, the
amount of randomness in a random linear digit-scrambling can be reduced
further. We require that each gj be uniformly distributed in [0, 1, ..., b&1]
and that g1 , g2 , g3 , ... be pairwise independent, meaning that for each j{ j $,
gj and g$j are independent random variables. Moreover, we let
h1=h2= } } } =h, where h is a random variable uniformly distributed in
[1, 2, ..., b&1] and mutually independent with (g1 , g2 , ...).
First we verify B$. For each fixed value of h, the b-ary digits of
_(x)=b 0.b1b2b3 ... are uniformly distributed and pairwise independent as
well, and so
E_(x)2=E \ :

j=1
b& jb j+
2
= :

j=1
b&2j Eb2j +2 :
1 j< j $
b&( j+ j $) Eb j bj $ .
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The last expression is the same for bj ’s fully independent as for bj ’s pairwise
independent, and so E_(x)2=13.
Condition C(ii) is checked exactly as before. In C(iii), we observe that if
h and gr+1 are fixed, then br+1 and b$r+1 are fixed as well, while gj is still
random. Then (bj , b$j)=(haj+ gj , ha$j+ g j) is uniformly distributed over
all pairs (u, u+u0), where the addition is modulo b, u0=h(a$j&aj) is fixed,
and u # [0, 1, ..., b&1]. Hence, E[bj&b$j | h, gr+1 ]=0 and C(iii) holds.
It is possible to sample the values of m pairwise independent random
variables uniformly distributed on [0, 1, ..., b&1] by generating
O(log m+log b) random bits (see, e.g., [13] for more information and
references on constructions of pairwise independent random variables).
Hence, if we work with m0 b-ary digits, a random scrambling still sufficient
to attain the expected squared L2 -discrepancy given by (5) can be
represented by only O(log m0+log b) bits of information (per coordinate
of the set being scrambled).
v Random linear scrambling. Limiting the amount of randomness in
a scrambling too much might make the properties of the scrambled set
worse in practice, even if the expected L2 -discrepancy is preserved (since
L2 -discrepancy is only one of the measures of quality of a point set). Here
is another way of random scrambling, inspired by Tezuka [29], which
might perhaps perform better in practice than the random linear digit-
scrambling, as it scrambles the set ‘‘more thoroughly.’’ If x=b 0.a1 a2a3 } } }
# [0, 1) is a real number then we set _(x)=b 0.b1 b2b3 } } } with
bj= :
j
i=1
hij ai+ gj . (7)
The arithmetic in this formula is modulo b, the gj ’s and the hij ’s with i< j
are chosen randomly and independently from [0, 1, ..., b&1], and the hj j ’s
are chosen randomly and independently from [1, 2, ..., b&1]. Verifying the
conditions B and C is very similar to the case of random linear digit-scram-
bling and we omit it. Let us remark that Tezuka’s method (‘‘generalized
Faure sequences’’ in [29]) is essentially equivalent to setting
bj= :
j
i=1
hij ai
with the hij ’s chosen as before (but with the additive terms gj omitted).
For this method, there are difficulties with analyzing the expected
L2-discrepancy because of the special role played by zero digits. Introducing
the additive terms gj makes the situation much simpler and more regular.
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The implementation of Faure’s construction with random linear scrambling
remains essentially the same as the implementation of the generalized
Faure’s construction described in [29]. The above described construc-
tions of random scramblings are fast and simple to implement. For
constructions of (0, m, d)-nets in base b, the sequence of b-ary digits for each
coordinate is produced as an intermediate result anyway, so the scrambling
amounts to a few simple operations with the digits before they are converted
to the numeric value. The practical suitability of the various suggested
ways of random scrambling remains to be judged (by computational tests
in various applications andor by theoretical analysis of other charac-
teristics of the scrambled sets than the L2 -discrepancy).
On the Implementation of a Fully Random b-ary Scrambling
The implementation of a fully random b-ary scrambling seems somewhat
problematic, since a large amount of information must be stored to repre-
sent the scrambling. Still, we outline a reasonably usable implementation.
First, we observe that since no two points of a (0, m, d )-net P share more
than m first b-ary digits, a fully random scrambling produces coordinates
whose b-ary representation is 0 .b1 b2 } } } bmv1 v2v3 } } } , where the sequence of
b-ary digits v1 , v2 , v3 , ... is chosen randomly and independently for each
point of P and each coordinate separately (and thus it need not be stored).
Hence, it suffices to store the permutations ?, ?a1 , ..., ?a1, ..., am&1 for all
possible values of a1 , a2 , ..., am&1 . It will be convenient to imagine that
these permutations are indexed by the nodes of a complete b-ary tree of
depth m (? sits at the root, ?0 , ?1 , ..., ?b&1 are at its b sons, etc.). Unlike
random digit-scrambling, the number of these permutations is comparable
to the number of points of the set being scrambled, and this may be
prohibitively large (in most applications, the points are generated one by
one and never stored all at once).
If the available storage is large enough, we can afford to generate all the
required permutations, but otherwise we have to save memory. We
describe a trick for doing this that trades speed of the generation for
memory. The trick is based on the fact that the random numbers used for
generation of the random permutations in practice come from some
pseudorandom number generator. Pseudorandom generators produce a
sequence of numbers by a fully deterministic computation (see, e.g., [29]
for a discussion of modern pseudorandom generators). The continuation of
such a sequence of pseudorandom numbers from any given moment on is
uniquely determined by the current status of the generator. The status is
usually stored in a few bytes of computer memory (say in 10 to several
hundred bytes). If the current status is recorded and, later on, the gener-
ator is reset to the same status, it will repeat the same sequence of numbers.
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In our situation, we can first generate and store the permutations corre-
sponding to the first m1 levels of the b-ary tree. Here m1m is a parameter
that can be set at will, so as to achieve a suitable trade-off between speed
and storage. Then we do ‘‘as if ’’ we generated the permutations in the sub-
trees attached to nodes at level m1 , handling them one by one. For each
node at level m1 , we record the status of the pseudorandom generator at
the moment when the generation of permutations in the corresponding
subtree started. The permutations in these subtrees are not stored. Next, if
we want to compute _(x), where x=0.a1a2 } } } am in b-ary and _ is our
random b-ary scrambling, we first compute the first m1 digits using the
stored permutations. Then we restore the pseudorandom generator to
the appropriate state, and we re-generate the permutations from the corre-
sponding subtree for finding the remaining digits of _(x).
This method is not too complicated and works reasonably well (with
some extra lower-level tricks; e.g., we extract several random b-ary digits
from one pseudorandom real number, etc.). It is an ‘‘honest’’ implementa-
tion of a fully random b-ary scrambling, at least as random as one can get
with currently available pseudorandom generators. On the other hand,
from a practical point of view, one can hope that the much simpler scram-
bling methods suggested above might work satisfactorily enough in
applications (this remains to be tested). Another possibility is a combina-
tion of the fully random scrambling for the first m1 digits and a random
digit-scrambling for the remaining digits, say.
4. NUMERICAL COMPUTATIONS
Sets versus Sequences
Here we present some numerical studies of L2 -discrepancy for several
low-discrepancy constructions. We should begin with a terminological
remark. For some constructions of low-discrepancy sets (as discussed in
Section 3), the number of points has to be of a special form (for example,
bm for Faure’s construction). In practical applications, it seems preferable
to be able to choose the set size freely. Also, sometimes one would like to
add a few more points to the set already used and see how the result
changes, say. For such reasons, the constructions used in applications are
usually formulated as infinite sequences. That is, a rule is given for producing
an infinite sequence (x1 , x2 , x3 , ...) of points in [0, 1]d, such that the
discrepancy of each initial segment [x1 , x2 , ..., xn] is O(logd nn) (let us call
such a sequence a low-discrepancy sequence).
Let us mention that any construction of a low-discrepancy sequence in
dimension d yields a low-discrepancy set in dimension d+1 for each n, and
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conversely, a construction of low-discrepancy sets (for all n) in dimension
d+1 provides a construction of a low-discrepancy sequence in dimension
d. For the reader’s convenience, we recall the idea of a proof. To obtain an
n-point set in Rd+1 from a sequence (x1 , x2 , ...) in Rd, we append the
(d+1)th coordinate in to xi , i=1, 2, ..., n. For the reverse direction, let
Pi/[0, 1]d+1 be a low-discrepancy set of size n i=22
i
. We order the points
of Pi by the (d+1)th coordinate and then we delete the last coordinate of
each point, obtaining an ni -term sequence in Rd. Finally, by concatenating
all these finite sequences for i=1, 2, ..., a low-discrepancy infinite sequence
results. Hence the difference between sets and sequences is merely a technical
one and both concepts are essentially equivalent (with the dimension jump
of 1). In the rest of this section, we will consider constructions of infinite
sequences (as opposed to Section 3).
The Tested Constructions
Two basic constructions we consider here are the Halton sequence [7]
and the Faure sequence [4]. Halton’s construction is very simple and we
recall it briefly. Let 2= p1< p2< } } } < pd be the d smallest primes. For an
integer i and index k # [1, 2, ..., d], let i=pk amam&1 } } } a1 be a representa-
tion of i in base pk , i.e. i=mj=1 aj p
j&1
k . Then we define the k th coordinate
of the i th point xi of the Halton sequence by (xi)k= pk 0.a1 a2 } } } am . The
construction of the Faure sequence is somewhat more complicated and we
refer to the literature (e.g., [1]).
Both the Halton and Faure sequences are known to be low-discrepancy
ones in the above-defined sense (proofs can be found in many sources, e.g.,
[1]). The theoretical bound for the discrepancy in terms of d is con-
siderably better for the Faure sequence than for the Halton sequence (see
[18]). On the other hand, numerical experiments indicate that for up to
216 points, Halton’s construction tends to have a slightly (and sometimes
significantly) better L2 -discrepancy than Faure’s one.
The idea of random b-ary scrambling can be applied to the Halton and
Faure sequences as well. Namely, the Faure sequence remains a low-dis-
crepancy one if we apply a b-ary scrambling _k on the k th coordinates of
all points (the same scrambling for all points), k=1, 2, ..., d, and, similarly,
applying a pk -ary scrambling to the k th coordinates of points of the
Halton sequence preserves the low-discrepancy property. Using the names
of the various random scramblings introduced in section 0, we can speak of
fully randomly scrambled Faure sequence, randomly digit-scrambled Halton
sequence, etc. Moreover, we also consider the generalized Faure sequences
as in [29].
It does not seem obvious how to extend Hickernell’s considerations in
[10] to find a formula for the expected squared L2-discrepancy for initial
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segments of randomly scrambled sequences (or at least such a computation
looks quite complicated). On the other hand, it is easy to see from Hicker-
nell’s proof and the considerations in section 0 that for any given set P, all
the scrambling methods satisfying conditions AC give the same expected
squared L2 -discrepancy. The expectation for the generalized Faure method
may differ slightly.
All the low-discrepancy sequence constructions discussed so far
belong to a common family of ‘‘constructions based on b-ary expansion’’
(‘‘digital nets’’ in the terminology of [18]). Another, quite different type of
constructions are ‘‘lattice-based’’ ones. For comparison, we have selected
just one construction of this family, due to Richtmyer [23]: The k th coor-
dinate of the i th point of this sequence is (i - pk) mod 1, where pk is the
kth prime as in Halton’s construction. For an arbitrary dimension
d>2, this sequence is not known to be a low-discrepancy one, but it
seems to be quite popular and it is very simple to implement. James et al.
[11] report that it behaved better in dimensions about 15 than the other
constructions they tested. There are many more lattice-based construction,
such as the method of good lattice points (see [18]) or the method of
Frolov [6] generalized by Skriganov [26], but these seem to be much less
popular so far, perhaps because they appear much more complicated for
implementation.
Excluding a Few Initial Points
As was observed by several researchers, studies of the L2 -discrepancy for
the Halton sequence and similar ones can be significantly distorted by the
first few points of the sequence (for instance, Morokoff and Caflisch [15]
put a particular emphasis on this effect). For instance, since the first point
of the Halton sequence lies quite near the origin, it causes many boxes of
small volume to have a discrepancy of about 1n. Although this effect is
insignificant asymptotically for d fixed and n  , it can become dominating
for the L2 -discrepancy of the whole set if n is not very large in terms
of d (this is a phenomenon similar to the lower bound based on empty
boxes discussed in Section 2). To avoid this, all the calculations below were
done for sequences with the first 100 points omitted (the choice of the
parameter 100 being rather arbitrary), i.e. an n-point set was obtained as
[x101 , x102 , ..., xn+100], where (x1 , x2 , x3 , ...) is the underlying infinite
sequence.4 Furthermore, the L2 -discrepancy is computed with respect to
544 JIR8 I MATOUS8 EK
4 This might be a reason for a significant disagreement of the numerical results presented
below with those given by Tezuka [29]. For instance, while he finds the L2 -discrepancy of
the Halton sequence in higher dimensions significantly worse than for various other construc-
tions and, sometimes, even much worse than for random sets, we get that the same sequence
with first 100 points omitted behaves quite well, certainly never significantly worse than
random sets.
boxes anchored at (1, 1, ..., 1), i.e. as if each point x were replaced by
(1, 1, ..., 1)&x. For the randomly scrambled sequences, reasons for such
precautions more or less disappear, but for the sake of uniformity we
proceeded in the same way for all tested sequences.
Calculations Performed
The numerical tests performed involved the Halton and Faure sequences,
their fully randomly scrambled and randomly digit-scrambled versions, the
generalized Faure sequences according to [29], the Richtmyer sequence,
and uniformly distributed random points. (The Halton, Faure, Richtmyer,
and random sequences have been tested before, and here we include them
for comparison.) The L2 -discrepancy for dimensions 10 and higher was
computed using Warnock’s algorithm [31] and for smaller dimensions by
Heinrich’s algorithm [9]; all discrepancy calculations were done in double
precision arithmetic.
The code was written in the C++ language and run on several plat-
forms using two different compilers. Random numbers were generated
using the code for a pseudorandom number generator CombLS2 published
in Tezuka’s book [29]. For comparison, some runs were repeated using
the Unix drand48 generator and using the other generator CombMRG in
[29]; no significant differences appeared.
For studying the behavior of the L2 -discrepancy, we have three
parameters to consider: the construction used, the dimension, and the
number of points. Moreover, constructions involving randomness require
at least several repetitions to make the results meaningful. It seems quite
nontrivial to select a reasonable number of combinations of these
parameters for calculations and to present them in a suggestive manner
(this task has been solved in different ways by different authorssee [29,
15, 11] for a sample of possible approaches).
Preliminary calculations indicated that the dependence of the L2 -
discrepancy on the dimension and on the number of points is reasonably
smooth for the tested randomized constructions. The deterministic
constructions (especially Faure’s construction) show more significant oscilla-
tions, but qualitatively the behavior remains similar in various dimensions.
For more detailed calculations, dimensions d=4, 6, 10, 15, and 20 were
chosen as a (hopefully representative enough) sample, and the numbers of
points were set to n=210, 212, 214, and 216. Control calculations done for
several other n’s chosen at random in the vicinity of the above-mentioned
powers of 2 give a very similar overall picture.
The maximum value of n considered, 216r6.5 } 104, results from practical
limitations of both computation time and used memory. For instance, one
discrepancy calculation for 216 points in dimension 20 took several hours
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on a 100-MHz Pentium machine, and storing a point set of this size (in
single precision) requires over 5 MB memory. Doing similar computations
for significantly more points (about 106, say, which is a quite conceivable
number for numerical integration) in a reasonable time would probably
require a fast massively parallel machine (or a novel fast algorithm!).
Figure 1 summarizes the results of the calculations. It is divided
into fields corresponding to the considered combinations of d and n. Each
vertical column in each field corresponds to one tested construction (the
constructions are distinguished by various line styles). The constructions
are labeled by more or less self-explanatory labels (MonteCarlo stands for
random uniformly distributed points, SHalton for the fully randomly
scrambled Halton sequence, DSHalton for the randomly digit-scrambled
Halton sequence, GFaure for the generalized Faure sequence, etc.). The
vertical axis (drawn in a logarithmic scale) corresponds to the squared
L2 -discrepancy; the value is normalized by dividing it by the expected
squared L2 -discrepancy for a random point set. The value 1, corresponding
thus to the expectation for a random set, is marked by a horizontal dotted
line. The small horizontal bars drawn on the right-hand side of the
construction’s columns record results of individual L2 -discrepancy calcula-
tions. For constructions involving randomness, values for 30 repetitions are
plotted. Although they mostly cannot be distinguished individually in the
picture, they give some idea about the distribution. The horizontal bar on
the left is the mean of these 30 results. A full vertical segment on the left
shows the standard deviation (more precisely, the segment goes up to ++_
and down to +&_, where + is the mean and _ is the standard deviation).
For a mutual comparison of the results for various dimensions, note that
the scale on the vertical axis is different for dimensions 4 and 6 than for the
others.
Discussion
The picture clearly illustrates two main tendencies: The improvement in
the L2 -discrepancy compared to a random set becomes more significant
with increasing n for all tested constructions, but this effect diminishes with
increasing dimension. For the largest tested n, no construction gave values
better than some 700 in dimension 15, and in dimension 20, the improve-
ment is still much more modest.
The basic, nonrandom constructions (Halton and, in particular, Faure)
may behave in a considerably irregular manner. The Faure construction
sometimes gives quite bad values in higher dimensions (e.g., for
d=15, n=216), although it is quite good at other times. The Halton
sequence seems to deviate from its randomized counterparts to a very good
L2 -discrepancy more often than to worse one.
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FIG. 1. Results of L2-discrepancy computations.
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The Richtmyer sequence is typically much worse than the other con-
structions in small dimensions (up to 10), although it never went much
over the expectation for a random set (as the, e.g., the Faure sequence
often does). In dimension 20, it does remarkably well.
All the tested randomization methods seem suitable for averaging out the
fluctuations of the basic constructions. The differences between the Halton-
based and Faure-based methods are quite small (a general tendency seems
to be that the various scrambled Halton sequences are better than the
Faure ones, but exceptions exist as well, e.g., d=6, n=214). The variance
for all methods is small for dimensions up to 10, and it decreases with an
increasing number of points. Also variances show no significant differences
among the methods; one can say that, among the scrambled Faure-based
methods, the generalized Faure sequences usually show the largest
variance.
5. RUNNING TIME OF HEINRICH’S ALGORITHM
The Algorithm
For the reader’s convenience, we briefly recall Heinrich’s algorithm first.
It will be formally more convenient to work with point sequences rather
than with sets. Let P=(x1 , x2 , ..., xn) be a sequence of n points in [0, 1]d,
and let xij denote the j th coordinate of xi . The L2 -discrepancy of P can be
expressed as [31]
D2*(P)
2=
1
3d
&
2
2dn
:
n
i=1
‘
d
k=1
(1&x2ik)+
1
n2
:
n
i, j=1
‘
d
k=1
(1&max(xik , x jk)).
This immediately gives an algorithm for evaluating the L2 -discrepancy
using O(dn2) arithmetic operations (in this algorithm, and also in
Heinrich’s one discussed below, the computation should be done with a
sufficiently high precision, since the terms in the formula are typically of a
considerably larger magnitude than the resulting discrepancy). The first
two of the three addends in the formula can even be computed in O(dn)
time, so in designing a more efficient algorithm, it suffices to concentrate on
evaluating ni, j=1 >
d
k=1 (1&max(x ik , xjk)). By replacing each point x i # P
by (1, 1, ..., 1)&xi (this is a tiny modification compared to [9]), we get the
formally slightly simpler expression
Md (P)= :
n
i, j=1
‘
d
k=1
min(xik , x jk).
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The first idea in the algorithm is to generalize the problem as follows:
Let A=(x1 , x2 , ..., xn) and B=( y1 , y2 , ..., ym) be two given point sequences
in [0, 1]d. Moreover, assume that each point xi is assigned a real weight
vi , and each yj is assigned a real weight wj . We want to calculate the
expression
Md (A, B)= :
n
i=1
:
m
j=1
viwj ‘
d
k=1
min(xik , yjk). (8)
First, suppose that we had xid yjd for all i, j. Then the min(xid , yjd)=xid
for all i, j, and so the factor xid can be incorporated into the weight vi . For
this particular situation we thus get
Md (A, B)= :
n
i=1
:
m
j=1
(xidvi)wj ‘
d&1
k=1
min(xik , y jk)=Md&1 (A , B ), (9)
where the points of B are those of B with the d th coordinate deleted and
with the same weights as they had in B, and the points of A also arise from
the points of A by deleting the last coordinate but the weight of the i th
point of A is set to v~ i=xid vi , i=1, 2, ..., n.
In general, the d th coordinates are not so nicely separated, of course,
but the above observation leads to a recursive algorithm of a divide-and-
conquer type. Let + denote a median of the dth coordinates of the points
of A, i.e. a number such that |[i # [1, 2, ..., n]: xid+]|n2 and
|[i # [1, 2, ..., n]: xid+] |n2. Partition the (weighted) sequence A into
two sequences AL , AR in such a way that AL has wn2x points, AR has
Wn2X points, and the dth coordinates of points in AL are + while the d th
coordinates of points in AR are +. Partition also B into BL and BR ,
letting BL consist of the points of B with d th coordinate + and BR of
the remaining ones. (Such a partitioning can be executed in O(n+m) time
since + can be computed in O(n) time by a linear-time median-finding
algorithm.) Then we have the formula
Md (A, B)=Md (AL , BL)+Md (AR , BR)+Md&1 (A L , B R)+Md&1 (A R , B L).
(10)
Here A R arises from AR by deleting the d th coordinate of its points, with
weights unchanged and similarly for B R . Also the points of A L and B L are
obtained from those of AL and BL by deleting the d th coordinate.
Moreover, a point xi lying in AL has weight xidvi in A L , and a point y j in
BL has weight yjdwj in B L .
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The algorithm works recursively using the formula (11). There are two
base cases solved directly. First, if |A|=1, we calculate Md (A, B) directly
by definition, in O(dm) time. And second, if d=0, we calculate
M0 (A, B)= :
n
i=1
:
m
j=1
viwj=\ :
n
i=1
vi+\ :
m
j=1
wj+ (11)
in O(n+m) time. This is the method we will analyze below. Alternatively,
the recursion can be stopped for d=1 rather than for d=0, using a non-
recursive O(n+m) time one-dimensional algorithm noted by Frank and
Heinrich [5].5 Thus, the modified recursive algorithm can be analyzed by
a straightforward modification of the analysis given below. The difference
in efficiency of both versions is not drastic (the modified algorithm for a
d-dimensional set performs certainly no better than the original algorithm
for a set of the same size in dimension d&1), and so we omit this part.
Remarks on a Practical Implementation
v If the goal is to compute Md (P) for a given set P, the recursive algo-
rithm can be called with A=B=P. As remarked in [9], however, the case
A=B can receive a special treatment. Specializing (11) to the A=B case,
we get the formula
Md (A)=Md (AL)+Md (AR)+Md&1 (A L , A R).
This reduces the running time roughly by a factor of 2, as can be verified
by a simple extension of the analysis given below. Similarly, evaluating
Md (A, B) directly according to the formula (10) requires (d+2) nm
arithmetic operations, but for A=B this can be easily improved to
(d+2)(n+1) n2, i.e. also by a factor of about 2. Hence, in the analysis of
the algorithm and its comparison with the direct method, we do not con-
sider this modification.
v The coordinates of the points can be stored in a single global n_d
array. The input to the recursive procedure is represented by the current
dimension, two arrays of indices (the lists of points of A and B), and two
arrays of real numbers storing the current weight functions v and w. These
arrays should be allocated dynamically (their exact size is not known in
advance) but their allocation follows a simple stack discipline.
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5 The O(m+n) running time bound for the FrankHeinrich algorithm assumes that the
points of A and B are sorted. In the higher-dimensional recursive algorithm, this can be
arranged by an O((n+m) log(m+n)) preprocessing of the input.
v The median + need not be computed exactly; it is enough that AL
and AR have roughly equal sizes. In my experimental implementation,
for n>21, a random sample of 21 elements of A is taken, its median is
computed exactly, and it is used for dividing A into AL and AR . This
appears to work well enough.
Running Time Analysis
By induction on d, it is not too difficult to prove that the running time
of the described algorithm for computing Md (A, B) is at most
Cd (m+n) logd (m+n), with Cd depending on d [9]. (This reduces to
Cd (m+n) logd&1 (m+n) if the improved one-dimensional algorithm is
used as was mentioned above.) Here we derive a more precise formula,
capturing the dependence on the dimension as well. For definiteness, we
will count the number of arithmetic operations (additions and multiplica-
tions); we will ignore comparisons, bookkeeping operations, etc. (those
only add a constant-factor overhead).
Let T(d, n, m) denote the maximum number of arithmetic operations
executed by the algorithm called for an n-point set A and an m-point set
B in dimension d.
First, we modify the algorithm a little, in order to get nicer formulas. We
observe that except for the base cases (n=1 or d=0), the algorithm only
adds together the results computed by recursive calls. Instead, we introduce
a global variable for summing up the results, and in the base cases, we add
the computed value to this global variable. Then the only arithmetic opera-
tions done in the recursive part of the algorithm are in the computation of
the new weights of some points. The three additions in the formula (11) are
accounted for in the base cases.
Using (12), we then get T(0, n, m)=m+n, and for n=1 we obtain
T(d, 1, m)=(d+1) m+1(d+1)(m+1). If m1 denotes the size of BL and
m2 the size of BR in (11), we get that m1+wn2x operations are needed to
compute the weights for A L and B L . Hence
T(d, n, m) max
m1+m2=m \\
n
2+m1+T \d, \
n
2 , m1++T \d, n2| , m2+
+T \d&1, \n2 , m2++T \d&1, n2| , m1++ . (12)
In the rest of the analysis, we assume that n=2k is a power of 2. By an
obvious monotonicity in n, we can also get reasonably good estimates for
the intermediate values of n.
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To solve the recurrence, we define an auxiliary function
f0 (d, k)=max
m0
T(d, 2k, m)
2k+m
+1.
In terms of f0 , the bounds for T(d, n, m) lead to the initial conditions
f0 (0, k)2, f0 (d, 0)d+2, and to the recursion
f0 (d, k) f0 (d, k&1)+ f0 (d&1, k&1)
for k, d1. The last formula is obtained from (13) using the estimate
wn2x+m1
n+m
1. (13)
Let f (d, k) be the function defined by the three conditions just given for f0
with equality (i.e. an upper bound for f0 (d, k)). Introducing the generating
function
F(x, y)= :
d, k0
f (d, k) xdyk ,
we thus get
F(x, y)=( y+xy) F(x, y)+ :

d=0
(d+2) xd .
This gives an explicit solution
F(x, y)=
1
1& y(1+x) \ :

d=0
(d+2) xd+= :

k=0
yk (1+x)k \ :

d=0
(d+2) xd+ .
From this, we express
f (d, k)= :
d
i=0
(d+2&i) \ki + .
For computing the L2 -discrepancy, we are really interested in the m=n
case. From the above calculation for n=2k we obtain T(d, n, n)
2S(d, d+2, k)n, where we write for later use
S(d, r, k)= :
d
i=0
(r&i) \ki + .
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So far we have an estimate for the worst possible behavior of the algo-
rithm. (It does not make much sense to investigate the best possible
behavior of the algorithm) In case BL is always empty and BR=B in the
recursion, say, the algorithm finishes much faster (especially if a test for
m=0 is included), but such a situation is extremely unlikely for uniformly
distributed sets A, B.
Next, let us make a heuristic consideration indicating how the algorithm
might behave for uniformly distributed sets A and B. In this case, it is
reasonable to expect that both A and B are approximately halved in each
recursion step, so that nrm and m1rn2. (In fact, experiments indicate
that a slightly faster algorithm results if always the larger of the two sets
A, B is split exactly in half, or the condition |AL |+|BL |=w(m+n)2x is
imposed, instead of halving A.) Let Th (d, n) denote the number of
arithmetic operations of the algorithm for n=m and under the (ideal)
assumption that m1=wn2x always holds throughout the recursion. Then
we get Th (0, n)=2n, Th (d, 1)=d+2 for d1, and
Th (d, 2k)=2k+2Th (d, 2k&1)+2Th (d&1, 2k&1) .
This time, a good substitution is g(d, k)=Th (d, 2k)2k+1. By a method
similar to that above, we obtain Th(d, n)=S(d, d+3, k) n&n for n=2k.
Discussion. Let us compare the calculated estimates for T(d, n, n) and
Th(d, n) with (d+2) n2, i.e. the number of operations needed for a direct
evaluation according to the formula (9). Recall that we only consider the
case n=2k.
First we note that the difference between the worst-case bound and the
heuristic formula for the average case is not very significant; clearly,
T(d, n, n) is never more than 2Th (d, n). Also, experiments indicate that the
quantity Th (d, n) agrees with the actual number of arithmetic operations
quite well (for A=B chosen uniformly at random). For n in range from 210
to 216 and for d from 2 up to 16, the actual number of arithmetic opera-
tions was always less than Th (d, n), and never less than 890 of Th (d, n).
Typically it was about 50 smaller than Th (d, n).
For kd, the expression S(d, r, k) can be summed up to 2 } 2k (r&k2).
Hence in this case we have T(d, n, n)2(d+2&k2) n2, which for d=k is
about the same as (d+2) n2 for the direct method and it becomes slightly
worse for smaller k, but never more than twice. Similarly, for kd, we
have Th (d, n)=(d+3&k2) n2. Here we do get a slight saving, but a direct
calculation may be comparably fast in practice because of the other opera-
tions in the recursive algorithm (storage allocation, median selection, etc.).
For k much larger than d, the last term in the sum S(d, d+2, k) becomes
dominating, and hence, Th (d, n) is asymptotically equivalent to (3kdd!) n
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d fixed and k  , while T(d, n, n) behaves as 4kdd ! . But unless the
dimension is very small, this limit asymptotic behavior cannot be observed
for practically reasonable values of n.
For d large and kd, the behavior of Th (d, n) can be qualitatively
described as follows. For k=(32) d, say, the saving is still very moderate
(by a small constant factor). This is because the distribution of the bino-
mial coefficients ( ki ) is strongly concentrated around i=k2, in an interval
of width roughly 2 - k. The coefficients in this interval sum up to nearly 2k,
and they are multiplied by roughly d4 in S(d, d+3, k) for k= 32 d. The
behavior of Th (d, n) changes rather abruptly around k=2d. At this point,
we still have only about - d factor saving (since a constant fraction of the
‘‘large’’ binomial coefficients is multiplied by a factor of about - d ). But
for k only slightly larger, the saving factor starts growing exponentially
with k and becomes really significant. Unfortunately, with the speed of
contemporary computers, this region can only be reached for quite
small dimensions. The following table shows the smallest k’s for which
Th (d, 2k) is by factors 3,10, and 100 smaller than (d+2)22k, for several
dimensions d :
Improvement Diumension d=
factor 3 5 10 15 20 25
3 8 11 18 25 32 38
10 11 15 24 33 42 51
100 16 20 32 43 53 64
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