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Coastal areas are regions of high population density and urbanization.
These areas are highly vulnerable to inundation and flooding not only because
of hurricane storm surge, but also because of the torrential rainfall that often
accompanies hurricanes. In order to accurately predict the extent of damage
such an event might cause, any model that is used to simulate this process
needs to couple rainfall with storm surge. The works that have tried to address
this issue have mostly used a unidirectional coupling technique, where one of
the following two approaches is taken. In the first approach, a hydrology
model is used in the domain of interest, and storm surge is incorporated in the
domain as a boundary condition. In the second approach, a storm surge model
is used in the domain of interest, and rainfall is incorporated in the domain
as a river inflow boundary condition. Neither of these approaches allows the
rainwater and surge water to interact bidirectionally.
vii
In order to improve on those efforts, in this dissertation, we develop
a comprehensive framework for modeling flooding in coastal watersheds. We
present an approach to decompose a watershed into multiple sub-domains
depending on the dynamics of flow in the region. We use different simplifica-
tions of the shallow water equations on different sub-domains to gain compu-
tational efficiency without compromising on physical accuracy. The different
sub-domains are coupled with each other through numerical fluxes in a dis-
continuous Galerkin framework. This technique allows for a tight coupling
of storm surge with rainfall runoff, so that the flooding that occurs is truly
influenced by the nonlinear interaction of these two processes. We present
numerical tests to validate and verify the methods used for modeling flow
in different sub-domains as well as the techniques used for coupling different
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Coastal regions are areas of high population density and urbanization.
About half of the world’s population lives within 200 kilometers of coastlines
and 14 of the world’s 17 largest cities are located along coasts [24]. These
areas are highly vulnerable to inundation and flooding not only because of
hurricane storm surge, but also due to the torrential rainfall that often accom-
panies hurricanes. This vulnerability to flooding was realized in south Texas
and northeastern Mexico after Hurricane Alex, and subsequently in northeast-
ern United States after Hurricane Irene. Hurricane Alex made landfall in 2010
about 100 miles south of the Rio Grande, dumping heavy rainfall to the re-
gion. To prevent overflow of water from dams and reservoirs, emergency water
managers released large amount of this water into adjacent floodways. How-
ever, eight days after Hurricane Alex made landfall, before the surge and the
rain water had a chance to diminish, a tropical depression brought more rain
to the region. This rainfall caused severe flooding and damaged thousands of
homes [84]. In 2011, Hurricane Irene made landfall in North Carolina, New
Jersey, New York and Connecticut. The resulting winds and flooding killed
67 people and cost $15.8 billion in damages. Much of the flooding had hap-
pened as a result of the heavy rainfall that accompanied the hurricane and the
1
surface runoff that it caused [3].
The examples cited above demonstrate the need for accurately pre-
dicting how surge and flood water, collectively referred here as storm water,
propagate and are routed in coastal areas. Being able to anticipate and predict
the extent of flooding during and after a hurricane is important for emergency
management planning to protect the coastal population and infrastructures.
We have tried to address this issue in this dissertation by developing a compre-
hensive framework for modeling flooding in coastal watersheds. A watershed
or drainage basin is defined as a geographic extent that shares a common
point, called a sink, to which all surface water, for example from storm surge
or rain, drains. The surface water can be carried to the sink via a combination
of surface runoff flow, also called overland flow, and free surface flow occurring
in natural rivers and streams as well as man-made channels.
A typical domain for simulating hurricane induced flooding in coastal
watersheds consists of the following three regions: i) the coast and a small por-
tion of a bay or an ocean near the coast, ii) hillslopes/floodplains that receive
rainfall and produce runoff, and iii) networks of small streams and channels
that receive rainfall runoff. The physical characteristics (e.g., infiltration rates,
friction coefficients, etc) and the geometrical characteristics (e.g., bathymetry
and topography) of these regions vary over a wide range of length scales. These
characteristics play a significant role in determining the characteristics of flow
in these regions. Although typical meshes used for running such simulations
use elements of different sizes in different regions to capture their length scales,
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a computationally feasible mesh is generally not able to accurately resolve the
length scales of small channels. However, adequate representation and resolu-
tion of small-scale channels is essential for making accurate flood predictions
because routing of surge and flood water in watersheds is largely determined
by these channels [26].
To tackle the aforementioned complexities, we have developed a multi-
dimensional modeling approach that will resolve the multiple scales present in
a coastal watershed and preserve physical accuracy while being computation-
ally efficient. In addition, our approach truly couples storm surge with rainfall
runoff dynamically in time, allowing rainfall runoff as well as storm surge to
contribute to the flooding of a watershed. This coupling is done via numerical
fluxes in a Runge–Kutta discontinuous Galerkin (RKDG) framework. Just
like finite volume methods, these methods are particularly suited for solving
hyperbolic problems. These methods can naturally have a high order of accu-
racy, allowing us to achieve a higher spatial and temporal accuracy than finite
volume methods. Additionally, these methods are robust and are well suited
for solving problems on unstructured grids. This is important because the
domains on which we want to run flooding simulations very commonly have
irregular boundaries.
1.1 Background
In this section we will discuss different mathematical models that are
used to represent the hydrological processes of a watershed. Then, we will
3
review popular softwares and techniques for distributed hydrological modeling
of watersheds. We will also review various hydrodynamic models and softwares
that are used to model storm surge in coastal areas. We will then discuss how
in the recent works hydrologic models/softwares are used along with storm
surge models/softwares to model flooding in coastal areas. Finally, since we
are using a RKDG method in our work to solve hyperbolic partial differential
equations, we will conclude this section with a review of the development
of and a discussion of RKDG methods for the solution of hyperbolic partial
differential equations.
1.1.1 Modeling of Watershed Hydrology
The USGS defines hydrology as the “science that encompasses the oc-
currence, distribution, movement and properties of the waters of the earth and
their relationship with the environment within each phase of the hydrologic
cycle” [80]. Watershed hydrology is defined as “that branch of hydrology that
deals with the integration of hydrologic processes at the watershed scale to
determine the watershed response” [87].
Various methods have been developed to study hydrologic processes in
a watershed. The unit hydrograph method was developed by Sherman [85] for
describing the relationship between rainfall excess and direct runoff. The unit
hydrograph of a watershed is defined as “a direct runoff hydrograph resulting
from 1 inch of excess rainfall generated uniformly over the drainage area at a
constant rate for an effective duration” [15]. It is built on the assumption that
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watersheds behave as linear systems. However, hydrologic systems are usually
nonlinear because of factors such as storm origin and patterns and stream
channel hydraulic properties. The unit hydrograph is only applicable when
channel conditions remain unchanged and watersheds do not have considerable
storage, which is clearly violated when channels flood and create considerable
storage in floodplains.
There are two categories of models used to handle flooding situations
in watersheds viz. lumped and distributed flood routing models. In a lumped
model, for a hydrologic system, input I(t), output Q(t), and storage S(t) are




We know the input I(t) to the watershed, and we are interested in solving for
S(t) and Q(t). Therefore, a second relationship called the storage function,
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(1.2)
The exact form of this relationship is what distinguishes different lumped mod-
els from one another. A very commonly used model for the storage function
is the Muskingum method given by:
S = K[XI + (1−X)Q] (1.3)
where, K is a proportionality coefficient, and X ∈ (0, 0.5) is a weighting factor.
A drawback of lumped models is their inability to allow for spatial variability
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of flow rates and water level throughout a watershed. A second disadvantage of
lumped models is that the calculation of water level has to be done separately
from the flow rate calculation by assuming steady nonuniform flow along the
channel at the desired location. However, in order to simulate actual unsteady
nonuniform nature of flow propagation in channels, flow rates and water levels
have to be computed simultaneously. These two drawbacks of lumped flow
routing models can be mitigated by using distributed flow routing models.
Distributed flow routing models are based on partial differential equa-
tions that allow the flow rate to be computed as a function of space and time.
The Saint-Venant equations, developed by Barre de Saint-Venant in 1871, be-
long to this category of distributed hydrologic models. These equations are
used for describing one-dimensional unsteady open channel flow and can be




















− gA(S0 − Sf ) = 0 (1.5)
In the equations above, A stands for the cross-sectional area of the flow, Q is
the volumetric discharge rate, H is the water height, S0 is the bed slope and
Sf is the friction slope. Equation (1.4) is called the continuity equation and
it expresses the principle of conservation of mass. Equation (1.5) is called the
momentum equation and it expresses the momentum conservation principle.
When all the terms in (1.5) are retained, the hydrologic model is referred to as
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the dynamic wave model. When the inertial forces, i.e. the local acceleration
term (the first term in (1.5)) and the convective acceleration term (the second




− g(S0 − Sf ) = 0 (1.6)
When the pressure term (the third term in (1.5)) is neglected in addition to
the inertial forces, we obtain the kinematic wave model :
S0 = Sf (1.7)
This equation implies a balance between the gravitational and the friction
forces.
1.1.2 Popular Techniques in Distributed Hydrological Modeling
Flooding is very commonly modeled as a one-dimensional unsteady
flow using either the 1-D Saint Venant equations, also called the section-
averaged shallow water equations, or some other simplified version of those
equations [37]. In this approach, the entire simulation domain, consisting of
floodplains and narrow channels and rivers, is represented with a 1-D network
that is composed of linked 1-D sections [79]. Widely popular commercial soft-
wares like MIKE11 [43], developed by DHI (formerly known as the Danish
Hydraulic Institute), as well as open source softwares like HEC-RAS (Hy-
drologic Engineering Center’s River Analysis System) [10], developed by the
U.S. Army Corps of Engineers, have adopted this approach. These softwares
are fast, owing to the 1-D nature of their models. However, the drawback is
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that these models do no always accurately represent the flooding that occurs
once the channels and rivers have reached their capacity [60]. Flooding on
land is a two-dimensional process and models that can handle lateral diffu-
sion of the flood wave and backwater effects need to be used to capture this
phenomenon [66, 83].
Two-dimensional models provide a more accurate description of flow.
They allow the flow velocity to have two dimensional components, thus elim-
inating the need to predefine flow paths. These models use the 2-D Saint
Venant equations, also called the 2-D shallow water equations, as the govern-
ing equations. Flood modeling softwares like MIKE21 [2], and FLO-2D [1]
use this approach. However, resolving all the small scale features with a 2-D
mesh requires a very fine mesh, which makes the simulation computation-
ally intractable, and often data on model parameters, like bathymetry, is not
available at such a fine resolution.
A natural way to deal with the deficiencies of the 1-D models and the
2-D models is a multi-dimensional approach, where small-scale features like
channels and rivers are modeled as 1-D domains, and flood plains are modeled
as 2-D domains. Recently, such 1-D/2-D coupled models have been gaining a
lot of attention in the flood modeling community. These models are attractive
because, while they reduce the computational cost associated with a fully 2-
D model, they represent the physics more accurately in regions where a 2-D
model is essential. We will briefly review a couple of such models here.
Kuiry, Sen and Bates [57] developed a 1-D/Quasi 2-D model by cou-
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pling a 1-D river flow model with a simplified storage cell floodplain flow
model. They solve the full 1-D Saint Venant equations on the river using a
finite volume scheme. The floodplains are discretized using an unstructured
triangular grid where a mass continuity equation is used to relate the net flow
into a cell with its corresponding change in volume [57]. This technique does
not allow for the calculation of flow velocity in the floodplains. Seyoum et
al. [83] developed a slightly more complicated 1-D/2-D model that overcomes
this deficiency. They solve the 1-D section averaged Saint Venant equations on
the 1-D domains. The 2-D domains are discretized using a regular rectangular
grid, and a non-inertial simplification of the 2-D Saint Venant equations are
solved on these domains. SOBEK 1D2D, a commercial software developed
by Deltares (a Dutch applied research insititute), is more sophisticated than
either of these two models. This code solves the dominant main channel as a
1-D structure and the floodplains as 2-D domains, and in these domains, either
the 1-D or the 2-D Saint Venant equations are solved. It uses a structured grid
for the 2-D domain and solves the 1-D and the 2-D systems with a staggered
finite volume scheme [94]. MIKE-FLOOD, developed by DHI, is another com-
mercial software that uses a coupled 1-D/2-D approach for modeling flooding.
It solves the same set of equations as SOBEK 1D2D. The equations are solved
on staggered C-grid with a semi-implicit ADI (Alternating Direction Implicit)
two-step finite difference algorithm [79].
While the models mentioned above are improvements on the 1-D net-
work models, the most glaring of their shortcomings is in their inability to
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use an unstructured grid. Most watersheds have complex geometries that can
be adequately represented only with an unstructured grid. The new release
of HEC-RAS aims to overcome this problem [11]. It incorporates a combined
1-D and 2-D modeling framework. 1-D channels are represented by linked
1-D segments, and the section-averaged Saint Venant equations are solved on
these segments. The 2-D floodplains are represented by an unstructured grid,
where either the full 2-D Saint Venant equations or the diffusion wave equa-
tions are solved. The equations are all solved using finite volume methods [11].
The hydrology portion of our modeling framework improves on these models
in the following way. The floodplains will not be statically classified as 2-D
domains. We will dynamically classify the floodplains as either 1-D or 2-D
domains, depending on the characteristics of the flow. Depending on the flow
conditions in a particular domain, we will use different sets of governing equa-
tions like the 1-D and the 2-D shallow water equations and the kinematic wave
equation. These equations have varying orders of computational complexities.
Thus, by using this multi-dimensional and multi-physics approach, we avoid
the computational cost that would be incurred if the floodplains were statically
represented as 2-D domains governed by the full 2-D Saint Venant equations.
1.1.3 Hydrodynamic Modeling of Storm Surge
Storm surge is a “meteorologically forced long wave motion, which can
produce sustained elevations of the water surface above the levels caused by the
normal astronomical tides” [7]. The primary factors driving storm surge are
10
extreme wind stress from the storm, bottom stress and reduced atmospheric
pressure to a lesser extent [7, 26]. A wave with wavelength substantially larger
than its amplitude is called a long wave. The characteristic time-scale of storm
surges range from several hours to one day and a wavelength is approximately
equal to the width of the center of the depression typically between 150 and
800 km [72]. Storm surge is generally modeled using shallow water equations.
These equations can be derived from the Navier-Stokes equations for a tur-
bulent fluid using Reynolds averaging to describe the mean flow. They are
derived under the assumption of a hydrostatic pressure and the Boussinesq
approximation for long waves. The hydrostatic assumption makes the vertical
acceleration and associated viscous terms in the vertical momentum equation
negligible. The Boussinesq approximation allows gradients of fluid density to
be ignored [30].
3-D models are attractive because of their ability to provide informa-
tion on the vertical structure of storm-induced currents [7]. However, these
equations can be computationally expensive to solve. Since storms induce sig-
nificant mixing throughout the water column near shore, it is sufficient to use
the 2-D shallow water equations in nearshore regions [26]. The 2-D shallow
water equations or the depth-averaged shallow water equations can be derived
by integrating the 3-D shallow water equations in the vertical direction. If
the area of interest covers a large area of the Earth’s surface, then these equa-
tions need to be expressed in spherical coordinate system rotating with the
earth. However, for the purposes of this dissertation, we are only interested
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in representing a small portion of an ocean. Therefore, we will limit ourselves
to Cartesian coordinates. We will present these equations in a subsequent
chapter.
Below, we will briefly review four softwares that are popularly used to
model storm surge.
SLOSH: Much of the information presented here is summarized from the
National Hurricane Center website [69] and the NOAA technical report about
SLOSH [47]. SLOSH is an acronym for Sea, Lake and Overland Surges from
Hurricanes, and is a numerical model developed by the National Weather
Service (NWS) to estimate storm surge heights resulting from historical, hy-
pothetical or predicted hurricanes. It is run by the National Hurricane Center
to forecast storm surge in real time and also by the Federal Emergency Man-
agement Administration (FEMA), the U.S. Army Corps of Engineers, and
state and local emergency managers as a tool for hurricane evacuation plan-
ning [41]. In the model, storm surge is driven by a wind field generated using
the atmospheric pressure, size, forward speed and track data of the hurricane.
The governing equations used in the model are a linearized form of the two-
dimensional shallow water equations with the advective terms ignored. These
equations are numerically solved using a finite difference scheme on a contin-
uously varying polar grid system. The choice of the grid system allows for a
fine mesh in the limited area nearest the pole point, stretching continuously
to a coarse mesh at distant boundaries of a large basin. Thus the simulation
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domain can be large without substantially incurring a big computational cost.
This approach avoids the problems associated with using a small domain for
the simulation and prescribing a boundary condition in regions of significant
surge activity, which is often inaccurate. The model does not account for nor-
mal river flow and rain. However, river flow upstream can be incorporated as
a boundary condition, and rain can be incorporated as a source term. The
model is not coupled with astronomical waves even though it is well known
that these waves can significantly influence the solution [7].
Japan Meteorological Agency (JMA) Storm Surge Model: The JMA
Storm Surge Model has been utilized by Japan Meteorological Agency to pro-
vide storm surge information since 1998. This model solves the two dimen-
sional shallow water equations using an explicit finite difference method. Sim-
ilarly to SLOSH, the non-linear advection terms in this model are omitted for
computational efficiency.
ADCIRC: The ADvanced CIRCulation model (ADCIRC) is a finite ele-
ment based code that uses unstructured, triangular grids, enabling a highly
accurate representation of irregular coastlines. By using elements of different
sizes, ADCIRC has the ability to use basin scale domains for a storm surge
simulation without significant computational cost [30]. It can be run either as
a 2-D depth integrated model or as a 3-D model. The 2-D and the 3-D models
solve a variation of the shallow water equations, where the primitive continuity
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equation is replaced with the generalized wave continuity equation (GWCE)
in order to avoid spurious modes without adding artificial diffusion to the nu-
merical scheme, which would significantly compromise the solution [61]. The
2-D and 3-D velocities are obtained by solving the momentum equations in
non-conservative form. Storm surge is driven by surface wind stresses, tidal
potential and atmospheric pressure gradients. Rainfall runoff can be incorpo-
rated into the model as a river boundary condition. ADCIRC has also been
coupled with a wave model called SWAN (Simulating WAves NearShore) to
allow for interaction of short wind-driven waves with the long waves of cir-
culation [29]. ADCIRC has been validated by hindcast studies of different
hurricanes like Hurricane Katrina and Hurricane Rita [13, 28], Hurricane Gus-
tav [32] and Hurricane Ike [45].
DG-SWEM: The Discontinuous Galerkin Shallow Water Equations Model
(DG-SWEM) solves the depth averaged shallow water equations in conserva-
tive form using a Runge–Kutta discontinuous Galerkin method or a Runge–
Kutta local discontinuous Galerkin method [26, 55]. This model is similar to
ADCIRC in many ways. It can be run with the unstructured triangular meshes
developed for ADCIRC. The effects of hurricanes and rainfall runoff can be
incorporated into a simulation domain in a manner similar to ADCIRC. This
model is preferable to ADCIRC because it preserves local mass conservation.
Furthermore, discontinuous Galerkin methods are better suited for advection
dominated flows than finite element methods. In ADCIRC, the advection of
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eddies can be resolved either by using a very fine mesh or by the addition
of eddy viscosity. In contrast, DG-SWEM is able to resolve such advection
on a much coarser grid and without the use of any eddy viscosity or slope
limiters [55]. A common cited disadvantage is the increase in the number of
degrees of freedom in DG-SWEM as compared to ADCIRC and the increase
in runtime as a result. However, for the same computational cost, DG meth-
ods can achieve higher accuracy than CG (continuous Galerkin) methods and
in the DG framework, better scaling can be achieved on large-scale parallel
machines because of the ease with which elements can be decoupled [56]. Fur-
thermore, this cost can also be offset by using higher order elements, which
will decrease the ratio of the repeated degrees of freedom to the total number
of degrees of freedom, and will result in higher accuracy [55]. The validity of
this model has been established by simulating Hurricane Ike and comparing
the result with the one obtained by using ADCIRC [26].
1.1.4 Review of Coastal Flood Models
There are two popular approaches to modeling flooding in coastal wa-
tersheds. The first approach uses either a hydrologic or a hydrodynamic model
in the watershed. In this category, very sophisticated models that accurately
represent the geometry of rivers and channels as well as floodplains have been
developed. HEC-RAS, Vflo, FLO-2D and LISPFLOOD-FP are the most com-
monly used softwares in this category. The domain for these simulations
typically include hillslopes, floodplains, rivers, drainage networks and coastal
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areas. The boundary of these domains are drawn at the coastline because
the hydrodynamics in these models are often simplified and might break in
oceans [6]. Simulations on such domains incorporate the effects of storm surge
by prescribing either a time-varying mass flux (discharge) or a time-varying
water surface elevation (stage) as boundary conditions on the boundary along
the coastline.
Bates et al. [6] simulated a real flooding event that happened in East
Anglia, UK, in 1953 using LISPFLOOD-FP. This work incorporated storm
surge into the simulation by using the recorded time series of water levels at the
coastline as boundary condition. Lapidez et al. [58] used FLO-2D to determine
areas vulnerable to flooding because of storm surge in the Philippines. In
this work, JMA Storm Surge Model was used to generate storm surge due to
hypothetical typhoons, and the water surface elevation time series obtained
using the JMA simulation and the astronomical tide levels from WXTide were
used to create a stage-time relationship that was then provided as boundary
condition to FLO-2D. Brown et al. [9] used a more dynamic approach to
simulate flooding induced by storm surge. They used a flood model in regions
farther away from the coast and used a storm surge model near the coast. They
dynamically coupled their flood model with their storm surge model in such a
way that flow from the storm surge model was allowed into the flood model and
flow was allowed out of the flood model. However, the storm surge model was
not influenced by the flood model. Similarly, in [74], HEC-HMS, a lumped
hydrologic modeling system designed by the HEC, was used in conjunction
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with HEC-RAS to simulate the effects of rainfall in the Houston-Galveston area
watershed during storm events. Effects of storm surge were incorporated in the
domain by using the stage hydrographs generated by ADCIRC as downstream
boundary conditions on the HEC-RAS domain. Therefore, this work was
also not a true two-way coupling between the storm surge domain and the
hydrology domain.
The second approach uses a hydrodynamic model in the coastal area.
The domain of such simulation typically includes parts of an ocean or bay and
land area close to the coast. Westerink et al. [95] used ADCIRC to simulate
hurricane storm surge in southern Louisiana. They validated the ADCIRC
model through hindcasts of Hurricanes Betsy and Andrew. However, their
simulation did not directly take rainfall runoff into account; Rainfall runoff
was incorporated in the simulation through river boundaries where a radia-
tion boundary condition, that specified flux into the domain while allowing
surface waves to propagate out, was imposed. A similar approach was taken
by Bunya et al. [13] for hindcasting Hurricanes Katrina and Rita. While they
achieved good results by coupling kinematic winds from observational data,
deep-water wind waves generated by the Wave Model (WAM) and nearshore
waves generated using Steady-State Irregular Wave (STWAVE) with ADCIRC
for predicting water elevation and currents during the hurricanes, their model
was not coupled with any watershed hydrologic model. Riverine flow was in-
corporated as boundary condition. Citing that applying river inflows to storm
surge models as constant values representative of flow rates during landfall
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is not adequate for storm events with a significant precipitation component,
Tromble et al. [90, 91] coupled HL-RDHM and Vflo, two watershed hydrologic
models, to ADCIRC. Although this coupling was done dynamically in time,
the coupling was not a two-way coupling. Information was exchanged at a
“handoff” point, where information from the hydrologic models was passed on
to the storm surge model, but the hydrologic model did not receive any infor-
mation from the storm surge model. Therefore, there was no mechanism for
providing the hydrologic model with the knowledge of ocean boundary condi-
tion. Realizing the limitation of their approach, the authors noted that when
the “handoff” point was too far downstream, the solution showed significant
degradation, and thus they avoided this problem by extending the storm surge
domain sufficiently further inland.
The approaches described above either treat storm surge and rainfall
as separate problems or couple them only very loosely. This approach is prob-
lematic because when rainfall runoff moving through a channel towards the
ocean meets storm surge moving inland through the same channel, any flood-
ing that would normally occur is exacerbated [74]. However, in the lack of a
bidirectional coupling between storm surge and rainfall, this phenomenon can-
not be adequately captured. We mitigate this problem in this dissertation by
developing a true bidirectional approach for coupling channels with the storm
surge domain.
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1.1.5 Review of Runge–Kutta Discontinuous Galerkin Methods
The original discontinuous Galerkin finite element method (DGFEM)
was developed by Reed and Hill in 1973 for solving a time-independent neutron
transport equation [75]. Following its introduction, different flavors of discon-
tinuous Galerkin methods were developed for use in solving ODEs as well as
time-dependent PDEs. For solving transient PDEs, some methods used dis-
continuous Galerkin discretization in both time as well as space. Others used
an implicit discretization scheme in time in conjunction with a discontinuous
Galerkin discretization in space. See [21] for a detailed historical review of the
development of DG methods.
The explicit RKDG method uses the explicit stable Runge–Kutta time-
stepping scheme along with the discontinuous Galerkin discretization in space.
It was developed by Cockburn and Shu in a series of papers for solving one- and
multi-dimensional scalar as well as systems of conservation laws in the late 80s
through the 90s [16–20]. This method was first applied by Schwanenberg and
Kongeter [82] in 2000 to the planar one-dimensional shallow water equations.
Since then, there has been a proliferation of literature on the application of
RKDG methods to the shallow water equations (e.g. [5, 8, 31, 38–40, 42, 52–
54, 63, 81, 98]).
Since the shallow water equations are used to model flow in coastal re-
gions, any numerical method that attempts to solve these equations needs to
have these two physical features: the well-balanced or exact C-property, and
the ability to handle the wetting and drying interface correctly. These prop-
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erties have been and continue to be extensively researched. Well-balancedness
means that the numerical method is able to preserve still water at rest. This
property can be achieved in an RKDG framework by approximating the bathymetry
or the topography terms in the same finite element space where the primitive
variables are approximated [52, 97]. This is straightforward in the case of low-
order polynomial approximations, but is more involved while using high-order
polynomial approximations [50, 52, 98]. In regards to wetting and drying,
there are two major ways it is handled in the literature. The first method is
a mesh modification method, where, either the wet/dry interface is treated as
a moving boundary problem and the mesh is modified accordingly, or some
elements in the mesh are removed from the solution as they get dry and are
added back if they get wet. The technique used by Bokhove [8] falls into
this category. The second method uses a thin water layer approach, where a
minimum water height is maintained at all the computational nodes by flux
modification and/or post-processing of the solution. This approach seems to
be more common in the literature [12, 42, 50].
Since flood modeling softwares are often used for predicting flooding
and making evacuation decisions, other features that a numerical method that
solves the shallow water equations needs to have are numerical accuracy and
computational efficiency. To this end, Giraldo and Warburton [39] investigated
the solution of the strong form or divergence form of the shallow water equa-
tions as opposed to the most commonly used weak form or Green’s form, using
high-order nodal polynomial approximations of the primitive variables. Ku-
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batko, Westerink and Dawson [53] investigated the solution of the weak form
of the shallow water equations using high-order modal polynomials. The hp
convergence properties of the RKDG methods with regards to the shallow wa-
ter equations have also been studied. It has been shown numerically that just
like continuous Galerkin (CG) methods, RKDG methods also show optimal
convergence – O(hp+1) – i.e. convergence rates of p + 1 in h and exponential
convergence in p [31, 53]. Thus, these methods achieve high accuracy. Current
direction of research in the RKDG-for-shallow-water-equations community is
towards developing fast algorithms and softwares, either by leveraging the
ease with which parallel implementation and adaptive hp refinement can be
achieved in an RKDG framework [54, 76] or by accelerating the computation
with external devices like GPU [34].
Along with the important features discussed above, RKDG methods
also possess the following properties: i) local conservation of mass and mo-
mentum, ii) efficient and stable reproduction of shocks and discontinuities,
and iii) geometric flexibility to use unstructured grids. Because of these prop-
erties, RKDG methods are ideal for simulation of surface flow in a watershed
where accuracy and speed are crucial.
1.2 Outline
The rest of this dissertation is organized in the following manner. In
Chapter 2, we discuss the framework we use to model flooding in coastal water-
sheds. This includes description of the decomposition of the entire simulation
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domain into smaller sub-domains that differ from each other in terms of the
flow dynamics. We also introduce the set of governing equations that model
flow in each of these sub-domains. In Chapter 3 and Chapter 4, we describe
the solution of the governing equations in two of the sub-domains. We present
different numerical examples to validate the models and verify the numeri-
cal technique used to solve the governing equations. In Chapter 5, we detail
the interface conditions that are used to couple various sub-domains with one
another. We present numerical examples to show that the coupling strategy
produces viable results. Chapter 6 is the culmination of all the developmental
work we have presented in the preceding chapters. Here, we present the re-
sults of simulating a flooding event in an artificial watershed that has all the
sub-domains that typically exist in domains used for coastal flood simulations.
Finally, in Chapter 7, we summarize the work we have done and provide an




The hydrologic process we are interested in modeling begins either with
rainfall or with inflow of surge water into a watershed or a combination of both.
Some of this water is absorbed into the land via infiltration; the rest gets
routed over land surfaces as overland flow and through networks of streams
and channels as free-surface or open-channel flow. Eventually all of this water
is carried to a sink. There are two major length scales involved in this process
– the length scales of overland flow surfaces and that of the small streams
and channels. Overland flow surfaces have larger length scales compared to
that of the small streams and channels. Thus, a relatively coarse mesh can
resolve the spatial features of overland flow surfaces, whereas, a very fine mesh
is needed to resolve the spatial features of small streams and channels with
the same accuracy. For flow in regions with small length scales, advective
forces are dominant, whereas for flow with large length scales, bed friction will
dominate and the advective forces can be neglected [46]. Thus, our domain
of interest contains regions that not only need different mesh resolutions, but
also have different kinds of flow that that are usually modeled by different
physical equations. We resolve the complications arising from such multiple
scales and multiple types of flow by using the dynamic domain decomposition
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technique described below.
2.1 Domain Discretization and Decomposition
Figure 2.1: An illustration of a typical coastal watershed and the domain
decomposition1
In Figure 2.1, we have illustrated what a typical coastal watershed
might look like. We discretize such a watershed using an unstructured mesh
1Source: https://www.swfwmd.state.fl.us/education/watersheds/
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consisting of triangular elements. Once the domain has been discretized, we
decompose the domain into three sub-domains. The three sub-domains, as
illustrated in Figure 2.1 are: channel network, overland flow region and shallow
water region. Below we will briefly discuss each of these sub-domains.
I. Channel network:
Natural watersheds have a complex network of channels and streams. However,
the free surface flow equations that are used to model flow in such channels
and streams are only valid for a single channel. Traditionally, this problem is
overcome by splitting a network of channels into multiple channels that are
coupled together by prescribing some interior boundary conditions at the junc-
tions. The interior boundary conditions that are inexpensive to impose are too
simple to capture the physics at the junctions, while the ones that capture the
physics more accurately are prescribed via solutions to non-linear equations,
which can be expensive to solve. Additionally, this approach does not always
capture the 2-D effects that are introduced at the junction because of flow
coming into a junction from multiple channels at different velocities. There-
fore, we decompose our channel network sub-domain further into channels and
junctions.
The channels sub-domain represents channels that are too small to be
adequately resolved by a 2-D mesh. In cases where the mesh is not fine enough
to resolve the spatial variation of the domain, using higher dimensional equa-
tions to model flow properties will not improve the accuracy of the flow prop-
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erties calculated. Instead, these equations may introduce unnecessary noise in
the solution. In fact, for narrow channels and streams, 2-D models solved on
a computationally feasible 2-D mesh will result in less accurate results than
1-D models solved on 1-D meshes that provide a detailed description of the
cross-sections. Therefore, in our model, we represent such channels as being
1-D domains. In a mesh, 1-D channel segments are represented by a collec-
tion of edges of triangular elements that discretize another sub-domain called
the overland flow region. Flows in channels can have large depths and high
velocities. Waves in channels can travel in downstream as well as upstream
directions. A good model will have to be able to reproduce these effects, and
for this reason, we use the 1-D Saint Venant equations to model flow in this
sub-domain. These equations will be introduced in Section 2.2.
The junction sub-domain is represented as a 2-D domain. This sub-
domain facilitates coupling of channels with one another. We model flow in
junctions using the 2-D shallow water equations. These equations will be
introduced in Section 2.2.
II. Overland flow region:
This sub-domain represents land surfaces that are initially dry. This domain
receives rain water which flows down its surface as overland flow or surface
runoff. Overland flow is driven by the slope of the surface. It is a common
practice to model such flow as kinematic flow.
Let us introduce two dimensionless quantities that indicate when kine-
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matic flow is a good approximation. The first dimensionless quantity is the
Froude number (F ). Froude number is the ratio of inertial to gravitational
forces, and is given by: F = v
gH
, where v is the velocity of flow, g is the accel-
eration due to gravity and H is the water height. The second dimensionless
quantity, called the kinematic wave number or the kinematic flow number (K),
reflects the effects of the length and the slope of flow surfaces. Kinematic wave
number is given by: K = S0L0g
H0F 20
, where S0 is the slope of the plane, L0 is the
length of the plane, H0 is the normal depth at x = L0 and F0 is the Froude
number of normal flow at x = L0 at a discharge of qmaxL0, where qmax is the
maximum rate of lateral inflow (see [96]). Normal depth is the depth of flow in
a channel or culvert when the slope of the water surface and channel bottom
is the same resulting in a constant water depth.
When the Froude number is less than 1.5, dynamic waves are dampened
out and kinematic waves dominate in the flow [68]. Kinematic wave theory
is accurate when K > 20 and for flows in which the condition, KF 20 ≥ 5,
holds [88]. Overland flows are subcritical, i.e. their Froude number is less than
1, and have kinematic wave numbers greater than 50, making kinematic wave a
good model for such flows [88]. The kinematic assumption is violated for very
flat (S0 < 0.002) or for very steep (S0 > 0.10) land surfaces [68]. However,
the land surfaces over which we want to model the flow will have moderate
slopes, well within the range for which the kinematic wave approximation is
valid. Because of these considerations and the simplicity of the kinematic
wave model, we use this approximation to model flow in the overland flow
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region. The kinematic wave equation is a one-dimensional equation. Therefore,
although overland flow region is discretized with triangular elements, making
the domain a two-dimensional domain, flow calculations in this sub-domain
will be one-dimensional. The kinematic wave equation will be described in
detail in Section 2.2.
III. Shallow water region:
This sub-domain represents the part of the domain that is inundated by water.
In a coastal watershed, this sub-domain might represent part of an ocean or
a bay, or the land region along the coast that receives surge water, or the
river and channel banks that have been flooded. Unlike surface runoff, these
flows do not necessarily occur in the direction of the surface slope. Often, they
can travel upstream against gravity. They can spread out as two-dimensional
flows. Thus, we model such flows with the 2-D shallow water equations.
The classification of a sub-domain as overland flow region or shallow
water region is dynamic in time. At every step of the simulation, we evaluate
the channels to determine if any of them have flooded. If a certain channel has
flooded, floodwater needs to be routed out of the channel on to the floodplains.
However, overland flow regions will not be able to handle the dynamics of a
flood wave. This is because the kinematic wave equation we use to model
flow in these regions is a one-dimensional hyperbolic scalar balance law. It
has one characteristic, the slope of which is the velocity of wave propagation.
Thus, this equation allows waves to travel in only one direction. However,
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flood waves propagate longitudinally as well as laterally. To accommodate
this process, we convert the overland flow region into a shallow water region.
Once the floodwater recedes, the shallow water region can be converted back
to overland flow regions.
2.2 Governing Equations
Surface runoff and flood waves in a watershed can be studied as un-
steady, open channel flows in the context of shallow water theory. Unsteady
flow means that the flow is highly variable with time. Open channel flow
means that the flow is not entirely contained within rigid boundaries. The
top surface of the flow is a free surface, denoting that the boundary is not in
contact with a solid boundary and hence is freely deformable. Shallow water
theory describes the hydraulics of flow where the vertical scale of the flow is
much smaller than the horizontal scale. This theory applies to problems that
are adequately described by the assumption that vertical accelerations are neg-
ligible [65]. The basic equations that govern shallow water theory, called the
Saint Venant or shallow water equations, include balance laws for mass and
momentum that are derived under the assumption of a hydrostatic pressure
distribution. Simpler reduced models like diffusion wave model and kinematic
wave model can be obtained from the basic equations by making additional as-
sumptions. As described in Section 2.1, our modeling approach involves three
different sets of equations which are described below.
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2.2.1 One Dimensional Saint Venant Equations
The 1-D Saint Venant equations are widely used in engineering practices
to model flow in rivers and open channels [65]. They consist of the following
balance laws for two section-averaged quantities, viz. the wet cross-sectional
area (A) and the mean cross-sectional volumetric discharge (Q). See Appendix


















= g(I2 + AS0 − ASf )
(2.1)
In the equations above, s represents the curvilinear coordinate along the center-
line of the river or the channel; A, given in m2, is the wet cross-sectional area; Q
is the mean cross-sectional volumetric discharge and is given in m3/s; qL is the
lateral inflow rate per unit length of channel, and is given in m3/s/m = m2/s;
g is the gravitational constant with units m2/s; β is a dimensionless momen-
tum correction factor that accounts for the fact that the velocity might not
actually be uniform in the vertical direction; S0 is the bed slope; Sf is the
friction slope.
Natural channels and streams are often modeled with either rectangular
or trapezoidal cross-sections. For channels with rectangular cross-sections,
A = WH, where W is the width of the channel and H is the height of the
water in the channel. For channels with trapezoidal cross-section, A = WbH+
1
2
H2(m1 + m2), where H is the height of the water in the channel, Wb is the
width of the channel at the bottom and m1 and m2 are the reciprocals of the
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slopes of the two sides of the trapezoid. Q = ūA, where ū is the mean flow
velocity along the centerline and is given in m/s. S0 =
∂z
∂s
, where z is the
bathymetric depth measured from the geoid and is positive downwards. Sf





, where n is the
Manning’s roughness coefficient, given in m−
1
3 s [15]. The values of n have been
tabulated from empirical studies. The momentum correction factor is given




u2 dA, where A is the cross-section of the channel and U is the




u dA. For any velocity distribution, β is
greater than one. However, it is a common practice to set it equal to one [65].
I1 accounts for hydrostatic pressure and I2 accounts for wall pressure.








(H − y) ∂
∂s
(W (s, y)) dy.
(2.2)
Note that in the expressions for I1 and I2 above, W is defined as the width of
the channel at a particular vertical coordinate, y.
For channels with rectangular cross-sections, I1 and I2 can be simplified














For channels with trapezoidal cross-sections, I1 and I2 can be simplified
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where Wb is the width of the cross-section at the bottom of the channel, m1
and m2 are the slopes of the two sides of a channel cross-section.
For a prismatic channel, i.e. a channel whose width is constant along
its length, I2 = 0.
2.2.2 Two Dimensional Shallow Water Equations
The 2-D shallow water equations include balance laws for the water
height (continuity equation) and the momentums in the x and the y directions
(momentum equations). They can be derived by vertically integrating the 3-D
Navier Stokes equations with the shallow water theory assumptions [65]. The
continuity equation can be rewritten to express the conservation law for the


































− gτHv + Fy
(2.5)
In the equations above, ζ is the elevation of the free surface measured from
the geoid and is positive upward; z, is the bathymetric depth measured from
the geoid and is positive downwards; H = ζ + z is the total height of the
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water column; g is the gravitational constant; u and v are the depth-averaged
velocities in the x and y directions respectively; τ is the bottom friction factor,







, where n is the Manning’s
roughness coefficient given in m−
1
3 s. qL is the lateral inflow rate given in m/s.
In junctions, this term will be set equal to 0. It will be turned on in shallow
water regions while simulating rainfall. In the case of rainfall, qL = R − I,
where R = R(x, y, t) is the rainfall intensity and I = I(x, y, t) is the infiltration
rate, both of which are given in m/s. Fx and Fy denote additional terms that
arise because of external forces like tidal potential forces, surface stresses such
as wind or wave radiation stresses and Coriolis force if the simulation domain
is large enough. Since these forces do not play a major role in driving the flow
in junctions and floodplains, in those regions, we set this term equal to 0. In
the coastal shelf, however, these terms play a very important role and some of
these terms are the forces that drive storm surge. Thus, these terms cannot
be neglected in shallow water regions near the coast.
2.2.3 Kinematic Wave Equation
For reasons described in Section 2.1, kinematic wave equation is widely
used to model overland flow. Kinematic wave equation is a one-dimensional
equation for modeling free surface flow. It is built on the assumption that
there exists a balance between the gravitational and the frictional forces on
the flow. Below, we present a quick derivation of the kinematic wave equation
from the one-dimensional shallow water equations.
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Overland flow can be described as channel flow in a wide rectangu-
lar channel. Substituting A = WH in the continuity equation in (2.1) and







Note that in the equation above, s is the coordinate in the direction of the
surface slope, and the lateral inflow rate qL is given in m/s. Similarly to the
2-D shallow water equations, qL = R − I, where R = R(s, t) is the rainfall
intensity and I = I(s, t) is the infiltration rate, both of which are given in m/s.
Now, assuming that there exists a balance between the gravitational force (S0)
and the frictional force (Sf ) in the momentum equations of (2.1), we get:






















2.3 Discretization of the Governing Equations
For brevity of notation, we will denote the quantities associated with
the 1-D Saint Venant equations, the 2-D shallow water equations and the
kinematic wave equation as (.)1D, (.)2D and (.)Kin respectively. All of the
equations used in our model can be cast into the following divergence form:
∂wi
∂t
+∇ · Fi(w) = Si(w) (2.9)
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In the above equation, i = 1 for the kinematic wave model, i = 1, 2 for the 1-D
Saint Venant equations and i = 1, 2, 3 for the 2-D shallow water equations. wi
is the i-th component of the vector w of conserved variables:



























F2D = [fx, fy] =
 Hu HvHu2 + 1
2
g(H2 − z2) Huv




∇ · FKini = ∇ · FKin =
∂FKin
∂s
∇ · F1Di =
∂F1Di
∂s






Si is the i-th component of the vector S of source/sink terms:














The equation (2.9) represents a system of hyperbolic equations, and we
will solve these equations using RKDG methods. Below, we present a brief
discussion of a general RKDG scheme for the numerical solution of (2.9).
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2.3.1 Discontinuous Galerkin Finite Element Method
Given a domain Ω with boundary ∂Ω, let Ωh =
N−1⋃
e=0
Ωe be the finite
element partition of Ω into a set of non-overlapping elements Ωe. Let ∂Ωe de-
note the boundary of Ωe. Let V
h = {v ∈ L2(Ω) : v|Ωe ∈ Pp(Ωe) ∀ Ωe ∈ Ωh}.
Here, Pp denotes the space of polynomials of degree p defined on Ωe. As such,
the functions in Vh are allowed to be discontinuous across element edges. Now,






+ (∇ · F, ψ)Ωe = (Si, ψ)Ωe (2.10)
The notation (·, ·)Ωe means the standard L2 inner product over Ωe for the












F̂i(w) · n, ψ
〉
∂Ωe
+ (Fi(w),∇ψ)Ωe + (Si(w), ψ)Ωe (2.11)
where F̂ represents a numerical flux that is defined such that it is continuous





represents the outward unit normal vec-
tor of ∂Ωe. The notation < ·, · >∂Ωe denotes the the boundary inner product.
Note that for the 1-D case,
〈




Now, following the standard Galerkin method, we will approximate
our unknowns wi in space by w
h
i ∈ Vh . To ensure that our scheme is
well-balanced, we will also approximate z by zh ∈ Vh. By substituting these
approximations into (2.11), we obtain the following DG equations for each
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where Shi indicates that the data terms that appear in the source terms are
also approximated in Vh. Fh and F̂h denote the approximations of the flux
F and the numerical flux F̂ respectively in Vh.
For completeness, we will briefly discuss the spatial discretization of the
1-D and the 2-D equations in the following section. Our discretization follows
the approach described by Hesthaven and Warburton in [44] and the reader is
encouraged to read [44] for additional details.
2.3.2 1-D Spatial Discretization
Notice that (2.12) is a scalar equation written separately for each con-
served variable wi for i = 1, 2 in the 1-D case and i = 1, , 2, 3 in the 2-D case.





















− F̂ hψ|se+1se + (s, ψ)Ωe (2.14)
Now, on an the element Ωe, we express the local solution as a polyno-








where Np = p + 1. x
e
i ∈ Ωe are the grid points at which the polynomial
wh,e(x, t) is interpolated using the associated Lagrange polynomials (lei (x)).
These polynomials form a set of basis functions for Pp(Ωe). Hence, we refer to
these polynomials as nodal basis functions. The approximation of the global
solution, wh(x, t), is then a piece-wise p-th order polynomial resulting from





We define the approximation of the flux F in V as follows:




F (wh,e(xei , t)) l
e
i (x) (2.17)
where Ip denotes the p-th order interpolation operator. The points xi are the
interpolation points.
Substituting (2.15) and (2.17) into (2.14) and replacing the test function



































E = [−eNp e1]
w̃e = [w
h,e(xe1, t) · · ·wh,e(xeNp, t)]T
F̃e = [F
h,e(xe1, t) · · ·F h,e(xeNp, t)]T
˜̂
Fe = [F̂
h,e(xe1, t) · · · F̂ h,e(xeNp, t)]T
ei is an Np long zero vector with a value of 1 in position i. Notice that Me
and Se are both Np x Np matrices and E is an Np x 2 matrix.
Now let us discuss the 1-D nodal basis functions. To begin, consider the






x(r) = xel +
1 + r
2
he, he = x
e
r − xel (2.19)
where the reference variable r ∈ Ωr. Let ψn(r) represent the orthonormal basis
functions or the modal basis functions defined on Ωr, given by:
ψn(r) = P̃n−1(r) =
Pn−1(r)√
γn − 1




is the normalization. These basis functions can be computed through the
following recursive relation:







ψ1(r) = P̃0(r) =
1√
2







The matrix V is a generalized Vandermonde matrix. The points rj are the
Legendre–Gauss–Lobatto quadrature points and are defined as the Np zeros
of the polynomial
f(r) = (1− r2) P̃ ′N(r)
Because of the uniqueness of interpolating polynomials, we can derive the
following relationship between the nodal and the modal basis functions:
VT l(r) = P̃(r)
where l(r) = [l1(r) · · · lNp(r)]T and P̃(r) = [P1(r) · · ·PNp(r)]T . Furthermore,
the mass matrix on the reference element, M = MΩr can be calculated as:
M = (VVT )−1 (2.20)
and using the transformation given in (2.19), the mass matrix on the physical




















. It an be shown that:
MDr = S (2.23)
Note that SΩe = S.
Now, using (2.20), (2.21), (2.22) and (2.23), we can evaluate the right
hand side of (2.18). The specific details of the numerical flux that we use
in different sub-domains will be discussed in the chapter pertaining to that
particular sub-domain.
2.3.3 2-D Spatial Discretization




+∇ · F = s (2.24)













F̂h · n, ψ
〉
∂Ωe
+ (s, ψ)Ωe (2.25)
The elements Ωe that discretize our domain Ω are now triangular. On an











. xi are the grid points at which the polynomial
wh,e(x, t) is interpolated using the associated two-dimensional Lagrange poly-
nomials lei (x). Similarly, we define the approximation of the flux F ∈ V as
follows:




F(wh,e(xei , t)) l
e
i (x) (2.27)
Now, substituting (2.26) and (2.27) into (2.25) and replacing the test func-




















y,eF̃y,e −M−1e Ee ˜̂Fn,e + s̃
(2.28)































1, t) · · ·F h,ey (xeNp, t)]T
˜̂
Fn,e = [F̂ · n
h,e




Notice that Me, Sx,e and Sy,e are Np x Np matrices. The matrix EE is a Np
x 3Nfp matrix, where Nfp represents the number of nodes on an edge of a
triangle. For a polynomial approximation of order p, Nfp = p + 1. For edge
42
k of a triangular element, denoted ek, define the Vandermonde matrix V
1D
corresponding to the one-dimensional interpolation along the edge. Define
also the edge mass matrix as:
Mije,ek = 〈li, lj〉ek
This matrix can be evaluated as:
Me,ek = Je,ek(V
1D(V1D)T )−1
where Je,ek is the ratio between the length of the face in Ωe and in I respectively.
The matrix Ee can be formed by inserting the elements of the edge mass matri-
ces for each of the three edges of the triangle into the positions corresponding
to the edge nodes of the element. We will discuss the two-dimensional basis
functions and the interpolation points before describing how the matrices Me,
Sx and Sy are formed.
The 2-D reference element is a straight-sided triangle, Ωr, defined as:
Ωr = {r = (r, s)|(r, s) ≥ −1; r + s ≤ 0}
The reference element can be mapped to any physical element Ωe with vertices
v1, v2 and v3 through the map Ψ(r) as such:









Just like in the 1-D case, we define the Vandermonde matrix V such that:
Vij = ψj(ri)
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where ri are the points in the reference triangle that map to the interpolation
points (xi) in the physical element and ψj are the 2-D polynomial basis defined









1− s − 1, b = s
and Pα,βn is the n-th order Jacobi polynomial. On an equilateral triangle, if
we define the interpolation points to be the equidistant points, the resulting
Vandermonde matrix will have a large condition number, resulting in an un-
stable interpolation. However, we can compute the optimal grid points for
interpolation by mapping these equidistant points to points that result in a




(rLGLi − rei )lei (r)
where rLGL are the Legendre–Gauss–Lobatto points, rei are the equidistant
points in the interval [0, · · · , N ] and lei are the Lagrange polynomials associated
with rei . Let λ
k denote the barycentric coordinates such that any point x in a
triangle with vertices v1, v2 and v3 can be expressed as:
x = λ2v1 + λ3v2 + λ1v3





















. The equidistant grid on this triangle can be defined using
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, λ2 = 1− λ1 − λ3 for (i, j) ≥ 0, i+ j ≤ p (2.30)
Define the following warping functions:

















where w̃(r) = w(r)
1−r2 . Now, define the following blending functions:
b1(λ1, λ2, λ3) = 4λ3λ2
b1(λ1, λ2, λ3) = 4λ3λ1
b1(λ1, λ2, λ3) = 4λ2λ1
The equidistant points can now be transformed into better behaved points by
the following transformation:






. Since these grid points are defined on the equilateral triangle,
we need to map these points to the points (r, s) on the reference element I.
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r = −λ2 + λ3 − λ1
s = −λ2 − λ3 + λ1
(2.32)
We now have a set of orthonormal basis functions and the optimal grid
points for interpolation. Let us proceed to form the desired matrices:
Me = JeM = Je(VV
T )−1
Sx,e = Je(rxSr + sxSs)
Sy,e = Je(rySr + sySs)
(2.33)




























Now, the matrices Sr and Sr can be computed as follows:
Sr = M
−1Dr Ss = M
−1Ds (2.34)
























. Then, we can calculate the differentiation matrices as follows:
Dr = VrV
−1 Ds = VsV
−1 (2.35)
Now, using (2.33), (2.34) and (2.35), we can evaluate the right hand
side of (2.28).
This completes the discussion of the spatial discretization of the 2-D
equations. In the next section, we will discuss the time discretization of the
1-D as well as the 2-D equations.
2.3.4 Time Discretization
We discretize the set of ODEs given in (2.18) and (2.28) using a strong
stability preserving (SSP) explicit m-stage Runge–Kutta time stepping method.
For m ≤ 4, these methods are m-th order accurate and they can be written in










where, j = 1 · · ·m, w̃(0) = w̃n, w̃m = w̃n+1, and w̃n is the value of w̃ at
the n-th time step. The coefficients αjk are required to satisfy the constraint:
j−1∑
k=0






cmk = 1 for
consistency (see [14]). In order to render our scheme stable, we impose the
following additional constraints on the coefficients:
i. αjk ≥ 0 and βjk ≥ 0
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ii. αjk = 0 only if βjk = 0
The reader is referred to [86] for additional details. We use the second order
Runge–Kutta method in our work. As with any other explicit scheme, the
time steps are restricted by a CFL condition. The CFL number required for
stability for an RKDG scheme is given by 1
2p+1
, where p is the order of the
polynomial approximation used in space (see [18]).
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Chapter 3
Flow in a Network of Channels1
In this chapter, we begin by describing how a network of channels is
decomposed into channel segments and junctions. Then, we provide details of
the numerical flux that we use in our RKDG scheme for solving the 1-D Saint
Venant equations and the 2-D shallow water equations. We explain how the
channels are coupled with junctions. Then, we present a theoretical analysis of
the mass conservation property of the scheme and present a stability analysis
of the coupling using slightly simplified equations. We conclude the chapter
by presenting some numerical results to validate and verify our model. Much
of the work presented in this chapter is published in [70].
3.1 Decomposition of Channel Network
Networks of streams and rivers exist naturally in a natural watershed.
We model these networks as channel networks comprising of multiple channels
that either meet at a junction or splinter off from a junction as shown in
1P. Neupane and C. Dawson. A discontinuous Galerkin method for modeling flow in
networks of channels. Advances in Water Resources, 79:61-79, 2015. The author of this
dissertation was responsible for the technical details of the model and producing all the








Figure 3.1: A schematic of a simple channel network comprising three channels
and a junction.
We decompose the network of channels shown in Figure 3.1 into three
1-D channels that are connected to each other via a 2-D junction as shown
in Figure 3.2. We require a channel to either start or end at a junction. No
channel is allowed to have a junction somewhere along its length; if a channel
meets another channel at a junction, the section that emerges after the junction
is treated as a separate channel. The junction is created so that the centerline
of the channel is perpendicular to the edges of the junction that are connected
to the channels. This allows for a conservative coupling of the 1-D channels
with the 2-D junctions. Once the domain is thus decomposed, we discretize
channel segments by connecting the nodes on the centerline of the channel










are the two vertices
on the centerline of a channel segment, then we represent the element flanked












Figure 3.2: A schematic of a simple channel network comprised of three chan-
nels that are connected to each other via a junction
discretize the junction using an unstructured mesh with triangular elements.
Then, we solve the 1-D Saint Venant equations given in (2.1) in the channels
and the 2-D shallow water equations given in (2.5) in the junctions using the
RKDG scheme described in Section (2.3). In the next section, we discuss the
numerical fluxes that we use in our scheme.
3.2 Numerical Flux
Numerous types of fluxes have been developed in the finite volume
community for conservation laws (See [62]). The numerical fluxes that result
in a stable numerical scheme take advantage of the fact that the system (2.9)
can be rewritten as a hyperbolic system, and that the domain of dependence
of these systems are finite. We use Roe’s flux and the local Lax-Friedrichs flux
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in our work (See [77]).
Roe’s flux is an approximate Riemann solver that resolves shocks ac-
curately. Instead of solving the nonlinear set of equations (2.9), Roe’s solver
solves a linear system that approximates the original conservation law. The
approximate linear system that is solved is the following:
∂wi
∂t
+ J(ŵ)wi = Si(w) (3.1)
where J(ŵ) is the Jacobian matrix (∂Fi
∂w
) evaluated at the Roe-average ŵ.
Define c ≡ √gH. Define ū ≡ Q
A
. Then the Jacobian matrices for the
1-D and the 2-D equations are given by:
J1D = ∂wf =
(
0 1







 0 1 0c2 − u2 2u 0
−uv v u
 J2Dy = ∂fy∂w =
 0 0 1−uv v u
c2 − v2 0 2v
 (3.3)





x nx + J
2D
y ny =
 0 nx nyc2nx − u2nx − uvny 2unx + vny uny
−uvnx + c2ny − v2ny vnx unx + 2vny

(3.5)
These normal Jacobian matrices have the following real eigenvalues:
λ1D1 = ū+ c λ
1D
2 = ū− c (3.6)
λ2D1 = unx + vny − c λ2D2 = unx + vny λ2D3 = unx + vny + c (3.7)
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|λ2D1 | 0 00 |λ2D2 | 0
0 0 |λ2D3 |
 R2D = (r2D1 , r2D2 , r2D3 ) (3.11)


















where Fn is the normal flux whose i-th component is given by:
F in = Fi · n
and “in” represents the interior state and “ex” represents the exterior state.
Note that in the 1-D case, Fn = F. R̂ and |Λ̂| are the matrices defined
in (3.10) and (3.11) evaluated at the Roe averages as detailed in [36]. The Roe














































Consequently, the flux given in (3.12) is continuous across element
boundaries.

















where λ = max
i
(max(|λini |, |λexi |)) for i = 1, 2 in the 1-D case and i = 1, 2, 3 in
the 2-D case. Note that λ is positive and is single-valued at element boundaries.
Now that we have described how the equations governing flow in chan-
nels and junctions are solved separately, we are ready to discuss how these two
sub-domains are coupled with each other to model flow in the entire network
of channels.
3.3 Coupling of Channels with Junctions
The channels are coupled to each other by prescribing appropriate
boundary conditions on the junctions and on the channels that meet at the
junction. These boundary conditions are the interface conditions that couple
the channels sub-domain with the junction sub-domain. These conditions have
to account for the difference in the dimensions of the channel segments and
the junction. The boundary conditions are prescribed as exterior states at the
node of the channel connected to a junction and at the nodes lying on the
edges of the junction that are connected to channels in the DG treatment at














Figure 3.3: Junction region is meshed using triangular elements. N1 represents
the interface node of channel 1
.
the quantity (·) computed in the channel segments using the 1-D St. Venant
equations and (·)2D denote the quantity (·) computed in the junction using
the 2-D shallow water equations.
Boundary conditions are prescribed on all of the outer edges of the 2-D
junction. On the edges that are not connected to a channel, we prescribe a no
flow boundary condition by specifying the following exterior conditions at the
nodes that lie on those edges:
ζex = ζ in (3.14)




where Q2Dn and Q
2D
t are the normal and tangential components of the flux at
the respective nodes, i.e. they are the normal and tangential components of






Recall that Q2D is the flow rate measured in m2/s and Q1D is the
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volumetric discharge measured in m3/s. Therefore, while coupling the channels
to the junctions, we need to make sure that the boundary conditions are
dimensionally consistent. To see how this is done, let us direct our attention to
the edges of the junction connected to channel segment 1 in Figure 3.3. Assume
there are N such edges. Let each edge be denoted by ei, where i = 1 · · ·N .
Recall that on any triangular element of the junction, Q2D =
Np∑
i=1
Q̃2D l2Di . The
normal component of the flux on ei is then given by:
Q2Dn = Q
2D · n
where n is the outward unit normal vector of edge ei and nx and ny represent its
x− and y− components. The volumetric discharge through this edge, denoted










where 1 is a Nfp dimensional vector of ones, Mei is the Nfp x Nfp edge mass
matrix as described in Section 2.3.3, and Q̃2Dn,ei is the Nfp vector containing
the values of the interior states of the normal flux at the Nfp nodes that lie
on edge ei.
The total volumetric discharge at the interface with channel segment 1
is then given by
N∑
i=1
Q2Dvol,i ≡ Q2DI,TV . Thus, we prescribe the following boundary
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condition on the interface node of channel segment 1:
Q1D,exnchannel = −Q2D,inI,TV (3.17a)
where, Q1D,ex denotes the exterior state of the volumetric discharge at the
interface node of the channel segment and nchannel denotes the outward unit
normal vector of the channel segment at the node. Note that nchannel will be
equal to -1 at the first node of a channel element and 1 at the last node of
a channel element. The negative sign in (3.17a) indicates that the outward
normal vectors corresponding to a channel segment and the junction connected
to it have opposite signs.
We prescribe the following boundary condition on each node lying on













|ei| is the width of the channel segment at the interface.
Now, let us direct our attention to the interface conditions for the water
height. Let A1D be the area of the wet cross-section at the interface node of
channel segment 1. Let H̃2D,ini denote the Nfp vector containing the values of
the interior states of water height at the Nfp nodes on ei. The average value













where |ei| is the length of edge ei.
Since the cross-section of channel segment 1 at the interface is parallel
to the edge, the wet cross-sectional area at the edge is given by: |ei|H2D,inavg,i .






Finally, we prescribe the following boundary condition on each of the Nfp





The four equations (3.17a) – (3.17d) collectively form the coupling con-
ditions for the channel and the junction sub-domains. Notice that these inter-
face conditions make Q2D,exn and H
2D,ex constant on the interface edges.
We note that with these fluxes, the principle of conservation of mass is
preserved throughout the channel network. We will prove this analytically in
the next section.
3.4 Mass Conservation Property of Coupling
Here, we show that the conditions used to couple the 1-D channels with
the 2-D junctions are conservative. For simplicity, we look at the case of two
channels that are connected to each other via a junction in the middle as shown
in Figure 3.4. Let C1 and C2 represent two channels that are connected to
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Figure 3.4: Schematic showing two channels that are connected by a junction
in the middle
each other via a junction. Let I denote the exterior edge of the junction that
is connected to C1 and let O denote the exterior edge of the junction that
is connected to C2. Without loss of generality, assume that C1 is the inflow
channel and C2 is the outflow channel. For the purposes of this analysis, we
use the local Lax-Friedrichs flux as the numerical flux in the 1-D as well as the
2-D equations. To test for mass conservation, we enforce a no flow boundary
condition on the inflow edge of C1 and on the outflow edge of C2.





















where si is a channel element that extends from vertex si− 1
2
to vertex si+ 1
2
, for
i = 1 . . . n, where n is the number of elements used to discretize the channel.
Where boundary conditions are prescribed, we replace the numerical flux Q̂
by the exact boundary condition, denoted QB.











Summing up the above equation over all elements in the 1-D channel, recalling
that the numerical flux, Q̂, is continuous at element interfaces, and using our




























where si is an element of C2 that extends from vertex si− 1
2
to vertex si+ 1
2
, for
i = n+ 1
2
. . . n+m+ 1
2
, where m is the number of elements used to discretize
C2.
Combining (3.20) and (3.21), we get the following expression for the





















(Ain − Aex) (3.23)
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where λI and λO denote the maximum eigenvalues at the channel-junction
interfaces I and O respectively. These quantities will be defined after the
numerical flux for the 2-D equations is introduced.
Now, consider the weak formulation of the continuity equation for an















































Q̂2D · n ds (3.27)
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Let E be an index that goes over the edges that lie on the exterior
boundary of the domain (i.e. on ∂Ω). Let ei be an index that goes over all the




Let eo be an index that goes over all the small element edges that make up the
big edges O, i.e. O =
∑
o
eo. Let nf be an index that goes over all the small
element edges that lie on the exterior boundary of the domain and that are
not connected to either of the channels. Recall that on such edges, we enforce
a no-flow boundary condition, i.e. the normal component of the numerical flux
is zero. Recall also that the normal components of the numerical fluxes are
continuous on element edges. Thus, summing up (3.27) over all elements in




















































(H in −Hex) (3.29)
where, λ = max
(
(|u2D · n|+ c2D)in, (|u2D · n|+ c2D)ex
)







































































(Q2D,exn,o − λ2Deo H2D,exo ) ds
]
(3.30)
Using the interface conditions (3.17a) – (3.17d), we obtain the following






























































































































































Hence, we obtain that the rate of change of total mass in the channel
network with no-flow boundary conditions is zero. This shows that the mass
in the entire channel network is conserved.
3.5 Stability of Coupling
In this section, we show that our scheme for coupling channels with
junctions results in a stable numerical scheme. We consider a domain con-
sisting of a rectangular channel C1 that is connected to a 2-D junction on its
outflow end as shown in Figure 3.5. We assume that C1 is of unit width, i.e.
W = 1. For simplicity, we impose a no-flow boundary condition on the inflow
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Figure 3.5: Schematic showing a channel connected to a junction on its outflow
end
edge of the channel and on all the exterior edges of the junction that are not
connected to the channel.
To simplify the stability analysis, we assume that the nonlinear ad-
vection terms in the 1-D and the 2-D shallow water equations are negligible
and thus we omit them from our equations. We assume that τbf is constant
so that the friction loss is linear with respect to Q. We assume that the to-
pography/bathymetry is constant in the domain and that the channels are
prismatic. In order to avoid clutter in notation, we drop the superscripts 1D
and 2D wherever it is obvious with which set of equations we are working. The





















The 2-D shallow water equations become:
∂H
∂t








Let ΩC1 denote the discretized channel and ΩJ denote the discretized
junction. Thus, Ω = ΩC1∪ΩJ is our simulation domain. Let IC1e denote the set
of indices that go over the elements that discretize the channel. Let IC1int denote
the set of indices that go over the interior edges of the channel C1, i.e. the nodes
at the interface of two elements. Let Iinf denote the inflow edge of the channel
C1. Let IC1ij denote the edge of channel C1 connected to the junction. Let −
denote the “in” state and + denote the “ex” state. Let [.] denote the jump
operator defined as: [w] = w− − w+. Now, let A(x, t), Q(x, t), ψ(x), φ(x) ∈
Pp(Ωe) for all Ωe and t ∈ [0, T ]. Let Π denote the L2−projection operator onto⊕
e P
p(Ωe). Let the initial conditions A(x, 0) and Q(x, 0) be given by the L2−
projections of the initial conditions prescribed for the equations given in (3.35).
Let QB and AB denote the prescribed values for Q and A respectively at the
boundary. The solution (A(x, t), Q(x, t)) satisfies the following global semi-
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〈gτbfQ, φ〉Ωe = 0 (3.38)
Let IJe denote the set of indices that go over all the triangular elements
that discretize the junction. Let IJint denote the set of indices that go over all
the interior edges of the junction. Let Ichext denote the set of indices that go






ij . Let Inf denote the set of indices that go over all the
exterior edges of the junction that are not connected to the channel. Let the
initial conditions H(x, 0) and Q(x, 0) be given by the L2− projections of the
initial conditions prescribed for the equations given in (3.36). Let QB and HB
denote the prescribed values for Q · n and H respectively at the boundary.
The solution (H(x, t),Q(x, t)) satisfies the following global semi-discrete weak
67

















































































We use the local Lax–Friedrichs flux as the numerical flux on the interior
edges. However, we make a small modification in the stabilization term in the
continuity equation. The numerical fluxes are given below:













































[Q · n] (3.44)
where
λ1D = max(|u1D|+ + c1D, |u1D|− + c1D)
and
λ2D = max(|u · n|+ + c2D, |u · n|− + c2D).
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We use the average flux as the numerical flux on the interface edges of the
channel and junction as follows:
∀i ∈ IC1ij , Q̂i = {{Q}} (3.45)

























Lemma 3.5.1 (Discrete stability of coupling). Let H1D, H2D > 0 in Ω. Then,
assuming a no-flow boundary condition on ∂Ω, the following stability result
holds for the numerical scheme (3.37) − (3.48):
g
3





















Proof. Substituting ψ = gΠA
2
2









































































































Now, we will expand the numerical flux terms. Using the numerical flux











































































































































Let us now look at the inflow boundary terms. Our no-flow boundary condition




















Let us consider the terms arising on the channel edge connected to the junction.
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< gτbfQ,Q >Ωe= gτbf ‖Q‖2L2(ΩC1) (3.51h)
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Notice that we now have the following relationships:
T21 − T521 = 0
T71 − T522 = 0
T51 − T10 = 0
T54 − T8 = 0
T41 + T91 − T53 = 0
(3.51i)










































Now, let us turn our attention to the 2-D shallow water equations that
are solved in the junction. Substituting ψ = gΠH
2
2
and φ = Q into (3.39) and

































































































Using the no-flow boundary conditions and performing the same ma-
nipulations as in the case of the 1-D shallow water equations, we obtain the







































Q−n ds = 0
(3.54)
























































+ gτbf ‖Q‖2L2(ΩC1)︸ ︷︷ ︸
R5












































Because the interface conditions do not define (ΠH2)+ and (ΠA2)+ at
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Now, using the definitions above and the interface conditions (3.17a) – (3.17d),










































































































Thus we get the following relationships:
R7 +R10 = 0
R8 +R9 = 0
(3.61)





















‖Q‖2L2(ΩJ ) ≤ 0 (3.62)





























‖Q‖2L2(ΩJ ) dt ≤ 0
(3.63)
This gives us the following stability result for the entire channel network:
g
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3.6 Numerical Tests for Channel Network
In this section, we test our numerical scheme for simulating flow in a
network of channels on a number of problems.
3.6.1 Shock propagation
Here, we show that shocks are properly transmitted through the inter-
faces of channel segments and junctions via a numerical simulation. This test
shows that the coupling of the channels with junctions does not violate the
Rankine–Hugoniot condition. We use a test case that was developed in [35] to
test the effects of boundary conditions on the shock waves. The test problem
consists of a flat, frictionless rectangular channel 1000 m long and 1 m wide.
Water in the channel is initially at rest at 2 m high. We supply a constant
discharge of 140 m3/s at the upstream end of the channel. After the introduc-
tion of the discharge at the upstream end, the water height at the upstream
end is kept constant at 12 m. These conditions introduce a shock wave in the
channel.
We run two different simulations for this test problem. In the first
simulation, we discretize the entire rectangular channel as a 1-D channel with
h = 2 m. In the second simulation, we decompose the rectangular channel
into two channels that are connected to each other via a small junction that
extends from x = 400 to x = 410. This decomposition is shown in Figure 3.6,
where two interfaces exist between the channels and the junction at x = 400







Figure 3.6: Schematic of the decomposition of the rectangular channel for the
shock propagation test






















Heterogenous Junction Model Solution
Figure 3.7: Water surface height obtained from the 1-D model and the channel
network model
60 elements with hmax = .5 m. The channels are discretized with h = 10 m.
In Figure 3.7, we have plotted the water surface height obtained from
the channel network model simulation against the water surface height ob-
tained from the 1-D model simulation at time t = 40.5 s. The figure shows
a clear agreement between the results of these two simulations. Observe that
at time t = 40.5 s, the channel network model simulation and the 1-D simu-
lation both have a shock at the same location. In the channel network model
simulation, this shock has passed through the two channel-junction interfaces
and is moving at exactly the same speed as in the 1-D simulation. These ob-


























Figure 3.8: A schematic of the domain decomposition for the 45◦ junction
proper transmission of shocks through the interfaces of channel segments and
junctions.
3.6.2 Comparison with other models
In this section, we compare our channel network model with other junc-
tion models. The test case involves two channels that combine at a 45◦ angle
as shown in Figure 3.8. The channels all have a uniform width of W = 10 m
and the junction extends W m into each channel. Each channel has a length
of L = 600 m and a bottom slope equal to 0.001. The channels all slope in the
direction of the flow. The domain with the bathymetry is shown in Figure 3.9.
The channels also have friction. The Manning’s n values for channels 0, 1 and
2 are 0.0141, 0.0138 and 0.0125 respectively. Water enters the system through
channels 0 and 1 or the upstream and the lateral channels respectively. We
supply a constant discharge of 30 m3/s to channel 0 and a constant discharge
of 20 m3/s to channel 1. We keep the water height constant at 1.69 m at
the end of channel 2 or the downstream channel. For the channel network
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Figure 3.9: Domain for simulating flow through a 45◦ junction with
bathymetry information
model, the channels are each 600 m long and the junction extends W m in the
direction of each channel. We discretize the channels with a uniform h = 20
m and the junction with 24 elements with hmax = 20 m.
This case was studied in [51] for comparing different 1-D junction mod-
els found in the literature. The two junction models to which we compare our
channel network model are the “Equality Model” and the “Shabayek Model”
described in [51]. The results from our heterogeneous junction model along
with other junction models are presented in Figure 3.10. Instead of imple-
menting these models ourselves, we extract the “Equality Model” and the
“Shabayek Model” data presented in [51] using WebPlotDigitizer [78] and plot
our results against the data thus extracted. Note that the h value we use for
our simulations are the same as the h value used in [51].
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(a) Water height in Channel 0



















(b) Water height in Channel 1



















(c) Water height in Channel 2
Figure 3.10: Comparison of water height obtained from different junction mod-
els with our channel network model
As we can see in Figure 3.10, the results produced by our channel net-
work model agree closely with the results produced by the “Shabayek Model.”
By comparing the results of different junction models with experimental data
and calculating the relative error, the “Shabayek Model” was determined to be
the most accurate model in [51]. This establishes the accuracy of our channel
network model. As mentioned previously, our results were produced using a
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very small 2-D junction discretized with a small number of elements. Thus,
the computational cost of the model is not too high. Comparison of the cost
of implementing our model vs non-linear models like the “Shabayek Model”
remains a topic of future study.
3.6.3 Flow through a 90◦ junction
In this section, we validate our channel network model using experi-
mental data reported in [93]. The experiment studied flow through a sharp-
edged 90◦ junction. Our goal is to verify the capability of our channel network
model to reproduce some prominent characteristics of such flows which include
a zone of separation immediately downstream of the junction lateral channel,
a contracted flow region in the main channel due to the separation zone and
a possible stagnation point immediately upstream of the junction [93].
In the experimental design, the main channel and the lateral channels
are 0.914 m wide. The main channel is 21.95 m long and the lateral chan-
nel is 3.66 m long. The lateral channel meets with the main channel 5.49 m
downstream from the main channel’s boundary (the left end). A constant fully
developed flow is supplied at the left (upstream) end of the main channel and
at the opening of the lateral channel. A constant water height is maintained
at the downstream end. The coordinates are normalized by the channel width,
W , resulting in the non-dimensional coordinates, x∗ and y∗. The water surface
height is also normalized byW , and is reported as the non-dimensional variable
ζ∗. The velocity measurement is non-dimensionalized by the downstream av-
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Figure 3.11: A schematic of the domain decomposition for the 90◦ junction
erage velocity, V = 0.628 m/s, and is reported as the non-dimensional velocity
u∗.
In [93], different experiments with varying flow ratio q∗ are performed.
q∗ is defined as the ratio of the upstream main channel flow to the total flow.
The total flow for all of the experiments is 0.170 m3/s. We choose the case
with q∗ = 0.250, which means that the discharge coming in through the lateral
channel is higher than the discharge coming in through the main channel.
The momentum of the flow coming in from the lateral channel causes the
development of a larger zone of separation and a stagnation point. A constant
discharge of 0.042 m3/s is supplied at the upstream end of the main channel,
and a discharge of 0.127 m3/s is supplied at the upstream end of the lateral
channel. A constant water height of 0.296 m is enforced at the downstream
end of the main channel.
For the simulation, the domain has been chosen as suggested in [64] in
order to ensure that fully developed flows are obtained at the upstream ends
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of the main and the lateral channels. The main channel length upstream of
the lateral channel is lengthened to 12W = 10.97 m and the lateral channel
length is taken to be 10W = 9.14 m. Since the water height is constant near
the downstream boundary, the main channel is shortened to 10W = 9.14 m
downstream of the lateral channel. In Figure 3.11, we show how the domain is
decomposed for the channel network model. Channels 1, 2 and 3 are treated
as 1-D channels and are discretized along the centerline with a uniform h =
0.25 m. The junction is represented by a triangular mesh with hmax = 0.25 m.
For comparison, we have chosen two different junction sizes. In the first case,
the junction extends from −5W to W in the horizontal direction and from
−W to W in the vertical direction. In the second case, the junction extends
from −2W to W in the horizontal direction and from −W to W in the vertical
direction. These junction meshes along with the fully 2-D mesh are shown in
Figure 3.12. The mesh for the smaller junction shown in Figure 3.12a contains
68 triangular elements and that for the larger junction shown in Figure 3.12b
contains 120 triangular elements. For the fully 2-D simulation, we represent
the entire domain with a triangular mesh with hmax = 0.25 m. The fully 2-D
mesh contains 490 triangular elements.
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(c) A fully 2-D representation of the domain
Figure 3.12: 2-D meshes for simulations of flow through a 90◦ junction
In Figure 3.13, we have plotted the normalized velocity in the x-direction
obtained from our channel network model with the small junction (Figure 3.14a),
the channel network model with the large junction (Figure 3.14b) and the
fully 2-D model (Figure 3.15c). These results were obtained by running the
simulation to time t = 15000 s, by which time, the system seems to have
reached steady state. We have also shown the experimental data obtained
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in [93]. The experiment was 3-D in nature, and thus the experimental data
is reported at z∗ = 0.278, where z is the vertical coordinate and z∗ is the
z-coordinate normalized by W . Since the velocity value we obtain from our
simulations are the depth-averaged values, naturally, these are going to be
different from the experimental data. The important aspect is the qualitative
behavior of the solution. All three simulations reproduce the flow stagnation
at the point (x∗ = 0, y∗ = 0). The numerical simulations do not reproduce
the re-circulation along the main channel wall closest to the lateral channel
immediately downstream of the junction. However we have observed that
with a finer h = 0.1, all three models reproduce this behavior as shown in
Figure 3.14. These models do reproduce the contracted flow region, seen as
the region of the highest velocity immediately downstream of the junction (or
near in the case of the smaller junction) along the main channel wall opposite
to the lateral channel.
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−1.229 −1.054 −0.878 −0.703 −0.527 −0.351 −0.176 0.000
(a) A smaller 2-D junction









−1.394 −1.195 −0.996 −0.797 −0.597 −0.398 −0.199 0.000
(b) A larger 2-D junction









−1.259 −1.079 −0.899 −0.719 −0.539 −0.360 −0.180 0.000
(c) Fully 2-D Simulation
(d) Experimental data presented in [93]. Figure reused with permission from ASCE.
Figure 3.13: normalized velocity in the x-direction
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1.583 1.372 1.161 0.950 0.739 0.528 0.316 0.105 0.106 0.317 0.528
(a) A smaller 2-D junction









1.812 1.599 1.385 1.171 0.957 0.743 0.530 0.316 0.102 0.112 0.326 0.540 0.753
(b) A larger 2-D junction









1.698 1.483 1.267 1.052 0.836 0.621 0.405 0.190 0.026 0.241 0.457 0.672
(c) Fully 2-D Simulation
(d) Experimental data presented in [93]. Figure reused with permission from ASCE.
Figure 3.14: normalized velocity in the x-direction obtained using h=0.1
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(a) Small junction simulation















(b) Large junction simulation















(c) Fully 2-D simulation
Figure 3.15: Normalized water surface height
In Figure 3.15, we have plotted the normalized water surface height
obtained from the three different simulations against experimental data pre-
sented in [93]. All of the simulations reproduce the dip in the water height
near x∗ = −2. This dip exists because of the zone of separation created by
the lateral flow coming into the main channel from the lateral channel near
x∗ = −1. The errors we obtained are not negligible in any of the simulations.











Small Junction 0.047 0.021 0.014 0.047
Large Junction 0.044 0.019 0.012 0.035
Fully 2-D
Model
0.053 0.024 0.013 0.041
Table 3.1: Error in water surface height
In Table 3.1, we present the error for all the different simulations. The
raw l2-error is calculated by taking the l2-norm of the difference in the solution
at the points reported in the experimental data. The normalized l2-error is
the l2-error normalized by the l2-norm of the experimental solution. The max-
imum error is the maximum value of the difference between the experimental
data and the numerical solution at those points. The percentage error is the
maximum error normalized by the experimental solution at the point where
the error is the highest.
We see that the errors in our channel network model with the small
junction are similar to the fully 2-D simulation. The large junction model
produces the best result. The runtime is significantly lower for both of the
channel network model simulations than for the fully 2-D simulation. This may
seem like an argument in favor of using fully 1-D models, however, a fully 1-D
model will not produce an accurate result either. Observe in Figure 3.15a that
the solution obtained with small junction decomposition in the region x∗ = −7
to x∗ = −2 is much flatter compared to the experimental results and the
results in Figure 3.15b. This is because, in the small junction decomposition,
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this region is represented by a 1-D channel, however it is represented as a 2-D
region in the large junction decomposition. Thus, it is evident that the region




In this chapter, we discuss the simulation of rainfall runoff in overland
flow regions. Recall that overland flow regions are the dry land regions that
receive rainfall. The rainwater that has not infiltrated the land flows down the
land surface and eventually gets collected in channels. Here, we first discuss the
solution of the kinematic wave equation. Then, we discuss various models that
are used to model infiltration. Finally, we end the chapter with a discussion of
how we use the kinematic wave equation to model runoff in a two-dimensional
watershed.
4.1 Solution of the Kinematic Wave Equation
We solve the kinematic wave equation given in (2.8) using the second
order Runge–Kutta method described in Section 2.3. We use the same tech-
nique that we use to solve the channel equations and that were described in
Section 2.3.2 to discretize the kinematic wave equation. Because of the hy-
perbolic nature of the kinematic wave equation, information travels from the
upwind direction. Thus, we use the upwind flux as the numerical flux in the
discontinuous Galerkin discretization given in (2.12). The upwind flux is given
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by:
F̂ = FL (4.1)
where FL is the value of the flux on the upstream side.
We test our numerical scheme on two synthetic examples described by
Kazezyilmaz-Alhan et al. [49].
I. Storm of constant rainfall intensity
Here, we test our code on a problem for which the analytical solution of the
kinematic wave equation is available. One such problem is the case of constant
rainfall on an impervious surface with initial condition H = 0 at t = 0 and
boundary condition H = 0.
Consider the situation where a 600 ft long impervious parking lot re-
ceives rainfall at an intensity, i∗ = 2 in/hr for 30 minutes. The slope of the
parking lot is 0.0016, which is close to the lower limit of the range of slopes over
which the kinematic assumption is valid as described in Section 2.1. Manning’s
roughness coefficient (n) for the parking lot is taken to be 0.01628 s/ 3
√
ft. We
are interested in the outflow rate at the end of the parking lot for 60 minutes.
Kazezyilmaz-Alhan et al. [49] derived the following analytical solution to the







3 for 0 < t < 1494 s
q = 1.67 ft2/min for 1494 s < t < 1800 s
t− 1800 = (600− 21600q)/(2.82q 25 ) for t > 1800 s (4.2)
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Figure 4.1: Numerical solution of the storm with constant rainfall intensity
plotted against the analytical solution
We solve the kinematic wave equation given in (2.8) for the water





3 to evaluate u
and calculate the outflow rate q = Hu at the end of the parking lot. In
Figure 4.1, we have plotted the solution obtained from our numerical scheme
referred to as the “DG Solution” in the plot against the analytical solution.
The DG solution was obtained using 400 elements to discretize the parking
lot using first order polynomial approximation. We see that our analytical
solution matches the hydrograph very well, both while it is raining and after
the rain has stopped.
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II. Storm of varying rainfall intensity
Here, we test our code for a problem to which no analytical solution is available,
but will give us some insight on whether our numerical scheme can capture
the nonlinearity of the problem. Instead of using Manning’s equation for the
relationship between the velocity and water height, we use Chezy’s equation.
Using Chezy’s formula, u = C
√
HS0, where C is Chezy’s friction coefficient
given in
√














The problem we want to model with this equation is the case of a
100 ft long parking lot receiving rainfall at an intensity of 2 in/hr for the
first 3 minutes, after which the rainfall intensity increases to 4 in/hr for the
second 3 minutes before coming to a stop. The slope of the parking lot is
0.005. Chezy’s friction coefficient for the parking lot is 71
√
m/s. We are
interested in the outflow rate at the end of the parking lot for 9 minutes.
Since this storm brings rainfall of varying intensity, an analytical solution
cannot be derived. However, a “semi-analytical” solution can be derived by
calculating the analytical solutions for the two rainfall intensities separately
as two different storms. Kazezyilmaz-Alhan et al. [49] derived the following
analytical solutions for the two rainfall intensities:
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For i∗ = 2 in/hr:
H = i∗t for 0 < t < 180 s
H = 0.00828 ft for 180 s < t < 207 s
t− 180 = 13.3/
√
H −H/0.000069 for t > 207s
For i∗ = 4 in/hr:
H = i∗t for 180 s < t < 344 s
H = 0.015 ft for 344 s < t < 360 s
t− 180 = 13.3/
√
H −H/0.000139 for t > 360 s
The superposition of these two solutions is the “semi-analytical” solution.

























Figure 4.2: Numerical solution of the storm with variable rainfall intensity
plotted against the “semi-analytical” solution
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In Figure 4.2, we have plotted the solution obtained from our numerical
scheme, referred to as “DG Solution” in the plot. The “First Storm” solution
is the solution for the problem with the constant rainfall intensity of 2 in/hr
for the first 3 minutes. The “Second Storm” solution is the solution for the
problem with the constant rainfall intensity of 4 in/hr from minutes 3 to 6.
The “Semi-analytic Solution” is the superposition of the first storm and the
second storm solutions. As expected, we see that the DG Solution starts
departing from the semi-analytic solution when the flood hydrograph from the
first storm starts descending and the second storm starts developing. This is
because a change in rainfall intensity is not really a different storm that is
independent of the first one. However, the DG solution does match the peak
of the first storm as well as that of the second storm.
Thus, we have established confidence in our numerical scheme.
4.2 Infiltration Model
When a surface receives rainfall, a very important factor that deter-
mines how much water flows down the surface as runoff is the infiltration
capacity of the surface. Infiltration is the process of water penetrating from
the ground surface into the soil. The infiltration rate f(t) with dimension L/T
is determined by a number of factors including the conditions of the soil sur-
face, its vegetative cover, the porosity of the soil, the hydraulic conductivity
of the soil and the current moisture content of the soil.
Infiltration is a complex process, and the equations that aim to describe
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this process should take the following factors into account: If water is ponded
on a surface, infiltration through the surface should occur at the potential
infiltration rate, i.e. the maximum infiltration capacity of the surface. If the
rate of supply of water at the surface is less than the potential infiltration rate
then the actual infiltration rate should be less than the potential infiltration
rate. Below, we briefly describe the three methods used to describe infiltration.
All of these methods assume that a small amount of water has ponded over
the surface so that infiltration can occur at the maximum infiltration capacity.
Please refer to [15] for additional details.
I. Horton’s equation
Horton’s equation is given by:
f(t) = fc + (f0 − fc)e−kt (4.4)
where k is a decay constant with dimension T−1. The equation above ex-
presses that infiltration begins at some rate f0 and decreases exponentially to
a constant rate fc.
II. Phillip’s equation







where S is the sorptivity of the soil and has dimension L/
√
T and K is the
hydraulic conductivity with dimension L/T . Sorptivity is a measure of the
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capacity of the soil to absorb or desorb liquid by capillarity. The equation
above expresses that, initially, infiltration is a function of the soil suction head
as well as the gravity head. As t→∞, f(t)→ K, which means that as time
goes on, infiltration is driven only by the gravity head.
III. Green–Ampt equation
The cumulative infiltration, F , is defined as the accumulated depth of wa-
ter infiltrated during a given time period and is equal to the integral of the
infiltration rate over that period. The Green–Ampt equation for cumulative
infiltration is as follows:







In the equation above, K is the hydraulic conductivity, θ is the soil moisture
content and ψ is the soil suction head and has dimension L. The soil moisture





∆θ can be written in terms of the effective porosity, θe and the effective satu-
ration se as follows:
∆θ = (1− se) θe (4.8)
where θe is the effective porosity and se is the effective saturation. Effective






where η is the porosity and θr is the residual moisture content of the soil after
it has been thoroughly drained. Thus, we see that effective saturation is the
ratio of the available moisture to the maximum possible available moisture
content η− θr. Assuming that θr ≤ θ ≤ η, the value of se will be in the range
[0, 1.0].
The values of the various parameters needed for the Green–Ampt equa-
tions like the porosity (η), the effective porosity (θe), the suction head (ψ) and
the hydraulic conductivity (K) have been tabulated for different kinds of soils
(See [15]). After plugging in these values, equation (4.6) can be solved for
F (t) using an iterative method like successive substitution or Newton’s iter-
ative method. Once the cumulative infiltration rate has been calculated, the








4.2.1 Rainfall on a Pervious Surface
In order to simulate flow induced by rainfall on a pervious surface, we
use the Green-Ampt infiltration model in the kinematic wave equation. At
every time step, we solve (4.6) iteratively using Newton’s method. The source
term for the kinematic wave equation is qL = R − I, where I is given by the
Green–Ampt infiltration equation (4.10).
We consider a parking lot and a storm similar to the one in Section 4.1
where we tested our numerical scheme on a storm of constant rainfall intensity.
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The parking lot is 600 ft long, but now it is made of sandy clay loam soil so
that the soil is pervious and rainwater can infiltrate through the soil. For the
purposes of comparison, the slope and the Manning’s friction coefficient of the
parking lot are kept the same as in Section 4.1. In order to use the Green-Ampt
infiltration model, we need the values for certain parameters that appear in
the model. For a sandy clay loam soil, the following values are commonly used
for the Green–Ampt parameters:
K = 0.15 cm/hr, θe = 0.330, ψ = 21.85 cm.
Rainfall continues on the parking lot for 30 minutes at an intensity of 2 in/hr.
We assume that there has already been some ponding on the parking lot, so
that the Green–Ampt equation applies and that the initial saturation of the
soil is 0, i.e. se = 0. We measure the outflow rate at the end of the parking
lot for an hour.
In Figure 4.3, we have plotted the solution for the sandy clay loam sur-
face along with the solution when the surface is impervious, labeled “concrete”.
We see that the water starts draining out of the concrete parking lot sooner
than out of the sandy clay loam parking lot. Initially, all the water infiltrates
into the parking lot, hence we observe that for about the first 5 minutes, there
is zero outflow at the end of the parking lot. As water starts flowing out of the
parking lot, we see that the outflow rate at the end of the parking lot is lower
than that for the concrete parking lot. This is to be expected, because the
completely unsaturated sandy clay loam parking lot is able to absorb some of
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Figure 4.3: Numerical solution of the storm that brings rainfall of constant
with and without infiltration
the rainwater before it flows down the surface. Thus, we see that the chances
that a channel that receives rainfall runoff will flood is decreased if the water
can infiltrate the surface receiving rainfall.
In the next section, we discuss how we can use the 1-D kinematic equa-
tion for modeling 2-D floodplains.
4.3 Kinematic Wave Modeling of Overland Flow Region
The first step in hydrologic modeling of a watershed is the creation of a
drainage network either from a raster data structure (also called grids) or a TIN
(Triangular Irregular Network) data structure representation of a watershed.
The elevation values assigned to the triangular or the grid cells can be used
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Figure 4.4: An illustration of 1-D representation of a 2-D domain
to calculate the flow direction for each cell. Various algorithms have been
proposed to assign the flow direction for each cell in order to automatically
detect channel networks and watershed boundaries (e.g. [67, 71, 89]). The
D8 method introduced by O’Callaghan and Mark [71] assigns flow from each
pixel or a grid cell to one of its eight neighbors, either adjacent or diagonal, in
the direction with the steepest downward slope. We adapt this method to a
mesh discretized with triangular elements by assigning each cell three possible
drainage directions – one through each edge. Once the flow direction has been
assigned to each cell discretizing the overland flow region, we have a complete
representation of the 2-D region with 1-D segments.
In Figure 4.4, we illustrate what such a representation looks like. The
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arrows represent the direction in which flow from a certain element will travel.
These arrows can also be thought of as the 1-D elements that discretize the
2-D domain. Vieux [92] describes this approach on a grid in a finite element
method framework for distributed modeling of watershed hydrology. We use
a discontinuous Galerkin finite element method in a similar manner. Similar
to the framework Vieux describes, we prescribe the surface elevation and the
surface roughness values at the nodes. The nodal values will be linearly inter-
polated to the whole domain resulting in a constant slope over one element.
The approach of prescribing these values at the nodes as opposed to on an
element alleviates the need of breaking a watershed into equivalent conceptual
cascades, planes or subareas [92].
In order for the 1-D equations to account for the entire area of the
2-D region, we need to associate a width with each 1-D element similarly to
the 1-D Saint Venant equations. This can be achieved by defining a quantity





where AOF is the area of the overland flow region and Lkin is the total sum of
the length of the overland flow elements. Now, a flow area for the overland flow
elements similar to the cross-sectional area of flow for channel elements can be
defined as: A = weqH. Using this definition, the kinematic wave equation can








Q is now the volumetric discharge. Noting that weq is constant over the entire
overland flow region, the equation above can be reduced down to the kinematic
wave equation (2.8) again. However, we will be using the concept of the
equivalent width later when letting flow from the overland flow region drain
into the channels.
4.3.1 Discontinuous Galerkin finite element method simulation of
overland flow region
In this section, we want to test how well the 2-D scheme for the kine-
matic wave equation captures the kinematic flow in a 2-D region. We discretize
the kinematic wave equation using the RKDG method previously described.
Again, we use the upwind flux given in (4.1) as the numerical flux. A com-
plication arises at the “junction” of three kinematic elements, i.e. when two
upstream kinematic elements (call them el1 and el2) direct flow to the same
downstream element (call it el3). At the downstream ends of the two upstream
kinematic elements, the upwind flux is prescribed as usual, i.e.
F̂el1 = Fel1 and F̂el2 = Fel2 (4.13)
The upwind flux at the upstream end of the downstream kinematic element is
taken to be
F̂el3 = Fel1 + Fel2 (4.14)
where Fel1 and Fel2 are the values of the flux at the two upstream elements




















Figure 4.5: 2-D discretization of the parking lot for the constant rainfall in-
tensity test case
The test case we use is one of the test cases we used for testing the
numerical scheme for the 1-D kinematic wave equation. We have a 600 ft long
parking lot that receives rainfall at a constant intensity for half an hour, and
we observe the outflow rate at the end of the parking lot for an hour. See
Section 4.1 for details. Now, we represent the parking lot as a 2-D domain
having unit width. We discretize this parking lot using triangular elements as
shown in Figure 4.5, using 2 elements in the x-direction and the same number
of elements (400) in the y-direction as we did for the simulation in Section 4.1.
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The three edges of a triangular element are the three possible flow
directions. We investigated two different ways of assigning the flow direction
to each element:
Approach I:
• Calculate the elevation at the midpoint of each edge of the triangle.
• Assign the edge with the lowest elevation as the flow edge.
• If two edges have the same elevation, pick an element at random.
Approach II:
• Linearly interpolate the nodal elevation representing elevation as a con-
tinuous surface
• Calculate the gradient of the surface elevation at the barycenter of each
element
• Calculate the flow vector corresponding to each edge. The three flow
vectors are defined as the three vectors pointing from the barycenter of
the element to the barycenters of each of the three neighboring elements.
• Pick the edge that borders the element resulting in the flow vector “clos-
est” to the gradient as the flow edge. The “closeness” is measured by
the dot product of the gradient vector with the flow vector.
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In Figure 4.6, we have plotted the total outflow rate achieved at the end
of the parking lot. The total was calculated as the sum of the discharges at
the two elements that discretize the outflow boundary of the parking lot. The
first approach to calculating flow paths results in a lower outflow rate than
the analytical solution. This is not surprising, because this approach might
calculate flow paths that might not be entirely physically accurate. The ele-
vation of the parking lot in our simulation increases linearly in the y-direction
and is constant in the x-direction. Consider now a triangle with coordinates
(0.5, 0), (0.5, 1.5) and (1.0, 1.5). The elevation values at the midpoint of the
edge connecting vertices (0.5, 0) and (0.5, 1.5) and at the midpoint of the edge
connecting vertices (0.5, 0) and (1.0, 1.5), are equal. Since the algorithm has
no preference when the midpoint of two sides of an element have the same
elevation, flow might be routed towards the edge connecting vertices (0.5, 0)
and (0.5, 1.5) when physically, it should be routed towards the edge connecting
vertices (0.5, 0) and (1.0, 1.5). When this happens, the flow path is artificially
lengthened. This results in the flow being subjected to a longer flow path,
and in essence a higher resistance. As a result, the outflow rates are lower as
observed in Figure 4.6.
The second approach works well for the simulation domain we chose
because our parking lot has only one direction of steepest descent. In cases
where there might be two directions of steepest descent, the gradient algorithm
might have difficulties choosing the right flow direction as well. There have
been works that handle situations like this when there can be more than one
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Figure 4.6: Total discharge rate at the end of the parking lot using Approach
I and Approach II
possible receiving element (See for e.g. [48]). In a real watershed, numerous
other difficulties can arise. For example, an element might be a sink, i.e. all
the three edges of the element might have the same elevation values. This can
happen either because the watershed actually has some depressions or as an
artifact of discretization and having information available only at the vertices.
This will cause difficulties while using the kinematic wave equation, because
a nonzero slope is required to drive flow. Another unreal attribute of flow
is introduced when flow paths are calculated by constraining the flow to one
of three possible directions in the case of triangular discretization and one of
eight possible directions in the case of a grid. Various works have tried to
address this shortcoming as well, either by proposing multiple flow directions
from a cell, or by specifying flow direction continuously as an angle between 0
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In this chapter, we begin to view a coastal watershed as a single domain
comprising all the different sub-domains. Here, we discuss how different sub-
domains are coupled with each other to allow proper routing of flow from one
sub-domain to another. We begin by describing how an overland flow region
is coupled with a network of channels. Then, we describe how the inland
regions of a watershed are coupled with the shallow water region near the
coast through a channel. Finally, we describe the conditions under which a
channel is considered to have flooded. We end the chapter with a discussion
of how a flooded channel is coupled with floodplains.
5.1 Coupling of Overland Flow Region with Channel
Networks
In a natural watershed, the rainwater that travels down a hill slope
eventually drains down to a river or drainage channel. In our modeling frame-
work, we treat channels and hillslopes as separate domains; we use different
equations to model flow in these sub-domains. Therefore, we need to specify
a way to couple the two sub-domains with each other. We need to ensure that
when we couple these two sub-domains with each other, all the water that
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Figure 5.1: Schematic of a mesh of a watershed consisting of hillslopes on
either side of the channel shown in blue
flows out of the hillslopes does indeed collect in the channel, i.e. the coupling
needs to be mass conservative.
In our current approach, only the channels in a channel network are cou-
pled to hillslopes. The junctions do not receive flow from hillslopes. Therefore,
here we focus on the coupling of a channel with overland flow regions. Con-
sider a watershed with a channel that runs through its center. We have shown
the mesh for this watershed in Figure 5.1. The blue circles in the mesh repre-
sent the vertices of channel elements; the blue line segments represent channel
elements. There is an overland flow region on either side of this channel. We
have shown how we decompose this domain in our modeling framework in
Figure 5.2. The blue line in Figure 5.1 represents the channel shown in blue in
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Figure 5.2: Domain decomposition of the watershed shown in Figure 5.1. The
channel is shown as having a certain width.
Figure 5.2. The physical channel is not 1-D. It has an associated width. The
grey arrows represent the flow directions, which are used to create the 1-D
discretization of the 2-D domain. The grey line segments represent the 1-D
kinematic elements on which the kinematic wave equation is solved. The grey
circles represent the vertices of the 1-D kinematic elements that now discretize
the 2-D hillslopes.







Using this equation, we allow channels to receive flow from the overland flow
region as lateral flow, qL. Recall that in a DG framework, the equation above
is solved in each channel element. Now consider the channel element i in
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Figure 5.2 that is connected to overland flow elements e1 and e2. Effectively,
the channel element i is connected to the vertices v1 and v2 of the 1-D kinematic







Li is the length of the channel element i, weq is the equivalent width defined
in (4.11). (Hu)ve is the discharge rate at vertex ve. In the discrete scheme, we
update Ãi, the vector containing the values of the wet cross-sectional area of




















Notice that since all the values in the vector qL of nodal values of the
function qL are the same, qL is a constant function over a channel element,
and is piece-wise constant over the entire channel. Notice also that this is
a one way coupling. The overland flow region has no mechanism to receive
any flow information from the channels. This is because the kinematic wave
equation used in the overland flow region does not allow information to travel
up the domain from the downstream direction. It should be noted that while
the scope of this coupling might be limited to a one-way propagation of water
mass, this coupling does conserve the water mass. We will show this both
analytically as well as via a numerical simulation in the subsequent sections.
114
Figure 5.3: Schematic of overland flow draining into a channel from the parking
lot
5.1.1 Numerical Test of Mass Conservation
Consider again the parking lot we simulated in Section 4.3.1. Rain falls
on the parking lot for 30 minutes at an intensity of 2 in/hr. We add a channel
at the end of the parking lot as shown in Figure 5.3. The channel is flat.
We discretize it such that the edges of the triangular overland flow element
connected to the channel are the channel elements that discretize the channel.
Initially, it is dry. We allow the water flowing out of the parking lot to drain
into the channel. We enforce a no-flow boundary condition at both ends of
the channel and measure the volume of the water collected in the channel over
time.
In Figure 5.4, we have plotted the volume of the water collecting in
the channel as a function of time. We used both approaches described in Sec-
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Figure 5.4: Total water collected in the channel
tion 4.3.1 to calculate the flow paths for the parking lot. The “analytical”
solution plotted in the figure was obtained by integrating in time the ana-
lytical solution for the outflow rate given in (4.2). The integration was done
numerically using a simple midpoint rule. The total volume collected in the
channel was calculated by integrating the wet cross-sectional area (A) of the
channel in space. We see that, as expected, the water collected in the channel
using approach I does not match the analytical solution. While initially, more
water than expected is collected in the channel, at the end of an hour, the total
water in the channel is less than expected. This is unsurprising because as we
saw in Figure 4.6, the outflow rate using this approach was initially higher, but
never reached the peak of the analytical outflow rate. The second approach
does exactly match the analytical solution. The total volume of water (V )
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that the parking lot received from the half hour of rainfall can be calculated
as follows:
V = Ap ∗ i∗ ∗ t
where Ap is the area of the parking lot, i∗ is the rainfall intensity and t is the
duration of the rainfall. For our test case, V = 50 ft3. At the end of an hour,
we have collected about 44 ft3 of water in the channel. Notice that the outflow
rate shown in Figure 4.6 at the end of an hour is not zero yet. Thus water is
still draining out of the parking lot. As we let the simulation run longer, we
will eventually have collected all of the rainwater in the channel.
5.1.2 Theoretical Analysis of Mass Conservation
Now, we will show analytically that the DG scheme for channel flow
and overland flow along with the coupling condition given in (5.2) results in a
mass conservative scheme for the coupled system.
Consider a domain with one channel and an overland flow region as
shown in Figure 5.3. Let A denote the numerical approximation of the cross-
sectional area of flow in channels. Let Q denote the numerical approximation
of the volumetric discharge in channels. Let H denote the numerical approx-
imation of the water height in the overland flow region. Let u denote the
numerical approximation of the velocity in the overland flow region.



















+ 〈qL, ψ〉 ∀ψ ∈ V (5.4)
where si is a channel element that extends from vertex si− 1
2
to vertex si+ 1
2
, for
i = 1 . . . n, where n is the number of elements used to discretize the channel.












Summing up the above equation over all elements in the 1-D channel and
recalling that the numerical flux, Q̂, is continuous at the common vertex shared













where Qin and Qout are the discharges prescribed at the inflow and the outflow
boundaries respectively. For this analysis, we will assume that there is no water












whereMch,i is the water mass in channel element si. Notice that in the equation




Similarly, the weak form of the kinematic wave equation adopted for a











+ < weqR, φ >kj − < weqI, φ >kj
(5.8)
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j = 1 . . . K, where K is the number of 1-D kinematic elements that discretize
the 2-D overland flow region. By replacing φ by the constant polynomial
1 ∈ V in (5.8) and adding the equation over all elements that discretize the

































where the index J goes over the vertices that are at the junction of three
kinematic elements. The index, b, goes over the vertices of the 1-D kinematic
elements that are at the inflow boundary of the 2-D overland flow region. The
index, e, goes over the vertices of the 1-D kinematic elements that are at the
outflow boundary of the 2-D overland flow region. These are the vertices that
are connected to the channel elements. We are using the same notation as in
Section 4.3.1 for the upstream and the downstream elements at the junction.
Notice that the sum of fluxes over all non-junction vertices is zero as usual,
because of the definition of numerical flux. The sum of fluxes over all junction
vertices, J , takes the form shown in (5.9) because at most three kinematic
elements can meet at a junction.
For simplicity, we assume that there is no infiltration. At the inflow
boundary of the overland flow region, we prescribe the condition u = 0. Then,
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using the junction conditions (4.13) and (4.14), the sum of all fluxes over J














where Mof,j is the water mass in overland flow element kj. Notice that in the




Now, we add (5.7) and (5.10) to obtain the following equation for the

























Since qL is constant over a channel element, we have:∫
si
qL ds = qLLi
Using the coupling condition (5.2) and the equation above, we get:∫
si
qLds = weq(Hu)ve (5.12)
Now, notice that qL = 0 in the elements of the channel that do not
receive flow from an overland flow element. Thus, the number of channel
elements that receive flow from overland flow elements is the same as the
number of vertices of the 1-D overland flow elements that are at the outflow
boundary of the 2-D overland flow region. Using this insight and substituting










where we have replaced the sum of the total mass of water in channels and
the total mass of water in the overland flow region with TM , which represents
the total mass of water in the entire domain. Thus, we see that the change
of water mass in the domain is regulated only by the rainfall. The coupling
scheme neither dissipates mass nor adds water mass, i.e. the coupling scheme
is conservative.
5.2 Coupling of Channel Networks with a Bay
In a hurricane storm surge induced flooding simulation, the simulation
domain often contains portions of a bay through which the simulation domain
receives surge water. We simulate the flow dynamics in such region using DG-
SWEM. DG-SWEM solves the two-dimensional shallow water equations in the
domain using an adaptation of the Runge–Kutta local discontinuous Galerkin
(RKLDG) methods developed by Cockburn and Shu [23] and modified by
Cockburn and Dawson [22]. The details of the solution scheme can be found
in a number of papers (See [5, 12, 26, 54–56]). The effects of a hurricane are
incorporated into the simulation domain by incorporating external forces Fx
and Fy in the x- and y- momentum equations respectively. These external
force terms include forces like hurricane wind stress, that is usually computed
using a standard quadratic drag law, and atmospheric pressure. These are the
forces responsible for driving storm surge.
In our simulation, we couple the bay with the rest of the watershed
through a channel. We discretize the bay with triangular elements such that
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only one triangular element is connected to the channel, and the length of
the edge connected to the channel is equal to the width of the channel at
that point. The interface conditions developed for coupling 1-D channels with
2-D junctions (3.17a) – (3.17d) are imposed as the interface conditions to
couple the channel with the bay as well. Even though we use DG-SWEM to
simulate the flow dynamics in the bay, the channel and the bay are tightly
coupled. We have modified a few DG-SWEM files to allow it to call a function
that evolves the watershed to the next time step and to enforce the interface
conditions on the bay side of the edge. We compile DG-SWEM (a FORTRAN
code) and our watershed code (a C code) as a single executable and run it
as a single program. The sharing of information between DG-SWEM and
the watershed code happens at every time step through local memory, i.e.
there are no i/o operations involved in passing the information between these
two sub-domains. In the DG framework, the only information that needs to
be exchanged between these two sub-domains are the values of the conserved
variables at the interface edge of the bay and the interface vertex of the channel.
Therefore, with a very little exchange of information, we can simulate the
watershed domain and the bay as a single domain using a single executable.
This coupling allows for a bidirectional exchange of information at each time
step, and thus allows for a true coupling of rainfall and storm surge.
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5.2.1 Numerical Simulations
We present a numerical simulation to verify that our coupling scheme
does indeed allow for water to drain from the channel into the bay. We present
another numerical simulation to verify that the surge water from the bay
can indeed be propagated up the channel. For validation of the coupling
scheme, we compare the results of both of these simulations to that obtained
with a fully 2-D simulation using DG-SWEM in the entire domain. We use
the same simulation domain for both of these simulations. The simulation
domain consists of a 1440000 m2 frictionless bay connected to a frictionless
channel that is 600 m long and 30 m wide. The meshes for this domain are
shown in Figure 5.5. The figure on the left shows how the entire domain is
discretized as a 2-D domain. The figure on the right shows how the channel is
connected to the bay. The rectangular boxes indicate that the discretization
is one dimensional.
The channel and the bay are both flat in the first simulation. Initially
we start with a dry domain. For the channel and bay coupled simulation, we
prescribe a discharge of 27 m3/s at the upper end of the channel. For the fully
2-D simulation, we prescribe a normal flow equal to 0.9 m2/s on the upper end
of the channel. Notice that this results in the same volumetric discharge for the
coupled as well as the fully 2-D simulation. We prescribe a no-flow boundary
condition on all edges of the bay that are not connected to the channel. We
run the simulation for half an hour.



























(b) Coupled channel and bay simulation
Figure 5.5: Meshes for the fully 2-D simulation and for the coupled channel
and bay simulation shown for comparison.
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Figure 5.6: Water surface elevation obtained at different times using a fully
2-D simulation and a coupled channel and bay simulation. The domain is
entirely flat and discharge is prescribed at the top end of the channel.
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results of the coupled simulation and the fully 2-D simulation agree. Water
from the channel enters the bay at the same time in both simulations at 180
seconds. When the water first enters the bay, the water level in the element
that receives this water seems to be slightly higher in the 2-D simulation than
in the coupled simulation. This might be because of the way wetting and
drying is handled in the bay. While the edge that connects the channel to the
bay is treated as an internal edge in the 2-D simulation, this edge is treated as
a boundary edge in the coupled simulation. Thus, in the 2-D simulation, this
edge is treated as a wetting interface, however it is not treated as a wetting
interface in the coupled simulation. The water first hits the lower boundary of
the bay and bounces back at the same time at 750 seconds in both simulations.
The results of the two simulations are the same at this time. Thus, we have
established that the coupling allows for an accurate transfer of information
from the channel to the bay.
In the second simulation, the bay is flat, but the channel slopes upward
away from the bay. The slope of the channel is 0.005. Initially we start
with a dry domain. Water comes into the domain through the lower end of
the bay at the rate of 0.2 m2/s. We enforce a no-flow boundary condition
on the upper end of the channel and all other sides of the bay. We run the
simulation for half an hour. The results are shown in Figure 5.7. Observe that
as the water comes into the bay from the lower end, in both simulations, it
reaches the upper end of the bay for the first time at 240 seconds after the
simulation begins. At this point we notice that some water has entered the
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Figure 5.7: Water surface elevation obtained at different times using a fully
2-D simulation and a coupled channel and bay simulation. The channel slopes
upward and discharge is prescribed at the bottom end of the bay.
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channel and is traveling up the slope. This water hits the upper boundary
of the channel in both simulations at 420 seconds, where we have prescribed
a no-flow boundary condition. Because of the boundary condition, the water
bounces back from the wall and travels down the channel again. We see that
the water surface level in the channel has become uniform again at 600 seconds
as the water traveling down the channel goes back into the bay again. Notice
that the results of the fully 2-D simulation and the coupled simulations are
very similar. The slight differences that appear in the values are artifacts of
plotting values in rectangles and triangles using different software packages.
5.3 Flooding
Natural streams and rivers and artificial channels all have a certain
carrying capacity associated with them. Once these channels and rivers get
full either because of rainwater or surge water, the channels will flood their
banks. This water will flow out of the channels laterally and will inundate the
land areas adjacent to the channels. While, initially, we model these adjacent
land areas as overland flow regions, once the channels have flooded, we can no
longer model these regions as such. In order to handle the dynamics of flood
waves and to allow the water to propagate against the direction of the surface
slope, we convert these regions from overland flow to shallow water regions.
Now, we need to devise a way to determine when the channels are
considered flooded. To this end, we first determine the carrying capacity of
each channel element by using the elevation of the channel nodes and its banks.
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(a) Representation of channel element
in the mesh
(b) Illustration of a physical channel
element and its bank
Figure 5.8: Channel Element
Recall that in a mesh of a watershed, a channel element is represented by the
common edge shared by two overland flow elements as shown in Figure 5.8a.
The elevations of the overland flow elements at the two vertices that form this
edge are represented by z1 and z2 respectively. In Figure 5.8b, we illustrate
what the channel element might look like physically. The blue rectangle in
Figure 5.8b represents one channel element. The black lines represent edges of
overland flow elements. Notice that this element now has a width. We assign
the same elevation to the overland flow elements on both banks of the channel
as demonstrated in the figure. The corresponding vertices on both banks of
the channel have the same elevation z1 and z2 respectively. The elevation of
the vertices of this channel element, represented by zc1 and zc2 respectively,
are different from the elevations of the overland flow element. This elevation
difference is what is used to calculate the carrying capacity of the channel at
the beginning of the simulation. For simplicity, assume that the channel has
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a rectangular cross-section with width W . Then, the carrying capacity of a
channel element Ωe, represented by Vcap,Ωe is calculated as follows:
Vcap,Ωe =




We calculate the total volume of water in a channel element at every





The channel will be considered flooded if for any element Ωe, VΩe >
Vcap,Ωe . When this happens, we convert the overland flow region to shallow
water region. And now, the shallow water region representing the floodplains
and the channel has to be coupled bidirectionally. For this purpose, we let








Let the channel element Ωe be connected to m floodplain elements. Notice
that m is either 1 or 2. We now prescribe qL in the following manner:
qL = qkin if VΩe ≤ Vcap,Ωe
qL = qexcess +
m∑
i=1








where qkin represents the discharge that is received by the channel from the
kinematic elements and Qinn,fp,i represents the normal flow at the edge of the
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i-th floodplain element connected to the channel element. Notice that qexcess
is negative. We allow the water that has escaped the channel to come into
the floodplains as a normal flow boundary condition on the floodplain edge as
follows:
Qboundaryn,fp = qL (5.18)
Once the channel starts flooding, we expect the water surface level in
a channel element to equilibrate with the water surface level in the floodplain
elements to which it is connected. Thus, we update the carrying capacity of















where V origcap,Ωe represents the carrying capacity of the channel element before it
started flooding which is given in (5.14). Hfp,i represents the water height in
the i-th floodplain element.
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Chapter 6
Simulation of Flooding in an Artificial Coastal
Watershed
In this chapter, we present a comprehensive view of all the individual
components of a coastal watershed flooding simulation that we have discussed
so far. For this purpose, we have created an artificial watershed that contains
all the sub-domains we have discussed so far. The mesh that is used to rep-
resent the watershed is shown in Figure 6.1. The z- coordinate represents the
elevation of the watershed. The watershed contains a river network (channel
network), whose vertices are represented by the red circles in the mesh. The
watershed is connected to a bay through a channel segment at the vertex (0, 0).
The depth of the river network is not shown. The river network consists of
three channel segments that comprise the main channel, three lateral channel
segments and two junctions. Among the channel segments that comprise the
main channel, the most upstream channel segment has a slope of 0.03, the one
immediately downstream of this channel segment has a slope of 0.04 and the
most downstream channel segment has a slope of 0.05. The lateral channel
segments all have a slope of 0.02. The three channel segments that comprise
the main channel are 4 m wide and the three lateral channel segments are 2
















































Figure 6.1: Artificial watershed containing a river network
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downstream end where it is connected to the bay. Although we have assigned
a uniform value for the Manning’s friction coefficient, this value can be dif-
ferent at each vertex. The channel is also assumed to have the same friction
coefficient as the hillslopes. We assume that the watershed is impermeable
to water. Thus, we have turned infiltration off in our simulation. The bay is
entirely flat at an elevation of 0 m and extends from −200 to 200 in the x-
direction and −400 to 0 in the y- direction. It is assumed to be frictionless.
We run a simulation on the domain incorporating rainfall as well as
storm surge. We assume that the bay is initially dry. The floodplains are dry
as well. The channels and junctions are wet such that the water surface has
an initial elevation of 0 m. The watershed, which does not include the bay,
receives rainfall at an intensity of 3.15 in/hr for the first 20 minutes. At the
same time, we allow surge water to come in from the bay in the form of a
constant discharge imposed at the lowest boundary of the bay. Water comes
into the bay at the rate of 2.5 m2/s throughout the entire simulation. We
enforce a no-flow boundary conditions on all edges of the channel that are not
connected to either a junction or the bay. We run the simulation for half an
hour.
In Figure 6.2, we have shown the flow directions that were calculated for
the watershed using steepest descent (Approach II). The red vertices denote
channel vertices. Notice that flow from elements on both sides of the edges
connecting channel vertices to each other are directed to those edges. In
the beginning of the simulation, the floodplains are treated as overland flow
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Figure 6.2: Flow directions calculated for the watershed along with the channel
vertices
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Figure 6.3: Water height in the floodplains (left) and water surface elevation in
the channel network (right) obtained at different times during the simulation
before flooding has occurred
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Figure 6.4: Water surface elevation in the bay before flooding has occurred
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regions. The water height in the floodplains before the channels have started
to flood are shown in Figure 6.3. We have plotted the water height instead
of the water surface elevation in the floodplains because the water height is
so low and the topography varies over such a large range that it will be hard
to notice any water in the floodplains if the water surface elevation is plotted.
The unchanging region of blue in the figures represent the channel network,
which is not included in those figures, but is shown separately on the right. In
the channel network, we have plotted the water surface elevation because the
bottom of the channel network lies below the geoid. Therefore, any positive
change in surface elevation is caused by the rise in the water level in the channel
network. The channels have been enlarged in Figure 6.3 so that the change in
the water levels in the channels are visible. The junctions, however, have been
drawn to scale for reference.
Observe that, in the beginning of the simulation, the water in the flood-
plains is spread uniformly. This is because the floodplains receive rainfall uni-
formly over the domain. As the simulation continues, the water starts flowing
down the floodplains towards the channels. Thus we see that the water levels
in the floodplain are higher closer to the channel network. Notice that the
water surface in the channel is rising as the simulation continues. In twenty
minutes, the water level in the channel network has risen uniformly by about
6 m. This rapid rise of water in the channel network is happening not just be-
cause of the rainwater coming into the channel network from the floodplains,
but also because of the surge water coming into the watershed from the bay.
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We have shown the changes in water surface elevation in the bay because of
surge water during this time period in Figure 6.4. Notice that even though
the domain shown in Figure 6.4 does include the floodplains, the rainwater
flowing down these floodplains are not shown in these pictures.
The rain stops after 20 minutes. At this point, the water in some of
the channels has almost exceeded the carrying capacity of the channels. Thus,
the channels start flooding. At this point, we change the floodplains from an
overland flow region sub-domain to a shallow water region sub-domain. The
water surface level in the entire domain at various stages of flooding is shown in
the left column in Figure 6.5. The right column shows the water surface level
in the channel network. The channels are again enlarged, while the junctions
are drawn to scale. Notice that as the channels start flooding, water flows out
of the channels laterally. The water surface level in the channel network is
level with the water surface level in the bay. We see that at time 1500 s or
25 minutes after the simulation has begun, water has started moving up the
floodplain against the direction of the surface slope. By the time we stop the
simulation at 1800 s or half an hour after the simulation has started, the entire
watershed is at the same elevation. Parts of the watershed near the exterior
boundary that had the highest topography are still dry. However, the entire
watershed will be inundated if we run the simulation longer under the same
conditions.
Thus, with this example, we have demonstrated how all of the sub-
domains and the coupling techniques that we have discussed in this dissertation
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Figure 6.5: Water surface elevation in the floodplains and the bay (left) and
water surface elevation in the channel network (right) obtained at different
times during the simulation after flooding has occurred
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We undertook this research with the aim of developing an inclusive
framework for modeling flooding in coastal watersheds. Most of the current
research efforts in the arena have focused either on the watershed part, using
storm surge as a boundary condition that does not interact with rainfall, or
they have focused on the coastal side using river inflow as a boundary condi-
tion. Our goal was to improve on these efforts by devising a technique to truly
allow rainfall to interact with storm surge. Herein lies the novelty of our work.
We have developed a way to decompose a watershed containing hill-
slopes/floodplains, rivers and parts of the ocean into various sub-domains de-
pending on the dynamics of the flow. The various sub-domains are: overland
flow region, channel network and shallow water region. We model flow in the
entire domain in the context of shallow water theory. However, wherever ap-
propriate, like in the overland flow regions, we use a simplified form of the
shallow water equations called the kinematic wave equation. When the dy-
namics of flow in the region becomes such that it cannot be handled by the
kinematic wave equation, we convert the sub-domain to shallow water region
and model flow in the region with the full 2-D shallow water equations. In
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order to resolve sub-grid scale features like rivers and streams in the domain,
we represent river segments as 1-D domains that are coupled to each other
via 2-D junctions. This modeling framework allows us to gain computational
efficiency without compromising on physical accuracy.
We solve the 1-D shallow water equations, the 2-D shallow water equa-
tions and the kinematic wave equation using a discontinuous Galerkin method.
Using this framework, we have shown that the coupling between various do-
mains can be done very naturally through the numerical flux. Specifically, dur-
ing the calculation of the numerical flux on an interface edge of a sub-domain,
we prescribe the value of the conserved variables arising from the connected
sub-domain on that interface edge as the exterior state of that variable. This
exchange of information is done at every time step. Thus each sub-domain
receives dynamic information in time from the neighboring sub-domain.
We established the validity of our representation of a channel network
and the way we couple channels and junctions through comparisons with ex-
perimental results, comparisons with other junction models and comparisons
with a fully 2-D simulation. We analytically verified that the 1-D/2-D coupling
that happens in the channel network is mass conservative. Using a simplified
form of the shallow water equations and an approach similar to the one taken
in [4], we also proved that the 1-D/2-D coupling is stable. We have developed
a technique similar to the one described in [92] to simulate flow in a two dimen-
sional region using the 1-D kinematic wave equations. Analytical solutions of
the kinematic wave equation with rainfall of constant intensity and zero infil-
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tration are available. We treated a parking lot of unit width as a 2-D domain
and simulated flow induced by rainfall of constant intensity on the region.
Through comparisons with the analytical solution, we established the validity
of our approach. We verified that there is no water mass being lost in the
coupling of overland flow region with the channel network analytically as well
as numerically. We have established the validity of the coupling between the
channel network and the shallow water region (bay) through comparisons of
the simulation done using our modeling framework with a fully 2-D simulation
done on the entire domain using DG-SWEM. We developed a way to simulate
the flow dynamics in the watershed once the channels flood. This involved
developing a way to couple the channels laterally with floodplains. Finally,
we simulated an entire watershed containing all the individual components we
described to provide a proof of concept of the whole modeling framework.
A big attraction of our modeling framework is the potential for compu-
tational gain because of simulating certain parts of the domain as 1-D domains
and solving a simpler equation on other parts. For example, in overland flow
regions and in parts of the bay further away from the coast where large dis-
cretizing elements are used, much larger time steps can be taken than elsewhere
in the domain. In our work so far, we have not exploited this fact. Future work
should include implementing sub-domain time stepping techniques so that we
can allow each sub-domain to take the largest possible time step without los-
ing stability. In the future, we will also employ the modeling framework we
have developed here to hindcast some real flooding events induced by hurri-
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cane storm surge. This will involve adapting the watershed code to use DEM
(digital elevation model) data of a real watershed to calculate flow paths. It
will also require addition of some domain preprocessing routines to fill sinks
in the domain. A more sophisticated routine to calculate the flow paths and
determine the stream networks needs to be developed. Similar to other such
softwares, we will have to develop a way to burn in the stream network data
available for real watersheds. With these additions, this software package we
have developed has a potential to bridge the gap between the watershed hy-





Derivation of the 1-D Saint Venant Equations
Although the 1-D Saint Venant Equations can be derived from the
Navier–Stokes equation, we provide a more intuitive derivation here based on
the basic principles of conservation of mass and momentum. The derivation
here closely follows the derivation given in [25]. The fundamental assumptions
underlying the development of the Saint Venant equations are the following:
1. The wave surface varies gradually along the length of the channel. This
assumption allows us to assume that vertical accelerations can be ne-
glected and that the pressure distribution along a vertical is hydrostatic.
2. Friction losses in non-uniform, unsteady flow are not significantly differ-
ent from those in uniform, steady flow. This assumption allows us to use
the Manning and Chezy equations to describe channel resistance. These
equations were initially developed for steady, uniform flow conditions.
3. The flow is one-dimensional. The water depth and flow velocity vary
only in the direction of flow. Therefore, the flow velocity is constant and
the water surface is horizontal across any section perpendicular to the
direction of flow.
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4. The channel bed slope is small, so that sin(α) may be replaced by tan(α),
which may be replaced by the bed slope and cos(α) may be replaced
by unity. Here, α is the angle made by the channel bottom with the
horizontal.
5. The channel bed is stable such that there is no change in bed elevations
in time.
6. The fluid is incompressible and of constant density throughout the flow.
With the assumptions listed above, we derive the 1-D Saint Venant
equations, in which the dependent variables are the wet cross-sectional area
and the discharge. The following symbols will be used in the derivation:
• x = co-ordinate in the longitudinal direction
• y = co-ordinate in the vertical direction
• t = time
• A = the area of the wet cross-section at the section (L2)
• Q = the volumetric discharge at the section (L3/T )
• V = mean velocity in the direction of flow at the section (L/T )
• d = total depth (or height) of water (L)
• W = W (x, y) width of the channel at a depth y in the section (L)
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(a) Side view (b) top view
Figure A.1: Control volume of a channel (∆x = (x1, x2))
• g = acceleration due to gravity (L/T 2)
• ρ = mass density of the fluid (M/L3)
• qL = lateral inflow rate per unit length of the channel (L2/T )
Note that the co-ordinate system is not entirely orthogonal, i.e. x
lies in the bed of the channel and z is the vertical co-ordinate. However, this
arrangement works because of assumption 4, which says that the cosine of the
bed slope is approximately unity.
Now, consider a control volume (∆x) of a channel extending from x =
x1 to x = x2 as shown in Figure A.1 for a time period ∆t = t2 − t1.
A.1 Derivation of the continuity equation
The balance law for total mass in a control volume states that the net
mass flux into a control volume equals the net mass increase of the control
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volume. Now, the net mass flux into ∆x over a time period ∆t is given by:∫ t2
t1






The net increase in mass in ∆x from time t = t1 to time t = t2:∫ x2
x1
((ρA)t2 − (ρA)t1)dx
Thus the balance law for mass states:∫ t2
t1





ρ qLdx dt =
∫ x2
x1
((ρA)t2 − (ρA)t1) dx∫ t2
t1
(ρ V1A1 − ρ V2A2) dt +
∫ x2
x1






Since ρ is constant, we can divide the above equation through by −ρ to obtain:∫ t2
t1
(V2A2 − V1A1) dt +
∫ x2
x1






Substituting Q ≡ V A in the above equation, we obtain:∫ t2
t1
(Q2 −Q1) dt +
∫ x2
x1






Now, the fundamental theorem of calculus states that








































A.2 Derivation of the momentum equation
The balance law for momentum in a control volume states that the net
change of momentum in the x-direction in the control volume equals the sum
of the momentum flux into the control volume and the forces applied to the
control volume in the x-direction. Mathematically, the momentum balance
law states:∫ x2
x1
((ρV A)t2 − (ρV A)t1) dx =
∫ t2
t1




where the first term on the left hand side denotes the net flux of momentum
into ∆x over the time period ∆t and the second term on the left hand side
denotes the net change of momentum in ∆x from time t = t1 to time t = t2.
Thus the left hand side as a whole denotes the net change of momentum.
The right hand side denotes the sum of the body forces applied to the control
volume.
There are five different forces acting on the control volume:
1. The pressure forces at x1 and x2:
These pressure forces represent hydrostatic pressure. They are denoted
by F ′p1 and F
′
p2 in Figure A.1b. The net pressure force resulting from




(F ′p1 − F ′p2) dt =
∫ t2
t1






2. The pressure force components on the channel sidewalls if the channel
width varies in the x-direction (F2):
If the channel narrows or widens in the downstream direction, the
walls contribute an additional pressure force in addition to the shear
force which will be accounted for in F4. These forces are denoted F
′′
pL
and F ′′pR in Figure A.1b. The net pressure force resulting from these



















3. The gravity force component in the x-direction (F3):
The gravity force acting on the control volume is a function of the vol-
ume of the fluid, dV = Adx. The corresponding weight of the fluid can
be expressed as: W = ρ dV g = ρgAdx, where g is the gravitational ac-
celeration. The component of the weight in the direction of flow becomes
the gravity force: Fg = ρ g Adx sinθ, where θ is the angle of inclination
of the channel bed. With the assumption of a small angle of inclination
of the channel bed, the sine of the angle can be approximated as the
tangent of the angle: sin(θ) ≈ tan(θ) which is equal to the slope of the
channel bed, S0. Therefore, for a small angle of inclination of the channel








4. The flow resistance due to friction (F4):
The frictional resistance is manifested by means of a shear along the











where Sf is the friction slope that can be approximated by empirical
relations like Manning or Chezy equations.
5. the contraction/expansion force due to abrupt changes in the channel
cross section (Fe)
6. the wind shear force (Fw)
Now, substituting all of the expressions for the forces described above into the
momentum equation (A.6), and dividing through by ρ, we obtain:∫ x2
x1
((V A)t2 − (V A)t1) dx =
∫ t2
t1
((V 2A)1 − (V 2A)2) dt +
∫ t2
t1




















Let Q ≡ V A and substituting this into the equation above, we obtain:∫ x2
x1



















































































































= gI2 + gA(S0 − Sf ) (A.11)
(A.5) and (A.11) together are called the 1-D Saint Venant equations.
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Appendix B
Numerical tests for the solution of the 1-D
and the 2-D shallow water equations
Here, we test the performance of our codes for the 1-D and the 2-D
shallow water equations on numerous test cases for the shallow water equations
that are compiled in [27]. In the first five cases, we test the ability of the code
to reproduce steady state solutions correctly by running the simulation for a
large t. Then, we test the ability of the code to handle wetting and drying
situations. In all of the numerical examples discussed, unless otherwise noted,
the size of the time step is dynamically determined using CFL number equal
to 1
3
, and the slope limiter is turned on. Additionally, unless otherwise noted,
the water height is reported in meters and the discharge is given in m3/s.
B.1 Flow over a bump
In this section, we test the ability of our code to handle the effect of
bathymetry in the interior of the domain. By varying the boundary condi-
tions, we also test how robust the code is in handling different flow regimes,
depending on which the solution can either be smooth or constitute a shock.




0 m < x < 25 m








For the 1-D code, we model this region as a 1-D channel with a rectan-
gular cross-section and a uniform width of 1m. We discretize the domain with
uniform h = 0.125 m. For the 2-D code, we have a slightly coarser discretiza-
tion in the y-direction than in the x-direction. We discretize the mesh with
hy,max = 0.33 m and with hx,max = 0.125 m. For each of the cases below, we
show the solution obtained from the 1-D code alongside the solution obtained
from the 2-D code. Since the solution is uniform in the vertical direction, we
only plot the solution along the horizontal cross-section of the channel. The
analytical solutions plotted are the solutions to the 1-D St. Venant equations
and are obtained from [27].
B.1.1 Smooth Subcritical Flow




Surface elevation: ζ = 2 m
Flux: Q1Dn = 0 m3/s Q2D · n = 0 m2/s
Boundary Conditions:
@x = 0: Q1Dn = 4.42 m3/s Q2D · n = 4.42 m2/s
@x = 25: ζ = 2 m
Note that since the width of the channel is 1 m, Q2D · n = Q1Dn. As we can
see in Figure B.1, the 1-D and the 2-D codes both perform exceedingly well
in reproducing a steady state subcritical flow. The solutions calculated with
both codes lie directly on top of the analytical solution.















































(b) 2D Solution along a horizontal cross-
section
Figure B.1: Steady state smooth subcritical flow
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B.1.2 Smooth Transcritical Flow
The initial and boundary conditions we used to obtain a transcritical
flow regime with a smooth solution are:
Initial Conditions:
Surface elevation: ζ = 0.66 m
Flux: Q1Dn = 0 m3/s Q2D · n = 0 m2/s
Boundary Conditions:
@x = 0: Q1Dn = 1.53 m3/s Q2D · n = 1.53 m2/s
@x = 25: ζ = 2 m
As we can see in Figure B.2, both the 1-D and the 2-D codes reproduce















































(b) 2D solution along a horizontal cross-
section
Figure B.2: Smooth transcritical flow
the steady state transcritical flow solution well. The 2-D solution seems to
be better than the 1-D solution, however, the differences in the values of the
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analytical solution and the 1-D numerical solution are on the order of 10−3
and are thus negligible.
B.1.3 Transcritical flow with a shock
The initial and boundary conditions we used to obtain a transcritical
flow regime with a shock are: Initial Conditions:
Surface elevation: ζ = 0.33 m
Flux: Q1Dn = 0 m3/s Q2D · n = 0 m2/s
Boundary Conditions:
@x = 0: Q1Dn = 0.18 m3/s Q2D · n = 0.18 m2/s
@x = 25: ζ = 0.33 m























































(b) 2D solution along a horizontal cross-
section
Figure B.3: Transcritical flow with a shock
We can see in Figure B.3 that the 1-D solution computes higher values
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than the analytical solution at the shock. The 2-D solution captures shocks
more accurately.
B.2 MacDonald’s short channel with smooth transition
and shock
In this case, we test the treatment of the friction term. Since the
bathymetry varies near the boundary of the domain, we get a better validation
of the boundary term as well. The flow is subcritical at inflow, smoothly
transitions to being supercritical, and becomes subcritical again through a
shock. The domain is described by:
Domain:
0 m < x < 100 m





For the 1-D code, we model this region as a 1-D channel with a rect-
angular cross-section and a uniform width of 1 m. We discretize the domain
with uniform h = 0.5 m. For the 2-D code, we have a coarser discretiza-
tion in the y-direction than in the x-direction. We discretize the mesh with
hy,max = 0.33 m and hx,max = 0.5 m. For each of the cases below, we show
the solution obtained from the 1-D code alongside the solution obtained from
the 2-D code. Since the solution is uniform in the vertical direction, we only
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plot the solution along the horizontal cross-section of the channel. The ana-
lytical solution plotted is the solution to the 1-D St. Venant equations. The
bathymetry and the analytical solution are obtained from [27].
The initial and the boundary conditions used for this simulation are: Initial
Conditions:
Water Height: H(x, y) = max(2.87928− z(x), 0) m
Flux: Q1Dn = 0 m3/s Q2D · n = 0 m2/s
Boundary Conditions:
@x = 0: Q1Dn = 2 m3/s Q2D · n = 2 m2/s
@x = 100: H = 2.87844 m





















































(b) 2D solution along a horizontal cross-
section
Figure B.4: Short channel with smooth transition and shock
This solution looks slightly under-resolved after the shock near the
downstream boundary, where a constant water height is prescribed. However,
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it is important to note that the hmax we used in this case was 4 times larger
than the ones used in Section B.1. The solution does improve as the mesh is
refined.
B.3 Lake at rest with an emerged bump
Here, we test not only how well our codes preserve steady state but also
how well a dry domain is maintained throughout the simulation. The domain
we use is the same as in Section B.1. The initial water height is taken to be
0.1 m, so that the bump emerges from the water. There is no friction and we
impose a no-flow boundary condition at x = 0 and at x = 25. We turn off
the slope limiter for the 1-D as well as the 2-D case and set the parameter
H0 = 1e
−08.











































(b) 2D solution along a horizontal cross-
section
Figure B.5: Still water at rest around an emerged bump
We obtained Figure B.5 after running the simulation for a thousand
seconds. As we can see, for the 1-D as well as the 2-D cases, the steady states
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are perfectly preserved and with the wetting and drying treatment, the dry
domain remains dry throughout the simulation.
B.4 Transitory solutions
Here, we test how well our codes capture the solution at any given
moment in time. Additionally, both of the cases we test have wetting and
drying fronts, hence giving us a validation of the wetting and drying treatment
that we have incorporated in the codes. This wetting and drying treatment is
described in [12].
B.4.1 Dam break on a dry bed
The first case we test is the simple problem of simulating a dam break
on a dry bed. For this purpose, we take the following domain:
Domain:
0 m < x < 25 m
0 m < y < 1 m
Bathymetry:
z(x, y) = 0
Manning’s n:
0 (no friction)
For the 1-D code, we model this region as a 1-D channel with a rect-
angular cross-section and a uniform width of 1 m. We discretize the domain
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with uniform h = 0.025 m. For the 2-D code, we have a coarser discretiza-
tion in the y-direction than in the x-direction. We discretize the 2-D mesh
hy,max = 0.33 m and hx,max = 0.025 m. The initial condition is a modified
Riemann problem given by:
Initial Conditions:
Surface elevation: ζ =
{
0.005 for 0 m ≤ x ≤ 5
0 for 5 m ≤ x ≤ 10
Flux: Q1Dn = 0 m3/s Q2D · n = 0 m2/s
Boundary Conditions:
@x = 0: Q1Dn = 0 m3/s Q2D · n = 0 m2/s
@x = 0: H = 0.005 m
















































(b) 2D solution along a horizontal cross-
section
Figure B.6: Ideal dam break
For the wetting and drying treatment, we set the parameter H0 to
1e−07. Figure B.6 shows the solution six seconds after the dam breaks. As we
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can see, the 1-D as well as the 2-D RKDG schemes slightly round the sharp
corner at x = 4 m. While the 1-D solution is accurate at the wetting front,
the wetting front in the 2-D solution is slightly behind the analytical one.
B.4.2 Parabolic Bowl
We use different tests for the 1-D and the 2-D codes in this section. The
bathymetry is a parabola for the 1-D case and a radially symmetric paraboloid
for the 2-D case. The solutions are periodic and have a moving wetting and
drying fronts. This property of the solutions allows us to test how well the
















where, h0 = 0.5 and L = 4.
Manning’s n:
0 (no friction)
We discretize this domain uniformly with h = 0.008 m. For the wetting and
drying treatment, we set the parameter H0 to 0.001. We use a no-flow bound-
ary condition on both ends of the domain and the following initial conditions:
Initial Conditions:














for x1 ≤ x ≤ x2
0 m otherwise





and a = 1 m.
The period of the solution is T = 2πa√
2∗g∗h0
. In Figure B.7, we have
shown the solutions computed at t = 1
2
T (B.7a), and at t = 3T (B.7b). As
can be seen, the code reproduces the half period solution very accurately.
At 3 periods, the RKDG solution is slightly behind the analytical solution.
However, the water mass is conserved.
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(a) Half a period
























Figure B.7: Periodic solution for water height in a parabolic bowl shaped 1-D
domain
In Figure B.8, we have plotted the velocity obtained from our 1-D
numerical scheme against the analytical solution at t = 1
2
T (B.8a) and at
t = 3T (B.8b). The analytical velocity is identically zero in the entire domain.
The error in the numerical solution for velocity is higher than the error in
the numerical solution for water height. The errors in the velocity are small
in the interior of the domain, and are higher at the wetting and the drying
fronts. However, comparing the error in the velocity at the wetting and the
drying fronts at half a period with the error in the velocity at the wetting
and the drying fronts at three periods, we can see that these errors do not
accumulate in a way that would eventually cause the scheme to be unstable.
The maximum of the magnitude of the error at half period as well as three
periods is near 0.06.
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(a) Half a period



















0 m < x < L m






















We discretize the domain with hx,max = hy,max = 0.008 m. For the
wetting and drying treatment, we set the parameter H0 to 0.001. We use a
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no-flow boundary condition on all four sides of the domain and the following
initial conditions:
Initial Conditions:
Water height: H(r) = h0
(√
1− A2





(1− A)2 − 1
))
− z(r)
Flux: Q2D · n = 0 m2/s
where A = a
2−r02
a2+r02
and r0 = 0.8 m.























(a) Two-thirds of a period























(b) One full period























(c) Three full periods
Figure B.9: Periodic solution along a horizontal cross-section of paraboloid
The period of the solution is T = 2πa√
8∗g∗h0
. In Figure B.9, we have
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shown the solutions along the cross-section x = 0 computed at t = 2
3
T (B.9a),
at t = T (B.9b) and at t = 3T (B.9c). Just like in the 1-D case, our code
reproduces the two-thirds period solution and the full period solution very
accurately. At 3 periods, the RKDG solution is slightly behind the analytical
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