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Cette étude traite du dépiégeage et de la dynamique des systèmes élastiques désordon-
nés. Ce cadre regroupe une large classe de systèmes allant des interfaces (telles que les
parois de domaines dans les systèmes magnétiques ou ferroélectriques) aux systèmes pério-
diques (comme les réseaux de vortex dans les supraconducteurs de type II, les colloïdes ou
encore les cristaux de Wigner). Dans ces systèmes, la compétition entre l'élasticité de la
structure qui veut imposer un ordre parfait et le désordre induit une grande richesse dans
le diagramme de phase.
L'étude est menée par simulations numériques à grande échelle, dans lesquelles nous
nous intéresserons spéciﬁquement aux réseaux 2D de vortex supraconducteurs. Deux types
de dépiégeage sont observés lorsque l'on met en mouvement ces réseaux à l'aide d'une force
extérieure : un dépiégeage plastique et un dépiégeage élastique. Nous portons notre atten-
tion sur la transition de dépiégeage élastique obtenue dans le cas d'un piégeage faible. A
travers une analyse en loi d'échelle à température nulle et à température ﬁnie nous mon-
trons le caractère continu de la transition. Divers exposants critiques sont déterminés dont
l'exposant β et δ caractérisant la dépendance en force et en température de la vitesse ou
bien l'exposant ν caractérisant la divergence de la longueur de corrélation du système.
Un modèle visco-élastique simple permettant de décrire la plasticité dans les systèmes
périodiques évoluant sur un potentiel de piégeage en présence de désordre fort est également
développé. Une grande variété de comportements dynamiques, similaires à ceux observés à
plus grande échelle dans des systèmes périodiques, peuvent être extraits d'un tel modèle.
Un dépiégeage élastique ou plastique est observé, de l'hystérésis est mesurée dans le cas du
dépiégeage élastique, et du chaos est détecté pour le dépiégeage plastique.
Mots clés :




In this work we study the depinning and the dynamics of disordered elastic systems
which deﬁnes a broad class of systems from interfaces (like magnetic or ferroelectric do-
mains walls) to periodic structures (like vortex lattices in type II superconductor, colloids
or Wigner crystals). In these systems, the competition between the elasticity of the struc-
ture that wants to impose a perfect order and disorder produces a rich phase diagram.
We use large-scale numerical simulations, in which we speciﬁcally focus on 2D super-
conductor vortex lattices. Two types of depinning are observed when the lattices are driven
by a uniform force : plastic and elastic depinning. We mainly focus on the elastic depinning
obtained when the pinning is weak. Using a scaling law analysis at both zero and nonzero
temperature we show that the depinning transition is continuous near the depinning thre-
shold. Various critical exponent are evaluated such as the β and δ exponents characterizing
the force and temperature dependances of the velocity or the ν exponent characterizing
the divergence of the correlation length of the system.
A simple viscoelastic model allowing to describe plasticity in periodic structures driven
over a strong disordered medium is also developed. A wide variety of dynamical behaviors,
similar to those observed on a larger scale in periodic systems, can be extracted from such
a model. An elastic or plastic depinning is observed, hysteresis is measured in the case of
elastic depinning, while chaos is detected for plastic depinning.
Keywords :
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 Le secret d'un bon discours, c'est d'avoir une bonne introduction et une bonne conclu-
sion. Ensuite, il faut s'arranger pour que ces deux parties ne soient pas très éloignées
l'une de l'autre. 
George Burns
La physique des systèmes élastiques désordonnés regroupe une grande variété de sys-
tèmes qui peuvent se classer en deux catégories, d'une part les interfaces comme les parois
de domaines dans les systèmes magnétiques ou ferroélectriques, le mouillage d'une ligne
de contact ou la propagation des fronts de fracture dans les matériaux, et d'autre part
les structures périodiques telles que les ondes de densité de charge dans les métaux, les
colloïdes, les réseaux de vortex dans les supraconducteurs de type II ou encore les cristaux
de Wigner.
Au sein de ces systèmes il existe une compétition entre l'élasticité de la structure, qui
tend à imposer un ordre parfait au système, et le désordre induit par le substrat sur lequel
évolue le système qui s'oppose à un tel équilibre et déforme la structure. Un enjeu majeur
dans l'étude de ces systèmes est la compréhension de leur réponse à une force extérieure
d'entraînement. Deux phases distinctes sont visibles de part et d'autre d'une valeur critique
de la force Fc : le système demeure piégé par les défauts du substrat jusqu'à Fc puis se met
en mouvement au dessus de Fc (on dit alors que le système se dépiège).
Nous étudions le dépiégeage et la dynamique des systèmes élastiques désordonnés en uti-
lisant des simulations numériques à grande échelle. Nous nous concentrons sur les structures
périodiques et principalement les réseaux de vortex dans les supraconducteurs de type II.
Deux grands types de dépiégeage génériques sont observés : le dépiégeage plastique lorsque
le désordre domine l'élasticité (piégeage fort) et le dépiégeage élastique lorsqu'à l'inverse
l'élasticité domine le désordre (piégeage faible). D'un point de vue théorique seul le dé-
piégeage de structures pour lesquelles le champ de déplacement N = 1 est correctement
compris dans le cas élastique. Il n'existe pas de théorie satisfaisante pour N = 2 décrivant
le dépiégeage élastique ou plastique (c'est le cas des réseaux de vortex et des colloïdes
notamment). L'approche par simulation numérique permet une étude détaillée de la dy-
namique hors équilibre de ces systèmes. Nos résultats concernent plus particulièrement la
dynamique élastique.
Dans le chapitre 1 de cette thèse nous présentons la théorie des systèmes élastiques en
milieu désordonné en eﬀectuant un tour rapide des diﬀérents systèmes qui peuvent être
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décrits par cette théorie. Les ingrédients communs à ces systèmes ainsi que les propriétés
statiques et dynamiques des interfaces sont présentés. Au sein du chapitre 2 nous exposons
un rappel des notions de supraconductivité qui seront utiles pour décrire la physique des
réseaux de vortex. Lors du chapitre 3 nous nous concentrons sur l'approche par simulation
numérique, en rappelant tout d'abord quelques généralités sur les simulations numériques,
puis nous présentons le modèle numérique employé et enﬁn nous décrivons le programme de
dynamique moléculaire utilisé. Le chapitre 4 est consacré à l'étude du dépiégeage élastique
des réseaux de vortex en 2 dimensions obtenu en piégeage faible. Après un bref rappel quant
au lien que l'on peut faire entre les transitions de phases et le dépiégeage de ces structures
nous présentons nos résultats obtenus à température nulle et à température ﬁnie. Une
transition de dépiégeage continue (du second ordre) est observée au seuil de dépiégeage et
nous caractérisons divers exposants critiques et lois d'échelle.
Et enﬁn dans le chapitre 5, nous développons un modèle visco-élastique simple à seule-
ment 4 degrés de libertés permettant de décrire les situations où le désordre est fort. Un
tel modèle permet de retrouver une grande variété de comportements dynamiques obser-
vés à plus grande échelle dans des systèmes périodiques. Deux grands types de dépiégeage
élastique ou plastique sont observés, de l'hystérésis est mesurée dans le cas du dépiégeage







Les systèmes élastiques désordonnés
en général ...
 L'ordre est le plaisir de la raison : mais le désordre est le délice de l'imagination. 
Paul Claudel (Le Soulier de satin)
1.1 Introduction
Les systèmes élastiques désordonnés sont des systèmes physiques relativement diﬀé-
rents en première approche, mais présentant en réalité des caractéristiques communes. Ces
propriétés sont intimement liées au fait que tous ces systèmes sont décrits par les mêmes
équations au niveau macroscopique. Les systèmes considérés peuvent se regrouper en deux
grandes catégories : les interfaces (ou variétés) et les systèmes périodiques.
En ce qui concerne les interfaces, en voici une liste non exhaustive : les parois de do-
maines dans les ferromagnétiques et les ferroélectriques, la ligne de contact d'un ﬂuide
sur un substrat désordonné, le front d'imbibition d'un liquide dans un milieu poreux, la
propagation de fronts de fracture. Pour ce qui est des systèmes périodiques nous pouvons
citer les ondes de densité de charge, les réseaux de vortex dans les supraconducteurs de
type II, les colloïdes, les bulles magnétiques, les cristaux de Wigner.
Dans tous ces systèmes il existe une structure interne élastique soumise aux eﬀets du
désordre existant dans le matériau. Cette structure "interne" est un objet unique dans le
cas des interfaces alors que pour les systèmes périodiques elle correspond aux structures
cohérentes se formant au sein des systèmes concernés. L'existence d'une énergie élastique
au sein du système tend à ordonner la structure, pour une variété on aura alors un "lissage"
de l'interface qui préfère être plate, alors que pour les systèmes périodiques nous aurons
un réseau périodique des diﬀérents objets caractérisant le système. Le désordre quant à lui
va s'opposer à cet équilibre en déformant la structure aﬁn de minimiser l'énergie globale
du système. Ce désordre peut être intrinsèque et provenir de défauts dans le matériau (im-
puretés, lacunes ...) ou bien extrinsèque en étant créé artiﬁciellement par l'expérimentateur.
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Une compétition entre l'élasticité du système et le désordre s'installe alors et conduit
à un problème d'une grande richesse de par son aspect vitreux : le paysage énergétique du
système n'est pas trivial et présente de nombreux états métastables. De plus, et pour com-
pliquer encore un peu le problème, une caractéristique propre à tous ces systèmes élastiques
désordonnés provient du fait qu'ils peuvent être mis en mouvement en leur appliquant une
force extérieure : la présence du désordre va donc modiﬁer leur mouvement naturel obtenu
en absence de ce dernier.
Nous sommes naturellement amenés à nous demander quelles sont les propriétés sta-
tiques et dynamiques de tels systèmes ? Pour ce qui est des propriétés d'équilibre nous
pouvons nous demander comment varient les déplacements d'une interface avec la dis-
tance, ou bien qu'en est-il de l'ordre translationnel concernant les structures périodiques ?
Et lorsque le système est hors-équilibre comment se met-il en mouvement, quelle est la
nature de la phase en mouvement, la température joue-t-elle un rôle important sur sa dy-
namique ? etc ...
Ces questions, en apparence anodines, sont essentielles d'un point de vue expérimen-
tal étant donné les applications industrielles possibles. Deux exemples pertinents sont la
création et le contrôle des parois de domaines de diﬀérentes aimantations dans les ferro-
magnétiques, omniprésents dans les espaces de stockage magnétique (disques durs princi-
palement), ou encore le contrôle des vortex dans les supraconducteurs de type II aﬁn de
les piéger et d'éviter ainsi toute dissipation d'énergie néfaste à l'état supraconducteur, avec
pour application évidente le transport de courant sans perte par eﬀet Joule.
1.2 Deux types de structures
Dans cette section nous allons présenter diﬀérents systèmes élastiques partageant les
caractéristiques communes citées dans l'introduction. Nous tenterons d'avoir une approche
principalement phénoménologique en insistant surtout sur les aspects microscopiques des
diﬀérents systèmes présentant des observations expérimentales similaires.
1.2.1 Interfaces
Nous commençons par présenter diverses réalisations expérimentales pouvant être dé-
crites par le modèle d'interfaces élastiques en milieu aléatoire. Nous nous intéresserons
principalement aux parois de domaines dans les ferromagnétiques et ferroélectriques, puis
la ligne de contact d'un ﬂuide sur un substrat désordonné et enﬁn nous verrons les fronts
de fracture dans les matériaux hétérogènes.
1.2.1.1 Parois de domaine ferromagnétique/ferroélectrique
Ferromagnétiques
Un matériau ferromagnétique est un matériau possédant une aimantation spontanée,
c'est-à-dire que son aimantation a une valeur ﬁnie même lorsque le champ magnétique
appliqué est nul. Les matériaux ferromagnétiques les plus courants sont le fer, le cobalt,
30
1.2. DEUX TYPES DE STRUCTURES
le nickel et certains alliages. Selon la température du matériau une transition de phase est
attendue théoriquement : en dessous d'une température "critique" appelée température de
Curie Tc, une phase ferromagnétique apparait où les moments magnétiques des atomes
sont alignés parallèlement entre eux et créent ainsi une aimantation macroscopique spon-
tanée. Pour des hautes températures avec T > Tc le matériau se trouve dans une phase
paramagnétique où l'énergie thermique apportée est plus forte que l'interaction d'échange
générant ainsi une orientation aléatoire des moments magnétiques et donc une aimantation
macroscopique nulle. Pour avoir une idée de l'ordre de grandeur de la température de Curie
on peut retenir que Tc = 1043 K i.e. environ 770C pour le fer.
Figure 1.1  Représentation schématique de deux domaines magnétiques de diﬀérentes
aimantations séparés par la paroi de domaine.
En réalité dans la phase ferromagnétique des régions d'aimantation homogène, appelées
domaines de Weiss existent, séparées par des interfaces que l'on nomme parois de Bloch.
Imaginons deux domaines magnétiques d'un matériau ultramince à anisotropie uniaxiale
(un seul axe de facile aimantation) ayant chacun une aimantation de même direction mais
de sens opposé comme sur la ﬁgure 1.1. En appliquant un champ magnétique à cet échan-
tillon nous aurons alors un retournement des moments magnétiques du domaine ayant une
aimantation de sens opposé au champ magnétique. Le retournement des moments magné-
tiques va commencer au niveau de l'interface entre les deux domaines (ou par les bords
de l'échantillon) aﬁn de minimiser la variation d'énergie. Lorsque la valeur du champ ma-
gnétique appliqué augmente, les moments magnétiques s'orientent progressivement dans la
direction du champ induisant ainsi un déplacement de la paroi de domaine. Ainsi en faisant
varier le champ magnétique appliqué nous arrivons à contrôler le déplacement de la paroi
des domaines magnétiques.
Comme on peut le voir sur l'exemple de paroi de domaine magnétique [1] de la ﬁgure
1.2, la paroi n'est pas plate mais présente une rugosité due à la présence de désordre
magnétique (par exemple des défauts intrinsèques qui proviennent d'irrégularités dans la
structure à l'échelle nanométrique du ﬁlm, entre autres les cristallites et leurs frontières
etc ... ou bien des défauts extrinsèques à une plus grande échelle (mésoscopique) tels que
des impuretés ...). Cette frontière entre deux domaines d'aimantations diﬀérentes est un
exemple expérimentalement accessible de la rugosité d'une interface élastique où la force
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Figure 1.2  Image (d'une taille de 90x72 µm2) montrant le déplacement magnétique obte-
nue par imagerie magnéto-optique Kerr dans un ﬁlm ultra-ﬁn bidimensionnel de Pt/Co/Pt
[1]. La partie noire représente le domaine original et la partie grise montre la surface balayée
par la paroi de domaine pendant 111 µs.
élastique provient de l'interaction d'échange et le champ magnétique permet de déplacer la
paroi dans le milieu désordonné. On se rend compte ici que la compréhension du phénomène
de piégeage de l'interface, et donc de sa rugosité, possède un intérêt industriel évident :
un lissage de la paroi qui sépare les diﬀérents domaines permettant de représenter les bits
informatique optimiserait l'eﬃcacité des supports magnétiques tels que les disques durs.
Ferroélectriques
Les matériaux ferroélectriques présentent des caractéristiques qui ne sont pas sans rap-
peler celles des ferromagnétiques, c'est pourquoi le vocabulaire utilisé pour les ferroélec-
triques leur a été en majeure partie emprunté. Nous proﬁterons de cette analogie pour
présenter brievement les ferroélectriques.
Un matériau ferroélectrique est un matériau possédant un moment dipolaire électrique
permanent. Tout comme pour les ferromagnétiques, il existe une transition de phase au
sein de tels matériaux : à basse température ils présentent une polarisation macroscopique
spontanée (somme vectorielle des moments dipolaires microscopiques) et le système se
trouve dans la phase dite ferroélectrique, alors que pour des températures supérieures à
une température dite de Curie ferroélectrique Tc, les moments dipolaires sont orientés de
façon aléatoire et la polarisation est nulle, le système est dans la phase paraélectrique. Un
champ électrique extérieur peut être appliqué pour orienter les moments dipolaires dans
le même sens. La ferroélectricité ne se rencontre que dans quelques structures cristallines
particulières telles que les pérovskites (par exemple BaTiO3 qui possède une température
de Curie ferroélectrique Tc ' 400 K). Lorsque le matériau est dans un état ferroélectrique
les moments dipolaires s'ordonnent spontanément dans des directions déterminées par la
structure cristalline et créent des domaines ferroélectriques présentant une polarisation
spontanée et dont l'orientation varie d'un domaine à l'autre.
Prenons par exemple une couche mince de PZT (Pb(Zr, T i)O3) orientée suivant l'axe
cristallographique c dont la croissance a été réalisée par épitaxie sur un substrat conduc-
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Figure 1.3  Image obtenue par microscopie à force piézoélectrique (PFM) de domaines
ferroélectriques de largeur (925± 15)nm réalisés par microscopie à force atomique (AFM)
[2].
teur. Ce matériau ferroélectrique est une pérovskite présentant une polarisation électrique
spontanée pour T < Tc. Des défauts présents dans la couche mince génèrent du désordre
dans l'échantillon et par là-même un potentiel désordonné pour le système. Dans cette
couche mince la polarisation est alignée dans la direction de l'axe c, et peut être renver-
sée en appliquant une diﬀérence de potentiel au travers d'une pointe AFM (Microscope
à Force Atomique) appliquée la surface de l'échantillon et en utilisant le substrat comme
électrode de masse : on polarise ainsi les diﬀérents domaines électriques du matériau fer-
roélectrique. La visualisation des domaines de polarisation à l'échelle nanométrique a été
eﬀectuée par microscopie à force piézoélectrique (PFM) qui est une technique de microsco-
pie utilisant l'eﬀet piézoélectrique inverse. On peut voir une image de plusieurs domaines
ferroélectriques séparés par des parois de domaines sur la ﬁgure 1.3. En observant en détail
l'interface séparant deux régions de polarisation diﬀérente on se rend compte qu'elle n'est
pas plate mais présente une certaine rugosité. Ces parois de domaines ferroélectriques sont
donc un autre exemple expérimental d'interfaces élastiques en milieu désordonné (voir par
exemple les références [2, 3, 4]).
Les ferroélectriques présentent un large champ d'applications depuis les condensateurs
grâce à leur forte constante diélectrique, au stockage de l'information dans les FRAM (Fer-
roelectric Random Access Memory) qui présentent un faible temps d'accès et une faible
consommation électrique. En eﬀet il est plus facile d'écrire des données grâce à un champ
électrique plutôt qu'un champ magnétique de par la moindre énergie nécessaire à l'appli-
cation du champ. De plus le champ électrique est plus localisé et permet de miniaturiser
les composants électroniques en insérant plus d'éléments de mémoire en leur sein.
A titre de remarque nous précisons qu'une thématique de recherche est en plein essor sur
ce sujet en utilisant à la fois les caractéristiques du ferromagnétisme et de la ferroélectricité
dans des composés dit multiferroïques pour lesquels quatre états distincts (deux états
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d'aimantation et deux états de polarisation) existent pour les éléments de mémoire au lieu
des deux habituels. On pourrait ainsi imaginer des mémoires magnétiques contrôlables par
application d'un champ électrique. Pour plus d'informations sur ce sujet nous conseillons
au lecteur de se référer aux articles de revues et aux références associées [5, 6].
1.2.1.2 Ligne de contact d'un ﬂuide sur un substrat désordonné
Un autre exemple pertinent d'interface pouvant être modélisé par un système élastique
désordonné est le cas de la ligne de contact d'un ﬂuide sur un substrat désordonné. Lorsque
l'on dépose un liquide sur une surface solide, il peut "s'accrocher" de diﬀérentes façons sur
cette dernière : soit il va s'étaler complètement sur la surface et on dit que le liquide est
mouillant, soit il va former des gouttes plus ou moins sphériques caractérisées par un angle
de contact θ avec la surface et on parle de situation de mouillage partiel. Ainsi le mouillage
est total si l'angle de contact est nul θ = 0, le mouillage est partiel si θ < 90et enﬁn le
liquide est non mouillant si θ > 90(c'est le cas typique du mercure qui présente un angle
de contact sur le verre de 140par exemple, ou encore des gouttes d'eau sur les plumes
de canard qui possèdent une substance grasse hydrophobe à leur surface). La condition
d'équilibre pour l'angle de contact dépend du liquide, du solide (la surface qui sert de sup-
port) et de l'air environnant : on pose γ, γsg et γsl, déﬁnissant respectivement les tensions
superﬁcielles des interfaces liquide/gaz, solide/gaz et solide/liquide. On peut utiliser la
relation de Young-Dupré pour relier l'angle de contact d'équilibre θeq aux tensions super-
ﬁcielles : γ cos(θeq) = γsg − γsl. Cependant cette description n'est valable que pour le cas
d'une surface lisse et homogène. En réalité une surface ordinaire présente des imperfections
(rugosités ou inhomogénéités chimiques) générant ainsi du désordre pour l'interface.
Figure 1.4  Image obtenue par une caméra CCD de la ligne de contact de l'eau sur un
substrat désordonné réalisé à partir de défauts de chrome (de taille 10x10 µm) déposés sur
une plaque de verre, et apparaissant en clair sur la partie sèche [7].
Une réalisation expérimentale du déplacement d'une telle interface sur un substrat
désordonné peut être trouvée dans les références [7, 8]. L'image 1.4 présente l'expérience
de la référence [7]. Le substrat utilisé est une plaque de verre recouverte de motifs de
chrome déposés aléatoirement par un procédé de photolitographie. Les liquides utilisés
sont de l'eau et une solution aqueuse de glycérol à 70% en masse, possédant tous les deux
une tension superﬁcielle similaire de γ = 70.10−3N.m−1. La plaque de verre a ensuite été
plongée partiellement dans le liquide.
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1.2.1.3 Front de fracture dans les matériaux hétérogènes
Un dernier exemple d'interface élastique dans un milieu aléatoire est donné par la
propagation de fronts de fracture dans les matériaux hétérogènes. C'est un cas que l'on
rencontre quotidiennement et ce à toutes les échelles. La propagation d'une fracture dans un
matériau élastique idéal et homogène est décrit par la théorique "classique" de la mécanique
de la rupture : dans cette situation le front de fracture reste rectiligne au cours de sa
propagation et avance continument. Cependant cette description n'est pas toujours réaliste
car tous les matériaux présentent des inhomogénéités (défauts ponctuels, microstructure
non homogène etc ...). Au niveau de la zone d'endommagement du matériau on observe un
front de fracture qui possède une rugosité et qui n'avance plus de façon continue mais par
avalanches.
Figure 1.5  Image enregistrée par une caméra rapide présentant la propagation d'un
front de fracture interfacial entre deux blocs de plexiglas transparents. Le matériau intact
apparaît en noir alors que la zone grise correspond à la partie ﬁssurée, la ligne jaune
représente l'interface séparant les deux régions [9].
Par exemple dans [9], un sablage de deux blocs de plexiglas transparents collés à chaud
sous pression a été réalisé. Le sablage permet de générer un désordre dans le système par
l'introduction de défauts aléatoires. En sollicitant le matériau aﬁn de créer une zone d'en-
dommagement et grâce à une caméra CMOS (capteur photographique dont l'accronyme
signiﬁe "Complementary Metal Oxide Semiconductor") il a été possible de visualiser la
propagation de la fracture générée. On voit bien sur la ﬁgure 1.5 que l'interface séparant la
région fracturée de celle intacte présente de la rugosité et n'est pas plate. Pour plus d'infor-
mations sur ces systèmes nous renvoyons le lecteur aux références [9, 10] et aux références
associées.
Les applications de ces études sont multiples, on peut citer le blocage de micro-ﬁssures
dans des matériaux en plaçant des points forts à des endroits spéciﬁques en son sein, ou
bien à une échelle plus grande une meilleure compréhension des déclenchements des trem-
blements de terre (voir par exemple [11, 12]).
1.2.2 Structures périodiques
Nous allons dorénavant nous concentrer sur le cas des structures périodiques élastiques
plongées dans des milieux désordonnés. En eﬀet ces systèmes qui possèdent une structure
interne élastique sont, tout comme les interfaces, plongés dans un désordre provenant de
divers défauts apparaissant dans les composés, que ce soit naturellement lors de leur élabo-
ration ou bien de par la volonté des expérimentateurs (pour certains systèmes cela présente
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alors un intérêt technologique). Nous allons présenter brièvement le cas des ondes de densité
de charge, les cristaux de Wigner et celui des réseaux de vortex dans les supraconducteurs
de type II (comme notre étude portera sur ces derniers par la suite, nous n'entrerons pas
dans les détails techniques pour le moment).
1.2.2.1 Ondes de densité de charge
Une onde de densité de charge (ODC) est un état possible d'un métal de faible dimen-
sionnalité dans lequel la densité d'électrons de conduction et les positions atomiques sont
modulées spatialement. La réalisation d'une onde de densité de charge se fait principale-
ment dans les matériaux possédant une structure cristalline et électronique très anisotrope :
le "bronze bleu" K0.3MoO3 ou encore NbSe3. Pour comprendre une onde de densité de
charge on modélise un métal quasi-unidimensionnel par une chaîne d'atomes équidistants.
Les états possibles pour les électrons de conduction forment une structure de bandes dans
laquelle seuls les états jusqu'au niveau de Fermi F (et de vecteur d'onde kF ) sont occupés
(voir ﬁgure 1.6a).
Figure 1.6  Représentation schématique de l'énergie E(k) en fonction de la norme du
vecteur d'onde pour un métal unidimensionnel dans l'état métallique (ﬁgure a) et dans
l'état onde de densité de charge (ﬁgure b) avec l'ouverture du gap en énergie. A titre
d'indication visuelle nous avons représenté la chaîne d'atomes et la densité électronique
équivalente.
Cependant dans les métaux quasi-1D à basses températures, lorsque l'on prend en
compte l'interaction électron-phonon, le coût en énergie élastique pour eﬀectuer une mo-
dulation des positions atomiques est plus faible que le gain d'énergie des électrons de
conduction : Peierls a montré qu'une modulation de la position des atomes dans le réseau
sous la forme u(x) = u0 cos(2kFx+ φ) avec le vecteur d'onde de valeur 2kF (et donc de
longueur d'onde λ =
pi
kF
) et u0 l'amplitude de déplacement des atomes, produit l'ouverture
d'un gap d'énergie à k = ±kF résultant en une diminution d'énergie des états occupés en
dessous de F et donc en une réduction de l'énergie électronique totale (voir ﬁgure 1.6b).
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On comprend alors que la distorsion du réseau d'atomes devient énergétiquement favo-
rable puisque l'énergie gagnée par le fait d'ouvrir d'un gap est plus importante que le coût
énergétique pour réarranger les atomes. Il en résulte donc une modulation de la densité de
charge électronique que l'on appelle onde de densité de charge. A hautes températures, le
gain d'énergie électronique est réduit par l'excitation thermique des électrons à travers le
gap, ainsi l'état métallique devient stable. Cette transition de phase entre l'état ODC et
l'état métallique est connue sous le nom de transition de Peierls. On peut décrire l'état
onde de densité de charge par un paramètre d'ordre complexe ψ(x) = ∆(x) exp(iφ(x)) avec
∆(x) précisant la taille du gap en énergie et la phase φ(x) détermine la position de l'ODC
par rapport au réseau sous-jacent.
Figure 1.7  Représentation schématique du mouvement d'une onde de densité de charge
suite à l'application d'un champ électrique. Diﬀérents instantanés de la densité électronique
et de la position des atomes sont représentés : on observe un "glissement" de l'ODC avec
le réseau résultant en un transport collectif de charge.
Lorsqu'un champ électrique est appliqué à l'échantillon, l'onde de densité de charge
va se mettre en mouvement (voir ﬁgure 1.7) en glissant sur le réseau d'atomes et créer un
transport collectif de charges. Cependant les impuretés et les défauts du réseau génèrent du
désordre qui va piéger l'onde de densité de charge jusqu'à une valeur "critique" du champ
électrique Ec appliqué. Pour E > Ec, l'onde de densité de charge se dépiège pour se mettre
en mouvement.
Les ODC sont d'un intérêt technologique avec diﬀérentes applications possibles dans
l'industrie électronique telles que par exemple les condensateurs, ou encore les nouveaux
processeurs basés sur les ODC à la place des courants électriques pour encoder les données
permettant de ce fait de réduire la consommation électrique et d'augmenter la vitesse de
la prochaine génération d'ordinateurs [13]. Les ODC sont également d'un grand intérêt
théorique puisqu'elles permettent d'avoir un modèle relativement simple pour étudier les
structures périodiques en présence de désordre. Pour plus d'informations à ce sujet nous
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conseillons au lecteur de se référer à des articles tels que [14] ou bien encore [15] et les
références associées.
1.2.2.2 Cristaux de Wigner
L'idée aﬀérente aux cristaux est un arrangement d'atomes sur un réseau existant pour
des températures suﬃsamment basses, et qui se transforme en liquide lorsqu'on augmente
sa température. Il est légitime de se demander si un tel système peut exister pour un
arrangement d'électrons au lieu d'atomes. C'est en 1934 que E. Wigner a prédit théori-
quement l'existence d'une cristallisation possible d'électrons à suﬃsamment basse densité
[16], appelée cristal de Wigner. Il a cependant fallu attendre les années 1970 pour obser-
ver expérimentalement une telle conﬁguration d'électrons à la surface de gouttes d'Hélium
refroidies à très basses températures [17].
Considérons un système d'électrons à basse densité et posons r la distance moyenne
entre ces derniers. L'énergie potentielle provenant de l'interaction Coulombienne décroît
typiquement comme e2/r avec e la charge de l'électron, alors que l'énergie cinétique est
de l'ordre de ~2/(2mr2). Ainsi pour des faibles densités d'électrons, et donc de grandes
distances r entre eux, l'énergie potentielle est faible mais l'énergie cinétique est encore plus
faible. Pour trouver l'état fondamental d'un tel système il faut alors minimiser l'énergie
potentielle et un réseau cristallin d'électrons est naturellement attendu. On peut le com-
prendre également en se rappelant qu'à basses températures si la densité d'électrons n'est
pas suﬃsamment faible, comme c'est le cas pour les électrons libres dans les métaux par
exemple, alors leurs fonctions d'ondes se recouvrent de façon signiﬁcative. En revanche pour
des faibles densités d'électrons on peut négliger le recouvrement des fonctions d'ondes et
les électrons peuvent être vus comme des objets classiques qui s'organisent pour former un
cristal.
Figure 1.8  Résultat numérique obtenu pour un système de 19 électrons dans une couche
2D à basse température et conﬁnés dans un potentiel à symétrie sphérique [18] : on observe
un cristal de Wigner possédant 6 voisins.
Nous présentons en ﬁgure 1.8 un exemple d'image obtenue lors de simulations numé-
riques sur les cristaux de Wigner [18]. Ce cristal est très compliqué à observer expérimen-
talement, il n'est stable qu'à de très faibles densités, si la densité augmente alors l'énergie
cinétique également et le cristal peut alors fondre. De plus la présence de désordre via des
impuretés chargées emmène les électrons en des positions diﬀérentes des sites du réseau
aﬁn de minimiser leur énergie et risque de détruire le réseau. Les observations expérimen-
tales ont été faites sur des systèmes d'électrons à la surface d'Hélium liquide refroidie à
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basses températures ne présentant pas de désordre, ou encore dans des hétérojonctions
GaAs/GaAlAs sous fort champ magnétique où un gaz d'électrons bi-dimensionnel appa-
raît à la surface du semiconducteur. Une réalisation à l'échelle macroscopique d'un cristal
de Wigner a été proposée [19, 20] où des billes millimétriques chargées électriquement sont
dans un potentiel de piégeage contrôlé. De nombreuses études ont également été réalisées
numériquement pour les cristaux de Wigner et nous renvoyons le lecteur intéressé sur des
articles traitant de la thématique, tels que [21, 22].
Les études portées sur de tels systèmes d'électrons présentent un intérêt industriel en
ce qui concerne la miniaturisation d'appareils électroniques : les électrons qui transportent
le courant électrique pourraient ainsi être piégés en un réseau rigide de façon contrôlable
et le système deviendrait un isolant, cela permettrait de créer des commutateurs ou des
transistors de petite taille.
1.2.2.3 Réseaux de vortex dans les supraconducteurs de type II
Un supraconducteur est un matériau présentant des propriétés inattendues lorsqu'il est
refroidi en dessous d'une température dite critique Tc. Les deux eﬀets les plus ﬂagrants sont
la conduction d'électricité en leur sein avec une résistance nulle n'oﬀrant ainsi pas de perte
énergétique par eﬀet Joule, et l'expulsion des champs magnétiques appliqués à l'échan-
tillon permettant par exemple la lévitation magnétique. Les supraconducteurs peuvent
être classés en deux catégories : les supraconducteurs "conventionnels" de type I regrou-
pant principalement les corps purs et présentant une Tc très faible (de l'ordre de 4, 2K pour
le mercure Hg par exemple) ou bien les supraconducteurs de type II tels que les céramiques
à base d'oxydes de cuivre, dites cuprates, avec des Tc bien plus élevées (Tc = 92K pour
Y BaCuO). Outre la température, il existe d'autres facteurs critiques permettant l'exis-
tence de la supraconductivité : le courant critique Ic passant dans l'échantillon et le champ
magnétique critique Hc appliqué au matériau.
L'explication théorique de la supraconductivité pour les supraconducteurs classiques
est bien comprise par la théorie BCS proposée en 1957 et pour laquelle ses auteurs John
Bardeen, Leon Neil Cooper et John Robert Schrieﬀer obtinrent le prix Nobel de physique
en 1972. Sans rentrer dans des explications techniques, il faut comprendre que les élec-
trons du matériau se regroupent pour former des paires de Cooper et dont l'attraction est
due à l'interaction électron-phonon. Pour ce qui est des supraconducteurs plus "exotiques"
tels que les cuprates à hautes températures critiques l'origine de l'attraction des électrons
n'est pas encore connue mais des indices indiquent une interaction magnétique entre les
électrons (une interaction électron-magnon jouerait alors le même rôle que l'interaction
électron-phonon dans les supraconducteurs conventionnels [23]).
La particularité des supraconducteurs de type II est qu'ils présentent une zone supplé-
mentaire par rapport aux type I dans leur diagramme de phase appelée état mixte comme
représenté sur la ﬁgure 2.3 (ou encore phase de Shubnikov), dans laquelle le champ magné-
tique extérieur réussit à pénétrer dans le matériau sous forme de tubes de ﬂux magnétique
que l'on appelle vortex (rappelons que sous certaines conditions les supraconducteurs de
type I sont soit en phase Meissner avec exclusion totale du champ magnétique dans le
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Figure 1.9  Image de gauche : image du réseau de vortex dans un cristal de MgB2
d'environ T ≈ 6K sous un champ magnétique de 200 Oe obtenue par décoration Bitter. Le
réseau est triangulaire comme le montre l'image de l'espace réel (ﬁgure principale) et de
l'espace réciproque en insert, obtenue par FFT (transformée de Fourier rapide) [24]. Image
de droite : image magnéto-optique du réseau de vortex dans un cristal de NbSe2 refroidi à
4.3K sous champ magnétique de 3 Oe [25]
matériau, soit en phase normale se comportant comme un métal classique). Si le matériau
est parfait on s'attend théoriquement à un agencement des vortex sous la forme d'un réseau
d'Abrikosov provenant de l'interaction électromagnétique entre les vortex [26], cependant
la présence de défauts dans les matériaux ou encore le bombardement aux ions lourds gé-
nèrent un désordre qui piège les vortex et déforme la structure périodique aﬁn de minimiser
l'énergie du système.
La ﬁgure 1.9 montre la structure triangulaire du réseau de vortex dans MgB2 [24] et
NbSe2 [25] refroidis sous Tc et soumis à un champ magnétique extérieur. Les applications
des supraconducteurs sont nombreuses et d'un fort impact technologique, on peut citer
entre autres l'imagerie par résonance magnétique IRM où le champ magnétique puissant
est produit par une bobine supraconductrice, la détection de faibles champs magnétiques
par l'utilisation de SQUID [27] (Superconducting Quantum Interference Device), les trains
à lévitation magnétique avec une vitesse record de 581km/h pour le MagLev au Japon, les
accélérateurs de particules ou encore les lignes de transmission sans perte énergétique.
1.3 Ingrédients d'un système élastique désordonné
Pour modéliser des systèmes élastiques désordonnés quelques éléments de base sont
nécessaires : nous aborderons dans un premier temps les diﬀérents espaces existants, puis
nous présenterons comment on peut modéliser l'élasticité et le désordre au sein de ces
systèmes.
40
1.3. INGRÉDIENTS D'UN SYSTÈME ÉLASTIQUE DÉSORDONNÉ
1.3.1 Dimensionnalité
Les variétés ou les structures périodiques sont considérées comme des systèmes élas-
tiques dont l'espace interne est de dimension d, plongés dans un espace total plus grand de
dimension D, et qui peuvent se déplacer le long de directions transverses dans un espace
de dimension N . Notons #”r ∈ Rd les coordonnées internes du système, qui décrivent la po-
sition d'une particule dans le système périodique ou encore la position le long de la variété,
et #”x ∈ RN les coordonnées transverses que peut parcourir le système. Aﬁn de décrire ses
déplacements par rapport à la position d'équilibre nous devons déﬁnir un champ de dépla-
cement #”u ( #”r ) ∈ RN comme une fonction des coordonnées internes et que nous considérons
comme univaluée, i.e. il n'y a pas de surplomb.
type de système exemples d N D
variétés
interface en 2D 1 1 2
polymère dirigé / vortex unique 1 2 3
interface en 3D 2 1 3
structures périodiques
réseau de Wigner/vortex 2D 2 2 2
réseau de vortex 3D 3 2 3
Table 1.1  Diﬀérents systèmes élastiques et leurs dimensions associées, pour plus d'ex-
plications voir le texte associé.
Une variété de dimension d étant plongé dans un espace de dimension D, son dépla-
cement se fait donc dans l'espace orthogonal à l'objet avec N = D − d. Les systèmes
périodiques s'étendent dans tout l'espace et on a d = D. Nous présentons dans le tableau
1.1 et sur la ﬁgure 1.10 un exemple de diﬀérents systèmes et leurs dimensions associées.
1.3.2 Elasticité
L'élasticité des systèmes que l'on considère impose une conﬁguration parfaitement or-
donnée en absence de désordre aﬁn de minimiser le coût en énergie dépensé par les possibles
distorsions de la structure élastique. Cela se traduit pour les interfaces par l'absence de
rugosité et donc une interface qui est parfaitement plate, alors que pour les systèmes pé-
riodiques on aura un réseau parfaitement périodique comme le montre la représentation
schématique présentée sur la ﬁgure 1.11.
Soit l'hamiltonien Hel(u) décrivant l'énergie d'une conﬁguration du système élastique
qui va dépendre des déformations du champ de déplacement, et donc du gradient du champ
de déplacement u. En utilisant l'approximation de la limite élastique ∇u 1 pour laquelle
les distorsions du champ de déplacement sont considérées comme petites (on ne considère
pas possible l'apparition de dislocations), nous pouvons alors linéariser l'énergie qui va se






avec c la constante élastique prise ici isotrope. Nous pouvons également déﬁnir l'hamiltonien
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Figure 1.10  Représentation graphique des exemples de systèmes donnés dans le tableau
1.1. De gauche à droite, et de haut en bas : interface d = 1 en rouge dans un espace total
D = 2  vortex unique de dimension d = 1 dans D = 3  réseau triangulaire de particules
avec d = 2 dans l'espace D = 2  interface d = 2 dans D = 3  réseau triangulaire de
vortex choisis droits avec d = 3 plongés dans D = 3.
Figure 1.11  Représentation schématique de l'action de l'élasticité pour une interface
(trait continu sur l'image de gauche) et pour un système périodique (réseau triangulaire
sur l'image de droite).
dans l'espace réciproque en posant u(q) =
∫









où c(q) = cq2 est l'énergie élastique par mode de Fourier u(q).
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1.3.3 Désordre
Les systèmes réels présentent des défauts et des inhomogénéités intrinsèques (ou ex-
trinsèques, c'est-à-dire créés artiﬁciellement) qui génèrent un désordre pour le système via
l'introduction d'un potentiel extérieur aléatoire. Nous ne traiterons que du cas du désordre
gelé (que l'on appelle quenched disorder dans la littérature) où les défauts présentent une
évolution temporelle beaucoup plus lente que celle du système élastique, et nous ne par-
lerons pas du désordre recuit (annealed disorder) où les défauts peuvent évoluer en des
temps caractéristiques du même ordre de grandeur que le système élastique plongé dans
le désordre. Si l'on note V (r, u(r)) le potentiel aléatoire représentant les impuretés dans
l'espace total D alors l'hamiltonien Hdes(u) représentant l'énergie de piégeage s'écrit,
Hdes(u) =
∫
ddrV (r, u(r)) (1.3)
Par souci de simplicité nous parlerons seulement de désordre généré par des impuretés
ponctuelles, et nous supposerons que le potentiel possède une distribution Gaussienne avec
une moyenne nulle et une variance,
V (r, u)V (r′, u′) = δd(r − r′)R(u− u′) (1.4)
où la barre représente la moyenne sur les conﬁgurations de désordre pour le corrélateur du
potentiel V (r, u).
Le désordre sera de courte portée dans la direction interne r à cause de la corrélation
à courte portée des interactions entre les impuretés, alors que la corrélation du désordre
dans la direction du déplacement, donnée par u, sera obtenue par la fonction R(u) et nous
noterons rf la longueur de corrélation du potentiel aléatoire. Il existe plusieurs classes d'uni-
versalités en fonction du type de désordre et donc du comportement de R(u) : pour un
désordre du type random bond R(u) sera à courte portée et dans ce cas l'interface se couple
localement aux impuretés tandis que pour un désordre de type random ﬁeld R(u) sera à
longue portée et l'interface est aﬀectée par tous les défauts rencontrés lors de son mouve-
ment. Pour les systèmes périodiques tels que les réseaux de vortex R(u) est une fonction
périodique. Pour plus de détails voir par exemple la référence [28] et les références associées.
Les propriétés des systèmes élastiques désordonnés sont donc déterminées par l'hamil-
tonien total déﬁni comme étant la somme des énergies élastiques et de piégeage,





(∇u(r))2 + V (r, u(r))
]
(1.5)
Bien que ne présentant pas en apparence de diﬃculté, cet hamiltonien est d'une incroyable
richesse et complexité de par la présence du potentiel aléatoire qui varie de point en point
dans le système.
43
1.4. PROPRIÉTÉS STATIQUES ET DYNAMIQUES DES INTERFACES
1.4 Propriétés statiques et dynamiques des interfaces
Nous avons présenté dans la section précédente les diﬀérents ingrédients apparaissant
dans la description des systèmes élastiques désordonnés. Ces derniers sont le siège d'une
compétition entre l'ordre et le désordre provenant respectivement du terme Hel, qui tend
à annuler le champ de déplacement, et du terme Hdes(u) qui tend à distordre la structure
aﬁn de la faire passer par un maximum de défauts.
Dans cette partie nous allons traiter le cas d'interfaces d'épaisseur négligeable (par
abus de langage nous parlerons également de variétés) et leurs propriétés statiques et
dynamiques lorsqu'ils sont soumis à un potentiel désordonné de faible intensité (ne créant
pas de dislocation). Le cas des structures périodiques sera traité dans le chapitre 2 en
prenant l'exemple des réseaux de vortex comme ligne directrice. Nous nous contenterons
d'introduire des notions générales qui seront utiles pour le reste de l'étude. La ﬁgure 1.12
rappelle schématiquement la problématique étudiée.
Figure 1.12  Représentation schématique d'une interface (en ligne rouge continue) dans
un milieu désordonné (impuretés en bleu) soumise à une force d'entraînement. Nous avons
représenté le cas de l'interface en l'absence de désordre à T = 0 (en traits pointillés rouges)
aﬁn de mieux visualiser la distorsion de l'interface soumise au potentiel aléatoire.
1.4.1 Point de vue statique
1.4.1.1 Les systèmes élastiques désordonnés : des systèmes vitreux
Lorsque l'interface évolue librement, le compromis entre l'énergie élastique et le désordre
mène à un état fondamental similaire à celui d'un système vitreux caractérisé par un pay-
sage énergétique développant de nombreux états métastables.
Nous avons représenté sur la ﬁgure 1.13 le paysage énergétique d'un système ferroma-
gnétique "classique" et celui d'un système présentant de nombreux états métastables tel
qu'on peut le trouver dans les systèmes élastiques désordonnés. Les diﬀérents états méta-
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stables sont séparés de l'état fondamental par des barrières élevées en énergie. Passer d'un
état à un autre, i.e. d'une organisation structurale de la variété à une autre, présente un
coût énergétique.
Figure 1.13  Représentation du paysage énergétique pour un système "classique" tel
qu'un ferromagnétique (à gauche), et pour un système vitreux (nombreux états méta-
stables) (à droite).
1.4.1.2 Fonction de corrélation des déplacements et rugosité
Les principaux outils analytiques utilisés pour l'étude de ces systèmes sont le Groupe
de Renormalisation Fonctionnel FRG ou encore la Méthode Variationnelle Gaussienne, qui
se servent tous les deux de répliques. Pour comprendre le comportement à grande distance
d'un système désordonné et pouvoir le comparer au comportement du système pur on
utilise la réduction dimensionnelle : cette propriété permet de faire le lien entre le système
en champ aléatoire en dimension d et le système pur (sans désordre) en dimension d − 2.
Cette propriété a été établié dans le formalisme supersymétrique développé par Parisi et
Sourlas dans le cas de systèmes de spins [29].
La réduction dimensionnelle est en réalité inexacte en "basse dimension". En eﬀet
lorsque l'on s'intéresse aux variétés plongées dans un potentiel aléatoire à température
nulle T = 0, et que l'on veut caractériser la distorsion du système, on mesure pour ce faire
la croissance des déplacements : c'est une quantité facilement accessible d'un point de vue
expérimental et qui introduit un exposant de rugosité ζ caractérisant la loi d'échelle de la
fonction de corrélation des déplacements,
B(r) = < [u(r)− u(0)]2 > ∼ r2ζ (1.6)
où la barre O indique une moyenne sur le désordre et les bra-kets < O > une moyenne
thermique.
La réduction dimensionnelle prédit ζnaive =
4− d
2
, ce qui est faux pour les dimensions
d < 4 : en dessous de cette dimension critique d = 4, les perturbations liées au désordre
deviennent pertinentes. Ainsi pour d > 4 le système n'est pas contrôlé par le désordre
mais plutôt par l'énergie élastique, les arguments de type champ moyen peuvent s'appli-
quer et la réduction dimensionnelle est valable. Pour être plus précis il existe également
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une longueur en dessous de laquelle la réduction dimensionnelle est valide, et pour laquelle
les déplacements deviennent de l'ordre de grandeur de la longueur caractéristique du sys-
tème c'est-à-dire la longueur de corrélation du potentiel aléatoire. Elle porte le nom de
longueur de Larkin Lc dans le contexte des réseaux de vortex, de Fukuyama-Lee lorsque
l'on parle des ondes de densité de charge ou encore longueur de Imry-Ma pour les systèmes
en champ aléatoire. Au delà de Lc le système va ressentir le désordre, faisant apparaître
de la métastabilité et le comportement de l'interface à grande distance sera alors modiﬁé.
Nous déterminerons la longueur Lc par des arguments d'échelle dans le cadre du modèle
de Larkin des réseaux de vortex (voir chapitre 2).
Pour résumer la variété est donc plate pour d > 4 (puisque ζ < 0) et présente une
rugosité pour d ≤ 4 (où l'on a ζ ≥ 0). Cette analyse perturbative ne s'applique plus pour
des échelles de longueur telles que r > Lc et ce à cause du paysage énergétique présentant
plusieurs minima locaux empêchant la théorie de perturbation de décrire correctement les
déplacements à grandes distances.
L'utilisation du Groupe de Renormalisation Fonctionnel (FRG) permet alors de te-
nir compte de la distribution du désordre dans sa totalité et des eﬀets du désordre à
grande échelle. L'étude du ﬂot de renormalisation de façon fonctionnelle autour du point
ﬁxe de température nulle, avec un développement autour de d = 4 contrôlé par l'écart
 = 4− d à la dimension critique supérieure montre qu'il existe une non analycité de la
distribution R(u) (plus précisément le corrélateur renormalisé de la force ∆(u) = −R′′(u)
possède une singularité en coin dite cusp à u = 0) au delà de la longueur de Larkin
Lc, expliquant ainsi pourquoi l'analyse perturbative réalisée par la réduction dimension-
nelle est fausse. Cette non analycité explique le caractère vitreux de tels systèmes. Des
études diagrammatiques à 2 boucles ont été réalisées et une valeur de l'exposant de rugo-
sité ζ = 0.20829804+ 0.00685822 (pour le cas du désordre type random bond) et ζ =

3
(pour le désordre random ﬁeld) à l'ordre O(2) a été trouvée.
Pour plus de détails nous incitons le lecteur à se référer par exemple aux articles [28,
30, 31, 32, 33, 34] et aux références à l'intérieur.
1.4.1.3 Détermination expérimentale de la rugosité
Nous avons vu que certaines méthodes permettent de déterminer d'un point de vue
analytique la valeur de l'exposant de rugosité dans le cas d'interfaces. Nous présentons
maintenant quelques résultats expérimentaux et numériques pour diverses interfaces. Nous
traiterons dans un premier temps de l'exemple de la paroi de domaine ferromagnétique et
d'une paroi de domaine ferroélectrique comme dans le paragraphe 1.2.1.1, et enﬁn d'une
interface dans un modèle numérique d'Ising avec un désordre du type random bond.
La mesure de l'exposant de rugosité est eﬀectuée à partir de la fonction de corrélation
des déplacements relatifs, qui dans le cas d'une interface comme présentée schématiquement
en 1.12 devient,
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B(L) = 〈[u(r + L)− u(r)]2〉 (1.7)
où u(r) est le champ de déplacement décrivant la déformation de l'interface par rapport à
la conﬁguration "plate" sans désordre. Il s'agit donc de prendre deux points séparés par
une distance L et d'observer comment le déplacement u de l'interface va croître en fonction
de cette distance L.
Parois de domaines ferromagnétiques
Dans la partie 1.2.1.1 nous traitions le cas d'une paroi de domaine dans un matériau
ferromagnétique et nous avions présenté une image obtenue par imagerie magnéto-otpique
Kerr dans un ﬁlm ultra-mince bidimensionnel de Pt/Co/Pt (voir la ﬁgure 1.2). Dans ce sys-
tème les dimensions internes et transverses sont respectivement d = 1 et N = 1 impliquant
une dimension totale de D = 2. Nous représentons sur la ﬁgure 1.14 l'évolution typique de
la fonction de corrélation des déplacements B(L) en fonction de L, et les diﬀérentes valeurs
de l'exposant de rugosité mesurées. La ﬁgure de gauche montre un comportement en loi
de puissance de la fonction B(L) qui est bien observé sur plusieurs décades, en omettant
les grandes valeurs de L pour lesquelles un artefact lié au régime de taille ﬁnie est dé-
tecté. Des valeurs de l'exposant de rugosité 2ζ extraites il a été estimé une valeur moyenne
de ζ = 0.69± 0.07 qui est proche de la valeur théorique ζ = 2
3
[35, 36] (calculée pour un
désordre de type random bond dans le cas d'une ligne) et de la valeur ζ = 0.687 obtenue
dans les calculs à deux boucles du FRG. Pour plus de détails sur cette expérience, voir
l'article [1].
Figure 1.14  Image de gauche : Fonction de corrélation des déplacements relatifs B(L)
en fonction de L en échelle logarithmique (l'unité de L est de 0.28µm, soit la taille du pixel
de la caméra CCD). Image de droite : Exposant de rugosité 2ζ pour diﬀérentes parois de
domaines. Les images sont issues de [1].
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Parois de domaines ferroélectriques
En ce qui concerne les parois de domaines dans les ferroélectriques, nous avions présenté
dans la section 1.2.1.1 une image obtenue par microscopie de domaines ferroélectriques dans
une couche mince de PZT. Dans une autre étude sur ces systèmes [4], une mesure de la
fonction de corrélation des déplacements a été eﬀectuée, comme le montre la ﬁgure 1.15a.
De cette observable a été extraite une valeur moyenne de l'exposant de rugosité ζ ∼ 0.26
(visible sur la ﬁgure 1.15b). Cette valeur est en accord avec la valeur attendue pour une
interface de dimension d = 2 plongée dans un espace de dimension D = 3 avec un désordre
random bond et des interactions dipolaires à longue portée. Pour plus d'informations voir
la référence [4].
Figure 1.15  a) Fonction de corrélation des déplacements B(L) versus L en échelle log-
log. b) Exposant de rugosité ζ, les lignes horizontales indiquent la valeur moyenne de ζ
pour diﬀérentes épaisseurs d'échantillon. Les images sont issues de [4].
Interface dans un modèle d'Ising random bond
Dans cette partie nous discutons très brièvement du cas d'une interface dans un modèle
d'Ising présentant un désordre de type random bond. Un tel modèle est utile pour décrire des
ferromagnétiques présentant une variation aléatoire dans l'intensité de couplage (provenant
du désordre spatial), l'interface sépare alors des régions de spin up et de spin down. Cette
dernière a une dimension interne d et elle est plongée dans un espace total de dimension
d + 1. Il a été montré numériquement [37] que la valeur de l'exposant de rugosité est
ζ = 0.41± 0.01 pour d = 2 et ζ = 0.22± 0.01 pour d = 3. On remarque que ces valeurs
sont cohérentes avec celles déterminées analytiquement par les calculs à deux boucles du
FRG (rappelons que ζ = 0.20829804+ 0.00685822, avec  = 4− d).
1.4.2 Dynamique et dépiégeage
Après avoir présenté les propriétés statiques des interfaces, nous nous intéressons main-
tenant à leurs propriétés dynamiques lorsqu'on les met en mouvement. La compréhension
et le contrôle de leur dynamique est en eﬀet d'un fort intérêt technologique. Nous allons
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donc dans un premier temps décrire la dynamique de ces systèmes qui montre notamment
l'existence d'un dépiégeage, puis nous aborderons la réponse du système à une petite force
lorsque la température est non nulle (c'est le régime du creep ou bien de la réptation lente
une fois francisé). Nous nous intéressons exclusivement à la dynamique en régime perma-
nent, plus largement étudiée. Pour une approche des régimes transitoires dans ces systèmes,
nous renvoyons le lecteur aux références [38, 39, 40, 41, 42].
1.4.2.1 Point de vue dynamique
Lorsque l'on met en mouvement l'interface à l'aide d'une force d'entraînement uni-
forme, une observable directement mesurable est la vitesse v de l'interface, conduisant à la
caractéristique vitesse-force v(F ) du système. La courbe typique obtenue est représentée
schématiquement sur la ﬁgure 1.16 : à température nulle le système reste piégé (i.e. v = 0)
jusqu'à une force critique Fc au-delà de laquelle le système se met en mouvement. A tem-
pérature ﬁnie et pour F < Fc la vitesse n'est plus nulle étant donné que les ﬂuctuations
thermiques fournissent suﬃsamment d'énergie pour passer les barrières d'énergie locales.
En traits pointillés noirs est représentée la vitesse attendue en absence de désordre (la
structure élastique glisse simplement quelque soit la force extérieure F appliquée).
Figure 1.16  Courbe schématique de la caractéristique vitesse-force d'un système élas-
tique désordonné. La vitesse v représente la vitesse moyenne de la structure élastique alors
que F correspond à la force extérieure uniforme exercée sur la structure. La valeur Fc est
la force critique à partir de laquelle le système subit un dépiégeage.
Pour décrire analytiquement la dynamique de ces systèmes on étudie l'évolution tem-
porelle de u(r, t), le champ de déplacement qui dépend maintenant du temps. On choisit
en général une dynamique sur-amortie pour étudier ces comportements aux temps longs,
c'est-à-dire
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+ F + F th(r, t) (1.8)
où H (u) =Hel(u) +Hdes(u) est l'hamiltonien du système décrivant la contribution élas-
tique et celle du désordre que nous avons vues précédemment (voir équation (1.5)), F est
la force d'entraînement uniforme et F th(r, t) est une force de Langevin décrivant le cou-
plage du système avec un bain thermique et s'exprimant comme un bruit blanc gaussien
de moyenne nulle < F th(r, t) >= 0 et avec les corrélations suivantes,
< F th(r, t)F th(r′, t′) >= 2ηTδ(r − r′)δ(t− t′) (1.9)
Le terme de gauche de l'égalité (1.8) traduit une dissipation d'énergie que nous décrivons
phénoménologiquement par l'introduction d'un frottement de coeﬃcient η. La résolution de
cette équation diﬀérentielle permet de décrire le comportement et les propriétés dynamiques
du système. Le caractère aléatoire du désordre Hdes(u) rend la dynamique très riche et
très compliquée. La résolution analytique de ces systèmes n'est pas une chose aisée, et c'est
alors que les expériences et les simulations numériques sont un bon moyen d'eﬀectuer une
approche détaillée de ces systèmes.
1.4.2.2 Une histoire de dépiégeage
Comme nous l'avons vu plus haut à température nulle, le système reste immobile jus-
qu'à une force critique Fc pour laquelle le système se met en mouvement et atteint un
régime stationnaire caractérisé par une vitesse moyenne v. Le passage de cet état piégé
à un état en mouvement se nomme transition de dépiégeage. Pour F & Fc, bien que nous
soyons hors équilibre, nous sommes tentés de considérer cette transition de dépiégeage
comme un phénomène critique standard où la vitesse v joue le rôle du paramètre d'ordre
et F représente le paramètre de contrôle. Cela amène alors un nouveau lot de questions :
comment obtenir Fc, quel est l'ordre de cette transition de phase (premier ordre avec dis-
continuité ou second ordre continue), quels sont les exposants caractérisant la transition
si cette dernière est du second ordre et présente-t-elle un comportement critique universel
comme pour les transitions de phase continues à l'équilibre, etc ... ?
Une bonne estimation de la valeur de Fc peut être réalisée simplement à partir d'argu-
ments d'échelle comme l'ont fait Larkin et Ovchinnikov [43], par d'autres méthodes comme
par exemple l'utilisation du FRG [44], ou encore via des simulations numériques. Puisque
c'est à partir de la longueur de Larkin Lc que le piégeage apparaît dans le système, pour
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où c est la constante élastique et rf la longueur de corrélation du potentiel aléatoire.
Nous reviendrons plus en détail sur les propriétés au voisinage de la transition de
dépiégeage dans les chapitres 2 et 4 où nous traiterons spéciﬁquement les réseaux de vortex.
1.4.2.3 Régime de creep
Lorsque l'on se trouve sur la partie à basse force i.e. en dessous de Fc sur la courbe
1.16, nous avons vu qu'à température nulle le système restait piégé dans un minimum local
du paysage énergétique. Cependant la présence d'une température ﬁnie fournit au système
une énergie supplémentaire qui permet à la structure de se mettre en mouvement par ac-
tivation thermique, et ce alors que la force n'est pas suﬃsante pour dépasser les barrières
de piégeage. Cette activation thermique va permettre au système d'explorer le paysage
énergétique et de sonder les barrières d'énergie.
Figure 1.17  Représentation du phénomène de creep : une interface modélisée par une
particule (cercle plein) se déplaçant par activation thermique dans le paysage énergétique
incliné (en trait continu) par la présence de la force extérieure F . En traits pointillés est
représenté le potentiel périodique en absence de la force extérieure, avec ses caractéristiques
(a,∆) correspondant respectivement à sa période et à la hauteur de ses barrières.
Dans les années 1960 Anderson et Kim ont postulé, pour expliquer le transport dans
les supraconducteurs, que la réponse du système à de petites forces subcritiques devait être
linéaire [45], c'est le régime TAFF (Thermally Assisted Flux Flow). En eﬀet en supposant
le potentiel périodique de période a et constitué de barrières de hauteur ∆, alors l'interface
se déplace dans un paysage énergétique incliné par la force extérieure comme on peut le
voir sur la ﬁgure 1.17, permettant un mouvement vers la droite de l'interface (les barrières
vues par le système vers la droite ∆− Fa
2




). Ainsi pour des petites forces telles que βFa 1, les barrières sont franchies avec
une loi de type Arrhenius,
51
1.4. PROPRIÉTÉS STATIQUES ET DYNAMIQUES DES INTERFACES




. On observe donc une réponse linéaire exponentiellement petite du système
lorsqu'on lui applique une faible force extérieure F pour T 6= 0.
Bien qu'esthétique et relativement simple, cet argument admis pendant environ 40
ans ne se vériﬁe pas pour des systèmes élastiques désordonnés étant donné leur caractère
vitreux. Un système vitreux ne possède pas de barrière typique indépendante de la force
comme proposé dans la situation précédente, bien au contraire, les barrières divergent entre
les états métastables. Il faut alors prendre en compte la façon dont la transition entre les
états métastables s'eﬀectue. Nous donnons ici une détermination phénoménologique, ce-
pendant cette dernière a été vériﬁée par une analyse avec le FRG [44] et a permis également
de montrer la propagation d'avalanches dans ce régime.
Le comportement de B(r) ∼ r2ζ suggère que les déplacements suivent la loi u(L) ∼ Lζ ,
alors grâce à une description statique nous pouvons déterminer le comportement de l'énergie
des états métastables (en utilisant Hel vu en équation (1.1)) comme étant
E(L) ∼ Ld−2+2ζ (1.13)
quant à l'énergie gagnée par la force extérieure (1.10), en supposant le mouvement de
l'interface comme étant suﬃsamment lent pour que la description statique tienne toujours,
elle donne
EFext(L) ∼ FLd+ζ (1.14)
Ainsi lorsque la force extérieure décroît, la longueur minimale d'interface devant se déplacer
jusqu'au prochain état métastable croît avec la dépendance :





On suppose que les barrières d'énergie qui doivent être passées pour atteindre l'état
métastable suivant suivent le même comportement que l'équation (1.13). Ainsi le fait que
Lminimal augmente lorsque la force extérieure diminue signiﬁe que la barrière minimale à
dépasser diverge au fur et à mesure que la force devient de plus en plus petite,





En utilisant cette valeur réévaluée de ∆(F ) nous avons la réponse du système vitreux
à de petites forces,
v ∝ e−βUc(FcF )µ où µ = d− 2 + 2ζ
2− ζ (1.17)
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avec Uc une échelle caractéristique des barrières d'énergie au niveau de la longueur de Lar-
kin. Cette réponse hautement non linéaire indique un comportement vitreux et se nomme
creep. Il fait intervenir l'exposant de rugosité ζ et la dimension interne du système, qui
sont des quantités statiques.
Figure 1.18  Tracé de ln(v) en fonction de (1/H)1/4 pour la paroi de domaine ferro-
magnétique de [1]. Pour (1/H)1/4 > 1.6 le champ (équivalent à la force extérieure) est
suﬃsamment faible pour que le système soit dans le régime de creep et permet de vériﬁer
un comportement linéaire avec la valeur de µ = 0.25 et ce pour dix ordres de grandeur
pour la vitesse.
Cette vitesse a donc été trouvée phénoménologiquement et vériﬁée également par des
calculs plus théoriques, mais qu'en est-il d'un point de vue expérimental ? Des études dans
plusieurs systèmes élastiques désordonnés ont permis de vériﬁer ce type de comportement,
par exemple dans le verre de Bragg pour les réseau de vortex et pour les parois de domaines
magnétiques et ferroélectriques. Nous présentons sur la ﬁgure 1.18 des résultats sur une
paroi de domaine magnétique [1] vue précédemment, et montrant une cohérence entre la
valeur attendue et la valeur mesurée sur plusieurs ordres de grandeur. Rappelons juste que
pour le désordre de type random bond dans ce cas avec d = 1 on s'attend à µ = 0.25.
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Chapitre 2
... et les réseaux de vortex dans les
supraconducteurs en particulier
 Researchers in Fairbanks Alaska announced last week that they have discovered a
superconductor which will operate at room temperature. 
Physics Jokes
2.1 Introduction
Au sein de ce chapitre nous allons discuter de la supraconductivité qui est une décou-
verte marquante du début du XXème siècle et qui continue de tracasser les chercheurs
du monde entier tant il reste à découvrir et à comprendre à son sujet. Nous aborderons
une approche du phénomène de la supraconductivité plus phénoménologique que théorique
préférant présenter les grandes idées qui nous seront utiles pour la suite de notre étude.
Pour ce faire notre approche sera la suivante : dans un premier temps nous rappellerons
comment la supraconductivité a été découverte, son intérêt et ses applications dans la vie
de tous les jours au travers d'exemples, nous décrirons également le phénomène supracon-
ducteur en présentant brièvement les théories macroscopiques et microscopiques ; puis nous
terminerons en traitant les réseaux de vortex comme un système élastique désordonné pour
faire apparaître leurs propriétés statiques et dynamiques.
2.2 Supraconductivité
2.2.1 Historique
Nous commençons par eﬀectuer un rappel historique de la supraconductivité. Alors que
la liquéfaction de diﬀérents gaz en vue d'obtenir une température proche du zéro absolu
avait été réalisée avec succès (l'air avec une température T ≈ 90K en 1877 par P. L.
Cailletet mais également R. Pictet, l'azote avec T ≈ 77K en 1883 par C. Olszewski et S.
Wroblewski, l'hydrogène avec T ≈ 20K en 1898 par J. Dewar), le cas de l'hélium semblait
impossible suite à l'échec de J. Dewar en 1901. Il a fallu attendre l'année 1908 pour qu'une
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équipe de recherche menée par H. K. Onnes réussisse à obtenir 60 centimètres cube d'hé-
lium liquide, grâce à son installation au Laboratoire de Leyde au Pays Bas, permettant
de ce fait d'atteindre des températures inférieures à T = 4.2K jamais atteintes auparavant.
Onnes était le seul à posséder des quantités suﬃsantes d'hélium pour le liquéﬁer et
put ainsi s'atteler sans concurrence à porter ses recherches sur la résistivité électrique des
matériaux à basses températures ρ(T ). Plusieurs hypothèses avaient été proposées durant
le XIXème siècle comme on peut le voir sur la ﬁgure 2.1 de gauche : la prédiction de Lord
Kelvin (théorie A sur le graphique) selon laquelle la résistivité devait passer par un mi-
nimum puis augmenter à basses températures, celle de Matthiesen (théorie B) proposant
une saturation de la résistivité lorsque la température tend vers 0 à cause des impuretés,
ou bien celle de Dewar (théorie C) supposant une simple diminution de la résistivité avec
la température et telle que ρ(0) = 0 (sans jamais pouvoir atteindre une résistivité nulle de
par l'impossibilité technique d'atteindre le zéro absolu). Aﬁn de tester expérimentalement
ces hypothèses, le choix du matériau d'Onnes se porta sur le mercure qui est liquide à
température ambiante et donc facile à distiller et à puriﬁer. En 1911 Gilles Holst, étudiant
d'Onnes, eﬀectue des mesures de résistivité sur des ﬁls de mercure solides dans l'hélium
liquide et observe une chute brutale vers zéro de la résistivité en dessous d'une tempéra-
ture dite critique Tc ≈ 4K (voir ﬁgure 2.1 de droite) : c'est la première découverte de la
supraconductivité. Bien que ces résultats soient surprenants, d'autres mesures identiques
sur le plomb et l'étain (pour des températures respectivement en dessous de 7.2K et 3.7K)
les années suivantes conﬁrmèrent un fait réel et tangible.
Figure 2.1  Image de gauche : Diﬀérentes prédictions théoriques du XIXème siècle quant à
la résistivité électrique attendue des matériaux avec la température ρ(T ). Image de droite :
Mesures de la résistivité du mercureHg en fonction de la température T (en cercles pleins) :
une chute brutale à zéro est observée en dessous d'une température critique Tc.
En réalité beaucoup de matériaux peuvent être supraconducteurs. Nous avons cité le cas
56
2.2. SUPRACONDUCTIVITÉ
de corps purs tels que le mercure, l'étain et le plomb mais presque la moitié des éléments de
base de la classiﬁcation périodique peuvent devenir supraconducteurs pour de très faibles
températures, et même sous certaines conditions de pression pour quelques uns. Leurs
températures critiques sont généralement inférieures à Tc < 9K. Plusieurs milliers d'alliages
peuvent devenir supraconducteurs (citons par exemple le NbTi qui peut intervenir dans les
IRM) avec en général une température critique Tc < 30K et ce alors que pris séparément
les diﬀérents éléments ne sont pas forcément supraconducteurs, impliquant de ce fait un
phénomène qui n'est pas d'origine atomique. Grâce à la théorie BCS, dont nous reparlerons
un peu plus tard, la communauté scientiﬁque avait réussi à comprendre l'origine de la
supraconductivité dans les composés "simples" et supposait que la température critique
d'un matériau supraconducteur ne pouvait pas dépasser les 30K. Cependant une céramique
supraconductrice de LaBaCuO a été découverte par J. G. Bednorz et K. A. Müller en
1986 avec une Tc = 35K, contredisant la valeur limite imposée par la théorie BCS. Très
peu de temps après de nombreux autres composés à base de cuivre, appelés cuprates, ont
été découverts avec des Tc beaucoup plus élevées, c'est le cas par exemple de Y BaCuO
avec Tc = 92K ou encore HgT lBaCaCuO avec Tc = 138K. Nous avons représenté sur la
ﬁgure 2.2 l'évolution dans le temps de la Tc pour diﬀérents matériaux découverts au cours
du XXème siècle.
Figure 2.2  Evolution de la température critique Tc de diﬀérents matériaux supracon-
ducteurs au cours du siècle dernier.
Cette découverte de l'Y BaCuO a été très importante puisque c'était le premier composé
permettant de dépasser la température de liquéfaction de l'azote. Cela représente un grand
avantage technique pour la réalisation de matériaux supraconducteurs de par le plus faible
coût et la plus grande facilité d'obtenir de l'azote liquide plutôt que de l'hélium liquide.
Ces découvertes d'oxydes supraconducteurs à hautes températures critiques, ou SHTC,
ont ouvert la voie à une étude de plus en plus détaillée de la supraconductivité dans ces
nouveaux matériaux pour en comprendre les mécanismes.
Notons qu'il existe également des composés supraconducteurs plus exotiques comme les
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supraconducteurs organiques, les fullerènes ou encore un composé de MgB2 découvert
récemment avec une Tc = 40K et qui n'est pourtant pas un oxyde.
2.2.2 Généralités
2.2.2.1 Propriétés
Plusieurs eﬀets sont reliés plus ou moins directement à la supraconductivité, parmi ceux
là nous pouvons citer les deux plus connus qui sont une résistivité linéaire nulle ou encore
un phénomène de lévitation lié à l'eﬀet Meissner en dessous d'une certaine température
critique Tc.
Les électrons sont des particules quantiques pouvant être décrites à la fois comme des
corpuscules et comme des ondes. Dans un métal les électrons libres permettant l'apparition
du courant sont donc des ondes dont la forme s'adapte au réseau d'atomes. L'apparition
d'une résistance provient des défauts dans la régularité du réseau d'atomes (lacunes, im-
puretés etc ...) mais également de l'agitation thermique qui va faire vibrer les atomes et
qui perturbent l'électron en le "freinant". Dans un supraconducteur alors que la vibration
des atomes et les défauts existent toujours on observe néanmoins une annulation totale de
la résistivité en dessous de Tc. Cela s'explique par le fait que les électrons s'associent par
paires et forment ainsi une onde quantique collective, la paire de Cooper, qui n'est plus sen-
sible aux défauts du matériau : les électrons n'étant plus freinés la résistance s'annule alors.
Quant à la lévitation, une expérience classique permettant de l'observer peut être réali-
sée comme suit : prenons un aimant que l'on pose sur un supraconducteur de forme concave
(en forme de bol). A température ambiante, rien d'extraordinaire ne se passe i.e. l'aimant
reste à l'endroit où il a été posé. Refroidissons maintenant le supraconducteur à une tem-
pérature T < Tc nous allons alors voir l'aimant léviter au dessus du supraconducteur, c'est
l'eﬀet Meissner. En réalité des boucles de courants électriques apparaissent à la surface
du matériau (appelés supercourants), du fait de l'état supraconducteur ces courants vont
pouvoir exister indéﬁniment sans perte d'énergie, et ces derniers vont donc générer un
champ magnétique. Ces boucles sont réparties de façon à compenser exactement le champ
magnétique intérieur du matériau. Ainsi le champ magnétique dans le volume du matériau
supraconducteur est nul (un supraconducteur est donc un diamagnétique "parfait") et le
champ magnétique créé par les supercourants va exercer une force sur l'aimant. Cette force
va repousser l'aimant et le faire léviter à une distance qui va être celle pour laquelle il y a
un équilibre entre le poids de l'aimant et la force de répulsion.
2.2.2.2 Diﬀérents types de supraconducteurs
Nous avons vu qu'il existait une limite en température pour l'existence de l'état su-
praconducteur, cependant il existe également deux autres facteurs limitants : le courant
critique Ic et le champ magnétique Hc appliqués au matériau. Un courant imposé avec une
valeur I > Ic détruit la supraconductivité et l'échantillon présente alors une résistivité non
nulle, nous en reparlerons un peu plus tard. Pour ce qui est du champ magnétique cri-
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tique, il existe deux possibilités pour les matériaux supraconducteurs. Nous classons alors
les supraconducteurs en deux types en fonction de leur réponse à un champ magnétique
extérieur : ceux de type I et ceux de type II.
Figure 2.3  Tracé de l'aimantation M en fonction de l'excitation magnétique H pour
la supraconductivité de type I (ﬁgure a) et II (ﬁgure b). Nous avons indiqué dans quel
état se trouve le matériau dans chaque zone. Diagramme de phase H − T caractérisant les
transitions entre état supraconducteur/mixte/normal pour les supraconducteurs de type I
(ﬁgure c) et II (ﬁgure d). Nous avons également représenté le proﬁl des lignes de champ
magnétique autour d'une pastille supraconductrice dans chaque zone.
Nous avons tracé sur les schémas 2.3)a et 2.3)b l'aimantation M en fonction de l'ex-
citation magnétique H pour les supraconducteurs de type I et ceux de type II, rappelons







Ainsi un supraconducteur de type I est caractérisé par un état Meissner pour des va-
leurs de H < Hc avec un comportement linéaire entre M et H, et une pente donnée par
la susceptibilité χ = −1 conduisant à un champ magnétique B nul au sein du volume de
l'échantillon. Lorsque H > Hc le matériau devient un conducteur normal et l'aimantation
est nulle (ou bien tellement faible qu'on peut la considérer comme quasi-nulle par rapport
à sa valeur dans la phase Meissner).
Lorsque le supraconducteur est de type II, il existe toujours un état Meissner et un
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état normal, mais ces deux états sont séparés par une nouvelle phase appelée état mixte
ou phase de Shubnikov qui s'étend de Hc1 à Hc2 (avec généralement Hc1 < Hc < Hc2),
et dans laquelle le ﬂux magnétique commence à pénétrer au sein de l'échantillon sous la
forme de tubes de ﬂux appelés vortex. Ces vortex portent un quantum de ﬂux magné-
tique Φ0 = h/2e = 2.07 10
−15 Tm2 et traversent le matériau de part en part, l'échantillon
est dans un état normal à l'intérieur de ces vortex. Des supercourants sont créés autour
des vortex et empêchent le champ magnétique de détruire l'état supraconducteur impli-
quant la coexistence de phases normales (les vortex) et de phases supraconductrices (voir
la ﬁgure 2.4 pour une représentation d'un échantillon en état mixte). La densité de ces
vortex augmente avec l'intensité du champ magnétique H impliquant ainsi une diminution
progressive de |M | jusqu'à atteindre une valeur nulle pour Hc2. Dans cet état mixte les
propriétés supraconductrices continuent d'exister jusqu'à ce que H > Hc2, suite à quoi le
matériau redevient un conducteur normal.
Figure 2.4  Représentation d'un échantillon supraconducteur en état mixte : les lignes
de champ magnétique pénètrent le matériau sous la forme de vortex et sont entourés
de supercourants qui écrantent le champ magnétique aﬁn de garder l'échantillon dans
l'état mixte. A la surface du matériau des supercourants se développent également et sont
responsables de l'eﬀet Meissner.
Notons que pour eﬀectuer une approche qualitative du phénomène supraconducteur
nous avons omis quelques détails :
 La valeur du champ critique Hc dépend en réalité de la température : à température
nulle sa valeur est maximale,
 Nous nous sommes concentrés sur le cas du matériau massif dans ces explications et
nous n'avons pas précisé les eﬀets de supraconductivité de surface qui peuvent exister
jusqu'à une valeur de champ Hc3 > Hc2,
 La phase Meissner que l'on caractérise en règle générale comme étant un état pour
lequel le diamagnétisme est "parfait" n'est pas totalement exact : comme précisé
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précédemment le champ magnétique pénètre sur une certaine épaisseur λL à la sur-
face du matériau sur laquelle se développent les supercourants d'écrantage, nous en
reparlerons plus en détail par la suite (λL est de l'ordre de la centaine d'angströms).
La lévitation est en fait souvent réalisée à l'aide de supraconducteurs de type II. Dans la
phase mixte les vortex sont piégés par les défauts du matériau, ce qui rend stable la position
de lévitation de l'aimant au dessus du supraconducteur. En règle générale les corps purs
sont de type I alors que les alliages ou les oxydes supraconducteurs sont de type II. Les
supraconducteurs de type I possèdent des valeurs de champs critiques trop faibles pour des
applications industrielles, de l'ordre de 80mT pour le plomb pur par exemple alors qu'à
titre de comparaison un petit aimant de NdFeB (néodyme-fer-bore) de la taille d'une
pièce peut créer un champ magnétique de l'ordre de 1.3T (pour ﬁxer les idées, rappelons
que le champ magnétique terrestre est de l'ordre de 0.5G = 5.10−5T ). La phase mixte
des supraconducteurs de type II est en revanche très étendue puisque Hc1 ≈ 0.01 T et
Hc2 ≈ 100 T pour Y BaCuO par exemple. Elle ouvre ainsi la voie aux applications puisque
les propriétés supraconductrices sont maintenues dans cette phase mixte.
2.2.3 Théories de la supraconductivité - Réseau d'Abrikosov
Dans cette partie nous présenterons les diﬀérentes approches théoriques de la supra-
conductivité : nous commencerons par une première description macroscopique des frères
London, nous parlerons ensuite de la théorie phénoménologique de Ginzbug-Landau, puis
nous en proﬁterons pour décrire plus en détail les vortex et le réseau d'Abrikosov qui en
découle et enﬁn nous terminerons en évoquant brièvement la description microscopique des
supraconducteurs conventionnels (théorie BCS).
2.2.3.1 Description macroscopique - Equations de London
La première théorie phénoménologique du comportement électromagnétique des supra-
conducteurs a été formulée par les frères F. et H. London en 1935 [46].
Supposons un conducteur parfait où la résistivité est nulle. En posant ns le nombre
d'électrons dans ce conducteur parfait se déplaçant avec une vitesse #”v s, et en se souvenant
que le courant est déﬁni par
#”
j s = nsq
#”v s avec q la charge électrique des électrons, alors la












où m est la masse des électrons et
#”
E le champ électrique. De plus si l'on applique les lois
fondamentales de l'électromagnétisme stipulées par les équations de Maxwell à ce conduc-
teur, nous arrivons à la conclusion qu'un conducteur parfait s'oppose à toute variation de

















(µ0 étant la perméabilité du vide) l'épaisseur du matériau sur laquelle
la variation va avoir lieu et qui sert de zone d'adaptation du matériau.
Or lorsque l'on eﬀectue des mesures sur des supraconducteurs, on se rend compte que
le champ magnétique
#”
B est toujours nul à l'intérieur du supraconducteur. On voit qu'il
manque alors quelque chose au modèle du conducteur parfait pour décrire le supracon-
ducteur et donc l'eﬀet Meissner. L'approche phénoménologique des frères London a été de
choisir une solution particulière de l'équation (2.2) compatible avec les observations expé-
rimentales, c'est-à-dire qu'ils ont supposé que cette équation ne s'appliquait pas seulement
à la variation de
#”
B mais au champ magnétique
#”










La conséquence de cette équation sur le champ magnétique dans le matériau est relative-
ment simple : au niveau de la surface d'un supraconducteur, le champ magnétique pénètre
dans le matériau tout en étant atténué exponentiellement sur une épaisseur caractéristique
appelée longueur de London λL (voir ﬁgure 2.5).
Figure 2.5  Représentation de la longueur de pénétration λL pour un champ magnétique
appliqué à un matériau supraconducteur.
Cette longueur théorique est en plutôt bonne adéquation avec les valeurs mesurées (par
exemple dans des supraconducteurs de type I tels que Pb, Al etc ...), elle est de l'ordre de la
centaine d'angström (10−8m). Elle dépend de la température et possède les comportements
asymptotiques suivants : elle présente une valeur ﬁnie lorsque T tend vers 0, et elle diverge
lorsque la température se rapproche de Tc puisque la densité de charges supraconductrices
tend vers 0 lorsque T tend vers Tc.
Bien que n'expliquant pas la supraconductivité, les équations (2.1) et (2.3) sont de
bonnes approximations puisqu'elles rendent compte des observations expérimentales, à sa-
voir la résistance nulle et le diamagnétisme parfait (en dehors d'une zone d'épaisseur λL).
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2.2.3.2 Théorie phénoménologique de Ginzburg-Landau
En 1950 Ginzburg et Landau ont proposé une alternative à la théorie de London en
appliquant la théorie des transitions de phases de Landau à la supraconductivité [47].
Elle permet de décrire plusieurs observations expérimentales dont la transition entre l'état
normal et supraconducteur, ou encore l'existence de l'état mixte au sein des supraconduc-
teurs de type II. Néanmoins cette théorie est phénoménologique, c'est-à-dire que malgré
sa description cohérente des phénomènes associés à la transition de phases, elle n'a pas de
justiﬁcation microscopique (tout du moins lors de son fondement, c'est une chose qui fut
faite a postériori par la théorie BCS).
On introduit un paramètre d'ordre complexe décrivant la fonction d'onde macrosco-
pique des électrons supraconducteurs Ψ( #”r ), dont le carré du module est égal à la densité
de "supra-électrons" |Ψ|2 = ns. On émet l'hypothèse que le paramètre d'ordre possède une
valeur ﬁnie dans la phase supraconductrice et nulle dans la phase normale, et on suppose
ce paramètre d'ordre continu à la transition. Ainsi la transition de phase est du second
ordre et la densité d'énergie libre de l'état supraconducteur s'écrit :














est la contribution de l'énergie magnétique au système, alors que
1
2m∗
|(−i~ #”∇− q∗ #”A)Ψ|2 provient des eﬀets du champ magnétique #”B sur l'impulsion, où
#”
A est le potentiel vecteur. Les grandeurs m∗ = 2m et q∗ = 2q correspondent respective-
ment à la masse et à la charge eﬀective des paires de Coopers avec m la masse d'un électron
et q sa charge.
Equations de Ginzburg-Landau - Quantiﬁcation du ﬂux
La minimisation de Fsupra par une méthode variationnelle par rapport à Ψ et
#”
A donne
les deux équations de Ginzburg-Landau (respectivement (2.5) et (2.6))
a(T )Ψ + b(T )|Ψ|2Ψ + 1
2m∗










Ces deux équations contiennent l'existence d'un supercourant, l'eﬀet Meissner (dans le
cas où le paramètre d'ordre est uniforme) ou encore la quantiﬁcation du ﬂux. Cette dernière
propriété par exemple se déduit de l'équation (2.6) dans laquelle on introduit le paramètre
complexe comme Ψ = |Ψ0|eiθ, et où on suppose que l'on a |Ψ0| = cste et #”j = #”0 sur un
63
2.2. SUPRACONDUCTIVITÉ
contour fermé C dans le supraconducteur (cela revient à s'assurer que l'on est loin de la












dl l'élément inﬁnitésimal de déplacement le long du contour. Ainsi on obtient le ﬂux







dS = ± n h
q∗
= ± nΦ0 (2.8)
La quantiﬁcation du ﬂux est obtenue : le ﬂux magnétique à travers la surface est égale
à un nombre entier n de fois le quantum de ﬂux magnétique Φ0 =
h
2e
. Ainsi lorsque les
vortex pénètrent dans l'échantillon ces derniers possèdent un nombre entier de quantum
de ﬂux. Cependant il est énergétiquement favorable pour le système de créer n tubes de
ﬂux possédant un quantum de ﬂux Φ0 plutôt qu'un vortex avec nΦ0, c'est pourquoi chaque
vortex porte un seul et unique quantum de ﬂux Φ0.
Longueurs caractéristiques
La théorie de Ginzburg-Landau introduit deux longueurs caractéristiques importantes
qui sont la longueur de pénétration λ et la longueur de cohérence ξ. La longueur λ décrit la
distance caractéristique sur laquelle le champ magnétique varie dans le supraconducteur.
On la détermine en écrivant que loin des bords du matériau B = 0 et Ψ = cste. En rem-





µ0 (q∗)2 |a| (2.9)
Quant à la longueur ξ elle caractérise l'échelle de variation de la densité d'électrons
supraconducteurs ns, ou plus précisément la variation du paramètre d'ordre Ψ. Plaçons




0 , si l'on se trouve suﬃsamment proche de la tempé-
rature de transition nous pouvons alors négliger le terme b|Ψ|2Ψ de l'équation (2.5), ce qui
conduit alors à écrire cette même équation comme
~2
2m∗
∆Ψ = aΨ et cela amène à poser la
longueur de cohérence comme étant,
ξ =
~√
2 m∗ |a| (2.10)
Les deux longueurs ξ(T ) et λ(T ) dépendent de la température et possèdent le même com-
portement A(T ) ∼ A(0)
√
Tc
Tc − T . Dans un supraconducteur de type I l'ordre de grandeur
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de ces deux quantités à T = 0K est ξ ≈ 10−6m et λ ≈ 10−8m, alors que pour un supra-
conducteur de type II nous avons ξ ≈ 10−9m et λ ≈ 10−8m.
Le modèle de Ginzburg-Landau ne s'applique pas à toutes les situations. En eﬀet
le développement de l'énergie libre n'est valide qu'au voisinage de la transition normal-
supraconducteur. Il ne permet pas non plus de décrire le système lorsqu'il se trouve trop
proche de la transition puisque c'est à cet endroit que les ﬂuctuations sont importantes et
le développement de Landau n'en tient pas compte. Bien qu'il faille utiliser ce modèle avec
précaution il reste une assez bonne approximation pour décrire la supraconductivité et en
particulier la dynamique des réseaux de vortex que nous traiterons par la suite.
2.2.3.3 Vortex et réseau d'Abrikosov
Avant de continuer notre présentation des diverses théories de la supraconductivité,
nous allons faire un détour et décrire un peu plus en détail les vortex et le réseau qu'ils
peuvent former au sein des supraconducteurs de type II : le réseau d'Abrikosov.
Présentation des vortex
Le vortex est un tube de ﬂux permettant au champ magnétique de traverser l'échantillon
sans avoir à le contourner. Lorsque les vortex pénètrent dans le matériau, les supercourants
qui écrantent le champ magnétique dans le c÷ur du supraconducteur existent toujours à
la surface de ce dernier, cependant le fait que le champ magnétique puisse passer au sein
du matériau à travers ces tubes de ﬂux nécessite qu'il existe également des supercourants
autour des vortex aﬁn de garder le reste de l'échantillon dans un état supraconducteur.
On observe ainsi deux types de boucles de courants qui écrantent le champ magnétique
à l'intérieur du matériau : une à la surface du matériau et une autre autour de chaque
vortex (ces supercourants circulent ainsi en des sens opposés, voir la ﬁgure 2.4). Notons
également que l'existence des vortex peut être comprise d'un point de vue énergétique : il
est favorable pour le système d'augmenter la surface de contact entre les régions normales
et supraconductrices aﬁn d'abaisser son énergie de surface qui devient ainsi négative (une
énergie de surface positive implique une interface de séparation la plus faible possible).
On comprend alors pourquoi le matériau se fragmente de plus en plus en vortex lorsque le
champ appliqué augmente. Le proﬁl de la densité ns et du champ magnétique
#”
B autour
des vortex est représenté sur la ﬁgure 2.6.
Comme précisé auparavant on observe une zone de transition pour le champ magnétique
entre le c÷ur du supraconducteur et le vortex sur une épaisseur λ (où l'on a respectivement
B = 0 et B 6= 0), c'est aussi dans cette région que vivent les courants supraconducteurs.
Le passage entre la zone normale où ns = 0 et la zone supraconductrice avec ns = cste se
fait sur une épaisseur ξ. Cette longueur de cohérence représente donc la taille du c÷ur du
vortex mais aussi la taille de la paire de Cooper.
Sur ces échelles de longueurs la contribution apportée à l'énergie de surface sera dif-
férente, et en fonction de la prépondérance d'une de ces deux longueurs par rapport à
l'autre l'énergie de surface du système sera négative ou positive. Cela amène donc natu-
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Figure 2.6  Description des deux longueurs λ et ξ pour les vortex dans les supraconduc-
teurs de type II.
rellement à poser le paramètre adimensionnel de Ginzburg-Landau κ =
λ
ξ
. On observe que
pour κ < 1/
√
2 l'énergie de surface est positive et le supraconducteur est de type I, alors
que pour κ > 1/
√
2 l'énergie de surface est négative et le supraconducteur est de type II
[26]. La valeur de ce ratio κ permet par conséquent de distinguer les deux types de supra-
conducteurs.
Nous pouvons maintenant déterminer l'ordre de grandeur des valeurs des champs cri-
tiques Hc1 et Hc2 qui caractérisent l'état mixte des supraconducteurs de type II. Nous
allons les déﬁnir par rapport à la valeur du champ critique Hc des supraconducteurs de
type I qui peut se calculer à partir de la diﬀérence d'énergie libre entre la phase normale







La présence de vortex dans l'échantillon crée une augmentation locale de l'énergie libre,





; mais aussi une décroissance lo-




. L'état mixte apparaît lorsque H = Hc1 et cela
se traduit par Hc1 ≈ Hc
κ
.
A la borne Hc2 tous les vortex portant un quantum de ﬂux fusionnent et on montre
que Hc2 ≈ κHc. Ainsi pour un matériau qui est fortement de type II (i.e., κ 1) nous
retrouvons bien le fait que Hc1 < Hc et Hc2 > Hc.
Description des vortex et réseaux
Une description plus détaillée des vortex nécessite la résolution de l'équation décrivant
la valeur du champ magnétique en présence des supercourants induits par ce dernier, soit
l'équation ∆
#”
B − #”B/λ = #”0 . Vu la symétrie cylindrique du problème et le fait que le champ
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qui n'est rien d'autre qu'une équation diﬀérentielle de Bessel modiﬁée avec n = 0. La










où la valeur de la constante a été déterminée par la condition de quantiﬁcation du ﬂux
Φ0 =
∫
B( #”r )d2 #”r . Le comportement asymptotique de la fonction de Bessel pour ξ  r  λ








. Lorsque r < ξ, le champ magnétique ne va pas
diverger (le c÷ur du vortex est dans un état normal) et on peut supposer qu'il va atteindre
une valeur de saturation proche de celle obtenue pour Bz(r = ξ). De plus pour r  λ









champ magnétique est grand et à peu près constant dans le c÷ur du vortex puis décroit
de façon logarithmique jusqu'à r ≈ λ pour ﬁnir par décroître de façon exponentielle. Les
courants persistants qui circulent autour du c÷ur du vortex et qui maintiennent ce champ
se déduisent de







la composante tangentielle des courants dans le plan (xOy) (voir les proﬁls représentés sur
la ﬁgure 2.7).
Figure 2.7  Proﬁl du champ magnétique Bz(r) et du courant jθ(r) circulant autour du
c÷ur du vortex dans la limite de London.
Avant de décrire la formation du réseau de vortex que l'on observe expérimentalement,
regardons les interactions entre vortex. Pour ce faire nous introduisons la limite de London
qui est un cas limite du modèle de Ginzburg-Landau avec κ 1 et H  Hc2. Dans cette







En présence de vortex l'équation de London est modiﬁée en rajoutant un terme source
de champ qui est choisi comme une fonction de Dirac dans cette limite, et devient
#”
B − λ2∆ #”B = # ”Φ0
∑
i
δ( #”r − #”r i) (2.13)
où
# ”
Φ0 est le vecteur le long du vortex possédant un quantum de ﬂux magnétique et #”r i















En utilisant l'identité vectorielle (
#”∇× #”B)2 = #”B · ( #”∇× ( #”∇× #”B)) + #”∇ · ( #”B × ( #”∇× #”B))
et le fait que
#”∇× ( #”∇× #”B) = − #”B/λ2, alors en appliquant le théorème deGreen-Ostrogradski










· #  ”dS (2.15)
où l'intégrale est prise sur la surface de la région supraconductrice et
#  ”
dS est l'élément de
surface pointant dans la direction normale du supraconducteur. Il existe deux contributions
pour cette intégrale surfacique, et puisque le champ magnétique décroît exponentiellement
à grande distance, alors l'intégrale s'annule à l'inﬁni et seule la contribution provenant de
r = ξ persiste. En utilisant la forme asymptotique de Bz(r = ξ) déﬁnie précédemment,








Considérons à présent deux vortex droits et parallèles, aux positions #”r1 et #”r2, dans un
supraconducteur inﬁni. Le champ magnétique total au point #”r , par linéarité des équations
de Maxwell, est le suivant
#”



















En utilisant l'équation (2.15) on peut montrer que l'énergie libre par unité de longueur du
système de deux vortex s'écrit
















où F1 et F2 représente l'énergie libre des deux vortex pris séparément, alors que F12 est









et on se rend compte que l'interaction entre les vortex est répulsive. Notons que cette
démarche s'applique aisément à un système de n vortex et l'on trouve que l'énergie d'un
système à n vortex est la somme des énergies de chaque vortex et de l'énergie de paire de
chaque couple de vortex. Les vortex se repoussant, ils vont donc former une structure pé-
riodique. En 1957 Abrikosov a prédit l'arrangement des vortex dans les supraconducteurs
de type II en réseaux [26], que l'on nomme maintenant réseaux d'Abrikosov (suite à des
erreurs de calculs il avait conclu que la conﬁguration permettant de minimiser l'énergie
était le réseau carré, cependant Kleiner et al. [48] ont montré qu'en réalité c'était le ré-
seau triangulaire, dit aussi hexagonal, et qui est observé expérimentalement qui minimise





, ce qui donne pour des supra-
conducteurs de type II comme les SHTC une variation allant de a0 ∼ λ pour B ∼ Hc1 à
a0 ∼ ξ pour B ∼ Hc2. Abrikosov a reçu le prix Nobel en 2003 pour cette découverte.
Figure 2.8  Schéma de réseau de vortex en perspective isométrique. Un vortex quelconque
(en vert) possède 6 voisins (en rouge) et le réseau est hexagonal.











Cependant en utilisant la relation de Maxwell-Ampère reliant le champ magnétique
#  ”
B1 du
vortex 1 à sa densité de courant
#”
j1, et donnée par






#”r2)× # ”Φ0 où # ”Φ0 est le vecteur portant le quantum de ﬂux magnétique du
vortex 2. En sommant les forces provenant de toutes les sources de courants on trouve ainsi






j × # ”Φ0 (2.21)
avec
#”
j la densité de courant supraconducteur existant aux abords du vortex considéré.
Cette expression est valable pour tous les vortex placés dans un champ de courant, et
en particulier pour un courant imposé à l'échantillon supraconducteur de type II dans
lequel le courant circulera dans tout le volume du matériau (en évitant tout de même les
c÷urs de vortex). Ainsi les vortex subissent une force perpendiculaire à la fois au courant
appliqué donné par
#”
j et au champ magnétique appliqué donné par
# ”
Φ0. Cette force met
en mouvement les vortex, créant un travail et une dissipation de l'énergie qui sera prise
au courant injecté. Le supraconducteur redevient alors résistif et perd ainsi une de ses
propriétés les plus intéressantes. De plus cette dissipation de chaleur risque de réchauﬀer
le matériau au point de perdre l'état supraconducteur lorsque T > Tc.
L'état mixte des supraconducteurs de type II est assez paradoxal : c'est dans ce régime
que fonctionnent principalement tous les supraconducteurs actuels qui fournissent de forts
champs magnétiques, mais c'est également dans ce régime que le courant appliqué risque
de faire perdre la propriété de résistivité nulle. Il faut alors trouver un moyen de contrer
cette mise en mouvement des vortex, c'est ce qu'on appelle le piégeage. Il est réalisé par
les défauts du matériau. Le paramètre d'ordre supraconducteur est supprimé au passage
d'une imperfection du réseau cristallin et il est énergétiquement favorable pour le système
d'avoir un vortex placé dans un défaut. Ces défauts peuvent être de diﬀérentes natures : ils
peuvent être intrinsèques comme c'est le cas pour les défauts cristallins tels que les lacunes
d'oxygène dans les SHTC, les joints de grains, les dislocations, les substitutions d'atomes
ou bien les atomes interstitiels ; ou bien extrinsèques tels que les défauts colonnaires créés
artiﬁciellement par irradiation du matériau avec des ions lourds.
2.2.3.4 Description microscopique - Théorie BCS
Dans cette partie nous présenterons une brève description qualitative de la première
théorie microscopique décrivant les supraconducteurs.
En 1950 Frölich avait émit l'hypothèse que l'interaction électron-phonon est importante
pour la supraconductivité. Mais c'est en 1957 que Bardeen J., Cooper L. et Schrieﬀer J.
ont proposé leur théorie dite BCS qui explique le phénomène supraconducteur [49, 50].
Dans cette théorie l'interaction des électrons avec le réseau, appelée interaction électron-
phonon peut entraîner une attraction eﬀective entre électrons et ce malgré la répulsion
Coulombienne. Cela peut se comprendre qualitativement de la façon suivante : lorsqu'un
électron se déplace à travers la structure cristalline du matériau, ce dernier va la déformer
en attirant les ions positifs sur son passage. Cette région se polarise positivement et il
est alors intéressant pour un deuxième électron de passer par le chemin déjà frayé par le
premier, ainsi une attraction eﬀective entre les deux électrons se réalise et ces derniers
forment une paire appelée paire de Cooper (voir le schéma 2.9).
Cette paire constitue une nouvelle "particule" quantique de spin entier (boson) et ce
malgré le spin 1/2 des électrons (fermions). Un grand nombre de telles paires existent
dans le supraconducteur, elles se superposent alors fortement et forment un condensat de
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Figure 2.9  Image de gauche : déformation du réseau cristallin (ions en bleus) lors du
passage d'un électron (en rouge). Image de droite : a) l'électron 1 passe devant les ions,
b) le réseau se déforme suite à son passage et c) la région polarisée positivement attire
l'électron 2 qui forme ainsi avec l'électron 1 une paire de Cooper.
Bose-Einstein leur permettant de se rassembler dans un état quantique unique et cohérent,
d'énergie plus basse que pour des électrons non appariés dans un métal normal, et ainsi
de présenter un comportement quantique macroscopique analogue à une seule particule.
L'énergie de cette paire est inférieure à la somme des énergies des deux électrons indépen-
dants, et cela est réalisé pour deux électrons qui ont des spins opposés. Les deux électrons
de la paire de Cooper sont liés avec une énergie 2∆ appelé gap d'énergie. Cette paire de
Cooper reste stable tant que l'énergie fournie ne dépasse pas la valeur du gap. Tant que
l'énergie requise pour détruire la paire n'est pas atteinte, les électrons restent appariés et
aucune résistance n'existe dans le matériau. Le comportement collectif des paires de Co-
oper qui se regroupent en un condensat avec le même état fondamental est la cause des
propriétés spectaculaires de la supraconductivité.
Cette théorie permet de retrouver et d'expliquer beaucoup de résultats exposés pré-
cédemment par des approches phénoménologiques tels que : les conditions pour qu'un
composé soit supraconducteur, déterminer sa température de transition Tc, retrouver les
longueurs caractéristiques ξ et λ, le champ critique Hc, la densité de courant critique jc ...
Comme nous en avions parlé au chapitre 1, la théorie BCS permet également de déﬁnir une
limite théorique pour la température critique des supraconducteurs Tc ≈ 30K. Les SHTC
sont au-delà de cette limite avec des températures maximales à l'heure actuelle de l'ordre
de Tc ≈ 130K. Il convient souvent alors d'appeler "conventionnels" les supraconducteurs
qui sont décrits par la théorie BCS (c'est en général le cas des supraconducteurs de type
I), et comme "non conventionnels" ceux qui ne le sont pas (les supraconducteurs de type II
par exemple). L'étude détaillée de cette théorie BCS sortant du cadre de notre étude nous




Pour ﬁnir la description de la supraconductivité nous allons parler des applications pos-
sibles des supraconducteurs. Elles sont nombreuses et présentes dans des domaines variés
en passant par le domaine médical, la physique théorique ou encore l'ingénierie.
L'application médicale la plus dépendante des supraconducteurs est sans conteste la
technique de l'Imagerie par Résonance Magnétique (IRM). Cette technique d'imagerie mé-
dicale permet d'obtenir des représentations multidimensionnelles (2D ou 3D) du corps
humain en se basant sur la résonance magnétique nucléaire (RMN) : un champ magné-
tique puissant va aligner les moments magnétiques de spin et par la même occasion créer
une aimantation des tissus que l'on pourra ainsi observer. L'IRM, basée sur l'utilisation
de champs magnétiques, présente alors un plus grand intérêt que la tomodensitométrie
qui utilise des rayonnements ionisants (rayons X) pour la représentation interne du corps
humain. Sans la mise en place d'aimants supraconducteurs, il faudrait des électroaimants
nécessitant des centaines de kilowatts aﬁn de générer le champ magnétique requis dans
l'IRM.
La découverte par B. D. Josephson de l'eﬀet Josephson, qui lui valut le prix Nobel
en 1973, montrant qu'un courant électrique peut apparaître entre deux matériaux supra-
conducteurs séparés par un isolant, a permis la création de SQUIDs [27] (Superconducting
Quantum Interference Device). Le SQUID est un dispositif formé d'un circuit supraconduc-
teur contenant deux jonctions Josephson et permettant de détecter de très faibles champs
magnétiques. Les SQUIDs peuvent être utilisés dans le domaine de la santé dans le but
de mesurer l'activité neuronale au sein du cerveau : les champs magnétiques induits par
l'activité électrique des neurones sont de l'ordre du femtoTesla (10−15T , soit une valeur
bien plus faible que le champ magnétique terrestre), on utilise alors un magnétoencéphalo-
graphe (MEG) qui est essentiellement un maillage de plusieurs centaines de SQUIDs. Une
technique analogue peut être utilisée pour la détection de champs magnétiques provenant
du c÷ur humain, c'est la magnétocardiographie (MCG) [52]. Les SQUIDs étant des ma-
gnétomètres ils sont couramment utilisés en physique, mais également dans des domaines
totalement diﬀérents tels que par exemple la géophysique pour la prospection par méthode
magnétique aﬁn de caractériser en détail les sous-sols.
Une autre propriété des jonctions Josephson est la suivante : en appliquant une dif-
férence de tension électrique constante entre les deux supraconducteurs, il apparaît un
courant électrique alternatif de très haute fréquence. La fréquence des courants alternatifs
ne dépend pas des supraconducteurs, mais de la tension appliquée ainsi que de constantes
fondamentales (par exemple la charge électrique de l'électron). Cette propriété peut être
utilisée aﬁn de créer des transistors beaucoup plus rapides que les transistors classiques
(semi-conducteurs), et ainsi ouvrir la voie à des ordinateurs beaucoup plus rapides en
terme d'opérations à virgule ﬂottante par seconde (ﬂops).
Une autre application possible des supraconducteurs se trouve dans le domaine de la
recherche théorique en Physique au sein des accélérateurs de particules. Bien qu'il en existe
une quantité notable répartie dans plusieurs pays à travers le monde, l'un de ceux qui a fait
le plus parler de lui ces derniers temps (avec un budget avoisinant les 9 milliards de dollars)
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est le grand collisionneur de hadrons LHC du CERN, se trouvant en partie en France et
en Suisse. Son but est de tenter de répondre à des questions que posent les modèles de
la physique des particules et de la cosmologie, en essayant par exemple de prouver l'exis-
tence du boson de Higgs ou encore la détéction plus ou moins directe de matière noire, de
dimensions supplémentaires etc ... Son fonctionnement est basé sur celui du synchrotron,
qui, rappelons-le, permet d'accélérer des particules chargées à hautes énergies via l'utili-
sation d'électro-aimants. Le LHC accélère des hadrons, en particulier des protons, jusqu'à
une énergie de 7 Tev et les fait entrer en collision. Le champ magnétique nécessaire à la
courbure du faisceau de protons ne serait possible avec des électro-aimants que pour des
valeurs de courants électrique considérables, ce qui entraînerait un échauﬀement énorme
du matériau. C'est pourquoi l'utilisation de supraconducteurs est incontournable dans la
réalisation de cette expérience (plusieurs milliers d'aimants supraconducteurs y sont utili-
sés).
Beaucoup d'autres exemples d'utilisation de supraconducteurs existent et nous ne ten-
tons pas d'en faire une liste exhaustive, cependant nous pouvons en citer brièvement
quelques-uns qui sont plus ou moins connus du grand public. L'application de la supra-
conductivité aux moyens de transport avec les trains à sustentation magnétique est une de
ces réalisations. L'idée est d'appliquer le phénomène de lévitation des supraconducteurs en
présence d'aimants aﬁn de supprimer les frottements du train avec les rails et de n'avoir
plus que les frottements avec l'air ambiant. Avec le JR-MagLev les Japonais ont ainsi réussi
à réaliser l'exploit d'atteindre les 581 km/h en 2003.
La production d'énergie nucléaire à travers les Tokamaks représente aussi une utilisa-
tion possible des supraconducteurs. La fusion d'atomes "légers" se fait au sein de plasmas
qui présentent des températures de plusieurs millions de degrés et qui sont conﬁnés dans
un anneau torique par de forts champs magnétiques (≈ 5T ) réalisés grâce à des aimants
supraconducteurs. Le dernier exemple en date est le projet ITER (pour International Ther-
monuclear Experimental Reactor) qui fait beaucoup parler de lui et dont le budget avoisine
les 15 à 17 milliards d'euros actuellement.
Et enﬁn l'application phare du transport de courant électrique : dans les lignes à haute
tension l'utilisation de câbles supraconducteurs, en remplacement des câbles en cuivre ou
en alliage d'aluminium, permettrait de faire passer une quantité beaucoup plus grande de
courant électrique sans perte d'énergie par eﬀet Joule. Un exemple de réalisation indus-
trielle a été eﬀectué aux Etats-Unis en 2008 avec six cents mètres de câble supraconduc-
teur permettant de transporter environ 500 MW pour une faible tension (un projet nommé
"AmpaCity" va bientôt tenter de battre le record de la plus longue liaison supraconductrice
en Allemagne).
2.3 Statique des réseaux de vortex
Dans le matériau supraconducteur, le réseau de vortex est plongé dans un potentiel per-
turbateur crée par les défauts du matériau. Pour garder la propriété supraconductrice de
résistivité nulle, le réseau de vortex doit rester ﬁgé dans ce potentiel. Il est donc primordial
de comprendre comment le réseau élastique de vortex s'adapte au potentiel de piégeage.
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Nous commencerons donc par considérer les phases statiques observées dans l'état mixte
des supraconducteurs (les aspects dynamiques seront étudiés dans la section suivante).
La matière vortex présente une grande richesse résultant de la compétition entre la
structure élastique du réseau de vortex, le piégeage et les ﬂuctuations thermiques. Le dia-
gramme de phase 2.3, tiré d'une analyse de champ moyen, va être modiﬁé pour les SHTC.
En eﬀet leur caractère fortement de type II, ou encore leur forte anisotropie, va rendre
les ﬂuctuations thermiques importantes. Le piégeage va également augmenter la richesse
du diagramme. Par exemple en absence de piégeage et à température nulle le réseau de
vortex forme un cristal, cependant lorsque la température est suﬃsamment élevée, comme
pour n'importe quel solide, le cristal de vortex peut fondre en un liquide de vortex. La
température de fusion peut être grossièrement estimée par le critère de Lindemann qui
explique que le cristal va fondre lorsque l'écart quadratique moyen des déplacements des
vortex aura atteint une fraction du pas du réseau, soit < u2(Tfusion) >≈ c2La20 où < · · · >
est une moyenne thermique et cL ' 1/10 est la constante de Lindemann. Nous renvoyons
le lecteur à la référence [53] pour plus de détails sur la fusion du réseau de vortex. Nous
restons ici au contraire dans une description élastique du réseau de vortex plongé dans un
potentiel désordonné.
2.3.1 Description élastique du réseau
Le réseau de vortex est une structure périodique qui peut être décrite par le même
type d'hamiltonien élastique que dans l'équation (1.1) introduite dans le cas particulier






représentent les positions d'équilibre (ce sont les positions de références du réseau de Bra-
vais parfait, correspondant ici au réseau triangulaire) et #”ui est le champ de vecteur de
déplacement qui donne l'écart du vortex i par rapport à sa position d'équilibre (voir la
ﬁgure 2.10 pour avoir une représentation schématique). Aﬁn de pouvoir utiliser une des-
cription élastique pour les vortex nous supposons le champ de déplacement #”ui univalué,
ce qui correspond à la situation où il n'y a pas de défaut topologique (c'est-à-dire aucune
discontinuité dans la structure cristalline du matériau).
Figure 2.10  Exemple schématique d'un réseau de vortex avec les positions d'équilibre
# ”
Ri en noir, le champ de déplacement #”ui représenté par les vecteurs, et les positions #”ri des
vortex en gris.
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Si le déplacement de deux vortex voisins est suﬃsamment petit par rapport au pas
du réseau | #”ui − #      ”ui+1|  a0, alors en prenant la limite continue nous obtenons une énergie
élastique quadratique en u comme dans l'équation (1.1). Dans cette équation nous considé-
rions le cas d'une structure élastique isotrope, i.e. le coeﬃcient élastique c avait été choisi
constant. Cependant en appliquant cette démarche au réseau de vortex tridimensionnel



















Cela correspond à une situation expérimentale dans un supraconducteur à haute tem-
pérature critique anisotrope (comme les cuprates) avec des vortex droits et alignés suivant
l'axe z (axe d'application du champ magnétique) et les dérivées notées par
#”∇ ont lieu dans
le plan xy perpendiculaire (c'est-à-dire les plans CuO2 permettant la supraconductivité).
Le coeﬃcient élastique est un tenseur avec c11 le module de compression, c66 le module
de cisaillement et c44 le module de torsion. En général nous avons c11  c66 et les modes
transverses (cisaillement et torsion) sont dominants. Notons qu'en présence de matériaux
très fortement anisotropes, le vortex n'est plus représenté sous forme d'une ligne mais sous
forme de pancakes vivant dans les diﬀérentes couches du matériau et couplés entre eux par
un couplage électromagnétique ou Josephson. Par la suite nous parlerons exclusivement de
SHTC présentant une anisotropie modérée et pour laquelle le vortex peut être vu comme
une ligne élastique.
On voit tout naturellement qu'en absence de désordre la conﬁguration permettant
d'avoir une énergie minimale est le cristal parfait avec un champ de déplacement nul (soit
ui = 0 lors d'une description discrète). Plongé dans un désordre externe, le cristal va se




ddrV ( #”r )ρ( #”r ) (2.23)
où ρ( #”r ) =
∑
i
δ( #”r − # ”Ri − #”ui) représente la densité des vortex. On appellera rf la longueur
de corrélation du désordre, et on supposera rf ∼ ξ où ξ est la longueur de cohérence
des vortex. Ainsi à température nulle et à l'équilibre l'hamiltonien total du système est la




















ddrV ( #”r )ρ( #”r ) (2.24)
2.3.2 Modèle de Larkin
Le couplage au désordre étant hautement non linéaire il est alors très diﬃcile de résoudre
le problème décrit par l'hamiltonien (2.24) et c'est là que les méthodes du Groupe de
Renormalisation ou la théorie des Répliques sont très utiles. A partir d'arguments simples
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nous pouvons néanmoins, dans un premier temps, décrire le piégeage et ses eﬀets. C'est ce
qu'à fait Larkin [54] en remplaçant le couplage avec un potentiel désordonné par des forces




ddrf( #”r )u( #”r ) (2.25)
Le fait que ce couplage au désordre soit dorénavant linéaire vis à vis des déplacements
permet une résolution de l'hamiltonien global déﬁni comme la somme de (2.22) et (2.25).
Avant de présenter les résultats que l'on peut en déduire, nous rappelons comment se ca-
ractérise l'ordre d'un réseau.
Fonction de corrélation des déplacements
Pour caractériser le degré d'ordre d'une structure périodique on déﬁnit une fonction de
corrélation des déplacements relatifs qui mesure les déplacements relatifs de deux objets
(en l'occurrence ici deux vortex) séparés par une distance r :





#”u ( #”r )− #”u ( #”0 )
]2
> (2.26)
où #”u ( #”r ) est le champ de déplacement, N est la dimension du champ de déplacement,
< · · · > et · · · représentent respectivement une moyenne sur les ﬂuctuations thermiques et
sur les réalisations du désordre. Nous pouvons relier cette quantité à une grandeur déﬁnie
précédemment dans le chapitre 1, la rugosité W (r) =
√
B(r) et qui se comporte en loi de
puissance avec l'exposant de rugosité ζ tel que W (r) ∼ rζ . Le comportement de B(r) donne
des indications sur la déformation de la structure périodique et il est relié à la nature de
l'ordre : pour un liquide B(r) diverge quelque soit r à cause du déplacement incessant sur
de grandes distances des particules constituant le liquide, dans un verre le réseau peut se
réorganiser et provoquer ainsi des déplacements relatifs arbitrairement grands à grandes
distances et donc B(r) diverge lorsque r → ∞, dans un solide cristallin les constituants
élémentaires ne se déplacent qu'autour de leur position d'équilibre et B(r) reste borné, et
enﬁn pour un cristal parfait nous avons B(r) = 0. Notons que pour d ≥ 3 l'ordre cristallin
survit à une température ﬁnie alors qu'il est détruit pour des dimensions d ≤ 2.
Facteur de structure
Expérimentalement la détermination de l'ordre d'une structure périodique s'eﬀectue
par diﬀraction de neutrons ou de rayons X à travers la mesure du facteur de structure
S( #”q ) = < |ρ( #”q )|2 >, qui n'est rien d'autre que la transformée de Fourier de la fonction de
corrélation densité-densité ρ( #”r ). En s'intéressant à l'allure des pics au niveau des vecteurs
du réseau réciproque
#”
K nous avons ensuite une mesure de l'ordre du réseau. Cela se traduit
mathématiquement par la fonction de corrélation de l'ordre translationnel CK(r)
76
2.3. STATIQUE DES RÉSEAUX DE VORTEX
C #”K(
#”r ) = < ei
#”
K·[ #”u ( #”r )− #”u ( #”0 )] > (2.27)
cette quantité permettant de caractériser la forme des pics dans l'espace réel en eﬀectuant
une transformée de Fourier inverse d'un seul pic autour du vecteur réciproque
#”
K. La forme
et la largeur des pics donne donc une mesure du degré d'ordre translationnel dans la struc-
ture périodique. Notons également que dans le cas de ﬂuctuations Gaussiennes (telles que
les ﬂuctuations thermiques) on peut montrer que la fonction de corrélation de l'ordre trans-
lationnel et celle des déplacements relatifs sont liées par la relation CK(r) ∼ e−K2B(r)/2.
Sur la ﬁgure 2.11 nous avons représenté l'allure du facteur de structure S(q) et le compor-
tement de CK(r) nous informant sur le proﬁl des pics dans le facteur de structure pour
plusieurs cas.
Pour un cristal parfait la fonction de corrélation CK(r) présente une limite non nulle
Figure 2.11  Evolution de la fonction de corrélation CK(r) et allure des pics au niveau
des vecteurs réciproques dans le facteur de structure S(q) pour : un cristal parfait a-d),
pour un verre très désordonné b-e) et dans un verre quasi-ordonné c-f).
(ﬁgure 2.11a) et des pics de Bragg (fonction δ de Dirac) apparaissent au niveau des vec-
teurs réciproques K (ﬁgure 2.11d). Dans un verre très désordonné CK(r)→ 0 rapidement
et l'ordre parfait est perdu (décroissance exponentielle par exemple, voir ﬁgure 2.11b), les
pics dans le facteur de structure ont une hauteur ﬁnie (leur largeur à mi-hauteur est liée
à la vitesse de la décroissance de CK(r) et donc à la longueur caractéristique au-delà de
laquelle l'ordre translationnel est perdu) comme le montre la ﬁgure 2.11e. Dans un verre
quasi-ordonné CK(r) décroît en loi de puissance (ﬁgure 2.11c) et les pics dans S(q) sont
divergents mais ne sont plus des fonctions de Dirac δ (ﬁgure 2.11f) : c'est ce que l'on appelle
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un quasi-ordre à grande distance.
Retour au modèle de Larkin
Revenons maintenant au modèle de Larkin déﬁni plus haut, nous obtenons pour la







où la longueur de Larkin Lc représente la distance entre deux vortex dont le déplace-
ment relatif est de l'ordre de la longueur de corrélation du potentiel aléatoire rf , i.e.
u(Lc)− u(0) ∼ rf . On peut déterminer la valeur de cette longueur Lc par des arguments
d'échelle en égalant l'énergie élastiqueEel ∼ c Ld−2c r2f à l'énergie liée au désordreEdis ∼  Ld/2c








A partir de la longueur de Larkin nous pouvons également retrouver la valeur de la
force critique Fc (cf. équation (1.11)) qu'il est nécessaire d'appliquer au réseau aﬁn de le
dépiéger. Il suﬃt d'égaler l'énergie élastique d'un domaine de Larkin de taille Lc au travail∫
ddrFextu(r) fourni par la force extérieure Fext qui équivaut alors à Fc. On trouve alors
Fc ∼ c rf
L2c
(2.30)
A partir de l'équation (2.28) on voit que pour d < 4 les déplacements relatifs aug-
mentent comme une puissance de la distance et on en déduit donc que la présence d'un
faible désordre détruit l'ordre translationnel à grande distance du réseau de vortex en des-
sous d'une dimension d = 4. Ainsi dès qu'on plonge un cristal parfait (tel que le réseau
d'Abrikosov) dans un désordre extérieur, ce dernier détruit l'ordre parfait du cristal et il
ne peut plus exister en tant que tel : le désordre est donc pertinent en dessous de d < 4. Le
fait que les expériences soient réalisées exclusivement pour d < 4 amène donc à se poser la
question essentielle de la nature de cette phase désordonnée.
Suite à ce modèle de Larkin et pendant longtemps il a été pensé que cette croissance
algébrique des déplacements relatifs impliquait la destruction du cristal sous la forme de
cristallites de taille La au delà desquelles l'ordre positionnel était perdu (où La est déﬁnie
comme étant la longueur pour laquelle les déformations relatives deviennent du même
ordre de grandeur que le pas du réseau a0, i.e. |u(La)− u(0)| ∼ a0), avec l'apparition
de défauts topologiques au niveau de La. Bien que séduisante cette idée a été mise à
mal par diverses expériences eﬀectuées par la suite : nous pouvons citer par exemple le
fait que la diﬀusion de neutrons présentait un ordre positionnel plus intense que prévu
avec l'apparition de pics de Bragg (voir image de gauche de la ﬁgure 2.12), ou encore
les expériences de décorations de Bitter présentant de très grandes régions sans aucune
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dislocation (l'ordre y est topologiquement parfait mais pas parfaitement cristallin, c'est-à-
dire que les déformations par rapport au cristal parfait sont relativement faibles, voir les
images du milieu et de droite de la ﬁgure 2.12).
Figure 2.12  Image de gauche : pics de Bragg de la diﬀraction de neutrons, les 6 pics
du réseau triangulaire d'Abrikosov sont nettement visibles [55]. Images de droite et du
milieu : représentation colorée du champ de déplacement pour une image contenant 37003
vortex sans dislocation (voir [56] pour plus d'informations) et exemple de triangulation de
Delaunay d'une décoration sans défaut topologique.
L'image du cristal brisé en cristallites n'est alors plus possible et les eﬀets du désordre
sur le réseau de vortex ne sont pas correctement pris en compte. Le modèle de Larkin n'est
pas valide lorsque l'on commence à sonder des grandes distances.
2.3.3 Verre de Bragg
Si l'on veut décrire de façon correcte les réseaux de vortex, les arguments d'échelle et la
vision naïve du modèle de Larkin ne suﬃsent plus et il faut utiliser des outils de physique
statistique tels que le groupe de renormalisation fonctionnelle (FRG) ou la méthode des
répliques couplée à une approche variationnelle. C'est ce qui a été fait par T. Giamarchi
et P. Le Doussal dans [57, 58] où les résultats ont été obtenus dans le cadre d'une théorie
élastique en présence d'un désordre de faible intensité pour d = 3. Il a été trouvé que
la fonction de corrélation des déplacements relatifs B(r) présente en fait trois régimes en
fonction de la distance, comme représenté sur la ﬁgure 2.13.
Lorsque l'on considère des régions de taille 0 < r  Lc le modèle de Larkin développé
précédemment reste valide, la fonction de corrélation se comporte en loi de puissance telle
que B(r) ∼ r4−d, et il n'existe pas d'état métastable dans ce régime qui porte le nom
de régime de Larkin. Puis lorsque l'on atteint des tailles Lc  r  La, les déplacements
relatifs des vortex varient de rf à a0. Les vortex explorent alors un potentiel aléatoire
indépendant, c'est ce que l'on appelle le régime de la variété aléatoire (en référence au
cas d'une interface dans un système désordonné). La fonction de corrélation se comporte
ici comme B(r) ∼ r2ζ avec ζ l'exposant de rugosité, et les états métastables apparaissent.
Et enﬁn lorsque r  La la périodicité du réseau de vortex joue un rôle fondamental, les
déplacements relatifs étant du même ordre de grandeur que le pas du réseau a0. Deux
vortex voisins entrent en compétition pour tirer parti du désordre, cependant il est éner-
gétiquement favorable pour le système de ne pas induire de déplacements plus grands que
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Figure 2.13  Proﬁl de la fonction de corrélation des déplacements relatifs B(r) pour les
trois régimes possibles séparés par Lc et La, pour plus d'information se référer au texte.
le pas du réseau sans quoi le coût élastique dépasserait le gain obtenu par le piégeage.
Ainsi les déplacements relatifs ne croissent plus en loi de puissance mais bien au contraire
très faiblement avec B(r) ∼ Adln|r| où Ad est une constante dépendent de la dimension
seulement. Ainsi, puisque les déplacements restent de l'ordre de grandeur de a0 les dislo-
cations n'ont pas lieu d'être et la fonction de corrélation de l'ordre translationnel CK(r)
décroît non plus exponentiellement mais algébriquement, ce qui implique un quasi-ordre
à grande distance. Le facteur de structure de cette phase présente des pics de Bragg qui
divergent en loi de puissance (cf la ﬁgure 2.11f). Il s'agit d'une structure vitreuse possédant
de nombreux états métastables séparés par des barrières d'énergie divergentes et appelée
par ses auteurs le verre de Bragg. Pour plus d'informations et de plus amples détails nous
conseillons la lecture de l'article original [58].
Cette phase est donc assez inattendue dans le sens où il s'agit d'une phase vitreuse
très ordonné. Cette spéciﬁcité vitreuse est détectable notamment dans les propriétés dy-
namiques comme nous le verrons dans la partie sur le creep par la suite. Elle possède un
quasi-ordre à grande distance (à la fois positionnel et orientationnel), et elle ne présente pas
de défaut topologique libre (chaque vortex a 6 voisins et le verre de Bragg apparait comme
un réseau hexagonal déformé). Le verre de Bragg a été vériﬁé théoriquement [59, 60, 61],
numériquement [62] et expérimentalement [55, 56].
Comme le montre la ﬁgure 2.14, le verre de Bragg obtenu en piégeage faible devient un
verre désordonné avec des défauts topologiques en piégeage fort, et la fusion de ces deux
phases vitreuses vers un liquide de vortex présente des diﬀérences, notamment sur l'ordre
de la transition. Notons enﬁn que pour un piégeage colonnaire (un désordre corrélé crée
par irradiation du matériau aux ions lourds), la phase vitreuse obtenue est appelée verre
de Bose [63].
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Figure 2.14  Diagramme de phases statique désordre versus température pour le réseau
de vortex. La transition de phase du verre de Bragg au liquide de vortex est prévue comme
étant du 1er ordre, alors que la transition de phase du verre désordonné au liquide est
prévue comme étant du 2nd ordre.
2.4 Dynamique des réseaux de vortex
Dans cette partie nous allons nous intéresser à la dynamique des réseaux de vortex mis
en mouvement par une force extérieure notée Fext que l'on peut relier au courant électrique
j injecté dans l'échantillon supraconducteur et qui va générer une force de Lorentz sur
chaque vortex. Nous commençons par une description qualitative de cette dynamique qui
est commune avec celle d'autres systèmes élastiques désordonnés comme les interfaces que
nous avons déjà décrites en section 1.4.2 du chapitre 1. Puis nous décrirons les diﬀérentes
phases dynamiques attendues pour les réseaux de vortex.
2.4.1 Equation de base de la dynamique
La dynamique est en général choisie sur-amortie (bien que l'on puisse rajouter un
terme inertiel) avec un coeﬃcient de friction microscopique η, et l'équation du mouvement
du champ de déplacement ui de la i-ème particule par rapport à la position d'équilibre








+ Fext + F
th
i (2.31)
avec F th un bruit thermique choisi comme étant un bruit blanc Gaussien,Hel etHdes sont
les hamiltoniens élastique et de désordre décrits précédemment.
Lorsque l'on trace la courbe vitesse-force à température nulle on peut distinguer trois
régimes diﬀérents suivant la valeur de la force. Pour une force inférieure à une force critique
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Fc le réseau de vortex reste piégé avec une vitesse moyenne nulle v = 0, lorsque F & Fc
le réseau se dépiège et sa mise en mouvement se traduit par une vitesse non nulle (le
passage de l'état piégé à celui en mouvement peut être vu comme une transition de phase,
cf chapitre 4), et enﬁn pour des valeurs élevées de force un régime d'écoulement à haute
vitesse apparait.
Lorsque la température présente une valeur ﬁnie, le réseau de vortex peut être mis
en mouvement pour des valeurs de force F < Fc grâce à l'activation thermique (c'est ce
que l'on nomme le creep, voir la section 1.4.2.3). La ﬁgure 1.16 représente la courbe v(F )
obtenue et les trois régimes dont nous avons discuté.
2.4.2 Diagramme de phase dynamique
Nous avons vu pour le cas statique les phases qui pouvaient exister pour d = 3. Nous
nous intéressons ici à la mise en mouvement des phases vitreuses vues plus haut (verre de
Bragg et verre désordonné). Le réseau de vortex une fois mis en mouvement ne se comporte
pas comme un cristal parfait, ainsi que cela avait été prédit par des calculs de perturbation
en 1/v [64], mais bien au contraire le désordre continue de rester pertinent quelque soit la
vitesse et la périodicité dans la direction transverse au mouvement génère un autre type
de phase : le verre en mouvement. Dans ce modèle [65, 66] le mouvement des vortex se
produit le long de canaux statiques qui présentent une certaine rugosité et le long desquels
les vortex se déplacent comme des perles sur un collier.
Nous avons représenté sur la ﬁgure 2.15 du haut le diagramme de phase schématique à
d = 3 en variables (T,∆, F ) (respectivement température, intensité de désordre et force ap-
pliquée), et sur la ﬁgure du bas diﬀérents plans de coupe du diagramme : sur 2.15a) T = 0,
pour 2.15b) F a été choisie de telle sorte que la valeur de la vitesse soit ﬁnie, quant à 2.15c)
une faible valeur de désordre a été choisie. Toutes ces ﬁgures on été extraites de l'article [66].
Comme nous pouvons le voir sur la ﬁgure 2.15a), pour de faibles valeurs du désordre
et de la force d'entrainement la phase résultante est le verre de Bragg décrit précédem-
ment. Lorsque la force appliquée augmente le système se dépiège et devient un verre de
Bragg en mouvement. Quand l'intensité du désordre est plus élevée, le verre de Bragg
(pour des faibles valeurs de F ) se transforme en un verre désordonné où des défauts topo-
logiques apparaissent. Lorsque la force appliquée augmente ce verre désordonné va passer
par diﬀérentes phases en fonction de F : tout d'abord un ﬂot plastique ﬁlamentaire (où
les dislocations sont très nombreuses et rendant ainsi la description élastique du réseau de
vortex invalide) puis un verre transverse en mouvement. Il n'y a pas encore de prédiction
déﬁnitive pour la zone carrée proche de Fc.
Nous ne tentons pas de décrire en détail toutes ces phases, et renvoyons le lecteur à
la lecture de l'article [66] pour de plus amples informations, néanmoins nous allons pré-
ciser brièvement deux phases en particulier : le verre de Bragg en mouvement et le verre
transverse en mouvement.
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Figure 2.15  Image du haut : Diagramme de phase schématique en température T ,
désordre ∆ et force F pour d = 3. Image du bas : coupes du diagramme précédent sui-
vant diﬀérents plans permettant d'aﬃcher des phases intermédiaires non aﬃchées sur le
diagramme (T,∆, F ). Ces ﬁgures sont tirées de l'article [66].
Verre de Bragg et verre transverse en mouvement
Faisant suite à l'existence du verre de Bragg statique, montré dans la section précé-
dente, le verre de Bragg en mouvement est donc la phase obtenue pour le système lorsque
ce dernier présente un désordre ponctuel de faible intensité et que la force d'entrainement
dépasse la valeur critique Fc de dépiégeage. Au sein de ce verre la fonction de corréla-
tion des déplacements transverses croît logarithmiquement au-delà d'une certaine longueur
caractéristique et un quasi-ordre à grande distance survit dans le verre de Bragg en mou-
vement comme pour le cas statique. Les vortex se déplacent le long de canaux statiques
rugueux (i.e. la trajectoire des vortex au sein d'un même canal n'évolue pas au cours du
temps et ce canal n'est pas une ligne droite) dans la direction de la force d'entraînement et
ces canaux sont corrélés dans la direction perpendiculaire au mouvement ce qui veut dire
que les vortex de deux canaux voisins se déplacent avec la même vitesse moyenne. L'ordre
topologique dans ce verre de Bragg en mouvement y est donc conservé.
Quant au verre transverse en mouvement il apparaît pour une intensité de désordre plus
élevée que dans le cas du verre de Bragg en mouvement. Les vortex se déplacent toujours
au sein de canaux statiques cependant ces derniers sont découplés impliquant de ce fait
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Figure 2.16  Représentation schématique d'une coupe bidimensionnelle d'un réseau de
vortex 3D où les points noirs correspondent aux vortex et les lignes aux canaux statiques :
a) verre de Bragg en mouvement où les canaux sont couplés et où il n'existe pas de défaut
topologique libre (une triangulation de Delaunay a été représentée en trait ﬁn noir), b)
verre transverse en mouvement où les canaux sont découplés et des défauts topologiques
entre les canaux existent. La force d'entrainement est également dessinée.
une vitesse moyenne diﬀérente d'un canal à un autre. Un ordre transverse smectique existe
mais des défauts topologiques vont être crées et détruits au cours du mouvement à cause
de ce découplage des canaux.
Ces situations ont pu être observées expérimentalement [67, 68] et numériquement
[69, 70]. Deux images illustrant ces observations sont présentées sur les ﬁgures 2.16 et 2.17.
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Figure 2.17  a) Image expérimentale tirée de l'article [68] d'un réseau de vortex, pour
diﬀérentes valeurs de champ magnétique (que l'on peut relier au désordre) et de vitesses.
Le réseau est représenté dans l'espace réel (colonne RS), sa transformée de Fourier (colonne
FT) et son ﬁltrage par Fourier (colonne FF) sont également présentés. La ﬂèche blanche
indique la direction du mouvement. En fonction des paramètres appliqués on observe le
verre transverse en mouvement au niveau des lignes a et b, alors que le verre de Bragg en
mouvement est observé au niveau des lignes c et d. b) Image du facteur de structure S(q)
(a,c,e) et triangulation de Delaunay (en b,d,f) pour diﬀérentes interactions vortex-vortex
et force d'entrainement, image extraite de la simulation [69]. Outre le ﬂot plastique pour
lequel le facteur de structure présente un comportement caractéristique d'un liquide avec
un anneau autour du vecteur reciproque (a) et la multitude de défauts observables dans
la triangulation sous la forme de cercles (b), on remarque en fonction des diﬀérents jeux
de paramètres un régime de canaux découplés (i.e. le verre transverse en mouvement) en
(c-d) avec des pics sméctiques dans S(q), et un autre régime dans lequel les canaux sont
couplés en (e-f) où la triangulation ne présente pas de défaut libre et où S(q) présente 6
pics.
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 If builders built buildings the way programmers write programs, then the ﬁrst wood-
pecker that came along would destroy civilization. 
Weinberg's Second Law, Gerald M. Weinberg
 It's not a bug, it's an undocumented feature. 
Murphy's computers laws
 It is easier to change the speciﬁcation to ﬁt the program than vice versa. 
Epigrams on Programming - 57th, Alan J. Perlis
3.1 Introduction
Dans ce chapitre nous décrivons les moyens numériques utiles à notre étude du dé-
piégeage des réseaux de vortex. Nous rappelons dans un premier temps des généralités
sur les simulations numériques pour des systèmes à grand nombre de particules, puis nous
présenterons les ingrédients nécessaires à notre étude du réseau de vortex à travers une des-
cription des diﬀérentes forces s'exerçant sur les vortex, et enﬁn nous parlerons brièvement
du programme de dynamique moléculaire choisi pour intégrer les équations du mouvement.
3.2 Généralités sur les simulations de systèmes à plusieurs
particules
3.2.1 Préliminaires
Par le passé le domaine des sciences physiques a joui de l'interaction mutuelle entre
la théorie d'une part, où le système que l'on veut décrire est modélisé par des équations
mathématiques basées sur des hypothèses ou des postulats, et les expériences d'autre part
permettant ainsi d'eﬀectuer des mesures sur le système et par la même occasion de conﬁr-
mer ou d'inﬁrmer la validité du modèle théorique. Les modèles théoriques ne peuvent être
en général testés de façon exacte que sur des cas relativement simples, et dès lors que la
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situation physique commence à sortir des sentiers battus des approximations plus ou moins
drastiques sont nécessaires pour arriver à décrire correctement le comportement du système
physique.
Cependant avec l'arrivée des ordinateurs depuis la seconde moitié du XXème siècle, un
nouveau moyen d'étudier les systèmes complexes est apparu. Les approximations faites aux
modèles théoriques sont moins brutales qu'auparavant et dépendent principalement de la
puissance de calcul des machines construites. En eﬀet d'un point de vue théorique lorsque
l'on connait tous les ingrédients nécessaires à la description du phénomène (interactions,
potentiels, etc ...), alors l'algorithme de calcul permet de connaitre à tout instant la po-
sition, la vitesse et l'accélération de tous les constituants du système. Une représentation
exacte du phénomène est ainsi théoriquement possible (du moins pour le cas de systèmes
déterministes), néanmoins lorsque l'on traite des systèmes comportant une immense quan-
tité de particules (n'oublions pas que dans une mole il y a NA = 6, 022 10
23 atomes, soit
six cent mille milliards de milliards d'atomes) alors les temps de calculs vont rendre toute
tentative de simulation impossible à moins d'utiliser des approximations raisonnables et de
faire attention à la complexité de l'algorithme utilisé.
Figure 3.1  Schéma de l'interaction entre les expériences et la théorie, les simulations
numériques permettant de faire un lien entre ces deux approches.
Les simulations sont à mi-chemin entre le modèle théorique, qu'il peut valider ou inva-
lider suivant les résultats simulés, et l'expérience dont il peut se rapprocher en introduisant
des valeurs physiques réalistes aux paramètres du modèle testé. Les simulations numériques
sont donc un pont entre les expériences et les théories, comme illustré schématiquement
sur la ﬁgure 3.1.
Les simulations numériques regroupent diﬀérentes techniques numériques. Nous trai-
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tons les vortex comme des particules (par abus de langage nous parlerons même parfois
d'atomes) pouvant interagir entre elles. La technique utilisée fera donc partie du cadre des
simulations atomistiques, cette dernière regroupant plusieurs types de simulations dont
par exemple les méthodes de dynamique moléculaire, les méthodes de Monter-Carlo, les
méthodes ab-initio, etc ...
3.2.2 La dynamique moléculaire
Notre choix se porte sur la dynamique moléculaire qui permet de simuler le mouvement
de nombreuses particules et de suivre leur évolution dans le temps. Pour cela il faut intégrer
les équations du mouvement de chaque atome repéré par sa position #”ri. En dynamique
moléculaire les lois de la mécanique classique décrites par Newton sont utilisables et il











Fi correspond à la force totale exercée sur la particule i. Numériquement nous ne pou-
vons pas traiter des éléments inﬁnitésimaux et il est donc nécessaire d'intégrer sur des
pas de temps ﬁnis. Le choix du pas de temps ∆t est important puisque s'il est pris trop
grand les déplacements des particules risquent d'être grands par rapport aux longueurs
caractéristiques du problème. Si le pas de temps est choisi trop petit alors les temps de
calcul deviennent trop importants. Le pas de temps à choisir est donc un compromis entre
ces deux possibilités et notre critère de choix sera typiquement le suivant : la distance
parcourue par un vortex en un pas de temps doit être inférieure à la plus petite distance
caractéristique du système (correspondant au rayon des pièges Rp par la suite). A para-
mètres ﬁxés, le pas de temps optimal sera donc aﬃné à la main en eﬀectuant plusieurs
essais avec des valeurs diﬀérentes de ∆t.
Ainsi l'intégration numérique permet d'accéder à la quantité ∆ #”r dont s'est déplacée
chaque particule pendant le temps ∆t. Le temps évolue de façon discrète dans la simulation
et l'erreur commise entre la solution exacte et la solution numérique va dépendre de la
façon dont on intègre l'équation du mouvement, c'est-à-dire de l'algorithme. Le choix d'un
algorithme stable et eﬃcace est nécessaire aﬁn d'optimiser le temps de calcul. Pour cela
nous utilisons l'algorithme de Velocity-Verlet : basé sur l'algorithme de Verlet [71], il en
est une version améliorée où les positions, les vitesses et les accélérations au temps t+ ∆t
sont obtenues à partir des mêmes quantités au temps t de la façon suivante,
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#”a (t+ ∆t) =
#”
F ( #”r (t+ ∆t))
m
(3.2c)







La nouvelle position #”r (t + ∆t) est calculée selon (3.2a), puis la vitesse à mi-pas de
temps est calculée via (3.2b) et enﬁn on calcule la nouvelle vitesse #”v (t+ ∆t) en (3.2d) en
utilisant l'accélération déﬁnie par (3.2c). Il suﬃt donc de connaitre les conditions initiales
pour commencer à intégrer l'équation du mouvement. Notons que le schéma d'intégration
est du second ordre, c'est-à-dire que l'erreur associée à la vitesse est O((∆t)3). Dans une
simulation de dynamique moléculaire la partie qui consomme le plus de temps du proces-
seur (appelé temps CPU, i.e. le temps passé par le programme sur le processeur) est le
calcul des forces, i.e. le calcul de l'accélération. Cependant avec notre schéma d'intégration
pour chaque pas de temps on n'évalue qu'une seule fois l'accélération, c'est pourquoi cet
algorithme est l'un des plus utilisés en dynamique moléculaire.
Un code de dynamique moléculaire est une procédure qui se boucle de la façon suivante :
on commence par se donner des conditions initiales #”r (t = 0) et #”v (t = 0), on choisit ensuite
le pas de temps ∆t, puis on calcule les forces au temps t et on en déduit l'accélération au
temps t, après quoi on applique l'algorithme choisi pour faire avancer les particules (c'est-
à-dire résoudre numériquement les équations du mouvement), et enﬁn on incrémente le
temps pour calculer la force à ce nouveau temps t + ∆t, et on boucle autant de fois que
nécessaire.
3.2.3 Cellule de simulation
Conditions aux limites périodiques
L'intérêt d'une simulation est souvent de tenter de simuler les propriétés de volume d'un
système macroscopique, cependant ce dernier contient un nombre de particules proche de
la valeur de NA ≈ 1023 : quelle que soit la quantité de particules que nous incorporons
dans une simulation (jusqu'à 106 pour certaines simulations de dynamique moléculaire)
nous n'arriverons jamais à reproduire un système physique réel. Dans un système macro-
scopique les particules sont situées principalement en volume et elles sont beaucoup moins
nombreuses près de la surface, néanmoins plus le nombre de particules simulées est faible et
plus les eﬀets de surface induits par les particules proches de la surface seront prédominants
sur les eﬀets de volume qui nous intéressent. Ainsi pour résoudre ce double problème de
faible nombre de particules et d'eﬀets de bords, nous utilisons des conditions aux limites
périodiques.
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En eﬀet dans une simulation on déﬁnit l'espace dans lequel les particules se déplacent
par une cellule de simulation dont les axes sont en général orthogonaux (bien qu'on puisse
les choisir non orthogonaux en fonction de ce que l'on veut simuler, ce ne sera pas notre
cas ici). Prenons l'exemple d'une simulation à 3 dimensions, les particules existent dans
une boîte déﬁnie par 3 axes et de volume V = LxLyLz où (Lx, Ly, Lz) représentent respec-
tivement la longueur de la boîte dans les directions (x, y, z). L'application des conditions
aux limites périodiques sur cette cellule de simulation a pour eﬀet de reproduire dans les
3 directions de l'espace cette boîte par translation aﬁn de paver tout l'espace. Dans cette
situation les particules des boîtes reproduites sont considérées comme des images des par-
ticules de la boîte initiale, et elles se déplacent à l'identique par rapport à ces dernières.
Ainsi pour toute particule sortant de la cellule initiale par un côté, une de ses images rentre
par l'autre côté (voir le schéma 3.2).
Figure 3.2  Schéma d'une cellule de simulation (au centre) et ses images par application
des conditions aux limites périodiques : une particule sortant de la cellule initiale par la
droite "réentre" par la gauche via une de ses images. Le cas à 2D est représenté pour plus
de facilité, l'extension à 3D est immédiate.
Par cette méthode, du point de vue de la cellule initiale aucune particule n'est per-
due et les eﬀets de bords ne sont pas pertinents, par conséquent on représente de façon
relativement correcte les propriétés de volume d'un système physique avec peu de par-
ticules. Certains eﬀets de taille ﬁnie continuent néanmoins d'exister et des méthodes de
lois d'échelles peuvent être utilisées pour s'en débarrasser comme nous le verrons dans le
chapitre 4.
Convention d'image minimale
Ces conditions aux limites périodiques entraînent par contre une diﬃculté au niveau du
calcul des interactions. Chaque particule va interagir avec ses voisines au sein de la boîte de
simulation mais va également interagir avec les images des particules et le nombre de paires
de particules en interaction va devenir très grand. En réalité, et comme nous le verrons
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pour notre cas, les potentiels d'interaction sont souvent de courte portée et en posant rcut le
rayon de cut-oﬀ du potentiel (indiquant la distance au-delà de laquelle les interactions entre
deux particules sont suﬃsamment négligeables pour ne plus être considérées) alors il suﬃt
d'avoir une boîte de simulation qui soit plus grande que 2rcut dans toutes les directions de
l'espace aﬁn de s'aﬀranchir de ce problème. En eﬀet cette astuce implique que pour une
particule dans la cellule de simulation il n'est nécessaire que de calculer l'interaction avec
les images les plus proches et d'oublier les autres images, réduisant de ce fait le niveau de
complexité introduit par les conditions périodiques. Notons que dans le cas d'interactions à
longue portée il existe des techniques pour calculer ces interactions telle que la sommation
d'Ewald.
3.2.4 Troncature du potentiel et liste de voisins
Cut-oﬀ du potentiel
Comme précisé auparavant lorsque le potentiel d'interaction est de courte portée il
est utile de limiter la région de l'espace dans laquelle on évalue les interactions aﬁn de
ne pas gaspiller du temps de calcul. Pour cela on a introduit le rayon de cut-oﬀ rcut au-
delà duquel les interactions sont considérées comme nulles, l'énergie d'interaction subit
donc une discontinuité à rcut et la force présente alors une divergence. Cette soudaine
accélération que subissent les particules entraîne une instabilité lors de la résolution des
équations du mouvement. L'idée est alors d'introduire des fonctions adoucies qui vont
annuler continûment le potentiel et la force à zéro : on décale le potentiel et la force d'une
certaine quantité ce qui va garantir la nullité de l'énergie potentielle et de la force à rcut et
donc permettre une transition douce entre les régions à l'intérieur et à l'extérieur du rayon
de cut-oﬀ. Mathématiquement cela s'écrit de la façon suivante,
U (sfp)(rij) =
{
U(rij)− U(rcut) + (rij − rcut)F (rcut) rij < rcut
0 rij ≥ rcut (3.3)
F (sfp)(rij) =
{
F (rij)− F (rcut) rij < rcut
0 rij ≥ rcut (3.4)
avec rij = | #”r ij | = | #”r i − #”r j | la distance séparant deux particules, U(rij) le potentiel entre




Toujours dans l'optique de diminuer le temps de calcul des simulations, et en se souve-
nant que calculer les forces entre les paires de particules est la partie la plus chronophage,
il existe une technique couramment utilisée dans les codes de dynamique moléculaire qui se
nomme la liste de voisins. Puisque relativement peu de particules doivent être considérées
lors du calcul d'interaction grâce au cut-oﬀ du potentiel, il est inutile de tester à chaque
pas de temps les paires telles que rij < rcut parmi toutes les paires possibles, et ce d'autant
plus lorsque la simulation contient une grande quantité de particules. Développée à l'origine
dans [71], la technique de la liste de voisins consiste à créer une liste de paires de particules
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dans laquelle à un pas de temps donné sont conservées les paires avec rij < rcut + rskin, où
rskin est l'épaisseur de peau qui sert de "réservoir" de particules pouvant interagir aux pas
de temps suivants (c'est-à-dire se trouver à une distance inférieure à rcut). Ainsi seules les
particules contenues dans cette liste sont testées aﬁn de savoir si rij < rcut, et la liste est
remise à jour lorsque des particules se trouvant en dehors de l'épaisseur de peau (r > rskin)
sont rentrées dans le rayon du cut-oﬀ (r < rcut). La valeur de rskin dépendra des para-
mètres de la simulation et sa valeur optimale résulte d'un compromis entre une plus rare
actualisation de la liste lorsque rskin est grande, et un plus grand nombre de calculs d'in-
teraction à cause du nombre de particules à prendre en compte qui est plus important (en
règle générale rskin < rcut). On peut remarquer que lorsque les particules conservent un
voisinage assez constant dans le temps (c'est par exemple le cas pour les vortex dans une
dynamique élastique où les vortex voisins ne changent pas) alors la fréquence de mise à jour
de la liste peut être réduite et donc un gain de temps est possible. Nous avons représenté
sur la ﬁgure 3.3 les diﬀérentes quantités apparaissant dans une liste de voisins.
Figure 3.3  Représentation visuelle d'une liste de voisin avec une particule test (en gris)
et les deux quantités permettant de déﬁnir cette liste : rcut le cut-oﬀ du potentiel et rskin
l'épaisseur de peau.
Nous avons présenté les grandes lignes directrices utilisées dans les codes de dynamique
moléculaire et ne tentons pas d'en faire une étude détaillée, pour plus d'informations nous
conseillons la lecture des livres [72, 73] portant sur ce sujet.
3.3 Modèle numérique des réseaux de vortex
3.3.1 Équation du mouvement
Nous nous intéressons à la dynamique élastique des réseaux de vortex supraconduc-
teurs à 2D. Modélisons à température ﬁnie les vortex comme Nv particules ponctuelles
interagissant entre elles et avec Np pièges représentant les défauts répartis aléatoirement
au sein du matériau dans le plan (x, y). Les forces s'exerçant sur chaque vortex sont donc :
 la force d'interaction vortex-vortex, notée
#”
F v-v
 la force d'interaction vortex-piège, notée
#”
F v-p
 la force extérieure d'entraînement, notée
#”
F L
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 la force de Langevin modélisant la température, notée
#”
F th
















Pour l'interaction entre vortex nous utiliserons la limite de London du modèle de
Ginzburg-Landau déﬁnie au chapitre précédent en prenant κ =
λL
ξs
= 90 (pour rappel, dans
cette limite κ  1 i.e. λL  ξs avec λL la longueur de pénétration et ξs la longueur de
cohérence, les vortex sont ainsi traités comme des particules ponctuelles et nous prendrons
comme distance moyenne entre les vortex a0 = λL).
3.3.2 Types d'interactions
Interaction vortex-vortex
Le potentiel d'interaction de paire entre deux vortex rigides est donné par une interac-
tion de Bessel modiﬁée (voir chapitre 2),






où rij = | #”r ij | = | #”r i − #”r j | est la distance entre les vortex i et j placés respectivement en







une énergie caractéristique par unité de longueur, comme dans [74].
Notons que cette interaction est répulsive quelle que soit la distance et que l'énergie diverge
à l'origine impliquant que deux vortex ne peuvent pas s'interpénétrer.
Ce potentiel à deux corps peut donc s'écrire comme une somme d'interactions de paires
entre les particules i et j situées en #”r i et #”r j , et la force subie par le vortex i s'écrit
#”





#”∇i est le gradient à deux dimensions agissant dans le plan (x, y) sur la position
#”r i.
Interaction vortex-piège
Le potentiel d'interaction vortex-piège (ou potentiel de piégeage), est choisi comme
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où rip = | #”r ip| = | #”r i − #”r p| est la distance entre le vortex i et le piège se trouvant en #”r p, et
Rp est le rayon des pièges choisi tel que Rp = 0.22λL. Le préfacteur αp est un paramètre
que l'on pourra faire varier librement aﬁn d'obtenir diﬀérentes intensités de piégeage. La
force d'interaction vortex-piège est donc obtenue en sommant les contributions possibles
provenant des Np pièges,
#”




La position des Np pièges est choisie au hasard et de façon indépendante. Notons
que la génération de nombres aléatoire n'est jamais réellement possible puisque basée sur
une méthode algorithmique et nous allons utiliser des nombres pseudo-aléatoires obtenus
par des générateurs congruentiels linéaires. Ces générateurs créent une série de nombres à
partir d'une valeur initiale, appelée graine, et où chaque terme dépend du précédent par
la relation de récurrence Ij+1 = aIj + c (mod m) avec m le module, a le multiplicateur
et c l'incrément. Le choix de ces paramètres est crucial puisque les termes de cette série
sont compris entre 0 et m − 1 et vont donc être rapidement périodiques si m est faible.
Notons également que cette série sera toujours identique pour chaque valeur de graine ﬁxée.
Nous utilisons ainsi une fonction introduite dans [75] appelée ran2() qui permet de nous
retourner des valeurs (entre 0 et 1) avec une égale probabilité, et qui possède une période
longue (supérieure à 2× 1018).
Force extérieure d'entraînement
En faisant passer un courant dans le supraconducteur, et en supposant que la densité de
courant
#”
j appliquée est homogène, il existe alors une force par unité de longueur (appelée





j × # ”Φ0 (3.10)
avec
# ”
Φ0 le vecteur le long du vortex possédant un quantum de ﬂux magnétique.
Force de frottement
La mise en mouvement des vortex par la force de Lorentz induit une dissipation dûe
aux c÷urs des vortex que l'on modélise par une force de frottement visqueux
#”





Aﬁn de modéliser la température nous introduisons une force ﬂuctuante aléatoire
#”
F thi (t)
décrivant le couplage du système avec un bain thermique. Ce bruit thermique est choisi
comme étant un bruit blanc Gaussien c'est-à-dire que la force possède une distribution
Gaussienne avec une moyenne nulle
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< F thi,λ(t) >= 0 (3.12)




′) >= 2ηkBTδijδλµδ(t− t′) (3.13)
où les indices latins représentent les vortex, les indices grecs sont les composantes carté-
siennes de la force stochastique
#”
F thi (t) dans le plan (x, y), kB est la constante de Boltzmann
et T est la température du bain thermique avec lequel le système est couplé. L'ajout de ces
deux derniers termes dans l'équation du mouvement amène à une équation diﬀérentielle
stochastique du type Langevin.
Retour à l'équation du mouvement













#”∇iUv-p(rip) + #”F L + #”F thi (t) (3.14)
Il s'agit d'un modèle 2D de vortex avec des interactions à courtes portées. Ce modèle
décrit également des vortex droits 3D dans un paysage de défauts colonnaires. Aﬁn que
ces vortex restent rigides et ne puissent par trop ﬂuctuer il faut que la tension de ligne
des vortex, identiﬁée au coeﬃcient de courbure c44 de l'équation (2.22), soit suﬃsamment
grande pour que ces derniers restent alignés avec le champ magnétique lors de leur dépla-
cement. Il faut également que les ﬂuctuations thermiques ne soient pas trop importantes,
et que le piégeage ne soit pas trop fort aﬁn de ne pas déformer le vortex.
3.4 Programme de dynamique moléculaire LAMMPS
Dans le but d'appliquer un code de dynamique moléculaire pour simuler le dépiégeage
des réseaux de vortex à 2D notre choix s'est porté sur le programme LAMMPS [76, 77]
("Large-scale Atomic/Molecular Massively Parallel Simulator") distribué par Sandia Na-
tional Laboratories, un laboratoire national de recherche dépendant du Département de
l'Énergie des États-Unis. Nous présentons rapidement les caractéristiques de cette suite
logicielle et les raisons de ce choix.
3.4.1 Caractéristiques de LAMMPS
Ce programme est un code de dynamique moléculaire classique qui permet de simuler
un ensemble de particules (dans des états solides, liquides ou gazeux, et sur diﬀérentes
échelles de longueur dont par exemple l'échelle atomique ou mésoscopique) en intégrant les
équations de la dynamique Newtonienne. Il permet également de modéliser divers systèmes
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dont par exemple des systèmes d'atomes, de polymères, de métaux, granulaires ... Les sys-
tèmes modélisables peuvent être 2D ou 3D, diﬀérentes conditions aux bords peuvent être
appliquées, tout comme une grande variété de forces déjà préexistantes ou à introduire soit
même. LAMMPS est distribué comme un code open-source sous les termes GNU Public
License (GPL), écrit initialement en Fortran F77 puis F90, il est maintenant développé en
C++, il est portable et peut être lancé sur des machines utilisant un système d'exploitation
du type Unix, Linux, Mac OS ou Microsoft Windows. Il peut également être facilement
modiﬁé suivant les volontés de l'utilisateur.
Ce programme peut être exécuté de façon séquentielle sur des machines de bureau ne
possédant qu'un seul processeur, mais également en parallèle sur des machines de calculs
lorsque la simulation le demande : en eﬀet LAMMPS peut modéliser des systèmes allant
de quelques particules à des millions (voire des milliards) de particules. Quand la quantité
de particules devient gigantesque il peut être intéressant d'utiliser le code GPU LAMMPS
qui permet d'avoir des résultats plus rapides en exploitant les capacités de calcul des pro-
cesseurs graphiques (GPU) : en eﬀet le calcul des forces est porté sur les GPU, qui sont
beaucoup plus performants que les CPU multi-c÷urs de par leur très grande quantité de
c÷urs, et le processeur peut ainsi s'occuper du reste du code sans être surchargé par ce
calcul des forces.
Pour la communication en parallèle LAMMPS utilise la libraire MPI (Message Pas-
sing Interface) qui est un standard de communication pour des noeuds exécutant des pro-
grammes parallèles sur des systèmes à mémoire distribuée. La technique utilisée pour la
parallélisation est de décomposer spatialement le domaine de la simulation en petits sous-
domaines qui seront attribués à chaque processeur. Les processeurs communiquent entre
eux et stockent les diﬀérentes informations concernant les particules se trouvant en bor-
dure de leurs sous-domaines aﬁn d'intégrer correctement les équations du mouvement et
de suivre les particules au cours du temps.
Le lancement d'une simulation se fait à travers un script d'entrée qui permet de déﬁ-
nir les diﬀérents paramètres qui vont être utilisés au sein la simulation (système d'unités,
dimension et taille de la cellule de simulation, pas de temps, conditions initiales #”r0 et #”v0,
potentiels et forces à appliquer etc ...), mais qui permet aussi de déﬁnir les quantités qui
devront être sorties à diﬀérents moments de la simulation (positions et vitesses des parti-
cules, énergies etc ...).
Outre une grande quantité de spéciﬁcités liées à la dynamique moléculaire déjà intro-
duite en son sein, LAMMPS possède également une large communauté d'utilisateurs et de
développeurs dans diﬀérentes branches des sciences physiques mettant à jour continuelle-
ment le code source.
3.4.2 Paramètres utilisés
Lors de nos futures simulations concernant le dépiégeage des réseaux de vortex à 2D
et dont nous présenterons les résultats dans le chapitre 4, les paramètres suivants seront
appliqués : la force extérieure d'entraînement est choisie suivant l'axe x du plan (x, y) et
s'écrit donc
#”
F L = F #”ex, la densité de pièges est la même que celle des vortex i.e. Np = Nv
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et leur rayon est Rp = 0.22λL, le pas du réseau de vortex est a0 = λL.
La position des pièges est ﬁxe, c'est-à-dire qu'ils n'évoluent pas au cours du temps,
alors que les vortex pourront se mouvoir librement au sein de la cellule de simulation
au gré de leurs diﬀérentes interactions. Lors du calcul de l'interaction vortex-vortex, on
prend pour la liste de voisins un rayon de cut-oﬀ rcut = 6.5λL et une épaisseur de peau
rskin = 0.3λL. Pour l'interaction vortex-pièges le cut-oﬀ est rcut = 1.1λL. En ce qui concerne
la masse des vortex, nous la choisissons de telle sorte que
η
m
= 0.1 ce qui permet à la
dynamique Newtonienne du second ordre de se comporter de façon identique à la limite sur-
amortie de la dynamique choisie habituellement dans la littérature (nous en reparlerons plus
tard au niveau des résultats). Nous prenons un système d'unités dans lequel les quantités
apparaissant dans la simulation sont sans dimension et nous posons λL = 1, 0 = 1 et
kB = 1. L'intégration de l'équation du mouvement (3.14) se fait en utilisant un algorithme
de Velocity-Verlet. La position initiale des vortex et des pièges ainsi que la taille de la boîte
de simulation à 2D sont eﬀectuées en pré-traitement, et la vitesse initiale des vortex est
choisie comme étant nulle. La valeur de la force appliquée F ainsi que la température du
bain thermique T sont également déﬁnies dans le script d'entrée. Le pas de temps est pris
tel que la distance ∆r parcourue par un vortex pendant un pas de temps ∆t soit inférieure
à la plus petite distance caractéristique du système, i.e. le rayon Rp des pièges. De plus, le
choix du pas de temps doit satisfaire à un compromis entre une intégration correcte de la
dynamique et un temps de calcul raisonnable.
Pour ce qui est de l'intensité de piégeage nous nous limiterons au cas du piégeage
faible, ce qui implique dans notre cas des valeurs de αp proches de 1.5 10−5 (nous verrons
en détail les diﬀérentes intensités étudiées dans le chapitre suivant). Cependant en ce qui
concerne le potentiel entre vortex au lieu d'évaluer l'interaction de Bessel qui consomme une
quantité de temps non négligeable, nous préférons eﬀectuer une interpolation par intervalles
du potentiel qui est plus rapide à évaluer. Cette méthode est couramment appliquée en
simulation numérique mais reste une approximation qui sera plus ou moins correcte en
fonction du choix des polynômes pris dans chaque subdivision de l'intervalle de déﬁnition
du potentiel. Nous prendrons des splines cubiques où les polynômes sont de degrés 3, c'est
un choix communément adopté puisqu'il permet d'avoir des polynômes de faibles degrés et








Dépiégeage élastique des réseaux de
vortex
4.1 Introduction
Nous présentons dans cette partie les résultats concernant notre étude du dépiégeage
élastique des réseaux de vortex dans les supraconducteurs de type II. Nous décrivons dans
un premier temps le phénomène de dépiégeage et son lien avec les transitions de phase, puis
nous discutons des diﬀérents types de dépiégeage rencontrés dans les systèmes élastiques
désordonnés, et enﬁn nous exposons nos diﬀérents résultats sur les réseaux de vortex à 2D
à température nulle et ﬁnie.
4.2 Transitions de phase et dépiégeage
Dans cette section nous rappelons brièvement en quoi consiste une transition de phase
(pour plus d'informations voir par exemple [78]), et le lien avec le dépiégeage. Cet aperçu
sera utile lorsque nous présenterons nos résultats.
4.2.1 Généralités sur les transitions de phase
Les transitions de phase sont des phénomènes qui ont lieu couramment dans divers sys-
tèmes physiques, elles interviennent lorsque le système subit une transformation provoquée
par la variation d'un paramètre extérieur faisant passer le système d'une phase à une autre
(ce paramètre dépend du système étudié, il peut être la température, la pression, le champ
magnétique, . . .). Ces transformations sont variées et peuvent être des changements d'états
comme pour le cas de l'eau (fusion, ébullition, ...), de structures cristallines (comme c'est
le cas pour le fer α et le fer γ), de comportements magnétiques comme on peut en observer
dans les ferromagnétiques etc ... Pour chaque système on peut représenter les domaines
des diﬀérentes phases observées sur un diagramme de phase dont les axes représentent les
diﬀérents paramètres pertinents (voir la ﬁgure 4.1 qui représente le diagramme (P, T ) de
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l'eau).
Figure 4.1  Diagramme de phase (P, T ) en pression et température de l'eau montrant
le domaine d'existence des trois phases : solide, liquide et gazeux. Notons deux points
remarquables : le point triple qui se situe à la jonction entre les trois domaines, et le point
critique qui est le point d'arrêt de la frontière entre la phase liquide et gazeuse.
Les paramètres qui pilotent une transition de phase se nomment paramètres de contrôle.
Pour un système subissant diﬀérentes transitions il y a un paramètre de contrôle associé
à chaque transition. Le changement de comportement du système est caractérisé par des
observables que l'on nomme paramètres d'ordre. Les transitions de phase présentent des
singularités dans les fonctions thermodynamiques, et deux grandes catégories de transitions
apparaissent suivant le comportement du paramètre d'ordre.
Les transitions dites de premier ordre présentent des discontinuités dans les grandeurs
physiques reliées aux dérivées premières du potentiel thermodynamique (par exemple l'en-
tropie) et ont une chaleur latente. Le paramètre d'ordre présente une discontinuité à la
transition ce qui indique que le système est dans les deux phases : il y a coexistence de
phase.
Les transitions de phase ne présentant pas de discontinuité au niveau des dérivées pre-
mières du potentiel thermodynamique mais au niveau des dérivées secondes, et donc sans
chaleur latente, sont appelées transitions du second ordre. Dans ce type de transition il y a
un passage continu d'une phase à l'autre sans coexistence des deux. Ce type de transition
apparaît au niveau du point critique de la transition liquide/gaz de l'eau (autour duquel il
y a passage continûment entre l'état liquide et gazeux), ou bien encore au point de Curie
de la transition ferromagnétique/paramagnétique.
La classiﬁcation des diﬀérentes transitions en fonction du comportement des potentiels
thermodynamiques a été initialement introduite par P. Ehrenfest. Elle permet de décrire
phénoménologiquement les transitions à partir de concepts thermodynamiques, mais est
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insuﬃsante pour une bonne compréhension de la physique sous-jacente. L. Landau a par-
achevé cette classiﬁcation en introduisant la notion de symétrie et de paramètre d'ordre,
ce dernier étant nul dans la phase la plus désordonnée et non nul dans la phase ordon-
née. Le paramètre d'ordre est discontinu pour une transition du premier ordre (au sens
d'Ehrenfest) et continu sinon (cf la ﬁgure 4.2). Dans ce cas les deux phases sont de symé-
tries diﬀérentes, on dit qu'il y a brisure spontanée de symétrie du système, d'une phase de
haute symétrie (paramètre d'ordre nul) vers une phase de plus basse symétrie (paramètre
d'ordre non nul).
Figure 4.2  Schéma représentant les deux types de transitions de phase observables : PO
signiﬁe "paramètre d'ordre", PC "paramètre de contrôle" et Pc est la valeur critique du
paramètre de contrôle indiquant la transition. Dans le cas d'une transition du 1er ordre le
paramètre d'ordre est discontinu à la transition, alors qu'il est continu pour celle du 2nd
ordre.
4.2.2 Les phénomènes critiques
Comme nous avons vu dans la section 1.4.2 consacrée aux systèmes élastiques désor-
donnés (en particulier les interfaces), et dans la section 2.4 pour le cas des vortex, le
dépiégeage d'une interface ou d'un réseau de vortex peut-être analysé dans le cadre de
la théorie des transitions de phase. Cependant l'analogie avec les phénomènes critiques
standards est limitée puisque la transition de dépiégeage est par nature une transition
hors d'équilibre. D. S. Fisher [79] proposa initialement cette approche pour les ondes de
densité de charge (CDW), puis elle fut appliquée avec succès à de nombreux autres sys-
tèmes connexes. D'après l'allure des courbes vitesse-force v(F ) des réseaux de vortex, on
est tenté d'aborder le dépiégeage des vortex (i.e. un passage d'un état piégé du réseau avec
une vitesse moyenne nulle à un état dépiégé du réseau où la vitesse moyenne est ﬁnie)
dans le cadre de la théorie des transitions de phase de Landau. Suivant cette analogie la
force d'entraînement F du système est considérée comme le paramètre de contrôle (PC),
la vitesse moyenne du réseau v correspond alors au paramètre d'ordre (PO) et nous notons
Fc la valeur critique de la force nécessaire pour dépiéger le réseau de vortex.
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Plusieurs questions se posent alors sur cette "transition de dépiégeage". Comme nous
le démontrerons à partir de nos résultats, la transition de dépiégeage des réseaux de vortex
dans le cas d'un piégeage faible est du second ordre. Nous allons donc rappeler les bases
élémentaires des transitions de phase continues. On pourra s'appuyer sur le cas de la transi-
tion de phase ferromagnétique-paramagnétique, cependant les résultats se généralisent aux
transitions du second ordre. Les transitions de phase du 2nd ordre sont plus faciles à étu-
dier numériquement que celles du 1er ordre pour lequelles existent des états métastables.
Des propriétés remarquables apparaissent, comme les lois d'échelles et l'universalité des
"phénomènes critiques" au voisinage des points critiques [80, 81].
Phénomènes critiques
L'étude des phénomènes critiques est motivée par la prédiction exacte des quantités
intervenant dans le système. L'approximation de champ moyen, qui néglige l'eﬀet des ﬂuc-
tuations du paramètre d'ordre en utilisant une méthode variationnelle, permet de calculer
les exposants critiques caractérisant le comportement de diﬀérentes observables loin du
point critique. Un autre intérêt d'étudier les phénomènes critiques est la similarité des com-
portements aux abords des points critiques pour des systèmes physiques qui sont pourtant
sensiblement diﬀérents : c'est ce que l'on appelle l'universalité. Les valeurs numériques des
exposants critiques peuvent être regroupées dans diﬀérentes classes d'universalité réalisées
par diﬀérents systèmes physiques présentant les mêmes valeurs d'exposants critiques. Ces
classes d'universalités ne dépendent que de peu de paramètres, principalement la dimension
du système d, la dimension du paramètre d'ordre, la portée des interactions et la symétrie
du système.
Dans le cas de la transition ferromagnétique-paramagnétique le paramètre d'ordre est
l'aimantation m et le paramètre de contrôle est la température T du système de spins. En
dessous de la température de Curie Tc le matériau est ferromagnétique et au-dessus de Tc
il est paramagnétique (cf 1.2.1.1). Nous posons la température réduite adimensionnée τ qui






Aux abords de la transition les quantités physiques présentent des comportements en
lois de puissances que l'on caractérise par des exposants critiques. Soit f(τ) une observable,




ln |τ | (4.2)
de sorte que f(τ) ∼ τa lorsque τ → 0. En réalité, il existe souvent des termes de cor-
rections à rajouter à cette expression impliquant plutôt la forme fonctionnelle suivante
f(τ) = Aτa(1 +Bτ b + . . .). Cependant, suﬃsamment proche du point critique le monôme
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dominant l'emporte sur les autres, et l'exposant critique a est en général mesuré et non la
fonction complète.
Exposants critiques
Le comportement des observables au voisinage du point critique est décrit par des
exposants critiques, dont la liste usuelle est :
Ch(τ) ∼ |τ |−α (4.3a)
m(τ) ∼ (−τ)β (4.3b)
m(h) ∼ |h|1/δ (4.3c)
χ(τ) ∼ |τ |−γ (4.3d)
ξ(τ) ∼ |τ |−ν (4.3e)
Dans ces equations h est le champ magnétique et m l'aimantation du système. L'ex-
posant α est déﬁni à partir de la chaleur spéciﬁque à h = 0 notée Ch(τ), β est relié à
l'aimantation à h = 0, δ est mesuré à l'isotherme critique τ = 0 et l'exposant γ est dé-
terminé par la susceptibilité χ(τ) à h = 0. La longueur de corrélation du système ξ, qui
mesure la taille caractéristique des ﬂuctuations du paramètre d'ordre, diverge à Tc avec
l'exposant ν à h = 0. Ces comportements proviennent de l'hypothèse d'une singularité
au niveau de l'énergie libre du système qui s'écrit alors F = FR +FS, avec FR la partie
régulière et FS la partie singulière ; les exposants critiques sont en fait associés aux gran-
deurs physiques singulières. Remarquons également la supposition des exposants critiques
identiques de chaque côté de la transition, c'est-à-dire pour τ > 0 et τ < 0. En eﬀet,
on pourrait imaginer des exposants diﬀérents pour chacun de ces deux cas (tel que par
exemple χ(τ) ∼ τ−γ pour τ > 0 et χ(τ) ∼ (−τ)−γ′ pour τ < 0).
Au voisinage du point critique des ﬂuctuations apparaissent à toutes les échelles (ξ
tendant vers l'inﬁni). Le système "oublie" alors les détails microscopiques et ne restent
pertinents que la dimension de l'espace et le type de paramètre d'ordre. Le groupe de re-
normalisation (développé par K. Wilson et récompensé du prix Nobel de Physique en 1982
pour sa contribution) permet de réduire le grand nombre de degrés de liberté et d'échelles
de longueur du système. Une introduction à cette approche qui dépasse le cadre de cette
étude est disponible par ailleurs, par exemple [82].
Lois d'échelle
Des arguments d'homogénéité sur la partie singulière de l'énergie libre FS (découlant
du fait que le système est invariant par changement d'échelle) permettent de réécrire FS
lorsque la température est suﬃsamment proche de Tc en faisant intervenir une fonction
d'échelle G ne dépendant pas de τ de façon indépendante
FS(τ, h) = |τ |2−α G (h|τ |−∆) (4.4)
avec ∆ = β + γ l'exposant de gap. Cette formulation permet d'écrire les grandeurs ther-
modynamiques telles que la chaleur spéciﬁque, la susceptibilité, ou bien l'aimantation
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en termes de fonctions d'échelles. Cela amène à diﬀérentes relations d'égalité entre les
exposants critiques (citons par exemple celle de Rushbrooke α+ 2β + γ = 2, de Widom
β + γ = βδ ou encore d'hyperscaling α = 2− νd) impliquant qu'il n'y a seulement que
deux exposants indépendants.
Eﬀets de taille ﬁnie - FSS
Les systèmes étudiés par simulation sont de tailles ﬁnies, ils ne peuvent alors pas pré-
senter de transition de phase au sens propre du terme puisque c'est seulement à la limite
thermodynamique (c'est-à-dire lorsque le volume V et le nombre de particules N tendent
vers l'inﬁni avec la densité ρ = N/V ﬁnie) que les singularités des grandeurs physiques
apparaissent. Dans un système de taille ﬁnie, la longueur de corrélation ξ est limitée par la
taille L du système et ne peut diverger. En posant ξ∞ la longueur de corrélation du système
inﬁni, lorsque L ξ∞ aucun eﬀet de taille ﬁnie signiﬁcatif n'est observable, alors que pour
L ≤ ξ∞ le système tronque les corrélations à longue distance et un "arrondissement" des
singularités au niveau du point critique apparaît (les divergences de ξ, Ch ou χ n'existent
plus).
Il est néanmoins possible de déduire les propriétés du système inﬁni à partir de celles
du système de taille ﬁnie à partir des lois d'échelles en taille ﬁnie (ﬁnite size scaling en
anglais, ou encore FSS ) [83, 84]. Les eﬀets de taille ﬁnie sont gouvernés par le rapport
entre la taille L et la longueur de corrélation ξ. En supposant que la partie singulière de
l'énergie libre FS reste une fonction homogène, on obtient
FS(L, τ) = L
−(2−α)/ν G (τL1/ν) (4.5)
où les exposants critiques α et ν sont ceux du système inﬁni. Les quantités thermodyna-
miques associées suivent des lois d'échelles, soient par exemple :
Ch(τ, L) ∼ Lα/νC (τL1/ν) (4.6a)
m(τ, L) ∼ L−β/νM (τL1/ν) (4.6b)
χ(τ, L) ∼ Lγ/νX (τL1/ν) (4.6c)
où C ,M et X sont des fonctions d'échelles. Cette hypothèse d'échelle s'applique pour des
tailles de systèmes suﬃsamment grandes et pour des températures suﬃsamment proches
de Tc. Lorsque ces conditions ne sont pas vériﬁées alors des corrections sont à apporter à
ces lois d'échelles. Nous pouvons avoir une approche plus pragmatique pour comprendre
le comportement des quantités thermodynamiques avec la taille L au niveau de la transi-
tion : nous savons que ξ(τ) ∼ |τ |−ν alors une quantité telle que par exemple la susceptibilité
χ(τ) ∼ |τ |−γ peut être réécrite comme χ ∼ ξγ/ν , et puisque dans un système de taille ﬁnie
au niveau du point critique nous avons ξ ≈ L alors ﬁnalement χ ∼ Lγ/ν . On trouve que les
quantités thermodynamiques sont gouvernées par la taille du système au voisinage du point
critique, i.e. Ch ∝ Lα/ν , m ∝ L−β/ν et χ ∝ Lγ/ν . Ces prédictions sont utiles pour déter-
miner le rapport de certains exposants critiques avec une précision raisonnable. La théorie
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de la FSS est utile également pour montrer l'existence d'une transition de phase ou encore
pour déterminer la valeur de Tc à partir du décalage de la température critique Tc(L) pour
le système de taille ﬁnie par rapport à celle du système inﬁni, Tc(L)− Tc ∼ L−1/ν . Notons
que seul le cas du champ nul h = 0 a été considéré ici pour ne pas surcharger les écritures.
Cependant, sa prise en compte n'apporte pas de complication supplémentaire.
4.2.3 Le dépiégeage comme phénomène critique
La transition de dépiégeage à T = 0 peut être vue comme une transition de phase
du second ordre. Le tableau 4.1 présente la correspondance entre les quantités pertinentes
pour le dépiégeage et celles de la transition ferromagnétique/paramagnétique.
Transition ferro/para Transition dépiégeage
paramètre d'ordre aimantation m vitesse v
paramètre de contrôle température T force extérieure F
champ conjugué champ magnétique h température T
Table 4.1  Table de correspondance entre la transition de dépiégeage et une transition
du second ordre classique ferromagnétique/paramagnétique.
Nous nous attendons donc à ce que les grandeurs mesurées au seuil du dépiégeage se
comportent de la façon suivante
vT=0 ∼ (F − Fc)β (4.7)
vf=0 ∼ T 1/δ (4.8)
ξ ∼ (F − Fc)−ν (4.9)
4.3 Dépiégeage des vortex
Deux types de dépiégeage génériques sont observés expérimentalement dans les sys-
tèmes élastiques désordonnés, et en particulier dans les réseaux de vortex. Ces deux types
de dépiégeage sont diﬀérenciés par les paramètres du piégeage (intensité et/ou densité de
pièges). Seul le cas du dépiégeage élastique avec un champ de déplacement N = 1 est
correctement compris (N = 1 correspond au cas des ondes de densité de charge, le modèle
XY ou encore les réseaux de jonctions Josephson). Dans le cas N > 1 (par exemple les
réseaux de vortex, les cristaux de Wigner ou encore les colloïdes) il n'existe pas encore de
théorie décrivant convenablement le dépiégeage élastique ou plastique. Nous allons présen-
ter dans cette section les deux types de dépiégeage, puis nous terminerons sur le régime
appelé single-particle qui joue un rôle important dans la suite de cette étude.
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4.3.1 Dépiégeage plastique
Lorsque le désordre domine l'élasticité et que la structure se déforme de manière impor-
tante, le piégeage est fort. Il en résulte un dépiégeage doux caractérisé par un écoulement
plastique où des vortex en mouvement coexistent avec ceux qui sont piégés. Deux vortex
proches peuvent avoir des vitesses diﬀérentes et des défauts topologiques sont crées et dé-
truits en permanence (voir la ﬁgure 4.3a). Une description élastique de ces régimes n'est
pas réaliste et diﬀérents modèles ont été proposés aﬁn de tenter de décrire ce type de dépié-
geage, citons par exemple les modèles de grains couplés par des interactions visco-élastiques
(dits coarse-grain) [85, 86] permettant une description eﬀective des défauts topologiques ou
bien des modèles d'écoulement de particules sur un réseau décrivant l'apparition de canaux
[87, 88, 89]. Dans la limite du champ moyen, les modèles de [85, 86] prédisent deux types de
dépiégeage : l'un continu (appartenant à la classe d'universalité du dépiégeage élastique) et
l'autre hystérétique, l'existence de ce dernier a été conﬁrmé en utilisant les techniques du
FRG dans [90]. D'autres modèles pour les ondes de densité de charges prédisent également
de l'hystérésis [91, 92]. Lors d'un dépiégeage plastique la courbe de réponse vitesse-force
v(F ) présente une forme particulière : un point d'inﬂexion apparait en dessous duquel la
concavité est tournée vers le haut alors qu'elle reste tournée vers le bas au dessus de ce
dernier (voir la ﬁgure 4.3b).
Figure 4.3  a) Exemple de trajectoire des vortex, en rouge, au seuil de dépiégeage pour le
cas plastique et un instantané des vortex est également représenté, en bleu (cette ﬁgure est
issue de nos simulations). b) Allure de la courbe réponse vitesse-force v(F ) dans le cas du
dépiégeage plastique, la vitesse augmente progressivement avec une tangente horizontale
en Fc (la vitesse obtenue sans désordre est représentée en pointillé).
La nature de cette transition reste une question ouverte : certaines expériences sur
les ondes de densité de charge [93] semblent suggérer une transition discontinue avec une
courbe v(F ) présentant de l'hystérésis et des sauts entre états en mouvement et états piégés,
cela est également observé dans des simulations de vortex [94]. Pourtant d'autres résultats
semblent suggérer une transition continue (avec un exposant de dépiégeage β > 1), c'est
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le cas par exemple d'expériences sur les vortex [95] et de simulations numériques pour
des colloïdes [96], des cristaux de Wigner [97] ou encore des réseaux de vortex [74]. En
particulier dans [74], nous avons étudiés par simulations numériques le dépiégeage plastique
de réseaux 2D de vortex en présence d'un piégeage fort : une transition de phase continue est
observée, et le régime critique associé à la transition de dépiégeage est trouvé chaotique, de
plus deux exposants critiques caractérisant la vitesse sont mesurés β = 1.3± 0.1 (à T = 0)
et δ−1 = 0.75 ± 0.1 (à F = Fc et T 6= 0). La modélisation du dépiégeage plastique est
diﬃcile et les résultats expérimentaux et numériques ne permettent pas encore un large
consensus sur la nature de la transition.
4.3.2 Dépiégeage élastique
Lorsque le piégeage est faible, l'élasticité domine le désordre et les déformations de la
structure périodique sont faibles par rapport à la situation d'équilibre. Le dépiégeage est
brutal avec un écoulement élastique des particules : les vortex se mettent en mouvement en
bloc à partir de Fc en suivant des canaux statiques présentant une certaine rugosité (voir
la ﬁgure 4.4a). Le dépiégeage brusque se manifeste sur la courbe v(F ) par une tangente
verticale à Fc (voir la ﬁgure 4.4b).
Figure 4.4  a) Exemple de trajectoire des vortex, en rouge, au seuil de dépiégeage pour
le cas élastique et un instantané des vortex est également représenté, en bleu (cette ﬁgure
est issue de nos simulations). b) Allure de la courbe réponse vitesse-force v(F ) dans le cas
du dépiégeage élastique, la vitesse augmente rapidement avec une tangente verticale en Fc
(la vitesse obtenue sans désordre est représentée en pointillé).
Les exposants critiques de dépiégeage dans le cas élastique ont pu être calculés par
le groupe de renormalisation fonctionnel en dimension 4 −  (voir par exemple [98] pour
les ondes de densité de charge ou [99] pour les interfaces). Une étude plus récente [100] a
montré qu'il n'existe que deux classes d'universalité (une pour les interfaces et une pour les
systèmes périodiques) pour les systèmes élastiques désordonnés dans le cas du dépiégeage
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les interfaces et β = 1− 
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pour les systèmes périodiques. Un calcul de renormalisation à
deux boucles a été mené dans l'article [101] où les valeurs des exposants à l'ordre 2 sont
présentés. La comparaison détaillée entre les valeurs théoriques des exposants critiques et
celles obtenues par simulations numériques montre une bonne adéquation (voir par exemple
[102]). D'autres contributions numériques sont également disponibles pour la détermina-
tion des classes d'universalité et des exposants critiques associés (voir [103] et les références
à l'intérieur).
Des exposants critiques ont été déterminés numériquement pour diﬀérents systèmes.
L'exposant β est le plus facile à déterminer et il apparaît souvent dans la littérature. Les
simulations numériques réalisées en dimension D = 2 montrent des transitions du second
ordre pour les interfaces avec β ≈ 1/3 [104, 105, 106]. Cependant dans le cas des sys-
tèmes périodiques des exposants variés sont trouvés pour : les ondes de densité de charge
β = 0.65± 0.05 [107] et β = 0.64± 0.03 [108], les cristaux de Wigner β ∼ 0.66 dans [109],
les colloïdes avec β = 0.66 ± 0.02 pour [96], β ≈ 0.5 dans [110] et β = 0.92± 0.01 chez
[111], ou encore dans des systèmes de type stripes [42] avec β = 0.35. Notons qu'une étude
du réseau de vortex à D = 3 a évalué β = 0.65± 0.01 [112], alors que pour un réseau de
vortex à D = 2 une valeur surprenante de exposant β = 1.11± 0.05 (β > 1) a été mesurée
[113].
Nos simulations numériques sur les réseaux de vortex à D = 2 tentent d'apporter une
contribution à la compréhension du dépiégeage élastique dans ces systèmes.
4.3.3 Le modèle à une particule
Un modèle simple permettant de rendre compte du dépiégeage est réalisé à partir du
modèle à une particule (i.e. le single-particle modèle) dans lequel une particule, repré-
sentant un vortex dans notre cas, se déplaçant dans un potentiel périodique sinusoïdal
unidimensionnel noté V (et représentant le potentiel de piégeage eﬀectif) est soumise à une
force d'entraînement F . A l'origine ce modèle a été appliqué au cas des ondes de densité




= F − dV
dx
(4.10)
où η est le coeﬃcient de viscosité. En terme de système dynamique nous avons à faire à un
ﬂot du premier ordre avec une bifurcation n÷ud-col contrôlée par F . En supposant que Fc
est la valeur maximale de
dV
dx
, alors pour F < Fc le système présente deux points ﬁxes, l'un
stable et l'autre instable. La particule reste piégée au niveau du point d'équilibre stable qui
est attracteur. Lorsque F tend vers Fc les deux points ﬁxes se rapprochent et fusionnent
au niveau de F = Fc en un seul point ﬁxe semi-stable : le point attracteur disparait et le




Un calcul du temps T mis par la particule pour parcourir une période du potentiel peut
s'eﬀectuer à partir de l'intégration de l'équation (4.10). On obtient ainsi T ∝ (F − Fc)−1/2,
et donc une vitesse moyenne de la particule :
v ∝ (F − Fc)1/2 (4.11)




et le dépiégeage est continu. Le modèle est discuté plus en détail dans
[41] en relation avec le dépiégeage d'un ligne. Ce modèle est très utile dans la suite pour
caractériser des eﬀets de taille ﬁnie de la simulation.
4.4 Considérations numériques
Dans cette partie nous revenons sur le choix des paramètres de simulation aﬁn d'obtenir
une équation de la dynamique qui corresponde à l'équation sur-amortie utilisée couram-
ment pour les vortex. Nous présentons également la machine de calcul utilisée pour nos
simulations. Quelques tests de performances sont aussi exposés.
4.4.1 Limite sur-amortie
Aﬁn de résoudre le système d'équations (3.14), nous ne pouvons pas poser m = 0 aﬁn
d'éliminer le terme inertiel mi
d2 #”ri
dt2
sans faire diverger les solutions de l'équation (cela se
comprend aisément à partir de la relation (3.2c) du schéma d'intégration), et nous devons
alors choisir correctement les paramètres m et η aﬁn d'avoir le terme inertiel qui soit très
inférieur au terme frictionnel η
d #”ri
dt
. Comme précisé dans le paragraphe 3.4.2 concernant les
paramètres utilisés lors de nos simulations, nous avons pris
η
m
= 0.1. Ce choix permet à
l'équation du mouvement disponible dans le code de dynamique moléculaire (i.e. l'équation
de Newton du second ordre) d'atteindre la limite sur-amortie de la dynamique telle qu'elle
est utilisée dans la littérature (équation du premier ordre).
Dans le programme LAMMPS il apparait que la déﬁnition de la viscosité η fait inter-
venir la masse des vortex m et un paramètre d'amortissement (damping et noté damp en
anglais) suivant le rapport η =
m
damp
. Nous avons eﬀectué plusieurs tests aﬁn de savoir
quel était le meilleur choix à prendre pour m et damp aﬁn d'obtenir la limite attendue.
Nous avons observé que pour m ﬁxé la diminution du paramètre damp fait diminuer le
rapport inertiel sur frictionnel, néanmoins le temps de la simulation augmente (en eﬀet à
pas de temps ∆t ﬁxé η va modiﬁer la vitesse des vortex et donc le temps de la simulation).
A l'inverse, lorsque damp est ﬁxé et m diminue le rapport inertiel sur frictionnel augmente
mais le temps de simulation diminue. Il faut donc faire un compromis entre un rapport
du terme inertiel sur le terme frictionnel le plus faible possible et le meilleur temps de
simulation réalisable : la valeur de η = 10−3(avec m = 10−2 et damp = 10) correspond
à cette valeur optimale. Pour des valeurs supérieures η ≥ 10−3 l'équation diﬀérentielle du
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second ordre donne la même physique que l'équation sur-amortie mais c'est pour la valeur
η = 10−3 que le temps de simulation est le plus rapide, et quand η < 10−3 la physique
simulée ne correspond plus du tout à celle que l'on obtient avec l'équation du premier ordre.
Aﬁn de contrôler la physique simulée nous avons comparé nos simulations eﬀectuées sous
LAMMPS à un code de dynamique intégrant les équations du mouvement sur-amorties des
vortex via un algorithme de Runge-Kutta d'ordre 2 (comme dans [74] et où nous avons pris
soin d'intégrer correctement les équations en prenant un pas de temps suﬃsamment petit
par rapport aux temps caractéristiques du système) pour une taille de boîte de simulation
ﬁxée (Lx, Ly) = (50, 60)λL et en prenant un piégeage faible tel que αp ≈ 1.5 10−5. Lorsque
η = 10−3 dans LAMMPS nous n'observons pas de diﬀérence avec le code séquentiel (où
η = 1) que ce soit en ce qui concerne la vitesse moyenne des vortex ou en ce qui concerne les
trajectoires des vortex au cours du temps, de plus nous avons trouvé des valeurs identiques
de l'exposant critique β.
4.4.2 Machine de calcul
Nos simulations à grandes échelles des réseaux de vortex ont été lancées sur le cluster
du Centre de Calcul Scientiﬁque de la Région Centre (CCSC) qui est une des actions du
projet du Programme Pluri-Formations de Calcul Scientiﬁque et Modélisation des univer-
sités d'Orléans et de Tours (PPF CaSciModOT). Nous remercions généreusement l'accès
qui nous a été fourni à ce cluster aﬁn de faire tourner nos simulations dans le cadre de
cette étude. Ce projet réunit diﬀérents laboratoires de recherche des campus des universités
d'Orléans et de Tours, et leur permet d'accéder à une machine de calcul parallèle haute
performance dotant ainsi les membres du projet CaSciModOT d'un méso-centre de calcul
(à mi chemin entre des stations de travail et des grands centres nationaux de calcul). La
machine de calcul est installée physiquement dans les locaux de l'Institut des Sciences de
la Terre d'Orléans (ISTO).
La machine est une machine IBM utilisant la technologie Blade, elle comporte un
serveur frontal (nommé Phoebus) qui assure la liaison entre les n÷uds et les utilisateurs,
deux serveurs qui assurent les diﬀérents services et un espace de stockage de 5 To. Elle est
composée de 56 lames réparties de la façon suivante : 3 groupes de 14 lames possèdant un
biprocesseur quadric÷ur, 1 groupe de 14 lames avec un biprocesseur hexac÷ur et 32 Go de
mémoire RAM par lame. Cela porte à un total de 504 c÷urs utilisables pour le calcul et une
puissance crête de calcul estimée à 6 TF lops (1 TF lops = 1012flops ou opérations à virgule
ﬂottante par seconde, pour se ﬁxer les idées un ordinateur de bureau a une puissance crête
de l'ordre du gigaﬂops 109flops alors que les supercalculateurs se mesurent en petaﬂops
1015flops). Deux réseaux existent dans la machine de calcul : un réseau d'administration
en Ethernet 1 Gb/s et un réseau de calcul Inﬁniband caractérisé par une latence de 1.7 µs
et une bande passante de 1.5 Go/s (Inﬁniband est une technologie de réseau qui fournit une
interface haut débit, la latence correspondant au temps passé entre l'envoi d'une requête




Figure 4.5  Photographie illustrant la machine de calcul, on peut voir les lames encas-
trées dans leur châssis. Image issue de la présentation de F. Loulergue lors des Journées
Informatique de la Région Centre (JIRC) 2009.
4.4.3 Tests de performance
Nous eﬀectuons ici des tests de performance sur nos simulations numériques (appelés
couramment benchmarking en anglais) pour diverses tailles de systèmes qui sont représenta-
tives de celles que nous allons utiliser par la suite. Nous nous ﬁxons toujours αp ≈ 1.5 10−5
correspondant à un piégeage faible (nous allons voir dans la section suivante quelles sont
les valeurs des paramètres à prendre pour être en piégeage faible ou fort) et nous simulons
diﬀérentes tailles rectangulaires (Lx, Ly)λL que l'on référencera dans cette section par le
nombre de vortex Nv qui leur est associé, voir tableau 4.2 (nous disposons initialement nos
vortex selon un réseau triangulaire parfait avec Lx = Nxa0 et Ly = Nya0
√
3/2 où Nx est
le nombre de vortex dans la direction x et Ny suivant la direction y, le nombre de vortex
total est donné par Nv = NxNy).
Comme nous pouvons le voir les tailles vont d'une boîte presque carrée à des formes très
allongées, nous parlerons dans la section 4.5.4 des conséquences possibles de cette anisotro-
pie sur les propriétés critiques du système. Pour nos tests de performance cela nous importe
peu pour l'instant étant donné que nous nous intéressons à la qualité de la parallélisation
et non à la physique sous-jacente du système. Deux quantités importantes pour caractéri-
ser et mesurer l'eﬃcacité du parallélisme sont l'accélération A(P ) et l'eﬃcacité E(P ) où
P indique le nombre de processeurs et/ou de c÷urs sur lequel est exécuté le programme.
Elles sont déﬁnies de la façon suivante
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avec T1 et Tp les temps d'exécution pour respectivement 1 et P processeurs. On s'attend




implique une accélération et une eﬃcacité théorique de A(P ) = P et E(P ) = 100%. Sans
rentrer dans les détails du code et de son architecture parallèle qui sortent du cadre de cette
étude, nous allons utiliser ces deux quantités et d'autres grandeurs qui vont caractériser
nos simulations aﬁn d'étudier leurs performances en fonction du nombre de processeurs
utilisés. Cela nous permettra de savoir quel est le nombre optimal de processeurs que nous
aurons à utiliser pour chaque nombre de particules (c'est-à-dire chaque taille de système).
Le but de cette évaluation est double : dans un premier temps optimiser le temps de calcul
de nos simulations (un trop grand nombre de processeurs pouvant pénaliser la simulation
comme nous le verrons) et dans un second temps ne pas consommer une quantité inutile
de ressources sur le cluster CCSC aﬁn de ne pas pénaliser les autres utilisateurs.
Les évaluations suivantes ont été eﬀectuées pour diﬀérentes tailles de boîtes avec à
chaque fois un nombre de pas de temps à évaluer ﬁxé à 104, tous les autres paramètres de
la simulation demeurent inchangés et seul le nombre de processeurs exécutant la simulation
varie. Notons juste que pour chaque taille nous n'avons eﬀectué qu'une seule simulation à un
nombre de processeurs ﬁxé. Cette manière de procéder est suﬃsante pour avoir la tendance
générale de l'eﬃcacité de la simulation en fonction du nombre de processeurs. Cependant si
l'on souhaite une étude plus précise, il faut au moins moyenner les grandeurs à déterminer
sur plusieurs simulations pour chaque nombre P de processeur. En eﬀet d'autres tâches
pouvant tourner simultanément sur le cluster, des facteurs tels que la répartition de charge
ou encore la communication entre les n÷uds peuvent inﬂuencer légèrement les mesures
eﬀectuées.
Nous représentons sur la ﬁgure 4.6a) l'accélération A(P ) et sur la ﬁgure 4.6b) l'eﬃcacité
E(P ) obtenues pour les diﬀérentes tailles de systèmes précisées au dessus. Comme nous
pouvons le voir sur ces deux ﬁgures lorsque le système contient peu de vortex (c'est-à-dire
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Figure 4.6  Accélération A(P ) (ﬁgure a) et Eﬃcacité E(P ) (ﬁgure b) en fonction du
nombre de processeurs P pour diﬀérentes tailles de systèmes (la ligne en pointillée indique
le cas théorique idéal).
les plus petites tailles telles que (15, 18
√
3/2)λL ou (40, 48
√
3/2)λL) alors la simulation
est eﬃcace du point de vue du parallélisme tant que le nombre de processeurs n'est pas
trop important. Par exemple, pour 270 vortex une valeur de P ≈ 6 est suﬃsante alors que
pour 1920 vortex nous pouvons prendre P ≈ 20. Lorsque le nombre de vortex devient plus
important (et donc des systèmes plus grands) nous pouvons exécuter nos simulations sur
une plus grande quantité de processeurs, P ≈ 40 par exemple pour 8000 vortex. Le choix
de la valeur précise du nombre de processeurs à utiliser peut être pris en choisissant une
eﬃcacité d'au moins 60% à 70%, cette valeur est prise de façon arbitraire néanmoins elle
nous paraît suﬃsante. Notons que l'accélération (et donc l'eﬃcacité qui en découle) ne suit
pas la valeur théorique maximale, c'est-à-dire qu'elle n'a pas un comportement linéaire (ou
une constante en ce qui concerne l'eﬃcacité). Cela peut s'expliquer entre autres par le fait
que l'accélération est limitée par la partie non-parallélisée du code (cf la loi d'Amdahl [114]).
D'autres quantités permettent de choisir le nombre optimal P de processeurs adapté
à chaque taille. Citons le temps d'exécution de la simulation sur le CPU qui nous a été
utile pour déﬁnir l'accélération et l'eﬃcacité, ou encore la quantité de mémoire utilisée par
processeur lors de notre simulation (ces deux grandeurs, ainsi que d'autres statistiques, sont
aﬃchées par LAMMPS dans un ﬁchier qui sert de journal d'événements). Nous aﬃchons
en ﬁgure 4.7a) le temps CPU d'exécution (en secondes) en fonction du nombre P et en
ﬁgure 4.7b) la quantité de mémoire requise par nos simulation (enMBytes/processeur) en
fonction de P .
Sur la ﬁgure 4.7a) on voit pour les grandes tailles que l'on peut gagner un peu plus
d'un ordre de grandeur en vitesse d'exécution pour des valeurs de P supérieures à 10, ce-
pendant pour les petites tailles (et c'est encore plus visible pour la plus petite taille avec
270 vortex) à partir d'un certain nombre de processeurs P nous n'arrivons plus à gagner
en vitesse d'exécution. En ce qui concerne la ﬁgure 4.7b) on se rend compte également que
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Figure 4.7  Temps d'exécution CPU en secondes (sur la ﬁgure a) et quantité de mémoire
requise en MBytes/processeur (sur la ﬁgure b) en fonction du nombre de processeurs P
pour les tailles de systèmes déﬁnies précédemment.
la quantité de mémoire utilisée par processeur décroit jusqu'à tendre vers une constante.
Finissons cette section de benchmarking en donnant le détail du temps CPU d'exécution
des simulations que nous venons de citer. Nous allons présenter les grandeurs les plus
chronophages en pourcentage du temps d'exécution en fonction du nombre de processeurs
utilisées. Nous observons l'évolution de ces grandeurs : le calcul de la force par paire de
vortex, le calcul des voisins et la communication par MPI (la catégorie "autres" comprend
les diﬀérentes opérations, calculs et sorties eﬀectués par LAMMPS). Nous aﬃchons sur la
ﬁgure 4.8 ces diﬀérentes quantités pour les diﬀérentes tailles utilisées précédemment,
Pour les petites tailles on observe une très nette diminution du temps passé à calculer
les forces au proﬁt du temps passé à la communication entre les n÷uds qui augmente, ce
qui explique pourquoi il est préférable d'utiliser un faible nombre de processeurs pour ces
tailles. Le temps lié au calcul des voisins tend à diminuer avec le nombre de processeurs
reﬂétant le fait qu'il y ait très peu de vortex dans la cellule de simulation.
Lorsque l'on s'intéresse aux grandes tailles de système le temps associé au calcul de la
force diminue encore une fois mais cette réduction est bien moins brusque qu'auparavant
et le temps passé à la communication entre les n÷uds, bien qu'augmentant ici aussi, ne tire
pas proﬁt de cette baisse. Cependant le temps passé au calcul des voisins n'est pas trop
impacté par cet accroissement du nombre de processeurs (il diminue tout de même légère-
ment). La fraction du temps passé aux diverses opérations augmente quant à lui lorsque
l'on choisit un trop grand nombre de processeurs, et ce quel que soit le nombre de vortex
utilisés (ceci pouvant entre autres s'expliquer par des parties du code non parallélisées qui
vont faire augmenter le temps d'exécution).
Grâce à tous ces tests de performance nous avons pu visualiser l'évolution de nos si-
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Figure 4.8  Pourcentage du temps CPU d'exécution passé en fonction du nombre de
processeurs P pour le calcul de la force par paire de vortex (en orange), le calcul des
voisins (en vert), la communication MPI (en bleu) et le temps restant étant regroupé dans
la section "autres" (en rouge). Diﬀérentes tailles sont proposées.
mulations avec le nombre de processeurs alloués à l'exécution du code. Nous nous rendons
compte que le choix du nombre optimal de processeurs à utiliser découle d'un compromis
entre : une trop grande quantité de processeurs pouvant avoir un eﬀet négatif sur la paral-
lélisation de la simulation, et un nombre trop faible de processeurs exécutant le programme
qui peut ne pas présenter un grand avantage par rapport à une version séquentielle du code.
Toutes les simulations que nous allons utiliser par la suite de l'étude prendront en compte
ces résultats et nous aurons toujours à l'idée le souci d'optimiser le temps d'exécution de
nos simulations.
4.5 Étude à température nulle
Cette partie est consacrée aux résultats que nous avons obtenus pour le dépiégeage des
vortex en piégeage faible à température nulle. Notre développement s'articule autour de
plusieurs points. Nous présentons la dynamique des vortex, la réponse du système à une
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force extérieure et la détermination de l'exposant critique β. Nous déterminons la longueur
de corrélation du système et des eﬀets de taille ﬁnie, et nous mesurons les exposants associés
(respectivement ν et νFS). L'étude de cette transition à température nulle est faite en
utilisant une loi d'échelle de taille ﬁnie, et enﬁn nous déterminons l'exposant critique α
associé à l'équivalent de la chaleur spéciﬁque.
4.5.1 Crossover élastique - plastique
Comme nous l'avons précisé précédemment (section 4.3) la dynamique du système peut
être dominée soit par l'élasticité soit par le désordre, suivant le rapport de l'intensité des
interactions vortex-pièges et vortex-vortex noté αp/αv. Aﬁn de déterminer les valeurs d'in-
tensité d'interactions qui génèrent telle ou telle dynamique nous sélectionnons une taille
de système (400, 20
√
3/2)λL (ce choix de taille sera justiﬁé a postériori). A paramètres du
système ﬁxés nous faisons évoluer seulement l'intensité de piégeage, i.e. la valeur de αp, et
pour chaque valeur d'intensité de piégeage diﬀérente nous réalisons plusieurs réalisations
de désordre. Par réalisation de désordre nous sous-entendons que la taille du système reste
ﬁxe et seule la répartition aléatoire des pièges change au sein de la cellule de simulation de
la manière expliquée en section 3.3.2, nous emploierons indiﬀéremment le mot d'échantillon
ou de réalisation de désordre par la suite.
Nous partons d'un réseau triangulaire parfait à haute vitesse que nous laissons relaxer,
puis la force d'entraînement est lentement diminuée jusqu'à atteindre la force critique
de dépiégeage F samplec en dessous de laquelle le système complètement piégé possède une
vitesse moyenne nulle. Nous présentons sur la ﬁgure 4.9 l'évolution de la valeur moyenne de
la force critique de dépiégeage Fc en fonction de l'intensité de piégeage relative αp/αv (la
moyenne déﬁnie par l'overline · · · représente la moyenne sur les réalisations de désordre).
Figure 4.9  Évolution de la force critique de dépiégeage Fc moyennée sur les réalisations
de désordre en fonction de l'intensité de piégeage relative αp/αv. La taille du système reste
ﬁxée à (Lx, Ly) = (400, 20
√
3/2)λL soit Nv = 8000 vortex.
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Nous observons sur la ﬁgure 4.9 une diminution de la force critique lorsque αp/αv
diminue, ce phénomène est logique puisqu'il traduit le fait qu'il faut appliquer une force
extérieure plus faible pour mettre en mouvement le système lorsque l'intensité du piégeage
diminue (la profondeur des puits de piégeage diminuant, il faut "tirer" moins fortement
sur le réseau de vortex pour le dépiéger). Autour de αp/αv ≈ 10−2 se situe un brusque
décrochage de la force critique qui représente la frontière de séparation entre une dynamique
élastique régie par l'élasticité et une dynamique plastique dominée par le désordre. Cette
soudaine diminution coïncide avec le changement de forme de la courbe vitesse-force et
la perte d'ordre observée dans les trajectoires (comme expliqué dans la section 4.3), elle
traduit donc la transition entre un régime plastique (pour αp/αv > 10−2) et un régime
élastique (pour αp/αv < 10−2). Un tel comportement a déjà été observé dans d'autres
simulations de réseaux de vortex [115] et de systèmes de colloïdes [96].
4.5.2 Dynamique des vortex
Aﬁn d'avoir un aperçu de la dynamique des vortex dans le régime élastique nous re-
présentons sur la ﬁgure 4.10 les trajectoires typiques des vortex au seuil du dépiégeage
élastique pour une boîte de taille (100, 120
√
3/2)λL, présentant Nv = 12000 vortex, pour
une valeur d'intensité de piégeage relative de αp/αv ≈ 5 10−3.
Figure 4.10  Trajectoire typique des vortex au seuil du dépiégeage élastique pour
αp/αv ≈ 5 10−3 avec Nv = 12000. a) Dans un souci de clarté, seulement une petite
région de la boîte de simulation (100, 120
√
3/2)λL est aﬃchée. b) Une région encore plus
zoomée est présentée avec en surimpression un instantané des vortex à un temps donné (en
cercle noir).
Sur les ﬁgures 4.10a) (où une région seulement de la cellule de simulation est aﬃchée
pour la clarté du propos) et 4.10b) (correspondant à une région encore plus zoomée avec
en surimpression un instantané des vortex) nous observons que tous les vortex se dépiègent
simultanément et avec la même vitesse, impliquant que chaque vortex garde les mêmes
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voisins au cours du mouvement. On constate également que la structure est topologique-
ment ordonné et les vortex s'écoulent le long de canaux statiques rugueux et élastiquement
couplés. En eﬀet aucun défaut topologique n'est visible et le réseau triangulaire n'est que
légèrement déformé : les vortex se déplacent le long de canaux statiques présentant une
rugosité. La dynamique associée est très saccadée près du seuil et la vitesse du centre de
masse des vortex présente une périodicité temporelle avec une période correspondant au
temps mis par chaque vortex pour remplacer son voisin le précédant sur le même canal.
Figure 4.11  Taille de la boîte considérée (100, 120
√
3/2)λL, au seuil de dépiégeage : a)
Évolution temporelle de la vitesse longitudinale du centre de masse des vortex V cmx (t). On
voit bien que cette vitesse est périodique, nous avons agrandi une période aﬁn de se rendre
compte que ce n'est pas une fonction triviale. b) Histogramme de la vitesse individuelle
des vortex moyennée temporellement < (V cmx )i > où l'on a considéré un vortex par canal,
soit un total de 120 vortex.
Comme on l'observe sur la ﬁgure 4.11a) la vitesse longitudinale du centre de masse en
fonction du temps est périodique mais n'est pas triviale. On observe de longs intervalles
de temps où la vitesse est très faible suivis par de brusques augmentations de cette der-
nière. Cette dépendance temporelle de la vitesse reﬂète le mouvement saccadé des vortex
au seuil de dépiégeage. Ces longues périodes de temps où la vitesse est quasi-nulle peuvent
s'expliquer par le fait que nous sommes proche de la force critique de dépiégeage Fc et
donc proche de la bifurcation n÷ud-col, du point de vue du système dynamique un goulot
d'étranglement apparaît alors dont l'origine provient du fantôme du point ﬁxe stable.
Les canaux élastiquement couplés sont directement mis en évidence par la visualisa-
tion de la trajectoire des vortex qui indique qu'aucun défaut n'est crée et que les vortex
conservent toujours les mêmes voisins (deux canaux se déplacent donc avec une vitesse
moyenne semblable). Nous pouvons également le constater quantitativement à partir de
la distribution des vitesses des canaux, obtenue en considérant un vortex par canal (c'est-
à-dire 120 vortex pour une boîte de taille (100, 120
√
3/2)λL) et en déterminant la vitesse
moyenne des vortex < (Vx)i > (i = 1, .., 120) pour chacun des canaux. La ﬁgure 4.11b)
représente l'histogramme des vitesses dans le cas où Nv = 12000 au niveau du seuil de
dépiégeage. Nous remarquons que la distribution des vitesses est bien décrite par une gaus-
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sienne avec un écart type relatif inférieur à 10−3 indiquant que les vitesses individuelles
dans chacun des canaux sont très proches. Ce résultat accrédite ainsi le fait que les canaux
sont couplés.
4.5.3 Réponse vitesse-force
Intéressons-nous maintenant à la réponse du système en fonction de la force appliquée.
Nous évaluons la vitesse longitudinale moyenne < V cmx (t) > du centre de masse des vortex
en fonction de la force F et de la force réduite f
f =
F − F samplec
F samplec
(4.13)
avec F samplec la force critique pour une réalisation de désordre donnée. Par la suite de
l'étude, et tant que nous n'indiquerons pas le contraire, nous posons l'intensité relative du
désordre telle que αp/αv ≈ 5 10−3. La courbe de réponse vitesse-force typique que nous
obtenons pour une réalisation de désordre est présentée en ﬁgure 4.12a) en échelle linéaire
pour Nv = 8000 vortex. Elle correspond bien au comportement attendue dans le cas d'un
régime élastique (avec un dépiégeage rapide des vortex).
Figure 4.12  a) Courbe de réponse vitesse-force du système < V cmx (t) > en fonction de
F en échelle linéaire. b) Courbe de la vitesse < V cmx (t) > en fonction de la force réduite
f en échelle logarithmique présentant les trois régions distinguables. Ces courbes sont
représentatives de la situation obtenue quelque soit la taille de la boîte ou encore l'intensité
relative de désordre (tant que nous sommes dans le régime élastique avec αp/αv < 10−2).
Dans cet exemple particulier nous avons Nv = 8000 vortex et αp/αv ≈ 5 10−3.
Nous représentons sur la ﬁgure 4.12b) la courbe typique que l'on obtient pour une réali-
sation de désordre pour la vitesse en fonction de la force réduite f en échelle logarithmique,
toujours pour Nv = 8000 vortex. Nous pouvons distinguer trois régions en fonction de f :
 la région I est la manifestation des eﬀets de taille ﬁnie dans le système simulé dont la
signature est le régime à une particule [74] (cf la section 4.3.3) avec un comportement
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tel que < V cmx >∼ f1/2 comme l'indique la ligne en trait continu. En eﬀet dans ce
régime la longueur de corrélation le long des canaux est plus grande que la taille de
la boîte, le système se comporte alors comme une particule unique à un degré de
liberté placée dans un potentiel périodique.
 la région II est identiﬁée comme étant le régime critique de la transition de dépiégeage
continue où la loi de puissance < V cmx >∼ fβ est mesurée (avec β < 1).
 la région III est celle où le système se situe loin du dépiégeage et approche asympto-
tiquement le régime linéaire < V cmx >∼ f indiqué par la ligne en trait continu obtenu
sans désordre.
Nous pouvons remarquer que dans la région I (single-particle regime) un dépiégeage avec
hystérésis a été observé pour quelques réalisations de désordre, avec diﬀérentes valeurs de
force critique F upc et F downc suivant que la force était respectivement augmentée ou diminuée
(dans cette situation la vitesse mesurée dépendait de l'histoire du système et des pas de
force utilisés lors de la variation de la force). Nous avons représenté sur la ﬁgure 4.13a) un
exemple d'une telle situation pour un système de taille (40, 48
√
3/2)λL, soit Nv = 1920
vortex, où les courbes avec des cercles ouverts et pleins correspondent respectivement à
plusieurs descentes et montées de force autour des valeurs F upc et F downc . Cependant il
faut noter que la largeur F upc − F downc diminue lorsque la taille du système augmente,
ce qui indique que le phénomène d'hystérésis est lié à un eﬀet de taille ﬁnie et non à
une transition de phase discontinue (voir la ﬁgure 4.13b qui présente la largeur relative
(F upc − F downc )/F downc en fonction de la taille de boîte).
Figure 4.13  a) Courbe typique de la vitesse moyenne < V cmx (t) > en fonction de F pour
les quelques réalisations de désordre présentant un dépiégage hystérétique. La courbe avec
des cercles ouverts correspond à plusieurs descentes en force avec F downc comme force cri-
tique alors que celle avec des cercles pleins correspond à plusieurs montées en force avec F upc
leur force critique. b) Évolution de la largeur relative de l'hystérésis (F upc − F downc )/F downc
en fonction de la taille Lx de la boîte de simulation (et donc de la taille du système via le
nombre de vortex présents).
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4.5.4 Exposant de dépiégeage β
Nous déterminons l'exposant critique de dépiégeage β à partir d'un ensemble de simu-
lations obtenues en faisant varier la taille du système. Plusieurs réalisations permettent
de déterminer une statistique des valeurs de β pour une taille donnée. Aﬁn d'étudier les
propriétés critiques des systèmes simulés nous déﬁnissons, en plus de la force réduite f ,
une vitesse réduite v
v =
(




où < V cmx (t) > est la vitesse longitudinale moyenne du centre de masse des vortex et
F samplec la force critique déterminées pour une réalisation de désordre donnée. L'overline
· · · représente une moyenne sur toutes les réalisations de désordre réalisées pour une valeur
ﬁxée de f . Cette procédure a été utilisée dans des simulations numériques d'interfaces
élastiques en milieu désordonné [116]. Elle présente l'avantage de mieux superposer les
courbes provenant de diﬀérentes réalisations de désordre, ce qui n'est pas toujours le cas




En utilisant cette déﬁnition de v nous pouvons tracer la vitesse en fonction de f pour
diﬀérentes tailles de système. Nous aﬃchons sur les ﬁgures 4.14a) et 4.14b) la courbe
v(f) en échelle logarithmique pour deux tailles de systèmes (Lx, Ly), soit respectivement
(100, 50
√
3/2)λL moyennée sur N = 21 échantillons et (400, 20
√
3/2)λL moyennée sur
N = 14 échantillons.
Figure 4.14  Courbes de la vitesse réduite v en fonction de la force réduite f pour les
tailles : a) (100, 50
√
3/2)λL moyennée sur N = 21 échantillons, et b) (400, 20
√
3/2)λL
moyennée sur N = 14 échantillons. Les trois régimes décrits précédemment (cf section
4.5.3) sont aﬃchés, ainsi que la pente 1/2 indiquant le régime single-particle avec la ligne
en trait continu.
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Les trois régions décrites précédemment sont visibles pour chacune des tailles étudiées.
L'exposant de depiégeage β est déterminé à partir d'une régression du type loi de puissance
v ∼ fβ appliquée dans la région critique II des courbes v(f) (les cercles pleins sur les
graphiques). A chaque valeur de β obtenue pour diﬀérentes tailles, nous associons une
incertitude donnée par l'erreur standard sur la valeur de β déduite de la régression. Aﬁn
d'étudier les eﬀets de la taille de la cellule de simulation sur les propriétés critiques et en
particulier sur la valeur de β nous utilisons diﬀérentes formes rectangulaires (allant d'une
taille presque carrée à une forme rectangulaire très allongée présentant une anisotropie
dans la géométrie de la boîte). La ﬁgure 4.15a) présente l'évolution de l'exposant β en
fonction de la taille transverse Ly pour une taille longitudinale ﬁxée à Lx = 100λL, et la
ﬁgure 4.15b) montre l'évolution de β en fonction de la taille longitudinale Lx pour diverses
tailles transverses Ly ≥ 18
√
3/2λL.
Figure 4.15  Exposant de dépiégeage β extrait de la régression du type loi de puissance
v ∼ fβ dans la région II des courbes de réponse v(f) moyennées sur le désordre. Les
incertitudes liées à chaque valeur de β représentent l'erreur standard associée à la valeur
de l'exposant extraite de la régression. Pour plus de détails voir le texte associé.
Sur la courbe de 4.15a) les moyennes sont réalisées sur N = (9, 7, 4, 21, 4) échantillons
pour respectivement Ly = (2, 7, 18, 50, 120)
√
3/2λL. On observe que la valeur de l'expo-
sant β mesurée pour des valeurs de Ly ≥ 18
√
3/2λL devient indépendante de la taille
transverse Ly. En particulier elle ne dépend pas de l'anisotropie de la boîte de simulation
puisque nous relevons des valeurs identiques de l'exposant lorsque le système est de forme
carrée avec (100, 120
√
3/2)λL. Quant à la courbe de 4.15b) les moyennes sont réalisées sur
N = (44, 47, 39, 12, 27) échantillons pour respectivement Lx = (15, 40, 100, 200, 400)λL. On
en déduit une valeur constante de β pour Lx ≥ 100λL. Ainsi β est indépendant de la taille
et de la forme du système pourvu que,
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Finalement en prenant la valeur moyenne des exposants β réalisant ces deux conditions
(soit 78 réalisations de désordre), nous mesurons :
β = 0.29± 0.03 (4.16)
Notons que la moyenne des valeurs individuelles βi obtenues pour chaque réalisation
de désordre conduit à un résultat très similaire, soit β = 0.27± 0.04.
4.5.5 Exposant de corrélation de taille ﬁnie νFS
L'utilisation de systèmes ﬁnis en simulations numériques implique des eﬀets notables
sur l'étude des transitions de phase du second ordre. En eﬀet les divergences dans les fonc-
tions de réponse du système sont "arrondies", voire également décalées par rapport au
système de taille inﬁnie. Ces eﬀets sont généralement étudiés dans le cadre de la théorie
des lois d'échelles en taille ﬁnie comme nous l'avons rappelé en section 4.2.2. Outre son
apport à la compréhension du comportement à la limite thermodynamique de la transition
de phase à partir de systèmes de taille ﬁnie, cette approche permet également d'extraire
de plus amples informations concernant les longueurs caractéristiques du système.
A partir d'un théorème général développé pour les systèmes désordonnés [117] une lon-
gueur de taille ﬁnie ξFS peut être déﬁnie à partir des propriétés statistiques d'un grand
nombre d'échantillons de taille ﬁnie. L'exposant νFS caractérisant la divergence d'une telle
longueur au seuil du dépiégeage ξFS ∼ f−νFS doit satisfaire à l'inégalité νFS ≥ 2/d.
Distribution des forces critiques
Nous commençons par examiner la distribution des forces critiques pour chaque taille
de système et leur largeur ∆Fc(Lx). De cette mesure nous pourrons extraire l'exposant νFS
associé à ξFS.
Sur la ﬁgure 4.16b) nous montrons à titre d'exemple la distribution des forces critiques
pour les 39 échantillons présentés en section 4.5.4 avec la taille Lx = 100λL (la condition
Ly ≥ 18
√
3/2λL étant toujours considérée). Une étude sur la distribution des forces cri-
tiques d'un système élastique dans un milieu désordonné a été réalisé précédemment [118].
Pour les systèmes périodiques la distribution y a été trouvée comme étant toujours gaus-
sienne, alors que pour les variétés aléatoires il existe une famille de fonctions universelles
allant de la distribution gaussienne à la distribution de Gumbel. A partir de la distribution
typique obtenue pour toutes les tailles de notre système, et que nous décrivons par une
distribution gaussienne, nous estimons une largeur ∆Fc. La ﬁgure 4.16a) montre l'évolu-
tion des largeurs ∆Fc en fonction de la taille longitudinale Lx des systèmes. Cette largeur
peut être vue comme étant l'échelle de force au delà de laquelle la probabilité que le réseau
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Figure 4.16  a) Évolution de la largeur de la distribution de la force critique ∆Fc(Lx) en
fonction de la taille longitudinale Lx. Nous avons représenté en trait continu une régression
du type loi de puissance ∆Fc(Lx) ∼ L−1/νFSx aﬁn d'extraire l'exposant de taille ﬁnie νFS.
L'incertitude de chaque point correspond à l'erreur standard associée à la valeur de la
largeur extraite des distributions. Pour plus d'informations voir le paragraphe se reportant
à la ﬁgure. b) Exemple de distribution des forces critiques F samplec pour 39 échantillons
diﬀérents à la taille ﬁxée par Lx = 100λL (avec toujours Ly ≥ 18
√
3/2λL).
se dépiége change signiﬁcativement. Les tailles et le nombre de réalisations de désordre
pour chaque taille sont ceux considérés dans la ﬁgure 4.15b) de la section 4.5.4. De façon
analogue au cas des ondes de densité de charge étudié dans le papier [119], la largeur se
comporte avec la taille de la façon suivante
∆Fc(Lx) ∼ L−1/νFSx (4.17)
avec un exposant νFS égal à :
νFS = 1.09± 0.07 (4.18)
Distribution de la force de crossover
Une autre quantité intéressante est la force de crossover Fcross séparant le régime cri-
tique (région II) et le régime du single-particle (région I) des courbes v(f). Nous pouvons
identiﬁer Fcross à la force en deçà de laquelle des eﬀets de taille ﬁnie apparaissent dans
le système. De façon similaire à la distribution des forces critiques nous avons déterminé
la largeur des distributions des forces de crossover en fonction de la taille du système
∆Fcross(Lx).
Un exemple de la distribution typique des forces de crossover Fcross est présenté sur la
ﬁgure 4.17b) pour Lx = 100λL. Sur la ﬁgure 4.17a) est aﬃchée l'évolution de la largeur de
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Figure 4.17  a) Évolution de la largeur ∆Fcross(Lx) avec la taille longitudinale Lx.
Une régression en loi de puissance est aﬃchée en trait continu et donne la pente −1/νFS.
L'incertitude de chaque point correspond à l'erreur standard associée à la valeur de la
largeur extraite des distributions. Pour plus d'informations voir le paragraphe se reportant
à la ﬁgure. b) Exemple de distribution des forces de crossover (entre région I et II des
courbes v(f)) Fcross pour les mêmes échantillons que sur la ﬁgure 4.16b).
ces distributions ∆Fcross(Lx) avec la taille longitudinale Lx. Les données utilisées pour ces
deux graphiques correspondent à celles de la distribution des forces critiques. On obtient
la loi de puissance ∆Fcross(Lx) ∼ L−1/νFSx avec,
νFS = 1.09± 0.02 (4.19)
Nous observons qu'un seul exposant νFS contrôle la distribution des forces critiques et
celle des forces de crossover de taille ﬁnie. Cet exposant caractérise une longueur carac-
téristique dont il est légitime de se demander le lien avec la longueur de corrélation ξ du
système inﬁni. Pour répondre à cela il est utile de déterminer l'exposant intrinsèque ν de
la longueur de corrélation ξ et de comparer les valeurs de ν et νFS.
4.5.6 Exposant de corrélation ν
Lorsque la longueur de corrélation est plus petite que la taille de la boîte ξ < Lx nous
nous attendons à ce que
ξ ∼ (F − F∞c )−ν (4.20)
avec ν l'exposant intrinsèque de la longueur de corrélation et F∞c la force critique pour le
système inﬁni. Par contre, ξ ∼ Lx lorsque F → F+cross. Il s'ensuit que
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Fcross − F∞c ∼ L−1/νx (4.21)
Figure 4.18  a) Évolution de la force critique moyenne F samplec en fonction de la taille
longitudinale Lx. La valeur de F∞c est extraite de cette courbe en prenant sa valeur asymp-
totique. b) Tracé de Fcross − F∞c en fonction de la taille longitudinale Lx. Une régression
du type loi de puissance est aﬃchée en trait continu à partir de laquelle nous extrayons la
valeur de ν. Les incertitudes aﬃchées sur les deux courbes correspondent aux erreurs stan-
dards de nos échantillons (les larges barres d'erreurs pour les deux plus grandes tailles de
la ﬁgure b) proviennent des erreurs statistiques qui deviennent de la taille de Fcross−F∞c ).
F∞c peut être déterminée à partir de la valeur moyenne sur le désordre de la force
critique F samplec en fonction de la taille longitudinale Lx. La ﬁgure 4.18a) montre que F
sample
c
tend vers une constante que l'on identiﬁe à F∞c . La ﬁgure 4.18b) montre la diﬀérence
Fcross − F∞c en fonction de la taille longitudinale Lx, où Fcross correspond à la force de
crossover moyennée sur le désordre. Les données utilisées ici sont les mêmes que celles
employées pour mesurer νFS. A partir d'une régression en loi de puissance sur ces données
nous obtenons,
ν = 1.04± 0.04 (4.22)
Cette valeur de ν est très proche de celle déterminée pour l'exposant νFS. On peut
conclure que ν = νFS, de sorte qu'une seule longueur caractéristique existe au seuil de
dépiégeage, gouvernant à la fois les eﬀets de taille ﬁnie et les corrélations entre les vortex.
Nous reviendrons sur ce résultat plus loin dans la section 4.5.7.2.
4.5.7 Ordre et corrélations
Nous faisons un aparté par rapport à la détermination des divers exposants critiques
caractérisant le dépiégeage des vortex pour nous intéresser à l'ordre du réseau de vortex
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et aux corrélations en son sein. Nous présentons dans un premier temps le facteur de
structure et la triangulation de Delaunay aﬁn de caractériser l'ordre de la structure, puis
nous introduisons une fonction de corrélation de paires pour déterminer ξ, et ainsi déduire
directement ν.
4.5.7.1 Ordre dans le réseau de vortex
Facteur de structure
















qui correspond au module au carré de la transformée de Fourier de la densité de vortex.
A partir de la visualisation du facteur de structure il est possible de distinguer un liquide
d'un solide ordonné. En eﬀet pour une conﬁguration liquide il n'existe pas de réseau ré-
gulier pour la position des vortex et le facteur de structure ne présente pas de pics (un
liquide étant isotrope nous observerons un anneau autour de l'origine). Au contraire une
conﬁguration cristalline présente un arrangement périodique des vortex dans l'espace et
S(
#”
k ) est également périodique et possède des pics marqués (situés au niveau du réseau
réciproque pour un réseau de Bravais).
Figure 4.19  a) Facteur de structure S(kx, ky) typique moyenné dans le temps, obtenu lors
de nos simulations en piégeage faible à température nulle. b) Vue du dessus de S(kx, ky)




Nous représentons sur les ﬁgures 4.19a) et 4.19b) le facteur de structure S(kx, ky) pour
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une taille de (100, 120
√
3/2)λL moyenné dans le temps pour une force proche de la force
critique de dépiégeage (la moyenne temporelle a été eﬀectuée en moyennant S(kx, ky) sur
plusieurs pas de temps). Cette courbe est représentative de ce que nous obtenons pour les
autres tailles dans nos simulations à température nulle pour le cas du piégeage faible. Une
vue en perspective et une du dessus permettent d'observer le comportement typique d'une
structure cristalline avec un réseau triangulaire.
Triangulation de Delaunay - Dislocations
Un autre moyen de mesurer qualitativement l'ordre dans la structure est d'eﬀectuer
une triangulation de Delaunay. C'est une triangulation dans laquelle chaque triangle formé
a trois vortex comme sommets et tel que son cercle circonscrit ne contient aucun autre
vortex. Cette triangulation permet de rendre compte visuellement de la présence de défauts
topologiques dans le réseau en fournissant des informations sur le nombre de premiers
voisins de chaque vortex. En eﬀet dans le cas du réseau triangulaire parfait chaque vortex
possède six voisins, s'il existe des vortex possédant plus ou moins de six voisins, par exemple
cinq ou sept voisins alors des dislocations sont présentes dans la structure.
Figure 4.20  Triangulation de Delaunay typique issue de nos simulations à température
nulle dans le cas du piégeage faible. La ﬁgure représente un instantané de la position des
vortex avec la triangulation en traits noirs et les vortex ayant six voisins en cercles pleins.
La taille du système est (100, 120
√
3/2)λL.
Nous aﬃchons sur la ﬁgure 4.20 une triangulation de Delaunay pour une taille de sys-
tème (100, 120
√
3/2)λL représentative des simulations que nous eﬀectuons dans le cas du
piégeage faible à température nulle. La triangulation est représentée en traits noirs sur
un instantané de la position des vortex (issue de la trajectoire de ces derniers pour une
force proche de la force critique de dépiégeage), et les vortex possédant six voisins sont
représentés en cercles pleins. Comme nous pouvons le voir le réseau de vortex ne présente
pas de défauts topologiques et tous les vortex possèdent six voisins.
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Ces aspects structurels sont compatibles avec la phase verre de Bragg en mouvement
attendue dans le cas du piégeage faible à 3D. Cependant on attend des dislocations à
grandes échelles à 2D, c'est-à-dire à des échelles plus grandes que la taille de nos boîtes de
simulation, et l'analogie avec le verre de Bragg doit être prise avec précaution.
4.5.7.2 Fonctions de corrélation
Fonction de corrélation de la densité
L'étude du comportement des fonctions de corrélation de paires apporte des renseigne-
ments sur l'ordre dans la structure et les corrélations qui existent en son sein. La fonction
de corrélation de la densité g( #”r ) permet de conﬁrmer visuellement l'ordre présent dans le
réseau en mouvement. Cette fonction de corrélation de la densité est donnée par




r′ + #”r ) > (4.24)
avec la densité déﬁnie par ρ( #”r ) =
Nv∑
i=1
δ( #”r − #”ri) et < · · · > représentant une moyenne
sur le temps et l'espace (x, y). Puisque numériquement nous ne pouvons pas utiliser de
fonction de Dirac, nous choisissons une fonction gaussienne avec une portée r0 = 0.1 a0
(mathématiquement cela revient à convoluer la fonction de corrélation avec une fonction
de lissage gaussienne). Nous avons vériﬁé que les résultats obtenus sont indépendants du
choix de r0 tant que la fonction reste suﬃsamment étroite. Nous obtenons ainsi l'expression
suivante pour la fonction de corrélation de la densité implémentée numériquement (où
#”r ij =
#”ri − #”rj)









#”r− #”r ij |2/(2r20)
 (4.25)
Nous présentons sur les ﬁgures 4.21a-b-c) l'allure de la fonction g(x, y) pour une taille
de système (40, 48
√
3/2)λL avec une force appliquée proche du dépiégeage. Ce choix de
taille peut paraître étrange compte tenu de ce que nous avons expliqué précédemment
à propos des tailles longitudinales et transverses minimales à utiliser aﬁn de s'aﬀranchir
d'eﬀets de tailles ﬁnies pour la détermination du régime critique. Cependant, le calcul
de la fonction de corrélation s'eﬀectuant en post-traitement séquentiel avec un temps de
calcul variant grossièrement comme O(N2v ), la taille présentée ici nécessite déjà un temps
de calcul important. En fait, les tests indiquent que l'allure de la courbe ne change pas
avec des tailles plus importantes.
A partir de ces graphiques nous observons une structure cristalline avec un réseau
triangulaire de pics marqués en accord avec les résultats présentés au-dessus. De plus, on
constate que la portée de l'ordre est un peu plus faible dans la direction transverse que
dans la direction longitudinale. Notons également l'impossibilité d'obtenir des informations
sur la fonction de corrélation au delà d'une distance égale à
Li
2
(i = x ou y) à cause de la
périodicité spatiale issue des conditions aux bords périodiques appliquées à la simulation.
131
4.5. ÉTUDE À TEMPÉRATURE NULLE
Figure 4.21  Allure de la fonction de corrélation de la densité g(x, y) pour une taille
(40, 48
√
3/2)λL proche du dépiégeage : a) vue en perspective, b) suivant la direction x et
c) suivant la direction y.
Fonction de corrélation des vitesses
Intéressons nous maintenant à la fonction de corrélation des vitesses. Celle-ci permet
de déterminer directement la longueur de corrélation ξ du système dans la phase en mou-
vement. Nous commençons par présenter le champ de vitesse instantanée #”v (x, y) obtenu
lors de nos simulations et qui est à la base du calcul de la fonction de corrélation des
vitesses. Sur la ﬁgure 4.22a) on observe le champ de vitesse instantané pour Nv = 1920
vortex avec une force loin du dépiégeage (ce choix permet de ne pas surcharger la ﬁgure et
reste pour autant représentatif de ce que l'on obtient pour des plus grands systèmes tels
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que Nv = 12000). Les ﬂèches représentent les vecteurs vitesses instantanées alors que le
code couleur indique la norme de ces vecteurs (allant de la couleur bleue pour une faible
intensité, à la couleur rouge pour une intensité plus élevée).
Figure 4.22  a) Champ de vitesse instantanée pour un système contenant Nv = 1920
vortex loin du dépiégeage (les ﬂèches représentent les vecteurs vitesses instantanés et la
couleur indique la norme de ces vecteurs). b) Vue en perspective du champ de vitesse dans
la direction x pour trois pas de temps diﬀérents. Les trajectoires sont visibles en couleur
verte et seulement deux canaux aﬃchent les vecteurs vitesses instantanés.
Aﬁn de mieux visualiser ce champ de vecteur nous aﬃchons sur la ﬁgure 4.22b) une
vue en perspective du champ de vitesse dans la direction x de la force appliquée pour
diﬀérents pas de temps : les trajectoires sont représentées en vert (les vortex correspondent
aux points rouges) et nous présentons seulement les vecteurs vitesses pour deux canaux
côte à côte. Cette représentation permet par ailleurs d'observer visuellement le couplage
des canaux. Ces résultats ainsi que ceux déduits de la fonction de corrélation de la densité
nous conduisent à nous intéresser aux corrélations le long de l'axe x (dans le sens de la
force d'entraînement), soit :




r′ + #”r ) > (4.26)
avec < · · · > une moyenne sur le temps et l'espace (x, y). Similairement à l'implémentation
numérique de la fonction de corrélation de la densité, l'équation (4.26) peut s'écrire sous
la forme









−| #”r− #”r ij |2/(2r20)
 (4.27)
Nous présentons sur les ﬁgures 4.23a) et 4.23b) l'allure de C( #”r ) selon une vue en
perspective permettant un aperçu général de la fonction, et une vue de proﬁl selon l'axe x
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qui est intéressante pour l'identiﬁcation de ξ. Pour quantiﬁer la valeur de la longueur de
corrélation il est nécessaire de choisir une taille de boîte ne causant pas d'eﬀets de taille
ﬁnie. Le calcul de cette fonction de corrélation s'eﬀectuant en post-traitement séquentiel
nous choisissons la taille longitudinale et transverse minimale qui oﬀrent le meilleur rapport
"qualité/temps". Ainsi, nous considérons la taille (100, 18
√
3/2)λL, soit Nv = 1800 vortex,
pour les résultats concernant C( #”r ) jusqu'à la ﬁn de cette section. La moyenne temporelle
est prise sur une période de la vitesse moyenne du centre de masse des vortex aﬁn de
minimiser le temps de calcul (rappelons que cette période correspond au temps mis par
chaque vortex pour remplacer le vortex qui le précède sur le même canal) et la force
extérieure est choisie telle que le système se situe dans le régime critique (région II des
courbes v(f)).
Figure 4.23  Allure de la fonction de corrélation de la composante vx de la vitesse
instantanée pour une taille (100, 18
√
3/2)λL dans le régime critique et moyennée sur une
période de la vitesse moyenne du centre de masse des vortex : a) vue en perspective, b)
vue de proﬁl selon l'axe x.
Notons que similairement à la fonction de corrélation de la densité, C( #”r ) ne peut être
évaluée au delà de la taille de la boîte divisée par 2. Dans la suite, nous nous restreignons
aux corrélations selon le sens de l'écoulement x des vitesses longitudinales en eﬀectuant une
coupe selon le plan y = 0, c'est-à-dire C(x) ≡ C(x, 0). Nous exposons sur la ﬁgure 4.24a)
l'allure de l'enveloppe de la fonction C(x) pour une réalisation de désordre au niveau de la
région I,II et III et que l'on identiﬁe avec les forces FI , FII et FIII (indiquant respectivement
le régime single-particle, le régime critique et le régime ohmique). Aﬁn d'extraire de ces





Cette forme fonctionnelle permet de prendre en compte à la fois la décroissance ex-
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ponentielle à longue distance caractérisée par l'échelle de longueur ξ et le comportement
algébrique à courte portée mesuré par l'exposant κ. Pour les mesures réalisées à diﬀérentes
forces F nous trouvons que les deux paramètres C0 et κ demeurent presque constants
lorsque F − F∞c varie (avec κ ≈ 0.30). Nous traçons sur la ﬁgure 4.24b) la longueur de
corrélation ξ extraite de cette simulation en fonction de F − F∞c . La ﬂèche noire indique
la valeur de Fcross − F∞c avec Fcross la force de crossover séparant le régime critique et le
régime du single-particle des courbes v(f).
Figure 4.24  a) Allure de l'enveloppe de C(x) pour des forces FI , FII et FIII situant
le système dans les trois régions identiﬁées sur les courbes v(f). Une régression suivant la
forme fonctionnelle C0x−κe
−x
ξ est superposée aux données. b) Évolution de la longueur
de corrélation intrinsèque ξ en fonction de F − F∞c . Une régression en loi de puissance
(en vert) du type ξ ∼ (F − F∞c )−ν est aﬃchée et permet de déterminer ν = 1.2± 0.2.
Les barres d'erreurs représentent l'erreur standard associée à la valeur de ξ extraite de la
régression de la ﬁgure a). La ﬂèche noire indique la valeur de Fcross − F∞c (où Fcross est
la force de crossover séparant le régime critique et le régime du single-particle des courbes
v(f)). Pour ces deux ﬁgures la taille du système est (100, 18
√
3/2)λL et une seule réalisation
de désordre est considérée.
Comme attendu, des eﬀets de taille ﬁnie apparaissent pour F → F+cross, lorsque la lon-
gueur ξ devient de l'ordre de la taille longitudinale de la boîte, i.e. ξ ∼ Lx (où Lx = 100λL).
Ce résultat conﬁrme l'hypothèse utilisée pour déterminer indirectement l'exposant ν dans
la section 4.5.6. De plus nous obtenons un comportement de la longueur de corrélation tel
que ξ ∼ (F − F∞c )−ν pour F > Fcross dans le régime critique (cf sur la ﬁgure 4.24b) la
régression représentée en couleur verte) d'où l'on tire :
ν = 1.2± 0.2 (4.29)
Bien que n'ayant été eﬀectué que sur une seule réalisation de désordre et pour une taille
donnée, ce résultat est en bon accord avec la valeur de ν déterminée dans la section 4.5.6.
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Une étude plus exhaustive avec une moyenne sur le désordre est nécessaire pour une déter-
mination plus précise de cet exposant. Nous constatons néanmoins que ce résultat suggère
fortement que la longueur de corrélation intrinsèque contrôle la distribution des forces cri-
tiques et celle des forces de crossover liées aux eﬀets de taille ﬁnie. Ce résultat est assez
surprenant par rapport au cas des ondes de densité de charge, où il a été montré numéri-
quement et par calculs du groupe de renormalisation [98, 101, 119, 120] que les exposants
ν et νFS sont diﬀérents, impliquant ainsi plusieurs échelles de longueurs divergentes.
4.5.8 Finite-size scaling
Dans cette section nous mettons à proﬁt la théorie des lois d'échelles en taille ﬁnie
rappelée en section 4.2.2. Une loi d'échelle relie la vitesse v, la force f et la taille du
système Lx à température nulle T = 0 telle que
v(f, Lx) ∼ L−β/νx V (fL1/νx ) (4.30)
avec V une fonction d'échelle. Cette relation n'est pertinente qu'au voisinage de la transi-
tion de dépiégeage et pour des tailles Lx suﬃsamment grandes. Considérons les courbes v(f)
moyennées sur le désordre pour diﬀérentes tailles de systèmes avec Lx = (40, 100, 200, 400)λL
et diverses tailles transverses variant de Ly = 18
√
3/2λL à Ly = 120
√
3/2λL (le nombre
d'échantillons pour la moyenne est le même que pour la détermination de l'exposant β).
Nous traçons sur la ﬁgure 4.25 la quantité vLβ/νx en fonction de fL
1/ν
x en utilisant la valeur
β = 0.29± 0.03 et ν = 1.04± 0.04 et en ne retenant que les points des régions I et II.
Figure 4.25  Évolution de vLβ/νx en fonction de fL
1/ν
x pour diﬀérentes tailles de systèmes
avec Lx = (40, 100, 200, 400)λL. Les valeurs des exposants critiques utilisées sont β = 0.29±
0.03 et ν = 1.04± 0.04.
On observe une superposition des données en une courbe unique en accord avec l'hy-
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pothèse de la loi d'échelle (4.30) et conﬁrmant les valeurs des exposants critiques obtenues
précédemment. Le comportement asymptotique de la fonction d'échelle V (x) est V (x) ∼ xβ
pour x 1, alors que V (x)→ 0 lorsque x→ 0. Cette dernière propriété semble anormale
puisqu'on attend V (x) ∼ constante pour x→ 0. Un tel comportement inhabituel a cepen-
dant été observé dans des simulations numériques de la transition de dépiégeage d'interfaces
[121]. Son origine provient du régime single-particle qui peut partiellement cacher les eﬀets
de taille ﬁnie habituels.
4.5.9 Autre exposant d'une fonction de réponse
Nous avons déterminé les deux exposants β et ν, le premier étant très discuté dans la
littérature alors que le second l'est un peu moins. Nous allons nous intéresser maintenant à
l'exposant α associé à la chaleur spéciﬁque. Nos mesures vont nous donner l'ordre de gran-
deur de cette quantité, nous ne tentons cependant pas d'évaluer précisément l'incertitude
associée.
La chaleur spéciﬁque est reliée à la variation de l'énergie moyenne du système avec la
force, et s'écrit
CT (F ) =
< E2 > − < E >2
NvF 2
(4.31)
où nous avons divisé par le nombre de vortex Nv dans un souci de comparaison entre diﬀé-
rentes tailles. En exploitant la théorie d'échelle en taille ﬁnie comme utilisée au-dessus, nous
traçons sur la ﬁgure 4.26a) la quantité CTL
−α/ν
x en fonction de fL
1/ν
x , où ν = 1.04±0.4 est
ﬁxé et α est recherché de manière à réunir les points sur une même courbe. Les tailles consi-





3/2λL avec respectivement une moyenne sur N = (20, 16, 16, 12, 8) échantillons,
seuls les points des régions I et II sont pris en compte.
Nous observons une coalescence des points sur une courbe pour la valeur de α ≈ 0.9.
Aﬁn de conﬁrmer cette valeur nous représentons sur la ﬁgure 4.26b) le maximum de la
chaleur spéciﬁque en fonction de Lx. Conformément à la théorie des lois d'échelle en taille
ﬁnie nous trouvons (CT )max ∼ Lα/νx , d'où l'on tire α ≈ 0.9. La plus grande dispersion des
points obtenue sur la courbe de la loi d'échelle en taille ﬁnie résulte à la fois de la plus faible
quantité de désordres utilisés pour la moyenne et du nombre de points d'échantillonnage
autour du maximum de la fonction de réponse.
4.6 Température ﬁnie
Dans cette partie nous présenterons les résultats obtenus pour le dépiégeage des vortex
en piégeage faible à température ﬁnie. Nous commençons par présenter la fusion du réseau
de vortex, puis nous déterminons l'exposant thermique δ de la transition de dépiégeage.
Nous examinons l'eﬀet de l'intensité du piégeage sur les exposants critiques, et enﬁn nous
proposons une loi d'échelle permettant de relier les grandeurs v, f et T entre elles.
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Figure 4.26  a) Évolution de CTL
−α/ν
x en fonction de fL
1/ν
x avec ν = 1.04± 0.4 pour les
tailles de systèmes Lx = (40, 100, 200, 400)λL moyennées sur le désordre (respectivement
N = (20, 16, 16, 12, 8) réalisations de désordres). La superposition des courbes est obtenue
pour α ≈ 0.9. b) Autre mesure de α ≈ 0.9 via l'évolution de (CT )max avec la taille Lx.
4.6.1 Fusion du réseau
Nous attendons une température Tfusion au delà de laquelle le réseau fond en un liquide
de vortex. L'examen de la structure du réseau à diﬀérentes températures pour une force
d'entraînement nulle montre qu'en dessous d'une température Tfusion = 10
−5 le réseau pa-
rait ordonné alors qu'au dessus il est désordonné. La ﬁgure 4.27a) et 4.27b) montre une
triangulation de Delaunay sur un instantané de la position des vortex pour un système de
taille (40, 48
√
3/2)λL à une température en dessous et au dessus de Tfusion.
On observe pour T < Tfusion un très faible nombre de dislocations et la structure est
ordonnée. Lorsque T > Tfusion les défauts prolifèrent et la structure est déstabilisée. L'allure
de la fonction de corrélation de la densité permet de mettre en évidence la perte de l'ordre
à T = Tfusion. Nous avons tracé sur les ﬁgures 4.28a-e) g(x, y) pour diﬀérentes températures
autour de Tfusion pour une taille (40, 48
√
3/2)λL.
Au fur et à mesure que la température augmente, la hauteur des pics marqués du ré-
seau diminue tandis que la valeur de g(x, y) entre les pics augmente formant des anneaux à
partir de Tfusion. Nous pouvons utiliser d'autres grandeurs quantitatives aﬁn de déterminer
la température de fusion. Sur la ﬁgure 4.29 nous en présentons diverses. Nous montrons
la hauteur des pics correspondants aux premiers voisins et la valeur moyenne de g(x, y)
entre les pics (au niveau du premier anneau). Ces deux courbes se rejoignent lorsque les
pics disparaissent en un anneau indiquant la valeur de la température pour laquelle la
transition a lieu. Nous exposons également la fraction < n6 > de vortex, dont le nombre de
voisin est égal à six, en fonction de la température. On observe une valeur égale à l'unité en
dessous de T = 10−5, et dès que cette température est dépassée < n6 > chute brutalement
et tend vers une valeur constante non nulle représentant un état du système complète-
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Figure 4.27  Triangulation de Delaunay (en traits bleus) superposée à un instantané
de la position des vortex, où les vortex ayant six voisins sont représentés en cercles pleins
rouges et ceux dont le nombre de voisins est diﬀérent de six sont représentés via des carrés




ment désordonné où seulement certains vortex possèdent six voisins. Enﬁn, nous calculons
Cv(T ) ∝ < E
2 > − < E >2
T 2
qui présente un pic au niveau de T = 10−5. Toutes ces infor-
mations indiquent une transition solide/liquide de vortex à Tfusion = 10
−5 (représentée sur
la ﬁgure 4.29 par une ligne en traits pointillés).
4.6.2 Exposant thermique δ
Nous déterminons dans cette partie l'exposant thermique δ de la transition de dépié-
geage à température ﬁnie. Nous avons vu qu'à température nulle le système est piégé en
dessous de la force critique Fc, impliquant une valeur nulle de la vitesse moyenne du centre
de masse des vortex. A T 6= 0, les vortex sont en mouvement pour des valeurs de force
F < Fc à cause des ﬂuctuations thermiques qui procurent suﬃsamment d'énergie aux vor-
tex pour leur permettre de passer les barrières locales d'énergie. Ainsi la vitesse des vortex
est toujours v 6= 0 quelque soit la force appliquée (bien que très faible pour les faibles
valeurs de F ), entraînant un arrondissement de la transition de dépiégeage. En utilisant
encore une fois l'analogie avec les phénomènes critiques standards nous pouvons prédire la
réponse du système en température suivant une loi de puissance à F = Fc telle que
vF=Fc ∼ T 1/δ (4.32)
Nous représentons sur la ﬁgure 4.30 la réponse typique observée pour la vitesse réduite v
en fonction de la température en échelle logarithmique. Le cas aﬃché correspond à une taille
de système de (400, 20
√
3/2)λL pour une intensité de désordre relative de αp/αv ≈ 5 10−3
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Figure 4.28  Allure de la fonction g(x, y) pour diﬀérentes températures en dessous et au
dessus de la température de fusion Tfusion = 10−5. La température varie de façon croissante
entre les ﬁgures a) et e). Des courbes de contour sont aﬃchées dans le plan xy pour une
meilleure visualisation de la fonction g(x, y).
où la moyenne est réalisée sur N = 6 échantillons pour des valeurs ﬁxées de force réduite
de f = (10, 4, 3, 0,−2,−7)× 10−4.
Deux comportements sont clairement visibles sur les courbes v(T ). En dessous de la
force critique, i.e. pour f < 0, v(T ) −→
T→0
0 plus rapidement qu'une loi de puissance. Ce
comportement résulte en une courbe v(T ) concave dans une échelle log-log. Au dessus
de Fc, v(T = 0) −→ cste ce qui se traduit sur le graphique par une courbe convexe avec
une asymptote horizontale lorsque T → 0. Entre ces deux comportements nous pouvons
déﬁnir la force critique eﬀective, F ∗c , qui représente la force pour laquelle vF=F ∗c ∼ T
1/δ.
Ce comportement en loi de puissance est représenté en traits pointillés sur la ﬁgure 4.30.
La détermination de l'exposant critique δ a été faite sur N = 8 réalisations de désordre




δ−1 = 0.28± 0.05 (4.33)
où l'incertitude est déduite des diﬀérentes droites que l'on peut tracer au niveau de F ∗c
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Figure 4.29  Evolution avec la température de diﬀérentes quantités : la fraction < n6 >
de vortex ayant 6 voisins au cours du mouvement (carrés rouges), la chaleur spéciﬁque
Cv(T ) (cercles oranges), la hauteur des pics des premiers voisins de g(x, y) (triangles bleus
vers le haut) et la valeur moyenne de g(x, y) entre les pics au niveau du premier anneau
(triangles vers vers le bas). Le système considéré ici est d'une taille de (40, 48
√
3/2)λL et
toutes ces quantités sont moyennées dans le temps.
Figure 4.30  Tracé de la vitesse réduite v en fonction de la température T moyennée
sur N = 6 échantillons pour des valeurs ﬁxées de f = (10, 4, 3, 0,−2,−7) × 10−4 et un
système de taille (400, 20
√
3/2)λL. L'intensité de désordre relative est αp/αv ≈ 5 10−3,
les barres d'erreurs correspondent à l'erreur standard associée à chaque valeur moyennée.
L'extrapolation au niveau de F ∗c en traits pointillés permet d'obtenir l'exposant δ−1 (voir
le texte associé pour plus d'informations). Les lignes reliant les points ne sont qu'un guide
visuel pour les diﬀérentes concavités observables.
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pour extrapoler la loi de puissance. Remarquons que les valeurs de température utilisées
sont très inférieures à la température de fusion Tfusion.
Notons également qu'une nouvelle force critique eﬀective est ainsi introduite. Sa valeur
est en parfait accord avec la valeur de la force critique Fc obtenue à température nulle. Un
traitement des courbes v(f) obtenues à T = 0 en utilisant F ∗c conduit à un exposant de
dépiégeage β = 0.28± 0.05, en très bon accord avec la valeur β = 0.29± 0.03 déterminée à
T = 0. L'incertitude plus importante provient du plus faible nombre d'échantillons traités à
température ﬁnie (le temps de simulation nécessaire à l'obtention d'une moyenne temporelle
correcte de la vitesse augmentant lorsque l'on diminue la température).
Enﬁn, il convient de noter que la procédure de moyenne des valeurs individuelles δ−1i
(où i = 1, . . . , N échantillons) obtenue pour chaque réalisation de désordre, conduit à un
résultat identique i.e. δ−1 = 0.28.
La relation d'échelle 2−α = β(δ+ 1), issue de l'identité de Widom, semble être vériﬁée
à partir des exposants critiques déterminés. Cependant aucune justiﬁcation théorique ne
permet d'utiliser ces relations d'échelles dans le cas d'une transition hors-équilibre.
4.6.3 Diﬀérentes intensités de piégeage
Nous venons de déterminer divers exposants critiques, dont ceux caractérisant le dépié-
geage à température nulle (β) et ﬁnie (δ), pour une valeur d'intensité de désordre relative
αp/αv ≈ 5 10−3 correspondant à une dynamique élastique. Nous présentons l'évolution de
ces exposants avec l'intensité de piégeage.
Figure 4.31  Évolution des exposants critiques β (ﬁgure a) et δ−1 (ﬁgure b) avec l'in-
tensité de désordre relative αp/αv. Pour plus d'informations quant aux barres d'erreurs,
se référer aux sections traitant de l'exposant β et δ−1 aﬁn de savoir comment elles sont
mesurées habituellement.
Pour diﬀérentes tailles de systèmes telles que Lx ≥ 100λL et Ly ≥ 18
√
3/2λL nous
choisissons diﬀérentes intensités de désordre relatives αp/αv ≈ (2, 3, 5, 7) × 10−3. Notons
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que lorsque l'intensité de piégeage diminue, le temps de calcul peut devenir déraisonnable
au voisinage de la force critique, et il est nécessaire de simuler des tailles de systèmes plus
grandes.
Le nombre d'échantillons pour chaque intensité de piégeage a été réparti de la façon sui-
vante : N = 1 pour αp/αv ≈ 2 10−3 et une taille Lx = 1000λL, N = 2 pour αp/αv ≈ 3 10−3
et Lx = 400λL, N = 8 pour αp/αv ≈ 5 10−3 et Lx = (100, 400)λL et enﬁn N = 4 pour
αp/αv ≈ 7 10−3 et Lx = 400λL. Les ﬁgures 4.31a) et 4.31b) montrent les valeurs des ex-
posants β et δ−1 obtenues pour diﬀérentes intensités de désordre. On trouve que β et δ−1
sont indépendants de l'intensité de piégeage utilisée.
4.6.4 Loi d'échelle reliant (v, f, T )
Le comportement critique de la vitesse au seuil de dépiégeage nous conduit à exprimer
v sous la forme d'une fonction homogène généralisée des variables f et T . Aﬁn d'exprimer





















Nous postulons l'ansatz suivant pour la loi d'échelle :
v˜|f |−β = S±(T˜ |f |−βδ) (4.36)
où S(x) est la fonction d'échelle avec deux branches, S+ correspond à f > 0 et S− à
f < 0. Les lois de puissances à température nulle et à force réduite nulle que nous avons
obtenues v˜f>0
T=0
= fβ et v˜f=0 = T˜














La branche S+ présente une asymptote horizontale lorsque T˜ → 0 déﬁnissant ainsi un
régime dominé par la force d'entraînement alors que les branches S± possèdent une asymp-
tote oblique de pente 1/δ pour f → 0 déﬁnissant un régime dominé par la température.
Le changement de variables (v, T )→ (v˜, T˜ ) va translater (dans une échelle logarithmique)
la courbe y = S±(x) et est équivalent à choisir l'intersection des deux asymptotes (celle
horizontale et celle oblique de pente δ−1) comme étant l'origine du système de coordonnées
x = T˜ |f |−βδ, y = v˜|f |−β .
La ﬁgure 4.32 montre v˜i|f |−β en fonction de T˜ |f |−βδ avec β = 0.29±0.03 et δ−1 = 0.28±
0.05, où les valeurs de ces deux exposants peuvent varier dans la barre d'erreur pour chaque
échantillon. Ici v˜i correspond à la vitesse obtenue pour chacune des réalisations de désordre,
pour les diﬀérentes tailles Lx = (100, 400, 1000)λL contenant Nv = (5000, 8000, 20000)
vortex, et les diﬀérentes intensités de désordre 103 × αp/αv ≈ (2, 3, 5, 7). On observe une
superposition de toutes les courbes individuelles en une courbe unique présentant deux
branches associées aux comportements asymptotiques attendus. Rappelons que la valeur
de Fc utilisée pour calculer la force réduite f dépend de chaque échantillon. Les deux
préfacteurs v0 et T0 ne sont pas universels et leur valeur varie d'un échantillon à l'autre,
cependant la fonction d'échelle S±(x) demeure inchangée. Notons que l'utilisation de la
méthode de moyenne sur le désordre utilisée précédemment conduit au même résultat.
Figure 4.32  Tracé de la loi d'échelle v˜i|f |−β en fonction de T˜ |f |−βδ avec β = 0.29±0.03
et δ−1 = 0.28 ± 0.05 pour N = 14 échantillons avec diﬀérentes intensités de piégeage
relatives 103 × αp/αv ≈ (2, 3, 5, 7), diﬀérentes tailles de systèmes Lx = (100, 400, 1000)λL
et pour diﬀérentes réalisations de désordre. Pour chaque échantillon la valeur de β et δ−1
est autorisée à varier dans la barre d'erreur qui lui est liée.
Ces résultats sont en faveur de l'existence d'un régime critique au seuil de dépiégeage
avec des exposants critiques qui ne dépendent pas de l'intensité du piégeage.
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4.6.5 Classe d'universalité ?
Comme nous venons de le montrer, la transition de dépiégeage élastique est analogue
à une transition de phase du second ordre (continue) avec des exposants de dépiégeage β
et thermique δ présentant un certain degré d'universalité par rapport au désordre.
Néanmoins la question de l'existence d'une classe d'universalité pour le dépiégeage élas-
tique reste ouverte. En eﬀet, une grande variété d'exposant β a été trouvée dans la littéra-
ture comme nous l'avions déjà remarqué dans le paragraphe 4.3.2. La valeur de l'exposant
de dépiégeage obtenu dans ce travail est proche de la valeur β ≈ 1/3 déterminée pour les
interfaces dans un espace de dimension D = 2 [104, 105, 106]. Cependant il convient de
comparer nos résultats à ceux obtenus pour les systèmes périodiques avec un champ de
déplacement N = 2 dans un espace de dimension D = 2. C'est le cas par exemple des
systèmes de type stripes [42] (qui sont des systèmes périodiques anisotropes) pour lesquels
β = 0.35. Notons également le résultat obtenu pour un système de vortex supraconducteurs
[112] dans un espace de dimension D = 3 avec β = 0.65± 0.01 et δ = 2.3± 0.1, ou encore
l'exposant thermique δ−1 = 0.15± 0.01 pour les interfaces [106].
D'autre part, la grande variété d'exposants répertoriée dans la section 4.3.2 pour
d'autres systèmes périodiques similaires suggère que le type d'interaction entre les par-
ticules constituant le système périodique, ainsi que le type de désordre jouent un rôle
important, ce qui implique l'absence d'une grande classe d'universalité pour les systèmes
périodiques.
4.6.6 Discussion sur les exposants critiques
Il existe beaucoup d'études dans la littérature pour le cas N = 1, en particulier pour
les ondes de densité de charge où des simulations numériques dans un espace de dimension
D = 2 [107] donnent des valeurs de β = 0.65±0.05 et ν = 0.5±0.1, alors que nos résultats
donnent des valeurs très diﬀérentes avec β = 0.29 ± 0.03 et ν = 1.04 ± 0.04. Aussi, nous
trouvons une valeur de ν ≈ 1 pour l'exposant de la longueur de corrélation intrinsèque
alors que ν = 1/2 est attendu pour les ondes de densité de charge au-dessus du seuil de
dépiégeage.
De plus, les résultats présentés précédemment en section 4.5.7.2 suggèrent que ν = νFS,
en contradiction avec les ondes de densité de charge. En fait, la faible concordance entre
nos résultats et ceux des ondes de densité de charge peut provenir du fait que N = 1 pour
ces dernières alors que N = 2 dans nos simulations de vortex.
On remarque que le fait d'insérer la valeur de ν = 1 dans la relation d'échelle STS




donne alors une valeur de ζ = 1. Nous allons par la suite utiliser la relation d'hyperscaling
[99, 101, 122] :
β = ν(z − ζ) (4.39)
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où l'exposant dynamique z est déﬁni par le comportement critique du temps caractéristique
d'une avalanche τ ∼ ξz, où ξ correspond à la taille typique des avalanches [123], alors que
l'exposant de rugosité ζ est déﬁni à partir de la fonction de corrélation des déplacements
B(r) ∼ r2ζ .
En insérant les deux valeurs ν = 1 et ζ = 1 avec la valeur de z = 5/4 [124], on obtient
β = 1/4 qui est compatible avec notre résultat de β = 0.29 ± 0.03, mais qui n'est pas
nécessairement satisfaisant puisque ζ = 0 est attendu dans la relation d'hyperscaling.
4.7 Conclusion
Nous avons présenté dans ce chapitre les résultats de simulations numériques à grandes
échelles concernant la dynamique de réseaux 2D de vortex supraconducteurs mis en mou-
vement dans un potentiel désordonné. Un changement de régime a été trouvé entre une
dynamique élastique et une dynamique plastique montrant le passage d'un régime dominé
par le désordre à un régime dominé par l'élasticité. Notre étude s'est portée sur la transi-
tion de dépiégeage des vortex dans le régime élastique obtenu en désordre faible. Notons
que les phases haute vitesse de vortex 3D en désordre faible [125] et les phases au seuil
de dépiégeage plastique en désordre fort [74, 126, 127, 128] ont été étudiées précédemment
dans notre équipe.
Au dessus du seuil de dépiégeage tous les vortex se dépiègent simultanément et s'écoulent
dans des canaux statiques rugueux couplés élastiquement. Trois régimes dynamiques ont
été observés. Le premier est contrôlé par la taille ﬁnie de la boîte de simulation et amène
au régime single-particle. Dans le second régime, une analogie avec les transitions de phase
du second ordre a été mise en évidence pour lequel v ∼ fβ à T = 0 avec l'exposant cri-
tique β = 0.29 ± 0.03, alors que le dernier régime est linéaire. A température nulle une
analyse en loi d'échelle en taille ﬁnie suggère, a contrario des ondes de densité de charge,
qu'il existe une seule longueur caractéristique au dessus du seuil de dépiégeage ξ ∼ f−ν ,
avec ν = 1.04± 0.04. Cette longueur contrôle les corrélations entre vortex et également les
propriétés statistiques du système, comme la distribution des forces critiques et des forces
de crossover de taille ﬁnie. L'exposant α ≈ 0.9 associé à l'analogue de la chaleur spéciﬁque
a été déterminée. L'analyse à température ﬁnie a permis de déterminer l'exposant ther-





|f |βδ a été observée. Cette relation d'échelle est indépendante
du désordre (son intensité et sa répartition spatiale) dans la gamme du diagramme des pa-
ramètres explorés, indiquant ainsi l'existence d'un certain degré d'universalité. Cependant
la comparaison avec d'autres systèmes périodiques similaires suggère qu'une vaste classe
d'universalité n'existe pas pour la transition de dépiégeage élastique à 2D, comme cela
semble être le cas pour la transition de dépiégeage plastique [74].
Une étude intéressante serait d'aﬃner la valeur de l'exposant ν = 1.2 ± 0.2 obtenu
par la fonction de corrélation des vitesses en rajoutant de la statistique (i.e. eﬀectuer une
moyenne sur le désordre). Cela permettrait d'inﬁrmer ou de conﬁrmer le fait que ν = νFS.
La détermination de l'exposant de rugosité ζ, à partir de la fonction de corrélation des
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déplacements B(r) = < [ #”u (r)− #”u (0)]2 > ∼ r2ζ , serait instructif aﬁn de vériﬁer la relation
d'échelle d'hyperscaling β = ν(z − ζ) et de la relation d'échelle STS ν = 1
2− ζ .
Le système étudié possédant deux composantes N = 2, il conviendrait également d'étu-
dier les comportements critiques dans les deux directions aﬁn de discuter quant à une
possible anisotropie des comportements, ce qui pourrait être une piste d'explication des
comportements obtenus. En particulier il serait intéressant de déterminer l'exposant de
corrélation dans la direction Ly.
Une fois ces diverses questions résolues, il serait enrichissant d'étudier l'évolution des
exposants critiques, et donc de mettre en avant une possible classe d'universalité, en chan-
geant la dimensionnalité du système (passage de D = 2 à D = 3) et/ou la portée de






Dépiégeage plastique : Modèle à
deux couches
 Le chaos n'est pas que le contraire de l'ordre, il en est aussi le ferment. 
La révolution parallèle, Pierre Emmanuel
 Les lois claires en théorie sont souvent un chaos à l'application. 
Napoléon Bonaparte
5.1 Introduction
Dans ce chapitre nous étudions par simulations numériques la dynamique et le dépié-
geage d'un modèle visco-élastique simple permettant une approche simpliﬁée de la plasticité
dans les systèmes périodiques évoluant sur un potentiel de piégeage désordonné. Comme
nous l'avons rappelé dans le chapitre 4 la compréhension des phases élastiques des réseaux
de vortex est bien avancée malgré de nombreuses questions qui restent toujours d'actualité.
Il n'en est pas de même pour les phases plastiques dont la modélisation est plus délicate à
cause de la présence de défauts topologiques. Dans le cas d'un fort désordre ponctuel, les
déformations plastiques induisent de nombreuses dislocations. La plasticité se traduit par
un dépiégeage ﬁlamentaire où des vortex en mouvement coexistent avec des régions piégées
[69, 70, 74, 129], la dynamique peut être alors chaotique [126, 127]. Avec l'augmentation
de la force extérieure, une phase smectique en mouvement s'établit caractérisée par des ca-
naux d'écoulement alignés avec la force, bien que de grandes excursions transverses restent
possibles. Les déformations à l'intérieur des canaux sont élastiques mais les déplacements
entre les canaux peuvent être arbitrairement grands (canaux découplés).
La compréhension théorique du dépiégeage et des phases plastiques demeure un pro-
blème ouvert. Diﬀérents modèles ont été développés pour décrire ces déformations plas-
tiques où les degrés de liberté sont les domaines de Larkin [85, 88, 91, 92, 130, 131, 132,
133, 134]. Une approche simpliﬁée de la plasticité, motivée par l'observation des phases
smectiques en mouvement, consiste à considérer un modèle de canaux élastiques couplés
visqueusement entre eux [90, 135]. Il s'agit d'un modèle générique représentatif d'une classe
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de systèmes dissipatifs mis en mouvement dans un désordre fort. Un modèle à deux ca-
naux unidimensionnels présentant un degré de liberté par canal a été proposé dans [90]
permettant une approche par le groupe de renormalisation fonctionnelle. C'est dans ce
cadre que nous étudions dans ce chapitre un modèle à deux canaux et quatre particules
avec un couplage élastique entre les deux particules de chaque canal. L'objectif est de ca-
ractériser la dynamique en fonction de divers paramètres (interactions, viscosité, désordre,
. . .) et de tenter de faire un lien avec les simulations à grandes échelles des réseaux de vortex.
Dans un premier temps nous rappellerons brièvement le modèle à deux canaux et deux
particules, et son extension à 4 particules, puis nous terminerons par une présentation des
résultats obtenus par simulations numériques.
5.2 Modèle visco-élastique multi-couches
5.2.1 Système et dynamique
Considérons le modèle multi-canaux unidimensionnels élastiques couplés entre eux par
des interactions visqueuses dans la direction orthogonale au mouvement des particules (par
la suite nous parlerons indiﬀéremment de degré de liberté ou de particule). Les particules
sont entraînées par une force extérieure f dans la direction des canaux. En discrétisant
l'espace dans les directions longitudinale et transverse au mouvement, le déplacement local
au temps t de la l-ième particule dans le i-ème canal est noté uil(t). En considérant la















+ hil Y (u
i
l(t)− βil ) + f (5.1)
où γ, η et K sont des coeﬃcients constants, et les sommes se font entre voisins les plus
proches. Les deux premiers termes du membre de droite décrivent l'interaction visqueuse
entre les couches et les interactions élastiques entre les particules de chaque couche, tandis
que le troisième terme représente le piégeage où Y (u) est une fonction périodique avec hil et
βil des variables aléatoires. Enﬁn, f est une force d'entraînement appliquée aux particules.
Ce modèle visco-élastique résolu en champ moyen prédit un changement qualitatif d'un
dépiégeage continu à un dépiégeage discontinu avec hystérésis en augmentant le désordre
ou le couplage visqueux.
5.2.2 Modèle à 2 particules
Un aperçu général de la dynamique de canaux élastiques couplés visqueusement entre
eux peut être obtenu au travers d'un modèle simple considérant seulement deux canaux
1D contenant chacun une particule et couplés entre eux par une interaction visqueuse. La
situation consiste en deux particules entraînées par une force extérieure dans un potentiel
1D, ce qui correspond au cas K = 0 de l'équation (5.1) avec une force de piégeage hiY (ui−
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βi). Le plus simple est de choisir h1 = h2 et βi = 0. Les équations régissant la dynamique
d'un tel système se réduisent alors à :
γu˙1 = η(u˙2 − u˙1) + Φ(u1) + f (5.2a)
γu˙2 = η(u˙1 − u˙2) + Φ(u2) + f (5.2b)
En eﬀectuant un changement de coordonnées avec x = u1 − u2 représentant la distance
relative et y =
u1 + u2
2
la coordonnée du centre de masse, les équations du mouvement
deviennent,




















avec a = γγ+2η , φ = −Φγ et F = fγ . La fonction de piégeage périodique est prise telle que
φ(u) = C [p1 sin(2piu) + p2 sin(4piu)] où C est choisie pour que la force critique de dépié-
geage d'une particule soit F 1c = ±1 avec p1 = 1. Le cas d'une harmonique unique étant
non générique, on inclut au moins une autre harmonique (p2 6= 0).
Eﬀectuons un brève description des résultats obtenus pour un tel système dynamique
[90]. Lorsque a = 1 et que φ(u) est purement sinusoïdal, le système possède une bifurcation
noeud-col à F = F 1c . Ainsi pour F < F
1
c il existe deux points ﬁxes dont l'un est stable
et l'autre instable, qui se situent le long des axes x = 0 et x = 1, et qui vont entrer en
collision pour F = F 1c et se transformer en un point ﬁxe mi-stable. Quand F > F
1
c le point
ﬁxe mi-stable disparait et le ﬂot est périodique dans l'espace des phases.
Lorsque a < 1, ce qui correspond à la situation où les 2 particules sont couplées via
l'interaction visqueuse, les équations du mouvement restent inchangées le long des axes
x = 0 et x = 1 et les mêmes points ﬁxes sont présents quand F < F 1c . Cependant pour
Fc < F < F
1
c (où Fc correspond à la force critique du système couplé) un mouvement non
borné est possible hors de ces axes. L'espace des phases se sépare en une région piégée et
une autre où le ﬂot est périodique. Dans le cas où p2 = 0 ce ﬂot est constitué d'une inﬁnité
de trajectoires neutres périodiques, alors que pour le cas plus générique p2 6= 0 la région
contient une seule trajectoire périodique qui est soit attractive quand p2 > 0, soit répulsive
quand p2 < 0. Notons que dans le cas où la trajectoire périodique est attractive (p2 > 0),
la phase en mouvement disparaît pour laisser une phase piégée quand F < Fc.
Nous présentons à titre d'exemple sur la ﬁgure 5.1 plusieurs trajectoires dans l'espace
des phases (x, y) pour les valeurs des paramètres p1 = 1, a = 0.2 et p2 = 0.5. Les points
ﬁxes sur les axes x = 0 et x = 1 sont les points vers lesquels convergent les diﬀérentes tra-
jectoires issues de leur bassin d'attraction, et nous observons la solution périodique stable
au centre de l'espace des phases.
Nous traçons schématiquement la courbe vitesse-force v(F ) qui résulte d'un tel système
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Figure 5.1  Représentation de plusieurs trajectoires, issues de diﬀérentes conditions ini-
tiales, dans l'espace des phases (x, y). Les valeurs de paramètres utilisés sont p1 = 1, a = 0.2
et p2 = 0.5, et la force appliquée correspond à Fc < F < F 1c . La solution stable unique est
représentée en jaune. Cette ﬁgure est issue de l'article [90].
pour le cas du piégeage purement sinusoïdal, et le cas avec une harmonique. Les courbes
types représentées sur les ﬁgures 5.2 correspondent à un dépiégeage élastique.
Figure 5.2  Courbe v(F ) schématique obtenue lorsque : a) p2 = 0 (sinus pur), b) p2 < 0
et c) p2 > 0. Voir le texte qui est relié à cette ﬁgure pour plus d'explications.
Quand p2 6= 0, il existe alors deux branches dans la courbe v(F ) correspondant aux
deux situations possibles. L'une correspond aux trajectoires le long des axes x = 0 et x = 1,
c'est-à-dire le cas de la particule seule (branche numérotée 1), et l'autre correspond à l'or-
bite périodique (branche numérotée 2) comme nous pouvons le voir respectivement sur les
ﬁgures 5.2b) et 5.2c). Lorsque p2 < 0, l'orbite périodique est répulsive et la trajectoire le
long des axes x = 0 et x = 1 est attractive, la courbe coïncide donc avec celle obtenue
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pour le dépiégeage d'une seule particule et aucune hystérésis n'est observée. Cependant
lorsque p2 > 0, l'orbite périodique devient attractive et de l'hystérésis apparait. En eﬀet,
en partant de valeurs élevées de force et en diminuant cette dernière, le système suit la
trajectoire périodique et se piège au niveau de Fc. Lorsque l'on augmente la force à partir
d'une valeur plus petite que Fc, le système se piège d'abord sur les points ﬁxes le long des
axes x = 0 et x = 1 et ce jusqu'à F 1c , à partir de laquelle les points ﬁxes disparaissent et
le système "saute" alors dans l'état en mouvement donné par l'orbite périodique attractive.
On constate que ce modèle très simpliﬁé à deux degrés de liberté permet de retrouver
des comportements caractéristiques des systèmes périodiques à plus grande échelle, comme
par exemple le dépiégeage élastique ou encore l'hystérésis. Cependant, l'identiﬁcation des
trajectoires périodiques et des attracteurs dans l'espace des phases nécessite une étude sys-
tématique minutieuse. En particulier l'existence d'attracteurs chaotiques est une question
ouverte.
5.3 Extension du modèle
5.3.1 Description du modèle
Reconsidérons à présent le modèle simpliﬁé présenté ci-dessus en y ajoutant un degré
de liberté supplémentaire au sein de chaque canal, aﬁn d'introduire un couplage élastique
possible au sein des canaux. Cela correspond au cas de l'équation (5.1) avec le coeﬃcient
K 6= 0. Nous représentons sur la ﬁgure 5.3 le schéma de ce modèle à 4 particules, qui
permet de décrire des situations comme les phases smectiques obtenues dans la cadre des
réseaux de vortex.
Figure 5.3  Représentation schématique du modèle simpliﬁé à 4 particules : les canaux
sont les lignes courbes noires, les particules sont modélisées par des sphères oranges, l'in-
teraction élastique est représentée via un ressort alors que celle visqueuse est schématisée
suivant une ligne sinueuse bleue. La force d'entraînement F est appliquée de gauche à
droite.
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5.3.2 Système dynamique
La force de piégeage est choisie telle que Y (u) = p1 sin(2piu) + p2 sin(4piu), et le coef-
ﬁcient de frottement γ est pris égal à l'unité. A partir de l'équation (5.1), nous obtenons
alors le système d'équations du mouvement suivant,
γu˙1 = η(u˙2 − u˙1) +K · (u3 − u1 − 1) + Y (u1) + F
γu˙2 = η(u˙1 − u˙2) +K · (u4 − u2 − 1) +A · Y (u2) + F
γu˙3 = η(u˙4 − u˙3) +K · (u1 − u3 + 1) + Y (u3 + φ3) + F
γu˙4 = η(u˙3 − u˙4) +K · (u2 − u4 + 1) +A · Y (u4 + φ4) + F
(5.4)
avec A = cste le rapport d'intensité de piégeage du canal 2 par rapport au canal 1, φ3,4
sont des déphasages pour les degrés de libertés ajoutés. La signiﬁcation physique est que
les deux canaux n'ont pas la même intensité de piégeage, et les particules ne sont pas en
phase dans les potentiels de piégeage. Les termes d'interactions élastiques sont tels que les
deux particules d'un même canal ne peuvent pas se trouver simultanément dans un même
puits. Ceci interdit aux particules de se croiser au cours de leur mouvement dans le canal
(la périodicité spatiale du potentiel étant de u = 1).
Le changement de variables 
S = u1 + u2
D = u1 − u2
S′ = u3 + u4
D′ = u3 − u4
(5.5)
permet de réécrire le système d'équations (5.4) :

S˙ = K · (S′ − S − 2) + Y (S +D
2





K · (D′ −D) + Y (S +D
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S˙′ = K · (S − S′ + 2) + Y (S
′ +D′
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où le paramètre a est déﬁni par a = 1γ+2η .
5.3.3 Modèle numérique - paramètres
Nous avons choisi de résoudre le système d'équations diﬀérentielles ordinaires (5.6) par
un algorithme de Runge-Kutta d'ordre 4 (RK4). Ce choix permet d'obtenir une bonne
précision (l'erreur totale est d'ordre O((dt)5), avec dt le pas de l'itération de l'algorithme)
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sans pour autant occuper ou surcharger le temps processeur. Le choix du pas d'intégration
est essentiel puisque la précision de la solution numérique dépend de cette quantité, tout
comme le temps de calcul. Plus le pas est grand, plus le calcul est rapide mais moins il
est précis, et inversement. Par la suite nous ﬁxons dt = 10−2 qui est un bon choix "préci-
sion/temps" de calcul.
Certains paramètres au cours des simulations sont ﬁxés déﬁnitivement : p1 = 1, φ3 = 0.11
et φ4 = 0.42 (ces 2 valeurs étant choisies d'une manière aléatoire). Les positions initiales
des particules sont u1 = 0.5, u2 = 0 et ui+2 = ui + 1 avec i = {1, 2} (c'est-à-dire que les
particules ajoutées 3 et 4 au sein de chaque canal, sont éloignées d'un puits d'écart par
rapport aux particules initiales 1 et 2).
Les valeurs des paramètres K, A et a restent libres pour explorer les diﬀérents régimes
dynamiques. Les gammes de variations de ces paramètres sont les suivantes : 10−1 ≤ A ≤ 10,
10−2 ≤ K ≤ 10 et 5 × 10−3 ≤ a ≤ 8 × 10−1. L'évolution de ces trois paramètres est étu-
diée pour diﬀérentes harmoniques de la force de piégeage Y (u) : p2 = {−0.5; 0; 0.5} aﬁn
d'analyser l'inﬂuence de l'harmonique par rapport au cas du piégeage dans un potentiel
purement sinusoïdal.
5.4 Résultats obtenus
Cette section aborde les diﬀérents régimes dynamiques observés. Une attention parti-
culière est portée sur les paramètres qui conduisent à ces régimes. Nous présentons dans
un premier temps les deux types de dépiégeage obtenus, nous étudions la dynamique de
ces régimes, puis nous abordons l'aspect hystérétique et nous ﬁnissons par la dynamique
chaotique.
5.4.1 Types de dépiégeage : élastique ou plastique
Notons que nos simulations se déroulent toujours de la même manière : nous laissons
relaxer les particules à hautes vitesses avant de commencer à réaliser une descente en force
jusqu'à une valeur de F = 0, suite à quoi nous eﬀectuons plusieurs remontées et descentes
en faisant varier la force autour du dépiégeage (au total nous réalisons 4 cycles de des-
centes/montées) aﬁn de tester l'existence possible d'hystérésis et d'éviter de rester dans un
état métastable.
Pour caractériser les diﬀérents régimes nous calculons la vitesse moyenne v des parti-







et nous pouvons ainsi mesurer la réponse vitesse-force du système. En fonction des jeux
de paramètres utilisés (A, K et a) nous observons deux grands types de dépiégeage : un
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dépiégeage élastique et un dépiégeage plastique (voir respectivement les ﬁgures 5.4a et b).
Figure 5.4  Courbes de réponse vitesse-force v(F ) représentative des diﬀérents dépié-
geages obtenus dans le cadre du Toy Model à 4 particules : a) un dépiégeage élastique, b)
et un dépiégeage plastique. En trait noir pointillé est représenté le cas obtenu sans pié-
geage que la vitesse atteint asymptotiquement lorsque F l'emporte sur les autres forces en
présence, impliquant de ce fait u˙i ≈ F au niveau de l'équation (5.4).
La ﬁgure 5.4a) est un exemple représentatif du dépiégeage élastique obtenu dans nos
simulations où la courbe v(F ) présente une concavité tournée vers le bas. La ﬁgure 5.4b)
présente la courbe type v(F ) du dépiégeage plastique que nous obtenons et qui présente
une forme en S et avec un point d'inﬂexion.
Le dépiégeage élastique est obtenu exclusivement pour A = 1, i.e. lorsque l'intensité de
piégeage est identique dans les deux canaux, alors que le dépiégeage plastique est obtenu
lorsque A 6= 1.
5.4.2 Dynamique
Nous décrivons dans cette partie la dynamique des particules pour chacun des deux
types de dépiégeage.
Dépiégeage Élastique : dépiégeage simultané
Les positions ui(t) des particules représentées sur la ﬁgure 5.5 correspondent au cas
particulier, mais représentatif, où A = 1, p2 = 0, K = 0.4 et a = 0.33. Lorsque F ≤ Fc,
toutes les particules ﬁnissent par se piéger, donnant ainsi v = 0 (ﬁgure 5.5a). Lorsque
F > Fc, les particules se mettent en mouvement dans leur canal, et les paires de particules
1-2 et 3-4 présentent les mêmes équations horaires ui(t) (au déphasage induit près), cf
ﬁgure 5.5b). Les vitesses moyennes des 4 particules, issues d'une régression linéaire du type
ui(t) ∼ vit, sont identiques et toutes les particules se sont dépiégées simultanément. Cela
caractérise le dépiégeage élastique.
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Figure 5.5  Dynamique des particules ui(t) avec i = 1, 2, 3, 4 : a) pour F < Fc les par-
ticules restent piégées, b) les 4 particules sont toutes dépiégées et possèdent une vitesse
moyenne identique si l'on eﬀectue une régression linéaire des courbes ui(t). L'insert montre
la courbe vitesse-force du dépiégeage élastique avec le point indiquant la force d'entraîne-
ment appliquée aux particules.
Dépiégeage Plastique : dépiégeage séquentiel
Les positions ui(t) des particules sur la ﬁgure 5.6 correspondent au cas où A = 4,
p2 = 0, K = 1 et a = 0.05. Lorsque F ≤ Fc, de façon similaire au dépiégeage élastique, les
particules demeurent immobiles. Lorsque F & Fc, les particules du canal le plus piégeant
oscillent en restant piégées dans un puits, pendant que les deux autres particules sont en
mouvement le long de leur canal (cf ﬁgure 5.6a). Ceci se traduit sur la courbe v(F ) par
un "décrochage" de la vitesse correspondant au dépiégeage du premier canal. Quand F
augmente, le deuxième canal se dépiège, provoquant un nouveau décrochage sur la courbe
v(F ). Toutes les particules ont un mouvement saccadé (cf ﬁgure 5.6b). La vitesse moyenne
des canaux est diﬀérente et les 2 paires de particules, 1-3 et 2-4, se déplacent à des vitesses
diﬀérentes : les canaux sont ainsi découplés. Lorsque la force appliquée augmente, l'écart
relatif entre les vitesses moyennes des diﬀérents canaux diminue pour tendre vers un cou-
plage des 2 canaux (cf ﬁgure 5.6c-d).
Le "décrochage" de la vitesse dans la courbe vitesse-force est plus ou moins marqué
suivant la valeur du rapport d'intensité de piégeage A. En eﬀet quand A  1, la force
nécessaire à appliquer pour que la vitesse moyenne des canaux soit similaire est plus faible
que dans le cas où A ≈ 1 (comme dans l'exemple présenté ci-dessus). Cela signiﬁe qu'une
fois le deuxième canal dépiégé, sa vitesse moyenne se rapproche très rapidement de celle
du canal qui s'est dépiégé en premier.
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Figure 5.6  Dynamique des particules ui(t) avec i = 1, 2, 3, 4. a) Lorsque F & Fc, la
paire de particules dans le canal le plus piégeant (ici 2-4) reste piégée mais oscille, alors
que l'autre paire (1-3) avance dans son canal. b) Quand la force augmente, toutes les
particules sont dépiégées avec un mouvement saccadé, et les vitesse moyennes des canaux
sont diﬀérentes. c-d) Lorsque F augmente, la diﬀérence de vitesse entre les 2 canaux tend
à diminuer. L'insert montre la courbe vitesse-force du dépiégeage plastique, avec le point
rouge indiquant la force d'entraînement appliquée aux particules.
5.4.3 Hystérésis
Les résultats exposés jusqu'à présent représentaient des situations non hystérétiques.
Cependant nous avons observé de l'hystérésis pour certains jeux de paramètres.
La présence d'hystérésis se traduit par l'existence de deux forces critiques F upc et F downc
suivant que nous augmentons ou diminuons la force. La ﬁgure 5.7 présente un exemple
montrant une hystérésis pour un dépiégeage élastique, avec A = 1, p2 = −0.5, K = 0.1 et
a = 0.14.
L'hystérésis est observée quelque soit l'harmonique de la force de piégeage p2 (que cette
dernière soit positive, négative ou bien nulle). Dans le cas du dépiégeage plastique A 6= 1,
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Figure 5.7  Courbe v(F ) dans le cas d'un dépiégeage élastique (avec A = 1, p2 = −0.5,
K = 0.1 et a = 0.14) et montrant un phénomène d'hystérésis marqué. En fonction de
l'histoire, nous identiﬁons deux forces critiques F upc et F downc (respectivement lors de la
montée et de la descente de la force).
nous pouvons observer de l'hystérésis très faible, c'est à dire Lhyst =
F upc − F downc
F upc
≤ 10%,
et très peu marquée sur la courbe vitesse-force v(F ).
Cependant pour A = 1, i.e. lors du dépiégeage élastique, le phénomène d'hystérésis
peut être très marqué. Nous représentons en échelle logarithmique sur la ﬁgure 5.8, la
frontière de séparation entre les états avec et sans hystérésis dans le diagramme de phase
(a,K), pour A = 1 et diﬀérentes harmoniques de piégeage p2. La zone blanche correspond
à un dépiégeage sans hystérésis, alors que la zone colorée correspond à un dépiégeage avec
hystérésis. Diﬀérentes courbes de contour de la largeur relative de l'hystérésis Lhyst sont
représentées. Quand la valeur de p2 augmente (en passant d'une valeur négative jusqu'à une
valeur positive) et pour la gamme de paramètres explorée, le comportement de la frontière
(ac,Kc) pour des valeurs élevées de K évolue peu. Néanmoins pour de faibles valeurs de K,
l'hystérésis augmente lorsque le paramètre a diminue. On remarque également que Lhyst
est plus important pour p2 < 0 par rapport au cas p2 ≥ 0.
Ainsi, l'hystérésis est principalement observée lors du dépiégeage élastique. De plus,
elle est fortement présente dans le diagramme de phase (a,K) lorsque a diminue à K ﬁxée
pour p2 < 0, et moins pour p2 ≥ 0.
5.4.4 Chaos
Les équations qui régissent la dynamique du modèle sont fortement non-linéaires avec
un nombre de degrés de liberté supérieur à trois. Il est alors légitime de s'interroger sur
l'existence d'une possible dynamique chaotique. Les outils pour mettre en évidence le chaos
sont la détermination du plus grand exposant de Lyapunov λ et des spectres de puissance
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Figure 5.8  Diagramme de phase (a,K) pour le dépiégeage élastique A = 1 et diﬀérentes
harmoniques p2 : a) p2 < 0, b) p2 = 0, c) p2 > 0. La frontière de séparation entre un
dépiégeage sans hystérésis (zone blanche) et un dépiégeage avec hystérésis (zone colorée)
est représentée. Chaque point de la courbe est identiﬁable à une valeur (ac,Kc) de la
frontière. Diﬀérentes courbes de contour de la largeur relative de l'hystérésis Lhyst sont
représentées.
S(f).
5.4.4.1 Exposant de Lyapunov λ et spectre de puissance S(f)
Rappelons brièvement qu'un système dynamique est chaotique s'il présente la propriété
de sensibilité aux conditions initiales (SCI). Cela signiﬁe que la distance dans l'espace des
phases entre deux conditions initiales arbitrairement proches diverge exponentiellement
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dans le temps, jusqu'à atteindre une distance limite qui est de l'ordre de la taille de l'at-
tracteur chaotique. La mesure de la "vitesse" de la divergence de ces trajectoires dans
chaque direction i de l'espace des phases se fait par un exposant λi, dit de Lyapunov, et
déﬁni par di(t) ∼ eλit. Si la dynamique possède au moins un exposant positif, alors il existe
au moins une direction pour laquelle la propriété de SCI se manifeste.
Un exposant λ > 0 est donc une signature non ambiguë du chaos. Notons qu'un point
ﬁxe ne possède que des exposants de Lyapunov négatifs, les cycles limites présentent un
exposant nul, les autres étant négatifs.
Pour chacun des jeux de paramètres utilisés précédemment, nous déﬁnissons deux condi-
tions initiales inﬁniment proches séparées par une distance d0 dans l'espace des phases. En
utilisant l'algorithme de Runge-Kutta d'ordre 4 nous avons obtenu les trajectoires dans
l'espace des phases. Plusieurs valeurs de la distance initiale d0 ont été choisies (de 10−6
à 10−12), ainsi que diﬀérentes directions S, D, S′ ou D′. Au cours de chaque itération





en fonction du temps : d(t) =
√
| #  ”X2 − #  ”X1|2. La ﬁgure 5.9 montre un exemple typique de
régime chaotique obtenu pour le dépiégeage plastique présenté dans la section 5.4.2 avec
A = 4, p2 = 0, K = 1 et a = 0.05. Le comportement d(t) ∼ eλt avec λ > 0 montre le ca-
ractère chaotique de la dynamique. Ce comportement est bloqué par un eﬀet de saturation
lorsque d(t) devient de la taille de l'attracteur chaotique.
Figure 5.9  Évolution de d(t) en fonction du temps en échelle semi-logarithmique. Un
exposant de Lyapunov positif peut être déterminé aux temps courts (avant la saturation due
à la taille caractéristique de l'attracteur). Trois distances initiales d0 entre les trajectoires
voisines sont aﬃchées, montrant le même exposant de Lyapunov. La ligne pointillée verte
sert de guide pour visualiser la pente λ.
La valeur de λ ne varie pas avec l'écart initial d0 entre les deux conditions initiales, et
avec la direction suivant laquelle cet écart est eﬀectué. Ces résultats indiquent que λ est
une quantité intrinsèque caractéristique de la dynamique chaotique à une force donnée.
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où la vitesse a été discrétisée avec un intervalle entre deux valeurs successives pris comme
unité de temps. Un algorithme de transformée de fourier rapide (FFT : Fast Fourier Trans-
form en anglais) a été utilisé pour calculer S(f).
Figure 5.10  Spectre de puissance S(f) en échelle logarithmique, obtenu lors d'un dé-
piégeage plastique, pour une force situant le système dans un régime : a) périodique, b)
chaotique. En insert de la ﬁgure a) est représenté le spectre en échelle semi-logarithmique,
aﬁn de mieux visualiser les raies discrètes. Les ﬁgures c) et d) représentent le signal de
la vitesse v(t) utilisé pour déterminer le spectre, correspondant respectivement au cas des
ﬁgures a) et b). Pour plus d'informations, voir le texte associé.
Les ﬁgures 5.10a) et b) représentent le spectre de puissance S(f) typique, pour un dé-
piégeage plastique (avec A = 2, p2 = 0, K = 0.1 et a = 0.33). La ﬁgure 5.10a) correspond
à une force pour laquelle aucun exposant de Lyapunov positif n'a été mesuré, alors que la
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ﬁgure 5.10b) correspond à une force où un exposant λ > 0 est observé. Nous représentons
également sur les ﬁgures 5.10c) et d) le signal de la vitesse moyenne v(t) relatif respective-
ment aux ﬁgures a) et b).
La vitesse obtenue dans le cas non chaotique présente un comportement périodique, et
son spectre de puissance présente des raies à la fréquence fondamentale ainsi qu'à celles des
harmoniques (cf l'insert de la ﬁgure 5.10a). Pour le cas chaotique, le signal de la vitesse ne
présente pas un comportement régulier et le spectre de puissance ne contient pas de raies
discrètes, mais un continuum de fréquences. Ce résultat est signe d'une grande richesse
dans la dynamique. De plus, un large bruit à basses fréquences est mesuré (d'environ deux
ordres de grandeur plus important que dans le régime périodique). Ce bruit, qui indique
la perte de cohérence sur de longues périodes de temps, est caractéristique d'un régime
chaotique.
5.4.4.2 Régimes chaotiques
Pour les jeux de paramètres testés, aucun régime chaotique n'a été détecté pour A = 1
correspondant au dépiégeage élastique. De plus, lorsque le piégeage d'un canal par rapport
à l'autre est trop important (par exemple A = 0.1 ou A = 10), nous ne mesurons pas
d'exposant λ > 0, ce qui signiﬁe qu'aucun régime chaotique n'est détecté. Tout se passe
comme si les canaux se découplent et que seuls deux degrés de liberté au lieu de quatre sont
actifs, de sorte qu'aucun chaos n'est alors possible. En revanche, lorsque les rapports des
intensités de piégeage des canaux sont du même ordre de grandeur (par exemple A = 0.3
ou encore A = 2), des régimes chaotiques sont observés. Le couplage des canaux permet
ainsi à la dynamique d'exhiber du chaos. Nous aﬃchons sur la ﬁgure 5.11a) l'évolution
type de λ avec la force appliquée. Nous représentons également sur le même graphique la
résistance diﬀérentielle Rd = dv/dF associée (le pic au niveau de Rd correspond au point
d'inﬂexion situé sur la courbe v(F )). On remarque que λ diminue avec la force au delà du
pic de Rd. Pour les jeux de paramètres testés, nous n'avons pas mesuré de chaos en dessous
du pic de Rd.
Ces résultats sont compatibles avec ceux obtenus dans le cadre du réseau de vortex
2D à T = 0 [127]. Un dépiégeage plastique, caractérisé au niveau de la courbe vitesse-
force par un point d'inﬂexion a été observé, et aucune hystérésis n'y a été mesurée. Des
régimes chaotiques y ont été mesurés autour du point d'inﬂexion de v(F ), avec une valeur
d'exposant λ qui est maximale au point d'inﬂexion.
Cependant dans le modèle simpliﬁé, et pour les jeux de conditions initiales testés,
les valeurs de force pour lesquelles du chaos apparait ne forment pas un intervalle de
force continu, mais au contraire sont réparties de manière discrète. Entre deux valeurs de
force présentant du chaos, des régimes périodiques ont été observés. Il est possible qu'avec
d'autres jeux de conditions initiales, des régimes chaotiques puissent être observés pour
les forces présentant des régimes périodiques. Une analyse détaillée de l'espace des phases
serait nécessaire pour étudier la coexistence possible ou non d'attracteurs chaotiques avec
des attracteurs périodiques.
Nous aﬃchons sur la ﬁgure 5.11b) les valeurs de paramètres dans le diagramme de
phase (a,K) pour lesquelles des régimes chaotiques ont été détectés, lorsque A = 2 et
pour diﬀérentes harmoniques p2. On remarque que les valeurs des exposants de Lyapu-
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Figure 5.11  a) Évolution de l'exposant de Lyapunov λ et de la résistance diﬀérentielle
Rd avec la force. Voir le texte associé pour plus d'informations. b) Diagramme de phase
(a,K) pour A = 2 et diﬀérentes harmoniques p2. Les diﬀérentes marques (cercles, disques
ou carrés) correspondent aux valeurs de paramètres pour lesquelles des régimes chaotiques
sont observés. La frontière de séparation entre les régimes chaotiques et non chaotiques est
également représentée. La ﬂèche indique le sens d'évolution des exposants de Lyapunov λ
pour une force proche du point d'inﬂexion. Remarque : les valeurs de constante d'élasticité
utilisées sont K = {0.01; 0.1; 1; 10}, alors que les valeurs du paramètre a varient de 5×10−3
à 8× 10−1.
nov λ, pour une force proche du point d'inﬂexion de v(F ), augmentent lorsque a diminue
àK ﬁxée. Les exposants λ mesurés à a ﬁxé sont semblables quelque soit les harmoniques p2.
Ainsi, des régimes chaotiques sont observés dans le cas du dépiégeage plastique (i.e.
A 6= 1), cependant la coexistence de régimes chaotiques et périodiques reste une question
ouverte.
5.5 Conclusion
A partir d'un modèle visco-élastique simple avec un faible nombre de degrés de libertés
(ici 4 particules), nous obtenons une grande variété de comportements dynamiques. Deux
grands types de dépiégeage sont observés, similairement à ce que l'on mesure dans des sys-
tèmes périodiques variés comme les colloïdes, les cristaux de Wigner, les ondes de densité
de charge, les réseaux de vortex, etc . . . L'intensité de piégeage relative A d'un canal par
rapport à un autre joue un rôle important sur le type de dépiégeage, et sur les diﬀérents
régimes dynamiques obtenus. Un dépiégeage élastique des particules est observé pour des
valeurs de A = 1 alors qu'un dépiégeage plastique est réalisé pour des valeurs de A 6= 1 avec
une dynamique riche. En eﬀet, des particules piégées peuvent coexister avec d'autres en
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mouvement, ou bien les particules peuvent être toutes dépiégées avec des vitesses moyennes
diﬀérentes (situations similaires à des phases smectiques). La richesse qu'oﬀre un tel mo-
dèle visco-élastique ne s'arrête pas là puisque de l'hystérésis est mesurable, quelque soit
l'harmonique dans le paysage de piégeage. Seule dans le cas du dépiégeage élastique de
l'hystérésis marquée est observable. Lors du dépiégeage élastique, et pour les valeurs de
paramètres utilisés, aucun régime chaotique n'a pu être détecté. Des régimes chaotiques ont
pu être observés dans le cas du dépiégeage plastique : des exposants de Lyapunov positifs
ont été mesurés. Ces derniers sont une signature non ambiguë de l'existence de chaos au
sein du système. L'étude du spectre de puissance S(f) a mis en avant l'existence d'un large
bruit à basses fréquences dans les régimes chaotiques.
Les résultats obtenus sur ce modèle simpliﬁé indiquent que la dynamique plastique de
systèmes périodiques entraînés sur un milieu désordonné peut être approchée par un mo-
dèle avec un très faible nombre de degrés de libertés. Une étude détaillée semble nécessaire
quant à la caractérisation du chaos dans un tel modèle. Ces résultats sont similaires à ceux
obtenus pour des systèmes plus compliqués comme les réseaux de vortex 2D à T = 0 [127].
En eﬀet, un dépiégeage plastique caractérisé au niveau de la courbe vitesse-force par un
point d'inﬂexion, l'absence d'hystérésis pour le cas plastique, ou encore l'existence de chaos
avec un exposant de Lyapunov λ maximal au niveau du point d'inﬂexion, et diminuant
avec la force, sont des éléments communs à ces diﬀérents systèmes.
Notons que ces résultats sont également à comparer avec ceux obtenus pour des simu-
lations numériques dans un modèle simple de dépiégeage : N ≥ 2 canaux 1D de particules
se repoussent et sont sujet à une force d'entraînement dans un milieu désordonné [136].
Des comportements dynamiques similaires sont observés, citons par exemple une transi-
tion entre un dépiégeage élastique et plastique, la coexistence de particules piégées et en
mouvement, des canaux découplés avec des vitesses moyennes diﬀérentes, ou encore la pos-
sibilité d'hystérésis. Dans ce modèle, il n'existe cependant aucun couplage visqueux entre
les canaux.
Une modiﬁcation possible du modèle serait maintenant de ﬁxer non plus la force d'en-
traînement F uniforme, mais la vitesse des canaux à travers une force extérieure du type
F (t) ∼ vt−u(t). Cela permettrait ainsi de modéliser le fait que les particules soient "tirées"
par un ressort à vitesse constante. Ce modèle a pu être étudié analytiquement, il a été utile
pour déterminer les forces critiques et la fonction calculée dans la théorie du groupe de





 Une conclusion, c'est quand vous en avez assez de penser. 
Herbert Albert Fisher
Dans cette thèse nous nous sommes intéressés à la dynamique et au dépiégeage des
systèmes élastiques désordonnés. Cette thématique regroupe une grande variété de sys-
tèmes dans des sujets aussi divers que la physique des solides avec les ondes de densité de
charge, les cristaux deWigner, les parois de domaines magnétiques ou les réseaux de vortex
dans la supraconducteurs de type II, et la mécanique des matériaux ou des ﬂuides avec
le propagation de fronts de fracture et le mouillage de surface rugueuse avec un liquide.
Nous avons principalement étudié le dépiégeage de réseaux de vortex soumis à une force
d'entraînement et plongés dans un milieu où le désordre est faible.
Cette étude est menée à l'aide de simulations numériques à grande échelle. En variant
l'intensité du piégeage un changement de régime a été trouvé entre une dynamique élas-
tique et une dynamique plastique montrant le passage d'un régime dominé par le désordre
à un régime dominé par l'élasticité. L'objectif de notre étude a été de caractériser la nature
de la transition de dépiégeage des vortex dans le régime élastique obtenu en désordre faible.
La dynamique des vortex a été explorée au dessus du seuil de dépiégeage et l'on observe
que tous les vortex se dépiègent simultanément et s'écoulent dans des canaux statiques ru-
gueux couplés élastiquement. Une analogie avec les transitions de phase à l'équilibre du
second ordre a été mise en évidence avec la vitesse moyenne des vortex v comme para-
mètre d'ordre et la force d'entraînement f comme paramètre de contrôle. Nous avons mis
en évidence le caractère continu de la transition et nous avons évalué divers exposants
critiques qui la caractérise. Pour cela une analyse en terme de loi d'échelle a été employée
à température nulle et à température ﬁnie permettant d'extraire les exposants β et δ ca-
ractérisant la réponse de la vitesse en fonction de la force et de la température (exposants
issus respectivement des lois de puissance vT=0 ∼ fβ et vf=0 ∼ T 1/δ), mais également l'ex-
posant ν caractérisant la divergence au dessus du dépiégeage de la longueur de corrélation
du système (ξ ∼ f−ν à T = 0). Nous avons établi l'existence d'une loi d'échelle reliant la
vitesse v avec la force f et la température T en accord avec la théorie des transitions de
phase continues. Les exposants critiques β, δ et la fonction d'échelle sont indépendants du
désordre (son intensité et sa répartition spatiale) dans la gamme des paramètres utilisés in-
diquant ainsi l'existence d'un certain degré d'universalité. Cependant la comparaison avec
d'autres systèmes périodiques similaires suggère qu'une vaste classe d'universalité n'existe
pas pour la transition de dépiégeage élastique à 2D.
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L'étude d'un modèle simple visco-élastique avec un faible nombre de degrés de libertés
permet de décrire les situations où le désordre est fort. Une grande variété de comporte-
ments dynamiques sont observés en fonction de plusieurs paramètres qui jouent un rôle
important dans la détermination de ces régimes dynamiques : l'intensité de piégeage, les
interactions élastiques et visqueuses. Deux grands types de dépiégeage élastique et plas-
tique sont observés, et sont similaires à ce que l'on mesure dans les systèmes périodiques
désordonnés. Outre la richesse dynamique que l'on peut tirer d'un tel modèle, d'autres ca-
ractéristiques sont observées, comme par exemple de l'hystérésis dans le cas du dépiégeage
élastique. Du chaos a été détecté dans le cas du dépiégeage plastique, avec des exposants
de Lyapunov positifs et un large bruit à basses fréquences. En revanche dans le cas du
dépiégeage élastique, aucun régime chaotique n'a été mesuré. Ces résultats indiquent que
la dynamique plastique de systèmes périodiques entraînés sur un milieu désordonné peut







 Chaque publication scientiﬁque ne sert qu'à poser 10, 20 questions. Chaque décou-
verte scientiﬁque est passionnante parce qu'elle ouvre un univers de questions. Si les
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Cette étude traite du dépiégeage et de la dynamique des systèmes élastiques désordon-
nés. Ce cadre regroupe une large classe de systèmes allant des interfaces (telles que les
parois de domaines dans les systèmes magnétiques ou ferroélectriques) aux systèmes pério-
diques (comme les réseaux de vortex dans les supraconducteurs de type II, les colloïdes ou
encore les cristaux de Wigner). Dans ces systèmes, la compétition entre l'élasticité de la
structure qui veut imposer un ordre parfait et le désordre induit une grande richesse dans
le diagramme de phase. L'étude est menée par simulations numériques à grande échelle,
dans lesquelles nous nous intéresserons spéciﬁquement aux réseaux 2D de vortex supra-
conducteurs. Deux types de dépiégeage sont observés lorsque l'on met en mouvement ces
réseaux à l'aide d'une force extérieure : un dépiégeage plastique et un dépiégeage élastique.
Nous porterons notre attention sur le dépiégeage élastique obtenu dans le cas d'un piégeage
faible. A travers une analyse en loi d'échelle à température nulle et à température ﬁnie nous
montrons le caractère continu de la transition de dépiégeage au seuil de dépiégeage. Divers
exposants critiques sont déterminés dont l'exposant β et δ caractérisant la dépendance en
force et en température de la vitesse ou bien l'exposant ν caractérisant la divergence de
la longueur de corrélation du système. Un modèle visco-élastique simple permettant de
décrire la plasticité dans les systèmes périodiques évoluant sur un potentiel de piégeage en
présence de désordre fort est également développé. Une grande variété de comportements
dynamiques, similaires à ceux observés à plus grande échelle dans des systèmes périodiques,
peuvent être extraits d'un tel modèle. Un dépiégeage élastique ou plastique est observé, de
l'hystérésis est mesurée dans le cas du dépiégeage élastique, et du chaos est détecté pour
le dépiégeage plastique.
Mots clés : vortex supraconducteurs, réseau de vortex, systèmes élastiques désordonnés,
milieu désordonné.
Abstract :
In this work we study the depinning and the dynamics of disordered elastic systems.
This framework encompasses a broad class of systems from interfaces (like magnetic or
ferroelectric domains walls) to periodic structures (like vortex lattices in type II super-
conductor, colloids or Wigner crystals). In these systems, the competition between the
elasticity of the structure that wants to impose a perfect order and disorder produces a
great variety of phases and transitions. The study is conducted by large-scale numerical
simulations, in which we focus speciﬁcally on 2D superconductor vortex lattices. Two types
of depinning are observed when we set in motion these lattices using an external force : a
plastic depinning and an elastic depinning. We will focus on the elastic depinning obtained
when the pinning is weak. Using a scaling law analysis at both zero and nonzero tempe-
rature we show that the depinning transition is continuous near the depinning threshold.
Various critical exponent are evaluated such as the β and δ exponents characterizing the
force and temperature dependances of the velocity or the ν exponent characterizing the
divergence of the correlation length of the system. A simple viscoelastic model allowing to
describe plasticity in periodic structures driven over a strong disordered medium is also de-
veloped. A wide variety of dynamical behaviors, similar to those observed on a larger scale
in periodic systems, can be extracted from such a model. An elastic or plastic depinning
is observed, hysteresis is measured in the case of elastic depinning, while chaos is detected
for plastic depinning.
Keywords : superconductor vortices, ﬂux line lattice, disordered elastic systems, disor-
dered medium.
