Abstract-In this correspondence, we develop a novel computation method for the 2-D discrete periodized wavelet transformation (DPWT). The new algorithm is based on the operator correlation algorithm (OCA). Compared with the classical 2-D pyramid algorithm, the new advanced operator correlation algorithm (AOCA) has two major advantages; it requires half the number of multiplications and can yield the same output SNR with half the precision of the DPWT filter coefficients. Furthermore, the modular structure of the AOCA makes it particularly suitable for a VLSI implementation.
I. INTRODUCTION
The two-dimensional (2-D) discrete wavelet transformation (DWT) [1] is a powerful tool for digital image analysis. For many applications, such as image coding and compression [2] , digital image processing [3] , and scene analysis [4] , the inverse wavelet transformation requires perfect reconstruction (PR), that is, the reconstructed image from the inverse 2-D DWT should be identical to the input image of the 2-D DWT. To obtain perfect reconstruction, an image has to be represented by periodic discrete signals. This periodicity requires that periodized wavelets [5] are used in the 2-D DWT. The use of periodized wavelets in the 2-D DWT is denoted as the 2-D discrete periodized wavelet transformation (DPWT). The continuous wavelets defined in L 2 (R 2 ) [6] are not suitable for this representation.
Due to the complexity of the 2-D DPWT, several approaches have been proposed for its efficient computation. The separable computation of the 2-D DPWT is based on a two-stage decomposition, using the one-dimensional (1-D) DPWT in the horizontal and vertical directions, respectively. However, the conventional pyramid algorithm (PA) [7] , using separable computation, will cause a very long latency and requires l(l + 1) multiplications to derive each 2-D DPWT coefficient, where l denotes the length of the discrete wavelet filter. The recursive PA (RPA) for 1-D DPWT [8] , using the short-length FIR filtering algorithm [9] , was proposed to meet the requirement of real-time computation. As applied to the 2-D DPWT [10] , the 2-D RPA using the separable computation approach can effectively reduce the latency to 1 and needs only 3l(l + 1)=4 multiplications to compute each 2-D DPWT coefficient. However, the 2-D RPA will cause a time lag problem when perfect reconstruction is required. In general, to meet the perfect reconstruction requirement, the separable computation approach for the 2-D DPWT needs to compute the boundary elements of transformation filters. This may result in increased computational complexity and time lag problems.
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cannot simplify the boundary data processing problem. For realtime processing, all the elements in each band of the 2-D DPWT coefficient matrices should be derived at the same sequence as the scanned pattern of its input image. Unfortunately, using the lowpass filter H and the highpass filter G defined in [11] , the computation of the boundary coefficient (0, 0) relative to the coefficient ((l=2) 0 1, (l=2) 0 1) will be delayed until all the coefficients in early N 0 l rows of the input image matrix in each band are obtained, where N is the input image size. This delay makes these two filters unsuitable for real-time application of the 2-D DPWT. In this correspondence, general cases of homeomorphic filters are studied in order to find a highpass filter suitable for real-time 2-D DPWT processing. Moreover, by using the AOCA for the 2-D DPWT, this filtering process can reduce the number of multiplications by half. Furthermore, for the same output SNR, the filters in AOCA require half the bit precision of the filters needed for the 2-D PA.
In next section, the 2-D DPWT is briefly reviewed. The 2-D OCA is presented in Section III. The AOCA and its finite precision analysis are presented in Section IV. A conclusion is given in Section V.
II. REVIEW OF THE 2-D DISCRETE PERIODIZED WAVELET TRANSFORMATION
The periodized wavelet can be expressed as a sum of copies of periodically shifted continuous wavelets with reasonable decay, such as the compactly supported wavelets. These periodized wavelets form an orthonormal basis in the Hilbert space (1)
where (1 0 i)N denotes the residual of (1 0 
Equation (3) is the iterative form of the 1-D DPWT.
The 2-D DPWT is usually performed using two 1-D DPWT's in a separable approach. For J < j < 0, let ssj+1, sdj+1, dsj+1, and dd j+1 denote the projection of the jth level 2-D DPWT matrix ss j onto the orthonormal bases in subspace V j+1 and its orthogonal complement subspace Wj+1, respectively. The iterative form of the 2-D DPWT can be represented by ssj+1 = H t ssjH; sdj+1 = H t ssjG; dsj+1 = G t ssjH and dd j+1 = G t ss j G
where H t and G t denote the transposes of H and G, respectively.
Equation (4) performs the 2-D DPWT decomposition from level j to j + 1.
From (2), we observe that the lowpass filter coefficients have l 02
points of time delay relative to the highpass filter coefficients. This time delay between these two filters will complicate the processing of the boundary data in 2-D DPWT. From (4), different boundary data in ss j are required to obtain the same boundary elements of ssj+1, sdj+1, dsj+1, and ddj+1. 
III. OPERATOR CORRELATION ALGORITHM FOR THE 2-D DPWT
Let C(G) consist of the set of column vectors in the nonperiodic part of matrix G. C(G) is a linear space, and the operations of addition and scalar multiplication of the norm of C(G) are continuous [12] . Given an integer 2 Z, we can obtain a new continuous linear space C(G 2 ) consisting of the nonperiodic column vectors of the matrix G 2 = T 2 G. Therefore, we can define a continuous function f mapping from
Thus, for a given 2 Z, the two spaces C(G) and C(G 2 ) are linearly homeomorphic [12] . Replacing G by G 2 in (4), we will obtain ss j+1 = H t ss j H; sd j+1 = H t ss j G 2 ds j+1 = (G 2 ) t ss j H and ddj+1 = (G 2 ) t ssjG 2 :
Equation (5) is referred to as the modified 2-D DPWT.
Let 2 = l 0 2. Then, the 2-D DPWT coefficients of the modified 2-D DPWT using G l02 can be computed efficiently because both the lowpass and the highpass filters use the same data from the previous levels. In addition, all the preceding elements of ss j+1 (n; m) can be obtained before the element ss j+1 (n; m). The modified 2-D DPWT can be implemented by an OCA process described as follows.
Let f(x; y) denote an N 2M image and w(k;`) denote a K 2L operator, where 0 < K N and 0 < L M. The m-shift correlation process operator (om) of f(x; y) and w(k;`) is defined as w(k;`)omf(x; y)
where fb(i; j)ji; j 2 (int ((N 0 1) 
where w m; n = h m 2 h n , and m; n 2 f0; 1; 111 ; l 0 1g. The minus sign appears in even columns of WLH and even rows of W HL , respectively. It also appears in the elements having odd sum of column index and row index in WHH. The equality between (5) and (6) can be easily observed by examining the 2-D DPWT coefficients of these two equations. All the elements w m; n , for m; n 2 f0; 1; 111; l01g in (7) are the 2-D DPWT filter coefficients.
For computing each 2-D DPWT coefficient, the 2-D OCA needs l 2 multiplications and l 2 0 1 additions. Note that in the 2-D OCA, the first l 0 2 columns on the left side of ssj should be cyclically duplicated after the right-most column of ss j so that the 2-D DPWT coefficients of (l=2) 0 1 columns on the right side of ss j+1 are undistorted. Similarly, the first l 0 2 rows on the top side of ssj should be cyclically duplicated below the bottom-most row of ss j so that the 2-D DPWT coefficients of (l=2) 0 1 rows on the bottom side of ssj+1 are undistorted. These data are called boundary data of ss j and ss j+1 .
IV. ADVANCED OPERATOR CORRELATION ALGORITHM (AOCA)
The operator matrices in (7) have the following properties: i) 8 m; n 2 f0; 1; 11 1; l 0 1g, w m; n = w n; m . (9) and (10), we can obtain the 2-D DPWT coefficients by accumulating the associative sequence elements in terms of m parameters, i.e., the 2-D DPWT coefficients in matrices ss j+1 and ds j+1 at the j + 1st level can be obtained as where k = u1 0 (Nj =2) + (l=2) 0 1. Similarly, by substituting the sequence rsm (1) in (11) and (12) in terms of rdm (1), we can obtain 2-D DPWT coefficients matrices sdj+1 and ddj+1, which are 
Equations (8)- (14) are called the advanced operator correlation algorithm (AOCA). In (9) and (10), when (Nj =2) 0 (l=2) + 1 v1 (Nj =2) 0 1, the computation of rsm (1) and rdm (1) needs to use the cyclically duplicated data of the first l 0 2 columns of ss j . Thus, the first l 02 columns of ss j are called column boundary data.
Similarly, we can also find that row boundary data are needed in the computation of ss j+1 (1), ds j+1 (1), sd j+1 (1), and dd j+1 (1).
The structure of AOCA is very suitable for a hardware implementation. The AOCA computes the elements of 2-D DPWT coefficient matrices at the same sequence as the scanned pattern of the input image. Therefore, by using AOCA in the computation of 2-D DPWT coefficients, we cannot only dramatically reduce the number of multiplications but also simplify the realization of real-time processing of the 2-D DPWT. This additional improvement of the performance of AOCA can effectively increase the execution speed and decrease the dissipated energy in both hardware and software implementations of the OCA. An example for l = 4 and applying AOCA is illustrated below.
Example: Consider a four-tap wavelet filter. By following the onestage OCA decomposition process of a N 2N image, the 2-D DPWT coefficients of the octave band at the J + 1st level can be derived as 
From this example, we can observe that this algorithm is a parallel-pipeline structure that derives all the elements of ssJ+1; sdJ+1; dsJ+1, and ddJ+1 simultaneously at the same sequence as the scanned pattern of its input image. In addition, the computation structure of the AOCA consists of several similar computational modules in (9)-(14). Therefore, AOCA can be easily implemented in VLSI design. For an l-tap wavelet filter, only have to be computed in parallel.
Unlike the conventional 2-D DPWT methods, based on (4), which are separable, both the OCA and the AOCA-based algorithms are nonseparable. For a hardware implementation, it is also important to reduce the bus width of intermediate data and increase the accuracy of the final results. These two properties are dominantly affected by the fixed-point precision of 2-D DPWT filter coefficients. To compare the accuracy performance of finite bit-length filters between the separable and the nonseparable computation methods, four Daubechies' wavelets of filter length l = 4, 6, 8, and 10 were used. The fixed-point analysis results (including one sign bit) for these two methods are shown in Figs. 1 and 2 , respectively. The results show that for the same accuracy (measured in output SNR), nonseparable computation methods require nearly half the bit accuracy that the separable computation methods need. Table I For the 2-D RPA, using the short-length FIR filtering algorithm [7] , N , and k = j 0J + 1 1 in the j th level. Since these storage cells can be reused during the multilevel decomposition, the 2-D OCA actually needs (l 0 2)(N 0 2) words to store the boundary data. Since the RPA does not use the boundary data, it will yield distorted 2-D DPWT coefficients. Moreover, the 2-D RPA still needs 2N 3 (l 01) words to store the row-transformed data in the j th level. From (9) and (10), it is clear that in the j th level the AOCA needs 2N 3 l words to store the sequences rs m (1) and rd m (1) for m = 0; 1; 111 ; l 01. It also needs (l 0 2)(2N 3 + 1) words to save the boundary data. Up to the final level V 0 , the 2-D RPA needs a total of N (l 0 1) 0J01 i=1 2 0i+1 2(l 0 1)N words to store the row-transformed data. However, the AOCA needs 2lN words to store the sequences rsm(1) and rdm (1) and (l 0 2) 0J01 i=1 (2 0i+1 N + 1) 2(l 0 1)N words to store the boundary data. Therefore, the AOCA needs more storage cells for the intermediate data than the 2-D RPA.
V. CONCLUSION
The AOCA is a homeomorphic highpass filter for the 2-D DPWT that is suitable for real-time applications. Based on the computation structure of OCA, compared with the classical 2-D PA, AOCA needs only half of the multiplications and half the bit length precision for the 2-D DPWT filter coefficients. In addition, the AOCA is inherently modular and, thus, suitable for an efficient VLSI implementation [13] .
