ABSTRACT Mention-level relation extraction (mRE) plays an important role in extracting relational information from short texts such as those exchanged in a social network. Deep learning (DL) has made remarkable achievements; the main problem encountered with DL in mRE is a lack of training samples. In this paper, we present a design for a quick sample-marking method. First, we construct an uneven noisy labeled data (UNLD) set using a pattern matching algorithm, and then a relabeling framework is put forward for modifying the UNLD. With regard to the accuracy, the recall rates of categories with sufficient samples increased from 0.4 to nearly 1 using the relabeling framework. We have released our code and other resources for further research (https://github.com/curtainsky/UNLD).
I. INTRODUCTION
Web Ontology Language (OWL) is a method of storage for knowledge graphs, and triples are the basic storage structures in OWL. Extracting relational triples from social network data is an important step in establishing a social network knowledge graph. The main task of mention-level relation extraction (mRE) is to identify the essential relations in a sentence from the given context [1] . Social network text usually does not exceed 140 characters, and in this context, mRE is the extraction of triplets from social networks. A relation can be expressed by a triple: (entity 1 , relation, entity 2 ), or (E 1 , R, E 2 ) for short. The complexity of mRE is reflected in three ways: (1) Different entities in a sentence can have different relations; (2) relations between two entities may be different in different sentences; (3) the definitions of a specific mRE may be different in different scenarios. For example, the sentence ''Joy was born in New York, a famous city in the United States'' contains two relations, (Joy, BornIn, United States) and (New York, CityOf, United States). In the sentence ''Joy is the president of the United States,'' however, the relation between Joy and United States is LeaderOf, whereas in another sentence, ''Joy loves Snoop Dogg, a rapper from the United States,'' Joy has no relation with United States. Owing to the complexity of relation extraction (RE),
The associate editor coordinating the review of this manuscript and approving it for publication was Chintan Amrit.
there is as yet no automatic method for achieving acceptable accuracy.
mRE is formulated as a multi-classification problem, and each category corresponds to a specific relation type. Previous methods for mRE can be broadly classified into two types: feature-based methods and kernel-based methods. Feature-based methods depend on feature engineering [2] ; thus, they are dependent on specific issues and are difficult to apply to other issues. In kernel-based methods, kernel functions are designed to compute similarities between two relation entities, and then support vector machines (SVMs) are employed for classification [3] . Kernel-based methods effectively turn feature engineering into a similarity computation for the purpose of increasing the applicability of algorithms. In the past two years, deep learning (DL) algorithms have been widely used in RE [4] , [5] . In contrast to the kernel-based methods, DL algorithms automatically learn patterns from labeled samples without a manually designed grammar kernel. With the passage of time, the advantages of deep learning algorithms have gradually become clear.
The main problem with DL methods is that the training of a neural network requires a large number of samples but the most current training data sets do not meet this need. To avoid the leaking of training samples, current DL methods for mRE mainly use pre-trained word embedding with word2vec [6] . The fact that the optimization goal of generating word embeddings is not consistent with that of mRE can cause unexpected problems. The main contribution of this paper is therefore to describe a method for constructing training samples quickly and effectively. The method first uses previous algorithms to quickly construct an uneven noisy labeled data (UNLD) set, and then a labeling framework is proposed that automatically optimizes the UNLD for reducing the noise of the samples. In the experimental part, we apply the framework of active learning to relation extraction. When the iteration threshold is set to 85%, the sampling accuracy is as high as 91%.
The paper is organized as follows. Section II introduces the details of the UNLD set and proposes a labeling framework. Section III analyzes the conditions of the labeling framework, and a deep learning model based on an attention model is proposed for mRE. In Section IV, experimental results demonstrate that our framework optimizes the UNLD effectively. Section V summarizes the findings and describes future work to be done.
II. RELATED WORKS
The deep learning model improves the accuracy of the algorithm in many fields of natural language processing. While in mRE, because of the large number of relation types required in building knowledge graph, the public sample set cannot satisfy the specific relation extraction. The proposed algorithm is difficult to directly apply the deep learning algorithm to production, and can only prove the advantages of deep learning on a small data set. At present, the core problem in expanding the scope of use of relation extraction algorithm is how to quickly obtain labeled samples. The mainly research methods for constructing relation extraction samples are semi-supervised learning and Distant Supervision.
Semi-supervised learning for sample tagging relies mainly on traditional learning methods. Sun et al. uses clustering method: first marks some data, then clusters the large sample data according to the similarity of sentences, and then marks the pairs of entities in the category [7] . This method can reduce the number of samples for labeling, while the sentence similarity calculation is rough, and the effect is not good when the relationship type is increased. Chen et al. investigate a graph based semi-supervised learning algorithm for relation extraction [8] . It represents labeled and unlabeled examples and their distances as the nodes and the weights of edges of a graph, and tries to obtain a labeling function to satisfy two constraints: 1) it should be fixed on the labeled nodes, 2) it should be smooth on the whole graph. Erkan et al. is based on the analysis of the paths between two proteins names in the depending parse trees of the sentences [9] . They define two separate similarity functions (kernels) based on cosine similarity and edit distance among the paths between the protein names. The main problem of the traditional semi-supervised algorithm is that in the semi-supervised iterative process, the labeled samples are not detected. When the accuracy of the sample markers is not high, the iterative results are unstable and susceptible to the error sample marking.
Distant Supervision (DS) is under the assumption that if two entities have a relationship in a KB, then all sentences mentioning those entities express the same relation [10] . This approach works well in generating large amounts of training instances, the DS assumption does not hold in all cases [11] , [12] . The input to the DS algorithm is the pair of entities that need to be tagged and all the sentences in the corpus that contain the two entities. Because the corpus is easy to obtain, there are a large number of papers around DS to construct a relational extraction set in recent years [13] . Although DS algorithm can only label a large number of corpus, while the realtion has no meaning for a single sentence, the labeling samples acquired by DS cannot be applied to mRE.
When constructing domain knowledge graph from texts, it is necessary to customize a large number of relations according to domain problems. Because of the certain ambiguity between relations, such as ''work'', ''leadership'', ''responsibility'' can simultaneously represent the relation between people and institutions, in the manual marking process, there is high missing labels and mislabeling than other. Samples that are automatically labeling using template matching methods also contain a high error rates. Therefore traditional algorithms are not suitable for sample tags of mRE. In this paper, we find that deep learning has self-correction ability for mislabeled samples in classification problems, and designs a marker framework for active learning, which greatly improves the accuracy of sample markers.
III. UNEVEN NOISY LABELED DATA
There are many outstanding ways of accomplishing mRE, among which pattern matching methods are the most straightforward technique for obtaining samples. The first pattern matching algorithm was proposed by [14] . DIPRE first finds the pattern (prefix, middle, suffix) through E1 and E2, and then uses the pattern to find new entities. An improved system was proposed by [15] , named SnowBall. In SnowBall, entities are represented as tags, such as PER, ORG, and LOC. The core of pattern matching algorithms is the length of affixes. If an affix is too long, the recall rate will be low and the accuracy high, and vice versa if the affix is too short. This method is very useful for constructing small sample sets having high accuracy.
For convenience, we call sample sentences without relations negative samples (NAs); conversely, samples with relations are called positive samples. Before building the UNLD set, we first introduce the method for constructing positive samples and NAs. For a new mRE task, SnowBall is adapted for collecting positive samples with high accuracy. As the affixes need to be long enough to guarantee accuracy, it is difficult to obtain a sufficiently large number of labeled samples VOLUME 7, 2019 using SnowBall. However, training word embedding requires a large number of samples, and after the positive samples are obtained, the training set still requires a sufficient number of NAs. Put simply, an NA sample can be quickly labeled in two ways: (1) Sentences without entities can be labeled as NAs; (2) sentences containing no relation entity pairs can be labeled as NA samples. Then the training set will have a limited number of positive samples and a large number of NAs in addition to many unlabeled samples.
Traditional semi-supervised algorithms, such as cotraining [16] , first construct multiple classifiers by training the labeled samples and then mark the unlabeled samples with the predicted results of these classifiers. This approach has two problems: (1) As the training samples are extremely uneven, a large number of samples are classified as NA; (2) for deep learning, the more samples that participate in the training, the better the network optimization. Therefore, we use the unlabeled samples and the labeled samples in training at the same time. In order to facilitate the training, the unlabeled samples are marked as NA. The training set is the UNLD set, which combines labeled samples with unlabeled samples, as shown in Fig. 1 . The noise in the UNLD is reflected in the incorrect labels of the unlabeled samples and the error rate of SnowBall. The framework repeats 3 to 5 steps until convergence. For example, if the label of a particular sample is NA, but the prediction of the DL algorithm is C1, then the framework re-marks this sample into the C1 category, as shown in Fig. 1 , line 2. According to the iterative process, line 1 in Fig. 1 is a significant error in relabeling, which needs to be avoided during the iteration. In the next section, we discuss the conditions for this relabeling framework.
IV. DEEP LEARNING FOR UNLD
In this section, we describe the assumptions for deep learning and provide the conditions of the relabeling framework for the UNLD, and then we introduce some optimization tricks. Finally, we introduce the deeplearning network for mRE.
A. DEEP LEARNING ASSUMPTIONS
Deep learning networks have been shown to be capable of auto-optimizing features based on samples [17] . For example, the kernels of a convolutional neural network (CNN) can be used as extraction matrices of implicit features. The network can generalize unseen feature combinations better with the low-dimensional dense embedding that is learned for sparse features [18] . The most significant advantage of deep learning is that it summarizes features from data automatically rather than relying on manual feature engineering.
With regard to the multi-classification problem, DL can be divided into two components: encoding and classification. When the classification step or the output layer uses a softmax layer, the encoding step is actually trying to map all the samples into a linearly separable space. We use x to represent a training sample, S the sample space, and L a linearly separable space. Then, the encoding step can be represented by a map function, E : (x) → x , x ∈ S, x ∈ L. As the experiment results in Fig. 2 , the ''distance'' between samples belonging to different categories in space L is as large as possible. Although ''distance'' is a vague concept, it can be roughly estimated using the centers of gravity of the categories. The data are generated from four random normal distribution. Fig. 2(a) shows the vector distribution of the raw sample vectors, and Fig. 2(b) shows the distribution of hidden feature vectors, which are transformed by a multi-layer perceptron (MLP). The background colors show the dividing lines between different categories. In Fig. 2(a) , the distances between samples in different categories are small, whereas in Fig. 2(b) , the samples are no longer clustered in the center but scattered around the categories to which they belong. The reason is that the goal of optimizing DL is to keep the distinctions between categories as large as possible. The samples near the dividing line are close together both in their raw space and in the implicit feature space, as shown in box 1 and box 2 of Fig. 2 . In active learning (AL), the samples near the dividing line and the incorrectly predicted samples need to be examined [19] ; these are called hard samples. Hard samples are very important for ascertaining the suitability of the classification model. For instance, if there are essentially no errors in the labels of the hard samples, this means that the classification algorithm is still inadequate, and the network structure should be further adjusted based on these hard samples. As it is difficult to calculate the dividing line in high-dimensional space, the entropy of the output layer is usually used to estimate the samples that need to be examined.
In the UNLD, the number of NA samples is much greater than those of the other categories. Thus, the encoding model moves easily distinguishable samples to the edge (Fig. 3,  box 2) , and the indistinguishable samples are gathered near the dividing line (Fig. 3, box 1) . Ambiguous samples that have insufficient features are more likely to be classified as NA because of the huge number of NA samples. For the UNLD, we obtained two inferences from the results of many trials: (1) Samples with features that are less distinctive tend to be classified as NA; (2) the accuracy of non-NA categories is rather high.
It is difficult to determine whether a given UNLD set and the encoding network are consistent with these two inferences because the true sample labels are unknown. However, there are two ways to identify whether a non-NA category satisfies inference 2. For convenience, we represent the accuracy of one non-NA category without unlabeled samples as AWN . AWN can be used to estimate the true accuracy of each non-NA category. If the AWN value for one category exceeds a threshold h (0.95, for example), then the confidence in the real labels of unlabeled samples that are predicted into that category is strong. A high AWN value means that only samples with strong features are classified into this category. Another way to judge whether the the iterations can be processed is to check the hard samples that need manual intervention. Although manual intervention is required, sampling methods can be used to reduce the number of samples that need to be checked.
B. UNLD TRAINING ITERATION PROCESS
Let X represent the UNLD set, and let Y be the labels of X . E denotes the encoding network, and the AWN threshold is h. The process for one iteration is as follows:
(1) Train encoding network E(X , Y ) to convergence. (2) Calculate AWN for each category. (3) For the categories whose AWN values are greater than h, modify the labels of the NA samples whose predicted labels are those categories, setting them to the corresponding labels.
When training an uneven data set, it can easily happen that all samples are classified into the category having the greatest number, such as NA. To resolve this problem, we reduce the weight of the NA samples. Moreover, we generate several initial values and choose the value having the highest accuracy at the beginning. Once the samples are all classified into one category, the iteration process is stopped, and the initialization is re-randomized. Samples with large entropy (hard samples) can be used as a reference for evaluating the encoding network. If the predicted labels of these samples have high accuracy, then our iterative algorithm can improve the recall rate with the accuracy guaranteed.
C. LANGUAGE MODEL AND ENCODING NETWORK
As the network design described in this paper does not include named entity extraction, we use CoreNLP [20] to obtain the entities in the sentence before training. W is the set of words except entities. The entity word set is denoted as E, and each entity has a type label; e.g., PER, ORG, and LOC represent person, organization, and location, respectively. Sentence s is a sequence of words that contains entities; for instance, s = [w 1 , w 2 , e 1 , w 3 , e 2 , e 3 ], w i ∈ W , e i ∈ E. The set of all relations is denoted by R. The RE is a mapping function: F(s, e1, e2) → R, where s is a sentence and e1, e2 ∈ E.
From the examples given at the beginning of this paper, we can see that the relation in a given sentence can differ owing to the differences in entity pairs. Thus, the vector input to the encoding network needs to be demonstrated through the sentence and the entity pair. Now, we provide the structure diagram for the encoding network and describe it in detail. The structure of the DL network is shown in Fig. 4 . 
1) EMBEDDING LAYER
The embedding layer is usually generated from Wikipedia and other text data by the word2vec algorithm [5] . The embedding layer using on the simulated data and the real data is not exactly the same. On simulation data experiment, embedding layer for common words and entity words both need to be trained by the deep learning network, therefore the difference between general words and entity words is only the index of different words. While on the real data experiment, because of the lack of large-scale training vectors, in order to make the general words embedding semantic, it is necessary to use the pre-trained embedding vectors. While the vector of the entity word still needs training. For the real data, the general words embedding matrix is different from the matrix of entity words, and only entity word embedding need training. Meanwhile, the embedding of named entities requires a special process. The mRE focuses on the relations between person, organization, and location. As a relation is contained mainly in the sentence meaning rather than in the specific entities, we uniformly embed all entity words in nine vectors, [sPER, sORG, sLOC, oPER, oORG, oLOC, ePER, eORG, eLOC] . The three vectors whose first letter is s (s*) indicate the entity words placed at E 1 , and e* represents the entity words at E 2 . The entities appearing in neither E 1 nor E 2 are in the sentence using o*. This embedding method reduces the impact of entity words.
2) ATTENTION LAYER
For different relation types, different words have different effects. When the entity pair is LOC, LOC , the words that characterize the location, such as ''capital'' and ''locate'', are very important. For PER entities, however, the impact of these words is relatively weak. Therefore, the neural network structure for training needs to embody a mechanism by which the entity pair can influence the weight of other words in the sentence. In neural network structures, the attention model [21] can make use of the entity pairs to modify the weights of different words in a sentence. The attention model calculation process is as follows: First, obtain the word vectors [w i ] in the sentence through the embedding layer. Then, concatenate the vectors of the entity pair with each word, [e 1 , e 2 , w i ]. The spliced vectors are passed to a fully connected layer, (formula (1)), and then the attention weight is obtained using the softmax function (formula (2)).
Finally, multiply each word in the sentence by the corresponding weight [att 1 , . . . , att n ]. w a i is the vector that is modified by the entity pair e 1 , e 2 .
3) SENTENCE EMBEDDING LAYER
After the processing of the embedding and attention layers, the sentence is expressed as s = [w a1 , . . . , w an ]. Commonly used sentence vectorization methods are MLP, LSTM, and CNN [21] . Regardless of the order of the words, the sum of the MLP output can be taken as the sentence embedding. We use MLP as the sentence embedding layer in the simulation data (details are given in Section IV). In actual data, however, as the order of words in a sentence affects the sentence's meaning, CNN and LSTM are frequently used. During training, it is often the case that all samples are classified into NA because the number of NA samples is much greater than that for other categories. Once the samples are all predicted into NA, we reinitialize the network and iterate again. In our preliminary experiments, we found that in contrast with LSTM, CNN does not tend to predict all samples into NA.
4) OUTPUT LAYER
In mRE, a single sentence with a pair of entities contains only one relation. Thus, the output layer uses a softmax layer. According to the discussion in Section IV-A, the iteration method described in Section IV-B can be used to optimize the UNLD.
V. EXPERIMENT
As the true labels of big data samples are difficult to obtain, the error rate for the labeled samples cannot be calculated accurately. Therefore, we used simulation data to ascertain the feasibility of the iteration process. Then, we used the proposed framework to build the training set for mRE.
A. SIMULATION DATA SET CONSTRUCTION
The simulation data set contains 11 categories. In real data, there are certain keywords in sentences that indicate a particular relation, such as ''location'' or ''capital'' for the LocatedIn relation. Based on this characteristic of language, we assume that each category has its special words. The size of word set W is 2501, of which words 0-1999 have no special meaning, and among words 2000-2500, each 50 words are the special words for a particular category. Here, we introduce the process for generating simulation samples. Each sentence in the data set except the NA samples is generated as follows:
(1) Choose five words randomly from the special words of a particular category.
(2) Choose fifteen words from word set W . (3) Choose two special entity types, and combine all the words with entity types into one sample. According to the generation process, each sentence contains 22 words, includes two entities, and is labeled as the category of the special words. (Our published code contains the specific details.) According to the above process, the true labels of the samples are known. Now, we introduce the composition of the UNLD. The construction of each category in the UNLD is shown in Table 1 . There are three parameters in the table: N represents the number of NA samples that are mixed into each category, O indicates the number of non-NA category samples that are in the NA samples, and M is the number of other category samples mixed into one category. In Table 1 , N = 500, O = 5000, and M = 50. For example, category C9 contains a total of 2950 samples, of which 2000 are actual C9 samples, 500 are NA samples, and 450 are other category samples (50 of each category). Parameters N and M are used to obfuscate the data. Setting N to 500 rather than to a larger value prevents incorrectly labeled samples from overwriting features of real samples. When N = 300 and M = 50, the error rate of the C9 samples is close to 30%, which is high enough for noise because a 30% error rate does not generally appear in actual labeled samples. The following sections primarily discuss the influence of parameter O.
B. EXPERIMENTAL RESULTS

1) ANALYSIS OF TEST RESULTS
In the experiment, the value of parameter O was selected from among the values 1000, 2000, 3000, 5000, 7000, and 8000. Fig. 6 shows the recall rate for each category on different O values after six iterations. The x-axis is the value of O, and the y-axis is the recall rate for the real labels. As shown in Fig. 6(a) , the recall rate for categories with few real samples (e.g., C9 and C10) gradually decreased as O increased, which accords with our expectations. When the number of positive samples for an NA category is larger than the actual number of labeled samples, it is difficult for the classifier to accurately predict the category samples. If there are too many samples of any one NA category, some of the specific words of this category are treated as NA feature words. Fig. 6(b) shows the number of samples transferred from NA to each category in each iteration when the value of O was 5000. For categories having a larger number of samples, the recall rate rose rapidly in the early iterations, as in C1-C5. If the number of error samples is more than twice that of the correct samples, then it is difficult to increase the recall rate with the iterations, as in C10. Let r denote the number of true labeled samples in one category, and let r na represent the number of such samples in NA. When r na /2 < r, the category achieves a higher recall rate by iterating. The precondition is that the labeled samples cover as many kinds of features of this category as possible, which means that it is necessary to include as many keywords as possible in the labeled samples for the mRE problem. Meanwhile, the AWN value and the true accuracy of the non-NA categories are greater than 0.95 for the entire process. In order to increase the recall rates of r na /2 > r, two methods are available: (1) Add unlabeled samples to NA in batches; (2) reduce the weight of the NA samples or increase the weights of small categories, such as C9 and C10. The first method entails higher training costs. However, when the number of unlabeled samples is very large, batch training methods must be used. The second method, modifying the weights of the samples, may reduce the accuracies of the labeled categories. After the final iteration, the hard sample should be checked to determine whether the auto-labeling is reasonable. At the same time, it is necessary to ensure than the number of real NA samples is at least twice as large as the number of non-NA samples. After the last iteration, the weights need to be removed and retrained, and then the non-NA samples predicted as NA should be checked.
We chose two commonly used semi-supervised algorithms, Tri-training [16] and Co-forest [22] , to compare with our algorithm. The results are shown in Fig. 7 . We used 20%-50% of the tag data for the semi-supervised learning algorithm training and then chose the best results for comparison. From the results, it can be seen that the proposed algorithm is superior to the traditional semi-supervised algorithms in terms of precision measures. Tri-NB has very random results for different categories, primarily because some special words in Bayesian modeling may have a pronounced effect on the prediction results. This effect is mainly due to noise in the training data, and traditional semi-supervised algorithms have no way to remove noise from the tag data. Thus, these incorrect tag data affect the iteration process in semi-supervised learning.
We used this framework to build the mRE training set. Thus far, we have collected 100,000 relation samples on Weibo and Baidupedia using our framework. The experiment consists of five type entities: Person, Organization, Position, Geographic location (Address), and Time. The relations between entities is shown in Fig. X . In addition to standard binary relations, Fig. X contains some n-ary relations, such as ''study-in'', ''work-in'' and ''live-in''. For example, the ''work-in'' represents a relation between Person and Organization, while a person can work in multiple companies, and a company also has multiple positions.
An example of ''work-in'' relation is shown in Fig. X . In the experiment, the n-ary relations needs to be transformed into multiple binary relations. There are a large number of such binary relations in domain relation extraction, and there is no public training set available. In the experiment, 2000 initial samples are first labeled for each type of binary relation by the artificial and SnowBall. The labeling accuracy of the initial sample does not require rigorous review. Then iteratively using our algorithm. At present, the total number of labeled samples has exceeded 200,000, and the accuracy of manual sampling is above 90%, but the recall rate of some relation is about 70%, and there is still room for optimization.
VI. CONCLUSION
In this paper, we have proposed an efficient sample marking algorithm for mRE. Unlike the traditional semi-supervised methods, our method uses all samples for training from the beginning. In order for unlabeled samples to participate in training, we introduced the construction of a UNLD set and proposed an iterative optimization method for relabeling. Further, we analyzed the conditions for iterative labeling. Using deep learning, we translated the needs of feature engineering into the design of a network structure that is suitable for the RE problem. The experimental results show that our method can effectively improve the recall rates for non-NA categories in the UNLD and that for large categories, the recall rates are increased from 0.4 to nearly 1.
