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a b s t r a c t
Traditionally, claim counts and amounts are assumed to be independent in non-life insurance. This paper
explores how this often unwarranted assumption can be relaxed in a simple way while incorporating
rating factors into the model. The approach consists of fitting generalized linear models to the marginal
frequency and the conditional severity components of the total claim cost; dependence between them
is induced by treating the number of claims as a covariate in the model for the average claim size. In
addition to being easy to implement, this modeling strategy has the advantage that when Poisson counts
are assumed together with a log-link for the conditional severity model, the resulting pure premium is
the product of a marginal mean frequency, a modified marginal mean severity, and an easily interpreted
correction term that reflects the dependence. The approach is illustrated through simulations and applied
to a Canadian automobile insurance dataset.
© 2016 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In order to price their contracts adequately, property casualty
insurers need to rely on an accurate estimation of all future costs
associated with the insurance protection they provide. To this
end, they usually consider claim counts and amounts separately.
Generalized linear models (GLMs) are useful in this context
(Renshaw, 1994) because the means of the frequency and severity
processes can then be expressed, through specific transforms, as
linear combinations of rating variables such as age, sex, etc.
This modeling approach implicitly assumes that the claim
counts and amounts are independent. The pure premium at the
individual or class level is then simply the product of the two
mean estimates. Alternatively, the total loss cost is sometimes
modeled directly by means of the Tweedie distribution. This
approach, first developed by Jørgensen and de Souza (1994) and
recently reviewed by Quijano-Xacur and Garrido (2015), amounts
to modeling the aggregate claims as a compound Poisson–Gamma
sum. As emphasized by these authors, however, this method
also implicitly assumes independence between claim counts and
individual claim sizes.
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0/).In practice, claim frequency and severity are often dependent.
For example, home insurance claims due to sewer backup or flood-
ing tend to be both large and frequent in problematic neigh-
borhoods, while claim counts and amounts are often negatively
associated in collision automobile insurance because drivers who
file several claims per year are typically involved in minor acci-
dents. There is thus a need to adapt the aggregate claims model
to account for potential association between claim frequency and
severity.
Two general approaches have been proposed to account for
dependence between frequency and severity. Frees and Wang
(2006), Gschlößl and Czado (2007) and Frees et al. (2011) proceed
by conditioning and use the claim count as a covariate in modeling
the average claim size distribution. In contrast, Czado et al. (2012)
and Krämer et al. (2013) fit marginal GLMs to the frequency and
severity components and link them through a copula. See Shi et al.
(2015) for a comparison of these two approaches.
In this paper, a conditional approach is used to model the
dependence between the claim counts and amounts of the
aggregate losses process. Proceeding along similar lines as Frees
et al. (2011), we postulate GLMs both for the marginal frequency
and the conditional severity components. Whereas these authors
use this approach to model health care expenditures arising from
panel data, we explore itsmerits from a ratemaking perspective for
a typical property and casualty insurance portfolio.
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assumed and a log-link is used in the conditional severity model,
the pure premium resulting from our general approach can be
written as the product of three terms, i.e., the marginal mean
frequency, a modified marginal mean severity, and a dependence
correction term. The latter is indexed by a real-valued parameter
that accounts for the association between the frequency and
severity components of the model. This method is especially
convenient from a practitioner’s point of view, as it is a simple
extension to the common approach used in industry. It can be
readily implemented with standard tools and makes it easy to
account for dependence within the aggregate claims process.
This paper is organized as follows. In Section 2, basic facts
about the independent aggregate claims model are recalled for
completeness. A straightforward adaptation of this model which
accounts for dependence between claim counts and amounts is
then described in Section 3. The impact of dependence on the total
losses is briefly illustrated in Section 4 through a simulation study,
and Section 5 presents the highlights of an original application
of this model to automobile claims data from a large Canadian
insurance company. Full details of this analysis can be found in the
M.Sc. thesis of Schulz (2013), where the conditional GLM approach
was considered independently. Ourmain findings are summarized
and discussed in Section 6.
2. The independent aggregate claims model
2.1. Definitions and notations
The aggregate losses incurred by an insurer is the total amount
paid out in claims over a fixed time period. For a given class of
policyholders, this amount can be expressed as
S =
N
j=1
Yj,
whereN is the number of claims incurred, and for j ∈ {1, . . . ,N}, Yj
is the jth incurred claim amount. Both N and Y1, . . . , YN are taken
to be random and, by convention, S ≡ 0 when N = 0.
Traditionally, it is assumed that conditionally on N , the
individual claim amounts Y1, . . . , YN are mutually independent,
identically distributed, and such that their distribution does not
depend on N . It is further assumed that the distribution of N does
not depend on the values of the claim amounts. Letting Y denote a
generic severity random variable, one then has
E(S) = E(N)E(Y ), var(S) = E(N)var(Y )+ var(N){E(Y )}2.
When a vector x = (x1, . . . , xp) of covariates is available at
the individual level, this information can be incorporated into
the ratemaking process through separate GLMs for N and Y . This
amounts to assuming that for given link functions gN and gY ,
ν = E(N|x) = g−1N (xα), µ = E(Y |x) = g−1Y (xβ),
where α and β are p×1 vectors of regression coefficients. For ease
of notation, both µ and ν are expressed here in terms of the same
vector of covariates. If some predictors happen to be relevant in
only one of the twomodels, the corresponding components of α or
β can be set equal to zero a priori.
Because the frequency and severity components are assumed to
be independent, one can write the mean aggregate claims in terms
of the two marginal mean models as
E(S|x) = νµ = g−1N (xα)× g−1Y (xβ).
In particular when both marginal GLMs use a log-link, this reduces
to
E(S|x) = νµ = exα+xβ . (1)This link function ensures that µ > 0 and ν > 0; it also has
the advantage of yielding a simple rating structure reflecting the
common practice that each covariate alters the baseline rate by a
multiplicative factor.
Suppose in addition that the marginal distributions of the
aggregate claimsmodel are from the exponential dispersion family
(EDF). Then
var(S|x) = νφVY (µ)+ ψVN(ν)µ2, (2)
where VN and VY are the variance functions for the frequency
and severity components with dispersion parameters ψ and φ,
respectively.
Example 2.1. Suppose N is Poisson with mean λ > 0, denoted
N ∼ P (λ). Suppose also that Y is Gamma with mean κδ > 0
and variance κδ2, denoted Y ∼ G(κ, δ). Then S has a compound
Poisson–Gamma distribution and
E(S) = λκδ, var(S) = λκ(κ + 1)δ2.
In terms of the canonical parametrizations for these specific EDFs,
one has VY (µ) = µ2, VN(ν) = ν, ψ = 1 and φ > 0, so that
var(S|x) = νµ2 + φνµ2 = νµ2(φ + 1). (3)
2.2. Inference
Suppose that claims data are available form different classes of
policyholders. Assume that class i ∈ {1, . . . ,m} has Ni claims and
let xi = (xi1, . . . , xip) be the vector of rating variables (with the
convention that xi1 ≡ 1). For each claimoccurrence j ∈ {1, . . . ,Ni},
let Yij denote the individual claim amount.
When independent GLMs are assumed for the claim counts
and amounts, the vector parameters of the frequency and severity
components can be estimated separately. The procedure is
standard. As an illustration, suppose that Ni ∼ P (νi) and Yij ∼
G(µi, φ), where the canonical parametrizations of the twoEDFs are
used. Further assume log-link functions in the GLMs for the claim
frequency and severity components so that, for all i ∈ {1, . . . ,m},
νi = exiα, µi = exiβ ,
where α = (α1, . . . , αp)⊤ and β = (β1, . . . , βp)⊤. The two
systems of p score equations for α and β are then respectively
given, for all k ∈ {1, . . . , p}, by
m
i=1
xik(ni − νi) = 0,
m
i=1
ni
j=1
1
φ
xik
µi
(yij − µi) = 0,
where ni and yij are the observed values of Ni and Yij, respectively.
The simple form of these score equations makes the computation
of the maximum likelihood estimates, αˆ and βˆ , a straightforward
task. Note that while the frequency GLM is based on the entire
dataset, the severity GLM is based only on the subset of records
for which there was an observed claim.
Standard results reported, e.g., in Agresti (2015), imply that the
large-sample distributions of αˆ and βˆ are approximately Normal.
For the frequency model, one has
Lp (αˆ − α) ≈ N (0, I−1α )
whenever the total number Lp of policies in the entire portfolio is
large. For the severity model, the large-sample behavior of βˆ relies
on N →∞, where N = N1 + · · · + Nm denotes the total number
of non-zero observations across all classes, whose number m is
considered fixed. Conditionally on N = n1 + · · · + nm = n being
large, one has
√
n (βˆ − β) ≈ N (0, I−1β ).
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Fisher information matrices, for which consistent estimators are
respectively given by
Iαˆ = X diag(νˆ1, . . . , νˆm) X⊤, Iβˆ =
1
φ
XX⊤
in terms of the p × m design matrix X with ith column x⊤i for
all i ∈ {1, . . . ,m}. Note that in Iβˆ , the dispersion parameter φ is
generally unknown but can be estimated, e.g., by
φˆ = 1
m− p
m
i=1
ni
j=1

Yij − µˆi
µˆi
2
.
3. The dependent aggregate claims model
Although it is convenient to assume independent GLMs for
claim counts and amounts, these variables are often associated in
practice. Proceeding along similar lines as Frees et al. (2011), we
consider here a conditional approach in which the GLM for the
severity component of the aggregate claims models is allowed to
depend on the claim count.
For a given class of policyholders, we continue to assume that
conditionally on N , the individual claim amounts Y1, . . . , YN are
mutually independent and identically distributed, and that the
distribution of N itself does not depend on the values of the claim
amounts. To account for dependence, however, the mean of the
severity distribution is allowed to depend on N .
3.1. Definitions and notations
For N > 0, let Y¯ = (Y1+ · · · + YN)/N denote the average claim
severity. The aggregate claims can then be written as S = NY¯ in
concordance with the convention that S ≡ 0 when N = 0. In the
proposed framework, dependence is introduced by including the
claim count N as a covariate in the GLM for Y¯ .
It is worth noting that whether or not N is used as a predictor
in the average severity model, Y¯ is functionally dependent on N .
This is easily seen in the case of the reproductive exponential
dispersion family. Indeed, suppose that individual claims are
mutually independent and, for all j ∈ {1, . . . ,N}, Yj ∼ EDF(µ, φ).
Convolution properties then imply that, conditionally on N > 0,
Y¯ ∼ EDF(µ, φ/N). Thus, modeling individual claim amounts
is equivalent to modeling the average severity only when N is
included as a weight in the model for Y¯ . For more discussion, see
Frees et al. (2016).
As before, let x = (x1, . . . , xp) denote the set of covariate
values defining a given class. GLMs for N and Y¯ are considered (the
latter if N > 0 only) in order to incorporate the effect of x on
their respective means. To be specific, assume that for given link
functions gN and gY ,
ν = E(N|x) = g−1N (xα), µθ = E(Y¯ |N, x) = g−1Y (xβ + θN),
where α and β are p × 1 vectors of regression coefficients, and
θ ∈ R induces a degree of dependence between claim counts and
amounts. As mentioned in Section 2.1, some components of either
α or β may be zero by design if the corresponding covariates are
known to have no effect on a given mean.
The model formulation is such that when θ = 0, µθ = µ0 =
g−1Y (xβ) = µ, i.e., the model for the average claim severity (using
N as a weight) is equivalent to modeling the individual claim
severities as is done in the independent aggregate claims model
described in Section 2. Thus unless θ = 0, one has
E(S|x) = E{NE(Y¯ |N, x)|x} ≠ E(N|x)E(Y |x).In particular, when gY is a log-link, one gets both
µθ = exβ+θN ≡ µeθN
and
E(S|x) = E(NµeθN |x) = µM ′N(θ |x), (4)
where MN is the moment generating function of N based on the
GLM results, andM ′N denotes its derivative with respect to θ .
The final form of the expected aggregate claims derived from
Eq. (4) is dictated by the distributional assumption on the
frequency component. The resulting mean model is particularly
appealing in the special case when N ∼ P (ν). For, it is shown in
Appendix B that one then has
E(S|x) = νµ exp{ν(eθ − 1)+ θ}. (5)
In comparing Eqs. (1) and (5), one can see that the only difference is
themultiplicative factor exp{ν(eθ−1)+θ}, which can be regarded
as a correction term for dependence. See Appendix B for other
examples.
When θ = 0, it is relatively straightforward to derive the
variance of the aggregate claims. However, in the dependentmodel
setting, this calculation does not lead to a simple form. With some
work, one finds that
var(S|x) = φθ E{NVY (µeθN)|x}
+µ2

1
4
M ′′N(2θ |x)−

M ′N(θ |x)
2
, (6)
where M ′′N denotes the second derivative of MN with respect to
θ , while VY and φθ respectively denote the variance function and
dispersion parameter of the severity distribution in terms of the
EDF representation. Setting θ = 0, one finds φθ = φ0 = φ, which
is the dispersion parameter in the independentmodel setup. In this
special case, therefore,
var(S|x) = φ E {NVY (µ)|x} + µ2 var(N|x)
= νφVY (µ)+ ψVN(ν)µ2,
which coincides with (2). Details on the computation of the
expectation and variance of the aggregate claims can be found in
Appendix A.
Example 3.1. Suppose that N ∼ P (ν) and that, conditionally on
N , the individual claim amounts have a Gamma distribution with
mean µθ and dispersion φθ so that Y¯ |N ∼ G(µθ , φθ/N)whenever
N > 0. It then follows from Eq. (6) that
var(S|x) = νµ2[ν exp{ν(e2θ − 1)+ 4θ}
− ν exp{2ν(eθ − 1)+ 2θ}
+ (φθ + 1) exp{ν(e2θ − 1)+ 2θ}].
In particular if θ = 0, then φθ = φ0 = φ, in which case one gets
var(S|x) = νµ2(φ + 1),
which matches the expression (3) in the independent model, as it
should.
3.2. Inference
Assume as before that for class i ∈ {1, . . . ,m}, Ni claims have
been observed and that all policyholders in the class share the same
vector xi = (xi1, . . . , xip) of rating variables. Let Si be the total claim
size and write Y¯i = Si/Ni whenever Ni > 0. In view of the GLM
structures postulated for the frequency and severity components
of the aggregate claims, the means of Y¯i|Ni and Ni can then be
expressed as
νi = exiα, µθ i = exiβ+niθ
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θ ∈ R. Further denote by fN and fY¯ |N the marginal frequency
and conditional severity densities, respectively. The joint log-
likelihood is then of the form
ℓ(α, β, θ) =
m
i=1
ℓN(α; ni)+
m
i=1
ℓY¯ |N(β, θ; y¯i|ni).
When Ni ∼ P (νi) and Y¯i|Ni ∼ G(µθ i, φθ/Ni) for each i ∈
{1, . . . ,m}, the two systems of p score equations for α and β are
respectively given, for all k ∈ {1, . . . , p}, by
m
i=1
xik(ni − νi) = 0,
m
i=1
ni
φθ
xik
µθ i
(y¯i − µθ i) = 0,
and the additional equation that allows one to determine θ
uniquely is
m
i=1
ni
φθ
ni
µθ i
(y¯i − µθ i) = 0.
The solutions to these 2p + 1 equations are denoted αˇ, βˇ , and
θˇ . Owing to the separable nature of the likelihood, the score
equations for the regression parameter α are identical to those for
the independent model. Therefore, αˇ = αˆ and when the number
Lp of policies in the entire portfolio is large,
Lp (αˇ − α) ≈ N (0, I−1α ),
where the p × p Fisher information matrix Iα can be estimated
consistently in the same way as before, i.e.,
Iαˇ = Iαˆ = X diag(νˆ1, . . . , νˆm) X⊤.
However, themaximum likelihood estimate for the severity pa-
rameter β is now based on a conditional likelihood, as is the esti-
mation of the dependence parameter θ . The conditional maximum
likelihood estimators are then known to be approximately Normal
in large samples (Agresti, 2015). Letting βθ = (β⊤, θ)⊤ ∈ Rp+1
and denoting its estimate by βˇθ , one can see that, whenever the
total number N = n of non-zero observations is large,
√
n (βˇθ − βθ ) ≈ N (0, I−1βθ ),
where the (p + 1) × (p + 1) Fisher information matrix Iβθ can be
estimated consistently by
Iβˇθˇ =
1
φθ
Xn diag(n1, . . . , nm) X⊤n ,
where Xn is the (p + 1) × m design matrix with ith column
(xi1, . . . , xip, ni)⊤ for i ∈ {1, . . . ,m}.
Remark 3.2. To emphasize once again the connection between
modeling individual claim amounts and the average thereof
conditionally on N > 0, observe that if Y1, . . . , YN are
mutually independent and identically distributed, then assuming
Y¯ |N ∼ G(µθ , φθ/N) is equivalent to the individual claims being
distributed as G(µθ , φθ ). In particular, the score equations derived
for the vector β of regression parameters are the same whether
the individual claim amounts Yij or the average claim amounts Y¯i
are used, viz.
m
i=1
1
φθ
xik
µθ i
ni
j=1
(yij − µθ i) =
m
i=1
1
φθ
xik
µθ i
ni(y¯i − µθ i) = 0,
where ni, yij and y¯i are the observed values of Ni, Yij and Y¯i,
respectively.Beyond the fact that the proposed model accounts for depen-
dence in a simple and appealing way, its structure makes it very
easy to implement. In fact, the frequency component is handled in
exactly the same manner as in the traditional independent GLMs
approach. For the severity portion of the aggregate claims, the de-
pendent setup requires modeling the average severity using the
claim count N as both a covariate and a weight factor in the GLM
with a log-link. Of course, the latter model must be based on the
subset of data with positive claim counts only, as is also the case in
the traditional independent modeling approach.
Suppose, for example, that onewishes to compute the expected
total losses under the dependentmodel. Assuming a log-link in the
severity GLM, one then has E(S|x) = µM ′N(θ |x) from Eq. (4). In
this expression, the factor µ = exβ can be estimated by µˇ = exβˇ ,
as determined by the average severity GLM. Given that the model
assumes the claim count distribution to be a member of the EDF,
M ′N will be a function of the mean frequency ν. In particular, the
frequency GLM with log-link sets ν = exα , and this quantity can
be estimated by νˇ = exαˇ = exαˆ . It then suffices to evaluate M ′N at
the estimated value θˇ of the dependence parameter θ , as obtained
from the average severity GLM.
4. Simulations
In order to illustrate the effect of dependence in the aggregate
claims model, a small simulation study was carried out using a
fictive portfolio involvingm = 10,000 classes. Two scenarios were
considered.
4.1. Scenario 1
For each class i ∈ {1, . . . ,m} with m = 10,000, a single
predictor variable xi1was generated froma folded standardNormal
distribution, and a claim count Ni was generated from a Poisson
distribution, viz.
Ni|xi1 ∼ P (νi), νi = e1+xi1/2. (7)
In 239 cases, it turned out that Ni = 0, and hence Si was set
equal to 0. In the remaining 9761 cases, an average claim size
Y¯i = (Yi1+· · ·+YiNi)/Ni was generated by simulatingNi individual
claim amounts from a Gamma distribution with a pre-specified
degree of dependence θ , viz.
Yij|Ni, xi1 ∼ G(µθ i, φθ ), µθ i = e5+5xi1+θNi , φθ = 2. (8)
In total, 101 equally spaced values of θ were considered in
the interval [−0.5, 0.5]. Both dependent and independent GLMs
with log-links were then fitted to the data. The main results are
summarized in Figs. 1–2.
Fig. 1 shows how the estimates of β0 and β1 are affected by the
level θ of dependence. In the top panels, the dashed line represents
the estimates under the independent model (Model I) and the
solid line represents the estimates under the dependent model
(Model D). It is clear from the graphs that the estimates of β0 and
β1 based onModel I become increasingly biased as |θ |moves away
from 0. This is not surprising given that the mean severity model
assumed in the case of independence is misspecified, i.e., there is a
missing covariate, namely the claim count.
The standard errors of the estimates of β0 and β1 are displayed
in the bottom panels of Fig. 1. As one can see, the standard error is
much larger underModel I except in the neighborhood of θ = 0. At
θ = 0, βˆ0 and βˆ1 are clearly more efficient than βˇ0 and βˇ1, because
θ then acts as a nuisance parameter in the (then superfluous)
Model D.
Fig. 2 shows the effect of dependence on the mean (left) and
variance (right) of the aggregate claims. The left panel shows, as a
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with β0 = β1 = 5. In each panel, solid curves correspond to the dependent model (Model D) and dashed curves to the independent model (Model I).Fig. 2. Average over all classes of the percent difference in the mean (left) and variance (right) of the aggregate claims as a function of dependence θ .function of θ , the average percent difference (APD) in the expected
aggregate claims under Models I and D, viz.
APD(θ) = 100× 1
m
m
i=1
APDi(θ),
where
APDi(θ) = νˇiµˇi exp{νˇi(e
θˇ − 1)+ θˇ}
νˆiµˆi
− 1
and, for all i ∈ {1, . . . ,m}, νˇi = νˆi because αˇ = αˆ. This graph shows
that inModel I, the expected total loss tends to be over (under) esti-
mated in the presence of negative (positive) dependence between
the claim counts and amounts. Moreover, the use of Model I gen-
erally leads to an over or under estimation of the variance of the
total loss, according as θ < 0 or θ > 0. This is shown in the right
panel of Fig. 2, which displays the average percent difference in the
variance of the aggregate claims under Models I and D.4.2. Scenario 2
In the setup defined by Eqs. (7)–(8), the means of the frequency
and severity components of the aggregate claims process are
functions of the same covariate xi1. Therefore when Model I is
fitted to the severity data, the effect of the missing claim count
covariate is partially accounted for in the estimate of the slope.
It is thus interesting to consider a second scenario in which
different covariates are used as predictors in the mean models for
the frequency and severity components of the aggregate claims
process.
In Scenario 2, the formulation of νi remained as described in
(7), while the severity model assumptions outlined in (8) were
replaced by the following:
Yij|Ni, xi2 ∼ G(µθ i, φθ ), µθ i = e5+5xi2+θNi , φθ = 2, (9)
where xi2 is a realization from aN (2, 1) distribution, independent
from xi1. This simulation resulted in Ni = 0 for 263 of the 10,000
classes.
210 J. Garrido et al. / Insurance: Mathematics and Economics 70 (2016) 205–215Fig. 3. Effect of the dependence level θ on the estimates of β0 (upper left) and β1 (upper right) and their standard errors (lower left and right, respectively) in Model (9)
with β0 = β1 = 5. In each panel, solid curves correspond to the dependent model (Model D) and dashed curves to the independent model (Model I).Fig. 4. Average over all classes of the percent difference in the mean (left) and variance (right) of the aggregate claims as a function of dependence θ .The simulation results revealed a somewhat different picture
of the effect of dependence in the aggregate claims model. Fig. 3
displays the estimates ofβ0 (left) andβ1 (right) and their respective
standard errors as a function of θ . In the top panels, the dashed line
depicts the results from Model I while the solid line corresponds
to Model D. The graph shown in the top left panel, which pertains
to the intercept, exhibits a similar pattern in the bias for βˆ0 (the
estimate fromModel I) as was seen in the first simulation study. In
contrast, the plot of the estimated slope (top right panel) imparts a
different trend. In this case, the estimate of β1 is hardly influenced
by the degree of dependence. This can be attributed to the fact that
β1 reflects the effect of the second covariate on the average severity
and in this setup both Ni and xi1 are independent of xi2. Thus when
Model I is fitted, βˆ1 will not compensate for the missing covariate
Ni.
The standard errors of the estimated parameters, illustrated in
the bottom panels of Fig. 3, are similar in Models I and D when
the degree of dependence is near 0. More striking is the seeminglygreater effect of positive dependence on the variability of the
parameter estimates: the graphs suggest that as |θ | increases,
the variability increases as well, although this tendency is more
pronounced in the case of positive dependence.
Fig. 4 shows the average percent difference in the mean (left)
and variance (right) between Model D and Model I. In contrast to
what was observed in Scenario 1, the independent model leads
to an under (over) estimation of the expected aggregate claims
when θ < 0 (θ > 0), although this pattern reverts for values
θ > 0.4. Moreover, the magnitude of the impact is much larger in
Scenario 2, ranging from roughly−40% to 15% as compared to−1%
to 4% in the previous analysis. The graph of the average percent
difference in the variance between Models I and D was similar in
both scenarios.
5. Application
To illustrate the feasibility of the proposed approach, Schulz
(2013) used dependent GLMs to analyze automobile insurance
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Distribution of claim count and average amounts for 2003–2005.
Claim count Frequency Percent Average amount (CDN $)
0 780,982 97.64 –
1 18,584 2.32 4,757.34
2 301 0.04 4,120.52
3 10 0.00 3,600.08
Total 799,877 100.00 4,746.59
Table 2
Continuous covariates correlation matrix.
x1 x2 x5 x6 x8
x1 1.000 −0.086 −0.077 −0.081 −0.160
x2 −0.086 1.000 0.842 0.338 0.071
x5 −0.077 0.842 1.000 0.384 0.040
x6 −0.081 0.338 0.384 1.000 0.087
x8 −0.160 0.071 0.040 0.087 1.000
data from a large Canadian insurance company. This section
provides an overview of her conclusions.
5.1. Data description
The analysis was carried out on the company’s collision claim
experience for 2003–2008, inclusively. The data consist of claim
counts, claim amounts and several rating variables for each
policyholder having at least two weeks of exposure. Specifically,
the deductible (x1), the driver’s age (x2), gender (x3), and marital
status (x4)were available, as well as the number of years the driver
has been licensed (x5), the number of years the policy has been
with the company (x6), the vehicle type (x7) and the vehicle age
(x8). The model was fitted using data for the years 2003–2005, and
its predictive ability was assessed using the 2006–2008 data.
The data for 2003–2005 comprises m = 799,877 observations,
each of which consists of the total claim experience for a specific
combination of rating variables and a given calendar year at the
individual policyholder level. These observations are treated as
distinct classes in the insurance portfolio. Positive claim counts
were observed for 18,895 (or 2.36%) of these classes.
Table 1 gives the number fk of classeswhose claim count is equal
to k ∈ {0, 1, 2, 3}, along with the corresponding average claim
amount, i.e.,
¯¯Y k = 1fk
m
i=1
Y¯i × 1(Ni = k),
where 1(A) denotes the indicator function of the set A. The fact that
¯¯Y k decreases as k increases suggests negative association between
frequency and severity. Note in passing that given the nature of
the data, this negative association is not captured by measures of
dependence such as Pearson’s correlation (rP ) or Spearman’s ρ:
setting Y¯i = 0 whenever Ni = 0, one finds
rP(N, Y¯ ) = 0.6814, ρ(N, Y¯ ) = 0.9999,
which rather suggest a strong positive association. This is
misleading, however, given that nearly 98% of the observations
are zeros. When the calculation is restricted to observations with
positive claim counts, one finds
rP(N, Y¯ ) = −0.0170, ρ(N, Y¯ ) = 0.0045,
but this is again misleading to the extent that among policies hav-
ing a positive claim count, 98% incur only one claim.
In the following analysis, gender (x3), marital status (x4)
and vehicle type (x7) were treated as factor covariates. Table 2
shows the correlation between the other five variables, which
were treated as continuous covariates in the models. While the
driver’s age (x2) and his/her number of years licensed (x5) are
highly correlated, both predictors turned out to be significant.
Multicollinearity was not deemed to be an issue.Fig. 5. Average severity histogram for 2003–2005.
5.2. Data modeling strategy
The dependent and independent GLMs described in Sections 2
and 3 were fitted using the glm function in R with log-links. A
Poissonmodelwas assumed for themarginal frequency GLMwhile
the distribution of the severity was taken to be Gamma. The latter
choice is supported by Fig. 5.
In the frequency model, an exposure offset was used in order
to take into account each policy’s exposure to risk. For class i ∈
{1, . . . ,m} with exposure variable ti, the GLM for Ni was defined
by
ln(νi) = ln(ti)+ xiα,
so that on the mean scale one has νi = tiexiα , allowing exiα to
be interpreted as a yearly expected claim count. In the severity
models, the observed claim counts ni were used as weights, given
that Y¯i ∼ G(µi, φ/Ni)when Ni > 0.
Note that the distribution of the aggregate losses Si is not
necessarily from the EDF. For this reason, model fit and adequacy
were checked using a modified version of the standard deviance
residuals. For each i ∈ {1, . . . ,m}, the ith contribution to the
deviance was defined by
D∗i = 2{ℓN(α˜; ni)+ ℓY¯ (β˜; y¯i)} − 2{ℓN(αˆ; ni)+ ℓY¯ (βˆ; y¯i)}
in the independent model (Model I) and as
D∗i = 2{ℓN(α˜; ni)+ ℓY¯ |N(β˜, θ˜; y¯i|ni)}
− 2{ℓN(αˆ; ni)+ ℓY¯ |N(βˇ, θˇ; y¯i|ni)}
in the dependentmodel (Model D), where in both cases, tildes refer
to estimates from the saturatedmodel. The ith deviance residual is
then defined as
sign{si − EI(Si|x)}

D∗i or sign{si − ED(Si|x)}

D∗i (10)
according as the predicted value of Si is obtained using Model I
or D.
5.3. Fitted models
Models I and D share the same frequency component by design.
All covariates except gender (x3)were significant at the 0.1% level.
Using an analysis of deviance for nested models, the best fitting
main-effect model was thus
ν = t exp(α0 + α1x1 + α2x2 + α4x4
+α5x5 + α6x6 + α7x7 + α8x8).
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For Poisson counts, the dispersion parameter ψ should be 1. In
the sample, however, it was found that ψˆ = 0.182 based on the
estimate D(n; νˆ)/m− pN , where D denotes the deviance and pN is
the number of non-zero regression components of α. This points
to underdispersion in the model.
The same problem is reflected in Fig. 6, which exhibits
two distinct sets of deviance residuals. The residuals greater
than 2 correspond to the observations with at least one claim.
Accordingly, the Poisson assumption is unduly liberal for these
specific data. While a Zero-Inflated Poisson distribution might
provide a better fit, it was decided to ignore this option as
this shortcoming affects both Models I and D, and the main
focus of the present work is on their comparison. Moreover, the
Poisson assumption is often favored out of convenience in actuarial
practice.
The severity components of Models I and D were both found to
depend on deductible (x1), number of years licensed (x5), number
of years with the company (x7), and vehicle age (x8), all at the 0.1%
significance level. Under the assumption of independence, the best
fitting main-effect model for the severity component was thus
µ = exp(β0 + β1x1 + β5x5 + β7x7 + β8x8),
while in the dependent model, the best fit was obtained by taking
µθ = µeθN = exp(β0 + β1x1 + β5x5 + β7x7 + β8x8 + θN).
More importantly, however, the estimate θˇ = −0.1397 of the
dependence parameter is significantly different from 0. Based on
the statistic
θˇ
var(θˇ)
= −0.1397
0.0388
= −4.1368,
which is asymptotically Normal, the hypothesis H0 : θ = 0 is
rejected at any reasonable level, leading to the conclusion that the
assumption of independence between claim counts and amounts
is flawed.
Plots of the deviance residuals for the severity component of
Models I and D are given in Fig. 7. They appear to be adequate.
Not surprisingly, the separation between observations with and
without claims observed in the frequency residuals is also apparent
in Fig. 8, which exhibits the deviance residuals for the aggregate
loss S as defined in (10).
The poor quality of the model fit in the case of no claim
occurrences can be further highlighted by comparing predicted
and observed total losses. Fig. 9 displays the predicted vs. observed
total claims for the entire portfolio, while Fig. 10 exhibits the
relation betweenpredicted and observed losses on the log-scale fornon-zero claims only. Note thatwhile the discrepancy between the
predicted and observed values of S is worrisome from a statistical
viewpoint, this should be expected from a practical standpoint. As
insurance premiums are related to the value of E(S|x), it is only
natural that a rating model would not predict an aggregate claims
of 0 despite the fact that the majority of insurance policies will
result in no claim.
5.4. Model comparisons
In order to compare Models I and D, it is natural to focus on
the effect of dependence on the expected total loss cost, E(S|x),
respectively given by
EI(S|x) = νµ and ED(S|x) = νµ exp{ν(eθ − 1)+ θ}.
In theory, dependence between claim counts and amounts is
reflected only through the correction term exp{ν(eθ − 1)+ θ}. In
the present case, the fact that θˇ = −0.1397 would imply that this
multiplicative factor will be smaller than 1, leading to a discount
applicable to all policies.
However, it must be borne in mind that the estimates µˆ and µˇ
of the mean severity also differ under the two models, due to the
absence/presence of the claim countN as a covariate in the severity
GLM. Accordingly, an increase in any of the regression parameters
in the dependent severity model could be offset by the correction
term, while those coefficients that produced a decrease will be
further decreased by the correction term.
For the data at hand, the impact of dependence on the
expected aggregate losses turned out to be minimal. It was
found that APD(θˇ) = 0.1037%, which corresponds to a slight
increase on average, although individual values of APDi(θˇ) ranged
from −1.622% to 1.361%. Interestingly, dependence had a more
substantial effect on the class-level variance var(Si|Xi); the percent
differences ranged from −3.417% to +2.514% and averaged
−0.285% overall.
5.5. Hold-out dataset
Models I and D were used to predict claim counts and amounts
as a function of the class rating variables for the policies in the hold-
out dataset, consisting of 728,281 observations, 15,023 of which
had positive claim counts. Predicted values for Si = Ni × Y¯i were
derived from these two models for every class i in the company’s
collision claim experience for the years 2006–2008, inclusively.
These predictions were then compared to the actual aggregate
losses.
Predicted and observed total losses are compared in Figs. 11 and
12 for the hold-out dataset. These plots exhibit a similar relation
to that in the model dataset and reflect the underdispersion in the
Poisson model. It was found that APD(θˇ) = 0.1249%, while the
maximum percent difference was 1.318% and the minimum was
−1.656%. In terms of the variance of the aggregate claim amount,
the dependentmodel caused a change of−0.1886% on average; the
largest positive and negative impacts were+2.430% and−3.516%,
respectively.
6. Summary and discussion
In modeling aggregate claims, it is typically assumed that
the claim counts and amounts are independent. Although this
assumption allows for a simple representation of the total loss
amount and justifies a separate analysis of the frequency and
severity components, it is often unwarranted.
J. Garrido et al. / Insurance: Mathematics and Economics 70 (2016) 205–215 213Fig. 7. Severity model deviance residuals (left: Model I, right: Model D).Fig. 8. Aggregate loss deviance residuals (left: Model I, right: Model D).Fig. 9. Predicted vs. observed claims (left: Model I, right: Model D).Fig. 10. Log-predicted vs. log-observed claims for positive claims only (left: Model I, right: Model D).
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dependence between the claim counts and amounts while
incorporating the effects of rating variables. It relies on GLMs for
the marginal frequency and the conditional severity components
of the aggregate claims process. By including the claim count as
a covariate in the conditional model for the claim amounts, a
straightforward extension of the independent model is obtained.
In the special case of Poisson claim counts, the proposed model
results in a pure premium whose form is particularly appealing: it
is the product of a marginal mean frequency, a modified marginal
mean severity, and a correction term that is easily interpreted
through a dependence parameter. This formulation also allows for
a straightforward comparison of the dependent and independent
models, notably through simulation.
In the data application presented here, the effect of dependence
was found to be small. This is due to the weak negative association
observed between claim counts and amounts for this specific
automobile insurance coverage. However, ignoring dependence
could have much more serious repercussions for other car
insurance coverages or lines of business exhibiting a stronger
(positive or negative) association between the claim frequency and
severity.
While the general approach proposed here is valid irrespective
of the choice of distribution for the frequency and severity
components of the aggregate claims process, it is particularly
convenient for Poisson counts. As is well known, this assumption
is often questionable for property and casualty insurance data.
Given that the dependent and independent models share the same
frequency component, this limitation could be safely ignored for
comparative purposes, as was done in Section 5. In the absolute,
however, this is an issue that should be addressed and for which
no entirely satisfactory solution has yet emerged.Acknowledgments
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Appendix A. Detailed computations for the dependent model
In the dependent aggregate claims model, the total losses are
written in terms of the claim count, N , and the average claim
amount, Y¯ , as
S =

0 if N = 0,
NY¯ if N > 0.
Using the above representation, the expected value and variance of
S may be computed. The following subsections outline the details
of these calculations. In what follows, all moments are conditional
on the value x of the covariates; this conditioning is not written
explicitly to simplify notation.
A.1. Expectation
Using the tower rule, the mean aggregate claims can be written
in terms of the claim counts and average claim severity as follows:
E(S) = E{E(S|N)} = E{E(NY¯ |N)} = E{NE(Y¯ |N)} = E(Nµθ ).
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Results for various claim count distributions assuming a log-link for the severity GLM.
Frequency distribution E(N) E(S|x)
Binomial(m, p) mp µmpeθ

(1− p)+ peθm−1
Negative Binomial(r, p)a r(1− p)/p µ{r(1− p)/p}eθ p/{1− (1− p)eθ }r+1
Poisson(λ) λ µλ exp{λ(eθ − 1)+ θ}
Zero Inflated Poisson(π, λ) (1− π)λ µ(1− π)λ exp{λ(eθ − 1)+ θ}
a Moment generating functionMN (θ) only defined for θ < − ln(1− p).The GLM for the average severity uses a log-link, yielding
µθ = E(Y¯ |N) = exβ+θN ≡ µeθN
so that
E(S) = E(NµeθN) = µ E

∂
∂θ
eθN

= µ ∂
∂θ
E(eθN) = µM ′N(θ).
A.2. Variance
Working with N and Y¯ , one can show that
E(S|N) = NE(Y¯ |N) = Nµθ ,
and
E(S2|N) = N2E(Y¯ 2|N) = N2{var(Y¯ |N)+ µ2θ },
given that S = 0 whenever N = 0. It then follows, in terms of the
EDF parametrization, that
var(S|N) = N2var(Y¯ |N) = N2{(φθ/N)VY (µθ )} = NφθVY (µθ ),
where VY and φθ respectively denote the variance function and
dispersion parameter of the severity distribution. The law of total
variance then yields
var(S) = E{var(S|N)} + var{E(S|N)}
= E{NφθVY (µeθN)} + var(Nµθ )
= E{NφθVY (µeθN)} + var(NµeθN)
= φθE{NVY (µeθN)} + µ2

E(N2e2θN)− {E(NeθN)}2
= φθE

NVY (µeθN)
+ µ2 1
4
M ′′N(2θ)−

M ′N(θ)
2
.
Appendix B. Correction term for various models
The following examples explore the use of other claim count
distributions using a log-link in the severity GLM. The results are
summarized in Table 3.
Example B.1. If N is Bin(m, p), then one has, for all θ ∈ R,
MN(θ) = (1− p+ peθ )m. It follows from Eq. (4) that
E(S|x) = µmp eθ (1− p)+ peθm−1 ,
so that the correction term for dependence is eθ {(1−p)+peθ }m−1.Example B.2. IfN is Negative Binomial withmean r(1−p)/p, then
one has, for all θ < − ln(1− p),MN(θ) = [p/{1− (1− p)eθ }]r . In
this case,
E(S|x) = µ{r(1− p)/p}eθ [p/{1− (1− p)eθ }]r+1
and the correction term for dependence is eθ [p/{1−(1−p)eθ }]r+1.
Example B.3. If N is Poisson(λ), then one has, for all θ ∈ R,
MN(θ) = exp{λ(eθ − 1)}. In this case,
E(S|x) = µλ exp{λ(eθ − 1)+ θ},
so that the correction term for dependence is exp{λ(eθ − 1)+ θ},
as stated in Eq. (5).
Example B.4. IfN follows a Zero-Inflated Poissondistributionwith
parameters (π, λ) and mean (1− π)λ, then one has, for all θ ∈ R,
MN(θ) = π + (1− π) exp{λ(eθ − 1)}. In this case,
E(S|x) = µ(1− π)λ exp{λ(eθ − 1)+ θ}
and the correction term for dependence is exp{λ(eθ − 1)+ θ}.
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