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Abstract
We prove that 2r+1 · pi∗(Pm(2r )) = 0 provided m ≥ 4 and r ≥ 6. This is the best possible result. As well, for
2 ≤ r ≤ 5 we obtain upper bounds on the homotopy exponent of Pm(2r ).
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1. Introduction
Let p be a prime and assume all spaces and maps have been localized at p. A space X has homotopy
exponent pr if r is the smallest integer for which multiplication by pr annihilates the p-torsion in the
homotopy groups of X . An H -space Y has H -space exponent pr if the pr -power map on Y is null
homotopic. Note that if Y has H -space exponent pr , then its homotopy exponent is pr . Based on work
in [1], Barratt conjectured that if X is a space and the identity map on Σ 2X has order pr , then Ω2Σ 2X
has H -space exponent pr+1. In particular, this implies Σ 2X has homotopy exponent pr+1.
The first important test case of Barratt’s conjecture is the following. Let r ≥ 1 and m ≥ 2. The cofibre
of the degree pr map on the sphere Sm−1 is the mod pr Moore space Pm(pr ). If pr 6= 2 then the identity
map on Pm(pr ) has order pr , and if p = 2 then the identity map on Pm(2) has order 4. When p is odd
and m ≥ 3, [9] proves that the homotopy exponent of Pm(pr ) is pr+1, as predicted. The purpose of this
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paper is to consider the case of the 2-primary Moore space. It is known [3, Section 21] that pi∗(Pm(2r ))
contains elements of order 2r+1. We prove that when r ≥ 6, there can be no elements of higher
order.
Theorem 1.1. If m ≥ 4 and r ≥ 6, then Pm(2r ) has homotopy exponent 2r+1.
Theorem 1.2. If m ≥ 4 and 3 ≤ r ≤ 5, then the homotopy exponent of Pm(2r ) is bounded above
by 2r+2. The homotopy exponent of Pm(4) is bounded above by 25.
Theorem 1.1 therefore satisfies the prediction of Barratt’s conjecture if r ≥ 6. In all cases (r ≥ 2),
we improve on the upper bound of 22r+4 for the homotopy exponent given in [4]. It is likely that both
Theorems 1.1 and 1.2 are valid when m = 3 as well, but much of our argument relies heavily on the
fact that Pm(2r ) is a double suspension if m ≥ 4. Finally it should be noted that while the conjectured
homotopy exponent of Pm(2) is 8, no upper bound for the homotopy exponent is known to exist, and
the techniques used in this paper seem to completely break down in this case.
This paper is organized as follows: Section 2 establishes some global notation and lists facts
which will be assumed throughout. Section 3 constructs mod-2r tangent bundles, which are three-cell
complexes generalizing the unit tangent bundle over an even dimensional sphere. Their properties with
respect to certain Whitehead products are examined in Section 4. Section 5 uses a powerful theorem of
Cohen and Wu describing how Whitehead products compose with James–Hopf invariants to describe
certain maps into and out of mod-2r Moore spaces. These maps are manipulated in Sections 6 and 7 to
construct homotopy fibrations. The result is the calculation of an upper bound of 2r+2 on the homotopy
exponent of Pm(2r ), r ≥ 3, proving Theorem 1.2. This upper bound is improved upon when r ≥ 6 in
Sections 8 and 9 to prove Theorem 1.1.
2. Global definitions and facts
The statements in this section will hereafter be assumed.
Throughout, the ring of homology coefficients will be Z/2Z and H∗(X;Z/2Z) will be written
as H∗(X).
For a co-H space X , let 2 : X −→ X be the degree 2 map. For an H -space Y , let 2 : Y −→ Y
be the H -space squaring map. By [3, Section 4], if r ≥ 2 then there is a homotopy equivalence
2r ' Ω22r ∈ [Ω2S2n+1,Ω2S2n+1].
For m ≥ 2, let q : Pm(2r ) −→ Sm be the pinch map.
Suppose r ≥ 2. Then Pn(2r ) ∧ Pm(2r ) ' Pm+n(2r ) ∨ Pm+n−1(2r ). We may therefore form mod 2r
Whitehead products as in [8].
Suppose 1 < s < r and m ≥ 1. Consider the homotopy commutative diagram
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Taking homotopy cofibres defines a reduction map ρ : Pm+1(2r ) −→ Pm+1(2s). Taking homotopy
fibres defines a reduction map we will also call ρ : Sm{2r } −→ Sm{2s}. Next, consider the homotopy
commutative diagram
Sm
2s // Sm
2r−s

Sm
2r // Sm .
Taking homotopy cofibres defines a map ω : Pm+1(2s) −→ Pm+1(2r ). Taking homotopy fibres defines
a map again called ω : Sm{2s} −→ Sm{2r }. Observe that there is a homotopy cofibration
Pm+1(2s) ω−→ Pm+1(2r ) ρ−→ Pm+1(2r−s)
and a homotopy fibration
Sm{2s} ω−→ Sm{2r } ρ−→ Sm{2r−s}.
Remark 2.1. The dimension and torsion parameters for ω and ρ will be suppressed, the context making
clear which are intended. As well, note that usually one only makes use of the homotopy fibre of the
degree 2r map on an odd sphere, S2n+1{2r }.
The homotopy fibration diagram
S2n+1{2r } //

S2n+1
2r //

S2n+1

Ω P2n+2(2r ) // ∗ // P2n+2(2r )
defines the left vertical map, which is an inclusion in homology. In the odd primary case, this map
has a left homotopy inverse, which implies S2n+1{pr } is an H -space. This only happens for S2n+1{2r }
if r ≥ 2 and the Whitehead product [ι2n+1, ι2n+1] ∈ pi4n+1(S2n+1) is not divisible by 2 (see [4]).
That is, the statement that S2n+1{2r } is an H -space implies that [ι2n+1, ι2n+1] is divisible by 2, which
is the strong form of the Kervaire invariant conjecture. It is the lack of a left homotopy inverse for
S2n+1{2r } −→ Ω P2n+2(2r ) that makes the 2-primary exponent argument of this paper somewhat less
direct than the odd primary argument of [9].
3. Mod-2r tangent bundles
This section is concerned with the construction of certain three cell complexes and natural maps
between them. The prototype is the unit tangent bundle τ(S2n) of S2n and its associated fibration
S2n−1 −→ τ(S2n) −→ S2n . Note that the bottom two cells of τ(S2n) form a mod-2 Moore space
P2n(2). We will construct mod-2r analogues of tangent bundles and associated fibrations S2n−1 −→
τr (S2n) −→ S2n , where the bottom two cells of τr (S2n) form a mod-2r Moore space P2n(2r ). In [4],
the existence of τ(S2n) was used to produce a map Ω P2n(2r ) −→ S2n−1{2} which is a mod-2
reduction on the bottom Moore space. This was used to help calculate an exponent bound of 22r+4
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for Pm(2r ) if r ≥ 2. To lower this exponent bound, we use the mod-2r tangent bundle to produce a map
Ω P2n(2r ) −→ S2n−1{2r−1} which is a reduction on the bottom Moore space.
In [3, 21.2], it is shown that for r ≥ 1, there is a map r : S4n−2 −→ P2n(2r ) whose adjoint
has Hurewicz image [u2n−2, v2n−1] in H∗(Ω P2n(2r )) ∼= T (u2n−2, v2n−1). This map was obtained as
follows. Let E∞ : P2n(2r ) −→ Q(P2n(2r )) be the stabilization map. Consider the homotopy fibration
Xr −→ Q(P2n(2r )) fr−→ K (Z/2Z, 4n − 2)
where fr is a representative of the cohomology class u22n−1 ∈ H∗(Q(P2n(2r ))). A basis for
Hi (Q(P2n(2r ))) in dimensions 2n − 1 ≤ i ≤ 4n − 1 is
Dimension Basis
2n − 1 u
2n v
4n − 2 u2
4n − 1 uv, Q1u
where Sq1∗(Q1u) = u2. Define τr (S2n) as the (4n − 1)-skeleton of Xr . Then τr (S2n) is a three-cell
complex and, as coalgebras, H∗(τr (S2n)) ∼= E(u)⊗ E(v).
The construction of τr (S2n) is natural with respect to the maps ω and ρ. That is, for 1 < s < r , there
is a homotopy fibration diagram
Xs //

Q(P2n(2s)) //
Q(ω)

K (Z/2Z, 4n − 2)
22(r−s)'∗

Xr // Q(P2n(2r )) // K (Z/2Z, 4n − 2)
and a homotopy pullback diagram
Xr //

Q(P2n(2r )) //
Q(ρ)

K (Z/2Z, 4n − 2)
Xs // Q(P2n(2s)) // K (Z/2Z, 4n − 2).
Restricting to the (4n−1)-skeletons of the X ’s defines, respectively, maps ωτ : τs(S2n) −→ τr (S2n) and
ρτ : τr (S2n) −→ τs(S2n). Restricting in turn to the 2n-skeletons gives homotopy commutative diagrams
P2n(2s) //
ω

τs(S2n)
ωτ

P2n(2r ) //
ρ

τr (S2n)
ρτ

P2n(2r ) // τr (S2n) P2n(2s) // τs(S2n).
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Next, observe that by connectivity there is a homotopy commutative diagram
τr (S2n)
qr //

S2n
E∞

Xr // Q(P2n(2r ))
Q(q) // Q(S2n)
which defines qr . Note that qr extends the pinch map P2n(2r )
q−→ S2n . Moreover, qr is natural with
respect to ωτ and ρτ in the same way that q is natural with respect to ω and ρ. Altogether, we obtain the
following two Lemmas.
Lemma 3.1. If r ≥ 1, then there is a homotopy fibration sequence
Ω S2n
∂r−→ S2n−1 −→ τr (S2n) qr−→ S2n
where ∂r ◦ E ' 2r .
Proof. Since (qr )∗ is an epimorphism, the homotopy fibre of qr has the homology of S2n−1, and so is
therefore homotopy equivalent to S2n−1. That ∂r ◦ E ' 2r follows from a homology calculation. 
Remark 3.2. Note that τ1(S2n) is the unit tangent bundle on S2n .
Lemma 3.3. Let 1 ≤ s ≤ r . There are homotopy pullback diagrams
S2n−1{2r−s}

S2n−1{2r−s}

Ω S2n
∂s // S2n−1 //
2r−s

τs(S2n)
qs //
ωτ

S2n
Ω S2n
∂r // S2n−1 // τr (S2n)
qr // S2n
and
Ω S2n
∂r //
Ω2r−s

S2n−1 // τr (S2n)
qr //
ρτ

S2n
2r−s

Ω S2n
∂s // S2n−1 // τs(S2n)
qs // S2n. 
In the ωτ -fibration of Lemma 3.3, let
χ sr : Ωτr (S2n) −→ S2n−1{2s}
be the homotopy fibration connecting map. This map has interesting properties.
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Corollary 3.4. For r > s ≥ 1, there is a homotopy pullback diagram
S2n−1{2r } ξr //

Ωτr (S2n)
gr //
Ωqr

Ω S4n−1
S2n−1
E //
2r

Ω S2n
H //
∂r

Ω S4n−1
S2n−1 S2n−1
where gr is defined as H ◦Ωqr , the pullback defines ξr , and ξr fits in a homotopy commutative diagram
S2n−1{2r } ξr //
ρ

Ωτr (S2n)
χ sr

S2n−1{2s} S2n−1{2s}.
Proof. Consider the following diagram
S2n−1{2r } ξr //

Ωτr (S2n)
χ sr //
Ωqr

S2n−1{2s}

S2n−1
E // Ω S2n
∂r−s // S2n−1
where the leftmost and rightmost vertical maps are the usual fibration maps and ξr is to be defined
momentarily. The ωτ pullback diagram proves that for r > s ≥ 1, ∂r ' 2s ◦ ∂r−s . Thus the righthand
square in the diagram above is a homotopy pullback. Since ∂r−s ◦ E ' 2r−s , the pullback property
implies that the map S2n−1{2r } ρ−→ S2n−1{2r } lifts through χ sr to a map ξr . Moreover, the definition of
ρ implies that the outer diagram is now also a homotopy pullback. Hence, the lefthand square above is
also a homotopy pullback. The assertions of the Lemma now follow. 
Proposition 3.5. For r ≥ 2 there is a map Ω P2n(2r ) −→ S2n−1{2r−1}, which when restricted to
P2n−1(2r ) is homotopic to P2n−1(2r ) ρ−→ P2n−1(2r−1) composed with the inclusion P2n−1(2r−1) −→
S2n−1{2r−1}.
Proof. Compose the loop of the inclusion from P2n(2r ) into τr (S2n) with χr−1r . 
4. Whitehead products and the space τr(S2n)
This section is concerned with how the spaces τr (S2n) behave with respect to certain Whitehead
products. Let wk : Σ X (k) −→ Σ X be the (k − 1)-fold iterated Whitehead product of the identity
map on Σ X with itself. Note that if Σ X = Sm then w2 is nontrivial, but wk for k ≥ 3 is null
homotopic. Proposition 4.7 shows the analogous statement is true for the Whitehead products wk on
P2n(2r ) composed into τr (S2n). We also show in Proposition 4.3 that the Whitehead product w2 on S2n
lifts to τr (S2n) for r ≥ 1.
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We begin by returning to the stabilization map P2n(2r )
E∞−→ Q(P2n(2r )) and the space Xr of
Section 3. Since τr (S2n) is the (4n− 1)-skeleton of Xr and E∞ factors through Xr , there is a homotopy
pullback diagram
Yr

Yr

Zr //

P2n(2r )
E∞ //
i

Q(P2n(2r ))
Ar // τr (S2n) // Q(P2n(2r ))
which defines Zr , Yr , and Ar .
A Serre spectral sequence calculation shows that a basis for Hi (Zr ) in dimensions 4n−3 ≤ i ≤ 4n−1
is
Dimension Basis
4n − 3 ∂∗(Q1u)
4n − 2 ∂∗(Q2u), 
4n − 1 ∂∗(Q3u), ∂∗(Q1v)
where ∂ : ΩQ(P2n(2r )) −→ Zr is the homotopy fibration connecting map. As well, we have
Sq1∗(Q2u) = Q1u, Sq2∗(Q3u) = Q1u, and Sq1∗(Q1v) = 0. In particular, observe that the (4n − 2)-
skeleton of Zr is homotopy equivalent to P4n−2(2) ∨ S4n−2.
Since Yr is the homotopy fibre of the inclusion P2n(2r )
i−→ τr (S2n), it is (4n−3)-connected and has
a single (4n − 2)-cell. Let ′r be the composite
′r : S4n−2 −→ Yr −→ Zr .
Let r be the composite
S4n−2
′r−→ Zr −→ P2n(2r ).
Note that τr (S2n) is the homotopy cofibre of r . As well, the homotopy decomposition of (Zr )4n−2 as
P4n−2(2) ∨ S4n−2 can be chosen so that the inclusion of S4n−2 is ′r .
We aim first for Proposition 4.3, which is concerned with lifting the Whitehead product w2 on S2n
to τr (S2n). This is a consequence of the r = 1 case, so we concentrate on it.
Let 2r¯ be the order of ′1. (We know the order is finite because the homotopy fibration Z1 −→
P2n(2)
E∞−→ Q(P2n(2)) is rationally trivial. Also note that r¯ may depend on n.) This implies the left
square in the following diagram homotopy commutes for some map α,
S4n−2 //

P4n−1(2r¯ ) //
α

S4n−1
γ

Y1 // Z1 // A1
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and so the right square homotopy commutes for some map γ , because the top row is a cofibration and
the bottom row is a fibration.
Lemma 4.1. There is a choice of α which has Hurewicz image ∂∗(Q1v).
Proof. Consider the homotopy fibration Q
g−→ Z1 f−→ K (Z/2Z, 4n − 3), where f is a representative
of ∂∗(Q1u). Note that f can be chosen so that ′1 lifts to a map λ : S4n−2 −→ Q. The Eilenberg-Mac
Lane space in the fibration implies λ has the same order as ′1, so there is a map λ′ : P4n−1(2r¯ ) −→ Q
which restricts to λ on the bottom cell.
The Steenrod operations on the low dimensional elements in H∗(Z1) imply that H∗(Q) is generated
by elements x and y in dimensions 4n − 1 and 4n − 2 respectively. Also, we have g∗(x) = ∂∗(Q1v)
and g∗(y) = . Since λ′ is the identity on the bottom cell and the inclusion of that bottom cell has order
r¯ , λ′ is an inclusion. Thus g ◦ λ′ has Hurewicz image ∂∗(Q1v). Finally, define α = g ◦ λ′. 
Lemma 4.2. The Whitehead product w2 on S2n lifts through q1 to τ1(S2n).
Proof. Since the (4n − 1)-skeleton of Q(S2n) is S2n , there is a homotopy fibration diagram
A1 //

τ1(S2n) //
q1

Q(P2n(2))
Q(q)

B
f // S2n
E∞ // Q(S2n)
where, as usual, q is the pinch map. Note that B is (4n − 2)-connected, and that H4n−1(B) is generated
by ∂¯∗(Q1x), where ∂¯ is the homotopy fibration connecting map for the stabilization of S2n and x is the
generator in H2n−1(Q(S2n−1)). Also note that f restricted to S4n−1 is the Whitehead product w2.
The composite g : Z1 −→ A1 −→ B is a choice of a map between horizontal homotopy fibres for
the homotopy commutative square
P2n(2)
E∞ //
q

Q(P2n(2))
Q(q)

S2n
E∞ // Q(S2n).
Thus g∗(∂∗(Q1v)) = ∂¯∗(Q1x). Lemma 4.1 now says that g ◦ α has Hurewicz image ∂¯∗(Q1x). But by
the definition of g, this implies g ◦ γ has Hurewicz image ∂¯∗(Q1x). Hence g ◦ γ is the inclusion of the
bottom cell into B, and so f ◦ g ◦ γ ' w2, thereby proving the Lemma. 
Proposition 4.3. If r ≥ 1, then the Whitehead product w2 on S2n lifts through qr to τr (S2n). If r ≥ 2,
then the lift can be chosen so that when looped it composes trivially with the map Ωτr (S2n)
χr−1r−→
S2n−1{2r−1}.
Proof. By Lemma 3.3, q1 ' qr ◦ ωτ . Thus when the lift in Lemma 4.2 is composed with ωτ , the two
assertions of the Corollary follow. 
Recall the map Ωτr (S2n)
gr−→ Ω S4n−1 of Section 3, defined as the composite Ωτr (S2n) Ωqr−→
Ω S2n
H−→ Ω S4n−1, where H is the second James–Hopf invariant.
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Corollary 4.4. For r ≥ 1, there is a homotopy commutative diagram
Ω S4n−1
Ω2 //

Ω S4n−1
Ωτr (S2n)
gr // Ω S4n−1.
Proof. By [4, 2.5], the composite Ω S4n−1 Ωw2−→ Ω S2n H−→ Ω S4n−1 is homotopic to Ω2. The Corollary
now follows from Proposition 4.3. 
Remark 4.5. Proposition 4.3 can sometimes be strengthened in cases where the Hopf invariant is one.
Computations regarding the order of r as in [3, 21.3] lead to a map S4n−1 −→ τr (S2n), which when
composed with qr into S2n is of Hopf invariant one, provided r ≥ 3 and n = 2 or r ≥ 4 and n = 4.
Thus, Ωτr (S4) ' Ω S7 × S3{2r } if r ≥ 3 and Ωτr (S8) ' Ω S15 × S7{2r } if r ≥ 4.
We next aim towards Proposition 4.7. By the definition of the stabilization, there is a homotopy
pullback diagram
Mr // Zr //

Wr

Mr // P2n(2r )
E //
E∞

Ω P2n+1(2r )
ΩE∞

Q(P2n(2r )) Q(P2n(2r )).
Observe that the (4n− 1)-skeleton of Mr is Σ (P2n−1(2r ))(2), which maps to P2n(2r ) by the Whitehead
product w2. The following Lemma uses the homotopy decomposition of the (4n − 2)-skeleton of Zr
outlined at the beginning of this section.
Lemma 4.6. For r ≥ 1, there is a homotopy commutative diagram
P4n−2(2r ) ∨ S4n−2 a∨b //

P4n−2(2) ∨ S4n−2
c

Mr // Zr
where the vertical maps are skeletal inclusions; c restricted to S4n−2 is ′r ; a = ρ + q where ρ is the
mod-2 reduction (taken to be the identity when r = 1) and q is the pinch map; and b = ∗ + 2.
Proof. In the homotopy fibration Mr −→ Zr −→ Wr , the space Wr is (4n − 3)-connected. Thus for
connectivity reasons, a must be the identity on the (4n − 3)-cell and so a is forced to be homotopic to ρ
when pinched to P4n−2(2).
Let ν and µ be the identity and Bockstein maps on P2n(2r ). When adjointed, the inclusion of
P4n−2(2r ) into Σ (P2n−1(2r ))(2) has Hurewicz image [u2n−2, v2n−1] in H∗(Ω P2n(2r )). Compare this
to the adjoint of c when composed into Ω P2n(2r ). Restricted to P4n−2(2), the Hurewicz image of the
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adjoint must be 0 because of the Bockstein. Restricted to S4n−2, the Hurewicz image of the adjoint is
that of r , which is [u2n−2, v2n−1]. Thus a must be q when pinched to S4n−2. A similar argument shows
that b must be 2 when pinched to S4n−2.
Finally, consider b pinched to P4n−2(2). The only possibility for this map, besides being trivial, is the
composite η¯ : S4n−2 η−→ S4n−3 −→ P4n−2(2). But if this were the case, then as a is the identity on
the (4n − 3)-cell, η¯ would lift to P4n−2(2r ) ↪→ Mr , implying that the inclusion of the right summand
in P4n−2(2r )∨ S4n−2 ' (Mr )4n−2 was nontrivial when pinched to the left summand. Thus b pinched to
P4n−2(2) is trivial. 
Proposition 4.7. Let r ≥ 2. The composition Σ (P2n−1(2r ))(k) wk−→ Σ P2n−1(2r ) i−→ τr (S2n) is null
homotopic for k ≥ 3.
Proof. By induction on k, it suffices to show w3 ' ∗. We do this by showing that there is a homotopy
equivalence
Σ (P2n−1(2r ))(3) ' P6n−41 (2r ) ∨ P6n−32 (2r ) ∨ P6n−33 (2r ) ∨ P6n−24 (2r )
for which each Moore space summand composes trivially with i ◦ w3.
We make use of some information regarding the deviations of anti-symmetry and Jacobi identities
for mod-2r Whitehead products. These identities do not hold in general, for the following reason. Let
(1, 2) : Σ X (2) −→ Σ X (2) be the map which interchanges the smash factors. The anti-symmetry identity
fails because the composite
P2m(2r ) ∨ P2m+1(2r ) '−→ Σ (Pm(2r ))(2) (1,2)−→ Σ (Pm(2r ))(2) '−→ P2m(2r ) ∨ P2m+1(2r )
is represented by a 2 × 2 matrix which is not diagonal. A similar non-diagonal 4 × 4 matrix arises in
the case of the Jacobi identity. (The referee has pointed out an alternative way to think of the failure of
anti-symmetry as follows. In general, the difference 1− (1, 2) : Σ X ∧ Σ X −→ Σ X ∧ Σ X has cofibre
which is the quadratic stable summand of Ω2Σ 3X , and this has a nontrivial Sq2 if X = P2n(2r ), thus
measuring the nontriviality of 1 − (1, 2).) Let ν be the identity on P2n(2r ), and let µ¯ be the inclusion
of S2n−1 into P2n(2r ). By [8, Section 8,9], the anti-symmetry and Jacobi identities do hold for the map
[[ν, µ¯], µ¯], and these identities imply [[ν, µ¯], µ¯] ' ∗. This map factors through w3 and is the inclusion
of the bottom Moore space. Thus w3 itself is trivial when restricted to P
6n−4
1 (2
r ). Next, suppose that
i ◦ w3 is trivial on both P6n−32 (2r ) and P6n−33 (2r ) as well. Then i ◦ w3 factors through the pinch map
Σ (P2n−1(2r ))(3) −→ P6n−24 (2r ). Thus the deviations from the anti-symmetry and Jacobi identities for
[ν, [ν, ν]] are trivial when composed to τr (S2n), and the identities then imply that [ν, [ν, ν]] ' ∗.
It remains to show that i ◦ w3 is trivial on P6n−32 (2r ) and P6n−33 (2r ). Let f be the composite
P4n−2(2r ) ∨ S4n−2 −→ Mr −→ P2n(2r ), where the left-hand map is the skeletal inclusion. Let g
be the composite P4n−2(2) ∨ S4n−2 −→ Zr −→ P2n(2r ), where the left-hand map is the skeletal
inclusion. By Lemma 4.6 there is a homotopy commutative diagram
P2n−1(2r ) ∧ (P4n−2(2r ) ∨ S4n−2)1∧(a∨b)//
[ν, f ]

P2n−1(2r ) ∧ (P4n−2(2) ∨ S4n−2)
[ν,g]

P2n(2r ) P2n(2r ).
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Observe that the Whitehead product [ν, f ] factors through w3, and does so by including P6n−41 (2r ) ∨
P6n−32 (2r )∨ P6n−33 (2r ) into Σ (P2n(2r ))(3). Thus it suffices to show that i ◦ [ν, f ] ' ∗, or equivalently,
that i ◦ [ν, g] ◦ (1 ∧ (a ∨ b)) ' ∗.
Lemma 4.6 also shows that in the homotopy commutative diagram
P2n−1(2r ) ∧ (P4n−2(2r ) ∨ S4n−2) 1∧(a∨b) //
'

P2n−1(2r ) ∧ (P4n−2(2) ∨ S4n−2)
'

P6n−3(2r ) ∨ P6n−4(2r ) ∨ P6n−3(2r ) φ // P6n−3(2) ∨ P6n−4(2) ∨ P6n−3(2r )
the map φ is represented by a 3 × 3 matrix (with entry (i, j) corresponding to the i th summand of the
domain mapping to the j th summand of the range):
A =
ρ ◦ 2r−1 ∗ 1∗ ρ ∗
∗ ∗ 2
 .
The identity map on Pm(2) has order 4, but the composite Pm(4)
ρ−→ Pm(2) 2−→ Pm(2) is null
homotopic. Thus for all r ≥ 2 the (1, 1)-entry of the matrix A is trivial. Next, the (2, 2)-entry of A
composed with [ν, g] factors through the homotopy class [ν, [µ¯, µ¯]]. By the Jacobi and anti-symmetry
identities [ν, [µ¯, µ¯]] ' 2 · [[ν, µ¯], µ¯]. We have already seen that [[ν, µ¯], µ¯] is trivial, so [ν, [µ¯, µ¯]] is
trivial as well. Finally, [ν, g] restricted to the third column of A factors through the Whitehead product
[ν, r ], where r is the attaching map used to define τr (S2n) as a homotopy cofibre. Thus the (1, 3) and
(3, 3)-entries of A compose trivially with i ◦ [ν, g]. Hence i ◦ [ν, g] ◦ (1∧ (a∨b)) ' ∗ as required. 
5. James–Hopf invariants, Whitehead products, and the spaces τr(S2n)
In this section, we construct maps with which we will later muscle out much of the exponent
information used to prove Theorem 1.1.
Let wk : Σ X (k) −→ Σ X be the (k − 1)-fold iterated Whitehead product of the identity map on Σ X
with itself. Let h2 : ΩΣ X −→ ΩΣ X (2) be the second James–Hopf invariant.
Theorem 5.1. Suppose that X = Σ X ′, where X ′ is connected. Consider the composite
ΩΣ X (k)
Ωwk−→ ΩΣ X h2−→ ΩΣ X (2).
If k is odd, then h2 ◦Ωwk ' ∗. If k = 2 j , then h2 ◦Ωwk ' Ωφk—where φk is a finite sum of Whitehead
products w′j : ΣY ( j) −→ ΣY with Y = X (2). In particular, when k = 2 then φ2 ' 1 − (1, 2), where
(1, 2) interchanges the factors in Σ X (2).
Proof. The proof that h2 ◦Ωwk is a loop map can be found in [11, 3.10]. This follows as a consequence
of properties of a certain subgroup of [Xn, J (X)] called Kn . The author has been alerted by Fred Cohen
that these groups can be used to directly prove the formulas for h2 ◦ Ωwk given above, using the facts
that
h2([[x1, x2] . . . x2k+1]) = ∗
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and
h2([x1 . . . x2 j ]) = h2([x1 . . . x2 j−1]x2 j [x1 . . . x2 j−1]−1x−12 j )
= h2([x1 . . . x2 j−1])h2(x2 j [x1 . . . x2 j−1]−1x−12 j )
= h2([x1 . . . x2 j−1]−1x−12 j )
where each xi ∈ Kn . 
To belabour a point in Theorem 5.1, consider the k = 2 j case. Let ΣY ( j) w j−→ ΣY be the
( j − 1)-fold Whitehead product of the identity map on ΣY = Σ X (2). Theorem 5.1 provides us
with a map Σ X (k)
φk−→ Σ X (2) which is a finite sum, φk ' ⊕α wαj , where each wαj is a Whitehead
product ΣY ( j) −→ ΣY . Here wαj ' w j ◦ λα , where λ is some shuffle of the X -wedge factors
in ΣY ( j) ' Σ X (2 j). Since X = Σ X ′, we have λα ' Σ 2 j λ¯α , where λ¯α is a shuffle on Σ (X ′)(2 j).
Let λ = ⊕α Σ 2 j−1λ¯α . Then φk ' w j ◦ Σλ. Further, because the summands wαj of φk can be chosen
to be mutually nonhomotopic, the shuffles λα are independent, and so λ is a homotopy equivalence on
Y ( j). We record all this information in the following appendix to Theorem 5.1.
Lemma 5.2. With notation as in Theorem 5.1, when k = 2 j then φk ' w j ◦Σλ, where λ is a homotopy
equivalence on Y ( j) and w j is the ( j − 1)-fold Whitehead product of the identity map on ΣY = Σ X (2).

We begin now to define maps into and out of Ω P2n+1(2r ) when r ≥ 2. The maps out come from
James–Hopf invariants; the maps in come from looped Whitehead products, but must be chosen with
some care. This stems from the fact that we will eventually want to compose the looped Whitehead
products with the James–Hopf invariants, apply Theorem 5.1 to show the resulting maps are looped
Whitehead products, and then further compose into the spaces Ωτr (S2m) of Sections 3 and 4. Whitehead
products of length at least 3 composed into τr (S2m) are trivial, but Whitehead products of length 2 need
not compose trivially into τr (S2m). So some judicious choices of Whitehead products need to be made
in order to avoid the length 2 case.
Let h j : Ω P2n+1(2r ) −→ ΩΣ (P2n(2r ))(2 j ) be the ( j − 1)-fold iterate of h2. For any m ≥ 3, let
s : (Pm(2r ))(2) −→ P2m(2r ) be the pinch map, and let t : (Pm(2r ))(2) −→ P2m−1(2r ) be a map with
a right homotopy inverse.
Define h2 as the composite Ω P2n+1(2r ) h2−→ ΩΣ (P2n(2r ))(2) ΩΣs−→ Ω P4n+1(2r ). Let h j be the
( j − 1)-fold iterate of h2. Define ψ j as the composite
Ω P2n+1(2r ) h
j−1−→ Ω P2 j−1n+1(2r ) h2−→ ΩΣ (P2 j−1n(2r ))(2) ΩΣ t−→ Ω P2 jn(2r ).
The naturality of the James–Hopf invariant immediately implies the following Lemma.
Lemma 5.3. ψ j ' ΩΣ t ′ ◦ h j , where t ′ : (P2n(2r ))(2 j ) −→ P2 jn−1(2r ) has a right homotopy inverse.

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From Theorem 5.1 and Lemmas 5.2 and 5.3 we obtain a homotopy commutative diagram
ΩΣ (P2n(2r ))(2
j )
Ωw2 j //
Ωφ ))RRR
RRRR
RRRR
RRR
Ω P2n+1(2r )
ψ j //
h j

Ω P2
jn(2r )
ΩΣ (P2n(2r ))(2
j−1) ΩΣ t
′
// Ω P2
jn(2r )
where φ ' w2 ◦Σλ; w2 is the 2-fold Whitehead product of the identity on Σ (P2n(2r ))(2 j−1); and λ is a
homotopy equivalence on (P2n(2r ))(2
j ).
We wish to choose an inclusion i j : P2 j+1n(2r ) −→ Σ (P2n(2r ))(2 j ) in order to satisfy three
properties: (i) Σ t ′ ◦ φ ◦ i j ' ∗ (to avoid the possibility of length 2 Whitehead products composing
into τr (S2
jn)); (ii) the Hurwicz image of the adjoint of w2 j ◦ i j is the element ad2 j−1(v2n)(u2n−1)+ x ∈
H∗(Ω P2n+1(2r )), where ad2
j−1(v2n)(u2n−1) and x are linearly independent; and (iii) Σ s′ ◦ i j ' ∗,
where s′ : (P2n(2r ))(2 j ) −→ P2 j+1n(2r ) is the pinch map (to ensure that in our application of
Theorem 5.1 going from a low k to a higher j is trivial).
Let A = (P2n(2r ))(2 j−1) and B = P2 jn−1(2r ). The naturality of the Whitehead product with respect
to a suspended map gives a homotopy commutative diagram
Σ A ∧ A Σ t ′∧t ′ //
w2

Σ B ∧ B
w2

Σ A ∧ A φ //
Σλ
88qqqqqqqqqq
Σ A
Σ t ′ // Σ B
where each w2 is the respective Whitehead product of the identity with itself. Since t ′ has a right
homotopy inverse, so does t ′ ∧ t ′. As well, the pinch map A ∧ A s′−→ P2 j+1n(2r ) has a right homotopy
inverse. Thus Σ A ∧ A ' (Σ B ∧ B) ∨ P2 j+1n+1(2r ) ∨ ΣC for some space C , which is homotopy
equivalent to a wedge of mod-2r Moore spaces. Observe that the highest dimensional Moore space in
Σ B ∧ B is P2 j+1n−1(2r ). Thus any Moore space summand P2 j+1n(2r ) of Σ A ∧ A is also a summand
of ΣC .
We can now construct a map i j satisfying conditions (i) through (iii) above. Let ν andµ respectively be
the identity and Bockstein maps on P2n+1(2r ). Consider the mod-2r Whitehead product ad2 j−1(ν)(µ).
This has adjoint with the Hurewicz image ad2
j−1(v2n)(u2n−1). Note that ad2
j−1(ν)(µ) is homotopic to
a composite
P2
j+1n(2r )
i−→ Σ (P2n(2r ))(2 j ) ' Σ A ∧ A w2 j−→ P2n+1(2r )
for some inclusion i . Now define i j by the composite
P2
j+1n(2r )
i−→ Σ A ∧ A a−→ ΣC b−→ Σ A ∧ A
where a and b are chosen so that a ◦ b ' 1ΣC and Σ ((t ′ ∧ t ′)+ s′) ◦ b ' ∗. By construction, the map i j
satisfies conditions (i) through (iii).
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For k ≥ 2, define θk as the composite
Ω P2
k+1n(2r )
Ω ik−→ ΩΣ (P2n(2r ))(2k) Ωw2k−→ Ω P2n+1(2r ).
Lemma 5.4. Let n ≥ 2. For k, j ≥ 2, consider the composite
Ω P2
kn(2r )
Ωθk−→ Ω P2n+1(2r ) ψ j−→ Ω P2 jn(2r ).
If k = j then ψk ◦ Ωθk is homotopic to Ω2. If k < j , then ψk ◦ Ωθk is null homotopic. If k > j then
ψk ◦ Ωθk ' Ωφk, j , where φk, j is a finite sum of Whitehead products w′k− j : ΣY 2
(k− j) −→ ΣY with
Y = (P2 jn−1(2r ))(2). But if k = j + 1 then φ j+1, j ' ∗.
Proof. The description of φk, j in the k > j case follows from induction on Theorem 5.1 and the
definitions of θk and ψ j . When k = j + 1, the null homotopy φ j+1, j ' ∗ follows from condition (i) in
selecting the map ik used to define θk .
For the remaining cases, let X = (P2n(2r ))(k−1). Induction on Theorem 5.1 implies hk ◦ Ωw2k−1 '
Ω(e ◦ (1 − (1, 2))), where e is some self-equivalence of Σ X ∧ X and (1, 2) is the map switching
coordinates in Σ X ∧ X . If k = j , then the twist map (1, 2) implies by parity that ψk ◦ Ωθk ' Ω2.
If k < j , then (suppressing dimensional parameters so h j ' h j−k ◦ hk) we have h j ◦ Ωw2k−1 '
h j−k ◦ hk ◦ Ωw2k−1 ' h j−k ◦ Ω(e ◦ (1 − (1, 2))). By Lemma 5.3, ψ j factors through h j and so
ψ j ◦ Ωw2k−1 ' ψ j−k ◦ Ω(e ◦ (1 − Σ (1, 2))). But θk begins by using ik to include P2kn(2r ) into
Σ (P2n(2r ))(2
k−1) while ψ j begins by pinching Σ (P2n(2r ))(2
k−1) to P2
kn+1(2r ). Condition (iii) in the
definition of ik implies that the inclusion followed by the pinch is trivial. Hence ψk ◦ Ωθk ' ∗. 
Using Proposition 3.5 we can define the composite
ζ j : Ω P2n+1(2r ) ψ j−→ Ω P2 jn(2r ) −→ Ωτr (S2 jn) χ
r−1
r−→ S2 jn−1{2r−1}.
Theorem 5.5. Let n ≥ 2 and r ≥ 2. Consider the composite
λ : S2kn−1{2r } −→ Ω P2kn(2r ) Ωθk−→ Ω P2n+1(2r ) ζ j−→ S2 jn−1{2r−1}.
If k 6= j , then λ ' ∗. If k = j , then λ is homotopic to the composite S2kn−1{2r } −→ Ω P2kn(2r ) Ω2−→
Ω P2
kn(2r )
ζk−→ S2kn−1{2r−1}.
Proof. Since ζ j is defined by a factorization through ψ j , we can apply Lemma 5.4. The k ≤ j + 1 cases
now follow immediately. If k > j + 1, then Lemma 5.4 says that ψ j ◦Ωθk ' Ωφk, j where φk, j is a sum
of Whitehead products of length 2k− j ≥ 4. By Proposition 4.7, Whitehead products of length i ≥ 3 are
trivial when composed into τr (S2
jn). Thus ζ j ◦ Ωθk ' ∗. 
We establish some notation. For s ≥ 1, let Πs =∏∞j=2 S2 jn−1{2s}. Let
Ψ : Ω P2n+1(2r ) −→ Πr−1
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be defined by taking the product of the maps ζ j for 2 ≤ j ≤ ∞. Consider the map∏∞j=2Ω P2 jn(2r ) −→
Ω P2n+1(2r ) obtained by multiplying the maps Ωθ j . Restricting to the inclusions S2
jn−1{2r } −→
Ω P2
jn(2r ) for j ≥ 2 gives a map
Θ : Πr −→ Ω P2n+1(2r ).
Let$ : Π2 −→ Πr be the product of the maps S2 jn−1{22} ω−→ S2 jn−1{2r }.
Looping in order to multiply through the Hopf maps, Theorem 5.5 implies there is a null homotopy
Ω S2n−1 × ΩΠ2 1·Ω$−−→ Ω S2n−1 × ΩΠr Ω i ·ΩΘ−−→ Ω2P2n+1(2r ) ΩΨ−−→ ΩΠr−1
where i is the inclusion of the bottom cell. For the exponent purposes we have in mind, this sequence
of looped maps would suffice. However, it would be optimal if this null homotopy could be de-looped.
That this is the case is a consequence of the following Lemma, which describes a modularity property
for Whitehead products and James–Hopf invariants.
Lemma 5.6. Let X = Σ X ′ where X ′ is connected. Then for k ≥ 2, there is a homotopy commutative
diagram
ΩΣ X (k) × ΩΣ X Ωwk ·1 //
(h2◦Ωwk)×h2

ΩΣ X
h2

ΩΣ X (2) × ΩΣ X (2) µ // ΩΣ X (2)
where 1 is the identity map on ΩΣ X and µ is multiplication.
Proof. See [11, 3.12]. 
Corollary 5.7. For n ≥ 2 and r ≥ 2, there is a null homotopy
S2n−1 × Π2 1×$−−→ S2n−1 × Πr i ·Θ−−→ Ω P2n+1(2r ) Ψ−−→ Πr−1. 
6. Some preparatory homotopy fibrations
This section constructs some homotopy fibrations which will be used in Section 7 to determine upper
bounds for the homotopy exponent of Pm(2r ), r ≥ 2. We begin with some information concerning
homotopy decompositions of Ω Pm(2r ).
Theorem 6.1. Let m ≥ 3 and r ≥ 2. There is a homotopy fibration
Tm(2r )
∗−→ Rm(2r ) −→ Pm(2r )
satisfying the following properties:
(a) Rm(2r ) =∨n∈I Pn(2r ) maps to P2n+1(2r ) by a wedge sum of mod-2r Whitehead products;
(b) there is a homotopy decomposition Ω Pm(2r ) ' Tm(2r )× ΩRm(2r );
(c) there is an isomorphism H∗(Tm(2r )) ∼= H∗(Ω Sm × Ω2Sm) of coalgebras;
(d) if the Whitehead square [ιm−1, ιm−1] in pi2m−1(Sm) is not divisible by 2, then Tm(2r ) is atomic.
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Proof. See [4, 2.6,2.7], which gives the 2-primarly analogues of odd primary results in [7]. 
Let q : Pm(2r ) −→ Sm be the pinch map. Let s : Tm(2r ) −→ Ω Pm(2r ) have a left homotopy
inverse. Let q¯ be the composite Tm(2r )
s−→ Ω Pm(2r ) Ωq−→ Ω Sm .
Lemma 6.2. The map Ω Pm(2r )
Ωq−→ Ω Sm factors through q¯. If Tm(2r ) is given and the H-structure
determined by a splitting off Ω Pm(2r ), then q¯ is an H-map.
Proof. The mod-2r Whitehead products used to define Rm(2r ) −→ Pm(2r ) in Theorem 6.1 are all of
length at least 3, and so compose trivially into Sm . Since Ωq is an H -map, it is homotopic to the sum of
its restrictions to the factors of Ω Pm(2r ). Hence Ωq factors through Tm(2r ). That q¯ is then an H -map
follows from the homotopy commutative diagram
Tm(2r )× Tm(2r ) s×s //
q¯×q¯
**TTT
TTTT
TTTT
TTTT
T Ω P
m(2r )× Ω Pm(2r ) µ //
Ωq×Ωq

Ω Pm(2r ) //
Ωq

Tm(2r )
q¯

Ω S2n+1 × Ω S2n+1 µ // Ω S2n+1 Ω S2n+1. 
Wewish to translate the null composite of Corollary 5.7 into a corresponding statement for T 2n+1(2r ).
Lemma 6.3. Let n ≥ 2 and r ≥ 2. Let Mα be a Moore space summand of R2n+1(2r ). Let sα be the
restriction of R2n+1(2r ) −→ P2n+1(2r ) to Mα . Then the composite
ΩMα
Ωsα−→ Ω P2n+1(2r ) Ψ−→ Πr−1
is null homotopic.
Proof. Suppose the mod-2r Whitehead product sα has bracket length t = 2k · m, where (m, 2) = 1.
When Ψ is projected to the j th factor, we have the map ζ j — which by definition factors through the
map ψ j . By Lemma 5.3, ψ j factors through a map h j , an iterate of second James–Hopf invariants. We
now induct on Theorem 5.1.
First suppose that m 6= 1. Let j1 be such that 2 j1 < t < 2 j1+1. If j ≤ j1, then ψ j ◦ sα is a sum of
Whitehead products of length at least 3. These compose trivially into Ωτr (S2
jn) by Proposition 4.7, and
hence ζ j ◦ sα ' ∗. On the other hand, if j > j1 then ψ j ◦ sα ' ∗, and so ζ j ◦ sα ' ∗.
Next suppose that m = 1, so t = 2k . This case is requires a bit more explanation. The induction on
Theorem 5.1 implies we need only consider the case
ΩMα
Ωsα−→ Ω P2n+1(2r ) ψ2−→ Ω P4n(2r )
where sα has bracket length 4. Let ν andµ respectively be the identity and Bockstein maps on P2n+1(2r ).
There is only oneMoore space summand of R2n+1(2r ) of bracket length 4, and it maps into P2n+1(2r ) by
the mod-2r Whitehead product [[[µ, ν], µ], ν], which has Bockstein map [[[µ, ν], µ], µ]. Let ν¯ and µ¯
be the identity and Bockstein maps on P4n(2r ). Let v and u be the adjoints of ν and µ respectively,
and let v¯ and u¯ be the adjoints of ν¯ and µ¯ respectively. We wish to show that ψ2 ◦ [[[u, v], u], v]
and ψ2 ◦ [[[u, v], u], u] are null homotopic. First, observe that by [8, Section 8,9], anti-symmetry and
Jacobi identities hold for [[[u, v], u], u], and these show that [[[u, v], u], u] ' 2 · [[u, v], [u, u]]. Second,
observe that [u, u] is homotopic to the composite
P4n−2(2r ) E−→ Ω P4n(2r ) Ω i−→ ΩΣ (P2n(2r ))(2) Ωw2−→ Ω P2n+1(2r )
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where i is the inclusion of the bottom Moore space. By definition, ψ2 is the composite Ω P2n+1(2r )
h2−→
ΩΣ (P2n(2r ))(2) −→ Ω P4n(2r ). So ψ2 ◦ [u, u] factors through h2 ◦ Ωw2, which by Theorem 5.1 is
homotopic to Ωφ2 where φ2 ' 1− (1, 2). This lets us calculate in homology to show that ψ2 ◦ [u, u] '
2 · u¯. The Bockstein implies that we also have ψ2 ◦ [u, v] ' 2 · v¯. Third, let x = [u, v] and y = [u, u].
By [11, 3.8], h2([x, y]) = [h2(x), h2(y)] modulo brackets in x and y of lengths ≥3. Composing with
the loop map ΩΣ (P2n(2r ))(2) −→ Ω P4n(2r ) we obtain ψ2([x, y]) = [ψ2(x), ψ2(y)] = [2 · v¯, 2 · u¯]
modulo the images of brackets in x and y of length ≥3. Such a bracket in x and y, when written
in terms of u and v, is of length ≥6. We have already seen that such a bracket, composed with
χ¯r−1r : Ω P4n(2r)→ Ωτr (S4n)
χr−1r−→ S2n−1{2r−1}, is trivial. Thus
χ¯r−1r ◦ ψ2([[[u, v], u], u]) ' χ¯r−1r ◦ ψ2(2 · [[u, v], [u, u]]) ' χ¯r−1r (8 · [v¯, u¯]).
As β[[[u, v], u], v] = [[[u, v], u], u], and β[v¯, v¯] = 2 · [v¯, u¯], we also have χ¯r−1r ◦ψ2([[[u, v], u], v]) '
χ¯r−1r (4 · [v¯, v¯]).
Thus we are reduced to showing that χ¯r−1r (8 · [v¯, u¯]) and χ¯r−1r (4 · [v¯, v¯]) are null homotopic. We
will, in fact, prove a stronger statement — that χ¯r−1r (2 · [v¯, u¯]) and χ¯r−1r (·[v¯, v¯]) are null homotopic.
By Lemma 4.6, the mod-2r Whitehead product [ν¯, µ¯] on P4n(2r ) factors through the composite
P8n−2(2r ) a−→ P8n−2(2) ∨ S8n−2 c−→ Z4nr , where a = ρ + q and ρ is a reduction to a mod-2
Moore space. Since 2 · ρ ' ∗ we have 2 · [ν¯, µ¯] factoring through the sphere summand in the domain of
c. But c restricted to S8n−2 and composed into P4n(2r ) is the attaching map whose cofibre is τr (S4n).
Thus 2 · [ν¯, µ¯] composed into τr (S4n) is trivial, and so χ¯r−1r (2 · [v¯, u¯]) ' ∗. Next consider [v¯, v¯]. When
restricted to the bottom cell, Lemma 4.6 implies that S8n−2 i−→ P8n−1(2r) [v¯,v¯]−→ P4n(2r) factors through
the composite S8n−2 b−→ P8n−2(2)∨ S8n−2 c−→ Z4nr , where b = ∗+ 2. As c is coned off in τr (S4n), we
therefore have [v¯, v¯] ◦ i composing trivially to τr (S4n). Thus there is a homotopy commutative diagram
P8n−1(2r )
q //
[ν¯,ν¯]

S8n−1
γ

P4n(2r ) // τr (S4n)
for some map γ . Observe that the mod-2r Whitehead product [ν¯, ν¯] is natural with the pinch map, so γ
is a lift of w2 on S4n .
We wish to show that γ can be chosen to factor through τ1(S4n). Then the ωτ fibration of Lemma 3.3
implies Ωγ composed with χr−1r into S4n−1{2r−1} is trivial. That is, χ¯r−1r ([v¯, v¯]) ' ∗. Hence the one
Moore space summand of R2n+1(2r ) of bracket length 4 composes trivially with ζ2, and the proof of this
case is complete.
Here we have to back up a step and consider the Whitehead product w2 on P4n(2), as there is no
mod-2 Whitehead product [ν¯, ν¯]. On the other hand, w2 is natural with the map P4n(2) ω−→ P4n(2r ).
This extends, so the diagram in Lemma 4.6 is natural. We can now use this together with Lemmas 4.1
and 4.2 to show that γ can be chosen to factor through τ1(S4n).
In all cases, then, we have ζ j ◦ Ωsα ' ∗ for each j ≥ 2. Hence Ψ ◦ Ωsα ' ∗. 
Let Ψ¯ be the composite T 2n+1(2r ) s−→ Ω P2n+1(2r ) Ψ−→ Πr−1.
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Lemma 6.4. For n ≥ 2 and r ≥ 2, there is a homotopy commutative diagram
Ω P2n+1(2r ) Ψ //

Πr−1
T 2n+1(2r ) Ψ¯ // Πr−1.
Proof. It suffices to show that the composite θ : ΩR2n+1(2r ) −→ Ω P2n+1(2r ) Ψ−→ Πr−1 is null
homotopic. For then, whileΨ is not an H -map and so is not homotopic to the sum of its restrictions to the
factors of Ω P2n+1(2r ), it deviates from this sum by the Samelson products coming from interchanging
the order of the factors in the homotopy equivalence T 2n+1(2r ) × ΩR2n+1(2r ) s·t−→ Ω P2n+1(2r ).
Since Ψ is defined using James–Hopf invariants, the modularity property of Lemma 5.6 implies that
Ψ ◦ [s, t] ' [Ψ ◦ s,Ψ ◦ t]. We are assuming that Ψ ◦ t ' ∗, so Ψ ◦ [s, t] ' ∗ as well. Hence Ψ will
factor through T 2n+1(2r ).
The Whitehead product A ∗ B [1Σ A,1Σ B ]−−−−→ Σ A ∨ Σ B has a left homotopy inverse when looped, and
Ω(Σ A ∨ Σ B) ' Ω A × ΩB × Ω(A ∗ B). Applying this fact inductively to the wedge of Moore spaces
R2n+1(2r ) and again using the modularity property of Lemma 5.6, we see that θ is null homotopic if and
only if for every Moore space summand Mα of R2n+1(2r ), the composite ΩM
Ωsα−→ ΩR2n+1(2r ) θ−→
Πr−1 is null homotopic. This is the case by Lemma 6.3. 
Define the space V 2n+1(2r ) and the map f by the homotopy fibration
V 2n+1(2r ) f−→ T 2n+1(2r ) q¯−→ Ω S2n+1.
Lemma 6.2 implies this is a homotopy fibration of H -spaces and H -maps.
Corollary 6.5. For n ≥ 2 and r ≥ 2, there is a homotopy fibration
S2n−1 × Π2 −−−−→ V 2n+1(2r ) Ψ¯◦ f−−−−→ Πr−1.
Proof. By Corollary 5.7, the composite
S2n−1 × Π2 1×$−−→ S2n−1 × Πr i ·Θ−−→ Ω P2n+1(2r ) Ψ−−→ Πr−1
is null homotopic. Let Θ¯ be the composite Πr
Θ−→ Ω P2n+1(2r ) −→ T 2n+1(2r ), and let i¯ be the
composite S2n−1 i−→ Ω P2n+1(2r ) −→ T 2n+1(2r ). By Lemma 6.4 the composite S2n−1 × Π2 −→
S2n−1 × Πr i¯ ·Θ¯−→ T 2n+1(2r ) Ψ¯−→ Πr−1 is also null homotopic. The map Θ originated from the
Whitehead products θk on P2n+1(2r ) which compose trivially with q to S2n+1. Thus by Lemma 6.2,
q¯ ◦ (i¯ · Θ¯) ' ∗, and so i¯ · Θ¯ lifts to V 2n+1(2r ). This implies that there is a null homotopic composite
S2n−1×Π2
1×ω¯−−→ S2n−1×Πr −−→ V 2n+1(2r )
Ψ¯◦ f−−→ Πr−1. Thus there is a lift λ : S2n−1×Π2 −→ F ,
where F is the homotopy fibre of Ψ¯ ◦ f .
Recall from Section 5 that the maps θk were chosen (via the maps ik), so their adjoints have Hurewicz
images — up to perterbation by linearly independent elements — ad2
k−1(v)(u) ∈ H∗(Ω P2n+1(2r )).
Now calculations as in [4,5] show that λ∗ is a homology isomorphism and hence a homotopy
equivalence. 
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Let ϕ : P2n+1(2r ) −→ S2n+1{2r } be the inclusion. Composing with S2n+1{2r } −→ S2n+1 gives
the pinch map q . Let ϕ¯ be the composite T 2n+1(2r ) s−→ Ω P2n+1(2r ) Ωϕ−→ Ω S2n+1{2r }. There is a
homotopy pullback diagram
W 2n+1(2r ) // V 2n+1(2r ) //

Ω2S2n+1

W 2n+1(2r ) // T 2n+1(2r )
ϕ¯ //
q¯

Ω S2n+1{2r }

Ω S2n+1 Ω S2n+1
which defines W 2n+1(2r ). The double suspension gives a homotopy fibration
C(n)
χ−→ S2n−1 E2−→ Ω2S2n+1
which defines C(n) and χ .
Lemma 6.6. If n ≥ 2 and r ≥ 2, then there is a homotopy pullback diagram
C(n)× Π2 //
χ×1

W 2n+1(2r ) //

Πr−1
S2n−1 × Π2 //

V 2n+1(2r ) //

Πr−1
Ω2S2n+1 Ω2S2n+1.
Proof. The middle horizontal fibration is from Corollary 6.5. The top horizontal fibration follows as
in [6]. 
7. An upper bound on the exponent of Pm(2r)
First recall the following exponent results. By [2], C(n) has homotopy exponent 4. By [3, Section 4],
if r ≥ 2, then the maps Ω22r and 2r on Ω2S2n+1 are homotopic, so Ω2S2n+1{2r } is homotopic to
ΩQ, where Q is the fibre of the 2r power map on Ω S2n+1. By [5, 13.7], Q and hence S2n+1{2r }, have
homotopy exponent 2r . The space S2n+1{2} is known to have its homotopy exponent bounded above
by 8 [12, 2.34] (and is conjectured to have homotopy exponent equal to 4).
Lemma 7.1. For n ≥ 2 and r ≥ 2, there is a homotopy fibration
C(n)× Π2 −→ T 2n+1(2r ) −→ Ω S2n+1{2r } × Πr−1.
Proof. Using the maps T 2n+1(2r ) −→ Πr−1 and T 2n+1(2r ) ϕ¯−→ Ω S2n+1{2r }, there is a homotopy
pullback diagram
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X // W 2n+1(2r ) //

Πr−1

X // T 2n+1(2r ) //
ϕ¯

Ω S2n+1{2r } × Πr−1

Ω S2n+1{2r } Ω S2n+1{2r }.
By Lemma 6.6, the top horizontal row identifies X as C(n)× Π2. 
Corollary 7.2. If n ≥ 2 and r ≥ 3, then 2r+2 ·pi∗(T 2n+1(2r )) = 0. If r = 2, then 25 ·pi∗(T 2n+1(4)) = 0.

Before moving on to the even dimensional case of T 2n(2r ), we record an interesting fact which is a
consequence of Lemma 7.1. Theorem 7.3 is a 2-primary version of an odd primary theorem of Cohen,
Moore, and Neisendorfer [6], which states that for r ≥ 1, the pr -power map on Ω2S2n+1 factors through
the double suspension. A looped version of Theorem 7.3 is an unstated consequence of [4].
Theorem 7.3. For n ≥ 2 and r ≥ 2, there is a map φr : Ω2S2n+1 −→ S2n−1 and a homotopy
commutative diagram
Ω2S2n+1
φr //
2r'Ω22r

S2n−1
E2

Ω2S2n+1 Ω2S2n+1.
Proof. The homotopy fibration of Lemma 7.1 leads to a homotopy fibration diagram
Ω2S2n+1{2r } × ΩΠr−1 //

C(n)× Π2 //
χ×1

T 2n+1(2r ) // Ω S2n+1{2r } × Πr−1

Ω2S2n+1 × ΩΠr−1 //
Ω22◦pi1

S2n−1 × Π2 //
E2◦pi1

T 2n+1(2r ) //

Ω S2n+1 × Πr−1
Ω2◦pi1

Ω2S2n+1 Ω2S2n+1 // ∗ // Ω S2n+1
where pi1 is the projection onto the first factor. The Theorem follows from the lower leftmost square.

We now move to the even dimensional case, T 2n(2r ). Let gr be the map appearing in Corollary 3.4,
defined as the composite Ωτr (S2n)
Ωqr−→ Ω S2n H−→ Ω S4n−1.
Let H ′ be the composition of the second James–Hopf invariant Ω P2n(2r ) H−→ ΩΣ (P2n−1(2r ))(2)
with the loop of a pinch map from Σ (P2n−1(2r ))(2) to P4n−1(2r ). Let H be the composition
T 2n(2r ) −→ Ω P2n(2r ) H ′−→ Ω P4n−1(2r ) −→ T 4n−1(2r ).
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Lemma 7.4. For n ≥ 2 and r ≥ 2, there is a homotopy pullback diagram
S4n−3 ×W 4n−1(2r )

S4n−3 ×W 4n−1(2r )

S2n−1{2r } // T 2n(2r ) H //

T 4n−1(2r )
q¯

S2n−1{2r } // Ωτr (S2n)
gr // Ω S4n−1.
Proof. The naturality of the Hopf map gives a homotopy commutative diagram of second Hopf-
invariants
Ω P2n(2r )
H ′ //
Ωq

Ω P4n−1(2r )
Ωq

Ω S2n
H // Ω S4n−1.
The pinch map P2n(2r )
q−→ S2n factors through τr (S2n), while Ω P4n−1(2r ) Ωq−→ Ω S4n−1 factors
through q¯ by Lemma 6.2. This then determines a map from Ω P2n(2r ) into the homotopy pullback X of
gr and q¯ .
Restricting to T 2n(2r ) then gives a homotopy pullback
S2n−1{2r } //
f

T 2n(2r )
H //

T 4n−1(2r )
S2n−1{2r } // X // T 4n−1(2r )
where the homotopy fibre of H has been identified as S2n−1{2r } in [4, 2.7], and the pullback defines
the map f . Since f is an isomorphism in H2n( ) by connectivity, it is a homotopy equivalence, since
S2n−1{2r } is atomic. Hence X ' T 2n(2r ). 
In what follows, the product spaces Πi will have an extra dimensional parameter to indicate with
which spaces they are associated. For example, Π 4n−1r is the product space associated with T 4n−1(2r ).
Lemma 7.5. For n ≥ 2 and r ≥ 2, there is a homotopy fibration
S2n−1{2} × C(2n − 1)× Π 4n−12 −→ T 2n(2r ) −→ S2n−1{2r−1} × Ω S4n−1{2r } × Π 4n−1r−1
where the left-hand map restricted to S2n−1{2} factors through S2n−1{4}.
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Proof. Let Q = Ω S4n−1{2r } × Π 4n−1r−1 . First, by Lemma 7.1 there is a homotopy pullback diagram
S2n−1{2r } // Y //

C(2n − 1)× Π 4n−12
θ

S2n−1{2r } // T 2n(2r ) H //
H◦ f

T 4n−1(2r )
f

Q Q.
By Lemma 6.6, θ factors through S4n−1 × Π 4n−1r . Thus by Lemma 7.4, θ lifts through H , and so
Y ' S2n−1{2r } × C(2n − 1)× Π 4n−12 .
Next consider the composite λ : T 2n(2r ) −→ Ωτr (S2n) χ
r−1
r−→ S2n−1{2r−1}. By Corollary 3.4, the
composite of S2n−1{2r } −→ T 2n(2r ) with λ is homotopic to ρ. By Lemma 7.4 and the definition of λ,
we have λ ◦ θ ' ∗. Thus in the homotopy pullback diagram
X // Y
g //

S2n−1{2r−1}

X // T 2n(2r )
λ×(H◦ f ) //
H◦ f

S2n−1{2r−1} × Q

Q Q
we have g homotopic to the projection of Y ' S2n−1{2r } ×C(2n − 1)×Π 4n−12 to the factor S2n−1{2r }
and then composed with ρ. Hence X ' S2n−1{2}×C(2n−1)×Π 4n−12 , and this completes the proof. 
Corollary 7.6. If n ≥ 2 and r ≥ 3 then 2r+2 · pi∗(T 2n(2r )) = 0. If r = 2 then 25 · pi∗(T 2n(4)) = 0.

Iterating the homotopy decomposition in Theorem 6.1 shows that Ω Pm(2r ) is homotopy equivalent
to a product of the spaces T n(2r ), n ≥ m. Thus Corollaries 7.2 and 7.6 imply the following.
Theorem 7.7. If m ≥ 4 and r ≥ 3, then 2r+2 · pi∗(Pm(2r )) = 0. If r = 2. then 25 · pi∗(Pm(4)) = 0.

Remark 7.8. If S2n+1{2} has homotopy exponent 4 as conjectured, then the upper bounds for the
homotopy exponents of T 2n+1(4), T 2n(4), and Pm(4) all improve to 24.
8. The homotopy exponent of T2n+1(2r)
In this Section, we let the torsion parameter r vary. This results in some natural constructions which,
when r ≥ 4, improve the upper bound of 2r+2 on the homotopy exponent of T 2n+1(2r ) to give the
precise homotopy exponent of 2r+1. Along the way we prove a couple of results which have interest in
their own right, namely, Corollary 8.3 and Proposition 8.4.
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Suppose 1 ≤ s ≤ r . Let ω¯ be the composite
T 2n+1(2s) −→ Ω P2n+1(2s) Ωω−→ Ω P2n+1(2r ) −→ T 2n+1(2r ).
The 2-primary Whitehead product is natural with the map P2n+1(2s) ω−→ P2n+1(2r ). For example,
for any k ≥ 1, ω ◦ adk(νs)(µs) ' 2r−s · adk(νr )(µr ). In general, each occurance of µs in a mod-2r
Whitehead product on P2n+1(2s) gets replaced by 2r−s · µr when composed with ω. In particular, if
s ≥ 2 and r − s ≥ s, then ω ◦ adk(νs)(µs) ' ∗. Since the inclusion S2n−1{2r } −→ Ω P2n(2r ) is also
natural with respect to the maps ω and ρ of Section 2, for each j ≥ 2 we obtain a homotopy commutative
diagram
S2
jn−1{4} Ψ //
f j

Ω P2n+1(2s)
Ωω

S2
jn−1{4} Ψ // Ω P2n+1(2r )
where f j is the composite S2
jn−1{4} ω−→ S2 jn−1{2r−s+2} ρ−→ S2 jn−1{4} (which is trivial if
r − s ≥ 2). This diagram also homotopy commutes when Ω P2n+1(2r ) Ωω−→ Ω P2n+1(2r ) is replaced by
T 2n+1(2s) ω¯−→ T 2n+1(2r ). This is because the naturality of mod-2r Whitehead products with ω implies
there is a homotopy fibration diagram
Ω P2n+1(2s) //
Ωω

T 2n+1(2s) ∗ //
ω¯

R2n+1(2s) //

P2n+1(2s)
ω

Ω P2n+1(2r ) // T 2n+1(2r ) ∗ // R2n+1(2r ) // P2n+1(2r ).
Since ω is a suspension, Ωω is natural with respect to James–Hopf invariants. In particular, for
each j ≥ 2, there is a homotopy commutative diagram
Ω P2n+1(2s)
ψ j //
Ωω

Ω P2
jn(2s)
Ω(2r−s ·ω)

Ω P2n+1(2r )
ψ j // Ω P2
jn(2r ).
In Section 3, we saw that the inclusions P2n(2r ) −→ τr (S2n) are natural with respect to ω and ρ. The
same naturality holds for the homotopy fibration connecting maps Ωτr (S2n)
χr−1r−→ S2n−1{2r−1}. Thus for
each j ≥ 2, there is a homotopy commutative diagram
Ω P2n+1(2s)
ζ j //
Ωω

S2
jn−1{2s−1}
g j

Ω P2n+1(2r )
ζ j // S2
jn−1{2r−1}
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where g j is the composite S2
jn−1{2s−1} ω−→ S2 jn−1{22r−s−1} ρ−→ S2 jn−1{2r−1} (which is trivial if
r − s ≥ s − 1). By Lemma 6.4 this last diagram also homotopy commutes when Ω P2n+1(2r ) Ωω−→
Ω P2n+1(2r ) is replaced by T 2n+1(2s) ω¯−→ T 2n+1(2r ).
Altogether, noting as well that the homotopy fibration of Lemma 7.1 can be modified to give a
homotopy fibration S2n−1 ×Π2 −→ T 2n+1(2s) −→ Ω S2n+1 ×Πs−1, we obtain the following Lemma.
Lemma 8.1. For n ≥ 2 and 2 ≤ s < r , there is a homotopy fibration diagram
S2n−1 × Π2 //
2r−s×∏ f j

T 2n+1(2s) //
ω¯

Ω S2n+1 × Πs−1
1×∏ g j

S2n−1 × Π2 // T 2n+1(2r ) // Ω S2n+1 × Πr−1.
If r − s ≥ 2 then∏ f j is null homotopic. 
Corollary 8.2. For n ≥ 2, s ≥ 2, and r − s ≥ 2 there is a homotopy fibration diagram
Ω2C(n)× Ω2Π2 //
∗

Ω2T 2n+1(2s) //
Ω2ω¯

Ω3S2n+1{2s} × Ω2Πs−1
Ω3ω×Ω2(2r−s ·ω)

Ω2C(n)× Ω2Π2 // Ω2T 2n+1(2r ) // Ω3S2n+1{2r } × Ω2Πr−1.
Proof. On Ω2S2n−1, we have Ω24 ' 4. Thus for the map C(n) χ−→ S2n−1 we have Ω24 ◦ Ω2χ '
Ω2χ ◦4, but the 4th-power map onΩ2C(n) is trivial by [2]. The corollary now follows from Lemmas 6.6
and 8.1. 
Corollary 8.3. For n ≥ 2 and r ≥ 4, there is a lift
Ω4S2n+1{2r−2}
Ω4ω
vvmmm
mmm
mmm
mmm
m
Ω3T 2n+1(2r )
Ω3ϕ¯// Ω4S2n+1{2r }. 
Before pressing on with the application of the previous naturality results to the homotopy exponent of
Pm(2r ), we give an interesting Corollary of Lemma 8.1. Let D(n, r) be the homotopy fibre of the map
Ω2S2n+1 φr−→ S2n−1 appearing in Theorem 7.3. Let ∂r : Ω2S2n+1 −→ V 2n+1(2r ) be the homotopy
fibration connecting map associated with the fibration V 2n+1(2r ) −→ T 2n+1(2r ) q¯−→ Ω S2n+1.
Proposition 8.4. If n ≥ 2 and r ≥ 4, then there is a homotopy commutative diagram
Ω2S2n+1
φr // S2n−1
i

Ω2S2n+1
∂r // V 2n+1(2r )
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where i is the inclusion of the bottom cell. Consequently, there is a map D(n, r) −→ Ω2P2n+1(2r )
which is an injection in homology.
Proof. The homotopy commutative diagram follows directly from Lemmas 6.6 and 8.1. Thus D(n, r)
lifts through ∂r to ΩT 2n+1(2r ), which in turn is a retract of Ω2P2n+1(2r ) by Lemma 6.6. The homology
assertion is as in [10]. 
Remark 8.5. In the odd primary case, [10] shows that D(n, r) is a retract of Ω2P2n+1(pr ) provided that
r ≥ 2. Such a splitting cannot happen at the prime 2 for elementary homological reasons.
When r ≥ 4, we can now improve on the upper bound of 2r+2 for the exponent of T 2n+1(2r ) in
Corollary 7.2 to attain the precise homotopy exponent. Using the map S2n−1{2r−1} ρ−→ S2n−1{2r−2},
we obtain a composite T 2n+1(2r ) −→ Πr−1 −→ Πr−2. When r ≥ 4, the homotopy fibration of
Lemma 7.1 can be weakened slightly to give a homotopy fibration
C(n)× Π3 −→ T 2n+1(2r ) −→ Ω S2n+1{2r } × Πr−2.
Lemma 8.6. If n ≥ 2 and r ≥ 4, then there is a homotopy fibration
Ω4S2n+1{4} × Ω3C(n)× Ω3Π3 −→ Ω3T 2n+1(2r ) −→ Ω4S2n+1{2r−2} × Ω3Πr−2
where the right hand map projected to the first factor is the thrice-looped composite T 2n+1(2r ) ϕ¯−→
Ω S2n+1{2r } Ωρ−→ Ω S2n+1{2r−2}.
Proof. Consider the homotopy pullback diagram
C(n)× Π3 // X //

Ω S2n+1{4}
iL◦Ωω

C(n)× Π3 // T 2n+1(2r ) ϕ¯×Φ //

Ω S2n+1{2r } × Πr−2

Ω S2n+1{2r−2} × Πr−2 Ω S2n+1{2r−2} × Πr−2
where iL is the inclusion of the left factor. By Corollary 8.3, iL ◦ Ωω lifts through ϕ¯ × Φ once triple
looped. Hence Ω3X ' Ω4S2n+1{4} × Ω3C(n)× Ω3Π3. 
Corollary 8.7. If n ≥ 2 and r ≥ 4, then 2r+1 · pi∗(T 2n+1(2r )) = 0. 
9. The homotopy exponent of T2n(2r)
This section improves the upper bound of 2r+2 on the exponent of T 2n(2r ) to give the precise exponent
of 2r+1 provided that r ≥ 6. This is the last piece of the puzzle in proving Theorem 1.1, the exponent of
Pm(2r ).
We use some of the varying torsion arguments of Section 8, but they alone do not suffice. A new
space, to be named Kr , makes an appearance and most of this section is concerned with analyzing its
exponent before returning to the exponent of T 2n(2r ).
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We begin by affixing torsion parameters to two of the maps of Section 2. Let 1 ≤ s < t . The maps ω
and ρ will now be denoted by ωts : S2n+1{2s} −→ S2n+1{2t } and ρst : S2n+1{2t } −→ S2n+1{2s}.
Lemma 9.1. If r ≥ 2, there is a homotopy fibration
Proof. Consider the homotopy pullback
X //

S2n+1{4}ρ
2
r+2◦ωr+22 //
ωr+22

S2n+1{4}
S2n+1{2r } ω
r+2
r //
ρrr+2◦ωr+2r

S2n+1{2r+2}
ρ2r+2 //
ρrr+2

S2n+1{4}
S2n+1{2r } S2n+1{2r }.
Since r ≥ 2, we have ρ2r+2 ◦ ωr+22 ' ∗ and the Lemma follows. 
Define Kr by the homotopy pullback diagram
S2n−1{2r } // Kr //

Ω S4n−1{2r }

S2n−1{2r } // Ωτr (S2n)
gr // Ω S4n−1
where gr is the map introduced in Section 3. We wish to show that Kr has homotopy exponent 2r+1
provided r ≥ 4.
First, let λ be the composite λ : Kr −→ Ωτr (S2n) χ
r−2
r−→ S2n−1{2r−2}. Combining with Kr −→
Ω S4n−1{2r } gives a product map
Kr −→ S2n−1{2r−2} × Ω S2n−1{2r }.
Lemma 9.2. If r ≥ 3, there is a homotopy fibration
S2n−1{4} −→ Kr −→ S2n−1{2r−2} × Ω S2n−1{2r }.
Proof. The factorization of ρ in Lemma 3.3 implies there is a homotopy pullback
S2n−1{4} ω
r
2 // S2n−1{2r } ρ
r−2
r //

S2n−1{2r−2}

S2n−1{4} // Kr //

S2n−1{2r−2} × Ω S4n−1{2r }

Ω S4n−1{2r } Ω S4n−1{2r }. 
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Next comes a Lemma analogous to Corollary 4.4.
Lemma 9.3. If r ≥ 2, there is a homotopy commutative diagram
Ω S4n−1{2r+1}
Ωρrr+1 //
g

Ω S4n−1{2r }
Kr // Ω S4n−1{2r }
where g can be chosen so that the compositeΩ S4n−1{2r+1} g−→ Kr λ−→ S2n−1{2r−2} is null homotopic.
Proof. By Corollary 4.4, the map Ω S4n−1 Ω2−→ Ω S4n−1 factors as a composite
Ω S4n−1 f−→ Ωτr (S2n) gr−→ Ω S4n−1
for some map f . Note that the ωτ -pullback of Lemma 3.3 and the definition of gr imply that f can be
chosen to factor through the map Ωτ2(S2n)
Ωωτ−→ Ωτr (S2n). In particular, this says that the composite
Ω S4n−1 f−→ Ωτr (S2n) χ
r−2
r−→ S2n−1{2r−2} is null homotopic.
Recall that there is a homotopy pullback diagram
S4n−1{2r+1} //
ρrr+1

S4n−1
2

S4n−1{2r } // S4n−1.
The commutativity of this diagram together with f gives a pullback map
for some map g, which makes the entire diagram commute. In particular, the uppermost triangle proves
the commutativity of the diagram asserted by the Lemma.
It remains to show that λ ◦ g is null homotopic. By definition, λ is the composite Kr −→
Ωτr (S2n)
χr−2r−→ S2n−1{2r−2}. The diagram directly above therefore implies that λ ◦ g is homotopic to
the composite Ω S4n−1{2r+1} −→ Ω S4n−1 f−→ Ωτr (S2n) χ
r−2
r−→ S2n−1{2r−2}. But χr−2r ◦ f is null
homotopic, and so λ ◦ g is also null homotopic. 
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Lemma 9.4. If r ≥ 3, there is a composition
θ : Ω S2n−1{2r−2} × Ω2S4n−1{2r } γ−→ ΩKr −→ Ω S2n−1{2r−2} × Ω2S4n−1{2r }
which is homotopic to the diagonal mapΩ(ρr−2r ◦ωrr−2)×Ω2(ρrr+2◦ωr+2r ), and where 2r−1 ·pi∗(γ ) = 0.
Proof. When the map g in Lemma 9.3 and the inclusion S2n−1{2r } −→ Kr are looped and multiplied
in ΩKr , we obtain a composite
Ω S2n−1{2r } × Ω2S4n−1{2r+1} f−→ ΩKr −→ Ω S2n−1{2r−2} × Ω2S4n−1{2r }
which is homotopic to the diagonal map Ωρr−2r × Ω2ρrr+1. Define γ by preceeding f with the map
Ωωrr−2 × Ω2(ωr+1r−1 ◦ ρr−1r ).
Observe that γ factors through Ω S2n−1{2r−1} × Ω2S4n−1{2r−1}, a space with homotopy
exponent 2r−1 if r ≥ 3. Thus 2r−1·pi∗(γ ) = 0. Finally, note that there is a homotopy ρrr+1◦ωr+1r−1◦ρr−1r '
ρrr+2 ◦ ωr+2r . 
Proposition 9.5. If r ≥ 4 then 2r+1 · pi∗(Kr ) = 0.
Proof. From Lemmas 9.2 and 9.4 we obtain a homotopy pullback diagram
X //
f

Ω S2n−1{2r−2} × Ω2S4n−1{2r } θ //
γ

Ω S2n−1{2r−2} × Ω2S4n−1{2r }
Ω S2n−1{4} Ω i // ΩKr // Ω S2n−1{2r−2} × Ω2S4n−1{2r }.
The description of θ in Lemma 9.4 together with Lemma 9.1 implies that if r ≥ 4, then X is homotopy
equivalent to a product of four spaces, each of which has homotopy exponent 4. Further, i factors
through S2n−1{2r−2} −→ Kr — that is, Ω i factors through γ . Thus f has a right homotopy inverse
and Ω S2n−1{4} is one of the four factors of X . The homotopy fibre Z of f therefore has homotopy
exponent 4.
When r ≥ 4, we now have a homotopy fibration
Ω2S2n−1{2r−2} × Ω3S4n−1{2r } Ωγ−→ Ω2Kr −→ Z .
Since Z has homotopy exponent 4 and 2r−1 · pi∗(γ ) = 0 by Lemma 9.4, we have 2r+1 · pi∗(Kr ) = 0.

With the exponent of Kr in hand, we are finally ready to return to computing the exponent of T 2n(2r ).
In what follows, the fact that we only know the exponent of Kr for r ≥ 4 will inflate the torsion parameter
for which we can compute the exponent of T 2n(2r ) to r ≥ 6. If the exponent of Kr were known to be
2r+1 for r = 2 or r = 3, the exponent of T 2n(2r ) could be correspondingly lowered. (K1 lives in the
same grey area as does S2n+1{2} as far as exponents go.)
To simplify notation, let A = C(2n − 1)× Π 4n−15 and B = S2n−1{2r−4} × Π 4n−1r−4 .
Lemma 9.6. If n ≥ 2 and r ≥ 6, then there is a homotopy fibration
Ω3K4 × Ω3A −→ Ω3T 2n(2r ) −→ Ω4S4n−1{2r−4} × Ω3B.
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Proof. With r ≥ 6 we can consider the homotopy pullback diagram
S2n−1{24} × A // Z //

Ω S4n−1{24}

S2n−1{24} × A // T 2n(2r ) //

Ω S4n−1{2r } × B
Ωρ×1B

Ω S4n−1{2r−4} × B Ω S4n−1{2r−4} × B
where the middle row is an alteration of the homotopy fibration in Lemma 7.5. Let
θ : Ω2S4n−1{24} −→ S2n−1{24} × A
be the homotopy fibration connecting map for the top row. By Corollary 8.3 applied to T 4n−1(2r ) −→
Ω S4n−1{2r } and the construction of the middle fibration in Lemma 7.5, the projection of θ to A is null
homotopic when looped twice. ThusΩ3Z ' Ω2M×Ω3A, where M is the homotopy fibre of θ projected
to S2n−1{24}. But the description of T 2n(2r ) as a homotopy pullback in Lemma 7.4 together with the
pullback defining Kr implies that M ' ΩK4. 
Corollary 9.7. If n ≥ 2 and r ≥ 6, then 2r+1 · pi∗(T 2n(2r )) = 0. 
Combining Corollaries 8.7 and 9.7 with the iterated homotopy decomposition of Theorem 6.1, we
finally prove:
Theorem 9.8. If m ≥ 3 and r ≥ 6 then 2r+1 · pi∗(Pm(2r )) = 0. 
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