Artificial neural networks (ANNs), for a first time, were successfully developed for the prediction partial molar heat capacity of aqueous solutions at infinite dilution for various polar aromatic compounds over wide range of temperatures (303.55-623.20 K) and pressures (0.1-30.2 MPa). Two three-layered feed forward ANNs with back-propagation of error were generated using three (the heat capacity in T = 303.55 K and P = 0.1 MPa, temperature and pressure) and six parameters (four theoretical descriptors, temperature and pressure) as inputs and its output is partial molar heat capacity at infinite dilution. It was found that properly selected and trained neural networks could fairly represent dependence of the heat capacity on the molecular descriptors, temperature and pressure. Mean percentage deviations (MPD) for prediction set by the models are 4.755 and 4.642, respectively.
Introduction
Heat capacities of organic solutes in water are of great interest for calculating thermodynamic properties of organic aqueous systems at super ambient conditions. The temperature integration of the heat capacity data allows obtaining the standard chemical potentials and activity coefficients needed for calculating phase and chemical equilibria at conditions of interest for geochemistry, power cycle chemistry and hydrothermal technologies. 1, 2 Only a limited amount of data are available at upper temperatures and pressures. The main reason is certainly a time consuming and costly task of the calorimeter construction since commercial instruments allowing the heat capacity determination over a range of temperatures do not have the precision necessary for the calculation of heat capacity. For this reason, it is very valuable to predict the heat capacity at higher temperatures and pressures using minimum number of experiments. The prediction of physicochemical and biological properties/activities for organic molecules is the main objectives of the quantitative structure-property/ activity relationships (QSPRs/QSARs). [3] [4] [5] [6] [7] [8] [9] QSPR/QSAR models are obtained on the basis of the correlation between the experimental values of the property/activity and descriptors reflecting the molecular structure of the respective compounds. Since these theoretical descriptors are determined solely from computational methods, a priori predictions of the properties/activities of compounds are possible, no laboratory measurements are needed thus saving time, space, materials, equipment and alleviating safety (toxicity) and disposal concerns. 10, 11 Various methods for constructing QSPR/QSAR models have been used including multi-parameter linear regression (MLR), principal component analysis (PCA) and partial least-squares regression (PLS). [12] [13] [14] [15] In addition, artificial neural networks (ANNs) have become popular due to their success where complex non-linear relationships exist amongst data. [16] [17] [18] ANNs are biologically inspired computer programs designed to simulate the way in which the human brain processes information. 18 ANNs gather their knowledge by detecting the patterns and relationships in data, not from programming. The wide applicability of ANNs stems from their flexibility and ability to model non-linear systems without prior knowledge of an empirical model. For these reason in recent years, ANNs have been used to a wide variety of chemical problems such as simulation of mass spectra, ion interaction chromatography, aqueous solubility and partition coefficient, simulation of nuclear magnetic resonance spectra, prediction of bioconcentration factor, solvent effects on reaction rate, prediction normalized polarity parameter in mixed solvent systems, acidity constant of organic compounds and dielectric constant of binary mixtures. In this work an ANN model, for a first time, was generated for prediction partial molar heat capacity of aqueous solutions at infinite dilution for various polar aromatic compounds over wide range of temperatures (303.55-623.20 K) and pressures (0.1-30.2 MPa) using three inputs (the partial molar heat capacity at infinite dilution for the various aqueous solutions at T = 303.55 K and P = 0.1 MPa, temperature and pressure). In the next step, a MLR model was constructed between the heat capacity of the compounds and four theoretical descriptors. Then an ANN model using the theoretical descriptors, temperature and pressure was con-structed for prediction the heat capacity and the results were compared with the experimental values of them.
Methods and Procedure
Data set. A reliable database is critically important for the training of ANNs. Very recently partial molar heat capacity at infinite dilution have been determined for different aqueous solutions of polar aromatic compounds at various temperatures and pressures. 1, 2 In this work, the data for aqueous solutions of phenol, o-cresol, m-cresol, p-cresol, aniline, o-toluidne, m-toluidine, p-toluidine, m-aminophenol and o-diaminobenzene that they have at least eight values for the heat capacity at various temperatures and pressures have been used as data set. The data set was randomly divided into three groups: a training set, a validation set and a prediction set consisting of 74, 21 and 21 data, respectively. 18, 19 The training and validation sets were used for the model generation and the prediction set was used for evaluation of the generated model, because a prediction set is a better estimator of the ANN generalization ability than a monitoring (validation) set.
Descriptor generation. In order to calculate the theoretical descriptors, the z-matrices (molecular models) were constructed with the aid of HyperChem 7.0 and molecular structures were optimized using AM1 algorithm. 42 In order to calculate theoretical descriptors, the molecular geometries of molecules were further optimized by Dragon package version 2.1. 43 For this purpose the output of the HyperChem software for each compound fed into the Dragon program and the descriptors were calculated. As a result, a total of 1481 theoretical descriptors were calculated for each compound in the data sets (11 compounds).
Feature selection. The theoretical descriptors were reduced by the following methods: 1) descriptors that are constant or nearly constant have been eliminated, because these descriptors can not define the variation of the property with structure; 2) in order to decrease the redundancy existing in the descriptors data matrix, the correlation coefficients for all pairs of remaining descriptors were determined. If a correlation coefficient was higher than 0.91, the descriptor with lower correlation with the heat capacity was eliminated; 44, 45 3) the method of stepwise multi-parameter linear regression was used to select the most important descriptors and to calculate the coefficients relating the heat capacity to the descriptors. 15 The MLR models were generated using spss/pc software package release 10.0.
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Neural network generation. The specification of a typical neural network model requires the choice of the type of inputs, the number of hidden layers, the number of neurons in each hidden layer and the connection structure between the inputs and the output layers. Three-layer networks with sigmoidal transfer function for neurons were designed. The initial weights were randomly selected between 0 and 1. Before training, the input and output values were normalized between 0.1 and 0.9. The optimization of the weights and biases was carried out according to the resilient back-propagation algorithm. 46 For evaluation predictive power of the networks, the trained ANNs were used to predict the heat capacity for 21 aqueous solutions included in the prediction set. The performances of ANNs are evaluated by the mean percentage deviation (MPD) and root-mean square error (RMSE), which are defined as follows:
where P i exp and P i cal are experimental and calculated values of the heat capacity using the models.
Individual percent deviation (IPD) is defined as follows:
The processing of the data was carried using Matlab 6.5.
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The neural networks were implemented using Neural Network Toolbox Ver. 4.0 for Matlab.
48

Results and Discussion
Prediction the heat capacity without theoretical descriptors. There are no theoretical principles for choosing the proper network topology; so different structures were tested in order to obtain the optimal hidden neurons and training cycles. 18, 19 Before training the network, the numbers of nodes in the hidden layer were optimized. In order to optimize the number of nodes in the hidden layer, several training sessions were conducted with different numbers of hidden nodes (from one to eleven). The root mean squared error of training (RMSET) and validation (RMSEV) sets were plotted versus the number of iterations for different number of neurons at the hidden layer and the minimum value of RMSEV was recorded as the optimum value. Plot of RMSET and RMSEV versus the number of nodes in the hidden layer has been demonstrated in Figure 1 . It is clear that nine nodes in hidden layer is optimum value.
This network consists of three inputs including the partial molar heat capacity at infinite dilution for the various aqueous solutions (at T = 303.55 K and P = 0.1 MPa), temperature and pressure. Then an ANN with architecture 3-9-1 was generated. It is note worthy that training of the network was stopped when the RMSEV started to increases i.e. when overtraining begins. The overtraining causes the ANN to loose its prediction power. 32 Therefore, during training of the networks, it is desirable that iterations are stopped when overtraining begins. To control the overtraining of the network during the training procedure, the values of RMSET and RMSEV were calculated and recorded to monitor the extent of the learning in various iterations.
Results obtained showed that after 17250 iterations the value of RMSEV started to increase and overfitting began ( Figure 2 ). The generated ANN was then trained using the training set for optimization of the weights and biases. For evaluation predictive power of the generated ANN, an optimized network was applied for prediction the heat capacity of different aqueous solutions at various temperatures and pressures in the prediction set, which were not used in the modeling procedure. Values of partial molar heat capacity for different aqueous solutions of various polar aromatic compounds along with the calculated and IPD values at various temperatures and pressures for training, validation and prediction sets have been shown in Table 1 Similarly, the correlation of (cal) values versus (exp) in prediction set gives equation (5) The correlation coefficient (R), RMSE, MPD and statistical F-value of the model for total, training, validation and prediction sets show potential of the ANN model for simulation the complicated nonlinear relationship between the partial molar heat capacity at infinite dilution for aqueous solutions of the various polar aromatic compounds on the heat capacity in T = 303.55 K and P = 0.1 MPa, temperature and pressure (Table 2) .
Prediction the heat capacity using theoretical descriptors. After feature selection (see section methods and procedure), multi-parameter linear correlation of the heat capacity versus the molecular descriptors in the training set gives the results in Table 3 . It can be seen that four descriptors are appeared in the MLR model. These descriptors are: complementary information content (neighborhood symmetry of 0-order) (CIC0), geary autocorrelation-lag3/ weighted by atomic masses (GATS3m), radia distribution function-5.0/weighted by atomic masses (RDF050m) and 3D-MoRSF-signal 08/weighted by atomic polarizabilities (Mor08p).
The The next step in this work is the generation of the ANN model using theoretical descriptors. The artificial neural network consists of six inputs (including four descriptors appearing in the MLR model, temperature and pressure) and one output for . Plot of RMSET and RMSEV versus the number of nodes in the hidden layer has been demonstrated in Figure 4 . It is clear that three nodes in hidden layer is optimum value.
Then an ANN with architecture 6-3-1 was generated. To 
control the overtraining of the network during the training procedure, the values of RMSET and RMSEV were calculated and recorded to monitor the extent of the learning in various iterations. Results obtained show that overfitting does not exist for this ANN and training is stop after 80000 iterations ( Figure 5 ).
For evaluation predictive power of the generated ANN, an optimized network was applied for prediction the heat capacity of different aqueous solutions at various temperatures and pressures in the prediction set.
Values of the partial molar heat capacity for different aqueous solutions of various polar aromatic compounds along with the calculated and IPD values at various temperatures and pressures for training, validation and prediction sets have been shown in Table 1 .
As can be seen the calculated values of the heat capacity are in good agreement with those of the experimental values. The correlation equation for all of the calculated values of the heat capacity from the ANN model and the experimental a N is number of data set; R is the correlation coefficient between calculated and the experimental values of the partial molar heat capacity at infinite dilution; MPD is mean percent deviation; RMSE is root mean square error and F is the statistical F-value. Similarly, the correlation of (cal) values versus (exp) in prediction set gives equation (8) The results demonstrate that the MPD value for values in the prediction set is 4.642.
Plot of IPD for Cp values in prediction set versus the experimental values of it has been illustrated in Figure 6 . As can be seen the model did not show proportional and systematic error, because the propagation of errors in both sides of zero are random.
The correlation coefficient (R), RMSE, MPD and statistical F-value of the model for total, training, validation and prediction sets show potential of the ANN model for prediction the heat capacity of the aqueous solutions at various temperatures and pressures (Table 4) .
As a result, it was found that the properly selected and trained neural networks could fairly represent the dependence of the heat capacity of the aqueous solutions on theoretical descriptors, temperatures and pressure.
Conclusions
Two types of inputs have been applied for prediction partial molar heat capacity of aqueous solutions at infinite dilution for various polar aromatic compounds (including phenol, o-cresol, m-cresol, p-cresol, aniline, o-toluidine, mtoluidine, p-toluidine, m-aminophenol, p-aminophenol and o-diaminobenzene) over wide range of temperatures (303.55 -623.20 K) and pressures (0.1-30.2 MPa) using artificial neural network models. In these models macroscopic and microscopic properties of the compounds along with temperature and pressure have been used as inputs and their output is the partial molar heat capacity. The MPD values of the models for prediction set are 4.755 and 4.642, respectively. Then the optimized neural network could simulate the complicated nonlinear relationship between the partial molar heat capacity for various polar aromatic compounds on the heat capacity in T = 303.55 K and P = 0.1 MPa (or theoretical molecular descriptors), temperature and pressure. As a result ANNs can be used to predict the heat capacity at higher temperatures and pressures using minimum number of experiments. b N is number of data set; R is the correlation coefficient between calculated and the experimental values of the partial molar heat capacity at infinite dilution; MPD is mean percent deviation; RMSE is root mean square error and F is the statistical F-value.
