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This paper studies an evolutional type inverse problem of identifying the radiative
coeﬃcient of heat conduction equation when the over-speciﬁed data is given. Problems
of this type have important applications in several ﬁelds of applied science. Being different
from other ordinary inverse coeﬃcient problems, the unknown coeﬃcient in this paper
depends on both the space variable x and the time t. Based on the optimal control
framework, the inverse problem is transformed into an optimization problem and a new
cost functional is constructed in the paper. The existence, uniqueness and stability of the
minimizer of the cost functional are proved, and the necessary conditions which must be
satisﬁed by the minimizer are also given. The results obtained in the paper are interesting
and useful, and can be extended to more general parabolic equations.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study an evolutional type inverse problem of recovering the radiative coeﬃcient of heat conduction
equation from some additional conditions. Problems of this type have important applications in several ﬁelds of applied
science. The problem can be stated in the following form:
Problem P. Consider the following heat conduction equation
∂u
∂t
= ∂
2u
∂x2
− q(x, t)u, (x, t) ∈ Q = (0,1) × (0, T ], (1.1)
u(x,0) = φ(x), x ∈ (0,1), (1.2)
ux(0, t) = ux(1, t) = 0, t ∈ (0, T ] (1.3)
where φ(x) is a given smooth function on interval (0,1) and q(x, t) is an unknown coeﬃcient in (1.1). Assume that
u(x j, tn) = g0(x j, tn), j = 1,2, . . . , J ; n = 1,2, . . . ,N; (1.4)
is given, where
0< x1 < x2 < · · · < x J < 1, 0< t1 < t2 < · · · < tN−1 < tN = T ,
and g0(x, t) is a known function in Q . We shall determine the functions u and q satisfying (1.1)–(1.4).
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the parabolic problem (1.1)–(1.3) consists of the determination of the solution u(x, t) from the given initial–boundary value
conditions, which is often referred as a direct problem. The tasks of inverse heat problems are detection of heat conduction
properties of the medium from some information about the solution, i.e., the determination of the unknown coeﬃcient(s)
in the heat equation from some additional information about u(x, t). The unknown coeﬃcient q(x, t) in (1.1) is called the
radiative coeﬃcient which is often related to the medium properties. The extra condition (1.4) means that there are J
thermocouples distributed on the interval (0,1) and the temperature data g0(x j, tn) is measured at t = t1, t = t2, . . . , t = tN ,
respectively.
Problem P has great practical signiﬁcance in physics. However, it is known to be severely ill-posed in mathematics. In the
sense of Hadamard, the mathematical model for a physical problem which is called well posed has to have the properties
of existence, uniqueness and stability of the solution. If one of the properties fails to hold, it is called ill-posed (see [16,
19,23,30]). It should be pointed out that problem P is under-determined in mathematics, namely that by the given extra
condition (1.4) one may not identify the unknown coeﬃcient q(x, t) uniquely and stably. Firstly, from Eq. (1.1) one can easily
get the following formula:
q(x, t) = uxx − ut
u
. (1.5)
Then, by the interpolation and smoothing technique, we can obtain a new smooth function g(x, t) from (1.4) such that
g(x j, tn) = g0(x j, tn), j = 1,2, . . . , J ; n = 1,2, . . . ,N. (1.6)
Since the construction of g is not unique, it can be easily seen from (1.5) and (1.6) that q is not unique as well. Secondly,
the solution does not depend continuously on the input data, i.e., for a special selected set of data gk which satisﬁes (1.6),
we have
‖gk‖ → 0, ‖qk‖ → ∞,
as k → ∞, where qk is obtained from gk . In fact, it can be seen from (1.5) that in order to obtain q(x, t) we have to compute
the numerical derivatives of g(x, t) with respect to x and t , particularly the second derivative with respect to x. Since the
measurement error is inevitable, a small perturbation in g(x, t) may result in a big change in q(x, t), which may make the
obtained results meaningless.
In this paper, we consider another kind of extra condition which is given in the following form:
u(x, t) = g(x, t), (x, t) ∈ Q , (1.7)
where g(x, t) is obtained from (1.4) by interpolation and extrapolation method. As indicated above, the inverse problem
of recovering the unknown coeﬃcient q(x, t) from the extra condition (1.7) is still ill-posed even if g ∈ C2,1(Q ). The extra
condition (1.7) facilitates theoretical analysis, while in practice the appropriate form is (1.4).
Motivated by numerous industrial, physical and some other applications, the inverse problem of identifying the radiative
coeﬃcient in the heat conduction equation has been extensively explored. However, most of the available results are based
on the basic assumption that the radiative term depends only on the space variable or the time variable. The inverse
problem of identifying the unknown coeﬃcient q(x) in the following parabolic equation
ut − u + q(x)u = 0, (x, t) ∈ Q ,
from the ﬁnal overdetermination data u(x, T ) has been investigated by several authors, e.g., in Refs. [4,5,18,19,26,27,29,31].
The purely time dependent case, i.e., ﬁnding a radiative parameter q(t) in the following diffusion equation:
ωt −ωxx + q(t)ω = ψ(x, t), 0 x 1, 0< t  T ,
has been considered by several authors (see, for instance, [2,3,7–12]). For the general case in which the unknown coef-
ﬁcient(s) depend(s) on both spatial and temporal variables, the available results are few. In [28], an inverse problem of
recovering the diffusion coeﬃcient k(u) in the following nonlinear heat conduction equation:
∂u
∂t
− ∂
∂x
(
k(u)
∂u
∂x
)
= 0, (x, t) ∈ (0,1) × (0, T ],
from additional observations
u(xm, t) = φm(t), xm ∈ (0,1), m = 1,2, . . . ,M,
has been studied carefully by using the Tikhonov regularization method. The gradient iteration method and the parametric
identiﬁcation algorithm are applied to obtain the numerical solution (k,u). Recently, the case of k = k(ux) has been consid-
ered carefully in [22]. In [14], by a time semi-discrete scheme, the authors transform problem P into a sequence of inverse
problems in which the unknown coeﬃcients are purely spatially dependent. The existence, uniqueness and stability of the
solution (q,u) are obtained by the optimization method. However, the construction of the control functional in [14] is so
complicated that the deduction of the smoothness for q(x, t) is very diﬃcult.
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by the creative work in [6,25] where an evolutional type inverse problem arising in option pricing is resolved completely,
we construct a new optimal control functional which is simpler than that in [14]. The existence, uniqueness and stability of
q(x, t) are obtained in a natural way and thus the long and tedious derivation in [14] is avoided. The main diﬃculty in the
paper is that for any given g0(x j, tn), the construction of g(x, t) is not unique. But we obtain that
as ‖gk − g0‖ → 0, ‖qk − q0‖ → 0, k = 1,2, . . . ,
where gk satisﬁes
gk(x j, tn) = g0(x j, tn), k = 1,2, . . . ,
and q0 and qk are reconstructed from g0 and gk , respectively. Therefore, the inverse problem of recovering q(x, t) from the
measurement data g(x, t) is stable. The accuracy is determined by the quantity of thermocouples on the interval (0,1) and
the frequency of measurement.
The paper is organized as follows. In Section 2, problem P is transformed into an optimal control problem P1 and some
prior estimates for the direct problem are deduced. The existence and the necessary condition of the optimal solution are
established in Sections 3 and 4. In Section 5, we obtain the uniqueness of the optimal solution. The stability of the optimal
solution is shown in the last section.
2. Optimal control problem
Assume that φ(x) is a given function which is consistent with the homogeneous Neumann boundary condition and
satisﬁes
φ(x) 0, φ(x) = 0, (2.1)
and
φ(x) ∈ C2,α[0,1], (2.2)
for some α > 0.
The condition (2.1) is imposed to rule out the trivial case φ ≡ 0, when obviously nothing can be determined. For the
purely space dependent case q = q(x), the authors of [26] have proved the following uniqueness for non-negative initial
temperature.
Lemma 2.1. Assume that φ(x) satisﬁes (2.1). Then we have q1(x) = q2(x) if u1(x, T ) = u2(x, T ).
By the time semi-discrete scheme proposed in [14] and Lemma 2.1, one can easily obtain the uniqueness of q(x, t) for
the inverse problem P. However, to the authors’ knowledge, these kinds of results seem to be open for general initial
temperature φ(x) without any restriction condition.
The well-known Schauder’s theory for parabolic equations (see [17,24]) guarantees that, for any given positive coeﬃcient
q(x, t) ∈ Cα, α2 (Q¯ ), there exists a unique solution, u(x, t) ∈ C2+α,1+ α2 (Q¯ ), to the direct problem (1.1)–(1.3).
Consider the following optimal control problem P1:
Find q¯(x, t) ∈ A such that:
J (q¯) = min
q∈A J (q), (2.3)
where
J (q) = 1
2
∫
Q
∣∣u(x, t;q) − g(x, t)∣∣2 dxdt + N
2
∫
Q
(|∇q|2 + |Dtq|2)dxdt, (2.4)
A = {q(x, t) ∣∣ 0<α  q β, q ∈ H1(Q ) ∩ L∞([0, T ], H1(0,1))}. (2.5)
Here α and β are two given positive constants. By H1 we denote the usual Sobolev spaces (see [1]), i.e.,
‖q‖H1(Q ) =
(∫
Q
|Dtq|2 dxdt +
∫
Q
|∇q|2 dxdt
) 1
2
.
u(x, t;q) is the solution of (1.1)–(1.3) for a given coeﬃcient q(x, t) ∈ A and N is the regularization parameter.
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Ω ⊂ Rn , we have
∇ = ∂
∂x1
e1 + ∂
∂x2
e2 + · · · + ∂
∂xn
en,
where ei is the unit vector in the xi-direction. Since the method used in the paper is also applicable for general multidi-
mensional problems, we continue to use the symbol and on this occasion |∇q|2 = | ∂q
∂x |2. The symbol Dt in (2.4) denotes the
differential operator in t-direction.
Remark 2.2. The requirement on q(x, t) > 0 is not essential. For q(x, t) with lower bound k < 0, we can use the transform
ω(x, t) = u(x, t)e(k−1)t , which satisﬁes
ωt −ωxx +
(
q(x, t) − k + 1)ω = 0.
Then we have
q(x, t) − k + 1> 0.
So the same kind of inverse problem for function ω(x, t) is constituted with q(x, t)−k+1> 0. We can use the optimization
technique proposed in this paper to recover q(x, t) − k + 1.
Remark 2.3. The assumption of q ∈ H1(Q ) ∩ L∞([0, T ], H1(0,1)) is essential, which guarantees that the second integral
term in (2.4) is well deﬁned. Furthermore, for any q ∈ A, we have q ∈ C 12 , 14 (Q¯ ) (the proof is shown in Lemma 3.1). By the
illustration above we know that the direct problem (1.1)–(1.3) is well posed in the sense of Hadamard.
For the additional condition (1.7), we assume that g(x, t) satisﬁes the following condition:
g(x, t) ∈ L2(Q ). (2.6)
Remark 2.4. The condition (2.6) is acceptable in practice. In fact, by the interpolation and smoothing technique, we may
obtain some more smooth function g(x, t) from (1.4), e.g., g(x, t) ∈ C2,1(Q ) ∩ C1,0(Q¯ ). But it is not necessary to do so.
On one hand the temperature data may not have suﬃcient smoothness in physics, on the other hand the smoothness of
g(x, t) is not essential for the inverse problem. For g ∈ L2(Q ), it is suﬃcient to guarantee the control functional (2.4) is well
deﬁned. By the optimization method, we can always guarantee the existence of q(x, t) for any given g(x, t). The key point
is to illustrate the uniqueness and stability of q(x, t), especially the stability.
Remark 2.5. The control functional (2.4) is appropriate for the continuous observations (1.7). If we need to deal with the
discrete case (1.4), we shall consider the following optimal control problem P1′:
Find q¯(x, t) ∈ A such that:
J (q¯) = min
q∈A J (q),
where
J (q) = 1
2
N∑
n=1
J∑
j=1
∣∣u(x j, tn;q) − g(x j, tn)∣∣2 + N2
∫
Q
(|∇q|2 + |Dtq|2)dxdt, (2.7)
and A is the admissible set (2.5).
It should be mentioned that the two problems P1 and P1′ are not equivalent in general. By the discussion in Section 1,
we know that there may exist many functions q such that the ﬁrst sum term in (2.7) is equal to zero. However, for general
observations g(x, t) ∈ L2(Q ), the ﬁrst integration in (2.4) may not be zero for any q ∈ A.
We would like to give a heuristic rather than rigorous explanation for the relations between the two problems. For the
sake of simplicity, we assume that the measurement points are equidistant, i.e.,
x j = jh, j = 1,2, . . . , J ; tn = nτ , n = 1,2, . . . ,N,
where the mesh parameters h and τ are deﬁned as follows
h = 1
J + 1 , τ =
T
N
.
If we rewrite (2.7) in the following form:
J (q) = hτ
2
N∑
n=1
J∑
j=1
∣∣u(x j, tn;q) − g(x j, tn)∣∣2 + N2
∫ (|∇q|2 + |Dtq|2)dxdt,
Q
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hτ
2
N∑
n=1
J∑
j=1
∣∣u(x j, tn;q) − g(x j, tn)∣∣2 → 12
∫
Q
∣∣u(x, t;q) − g(x, t)∣∣2 dxdt.
Therefore, problem P1′ can be taken as, neglecting some constant factor, an approximating problem of P1. The discrete
form (2.7) facilitates numerical realization, but it is not suitable for theoretical analysis. Since the main purpose of the
paper is theoretical analysis, we use (2.4) instead of (2.7) as the control functional.
For the sake of convenience we have used the symbol C to denote different constants throughout the paper.
Lemma 2.2. Let u(x, t) be the solution of (1.1)–(1.3), where q(x, t) ∈ A is a given function. Then for u(x, t) we have the following
estimates
max
Q¯
∣∣u(x, t)∣∣ C max[0,1]
∣∣φ(x)∣∣, (2.8)
∫
Q
u2 dxdt  C
1∫
0
φ2 dx. (2.9)
The proof of Lemma 2.2 is standard (see, for instance, [17,24]).
From (2.6) and Lemma 2.2, it can be easily seen that the control functional (2.4) is well deﬁned for any q ∈ A.
3. Existence
From the Sobolev imbedding theorem (see [1,24]), it is well known that
W 2,12 (Q ) ⊂ Cα,
α
2 (Q¯ ),
and for any u ∈ W 2,12 (Q ) we have
‖u‖
Cα,
α
2 (Q¯ )
 C‖u‖W 2,12 (Q ),
where 0<α  12 . However, for q ∈ A we have the similar results.
Lemma 3.1. For any q ∈ A, there exists a constant C such that
‖q‖
Cα,
α
2 (Q¯ )
 C, (3.1)
where 0<α  12 .
Proof. For any 0 < β < α  12 , we have C
β,
β
2 (Q¯ ) is compactly imbedded into Cα,
α
2 (Q¯ ). So we only need to prove (3.1) for
the case α = 12 .
From the deﬁnition of A, we have
max
0tT
1∫
0
|∇q|2 dx C . (3.2)
Then for any (x, t), (y, t) ∈ Q , we have
∣∣q(y, ·) − q(x, ·)∣∣=
∣∣∣∣∣
y∫
x
qξ (ξ, ·)dξ
∣∣∣∣∣

y∫
x
∣∣qξ (ξ, ·)∣∣dξ

( y∫
x
∣∣qξ (ξ, ·)∣∣2 dξ
) 1
2
·
( y∫
x
dξ
) 1
2
 C |y − x| 12 , (3.3)
where we have used (3.2).
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D = {(ξ, τ ) ∣∣ x ξ  x+ √t − s, s τ  t}⊂ Q .
Then we have
∫
D
qτ (ξ, τ )dξ dτ =
x+√t−s∫
x
(
q(ξ, t) − q(ξ, s))dξ
= (q(xˆ, t) − q(xˆ, s))√t − s, (3.4)
where xˆ = x+ θ√t − s, 0 θ  1.
By noticing that∫
Q
|qt |2 dxdt  C,
we obtain from (3.4)
∣∣q(xˆ, t) − q(xˆ, s)∣∣= (t − s)− 12 ∫
D
qτ (ξ, τ )dξ dτ
 (t − s)− 12
(∫
D
dξ dτ
) 1
2
·
(∫
D
|qτ |2 dξ dτ
) 1
2
 (t − s) 34− 12
(∫
Q
|qt |2 dxdt
) 1
2
 C(t − s) 14 . (3.5)
Therefore, from (3.3) and (3.5) we have∣∣q(x, t) − q(x, s)∣∣ ∣∣q(x, t) − q(xˆ, t)∣∣+ ∣∣q(xˆ, t) − q(xˆ, s)∣∣+ ∣∣q(xˆ, s) − q(x, s)∣∣
 C(t − s) 14 .
This completes the proof of Lemma 3.1. 
Theorem 3.2. Assume that g(x, t) satisﬁes (2.6). Then there exists a minimizer q¯ ∈ A of J (q), i.e.,
J (q¯) = min
q∈A J (q).
Proof. Let (un,qn) be a minimizing sequence, namely
inf
q∈A J (q) J (qn) infq∈A J (q) +
1
n
.
Since J (qn) C and qn ∈ A, and thanks to the particular structure of J we deduce
‖qn‖H1(Q ) + max
0tT
‖qn‖H1(0,1)  C (C is independent of n).
By Lemma 3.1 we obtain
‖qn‖
C
1
2 ,
1
4 (Q¯ )
 C .
Thus ∥∥un(x, t)∥∥
C
1
2 ,
1
4 (Q¯ )
 C (C is independent of n),∥∥un(x, t)∥∥
C2+
1
2 ,1+ 14 (ω)
 C, ∀ω Q .
Therefore we can select a subsequence of qn and un , again denoted by qn and un , such that
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(
0 α < 1
2
)
,
un(x, t) → u¯(x, t), uniformly in Cα, α2 (Q¯ ) ∩ C2+α,1+
α
2
loc (Q ).
One easily checks that (q¯(x, t), u¯(x, t)) satisﬁes (1.1)–(1.3). By the Lebesgue control convergence theorem and the weak
semicontinuity of the L2 norm we obtain
J (q¯) lim inf
n→∞ J (qn) = minq∈A J (q).
Hence, J (q¯) = minq∈A J (q).
This completes the proof of Theorem 3.2. 
4. Necessary condition
Theorem 4.1. Let q¯ be the solution of the optimal control problem (2.3). Then there exists a triple of functions (u, v; q¯) satisfying the
following system:⎧⎨
⎩
ut − uxx + q¯u = 0, (x, t) ∈ Q ,
u(x,0) = φ(x), x ∈ (0,1),
ux(0, t) = ux(1, t) = 0, t ∈ (0, T ],
(4.1)
⎧⎨
⎩
−vt − vxx + q¯v = u(x, t) − g(x, t), (x, t) ∈ Q ,
v(x, T ) = 0, x ∈ (0,1),
vx(0, t) = vx(1, t) = 0, t ∈ [0, T )
(4.2)
and ∫
Q
uv(q¯ − h)dxdt + N
∫
Q
[∇q¯ · ∇(h − q¯) + Dtq¯ · Dt(h − q¯)]dxdt  0 (4.3)
for any h ∈ A.
Proof. For any h ∈ A and 0 δ  1, we have
qδ ≡ (1− δ)q¯ + δh ∈ A.
Then
Jδ ≡ J (qδ) = 1
2
∫
Q
∣∣u(x, t;qδ) − g(x, t)∣∣2 dxdt + N
2
∫
Q
(|∇qδ |2 + |Dtqδ|2)dxdt. (4.4)
Let uδ be the solution to Eqs. (1.1)–(1.3) with given q = qδ . Since q¯ is an optimal solution, we have
d Jδ
dδ
∣∣∣∣
δ=0
=
∫
Q
[
u(x, t; q¯) − g(x, t)]∂uδ
∂δ
∣∣∣∣
δ=0
dxdt + N
∫
Q
[∇q¯ · ∇(h − q¯) + Dtq¯ · Dt(h − q¯)]dxdt  0. (4.5)
Let u˜δ ≡ ∂uδ∂δ , direct calculations lead to the following equation:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂
∂t
(u˜δ) − ∂
2
∂x2
(u˜δ) + qδ u˜δ = (q¯ − h)uδ,
u˜δ(x,0) = 0,
∂ u˜δ
∂x
(0, t) = ∂ u˜δ
∂x
(1, t) = 0.
(4.6)
Let ξ = u˜δ |δ=0, then ξ satisﬁes⎧⎨
⎩
ξt − ξxx + q¯ξ = (q¯ − h)u,
ξ(x,0) = 0,
ξx(0, t) = ξx(1, t) = 0.
(4.7)
From (4.5) we have∫ [
u(x, t; q¯) − g(x, t)]ξ(x, t)dxdt + N ∫ [∇q¯ · ∇(h − q¯) + Dtq¯ · Dt(h − q¯)]dxdt  0. (4.8)Q Q
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⎩
L∗v ≡ −vt − vxx + q¯v = u(x, t) − g(x, t),
v(x, T ) = 0,
vx(0, t) = vx(1, t) = 0,
(4.9)
where L∗ is the adjoint operator of the operator L.
From (4.7) and (4.9) we have
T∫
0
1∫
0
(ξL∗v − vLξ)dxdt =
1∫
0
ξ v
∣∣∣∣∣
t=T
t=0
dx = 0, (4.10)
which implies that∫
Q
[
u(x, t; q¯) − g(x, t)]ξ(x, t)dxdt = ∫
Q
uv(q¯ − h)dxdt. (4.11)
Combining (4.8) and (4.11), one can easily obtain that∫
Q
uv(q¯ − h)dxdt + N
∫
Q
[∇q¯ · ∇(h − q¯) + Dtq¯ · Dt(h − q¯)]dxdt  0.
This completes the proof of Theorem 4.1. 
Corollary 4.2. Let q¯, u and v be the functions deﬁned above. Then, for any h ∈ A, we have∫
Q s
uv(q¯ − h)dxdt + N
∫
Q s
[∇q¯ · ∇(h − q¯) + Dtq¯ · Dt(h − q¯)]dxdt  0 (4.12)
for any s ∈ [0, T ], where Q s = [0,1] × [0, s].
Proof. Let δ > 0 and ηδ ∈ C1[0, T ] be a cut-off function such that
ηδ(t) =
{
1, 0 t  s,
0, s + δ  t  T .
Note that A is a convex set, for any h ∈ A,
h˜ = q¯ + ηδ(h − q¯) ∈ A.
From Theorem 4.1 we have∫
Q
uv(q¯ − h˜)dxdt + N
∫
Q
[∇q¯ · ∇(h˜ − q¯) + Dtq¯ · Dt(h˜ − q¯)]dxdt  0.
This yields∫
Q
{
uv(q¯ − h) + N[∇q¯ · ∇(h − q¯) + Dtq¯ · Dt(h − q¯)]}ηδ(t)dxdt  0.
Letting δ → 0, we obtain the result. 
5. Uniqueness
We shall require g(x, t) also satisﬁes
max
Q¯
∣∣g(x, t)∣∣ G, (5.1)
where G is a positive constant. Since g(x, t) represents the temperature in physics, it is reasonable to make the assumption
above.
Lemma 5.1. For Eq. (4.2) we have the following estimate:
max
(x,t)∈Q
∣∣v(x, t)∣∣ C .
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⎩
vτ − vxx + q¯v = u(x, T − τ ) − g(x, T − τ ),
v|τ=0 = 0,
vx(0, τ ) = vx(1, τ ) = 0.
Let
W =max
Q
|u − g| ± v.
By direct calculations we have⎧⎨
⎩
LW ≡ Wτ − Wxx + q¯W  0,
W |τ=0  0,
Wx(0, τ ) = Wx(1, τ ) = 0.
By the maximum principle, we get W  0, i.e.,
|v|max
Q
|u − g|.
From Lemma 2.2 and (5.1), we get
max
(x,t)∈Q
∣∣v(x, t)∣∣ C .
This completes the proof of Lemma 5.1. 
Let q1(x, t) and q2(x, t) be two minimizers of the control problem P1 and {ui, vi} (i = 1,2) be solutions of system (4.1)–
(4.2) in which q¯ = qi (i = 1,2), respectively.
Setting
u1 − u2 = U , v1 − v2 = V , q1 − q2 = Q,
then U and V satisfy⎧⎨
⎩
Ut − Uxx + q1U = −Qu2,
U (x,0) = 0,
Ux(0, t) = Ux(1, t) = 0,
(5.2)
⎧⎨
⎩
−Vt − Vxx + q1V = U − Qv2,
V (x, T ) = 0,
Vx(0, t) = Vx(1, t) = 0.
(5.3)
Lemma 5.2. For Eq. (5.2) we have the following estimate:
‖U‖L∞([0,T ],L2[0,1])  C‖Q‖L2(Q ).
Proof. From Eq. (5.2) we have for 0< t  T
1∫
0
t∫
0
(
U2
2
)
t
dxdt +
t∫
0
1∫
0
U2x dxdt +
t∫
0
1∫
0
q1U
2 dxdt = −
t∫
0
1∫
0
Qu2U dxdt.
By noticing (2.5) and Lemma 2.2, we have
1∫
0
U2
2
∣∣∣∣∣
(x,t)
dx+
t∫
0
1∫
0
U2x dxdt + α
t∫
0
1∫
0
U2 dxdt  C
t∫
0
1∫
0
|Q|2 dxdt + 3α
4
t∫
0
1∫
0
U2 dxdt.
Then we have
1∫
0
U2
2
∣∣∣∣∣
(x,t)
dx+
t∫
0
1∫
0
U2x dxdt +
α
4
t∫
0
1∫
0
U2 dxdt  C
t∫
0
1∫
0
|Q|2 dxdt,
which implies the conclusion.
This completes the proof of Lemma 5.2. 
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‖V ‖L∞([0,T ],L2[0,1])  C‖Q‖L2(Q ).
Proof. From Eq. (5.3) we have for 0 t < T
−
T∫
t
1∫
0
Vt V dxdt −
T∫
t
1∫
0
VxxV dxdt +
T∫
t
1∫
0
q1V
2 dxdt =
T∫
t
1∫
0
(U − v2Q)V dxdt.
Integrating by parts we obtain that
1∫
0
V 2
2
∣∣∣∣∣
(x,t)
dx+
T∫
t
1∫
0
V 2x dxdt +
T∫
t
1∫
0
q1V
2 dxdt =
T∫
t
1∫
0
(U − v2Q)V dxdt.
From Lemmas 5.1 and 5.2, we have
1∫
0
V 2
2
∣∣∣∣∣
(x,t)
dx+
T∫
t
1∫
0
V 2x dxdt  C
T∫
t
1∫
0
|U − v2Q|2 dxdt + 2α
T∫
t
1∫
0
V 2 dxdt −
T∫
t
1∫
0
q1V
2 dxdt
 C
T∫
t
1∫
0
U2 dxdt + C
T∫
t
1∫
0
|Q|2 dxdt + α
T∫
t
1∫
0
V 2 dxdt
 C
T∫
t
1∫
0
|Q|2 dxdt + α
T∫
t
1∫
0
V 2 dxdt.
From Gronwall’s inequality we obtain
1∫
0
V 2 dx+
T∫
0
1∫
0
V 2x dxdt  C
T∫
0
1∫
0
|Q|2 dxdt.
This completes the proof of Lemma 5.3. 
Theorem 5.4. Let q1(x, t), q2(x, t) be twominimizers of the optimal control problem P1. Assume that g(x, t) satisﬁes (2.6) and q1(x, t),
q2(x, t) satisfy
q1(x,0) = q2(x,0), x ∈ (0,1).
Then we have
q1(x, t) = q2(x, t), a.e. in Q .
Proof. By taking h = q2 when q¯ = q1 and taking h = q1 when q¯ = q2 in (4.12), we have∫
Q s
u1v1(q1 − q2)dxdt + N
∫
Q s
[∇q1 · ∇(q2 − q1) + Dtq1 · Dt(q2 − q1)]dxdt  0, (5.4)
∫
Q s
u2v2(q2 − q1)dxdt + N
∫
Q s
[∇q2 · ∇(q1 − q2) + Dtq2 · Dt(q1 − q2)]dxdt  0, (5.5)
where {ui, vi} (i = 1,2) are solutions of system (4.1)–(4.2) with q¯ = qi (i = 1,2), respectively.
From (5.4) and (5.5) we have
N
∫
Q s
[∣∣∇(q1 − q2)∣∣2 + ∣∣Dt(q1 − q2)∣∣2]dxdt 
∫
Q s
(u1v1 − u2v2)(q1 − q2)dxdt

∫
Q s
(u1v1 − u2v1 + u2v1 − u2v2)(q1 − q2)dxdt

∫
(U v1 + V u2)Qdxdt. (5.6)
Q s
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Q s
|Q · DtQ|dxdt 
∫
Q s
|Q|2 dxdt +
∫
Q s
|DtQ|2 dxdt,
we have∫
Q s
Q · DtQdxdt −
∫
Q s
|Q|2 dxdt 
∫
Q s
|DtQ|2 dxdt. (5.7)
From (5.6) and (5.7) we obtain that∫
Q s
(Q · DtQ + |∇Q|2 − |Q|2)dxdt  1
N
∫
Q s
(U v1 + V u2)Qdxdt. (5.8)
This yields
1∫
0
Q2
2
∣∣∣∣∣
t=s
dx+
∫
Q s
|∇Q|2 dxdt 
∫
Q s
|Q|2 dxdt + 1
N
∫
Q s
(U v1 + V u2)Qdxdt
 C
∫
Q s
|Q|2 dxdt + C
∫
Q s
|U v1 + V u2|2 dxdt
 C
∫
Q s
|Q|2 dxdt + C
∫
Q s
v21U
2 dxdt + C
∫
Q s
u22V
2 dxdt. (5.9)
From Lemmas 2.2, 5.1–5.3 and (5.9) we have
1∫
0
Q2
2
∣∣∣∣∣
t=s
dx+
∫
Q s
|∇Q|2 dxdt  C
∫
Q s
|Q|2 dxdt + C
∫
Q s
U2 dxdt + C
∫
Q s
V 2 dxdt
 C
∫
Q s
|Q|2 dxdt. (5.10)
Therefore, from Gronwall’s inequality and (5.10) we obtain
max
t∈[0,T ]
1∫
0
Q2 dx+
∫
Q
|∇Q|2 dxdt  0. (5.11)
This completes the proof of Theorem 5.4. 
6. Stability
In the previous section, we have obtained the uniqueness of the optimal solution. In this section, we will discuss the
stability of the solution.
We assume that the “real” ﬁnal observation g(x, t) is attainable, i.e., there exists a q ∈ A with u(x, t;q) = g(x, t), and
that an upper bound δ for the noise level∥∥gδ − g∥∥L2(Q )  δ, (6.1)
of the observation is known a priori. Let qδ ∈ A be the minimizer of (2.4) with g replaced by gδ and {uδ, vδ} be the solution
of system (4.1)–(4.2) in which q¯ = qδ and g = gδ . Assume that
q|t=0 = q0(x), qδ
∣∣
t=0 = qδ0(x), x ∈ (0,1),
where q0(x) and qδ0(x) are two known functions. Being different from the previous section, here q0(x) and q
δ
0(x) are not
required to be equivalent.
Setting
uδ − u = U δ, vδ − v = V δ, qδ − q = Qδ,
Z.-C. Deng et al. / J. Math. Anal. Appl. 362 (2010) 210–223 221then U δ and V δ satisfy⎧⎨
⎩
U δt − U δxx + qδU δ = −Qδu,
U δ(x,0) = 0,
U δx(0, t) = U δx(1, t) = 0,
(6.2)
⎧⎨
⎩
−V δt − V δxx + qδV δ = U δ − vQδ −
(
gδ − g),
V δ(x, T ) = 0,
V δx (0, t) = V δx (1, t) = 0.
(6.3)
Lemma 6.1. For Eq. (6.2) we have the following estimate:∥∥U δ∥∥L∞([0,T ],L2[0,1])  C∥∥Qδ∥∥L2(Q ). (6.4)
The proof is similar to that of Lemma 5.2.
Lemma 6.2. For Eq. (6.3) we have the following estimate:∥∥V δ∥∥L∞([0,T ],L2[0,1])  C∥∥Qδ∥∥L2(Q ) + C∥∥gδ − g∥∥L2(Q ). (6.5)
Proof. From Eq. (6.3) we have for 0 t < T
−
T∫
t
1∫
0
V δt V
δ dxdt −
T∫
t
1∫
0
V δxxV
δ dxdt +
T∫
t
1∫
0
qδ
∣∣V δ∣∣2 dxdt =
T∫
t
1∫
0
[
U δ − vQδ − (gδ − g)]V δ dxdt.
Integrating by parts we obtain that
1∫
0
|V δ|2
2
∣∣∣∣∣
(x,t)
dx+
T∫
t
1∫
0
∣∣V δx ∣∣2 dxdt +
T∫
t
1∫
0
qδ
∣∣V δ∣∣2 dxdt =
T∫
t
1∫
0
[
U δ − vQδ − (gδ − g)]V δ dxdt.
This yields
1∫
0
|V δ|2
2
∣∣∣∣∣
(x,t)
dx+
T∫
t
1∫
0
∣∣V δx ∣∣2 dxdt +
T∫
t
1∫
0
qδ
∣∣V δ∣∣2 dxdt
 C
T∫
t
1∫
0
∣∣U δ − vQδ − (gδ − g)∣∣2 dxdt + α
2
T∫
t
1∫
0
∣∣V δ∣∣2 dxdt
 C
T∫
t
1∫
0
∣∣Qδ∣∣2 dxdt + C
T∫
t
1∫
0
∣∣U δ∣∣2 dxdt + C
T∫
t
1∫
0
∣∣gδ − g∣∣2 dxdt + α
2
T∫
t
1∫
0
∣∣V δ∣∣2 dxdt
 C
T∫
t
1∫
0
∣∣Qδ∣∣2 dxdt + C
T∫
t
1∫
0
∣∣gδ − g∣∣2 dxdt + α
2
T∫
t
1∫
0
∣∣V δ∣∣2 dxdt,
where we have used estimate (6.4).
Then by noticing (2.5) we have
1∫
0
|V δ|2
2
∣∣∣∣∣
(x,t)
dx+
T∫
t
1∫
0
∣∣V δx ∣∣2 dxdt + α2
T∫
t
1∫
0
∣∣V δ∣∣2 dxdt  C
T∫
t
1∫
0
∣∣Qδ∣∣2 dxdt + C
T∫
t
1∫
0
∣∣gδ − g∣∣2 dxdt,
which implies the conclusion.
This completes the proof of Lemma 6.2. 
Theorem 6.3. Let q(x, t), qδ(x, t) be the minimizers of the optimal control problem P1 corresponding to g(x, t), gδ(x, t), respectively.
Then there exists a constant C such that∥∥qδ − q∥∥L∞([0,T ],L2[0,1]) + ∥∥∇(qδ − q)∥∥L2(Q )  C(∥∥qδ0 − q0∥∥L2[0,1] + ∥∥gδ − g∥∥L2(Q )).
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Q s
uδvδ
(
qδ − q)dxdt + N ∫
Q s
[∇qδ · ∇(q − qδ)+ Dtqδ · Dt(q − qδ)]dxdt  0, (6.6)
∫
Q s
uv
(
q − qδ)dxdt + N ∫
Q s
[∇q · ∇(qδ − q)+ Dtq · Dt(qδ − q)]dxdt  0, (6.7)
where {u, v} and {uδ, vδ} are solutions of system (4.1)–(4.2) with q¯ = q and q¯ = qδ , respectively.
By the similar deduction used in Theorem 5.4, we obtain that∫
Q s
(Qδ · DtQδ + ∣∣∇Qδ∣∣2 − ∣∣Qδ∣∣2)dxdt  1
N
∫
Q s
(
U δvδ + V δu)Qδ dxdt. (6.8)
This yields
1∫
0
|Qδ|2
2
∣∣∣∣∣
t=s
dx+
∫
Q s
∣∣∇Qδ∣∣2 dxdt  1
2
1∫
0
∣∣qδ0 − q0∣∣2 dx+
∫
Q s
∣∣Qδ∣∣2 dxdt + 1
N
∫
Q s
(
U δvδ + V δu)Qδ dxdt
 1
2
1∫
0
∣∣qδ0 − q0∣∣2 dx+ C
∫
Q s
∣∣Qδ∣∣2 dxdt + C ∫
Q s
∣∣U δvδ + V δu∣∣2 dxdt
 1
2
1∫
0
∣∣qδ0 − q0∣∣2 dx+ C
∫
Q s
∣∣Qδ∣∣2 dxdt + C ∫
Q s
∣∣vδ∣∣2∣∣U δ∣∣2 dxdt
+ C
∫
Q s
u2
∣∣V δ∣∣2 dxdt. (6.9)
From Lemmas 2.2, 5.1, 6.1, 6.2 and (6.9) we have
1∫
0
|Qδ|2
2
∣∣∣∣∣
t=s
dx+
∫
Q s
∣∣∇Qδ∣∣2 dxdt  C ∫
Q s
∣∣Qδ∣∣2 dxdt + 1
2
1∫
0
∣∣qδ0 − q0∣∣2 dx+ C
∫
Q s
∣∣gδ − g∣∣2 dxdt. (6.10)
Therefore, from Gronwall’s inequality and (6.10) we obtain that
max
t∈[0,T ]
1∫
0
∣∣Qδ∣∣2 dx+ ∫
Q
∣∣∇Qδ∣∣2 dxdt  C
1∫
0
∣∣qδ0 − q0∣∣2 dx+ C
∫
Q
∣∣gδ − g∣∣2 dxdt.
This completes the proof of Theorem 6.3. 
Remark 6.1. Since the initial value of the unknown coeﬃcient cannot be reconstructed (the information of the initial value
of q(x, t) is not contained in the input data g(x, t), which can be easily seen from (1.1)), it is reasonable to discuss the
relationship between the optimal solution and its corresponding initial value. If q(x, t) and qδ(x, t) are assumed to satisfy
q(x,0) = qδ(x,0), x ∈ (0,1),
then we have from Theorem 6.3 the following stability estimate
max
t∈[0,T ]
1∫
0
∣∣qδ − q∣∣2 dx C ∫
Q
∣∣gδ − g∣∣2 dxdt.
7. Concluding remarks
In this paper, we solve the inverse problem P of recovering the radiative coeﬃcient q(x, t) in the following heat conduc-
tion equation
ut − uxx + q(x, t)u = 0
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the space variable or the time variable, the problem discussed in the paper contains two independent variables x and t ,
which is often referred as the evolutional type inverse problem. Such problem has been considered carefully in [14] by the
time semi-discrete scheme, which can be regarded as, in a sense, breaking up the whole into pieces. Undoubtedly the idea
in [14] is effective, but the deduction is rather diﬃcult. In this paper, we view the problem P as a whole and construct a
new cost functional to replaced the old one in [14]. The existence, uniqueness and stability of the minimizer for the cost
functional are established.
The method used in the paper is not only applicable for the one-dimensional inverse problem, but also can be applied
to multidimensional problems, e.g., the determination of q(x, t) in the following equation:
ut − u + q(x, t)u = 0, (x, t) ∈ Q = Ω × (0, T ],
where Ω ∈Rm (m 1) is a given bounded domain. Moreover, it should be mentioned, that with minor modiﬁcation of the
proofs, the results obtained in the paper can also be applied to
ut −
(
a(x)ux
)
x + b(x)ux + q(x, t)u = f (x, t),
or
ut − uxx + q(x, t)ux = f (x, t),
where a, b and f are given functions.
Acknowledgments
We would like to thank the anonymous referees and the associate editor for their valuable comments and helpful suggestions to improve the earlier
version of the paper. We also wish to acknowledge conversations with Dr. Nan Gu of the Department of Mathematics at the University of Purdue (USA)
regarding this problem. This work is supported by NNSF of China (No. 10572051), NSF of Gansu province of China (No. 3ZS051-A25-030) and Optional
Subject Funds by Lanzhou Jiaotong University (No. 409043).
References
[1] R.A. Adams, Sobolev Spaces, Academic Press, New York, 1975.
[2] J.R. Cannon, Y. Lin, S. Xu, Numerical procedure for the determination of an unknown coeﬃcient in semilinear parabolic partial differential equations,
Inverse Problems 10 (1994) 227–243.
[3] J.R. Cannon, Y. Lin, An inverse problem of ﬁnding a parameter in a semilinear heat equation, J. Math. Anal. Appl. 145 (1990) 470–484.
[4] Q. Chen, J.J. Liu, Solving an inverse parabolic problem by optimization from ﬁnal measurement data, J. Comput. Appl. Math. 193 (2006) 183–203.
[5] M. Choulli, M. Yamamoto, Generic well-posedness of an inverse parabolic problem – The Hölder space approach, Inverse Problems 12 (3) (1996)
195–205.
[6] S. Crepey, Calibration of the local volatility in a generalized Black–Scholes model using Tikhonov regularization, SIAM J. Math. Anal. 34 (2003) 1183–
1206.
[7] M. Dehghan, M. Tatari, Determination of a control parameter in a one-dimensional parabolic equation using the method of radial basis functions, Math.
Comput. Modelling 44 (2006) 1160–1168.
[8] M. Dehghan, An inverse problems of ﬁnding a source parameter in a semilinear parabolic equation, Appl. Math. Model. 25 (2001) 743–754.
[9] M. Dehghan, Finding a control parameter in one-dimensional parabolic equation, Appl. Math. Comput. 135 (2003) 491–503.
[10] M. Dehghan, Parameter determination in a partial differential equation from the overspeciﬁed data, Math. Comput. Modelling 41 (2005) 196–213.
[11] M. Dehghan, Identiﬁcation of a time-dependent coeﬃcient in a partial differential equation subject to an extra measurement, Numer. Methods Partial
Differential Equations 21 (2005) 611–622.
[12] M. Dehghan, Determination of a control function in three-dimensional parabolic equations, Math. Comput. Simulation 61 (2003) 89–100.
[13] Z.C. Deng, J.N. Yu, L. Yang, An inverse problem of determining the implied volatility in option pricing, J. Math. Anal. Appl. 340 (1) (2008) 16–31.
[14] Z.C. Deng, J.N. Yu, L. Yang, Optimization method for an evolutional type inverse heat conduction problem, J. Phys. A: Math. Theor. 41 (2008) 035201,
(20 pp.).
[15] Z.C. Deng, J.N. Yu, L. Yang, Identifying the coeﬃcient of ﬁrst-order in parabolic equation from ﬁnal measurement data, Math. Comput. Simulation 77
(2008) 421–435.
[16] H.W. Engl, M. Hanke, A. Neubauer, Regularization of Inverse Problems, Kluwer Academic Publishers, Dordrecht, 1996.
[17] A. Friedman, Partial Differential Equations of Parabolic Type, Prentice Hall, Englewood Cliffs, NJ, 1964.
[18] V. Isakov, Inverse parabolic problems with the ﬁnal overdetermination, Comm. Pure Appl. Math. 44 (2) (1991) 185–209.
[19] V. Isakov, Inverse Problems for Partial Differential Equations, Springer, New York, 1998.
[20] L.S. Jiang, Y.S. Tao, Identifying the volatility of underlying assets from option prices, Inverse Problems 17 (2001) 137–155.
[21] L.S. Jiang, Q.H. Chen, L.J. Wang, J.E. Zhang, A new well-posed algorism to recover implied local volatility, Quant. Finance 3 (2003) 451–457.
[22] B. Kaltenbacher, M.V. Klibanov, An inverse problem for a nonlinear parabolic equation with applications in population dynamics and magnetics, SIAM
J. Math. Anal. 39 (6) (2008) 1863–1889.
[23] A. Kirsch, An Introduction to the Mathematical Theory of Inverse Problem, Springer, New York, 1999.
[24] O. Ladyzenskaya, V. Solonnikov, N. Ural’ceva, Linear and Quasilinear Equations of Parabolic Type, American Mathematical Society, Providence, RI, 1968.
[25] R. Lagnado, S. Osher, A technique for calibrating derivative security pricing models: Numerical solution of an inverse problem, J. Comput. Finance 1 (1)
(1997) 13–25.
[26] A.I. Prilepko, D.G. Orlovsky, I.A. Vasin, Methods for Solving Inverse Problems in Mathematical Physics, vol. 1, Marcel Dekker, New York, 2000.
[27] W. Rundell, The determination of a parabolic equation from initial and ﬁnal data, Proc. Amer. Math. Soc. 99 (1987) 637–642.
[28] A.A. Samarskii, P.N. Vabishchevich, Numerical Methods for Solving Inverse Problems of Mathematical Physics, Walter de Gruyter GmbH & Co. KG, Berlin,
2007.
[29] M. Tadi, M.V. Klibanov, W. Cai, An inversion method for parabolic equations based on quasireversibility, Comput. Math. Appl. 43 (2002) 927–941.
[30] A. Tikhonov, V. Arsenin, Solutions of Ill-Posed Problems, Geology Press, Beijing, 1979.
[31] L. Yang, J.N. Yu, Z.C. Deng, An inverse problem of identifying the coeﬃcient of parabolic equation, Appl. Math. Model. 32 (10) (2008) 1984–1995.
