In a typacal designpow, the design may l e altered slightly several times after the initial design cycle according to minor changes in the design specification either as a result of design debugging or as a result of changes in engineering requirements. These modifications are usually local and are referred to as engineering changes. In this paper we study the problem of timing driven placement reengineering : the problem of altering the placement of a circuit to incorporate engineering changes without degrading the timing performance of the circuit. We focus on the re-engineering problem for regular architectures such as FPGAs and gate arrays. Our algorithms exploit the locality of the re-engineering design changes and use the current placement to generate the new placement for the altered circuit. Our experiments on the Xilinx 3000 FPGA architecture demonstrate the effectiveness of our algorithm in handling engineering changes efficiently.
Introduction
Minor changes in the design specification after the initial design flow are referred to as engineering changes. The process of generating a new design that incorporates the modifications to the circuit is referred to as design reengxneerrng. Specifically, we are interested in re-engineering a placement under timing constraints : a problem we call timrng driven placement re-engineering. After the initial design cycle, a completely placed and routed design that satisfies all the timing constraints is available. The input to the problem of timing driven placement re-engineering is a placed and routed design and the engineering changes made to the circuit. The output is a new layout that incorporates the design changes and satisfies all the (possibly new) timing constraints. Since the engineering changes are typically local and relatively minor, it would be wasteful to re-do the entire layout of the modified circuit from scratch. Further, the localized nature of engineering changes means that the layout of the original circuit is a good starting point for finding a delay feasible layout of the modified circuit. An Work partially supported by NSF under grant MIP and by Fujitsu Laboratories of America, Inc. algorithm for minimizing the perturbation in the placement while handling engineering changes was presented in [2] . Techniques have also been proposed for exploiting the locality of engineering changes in circuit simulation [4] . More recently there has been an effort to integrate logic synthesis and layout through the use of local logic restructuring driven by routability considerations [I]. Such a technique for integration of logic synthesis and layout would benefit greatly from the use of an efficient algorithm for timing driven placement re-engineering.
In this paper, we study the problem of timing driven placement re-engineering for regular architectures. The two architectures of interest are Field Programmable Gate Arrays (FPGAs) and gate arrays. The concept of a slack neighborhood graph is used to design efficient an efficient algorithm for reconfiguring a physically infeasible placement (with some slots occupied by two modules) to a feasible one with provably low timing degradation. This serves as a crucial part of our algorithm for the timing driven placement re-engineering problem. Our algorithm exploits the regularity of the underlying architecture to ensure that the execution time is significantly less than that for re-doing the placement from scratch for the modified circuit. The regularity of these architectures allows us to use powerful graph theoretic techniques that would not be possible otherwise.
The organization of the remainder of the paper is as follows: Section 2 is devoted to a more precise formulation of the placement re-engineering problem; Section 3 describes our algorithm for placement re-engineering; and Section 4 presents the results of our experiments with the Xilinx 3000 series FPGA architecture.
Placement Re-engineering
After an iteration of the design flow, we have a placed and routed design I that will be referred to as the current implementation. The current circuit specification is P = (C, T), where C represents the current circuit topology and T is the set of timing constraints that must be satisfied by a delay feasible implementation. The timing constraints consist of arrival times A ( z . ) at each primary input of the circuit, the module delay, d ( M , ) , for each circuit module and the required time, R ( f , ) , by which the signal should arrive at primary
The circuits considered in this paper could be either combinational or sequential, however for the purpose of timing calculations we assume that the circuit has been cut at all the latches (thus creating pseudsprimary inputs and outputs). We assume that T contains information about the arrival times and required times a t these pseudo primary inputs and outputs. Thus, the timing calculation algorithms will assume that the underlying graph is a directed acyclic graph.
In placement re-engineerrng we are given the current circuit specification, P, the current implementation, I , and some engineering changes. The output of a placement reengineering algorithm is a delay feasible placement for the new specification, P'. Further, it is desirable that the running time of the algorithm be proportional to the number of engineering changes.This makes it necessary to make use of I in generating the new delay feasible placement for P'. output f , .
Engineering Changes
Typically, engineering changes have the following characteristics:
1.

2.
Q Locality: Engineering changes result from local restructuring of the circuit. So, they do not completely change the structure or function of the circuit. Changes that have global effect on the timing behavior or functionality of the circuit will not be classified as engineering changes. Small size: The zone of influence of a change can be defined as the portions of the circuit that are affected by the change. Re-engineering changes should have a zone of influence that is a small fraction of the entire circuit. Since it is hard to estimate the zone of influence of a change, we will assume that the number of gates and nets that get changed by a set of engineering changes is a small fraction of the size of the circuit. Engineering changes can be classified into two broad categories depending on which component of the specification tuple P(C, T) is changed. 1. Change in arrival time at a primary input or required time at a primary output.
Change in delay of a circust module.
Notice that the addition of new modules and interconnections can cause violation of timing constraints, even if there is no change in the timing constraints, due to the creation of new paths in the circuit (see Fig. 1 ). When a module or interconnection is deleted from the circuit, the implementation of the circuit can be easily updated to reflect the change by simply removing some geometries from the layout. Since this will not increase the arrival time of any signal, the resulting layout is delay feasible. So, from the point of view of timing driven placement reengineering, deletions are trivial to handle. In this paper, we will henceforth focus only on structural changes involving the addition of modules and/or interconnections and timing changes. Figure 2 gives an overview of our approach to timing driven placement re-engineering. For structural changes, first we remove the modules and interconnections to be deleted from the placement. For the new modules being added to the circuit, we have an initial placement phase followed by an iterative compression-relaxation phase if the initial placement is not delay feasible. For timing changes, we perform timing analysis with the modified constraints and if the current placement is not delay feasible the iterative compression-relaxation scheme is used.
Our Algorithm
Our algorithm for generating the initial placement for new modules added as part of structural changes to the circuit is characterized by the use of a physically infeasible intermediate placement in the process of generating a new placement. We make use of an efficient algorithm for timing driven relocation in transforming a physically infeasible placement that has some slots occupied by two circuit modules to a physically feasible one with low timing degradation. The concept of a slack neighborhood graph is introduced and demonstrated to be useful in guaranteeing low timing degradation during the movement of modules in timing driven relocation. Timing driven relocation is also used in the relaxation phase of the compression-relaxation iterations. The new placement generated by an algorithm that tries to find an empty slot n e a r the modules to which the new module has high connectivity.
In order to clarify the problem of timing driven placement re-engineering and motivate our approach, let us consider an example of an engineering change where a new module is being added to a circuit that has already been placed. Figure 3 shows an example of a new module being added to a circuit that is already placed and routed. Figures 3 (a) -(c) show the steps involved in our algorithm for handling module insertion. Figure 3(d) shows the new placement produced by a naive algorithm that simply searches for a vacant slot in the vicinity of the slots to which the new module has high connectivity. Notice that if a naive algorithm is used for the placement of the new module, the new module is placed in a slot that is quite far from the modules to which it has high connectivity. This is because the slots in the vicinity of the new module's neighbors are occupied. On the other hand, our algorithm allows the new module to be placed on an occupied slot in the initial placement phase and then performs a timing driven relocation of the modules to remove overlaps.
Our algorithm for the initial placement of new modules involves an affinity based i n i t i a l placement of the new modules. Affinity based placement attempts to minimize the timing degradation during the placement of the new modules, but it may place the new modules in slots that are already occupied. Consequently, the placement may be physically infeasible after affinity based placement. T i ming d r i v e n relocation is used to reconfigure such a physically infeasible intermediate placement to a physically feasible one, without significant timing degradation.
The above approach tries to minimize the timing degradation in the process of addition of new modules, but does not guarantee that the new placement will meet all the timing constraints. If the designer is willing to tolerate some timing degradation in the process of re-engineering then this approach is fine. However, if the new placement must be delay feasible then we need to use the compressionrelaxation approach [5] .
Affinity Based Placement
The first phase of our algorithm for handling the addition of new modules along with their interconnections involves selecting a good initial placement for the new modules. At this stage we allow the new modules to be placed in slots that are already occupied, thus resulting in a physically infeasible placement. Allowing a physically infeasible intermediate placement results in a significant increase in the quality of the final placement (see Fig. 3 ).
We denote the afinrty of a module MI to slot S, by  A(M,,S,) . Intuitively, the affinity of a new module to a slot is a measure of the quality of the new placement that results when the module is placed in that slot. Both the increase in the total wire length and the total increase in the arrival times of signals at the primary outputs are taken into consideration in the computation of the affinities. If there is a large increase in the total wire length or the total of the arrival times of the signals at the primary outputs by placing the new module M , at slot S,, then A(M,,S,) is low. If a new module is placed in a slot that is not occupied, then it will not force any relocation of modules in the second phase of our algorithm. The affinity function takes this into consideration by having a term that depends on the status (vacant or occupied) of the slot. Thus, the affinity is defined by the following weighted sum 
O(k . (IEcl+ IVcl). n )
where n is the number of slots in the architecture and jEcl+ lVcl is the size of the circuit graph.
We use the affinities computed above to place the new modules in slots in the underlying architecture. This is done by finding a mazamuna matching in a weighted bipartite graph, G(VM U V . , E ) where VM is the set of vertices corresponding to the new modules being added to the circuit, V , is the set of vertices corresponding to the slots in the architecture. The edges in E are of the form ( U , U), c E V M , w E V . . Further, each edge (e, U ) E E has a weight equal to the affinity of the module represented by vertex e to the slot represented by vertex v. Since we allow for the possibility of a module being placed in any of the slots, the graph G is a com,pZete bipartite graph. So a maximum matching of size I V M i always exists (assuming lV,l < IVsl). Our algorithm for generating the initial placement of the new modules finds a maximum weight matching in G using mincost flow in a modified graph having unit node capacities. Such a matching yields a placement of the new modules, with the module corresponding to vertex c E VM being placed on the slot corresponding to vertex v E Vs if edge (u,w) is in the maximum weight matching. Since we have computed a maximum weight matching the resulting initial placement maximizes the sum of the affinities of the new modules to the slots on which they get placed. At the same time, no two new modules are placed on the same slot. This ensures that in the placement that results, a slot is occupied by at most two modules.
Thus, after initial placement of the new modules, we end up with a placement that may be physically infeasible. If the placement is physically infeasible we need to relocate the old modules occupying the "overcrowded" slots to vacant slots. Further, in the process of relocation it is essential to ensure that timing degradation is minimized. This is accomplished by using tdnndng driuen relocation.
Timing Driven Relocation
The input to the timing driven relocation problem is the modified circuit specification, along with a physically infeasible placement generated by the initial placement step. The set of slots occupied by two modules constitutes the set of infeasibIe slots. Timing driven relocation moves the circuit modules occupying infeasible slots to feasible slots through series of moves ending at vacant slots. Further, the relocation is done such that the critical path delay of the circuit does not increase significantly. An obvious necessary condition for relocation to be possible is that there should be at least as many vacant slots as there are infeasible ones.
J.
Feasible Flaement
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The main steps in our algorithm for timing driven relocation. Figure 4 shows the main steps in our algorithm for timing driven relocation using the concept of a slack neighborhood graph. Using the placed and routed design, we compute the slack of each edge in the circuit graph which is a measure of the amount by which the delay on the edge can be increased without violating any of the timing constraints. Since a delay increase can be translated into an increase in the length of the interconnection corresponding to the edge, the slack can be interpreted as an upper bound on the amount by which the length of the interconnection can be increased, without violating the timing constraints.
Informally, the set of neighboring slots to which a module can be moved without violating any timing constraints is said to be its slack neighborhood. The graph in which the adjacency relation reflects these slack neighborhoods is referred to as the slack neighborhood graph. Details regarding the construction of the slack neighborhood graph and its use in developing a provably good algorithm for timing driven relocation (refer to [5] ) are omitted due to lack of space.
Handling Timing Violations
Once we have a physically feasible placement for the modified circuit we perform timing analysis using the new timing specification. If the current placement violates some timing constraints, we use an iterative algorithm based on the compression-relaxation approach of [SI to produce a delay feasible placement. This section provides a brief overview of the compression-relaxation approach. Details can be found in [5] .
The compression phase attempts to make the placement delay feasible by compressing the long paths that cause some of the primary output signals to arrive too late. However, the compression phase may produce an infeasible placement with some of the slots occupied by two (but no more than two) modules. This allows the compression phase more flexibility and often allows it to achieve the required decrease in delay. If an infeasible placement is produced in the compression phase, the relaxation phase, which carries out a timing driven relocatton to produce a physically feasible placement. The slack neighborhood graph based algorithm for timing driven relocation described in Section 5 is used in the relaxation phase.
A delay analysis is carried out on the current placement to compute the actual arrival times of the signals at the various outputs and the outputs where the timing requirement is violated are identified. Associated with each such output is a set of long paths ending at the output, that are responsible for the violation of the timing requirement. We define the longest path tree (LPT) of a primary output, fi, to be the subgraph of the cone of f, consisting of the edges in the longest path from each vertex in the cone of f, to the primary output f,. The LPT captures several longest paths in the cone off, simultaneously. The compression algorithm attempts to satisfy the timing requirement at f, by moving modules in the cone to new slots so as to decrease edge delays, a process referred to as compressing the cone at f,. It should he noted that in the process of compressing cone(f,), up to two modules can be placed in the same slot. This ensures that compressing of the cone has enough flexibility to guarantee a substantial decrease in the critical path delay of the cone. If there are several outputs at which the arrival time exceeds the required time, the cone of the output with the maximum violation of the required time is chosen for compression. Details of the construction of the LPT and the compression algorithm can be found in [5] .
The compression algorithm attempts to make the task of the relaxation phase easier by relocating modules to empty slots, if they are available at the right distance to achieve the required compression. Further, an attempt is made to spread out the infeasible slots to make the relocation in the relaxation phase easier.
Experimental Results
We have implemented our algorithms as a package called reeng. For our experiments we used the Xilinx 3000 series FPGA architecture as the underlying architecture on which circuits are placed. Experiments were conducted using technology mapped MCNC combinational benchmark circuits.
The initial delay feasible placement for the circuits was generated using the sysdias package [5] . Structural and timing changes were generated randomly. Both the number of structural and timing changes and the circuit modules affected by the changes were controlled probabilistically. Roughly speaking, the expected number of engineering changes of a particular type introduced by our algorithm for generating random engineering changes is equal t o the product of the probability of that change and the number of nodes in the circuit. We studied the behavior of our algorithm with the number of changes made to the circuit specification.
One of the crucial requirements for any placement reengineering algorithm is that it should he significantly faster than re-doing the placement for the modified circuit from scratch. In order to study this aspect of our algorithm, we compare the number of compression-relaxation iterations required to generate a delay feasible placement and the run time for reeng with those required by sysdias for placing the modified circuit from scratch. Since sysdias starts from a randomly generated initial placement and then performs compression-relaxation iterations until1 a delay feasible placement is obtained, the number of compressionrelaxation iterations used by reeng and sysddas is a good measure of the complexity of placement re-engineering using these two methods. These results are shown in Table l. The probabilities for structural changes and timing changes were both set to 0.1 for the generation of engineering changes. Thus, roughly 10% of the nodes and interconnections were affected by the structural changes and around 10% of the timing constraints were altered. The amount by which a timing constraint was tightened (that is the reduction in required time, R(z)) in a timing change was a uniformly distributed random variable in the range [O,O.lR(z)]. The columns SC and T C refer to the number of structural and timing changes respectively. In SC only module additions/deletions are counted. Table 1 shows that the run time for reengis an order of magnitude smaller than the run time for sysdias and the number of compressionrelaxation iterations is also proportionally smaller. This confirms our hypothesis that the delay feasible placement for the modified circuit is "closen (in the configuration space of all placements) to the delay feasible placement for the original circuit and hence can be found more efficiently by using the delay feasible placement for the original circuit as a starting point. Table 1 also shows the actual delay in the critical path for the placed circuits after routing using the Xilinx apr tool. The critical path delays using reeng and using sysdias are approximately the same. This is to be expected since both the packages terminate once all the timing constraints are satisfied.
We also studied the variation in run time of reeng with respect to the probability of structural and timing changes. The graph in Figure 5 shows the variation in the run time for reeng on circuit alu2. It is interesting to observe that the increase in running time with probability of structural change is almost monotonic. The non-monotonic sections of the graph may be due to the fact that it is possible that a smaller number of changes may sometimes have a larger affect on the critical paths in the circuit. Also a higher probability of change does not necessarily imply that the actual number of changes introduced by our algorithm for generating random engineering changes is larger. The increase in run rime is slightly faster when the probability of timing change is increased. This could be due to the fact that timing changes tend to have a more global effect on the placement since they might force the relocation of several modules. Structural changes on the other hand are more local, and only if there is a violation of some timing constraint due to a structural change are its effects propagated to other parts of the circuit.
Another parameter of interest in evaluating a placement re-engineering algorithm is the difference between the initial placement and the new placement generated after placement re-engineering. We measured the variation in the number of module movements during re-engineering with the probability of change. We observed that there is a strong correlation between the running time of reeng and the number of module movements. Figure 6 shows the variation in number of module movements with structural change probability for alu2. We have presented a new approach to the timing driven placement re-engineering problem for regular architectures. Our algorithm handles both structural changes in the circuit topology as well as changes in the timing constraints imposed on the placement. A novel algorithm for generating the initial placement for new modules using maximum affinity matching is proposed. Timing driven relocation using the concept of a slack neighborhood graph is used in transforming physically infeasible intermediate placements t o physically feasible ones with low timing degradation. Our experimental results on the Xilinx 3000 series FPGA architecture demonstrate the viability of our approach.
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