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Abstract
Many problems of engineering relevance in computational mechanics involve analysis of structural
behavior spanning different spatial scales. Examples of such industrial problems include fracture
in engine components, structural members of aircrafts, and pipeline joints. The presence of small
cracks can lead to failure of these structures, due to intense thermal and mechanical loadings.
Therefore, engineering decisions regarding such structures require accurate response prediction
methodologies.
The efficacy of the Generalized/eXtended Finite Element Method (GFEM or XFEM) in solving
problems involving cracks, material interfaces or localized stress concentrations in large, complex,
three-dimensional domains has been well established in the recent past. The superior properties
of the GFEM/XFEM rely on the use of preselected enrichment functions that are known to ap-
proximate the solution of a problem well. However, closed-form analytical enrichment functions
are not always available. This research work focuses on advances of a two-scale GFEM for the
accurate and efficient computation of the numerical solution for problems where only limited a
priori knowledge about the solution is available. This method, termed as the Generalized FEM
with global-local enrichments (GFEMgl) is based on the solution of interdependent global and
local scale problems, and can be applied to a broad class of multiscale problems of relevance to
the industry. In this approach, the enrichment functions are obtained from the numerical solution
of a fine-scale boundary value problem defined around a localized region of interest. The local
problems focus on the resolution of fine-scale features of the solution, while the global problem
addresses the macro-scale structural behavior. The local solutions are embedded into the global
solution space using the Partition of Unity Method.
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A rigorous a priori error estimate for the method is presented along with numerical verification
of convergence properties predicted by the estimate. The analysis shows optimal convergence of
the method on problems with strong singularities and the method can deliver the same accuracy as
direct numerical simulations (DNS) while using much fewer degrees of freedom as compared to
the DNS.
This document further reports on extensions of the method to two-scale fracture problems
exhibiting nonlinear material behavior. The nonlinear model problem focuses on structures with
plastic deformations at regions that are orders of magnitude smaller than the dimensions of the
structural component. It is shown that the GFEMgl can produce accurate nonlinear solutions at a
computational cost much lower than available FEMs.
The issue of ill-conditioning of the system of equations obtained with the GFEM/XFEM has
been well known since the inception of these methods more than a decade ago. The Stable GFEM
(SGFEM) provides a robust, yet simple solution to this ill-conditioning. The SGFEM involves a
simple local modification of the enrichments employed in the GFEM, which near-orthogonalizes
the enrichment space to the finite element approximation space. Another bonus feature of this
method is the improved accuracy over the GFEM/XFEM. This work proposes the SGFEM for
two- and three-dimensional fracture mechanics problems. It is shown that the available crack en-
richment functions used in the GFEM/XFEM lead to inaccuracies with the SGFEM. Therefore,
this work also proposes the use of additional enrichments to attain optimal convergence with the
SGFEM in 2-D and 3-D. It is shown that the SGFEM with these additional enrichments leads to
significant improvements on the numerical conditioning of the method at a negligible computa-
tional cost. The accuracy and conditioning obtained with the SGFEM is compared with available
Generalized FEM (GFEM).
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Chapter 1
Introduction
1.1 Motivation
Many problems of engineering relevance in computational mechanics involve analysis of structural
behavior spanning several spatial scales. Examples of such industrial problems include fracture in
engine components, structural members of aircrafts, and pipeline joints. The presence of small
cracks can lead to failure of these structures, due to intense thermal and mechanical loadings.
Therefore, the engineering decisions regarding such structures require accurate response predic-
tion methodologies. The analysis of this class of problems using available Finite Element Methods
neccesiates highly refined meshes in the regions of interest. This makes the process computation-
ally intensive, especially for problems solved in a sequence of steps involving remeshing at each
step, for example, problems of damage evolution, crack propagation, etc. Also, the FEM leads to
ill-conditioned system of equations resulting from a disparity in the element sizes due to localized
refinements [14]. This ill-conditioning poses a severe limitation for the FEM. Therefore, advances
in existing computational methods are needed in order to address such multiscale phenomena of
relevance to the engineering community.
Several numerical methods aiming at efficiently analyzing multiscale phenomena have been
proposed in the last two decades which are similar to the methodology analyzed in this work.
Amongst the first ones reported in literature is the s-version of FEM. The s-FEM approach [56]
proposes to increase the resolution of the localized features by superimposing additional meshes
of higher-order elements. The conformity in this method is enforced by prescribing zero displace-
ments on the interface between the underlying mesh and the superimposed mesh. This method
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leads to favorable accuracy but increased computational cost due to the addition of a large number
of degrees of freedom from the superimposed mesh. Also, the integration scheme used for the cou-
pling term requires evaluation of variables at the quadrature points of the superimposed element.
This, in a general case, involves an iterative procedure to perform the inverse mapping between the
physical problem domain and the natural coordinate system of the underlying original elements.
A computational tool which is widely used in the industry for solving multiscale problems
is the global-local Finite Element Analysis. It involves the solution of a local boundary value
problem, the boundary conditions for which are obtained from a coarse-scale solution. The local
mesh can be highly refined to obtain solutions with acceptable accuracy. This technique, however,
does not account for the effect of localized features on the global structural response. Also, the
boundary conditions for the local boundary value problem are obtained from the coarse global
mesh, which does not accurately capture the localized characteristics of the solution. To address
this issue, an improvement to this technique is proposed in [145, 146] which involves a residue-
based iterative process to obtain the solution. This, however, can lead to increased computational
costs due to several iterations required for acceptable accuracy.
Another class of methods aimed at capturing multiscale effects are Multigrid Methods [26]. A
typical application for these methods is obtaining the numerical solution of elliptic partial differ-
ential equations [144]. Parsons and Hall [105] applied the multigrid approach in solid mechanics.
The authors noted that such an approach does well in reducing the high frequency (fine-scale) er-
ror component efficiently in an approximate solution, but is slow in reducing the low frequency
(coarse-scale) component.
Hou and Wu [73] developed a method similar to the one analyzed in this research for problems
dealing with composite materials and flows in porous media. They aimed at capturing the effect
of fine-scale features on large scale solutions without resolving small scale details. They achieve
this by constructing finite element base functions representing the underlying physics of fine-scale
features, which is then reflected in the coarse scale by the coupling of the global stiffness matrix.
The method requires the use of an over-sampling zone [73] for acceptable accuracy. This, however,
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leads to non-conforming approximations.
The idea of decomposing the solution space into a coarse and a fine scale component is also
used in variational multiscale methods [75, 90] for problems which require stabilization of the
discrete formulation. The mathematical homogenization theory [22, 64, 77] has been extensively
used in the past few decades to analyze the multiscale response of materials. It uses asymptotic ex-
pansions of displacement, strain and stress fields about macroscopic values. This method is based
on the assumption of local uniformity of macroscopic fields within a microscopic representative
volume element. Such an assumption of uniformity becomes inappropriate in critical regions with
large solution gradients, where the macroscopic fields can vary considerably. A typical example of
such a region of non-uniformity is the neighborhood of a crack in a structure, which is the primary
target application problem of this research work.
A multi-scale computational strategy for heterogeneous materials undergoing localized failure
with softening is proposed in [72]. It involves the use of Lagrange multipliers to couple the fine-
scale with the coarse-scale mesh. The use of localized Lagrange multipliers makes the micro
sub-domains load-controlled, leading to difficulty in performing post-peak analysis, for which the
authors proposed to use an arc-length strategy. However, the choice of Lagrange multipliers, in
particular for a non-conforming discretization is not trivial and it may also lead to ill-conditioned
system of equations [16, 42].
The effectiveness of the hp-cloud method [43, 48–50, 98], Generalized FEM (GFEM) [9, 11,
12, 92, 128], or Extended FEM (XFEM) [21, 93], all of which are based on the partition of unity
method [9, 50], in solving problems with localized features of interest has been well established in
the last two decades. The Generalized or Extended FEM (GFEM/XFEM) [9, 11, 21, 45, 92, 93, 98]
offers several advantages over other numerical techniques like standard finite element methods in
modeling of problems involving moving interfaces, crack propagation, or material discontinuities.
In particular, the main idea behind solving such problems with the GFEM/XFEM is to incorpo-
rate a priori knowledge of the solution of the problem into the finite element solution space by
using the partition of unity framework. For example, the discontinuous Heaviside function can
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be incorporated into the approximation space to represent the discontinuity across a crack. There-
fore, GFEM/XFEM provides significant improvement in the numerical accuracy as compared with
standard finite element methods (FEM), for a given computational cost. Due to these superior prop-
erties, recently, commercial finite element software programs like Abaqus [1] and LS-DYNA [87]
have incorporated GFEM/XFEM techniques in their mainstream packages.
The GFEM/XFEM rely on closed-form analytical enrichment functions, which are not always
available. This limitation led to the development of the Generalized Finite Element Method with
global-local enrichments (GFEMgl) [44, 78, 80], which combines the classical global-local finite
element method with the partition of unity approach. Instead of using analytical enrichment func-
tions, this method provides a framework to enrich the solution space of the global problem with
numerically-built enrichment functions obtained from the solution of a local boundary value prob-
lem. The boundary conditions for the local problem are obtained from the solution of the global
problem discretized with a coarse mesh. The local problems can be accurately solved using, e.g.,
the hp-GFEM presented in [108], which is analogous to the adaptive hp-FEM [40]. Therefore,
the GFEMgl can be applied to problems with limited a priori knowledge about their solution, like
those involving complex 3-D fractures, multiscale or non-linear phenomena. These global-local
enrichment functions can also be used in other classes of problems, such as problems with sharp
thermal gradients, as demonstrated in [99]. Other applications and implementation issues related
to these methods are discussed in [44, 78, 80]. The relations between the GFEMgl and other meth-
ods are also discussed in these references. The robustness, flexibility and efficacy of this method in
solving multiscale problems of interest to industry provide a strong motivation for both its mathe-
matical analysis and further development, which is one of the objectives of this work. Details are
provided in Section 1.6.
The problem of ill-conditioning of the stiffness matrix obtained in the GFEM/XFEM approach
is well recognized, and the condition number could be much worse as compared to the standard
FEM. To address this issue, Babusˇka and Banerjee [6] have recently proposed a modification to
the existing GFEM, referred to as the Stable GFEM (SGFEM). The GFEM framework provides
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the flexibility of enriching the solution space with any arbitrary functions. The SGFEM approach
involves simple modification of the enrichment functions in order to create an enrichment space
that is near-orthogonal to the finite element approximation space, while preserving all the attractive
features of the GFEM. They show in [6] that the conditioning of the resultant system of equations
in SGFEM is not worse than standard FEM, unlike in the case of GFEM. The conditioning of the
stiffness matrix grows with O(H−4) even when a single, non-polynomial enrichment function is
used in the GFEM [6].
This work proposes an extension of the SGFEM approach to 2-D and 3-D fracture mechanics
applications for analytical crack enrichments and for numerically generated global-local enrich-
ment functions in the GFEMgl. This leads to improved conditioning and accuracy of the method,
while not affecting the problem size. The development of this advanced computational method for
simulation of large, 3-D problems involving multiscale phenomena forms a primary objective of
this work as also outlined in Section 1.6. The target application problems considered in this work
focus on resolving features spanning two spatial scales of interest. However, the presented a priori
error estimates are valid for multiple spatial scales. Therefore, the GFEMgl approach is extensible
to multiple scales, as presented in [61, 112]. Henceforth, the words multiscale and two-scale are
used interchangeably in this work.
Next, a description of the problem statement, considered in this work, is provided. The follow-
ing section gives a brief review of the Generalized Finite Element Method, followed by the details
of the Stable Generalized Finite Element Method. Section 1.5 describes the global-local approach
to build the numerical enrichment functions.
1.2 Problem Description
In this work, a continuum elastic domain, Ω¯= Ω∪∂Ω in R2 or R3, like the one shown in Figure
1.1 is considered. The equilibrium equation is given by
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Fig. 1.1 Linear elastic boundary value problem.
∇ ·σ = 0 in Ω, (1.1)
where σ denotes the Cauchy stress tensor. The following boundary conditions are prescribed on
∂Ω
σ ·n = t¯ on ∂Ω, (1.2)
where n is the outward unit normal vector to ∂Ω and t¯ are prescribed tractions. Equations (1.1)
and (1.2) provide the strong form of governing equations and boundary conditions respectively.
The weak formulation of the problem above is given by the Principle of Virtual Work which
reads:
Find u ∈ E (Ω) such that, ∀ v ∈ E (Ω)
B(u,v) = F(v) (1.3)
where
B(u,v) =
∫
Ω
σ (u) : ε (v)dV
F(v) =
∫
∂Ω
t¯ · vdA
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and E (Ω) is the energy space [134] with norm
‖ · ‖E (Ω) =
√
B(·, ·)
From the Principle of Virtual Work and Galerkin’s method, it can be shown that an approxima-
tion uh of the exact solution u of the problem (1.3) is given by the solution of the problem,
Find uh ∈ S(Ω)⊂ E (Ω), such that ∀ vh ∈ S(Ω)
∫
Ω
σ (uh) : ε (vh)dV =
∫
∂Ω
t¯ · vhdA (1.4)
where S(Ω), known as test/trial space, is a discretization of the energy space E (Ω) defined on Ω
and is dependent on the choice of numerical method used. This leads to a system of linear equations
to be solved for the unknown degrees of freedom of uh. Numerical approximations to the solution
of Problem (1.3) are computed using the discretization spaces provided by the GFEM/XFEM and
SGFEM described in the following sections.
1.3 Generalized Finite Element Approximations
This section provides a brief review of the Generalized Finite Element Methods; further details can
be found in, e.g. [9, 45, 98, 129]. The GFEM/XFEM is a Galerkin method with special test/trial
space, which is obtained by augmenting low-order standard finite element approximation spaces
by special functions, related to the given problem. There are also examples of GFEM/XFEM based
on high-order FE approximations [27, 129]. In this work, only piecewise linear FE approximations
are considered. Consider a finite element mesh covering the domain of interest Ω and with mesh
parameter H. Let Nα(x), α ∈ Ih = {1, · · · ,N}, be the standard linear finite element shape functions
associated with node xα and with support ω¯α . The patch or cloud ωα is given by the union of the
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finite elements sharing node xα . The test/trial space of the GFEM is given by
SGFEM = SFEM +SENR (1.5)
where
SFEM = ∑
α∈Ih
cαNα , cα ∈ R,
and SENR = ∑
α∈Ieh⊂Ih
Nαχα ; χα = span{Lαi}mαi=1 (1.6)
The functions Lαi ∈ χα(ωα) are chosen such that they “mimic” the unknown solution u of the
problem locally in ωα . Thus u can be accurately approximated in ωα by functions in χα . The basis
functions Lαi are called enrichment functions, the spaces χα(ωα) are called patch approximation
spaces, and SENR is referred to as the global enrichment space of GFEM. The functions in SENR
φαi(x) = Nα(x)Lαi(x), α ∈ Ieh, i = 1, . . . ,mα , (1.7)
are denoted GFEM shape functions. They are built from the product of Finite Element shape
functions, Nα(x), α ∈ Ieh , and enrichment functions, Lαi, i= 1, . . . ,mα . There are mα GFEM shape
functions at a node xα , α ∈ Ieh of a finite element mesh. These nodes also have a standard FE shape
function Nα ∈ SFEM. Nodes not in the set Ieh have only one function – the FE shape function Nα .
Figure 1.2 illustrates the construction of a GFEM shape function in a two-dimensional domain.
When polynomial functions are used for enrichment functions, Lαi, the solution space spanned
by generalized FEM becomes close to that of standard FEM, however the main strength of these
methods comes from the fact that non-polynomial enrichment functions may be utilized (which
can better approximate the solution of a given problem), as illustrated in Figure 1.2(b). The space
SFEM is the test/trial space used in the standard FEM.
It is clear from (1.5) that SGFEM is obtained by hierarchically augmenting the global enrich-
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(a) (b)
Fig. 1.2 Construction of a generalized FEM shape function using a polynomial (a) and a non-polynomial
enrichment (b). Here the Finite Element shape function, Nα , is the function at the top, the enrichment
function, Lαi, is the function in the middle, and the generalized FE shape function, φαi, is the resulting
shape function shown at bottom.
ment space SENR to the SFEM. As a result, the global stiffness matrix of the GFEM is of the
form
KGFEM =
 K11 K12
K21 K22
 (1.8)
with K11 = [B(Nα ,Nβ )], K22 = [B(NαLαk,NβLβ j)], K12 = [B(Nα ,NβLβ j)], K21 = [B(NαLαk,Nβ )],
no summation on α or β . Note that K11 is the standard finite element matrix and KGFEM is
obtained by augmenting K11 with matrices K22, K12, and K21 that depend on SENR. In fact, if
χα = {0}, then SGFEM = SFEM and KGFEM = K11, i.e., the GFEM is the same as the FEM.
The GFEM has many interesting features:
• With an appropriate choice of patch approximation spaces χα and Ieh , the GFEM yields
accurate approximation of a non-smooth solution, i.e., the approximation error in the energy
norm is optimal even when the solution u ∈ E (Ω) is non-smooth;
• The GFEM does not require meshing of material interfaces or discontinuity surfaces like
those in crack propagation problems. A discontinuity or material interface can be located
inside of finite elements, greatly facilitating the discretization in this class of problems;
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• A GFEM code can be developed from a well-tested FEM code, where the patch approxima-
tion spaces can be incorporated through local modifications;
• By definition, GFEM shape functions can be combined without difficulty with standard FE
functions. This is in contrast with, for example, the Boundary Element Method and most
Meshfree Methods.
However, the patch approximation spaces χα , which give rise to the excellent approximation prop-
erty of the GFEM, can also adversely affect its performance. The conditioning of the stiffness
matrix KGFEM of GFEM can be much worse than that of the standard FEM (K11). To be precise,
let K(KGFEM) be the scaled condition number of matrix KGFEM. If KGFEM is symmetric positive
definite, its scaled condition number is given by
K(KGFEM) := κ2(DKGFEMD)
where D is the diagonal matrix such that the diagonal elements of K̂GFEM = DKGFEMD are 1 or
O(1) and κ2(·) is the condition number based on ‖ · ‖2 vector norm. It was shown in [5, 7] that
even for smooth enrichments Lαi ∈ χα
K(KGFEM) = O(H−4).
Thus K(KGFEM) is orders of magnitude larger than K(KFEM) = O(H−2), where KFEM = K11 is
the stiffness matrix of the standard FEM with piecewise linear shape functions. This extremely bad
conditioning of the GFEM/XFEM, especially in 3-D problems, may adversely affect the speed of
convergence of an iterative method, or cause severe round-off errors in a direct method employed
to solve the linear system of equations. The conditioning problem in the GFEM has also been
reported in [20, 29, 83].
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1.4 Stable Generalized Finite Element Method
The ill conditioning of the GFEM was recently investigated in [5, 7], and a modified GFEM,
referred to as the SGFEM, was proposed. In the SGFEM, a simple local modification of the
enrichments employed in the GFEM, is used to construct the patch approximation spaces χ˜α , α ∈
Ieh , namely,
L˜αi(x) = Lαi(x)− Iωα (Lαi)(x); χ˜α = span{L˜αi}mαi=1 (1.9)
where Iωα (Lαi) is the piecewise linear or bi-linear finite element interpolant of the enrichment
function Lαi on the patch ωα and L˜αi is the modified SGFEM enrichment function. Detailed exam-
ples of SGFEM enrichment functions for 1-D problems with singular and discontinuous solutions
are presented in [5, 7].
The global enrichment space associated with χ˜α is denoted by S˜ENR. Therefore, the SGFEM
trial space SSGFEM is given by,
SSGFEM = SFEM + S˜ENR (1.10)
The SGFEM shape functions φ˜αi(x) belonging to S˜ENR are constructed using the same framework
as GFEM and are given by,
φ˜αi(x) = Nα(x)L˜αi(x) (1.11)
Figure 1.3 illustrates the computation of an SGFEM enrichment function and a shape function in
S˜ENR.
The SGFEM, based on the modification (1.9), was investigated for a variety of 1-D problems in
[5, 7], and it was shown that the error of the approximate solution, measured in the energy norm, is
O(H). Moreover, it was shown that K(KSGFEM) = K(K11) = O(H−2), and thus the conditioning
of the SGFEM, unlike that of GFEM, is not worse than the conditioning of the standard FEM.
The reason that the conditioning of SGFEM is better than standard GFEM lies on the fact that the
patch enrichment spaces χ˜α , used in the SGFEM, induces a very special property that the spaces
S˜ENR and SFEM are almost orthogonal with respect to the energy inner product B(·, ·). The reader
11
Fig. 1.3 Figure illustrating the computation of an SGFEM enrichment function. The picture on the left
shows the construction of a GFEM shape function as in Figure 1.2. The center picture features the original
enrichment function, Lαi, at the top, the piecewise linear finite element interpolant of which is in the middle,
Iωα (Lαi), and the modified SGFEM enrichment function, L˜αi, is shown at the bottom. The picture on the
right shows the construction of a SGFEM shape function, φ˜αi.
is referred to [5, 7] for details and proofs.
The numerical experiments presented in chapters 5 and 6 show that a straight-forward exten-
sion of ideas presented in [5, 7] from 1-D problems to higher dimensions is not sufficient; in
fact, it may result in severe loss of accuracy. In those chapters, enrichment strategies addressing
this issue are presented and it is shown that they deliver optimal convergence rate with controlled
conditioning.
1.5 The Generalized FEM with Global-Local Enrichments
(GFEMgl)
This section briefly reviews the global-local approach to build enrichment functions for the Gen-
eralized FEM; details can be found in [44, 78, 80]. The GFEMgl is the Generalized Finite Element
Method wherein the enrichment functions are built from the numerical solution of a local bound-
ary value problem. Boundary conditions for these problems are provided by a coarse scale global
problem. These local solutions are in turn used to incorporate knowledge of localized features
of a problem, in the coarse global approximation space (as illustrated in Figure 1.4). A similar
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approach to perform a refined global-local analysis has been reported in [89], which can be in-
terpreted as a special case of the GFEMgl. Though the formulation of this methodology provided
subsequently focuses on three-dimensional elasticity problems, the methodology is applicable to
other classes of problems as well [99–101].
Linear FE 
Shape Functions
Global-local
enrichment functions 
GFEM Shape 
function
Enrichment = Numerical 
solutions of BVP
Fig. 1.4 Construction of GFEM shape functions using global-local enrichments.
1.5.1 Formulation of Global Problem
Consider a domain, Ω¯G =ΩG∪∂ΩG in IR3. The boundary is decomposed as ∂ΩG = ∂ΩuG∪∂ΩσG
with ∂ΩuG∩∂ΩσG = /0. The equilibrium and constitutive equations for linear elasticity are given by
∇ ·σ = 0 σ =C : ε in ΩG, (1.12)
where C is Hooke’s tensor, σ denotes the Cauchy stress tensor and ε is the small strain tensor. The
following boundary conditions are prescribed on ∂ΩG
u = u¯ on ∂ΩuG σ ·n = t¯ on ∂ΩσG, (1.13)
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where n is the outward unit normal vector to ∂ΩσG and t¯ and u¯ are prescribed tractions and dis-
placements, respectively. Equations (1.12) and (1.13) are the strong form of governing equations.
Let u0G denote a generalized FEM approximation of the exact solution u of the problem statement
given by equations (1.12) and (1.13). From the Principle of Virtual Work and the Galerkin Method,
it can be derived that the approximation u0G is the solution of the following problem:
Find u0G ∈ X hpG (ΩG)⊂
(
H1(ΩG)
)3 such that, ∀ v0G ∈ X hpG (ΩG)
∫
ΩG
σ (u0G) : ε (v
0
G)dV +η
∫
∂ΩuG
u0G · v0GdA =
∫
∂ΩσG
t¯ · v0GdA+η
∫
∂ΩuG
u¯ · v0GdA (1.14)
where, X hpG (ΩG) is a discretization of
(
H1(ΩG)
)3, a Hilbert space defined on ΩG, built with gen-
eralized FEM shape functions and η is a penalty parameter. The following notation is used in this
study:
For any functional space Z,
(Z)3 ≡ Z×Z×Z (1.15)
A discretization for solving Problem (1.14) is typically provided with the help of a coarse quasi-
uniform finite element mesh which leads to a system of linear equations to be solved for the
unknown degrees of freedom of u0G.
1.5.2 Local Problem
Let ΩL denote a local domain, which is extracted from ΩG and may contain cracks, holes, in-
clusions, fibers, or other local features of interest. The following is the weak form of the local
problem solved on ΩL after the global solution u0G is computed as described above:
Find uL ∈ X hpL (ΩL)⊂
(
H1(ΩL)
)3 such that, ∀ vL ∈ X hpL (ΩL)
∫
ΩL
σ (uL) : ε (vL)dV +η
∫
∂ΩL∩∂ΩuG
uL · vLdA+κ
∫
∂ΩL\(∂ΩL∩∂ΩG)
uL · vLdA =∫
∂ΩL∩∂ΩσG
t¯ · vLdA+η
∫
∂ΩL∩∂ΩuG
u¯ · vLdA+
∫
∂ΩL\(∂ΩL∩∂ΩG)
(t(u0G)+κu
0
G) · vLdA (1.16)
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where, X hpL (ΩL) is a discretization of
(
H1(ΩL)
)3 using GFEM shape functions. Problem statement
(1.16) uses the solution of the global problem, u0G, as boundary condition on ∂ΩL\(∂ΩL∩∂ΩG).
Exact boundary conditions are prescribed on portions of ∂ΩL that intersect either ∂ΩuG or ∂Ω
σ
G.
The traction vector, t(u0G), that appears in the integral over ∂ΩL\(∂ΩL∩∂ΩG) is computed from
the coarse-scale solution using Cauchy’s relation,
t(u0G) = nˆ ·σ (u0G) = nˆ · (C : ε (u0G)) (1.17)
with nˆ the outward unit normal vector to ∂ΩL. The parameters η and κ are a penalty parameter
and a spring stiffness defined on ∂ΩL ∩ ∂ΩuG and ∂ΩL\(∂ΩL ∩ ∂ΩG), respectively. The type of
boundary conditions provided by u0G can be selected based on the choice of spring stiffness κ .
Details can be found in [80].
1.5.3 Global-Local Enrichment Functions
Using Equation (1.7) and the concept illustrated in Figure 1.4, a Generalized FEM shape function
can be defined as,
φ α = NαuL (1.18)
where uL is the local solution obtained in Section 1.5.2 and is also called a global-local enrichment
function in the context of GFEMgl. The Cartesian components of uL are added to the space χα in
Equation (1.6). These enrichment functions are used at nodes xα of the global mesh whose support,
ωα , is contained in the local domain ΩL. The global problem defined in Section 1.5.1 is then
solved again with the solution space now augmented to include the global-local enrichment shape
functions, and is called the enriched global problem whose solution is denoted by uEG. Regardless
of the number of Degrees of Freedom (DOFs) required to solve the local problem accurately, only
three DOFs are added hierarchically to the global mesh per enriched node. They are the Cartesian
components of the vector-valued function φ α defined in (1.18).
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A Priori Error Estimate: The error of uEG in the energy norm is bounded by [9, 12, 92]
‖u−uEG‖ε(ΩG) ≤C
(
N
∑
α=1
inf
vα∈χα(ωα )
‖u− vα‖2ε(ωα )
) 1
2
, α = 1, . . . ,N, (1.19)
where, C is a constant and ‖.‖ε denotes the energy norm. This error estimate is valid for any
Partition of Unity based method, like the GFEM and GFEMgl. Equation (1.19) implies that the
error in the energy norm of the global approximation, uEG is bounded by the error in the energy
norm of the local approximation, uL. In other words, if uL approximates well the exact solution
u over ωα ,α = 1, . . . ,N, then the global approximation uEG can approximate well the function u
over the global domain ΩG. Note that the local solution uL is only used as enrichment function at
nodes xα of the global mesh whose support ωα ⊂ ΩL. Therefore, all finite elements in the cloud
ωα belong to ΩL and uL is in the energy space ε(ωα).
1.6 Objectives and Outline
The main objectives of this research work are the development of the two-scale Generalized Fi-
nite Element Method for simulation of problems involving large-scale, nonlinear, multiscale phe-
nomena, its mathematical analysis, and three-dimensional implementation. The main scientific
challenges and specific focus of this work are summarized below.
Size of Enrichment Zone: The GFEM/XFEM relies on the use of a priori selected enrichment
functions in a small subdomain of the problem. For example, in the problems involving crack,
singular enrichment functions are used at finite element nodes within an enrichment zone around
the crack front. Smaller enrichment zones lead to suboptimal convergence of the method while
large ones lead to ill-conditioning of the system of equations and to a large number of degrees
of freedom. Chapter 2 presents an a priori estimate for the minimum size of the enrichment zone
required for optimal convergence of the GFEM/XFEM. The estimate shows that the optimal size of
the enrichment zone depends on the element size and polynomial order of the GFEM/XFEM shape
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functions. The estimate can also be used for the selection of local domain size in the GFEMgl.
Detailed numerical verification of these findings are also presented in Chapter 2.
Effect of Inexact Boundary Conditions at Local Problems: In the GFEMgl approach, the
global-local enrichment functions are obtained from the solution of a local boundary value prob-
lem. The boundary conditions on the local domain are given by the potentially poor numerical
solution obtained on a coarse global mesh. An important objective of this work is to investigate
the effect of these inexact boundary conditions on the accuracy of the GFEMgl solution and to
devise strategies to control such error. This is extensively addressed in Chapter 3 of this document.
GFEMgl for Nonlinear Fracture Problems: Many problems of practical interest involve
localized plastic deformations and exhibit nonlinearity. The GFEMgl for nonlinear problems with
localized elasto-plastic deformation was proposed in [82]. An objective of this work is to extend
the existing GFEMgl approach to efficiently solve nonlinear fracture problems and is covered in
Chapter 4. The target nonlinear model problem includes structures with plastic deformations at
regions that are orders of magnitude smaller than the characteristic dimensions of the structural
component.
Stable GFEM and Conditioning: The GFEM framework allows great freedom in the se-
lection of enrichment functions. However, the resulting GFEM shape functions lead to an ill-
conditioned system of equations, as pointed out in Section 1.3. This can cause a severe loss of ac-
curacy in the computed solution, in particular for large three-dimensional problems. The SGFEM
described in Section 1.4 involves simple modification of the enrichment function, while keeping
all the attractive features of GFEM intact. It is shown that the conditioning of the resultant system
of equations in SGFEM is not worse than in the standard FEM [6]. Moreover, these modified
enrichment functions lead to much lower error levels in the enrichment region. The applications of
SGFEM reported in [6] are limited to one-dimensional problems. This study extends the SGFEM
approach, in particular to two- and three-dimensional fracture problems. This embodies one of the
major objectives of this research work and is the topic of chapters 5 and 6. The SGFEM modifica-
tion applied to the global-local enrichment functions used in the GFEMgl is also proposed in this
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work. It is shown that the near-orthogonality of the resulting enrichment space in this approach
leads to an efficient iterative solution algorithm for the global system of equations obtained in the
GFEMgl. This efficiency in solution algorithm becomes especially important for large scale 3-D
problems exhibiting sharply varying features in a localized region. Details of this solution scheme
are provided in Section 6.3.
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Chapter 2
Enrichment Zone Size
Several researchers have exploited the robustness and flexibility associated with the GFEM/XFEM
to solve elasticity problems involving cracks [3, 45, 74, 94, 106, 133]. This method relaxes mesh-
ing constraints imposed by the standard Finite Element Method (FEM) for modeling cracks or
moving interfaces. In addition, it improves the numerical accuracy while retaining the attractive
features of the FEM. In problems involving cracks, the singularity is resolved poorly by the poly-
nomial shape functions used in the FEM, unless a highly-refined mesh is used close to the crack
tip. The GFEM alleviates this problem by building a solution space containing a priori knowledge
about the elasticity solution in the neighborhood of cracks. The GFEM can handle discontinuities
and singularities independently of the finite element mesh by proper selection of local approxi-
mation spaces in pre-selected regions of the problem domain. This is accomplished through the
so-called enrichment functions. For problems involving cracks, two types of enrichment functions
are typically adopted [46, 108, 133]: (i) Heaviside functions able to represent the discontinuity of
the elasticity solution across the crack surface and (ii) Westergaard asymptotic singular displace-
ment fields, which approximate the singularity and discontinuity of the elasticity solution near the
crack tip.
Most GFEM formulations for fractures [45, 46, 133] have adopted singular enrichment func-
tions only at the nodes of elements cut or touched by the crack tip in 2-D or crack front in 3-D.
This enrichment strategy, referred to as topological enrichment [20, 83], leads to the same subop-
timal convergence behavior as the standard FEM on quasi-uniform meshes. Laborde et al. [83]
and Be´chet et al. [20] proposed the idea of enriching finite element nodes in a fixed neighbor-
hood around the crack tip/front. This so-called geometrical enrichment strategy leads to optimal
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convergence rates, as in problems with smooth solutions, provided proper singular enrichment
functions are adopted [95]. A brief overview of these enrichment strategies is presented in Sec-
tion 2.2. Other researchers [59, 137] have also numerically demonstrated the need for geometrical
enrichment around the crack tip/front in order to obtain optimal convergence rates.
The geometrical enrichment zone with singular enrichment functions can be chosen arbitrarily
large. However, large enrichment zones lead to ill-conditioned stiffness matrices as shown in [69]
and to a larger number of degrees of freedom than the topological enrichment strategy. Therefore,
estimates of the minimum size of the enrichment zone required for optimal convergence of the
GFEM are needed. To the author’s knowledge, no guidelines for the selection of enrichment zone
sizes in the GFEM/XFEM are available in the literature. This chapter presents an a priori estimate
for the optimal size of the enrichment zone. The estimate shows that the optimal size depends on
the element size and polynomial order of the GFEM shape functions. Numerical verification of
these findings is also presented.
Section 2.1 describes the linear elastic fracture mechanics problem considered in this study.
Section 2.2 reviews enrichment strategies commonly adopted in the neighborhood of a crack tip.
Section 2.2.3 presents an a priori estimate of the optimal size of the enrichment zone for linear
elastic fracture mechanics problems. Numerical experiments aimed at the verification of the pro-
posed estimate are presented in Section 2.3. Finally, Section 2.4 summarizes the main results and
conclusions of this study.
2.1 Model Problem Definition
Consider a cracked domain, Ω¯=Ω∪∂Ω in R2, like the one shown in Figure 2.1.
The equilibrium and constitutive equations are given by
∇ ·σ = 0 σ =C : ε in Ω (2.1)
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Fig. 2.1 Linear elastic boundary value problem with a crack in 2-D.
where C is Hooke’s tensor, σ denotes the Cauchy stress tensor, and ε is the small strain tensor.
The following boundary conditions are prescribed on ∂Ω
σ ·n = t¯ on ∂Ω (2.2)
where n is the outward unit normal vector to ∂Ω and t¯ are prescribed tractions. The crack surface
is assumed to be traction-free, i.e., t¯ = 0 on the crack surface. Equations (2.1) and (2.2) are the
strong form of governing equations.
The weak formulation of the problem above is given by the Principle of Virtual Work, which
reads
Find u ∈ E (Ω); such that ∀ v ∈ E (Ω)
B(u,v) = F(v) (2.3)
where
B(u,v) =
∫
Ω
σ (u) : ε (v)dA
F(v) =
∫
∂Ω
t¯ · vds
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and E (Ω) is the energy space [134] with norm
‖ · ‖E (Ω) =
√
B(·, ·) (2.4)
Numerical approximations to the solution of problem (2.3) are computed in Section 2.3 using
the Galerkin method with GFEM discretization spaces as described in Section 1.3.
2.2 Enrichment Zone
Singular enrichment functions for the elasticity problems involving crack are provided by the
asymptotic expansion of the 2-D elasticity solution in the neighborhood of a crack [134]. In par-
ticular, we adopt the first term of the Mode I and Mode II expansions. They are given in (2.15)
and (2.17), respectively. These functions are used at local spaces χα ,α ∈ Ieh ⊂ Ih. The set Ieh typ-
ically corresponds to finite element nodes in a neighborhood of the crack, where the asymptotic
expansion is valid. Figure 2.6 illustrates this set for our model problem. However, the selection
of this enrichment zone is up to the user of the GFEM. The next section discusses two approaches
proposed in the literature for the selection of Ieh . It is noted that Heaviside functions are not adopted
as enrichments in this work. All nodes in set Ieh have functions defined in (2.15) and (2.17).
2.2.1 Topological Enrichment
In this enrichment strategy, set Ieh corresponds to nodes of finite elements cut or touched by the
crack front. In this strategy, the size of the enrichment region goes to zero as the mesh is refined
close to the crack front. As a result, it leads to the same poor convergence rate as in the finite
element on quasi-uniform meshes [20, 83, 137]. Figure 2.2 illustrates this strategy. Topological
enrichment is broadly used in the literature, in particular when solving 3-D problems.
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Crack
Crack Tip
Fig. 2.2 Topological enrichment around a crack tip in 2-D. The size of the enrichment zone goes to zero
with mesh refinement.
2.2.2 Geometrical Enrichment
In this enrichment strategy, set Ieh corresponds to all nodes within a prescribed distance d from
the crack front, regardless of the mesh size [20, 83]. As a result, the elasticity solution is well
captured in the neighborhood of the crack. The GFEM attains optimal convergence rate, i.e.,
the same rate as in problems with smooth solutions, even on uniform meshes [69, 95]. Figure
2.3 illustrates the geometrical enrichment strategy in a 2-D setting. The main drawbacks of the
geometrical enrichment are the large number of degrees of freedom and the ill-conditioning of the
GFEM stiffness matrices [69]. These issues are particularly severe in 3-D problems. Therefore,
estimates of the minimum size of the enrichment zone able to deliver optimal convergence rates
are of practical relevance.
2.2.3 Optimal Size of the Enrichment Zone
In this section, the geometrical enrichment strategy described above is analyzed. The goal is to
find the conditions under which that strategy leads to optimal convergence rates in the h-version
of the GFEM. We show that the optimal size of the enrichment zone is dependent on the element
size and polynomial approximation order. The focus is on the elasticity problems with cracks.
The convergence of the h-version of the finite element method is governed by [134]
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Fig. 2.3 Geometrical enrichment defined on a square region of edge size 2d around a crack tip in 2-D. The
size of the enrichment zone is independent of the finite element mesh.
‖e‖H1(Ω) ≤Chmin(p,k−1)‖u‖Hk(Ω) (2.5)
where
‖e‖H1(Ω) is the FEM error in the H1 norm,
u is the exact solution,
C is a constant independent of u and h, the size of the largest finite element in the
mesh,
p is the polynomial order of the FEM shape functions, and
k denotes the order of the Hilbert space Hk(Ω) to which the exact solution belongs,
which in turn is a measure of the smoothness of the solution u.
The convergence of the h-version of the generalized finite element method is also governed by
(2.5) if topological enrichment is adopted or if only polynomial functions are used for the basis of
the local spaces χα , α ∈ Ieh [43].
The first term of the Mode I and II expansions of the solution of our model problem in the
neighborhood of the crack are provided by (2.15) and (2.17), respectively. The smoothness of
these functions is controlled by the
√
r term. This function is plotted in Figure 2.4. The horizontal
axis in the figure has the distance r from the crack tip.
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Suppose that a uniform mesh with elements of size h has a geometrical enrichment of dimen-
sion d around the crack tip. If the local spaces χα ,α ∈ Ieh , can approximate the exact solution well,
the convergence rate of the GFEM solution is controlled by the error outside of the enrichment
zone. In the case of our model problem, the convergence rate is controlled by the error in the
elements immediately outside of the enrichment zone. The region with these elements is indicated
by Ω∗e in Figure 2.4. This is the case since the solution farther away from the enrichment zone is
smoother than in Ω∗e .
Controls the convergence rate
Crack
Fig. 2.4 Behavior of near crack tip displacement field.
From Equation (2.5), it can be seen that if the solution u belongs to the Hilbert space of order
p + 1 or larger, i.e. min(p,k− 1) = p or k− 1 ≥ p, then the convergence rate is governed by the
polynomial order p of the elements and will be the optimal convergence rate.
Our goal is to find the dimension d shown in Figure 2.4, such that the convergence rate of
the h-version of the GFEM is optimal, i.e., equal to the polynomial order of the shape functions.
According to (2.5) and the discussion above, this will be the case if the restriction of the solution
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u to Ω∗e belongs to the Hilbert space of order p + 1, i.e.,
u|Ω∗e ∈ H(p+1)(Ω∗e) (2.6)
Using equations (2.5) and (2.6), we get,
‖e‖H1(Ω∗e) ≤C1hp
[
‖u‖H p+1(Ω∗e)
]
(2.7)
where C1 is independent of u and h. Equation (2.7) implies that the convergence rate will be
optimal and equal to p if ‖u‖H p+1(Ω∗e) is bounded by a constant.
By taking square on both sides of Equation (2.7), it can be written as,
‖e‖2H1(Ω∗e) ≤Ch
2p
[
‖u‖2H p+1(Ω∗e)
]
(2.8)
Note that, as and when further constants appear while solving the inequality, those can be lumped
into a single constant C.
The first term of the Mode I and II expansions of the 2-D elasticity solution in the neighborhood
of a crack can be written, according to (2.15) and (2.17), as
u(r,θ) = r
1
2 f (θ) (2.9)
where r is the distance from the crack tip and f (θ) is a smooth function of the polar coordinate
θ . Second and higher order terms of the elasticity expansion are smoother than the first one. The
(p+1)th derivative of (2.9) with respect to r is given by
∂ p+1u
∂ rp+1
= r−
1
2−p f (θ) (2.10)
Again, coming back to the quantity in square brackets from Equation (2.8), a bound on
[
‖u‖2H p+1(Ω∗e)
]
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needs to be obtained. Now, from the definition of a Hilbert space it is known that,
‖u‖Hk(Ω) =
[∫
Ω
k
∑
α=0
(
dαu
dxα
)2
dx
] 1
2
< ∞ (2.11)
If the highest order derivative of order k in Equation (2.11) above is bounded, then all the other
lower order derivatives are bounded.
Consider the term in square brackets from Equation (2.8),
‖u‖2H p+1(Ω∗e) =C
[∫
Ω∗e
(
∂ p+1u
dxp+1
)2
dx
]
=C
[∫ 2pi
0
∫ d+h
d
f (θ)
(
∂ p+1u
∂ rp+1
)2
rdrdθ
]
(2.12)
where the constant C accounts for bounds on all lower order derivatives of u.
Using (2.10) and (2.12), we get
‖u‖2H p+1(Ω∗e) ≤C
[∫ d+h
d
r−2(p+
1
2)+1dr
]
=C
[∫ d+h
d
r−2pdr
]
since all the θ dependence can be lumped into constant C.
The Mean Value Theorem for integrals states that
∫ b
a
g(x)dx≤ g(x′)(b−a)
where x′ is the point in domain [a,b] at which the function g(x) attains a maximum value g(x′) for
all x ∈ [a,b]. Function r−2p attains a maximum value at r = d. Therefore,
‖u‖2H p+1(Ω∗e) ≤C
[∫ d+h
d
r−2pdr
]
≤Cd−2ph (2.13)
The very purpose of obtaining the optimal convergence rate will be solved if the quantity on the
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right-hand-side of (2.13) is bounded by a constant, i.e.,
d−2ph≤C
Cd2p ≥ h
Therefore, for optimal convergence,
d ≥Ch 12p (2.14)
The above estimate of the enrichment size is a function of the element size h and shape func-
tion polynomial order p. It shows that fine meshes require smaller enrichment zones for optimal
convergence than coarse ones. In contrast, high-order shape functions require larger enrichment
zones for optimal convergence than in the linear case. This is confirmed by the numerical exper-
iments presented in Section 2.3. The estimate shows that the optimal size of the enrichment zone
is not fixed and it decreases with mesh refinement. Therefore, if a fixed geometrical enrichment
is adopted, which is the case found in the literature [20, 83], an optimal convergence rate will be
achieved with mesh refinement regardless of the value of the constant C in (2.14). This is also
confirmed by the numerical experiments presented in Section 2.3. The element size required to
achieve optimal convergence, however, may not be practical if d is small.
It is noted that estimate (2.14) holds for the case of linear elastic fracture mechanics problems
with stress-free crack surfaces. Derivations for other types of boundary conditions on crack faces
would follow the same steps. While the derivation was performed in a 2-D setting, the estimate
is also applicable to three-dimensional problems away from the boundary of the domain since the
strength of the singularity along a 3-D crack front is the same as in 2-D. Similar estimates can
be derived for other classes of problems exhibiting singularities or strongly localized but finite
gradients if their asymptotic solutions are known.
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2.3 Numerical Studies and Discussion
This section provides numerical studies for verification of the optimal zone size estimate given by
Equation (2.14).
Figure 2.5 illustrates the 2-D linear elastic fracture mechanics problem used in the verification
of estimate (2.14). It is an edge-crack panel with the geometric dimensions shown in the figure and
subjected to Neumann boundary conditions in the form of tractions t¯ . Young’s Modulus is taken
equal to unity and a Poissons ratio of 0.30 is adopted. Plane strain conditions are assumed to hold.
Fig. 2.5 Two-dimensional edge-crack panel.
The traction vector t¯ is computed from the first term of the Mode I expansion of the elasticity
solution in the neighborhood of a crack:
uI(r,θ) =
√
r

(
κ− 12
)
cos θ2 − 12 cos 3θ2
(
κ+ 12
)
sin θ2 − 12 sin 3θ2
 (2.15)
where r and θ are polar coordinates at the crack tip,−pi ≤ θ ≤ pi , κ is a material constant (3−4ν),
and ν is the Poisson’s ratio. Since (2.15) satisfies the equilibrium equations (2.1) and boundary
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conditions (2.2), it is the exact solution of the problem. This so-called manufactured solution is
used to evaluate the convergence rate of the GFEM in the energy norm (2.4).
The manufactured solution uI given in (2.15) belongs to the Hilbert space of order k = 3/2.
Therefore, the convergence rate in the energy norm of the FEM on a sequence of uniform meshes
is equal to 1/2, according to (2.5). This is also the case for the GFEM if topological enrichment is
adopted or if only polynomial functions are used for the basis of the local spaces χα , α ∈ Ieh . Our
goal is to achieve optimal convergence rates given by the polynomial order p of the shape functions.
This can be accomplished using geometrical enrichment, as discussed in previous sections. Linear
and quadratic GFEM shape functions defined on uniform meshes as described below are adopted.
In the first case, the polynomial GFEM shape functions are just the finite element partition of unity
functions Nα , α ∈ Ih. Quadratic GFEM shape functions are defined as [45, 98],
Nα ×
{
(x− xα)
hα
,
(y− yα)
hα
}
(2.16)
where hα is a scaling factor given by the diameter of the largest element sharing node xα =
(xα ,yα). These shape functions, together with the partition of unity, span quadratic polynomi-
als over a finite element [45]. In addition to these polynomials, singular enrichments are adopted
near the crack line as described below. They are used with both linear and quadratic GFEM shape
functions.
Four finite element meshes are used in the convergence studies: 64×64, 128×128, 256×256,
and 512× 512 grid of elements. The meshes are created by first generating a uniform mesh of
quadrilateral elements and then dividing each element into two triangular elements. One of the
meshes, corresponding to a 32× 32 grid of elements is shown in Figure 2.6. The meshes in this
study are selected such that the crack lies along the boundary of elements and the crack tip is at
a node. This is done to facilitate the use of a special integration scheme for the singular GFEM
shape functions. The integration rules proposed in [104] are adopted. It is to be noted, however,
that the conclusions drawn from this study about the enrichment zone size are not affected by the
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location of the crack surface with respect to the mesh.
In the computations, singular enrichment functions defined from the Cartesian components of
vector-valued function (2.15) and the first term of the Mode II expansion of the elasticity solution
in the neighborhood of a crack
uII(r,θ) =
√
r

(
κ+ 32
)
sin θ2 +
1
2 sin
3θ
2
(
κ− 32
)
cos θ2 +
1
2 cos
3θ
2 ,
 (2.17)
are used in the singular enrichment zone defined below. It is noted that enrichment functions given
by (2.15) are sufficient for this problem since it is the exact solution. However, our implementation
requires the use of both (2.15) and (2.17) as enrichment functions. The singularity at the crack tip
and the discontinuity of the elasticity solution across the crack line are approximated by these
enrichment functions. This is in contrast to the FEM, which approximates the discontinuity using
meshes with double nodes along the crack.
Four singular enrichment zones are considered in this study. They are given by
Enrichment region:
[
0,
1
2
+d
)
×
(
1
2
−d, 1
2
+d
)
, d = 1/4, 1/8, 1/16, and 1/32.
Parameter d controls the size of the singular enrichment zone. Figure 2.6 illustrates the mesh
corresponding to a 32× 32 rectangular grid and a singular enrichment zone with d = 1/8. The
diamond-shaped glyphs represent nodes enriched with the Cartesian components of singular func-
tions (2.15) and (2.17).
Figure 2.7 shows the relative error in the energy norm plotted against the inverse of the element
size, h, which is taken as the x− or y− dimension of elements in the mesh. Linear polynomial and
singular GFEM shape functions are adopted. An optimal convergence rate of 1.0 is observed for
large singular enrichment zone sizes. In the case of d = 1/32, the convergence rate increases
and becomes optimal as the mesh is refined, which is in agreement with the estimate given by
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Fig. 2.6 Mesh corresponding to a 32 × 32 rectangular grid. Diamond-shaped glyphs represent nodes en-
riched with singular functions in an enrichment zone of size d = 1/8.
(2.14). This implies that as the mesh is refined and therefore h decreases, a smaller enrichment
zone size d suffices to yield an optimal convergence behavior. To our knowledge, this has not
been reported in the literature. Figure 2.7 also features the convergence behavior obtained with
topological enrichment. Figure 2.8 illustrates the mesh corresponding to a 32× 32 rectangular
grid employing the topological enrichment scheme. It involves only enrichments on the line of
nodes along the crack, since the crack is at the boundary of elements and ends at a node. It can be
noted from Figure 2.7 that the singularity is not isolated by the enrichments and that it is governing
the convergence rate of the GFEM as in the standard FEM. Since the element size h goes to zero
with mesh refinement, the topological enrichment zone goes to zero as well, thereby not capturing
the singularity adequately and resulting in this poor convergence behavior.
Figure 2.9 shows the relative error in the energy norm plotted against the size of the singular
enrichment zone, d, for the two finest meshes used in this study. It can be observed that for the
meshes and enrichment zone sizes considered, the error decreases as the enrichment zone size is
increased. This can also be observed in the plots of Figure 2.7. The focus of this study is to attain
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Fig. 2.7 Convergence plots for different singular enrichment zone sizes and linear GFEM shape functions.
Numbers next to the graphs indicate the slope of the curve between corresponding data points.
Fig. 2.8 Mesh corresponding to a 32 × 32 rectangular grid illustrating topological enrichment scheme.
Diamond-shaped glyphs represent nodes enriched with singular functions.
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the optimal convergence rate with the smallest singular enrichment zone size. While a larger
d leads to smaller errors, it also requires more degrees of freedom and leads to ill-conditioned
stiffness matrices, as shown in [69].
Fig. 2.9 Variation of error with the enrichment zone size for two meshes.
Figure 2.10 shows the plot of the scaled condition number of stiffness matrix against the inverse
of element size in the case of linear shape functions and different singular enrichment zone sizes.
The scaled condition number, K(K), of the stiffness matrix K is given by
K(K) := κ2(DKD)
where D is the diagonal matrix, such that the diagonal elements of K̂ = DKD are 1 or O(1)
and κ2(·) is the condition number based on ‖ · ‖2 vector norm. In this study, the scaled condition
number, K(K̂), is approximated from the non-zero eigenvalues of K̂ , computed using the MATLAB
[91] function eig. Figure 2.10 shows that the rate of growth of the condition number is independent
of d. However, larger enrichment zones lead to higher values of the condition number.
Figure 2.11 shows convergence plots for the case of quadratic GFEM shape functions defined in
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Fig. 2.10 Condition number of the stiffness matrix plotted against the inverse of element size for the case of
linear approximation.
(2.16). Singular enrichments are used as in the linear case discussed above. It can be observed that
none of the enrichment zone sizes leads to an optimal convergence rate. Similar suboptimal con-
vergence behavior is reported in the literature [83]. Nevertheless, the convergence rate increases
with mesh refinement and a constant enrichment zone size d, which is consistent with estimate
(2.14). However, much finer meshes are required to attain the optimal convergence behavior in the
case of a higher polynomial approximation order, as predicted by the estimate (2.14).
It is noted that the last data point of the plot for d = 1/4 shows a sudden reduction in the con-
vergence rate. This point corresponds to the finest mesh and the largest enrichment size considered
here and this anomalous behavior is likely caused by ill-conditioning of the stiffness matrix. The
corresponding data point for the scaled condition number obtained with linear polynomial and sin-
gular GFEM shape functions is already available in Figure 2.10. A detailed study focused on the
numerical conditioning of GFEM approximations is provided in [5, 7, 69].
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Fig. 2.11 Convergence plot for different enrichment zone sizes and quadratic GFEM shape functions.
2.4 Summary
This study focuses on estimates for the size of enrichment zones that lead to optimal convergence
rates of the GFEM on uniform meshes and elasticity problems with singularities. The results and
conclusions drawn from this study can be summarized as follows:
• Geometrical enrichment zones are necessary to obtain optimal convergence rates in the
GFEM/XFEM for fracture problems as demonstrated numerically in [20, 83]. The topo-
logical enrichment strategy, which is broadly used in the literature and in particular when
solving 3-D problems, leads to suboptimal convergence behavior.
• Large geometrical enrichment zones lead to a high number of degrees of freedom and ill-
conditioned stiffness matrices. This provided the motivation for deriving an estimate of the
minimum size of the enrichment zone able to deliver optimal convergence rates. To the
authors’ knowledge, this type of estimate has not been reported in the literature.
• The a priori estimate for the optimal size of the enrichment zone given by Equation (2.14)
can be used to guide the selection of the enrichment zones in the GFEM for 2- and 3-D
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fracture mechanics problems. Estimates for other classes of problems can also be derived,
provided the asymptotic behavior of the solution near singularities is known.
• The proposed estimate shows that the size of the enrichment zone required for optimal con-
vergence decreases with mesh refinement and increases with the polynomial order of the
approximation. The results presented in Section 2.3 provide numerical evidence for such
behavior.
• The estimate also provides a possible explanation for the observed suboptimal convergence
rates in the case of high polynomial order GFEM/XFEMs reported in literature [83] and also
shown in Section 2.3.
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Chapter 3
Analysis and improvement of Global-Local
Enrichments*
The GFEMgl approach involves the solution of local boundary value problems using boundary
conditions from the solution of the global problem discretized with a coarse mesh. These local
solutions are in turn used to enrich the solution space of the global problem with the help of the
partition of unity framework. The solution of the initial global problem solved on a coarse scale
mesh is not accurate since the localized features are not modeled in this problem. This will result
in inexact boundary conditions applied to the local problems. The discretization errors arising
from localized features of the problem, like 3-D cracks, are controlled by global-local enrichments.
From the a priori error estimate given by Equation (1.19), it is known that the rate of convergence of
the GFEMgl solution is controlled by the rate of convergence of the local approximations. Hence,
the quality of boundary conditions applied to local problems becomes important and their effect
on the accuracy of the GFEMgl solution is the primary focus of this chapter.
This chapter presents an a priori error estimate accounting for the effect of inexact boundary
conditions applied to local problems. Two strategies to control the error of the GFEMgl solution
due to these boundary conditions are also presented. The first one is based on the use of a buffer or
over-sampling zone in the local problems. The second strategy investigated is based on multiple
global-local iterations.
This chapter is organized as follows. Section 3.1 presents an a priori error estimate for the
GFEMgl solution accounting for the effect of inexact boundary conditions on the local problem.
Section 3.2 provides a theoretical estimate and numerical verification of the error in boundary
*This chapter has been adapted from [68]. The copyright owner has provided written permission to reprint the
work.
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conditions for crack propagation problems. Two strategies to control the effect of inexact boundary
conditions are discussed in Section 3.3. Section 3.4 provides numerical examples to demonstrate
the effectiveness of the proposed approaches. The problems are selected such that the boundary
conditions on the local problems range from smooth to singular functions. Finally, Section 3.5
summarizes the main results and conclusions from this study.
3.1 Error Analysis for the Local Problem
Fig. 3.1 Local domain ΩL and subdomain ΩδL .
Consider a local problem governed by the equilibrium and constitutive equations given in (1.1)
on a local domain ΩL in IR3 with Dirichlet Boundary Conditions prescribed on ∂ΩL (see Figure
3.1) as follows,
u = g on ∂ΩL (3.1)
The weak form of the problem is given by:
Find u ∈ {w : w ∈ (H1(ΩL))3,w = g on ∂ΩL} such that,
B(u,v) = 0 ∀ v ∈ (H10 (ΩL))3 (3.2)
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where,
(
H10 (ΩL)
)3 denotes a Hilbert Space over ΩL and B(u,v) is the bilinear form.
Let g = gexBC, where gexBC represent the exact Dirichlet boundary conditions on ∂ΩL, and uexBC
be the solution of (3.2) with these exact boundary conditions, i.e., uexBC satisfies
B(uexBC,v) = 0 ∀ v ∈ (H10 (ΩL))3 (3.3)
and, uexBC ∈ {w : w ∈ (H1(ΩL))3,w = gexBC on ∂ΩL}.
Similarly, let g = ginexBC, where ginexBC are inexact Dirichlet boundary conditions on ∂ΩL, and
uinexBC be the corresponding solution of (3.2), i.e., uinexBC satisfies
B(uinexBC,v) = 0 ∀ v ∈ (H10 (ΩL))3 (3.4)
and, uinexBC ∈ {w : w ∈ (H10 (ΩL))3,w = ginexBC on ∂ΩL}.
Define udiff as,
udiff = uexBC−uinexBC (3.5)
Then, from equations (3.3) and (3.4), and using the properties of the bilinear form, the following
can be obtained,
B(uexBC−uinexBC,v) = B(udiff,v) = 0 ∀ v ∈ (H10 (ΩL))3 (3.6)
with, udiff ∈ {w : w ∈ (H1(ΩL))3,w = gexBC−ginexBC on ∂ΩL}.
Furthermore,
B(udiff,v) = 0 ∀ v ∈ (C∞0 (ΩL))3 (since H10 (ΩL)⊃C∞0 (ΩL)) (3.7)
40
For a function u satisfying Equation (3.7), the Caccioppoli inequality [8] relates the L2 norm
of a function on ΩL to its energy norm over an interior subdomain ΩδL ⊂ΩL as,
‖udiff‖ε(ΩδL) ≤
C1
δ
‖udiff‖L2(ΩL) (3.8)
where, δ is the size of a buffer zone given by,
δ = dist(∂ΩL,∂ΩδL) > 0; (3.9)
and C1 is a constant that depends on the material properties of the Boundary Value Problem asso-
ciated with the bilinear form B(., .). A proof of (3.8) is given in [8], for the general scalar equation,
i.e. equation divA(x)gradu = 0, where A is a matrix with C∞ coefficients satisfying the coercivity
assumption.
Now, let uexBCh and u
inexBC
h be the finite element approximations of the solutions u
exBC and
uinexBC, defined in (3.3) and (3.4), respectively. Consider the energy norm of the error over subdo-
main ΩδL , ‖uexBC − uinexBCh ‖ε(ΩδL). Using Equation (3.5), it can be written as,
‖uexBC−uinexBCh ‖ε(ΩδL) = ‖(u
inexBC−uinexBCh )+udiff‖ε(ΩδL) (3.10)
Using the triangle inequality for the expression on the right hand side,
‖uexBC−uinexBCh ‖ε(ΩδL) ≤ ‖u
inexBC−uinexBCh ‖ε(ΩδL)+‖u
diff‖ε(ΩδL) (3.11)
In Equation (3.11), the first term on the right hand side is the error in energy norm due to the finite
element discretization of Problem (3.4) which, for a Galerkin approximation, is given by [36],
‖uinexBC−uinexBCh ‖ε(ΩL) =C inf
v∈X hpL (ΩL)
‖uinexBC− v‖ε(ΩL) (3.12)
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where, C is a constant and X hpL (ΩL) is defined in Section 1.5.2.
Furthermore,
‖uinexBC−uinexBCh ‖ε(ΩδL) ≤ ‖u
inexBC−uinexBCh ‖ε(ΩL) since ΩδL ⊂ΩL (3.13)
Using equations (3.8), (3.11), (3.12) and (3.13), leads us to the following bound for the error
uexBC−uinexBCh ,
‖uexBC−uinexBCh ‖ε(ΩδL) ≤C infv∈X hpL (ΩL)
‖uinexBC− v‖ε(ΩL)+
C1
δ
‖udiff‖L2(ΩL) (3.14)
Equation (3.14) shows how the error in the finite element solution of a local problem subjected
to inexact boundary conditions comprises of two components.The first term on the right hand
side of Equation (3.14) denotes the finite element discretization error of Problem (3.4) and the
second term indicates the effect of the inexact boundary conditions on the local problem boundary
∂ΩL. The first component of this error can be controlled by refining the mesh, whereas the second
component of the error can be reduced by increasing the buffer zone size δ . Also, it shows that
the buffer zone effect is not a function of the regularity of udiff and is also independent of mesh
parameters. Further, if uinexBC is oscillatory about uexBC, then the L2-norm of udiff is small. Thus,
the effect of inexact boundary conditions on ∂ΩL is abated in the interior of ΩL as has been
shown in [8]. Intuitively, this effect is related to the Saint Venant’s Principle [25]. It can be
used to improve the global-local enrichments defined in Section 1.5.3. This is discussed in details
in Section 3.3. Similar estimates providing an upper bound for the energy error in a localized
region of interest, in terms of the error in L2 norm in a slightly larger domain are also discussed
in [8, 41, 86, 96]. In these references, the error in the L2 norm on ΩL accounts for the numerical
pollution effects from outside the local domain ΩL , whereas the estimate presented in Equation
(3.14) specifically accounts for the inaccurate boundary conditions on the local domain boundary
∂ΩL. The derivation of another estimate accounting for the numerical pollution error from other
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sources outside of the local domainΩL, in addition to the effect of inaccurate boundary conditions,
is also conceivable.
3.2 Effect of Inexact Boundary Conditions
This section deals with the application of the GFEMgl to the simulation of three-dimensional crack
growth problems [110]. The focus of this study is to investigate the effect of applying inexact
boundary conditions on local problems. Figure 3.2 illustrates the procedure of solving a problem of
quasi-static crack growth using the GFEMgl [110]. The boundary conditions for the local problem
at the current crack step are provided by the solution at the previous crack step. The effect of
inexact boundary conditions on the local problem arising due to this lag in crack size is investigated
in this section. Although, the numerical experiments presented in the rest of this chapter focus on
three-dimensional static and quasi-static fracture problems, the analyses presented in Section 3.1
are application independent.
Solve local 
problem
BCs from step k
Enrichment for step k+1
Fig. 3.2 The process of solving a crack growth problem with the GFEMgl, where the BCs for a local problem
at step k+ 1 are obtained from the solution of the global problem at step k. The nodes of the global mesh
with spheres are enriched with local solutions as discussed in Section 1.5.3 [110].
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3.2.1 Error in Boundary Condition Due to Crack Lag
3.2.1.1 Analytical estimate
In Figure 3.3, the picture on the left hand side shows a crack of size 2a in an infinite plate, loaded
with tractions at infinity. With the help of symmetry, this problem can be solved as an edge-crack
panel with a crack of size a and crack tip at x = a. When the crack advances by a step of size ∆a,
the new location of the crack tip becomes x = a+∆a. The picture on the right-hand-side in Figure
3.3 shows the polar-coordinate systems for two crack configurations, one at x = a and the other at
x = a+∆a. S2 denotes the boundary of the local domain Ω2L surrounding the crack tip located at
x = a+∆a. The exact boundary conditions, which come from the asymptotic expansion of Mode
I opening of the crack of size 2a+ 2∆a, is denoted by ua+∆a in (3.16). In the GFEMgl approach
presented in [110], the boundary conditions at S2 are provided by the solution of the problem at
previous crack step, in which the crack tip lies at x = a and is given by ua in (3.15). The near
Fig. 3.3 Coordinate systems for cracks of size (2a) and (2a+2∆a) for an infinite plate loaded at infinity.
crack-tip displacement field for crack size 2a, corresponding to the Mode I opening of the crack
for plane strain problem is given by (higher order terms omitted) [136]:
ua(r1,θ1) =
KaI
G
[
r1
(2pi)
] 1
2
 cos
θ1
2
[
1−2ν+ sin2 θ12
]
sin θ12
[
2−2ν− cos2 θ12
]
 (3.15)
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where,
KaI is the Mode I Stress Intensity Factor (SIF) for a crack of size 2a
r1, θ1 denote the polar coordinates with respect to origin at x = a
G is the shear modulus
ν is the Poisson’s Ratio
Similarly, for the crack of size 2a+2∆a, the displacement field is given by,
ua+∆a(r2,θ2) =
KIa+∆a
G
[
r2
(2pi)
] 1
2
 cos
θ2
2
[
1−2ν+ sin2 θ22
]
sin θ22
[
2−2ν− cos2 θ22
]
 (3.16)
Equation (3.16) represents the exact boundary conditions for a local problem defined on ∂Ω2L,
whereas Equation (3.15) corresponds to approximate boundary conditions used in the GFEMgl. In
Equation (3.15), r1 and θ1 can be written as functions of r2 and θ2 by coordinate transformation
and are given as follows,
r1 =
√
(∆a)2+2(∆a)r2 cosθ2+ r22
cosθ1 = ∆a+r2 cosθ2r1
sinθ1 = r2 sinθ2r1
(3.17)
The error in boundary condition, due to the crack lag will be given by the difference of solution
vectors in equations (3.16) and (3.15),
eBC(r2,θ2) = ua+∆a(r2,θ2)−ua(r2,θ2) (3.18)
Let us define the relative error in Boundary Condition (BC) in terms of a scalar quantity as,
er =
∫ pi
−pi (eBC.eBC)r2 dθ2∫ pi
−pi (ua+∆a.ua+∆a)r2 dθ2
(3.19)
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where the quantity in the numerator is the integral of the inner product of eBC over S2, and the
quantity in the denominator is the integral of the inner product of exact boundary condition ua+∆a
over S2.
To study the effect of crack step size ∆a on the error er, crack step sizes ranging from 0 to 12
are used, with 3 different sizes of local domain, Ω2L: r2 = 9,10 and 11. The value of the Shear
Modulus, G is taken equal to unity and a Poisson’s ratio (ν) of zero is chosen. Also, to keep
these estimates on the same ground as the numerical studies presented in the following section, the
value of the SIF, KI is kept as unity for all the cases. Although KI is a function of the magnitude
of traction σ (Figure 3.3) and crack size 2a (KI = σ
√
pia), the traction can be adjusted according
to the crack size to yield KI = 1.0, regardless of the crack size.
The relative error in Boundary Condition, er was symbolically evaluated for values of different
parameters mentioned above with the help of a MATLAB code. Figure 3.4 shows the variation of
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Fig. 3.4 Variation of relative error in boundary condition with the crack step size ∆a.
error er with the crack step size, ∆a, plotted for three different sizes of local domain Ω2L (r2 = 9,10
and 11). As can be seen from the figure, for all three domain sizes, the error grows with crack
step size, starting from no error for ∆a = 0. Also, lower error levels are observed for larger local
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domains.
The same quantity, er is plotted again in Figure 3.5, but now against the crack step size ∆a
scaled with the size of local domain Ω2L. All three curves (corresponding to three different sizes
of local domain) overlap when plotted this way, showing the direct dependence of the relative
error on the scaled parameter,
∆a
r2
. The error function er scales with
∆a
r2
, therefore one could also
have arrived at this conclusion using scaling arguments. This result, in particular, is encouraging
because it can help in selecting the local domain size for a given crack step (∆a) and a desired
error level, which instigates exploration on a problem of practical interest, and is the topic of next
section.
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Fig. 3.5 Variation of relative error in boundary condition with crack step scaled by the radius of S2.
3.2.1.2 Numerical Experiments
This section deals with the effect of inexact boundary conditions due to crack lag on a finite 3-
D domain as shown in Figure 3.6. It is a square edge-crack panel with uniform thickness of 1′′
throughout. The value of Young’s Modulus is taken equal to unity. A zero Poisson’s ratio is chosen,
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making this a quasi 3-D problem, the exact solution of which is known in the entire domain of the
problem. This exact solution can be used to apply boundary conditions on the global as well as
local problem. The boundary conditions are applied in the form of tractions derived from the first
term of the asymptotic expansion of the Mode I opening of the crack.
30
30
x = 21
x = 19
x = 17
x = 15
x = 13
x = 11
x = 9
x = 5 x = 25 x = 30x = 0
Fig. 3.6 Edge-crack panel showing different locations of crack front to study the effect of inexact boundary
conditions.
Two different boundary conditions are applied on the same local problem domain (as illustrated
in Figure 3.7). The picture on the right-hand-side shows the exact boundary conditions applied on
the local problem domain with crack front location at x = a+∆a. The solution corresponding to
this case provides the reference solution. On the other hand, the picture on the left shows the in-
exact boundary conditions, obtained from Mode I expansion corresponding to crack front location
at x = a, applied on the same local problem domain. This case provides an approximate solution
with the effect of inexact boundary conditions on the local problem. Note that, both the reference
solution and the approximate solution also contain the Finite Element discretization errors, which
are not the focus of this study. The dotted square in Figure 3.6 shows the boundary of a local
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a +    a∆uua
a + a ∆
uT(   )a
a
∆ a +     a
T(            )
Fig. 3.7 Local problem domain solved with two boundary conditions. The picture on the left shows the
inexact boundary condition case while the right side picture shows the case corresponding to exact boundary
conditions on the local problem.
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domain of size 20′′×20′′. The dashed lines show different locations of the crack front used in this
study, leading to different crack step sizes, ∆a. Inexact boundary conditions are provided by the
Mode I asymptotic expansion for a crack front at x = 9, the point where the solid line ends in the
figure. For example, for a problem with the crack front location of x = 15, the reference solution
is obtained by applying exact boundary conditions provided by the asymptotic expansion corre-
sponding to crack front at x = 15. On the other hand, inexact boundary conditions are provided by
the asymptotic expansion corresponding to crack front at x = 9, leading to a ∆a = 15′′−9′′ = 6′′.
For each crack front location, x = 11,13,15,17,19,21 and respective crack step size, ∆a =
2,4,6,8,10,12, there is a reference GFEMgl solution obtained by applying exact boundary con-
ditions and there is a solution obtained by applying inexact boundary conditions provided by the
Mode I expansion corresponding to crack front at x = 9. The difference between them provides
an estimate of the error due to inexact boundary conditions applied on the local problem. In this
study, the square root of the relative difference in strain energy of the local and global problems
are adopted:
eL,r =
√∣∣UexactBCL −U inexactBCL ∣∣
UexactBCL
(3.20)
where, UexactBCL and U
inexactBC
L denote strain energy of the local problem obtained from the so-
lution of the problems shown on right-hand-side and left-hand-side, respectively, in Figure 3.7.
UexactBCL and U
inexactBC
L are obtained from the GFEM solution, and therefore, both quantities have
discretization errors. Similarly, the square root of the relative difference in strain energy of the
enriched global problem is given by,
eEG,r =
√√√√∣∣∣UE, exactBCG −UE, inexactBCG ∣∣∣
UE, exactBCG
(3.21)
where, UE, exactBCG and U
E, inexactBC
G denote strain energy of the enriched global problem, obtained
by enriching the global problem with the solution of local problems shown on right-hand-side and
left-hand-side, respectively, in Figure 3.7.
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Fig. 3.8 Global and local problem meshes used for studying the effect of inexact boundary conditions.
The global problem has a single through-the-thickness crack and is discretized with a uniform
mesh of tetrahedral elements, with only one layer of elements being provided in the z-direction.
The mesh is created by first generating a uniform mesh of hexahedral elements and then dividing
each element into 6 tetrahedrons. The crack is modeled in the local problem with the help of
high-order discontinuous step-function enrichments given in [108]. Figure 3.8 shows the global
mesh used for this study. The local domain is extracted from the shaded square region in the global
mesh. The local mesh is also shown in the figure.
The refinement is performed in a geometric progression towards the crack front, so as to capture
the singularity at the crack front. A local discretization with one level of mesh refinement around
a crack front is created by first bisecting, in the initial mesh, all elements with nodes on the crack
front and then bisecting additional elements in order to recover a conforming discretization. The
refinement edges of the elements are selected based on the marked-edge algorithm [4, 15]. To
achieve a refinement level of nref, this procedure is repeated nref times. The initial mesh extracted
from the global mesh corresponds to nref = 0. Therefore, if the size of an element in the global
mesh is h, then the resulting element after performing refinement will be of size
h
2nref
. This local
mesh refinement algorithm also preserves the nesting of local elements into the global mesh, which
greatly facilitates the computational implementation.
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The local mesh in this study is generated by performing seven levels of crack front refinement
(nreffront = 7), to capture the singularity. A geometrical enrichment [20, 83] is adopted in the
global problem. The size of the enrichment zone is the same as the local problem domain. Figure
3.9 shows the relative difference eL,r for the local problem plotted against the crack step size ∆a
for different local problem domain sizes. These domains are equivalent to the ones used in Section
3.2.1. The radius r of circles inscribed in the local problem domains are equal to the values of
r2 used in Section 3.2.1. As can be seen from the plots, the relative difference eL,r increases with
the crack step size and very large values (relative difference of more than 10) are observed for
larger crack steps. Also, smaller differences are observed for larger local domains. The behavior
of these plots is very similar to the ones obtained by analytical estimates in Figure 3.4. The
relative difference eL,r is plotted against a scaled parameter,
∆a
r
, similar to Figure 3.5. Figure 3.10
shows a similar trend as seen in the analytical estimates of Section 3.2.1, and the three curves
(corresponding to the 3 local domain sizes) almost overlap each other.
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Effect of inexact BCs on the solution of Local Problem 
Fig. 3.9 Relative difference eL,r for the local problem plotted against crack step size ∆a.
The following two graphs show how the inexact boundary conditions on the local problem
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Fig. 3.10 Relative difference eL,r for the local problem plotted against a scaled parameter,
∆a
r
.
affect the solution of the enriched global problem. Figures 3.11 and 3.12 show the plots of the
relative difference eEG,r for the enriched global problem against ∆a and
∆a
r
, respectively. The plots
show the similar nature of the curves, as seen in the local problem as well as in the analytical
estimates. An important point though, is the relative difference between the solutions are three
orders of magnitude smaller than that observed in the case of local problem (Figure 3.9). This
clearly shows the advantage of going one step further in global-local analysis and solving the
global problem again by using the solution of local problem as enrichments.
This study uses very large increments in crack step size, ∆a, as in comparison to the crack
step size generally used [23, 74] to simulate a crack propagation problem. This has been done to
illustrate the robustness of the method and to show how the error levels can be controlled even with
such large ∆a′s, though in practice much smaller crack step increments are used. In fact, it has been
shown [127] that using linear segments with large crack step sizes does not give accurate crack
paths, and therefore very small crack step sizes are in general required to achieve an acceptable
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Fig. 3.11 Relative difference eEG,r for the enriched global problem plotted against crack step size ∆a.
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accuracy.
3.3 Methods to Improve the Global-Local Enrichments
This section presents two strategies to control the effects of inexact boundary conditions applied
to the local problem. The first strategy is based on the use of a buffer zone or an over-sampling
zone. This approach has been widely used in multiscale methods like the Multiscale FEM [73] and
the GFEM presented in [130]. However, in contrast to these methods, GFEMgl approximations are
always conforming. Durlofsky et al. [32, 143] applied a similar strategy for accurately simulating
the flow in heterogeneous formations. They used the concept of a border region and have illustrated
its importance to improve the accuracy of their method. Figure 3.13 explains the use of a buffer
zone in the context of the GFEMgl. The use of a buffer zone is justified by the a priori error estimate
(3.14) presented in Section 3.1. The shaded square region in Figure 3.13 shows the enrichment
zone, wherein the solution of the local problem is being used to enrich the solution space of the
global problem with the global-local enrichment functions. In principle, the size of the enrichment
zone can be as big as the domain size of the local problem. The region between the enrichment
zone and the local domain boundary is termed as the buffer zone. The effect of using such a buffer
zone in GFEMgl is investigated with the help of numerical experiments performed on the same
edge-crack panel used in Section 3.2.1.2
The second strategy, as originally proposed in [99], which is investigated here deals with mul-
tiple global-local iterations. To explain this methodology in the context of a fracture mechanics
problem, let us consider step k of a crack propagation problem (referring to Figure 3.2):
(i) Set t = 1.
(ii) Use the solution of the global problem at iteration t and crack step k, uk,tG as boundary con-
ditions for the fine-scale problem.
(iii) Solve the fine-scale problem for uk,tL .
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Fig. 3.13 Buffer zone in a local domain. The shaded area represents the region from which the solution of
the local problem is used as enrichment in the enriched global problem.
(iv) Use this fine-scale solution to enrich the global solution space with shape functions defined
in (1.18).
(v) Solve the coarse scale problem, enriched with these functions.
(vi) Increment t and go to step (ii), if the change in a given quantity of interest exceed some
pre-defined tolerance; proceed to the next crack propagation step otherwise.
Figure 3.14 illustrates this iterative procedure corresponding to iteration steps t and t+1 between
global-local cycles, for a particular crack propagation step k. As only the boundary conditions for
the local problem change from one iteration step to the other, and the stiffness matrix for the local
problem remains the same, the factorized stiffness matrix for the local problem can be saved and
used at subsequent iterations steps. The boundary conditions on the local problem only affects the
load vector on the right hand side, therefore the local problem solution at all subsequent iteration
steps can be obtained by forward and backward substitutions. This leads to a computationally
efficient algorithm to perform iterations for these global-local cycles. A local-global iteration
algorithm has also been used in conjunction with the multi-scale finite volume element method for
the simulation of two-phase flow in heterogeneous subsurface formations [51]. Further, iterative
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procedures between a coarse and a fine mesh are also used to reduce the low frequency and high
frequency error components respectively in the Multi-grid methods [105].
BCs from iteration t
Solve local
problem
Enrichment for iteration t+1
Fig. 3.14 The process of multiple global-local iteration cycles at a particular crack propagation step, where
the BCs for local problem at iteration t+1 are obtained from the solution of enriched global problem at step
t.
3.4 Numerical Studies and Discussion
This section presents several numerical experiments aimed at investigating the two approaches
described in Section 3.3 to improve the global-local enrichments. The geometric domain and the
global mesh used in this study are the same as in Section 3.2.1.2.
3.4.1 Effect of Multiple Global-Local Iterations
The case of quasi-static growth of a crack surface is considered in this problem. The problems
are simulated such that the boundary conditions on the local problem are as bad as possible. The
goal is to illustrate the robustness of the GFEMgl, even for the worst of the cases. To that effect,
Dirichlet boundary conditions are used on the local problem. Numerical experiments presented
in [80] demonstrate that Dirichlet boundary conditions lead to worse results than Spring bound-
ary conditions. Furthermore, Dirichlet boundary condition is a limiting case of Spring boundary
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condition. We adopt Dirichlet type boundary conditions in this work in order to demonstrate the
robustness of the methodology in the worst case scenario.
Two cases are considered:
1. The boundary conditions on the local problem at current crack step (i.e. a + ∆a = 15)
are provided from the solution of the global problem with crack of size a = 9, which
corresponds to a crack lag ∆a = 6 = 2/3a;
2. the Dirichlet boundary conditions for the local problem are provided from the solution of
the initial global problem with no crack. This leads to the enforcement of a continuous
displacement field at the local boundary while the exact solution is discontinuous at the
intersection between the crack surface and the local boundary.
The boundary conditions on the global problem, be it the initial global (IG) or enriched global (EG)
problem, are given by tractions computed from the asymptotic expansion of the Mode I solution
corresponding to a crack of size a + ∆a. The boundary conditions on the global problem remains
the same during the course of the global-local iteration cycles.
Figure 3.15 shows the plot of relative difference eL,r for the local problem, computed using
Equation (3.20), for a very refined local mesh obtained by performing seven levels of refinement
at the crack front (nreffront = 7). Similarly, Figure 3.16 shows the relative difference e
E
G,r for
the enriched global problem, computed using Equation (3.21). It can be seen from the figures
that the relative difference quickly levels off, with the number of iterations. This clearly shows
the effectiveness of using multiple global-local cycles to alleviate the effect of inexact boundary
conditions. The relative difference is reduced by orders of magnitude in both the local and global
problems. Notice that in Figure 3.15, the point corresponding to the first iteration seems to overlap
in both cases on a logarithmic scale. The reason for such behavior is that in both the cases, the
boundary conditions for the current crack step are poor, leading to a relative difference of about
50% in both cases.
Figures 3.17 and 3.18 show similar plots for different levels of crack front refinement in the
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Fig. 3.15 Relative difference eL,r for the local problem against the number of iterations.
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Fig. 3.16 Relative difference eEG,r for the enriched global problem against the number of iterations.
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local problem. As can be seen from these plots, with the increase in refinement level in the local
problem, the relative difference level goes down. The difference plateaus out at lower values
with the increase in refinement of the local problem. This can be explained by the fact that the
boundary conditions on the local domain can no longer be improved with the subsequent iterations
and reaches a limiting solution. For future reference, lets define this limiting solution as uEG,lim n,
where n stands for iterations. There are no global-local enrichments on ∂ΩL. Thus the GFEMgl
approximation on ∂ΩL relies on the global coarse mesh only.
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Fig. 3.17 Relative difference eL,r for the local problem against the number of iterations for different levels
of refinement in the local problem.
The plots in the figures 3.9-3.12, 3.15-3.18 show the square root of the relative difference in
strain energy taking a finite element solution obtained by applying exact boundary conditions on
the local problem as the reference solution (cf. equations (3.20) and (3.21)). Another measure is
the relative error in the energy norm and is defined as
‖e˜r‖E =
√
|Uexact−Uapprox|
Uexact
(3.22)
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Fig. 3.18 Relative difference eEG,r for the enriched global problem against the number of iterations for dif-
ferent levels of refinement in the local problem.
where, Uexact is the exact strain energy of the problem and Uapprox is the strain energy obtained
from the GFEM solution and thereby having a discretization error. This quantity has been com-
puted for the purposes of comparing the GFEMgl results with the hp-GFEM solution. The later
applies mesh refinement and enrichment to the global problem like in the standard hp-FEM [134]
and is a very robust and efficient approach to capture fine scale behavior.
Figure 3.19 shows the relative error in the energy norm plotted against the number of iterations.
The graph features a dashed line corresponding to the error level in the energy norm obtained
from the hp-GFEM solution. The hp-GFEM solution is obtained by performing the equivalent dis-
cretizations (both h and p) on the mesh, as that performed on the local mesh in the case of GFEMgl.
The dotted line corresponds to the error level in case of GFEMgl solution obtained by applying the
exact boundary conditions on the local domain. This in particular, can be treated as equivalent of
performing a large number of iterations in the global-local cycles to improve the boundary condi-
tions for the local problem, and the corresponding error level refers to the discretization error only.
It can be seen from the plots that even by using inexact boundary conditions on local problem from
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the solution of the global problem with no crack, the error level goes down as low as that of the
hp-GFEM solution, after only a couple of iterations. This again reiterates the robustness of this
approach to control the effect of the inexact boundary conditions on the local problem. Therefore,
it can be concluded that as we iterate to improve the boundary conditions on the local problem the
GFEMgl solution converges to the best approximation along ∂ΩL. The pollution effect [10, 13]
from the crack disappears. The error of the best approximation is of oscillatory nature which ex-
plains the oscillatory characteristic of the error of the GFEM approximation on ∂ΩL as noted in
Section 3.1.
If the boundary conditions applied at the local problem boundary are accurate, the local so-
lution will have similar error levels on ΩL as the hp-GFEM solution (assuming that the pollution
error from outside the local domain is negligible). Then using (1.19), it can be concluded that
the error in the solution of the enriched global problem is bounded by the error of the hp-GFEM
solution in Ω, which is also evident from the numerical results shown in Figure 3.19.
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Fig. 3.19 Plot of relative error in energy norm against the number of iterations.
Mixed Mode Problem: Figures 3.20, 3.21 and 3.22 show plots analogous to those in figures
3.17, 3.18 and 3.19 but for the case of a mixed mode problem, having both Mode I and Mode II
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components. The error levels changed slightly but otherwise, the plots show a similar behavior
as that of the Mode I case. The essence of solving the mixed mode problem is to show that the
GFEMgl is robust and adds only 3 DOFs per node enriched with global-local functions.
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Fig. 3.20 Relative difference eL,r for the local problem against the number of iterations for different levels
of refinement in the local problem for a mixed mode problem.
3.4.2 Effect of a Buffer Zone
This section aims at investigating the effectiveness of a buffer zone in improving the quality of
global-local enrichments. The numerical studies are conducted on the same edge-crack panel used
in Section 3.4.1. The size of the enrichment zone is chosen to be 4′′× 4′′ with different sizes of
local problem domain starting from 4′′× 4′′ up to 12′′× 12′′. Choosing a local problem domain
larger than that of the enrichment zone size creates a buffer zone between the boundary of the
local problem and the enrichment zone region. For the local domain of size 6′′× 6′′, the buffer
zone comprises of one layer of elements; similarly two layers of elements in buffer zone for local
problem of size 8′′× 8′′ and four layers for local problem of size 12′′× 12′′. The crack is not
modeled in the initial global problem, i.e., the Dirichlet boundary conditions applied on the local
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Fig. 3.21 Relative difference eEG,r for the enriched global problem against the number of iterations for dif-
ferent levels of refinement in the local problem for a mixed mode problem.
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Fig. 3.22 Relative error in energy norm against the number of iterations for a mixed mode problem.
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problem in the first iteration are continuous and come from the solution of a coarse global problem
with no crack. Seven levels of refinement are performed at the crack front in the local problem
(nreffront = 7).
Figure 3.23 shows the variation of the relative difference eEG,r for the enriched global problem
(Equation (3.21)) with the number of iterations, for different sizes of the local domain. As can be
seen from the figure, the effect of inexact boundary conditions reduces with larger buffer zones.
The exact solution is smooth far from the crack front. Thus, it can be better approximated by the
coarse global mesh if the local boundary ∂ΩL is far from the crack front. Recall that there are no
global-local enrichments on ∂ΩL.
Figure 3.24 shows the plots corresponding to relative error in energy norm computed with
Equation (3.22). This graph also features a dashed line which corresponds to the error level in case
of GFEMgl solution obtained by applying the exact boundary conditions on the local domain of
size 4′′×4′′. These results are in agreement with the estimate (3.14) presented in Section 3.1 which
states that the effect of inexact boundary conditions decays as the buffer zone size δ is increased.
Another important point to observe from Figure 3.24 is that with a couple of iterations in the
discretizations with local problems of sizes 4′′, 6′′ and 8′′, the same error level can be obtained as
with one iteration in the case of a discretization with local problem of size 12′′×12′′. This shows
that similar error levels can be attained by either of the strategies, i.e. by multiple global-local
iterations or by the use of a buffer zone. Therefore, it comes down to the choice of the user, based
on the computational cost and the convenience, to use one or the other or both the methods based
on the problem at hand.
Table 3.1 lists the Number of DOFs for different local problem domains used in this study.
It also shows the number of DOFs in the initial and the enriched global problem. The number
of enrichment degrees of freedom include the global-local enrichment DOFs (54) and those cor-
responding to discontinuous functions, taking care of the displacement discontinuity outside the
global-local enrichment zone region of 4′′× 4′′ (i.e. from x = 0 to x = 13 ). A larger buffer zone
increases the computational cost to solve the local problem, but not that of the enriched global
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Fig. 3.23 Relative difference eEG,r for the enriched global problem against the number of iterations for dif-
ferent sizes of the local problem.
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Fig. 3.24 Relative error in energy norm for the enriched global problem against the number of iterations for
different sizes of the local problem.
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problem. Also, as it can be observed from the table, the number of DOFs do not increase signif-
icantly while going from local problem of size 4′′× 4′′ to the one with size 12′′× 12′′. This is
because of the refinement is localized and close to the crack front to capture the singularity, and
thereby making most of the DOFs concentrated near the crack front. Hence, using a larger local
problem domain for the purposes of providing a buffer zone does not affect the computational cost
significantly.
Problem Number of DOFs
Local Problem 4′′×4′′ 93,420
Local Problem 6′′×6′′ 96,420
Local Problem 8′′×8′′ 100,380
Local Problem 12′′×12′′ 111,180
Initial Global Problem 23,064
Enriched Global Problem 23,454
Enrichment Degrees of Freedom (23454 - 23064) = 390
Global-Local Enrichment Degrees of Freedom (23118 - 23064) = 54
Table 3.1 Table showing number of degrees of freedom for the different problems considered in this study.
Another measure of error can be computed by taking the square root of relative difference in
strain energy with respect to the limiting solution uEG,lim n defined in Section 3.4.1, and is given as
follows,
eEG,lim n =
√√√√∣∣∣UEG,lim n−UE, inexactBCG ∣∣∣
UEG,lim n
(3.23)
Figure 3.25 shows the plot of relative difference eEG,lim n against the number of iterations, corre-
sponding to the plot shown in Figure 3.18. The limiting value UEG,lim n for each curve in this figure
is obtained from the data point for fourth iteration of the corresponding curve in Figure 3.18. For
the cases when there is a crack in the initial global problem, the initial boundary conditions on the
local problem are closer to the limiting boundary conditions than when no crack is present. Thus,
it has a lower convergence rate as can be seen from the figure. Also, it can be observed from the
figure that irrespective of the refinement level in the local problem, the three curves almost overlap.
The graph also features the rate at which the solution converges towards the limiting solution in
different cases.
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Fig. 3.25 Relative difference eEG,lim n for the enriched global problem against the number of iterations for
different levels of refinement in the local problem.
Similar to the limiting solution obtained by performing global-local iterations, a limiting solu-
tion uEG,lim δ can also be obtained with respect to the buffer zone size δ . The corresponding error
measure can be defined as follows,
eEG,lim δ =
√√√√√
∣∣∣UEG,lim δ −UE, inexactBCG ∣∣∣
UEG,lim δ
(3.24)
Figure 3.26 shows the relative difference eEG,lim δ for the enriched global problem corresponding to
the plot shown in Figure 3.23, after the first and second global-local-global iterations respectively.
The x-axis in the plot features the ratio R, defined as (cf. Figure 3.1),
R =
‖Size of ΩL‖
‖Size of ΩδL‖
(3.25)
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and is related to the buffer zone size δ as follows,
δ = (R−1)‖Size of ΩδL‖ (3.26)
The limiting value UEG,lim δ for the two curves in this figure is obtained from the data points cor-
responding to 12′′×12′′ local problem in Figure 3.23. The figure shows the decay in error levels
with the increase in ratio R (or buffer zone size δ ), which further reinforces the importance of a
buffer zone in the local problem.
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Fig. 3.26 Relative difference eEG,lim δ for the enriched global problem plotted against R.
3.4.3 Singular Boundary Conditions
The previous numerical results illustrate the effectiveness of a buffer zone and global-local iter-
ations for the cases with non-singular boundary conditions on the local problem. This section
investigates these two strategies for the instance of singular boundary conditions on the local do-
main boundary. Such a case arises, for example, when the boundary of the local domain intersects
a 3-D crack front leading to a singularity at the boundary. This kind of problem has been investi-
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gated in [81], where the formulation of the GFEMgl is done in a way such that many small local
problems are solved efficiently in parallel instead of solving a single large local problem. In this
approach, a local problem is defined for each seed node of the global mesh lying in a localized
region of interest (like a region close to the crack front). Hereafter, these small local problems are
termed as sublocal problems. The details and implementation issues are discussed in [81].
Figure 3.27 illustrates this approach for the solution of the edge-crack panel problem consid-
ered in previous sections. In this section, five layers of elements are provided along the thickness
of the panel (z-direction), so as to solve it as a three-dimensional problem and to obtain sublocal
problems such that their boundaries intersect the crack front leading to singular boundary condi-
tions. In Figure 3.27, the crack is shown in the initial global problem for illustration purposes only.
The boundary conditions for the local problem solved in the first iteration comes from the solution
of a global problem with no crack. The local problem domain used in this section is marked in the
global mesh. It has only one layer of elements surrounding the global seed nodes in the region of
interest (six in number and lying at the crack front). In the standard GFEMgl approach, this local
domain, extracted from the initial global mesh, is solved with the help of the hp-GFEM to provide
enrichment functions for all six nodes having global-local enrichment degrees of freedom. In the
sublocal problem approach, six sublocal problems (one corresponding to each global node) are
solved independently and thereby providing global-local enrichment functions for each node sep-
arately in the enriched global problem. It can be clearly seen that the boundaries of these sublocal
problems intersect the crack front, leading to singular functions as boundary conditions.
This problem is solved for Poisson’s ratio, ν = 0.0 and ν = 0.30. The non-zero Poisson’s ratio
leads to a three-dimensional problem with solution varying along the crack front. As the closed-
form analytical solution is not known in this case, an hp-GFEM solution computed on a very fine
mesh is used as the reference solution.
In the case of the sublocal problem approach, the buffer zone approach is applied to each
sublocal problem. The number of layers n in a sublocal problem corresponds to the number of
layers of elements in all the three directions around the global seed node used in the local problem
70
definition. This implies n−1 layers of elements in the buffer zone. For all cases studied here,
the enrichment zone remains the same as just one layer of elements around the global seed nodes
(shown with spheres in Figure 3.27).
Figure 3.28 shows the plot of the relative error in strain energy of the enriched global problem
(Equation 3.22), against the number of iterations for the problem with zero Poisson’s ratio. The
dashed curve in this graph corresponds to the solution obtained by solving the problem with only
one local problem as shown in Figure 3.27. The importance of the buffer zone in the sublocal
problems can easily be realized in this case, with a remarkable drop in error levels for the sublocal
problems having 2 and 6 layers of elements in the buffer zone. The reason for large error levels in
the case of one local problem is that even though the boundary conditions are not singular, they are
non-smooth functions. The very small size of the local domain adopted (1′′×1′′) causes the crack
front to lie close to the local problem boundary. Figure 3.29 shows the similar graph for the case
with Poisson’s ratio, ν = 0.3, giving the same trend as observed for the case with zero Poisson’s
ratio.
3.4.4 Effect on Stress Intensity Factors
In all previous sections, the effect of inexact boundary conditions has been studied with the help
of a global quantity – the relative error in the strain energy norm. In this section, this effect is
studied on a local quantity – the Stress Intensity Factor (SIF), which is an important quantity in
Fracture Mechanics problems. The SIFs are extracted using the Cut-off Function Method [106,
134]. Extraction domains are selected such that they lie within the enrichment zone region [120].
Figure 3.30 shows the variation of Mode I Stress Intensity Factor KI along the crack front (z-
direction) for different discretizations. The solid line with circles represents the exact solution for
the problem with zero Poisson’s ratio. It can be clearly seen from these plots, that the SIF values
are captured better in the cases with global-local iterations and with the use of a buffer zone. The
values of KI obtained after the second iteration in the case of no buffer zone are very close to those
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Fig. 3.27 Illustration of the use of several small sublocal problems for the computation of global-local
enrichment functions. The sublocal problems shown have no buffer zone. The crack shown in the initial
global problem is for illustration purposes only.
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Fig. 3.28 Plot of the relative error in energy norm for the enriched global problem against the number of
iterations for the problem with Poisson’s ratio = 0.0.
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Fig. 3.29 Plot of the relative error in energy norm for the enriched global problem against the number of
iterations for the problem with Poisson’s ratio = 0.30.
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obtained in the case of six elements in the buffer zone and a single global-local iteration. The SIF
values obtained in the case of one local problem is not accurate because of the very small size of the
local domain, as previously discussed. Although, the exact solution is constant in the z-direction,
the tetrahedral mesh used to discretize the domain is not. This leads to a non-symmetric variation
of the extracted SIF values along the crack front.
Figure 3.31 shows similar plots for the problem with Poisson’s ratio equal to 0.30. The solid
line with circles corresponds to the reference values obtained by the hp-GFEM solution. The plots
show a similar trend as in the case with zero Poisson’s ratio, which demonstrates the robustness
of the two strategies to control the error due to inexact boundary conditions for three-dimensional
problems.
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Fig. 3.30 Variation of Mode I Stress Intensity Factor along the crack front for Poisson’s ratio = 0.0. ’Iter’
stands for the global-local iteration number.
Figures 3.32 and 3.33 summarize the results from figures 3.30 and 3.31 respectively, by plotting
a normalized discrete L2-norm of the difference between the computed SIF and the reference
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Fig. 3.31 Variation of Mode I Stress Intensity Factor along the crack front for Poisson’s ratio = 0.30.
solution defined by
er(KI) :=
‖eI‖L2
‖KI‖L2
=
√√√√Next∑
j=1
(
Kˆ jI −K jI
)2
√√√√Next∑
j=1
(
K jI
)2 (3.27)
where Next is the number of extraction points along the crack front, K
j
I and Kˆ
j
I are the reference
and computed stress intensity factor values for Mode I at the crack front point j, respectively.
The reference values used to get the results in figures 3.32 and 3.33 are the exact and hp-GFEM
solutions, respectively. The graphs show a behavior similar to that observed in figures 3.28 and
3.29. In all cases, the relative error in KI approaches 1% after just a few global-local iterations,
regardless of the size of the buffer zone adopted. Conversely, the same error level can be achieved
without iterations if a sufficiently large buffer zone is used.
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1 2 3 4 5
Number of Iterations
0.01
0.1
R
el
at
iv
e 
Er
ro
r i
n 
L2
-
n
o
rm
 o
f M
od
e 
I S
IF
Sublocal Problems, 0 layer buffer
Sublocal Problems, 2 layer buffer
Sublocal Problems, 6 layer buffer
1 Local Problem, 0 layer buffer
Relative error in normalized discrete  L2-norm of Mode I SIF (ν = 0.30)
Fig. 3.33 Plot of the relative error in normalized discrete L2− norm of Mode I SIF against the number of
iterations for Poisson’s ratio = 0.30.
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3.5 Summary
This chapter presents an a priori error estimate for the GFEMgl accounting for the effect of inexact
boundary conditions applied to local problems. The estimate shows that the effect of these bound-
ary conditions can be reduced by increasing the size of a buffer zone around the local problem
domain. It also shows that the buffer zone effect is not a function of the regularity of the exact
solution and is independent of mesh parameters. The buffer zone effect is pronounced if the error
in boundary conditions is oscillatory. This is the case for the best approximation in the GFEMgl
solution space. This is also the case for the GFEMgl solution if the pollution effect [10, 13] is not
significant. Numerical experiments confirming these properties of the buffer zone are presented
in Section 3.4. The examples were selected such that the exact boundary conditions for the local
problems ranged from smooth to singular functions. Mode I and as well as mixed mode problems
are also considered.
An iterative strategy to improve the boundary conditions applied to local problems was also
investigated. In this strategy, the stiffness matrix for the local problem does not change, only the
right hand side is updated. The numerical experiments presented in Section 3.4 show that similar
levels of accuracy can be obtained by the use of either strategies – multiple global-local iterations
or a buffer zone. Furthermore, if the boundary conditions for the local problem are accurate,
the error of the GFEMgl solution is bounded by the error of the hp-GFEM solution. This is the
case even when the size of elements used in the GFEMgl are much larger than those used in the
hp-GFEM which is akin to the hp-FEM [134].
Section 3.2 investigates the quality of global-local enrichment functions used in the GFEMgl
for crack propagation problems [110]. In this case, the boundary conditions for a local problem
at the current crack step are provided by the GFEMgl solution at the previous crack step. The
numerical experiments show that the magnitude of error levels in the enriched global problem are,
for this class of problems, orders of magnitude lower than that in the local problem. This indicates
that the local solution can approximate well the type of singularity present at the 3-D crack front
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even though it may have a large error in the energy norm.
The effect of inexact local boundary conditions on the quality of Stress Intensity Factors (SIFs)
extracted from the GFEMgl solution is also investigated. The results presented in Section 3.4.3
show that the relative error in SIF approaches 1% after just a few global-local iterations, regardless
of the size of the buffer zone adopted. Conversely, the same error level can be achieved without
iterations if a sufficiently large buffer zone is used. The computations were done using a uniform
global mesh.
This work addresses several important aspects of the GFEMgl. However, it also motivates
further research. Possible topics include the derivation of a-posteriori error estimates and indicators
for the method and their use to control discretization errors at local and global problems. The
derivation of error estimates for the local problem boundary conditions is also conceivable. These
estimates can be used as a stopping criteria for the global-local iterative algorithm analyzed in this
work. Error estimates can also be used to select the size of the local domains and corresponding
enrichment zones in the global problem.
78
Chapter 4
Extensions of the GFEMgl to Nonlinear
Fracture Problems*
Many problems of practical interest exhibit plastic deformations in a small confined region,
whereas the rest of the structure remains linear elastic. One of the most common examples of
such class of problems is the case of fracture in structures. Plastic deformations are often, like
in the case of fatigue crack growth, localized in small neighborhoods of crack fronts. The finite
element methods have been used in solving the fracture problems involving plasticity for almost
four decades. Some of the early work related to which is summarized in [117].
The works of Barros et al. [18] and Torres et al. [140] on elasto-plastic and damage analysis
of solids demonstrate the flexibility of the GFEM in solving such nonlinear problems. Several
researchers [54, 113, 115, 135] have proposed the idea of using enrichment functions for nonlinear
fracture analysis based on the Hutchinson-Rice-Rosengren (HRR) elasto-plastic fields [76, 116].
However, they are derived for two-dimensional problems in infinite domains and may not provide
acceptable accuracy in the case of, for example, three-dimensional elasto-plastic fracture problems.
The analysis of this class of problems, given their nonlinear behavior requires an incremental
solution procedure. For a large-scale structural problem, the standard finite element method might
lead to a high computational cost because of the involved nonlinear iterations. And therefore, given
the concentration of plastic deformation in a localized region, the idea of splitting the problem into
two scales: one capturing the localized plastic deformation and the other one evaluating the global
behavior of the structure, becomes a natural choice to solve such problems.
The scope of the GFEMgl is not limited to linear elastic problems and it can be applied to prob-
*This chapter has been adapted from [70]. The copyright owner has provided written permission to reprint the
work.
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lems involving non-linearities. This work presents an extension of the GFEMgl to numerically
generate enrichment functions for three-dimensional fracture problems with confined plasticity.
A GFEMgl for elasto-plastic problems was first proposed in [79, 82]. This procedure involves
the solution of a fine-scale boundary value problem defined around a region undergoing plastic
deformations and the enrichment of the coarse-scale solution space with the resulting nonlinear
fine-scale solution through the partition of unity framework. The approach provides accurate non-
linear solutions with reduced computational costs compared to standard Finite Element Methods,
since the nonlinear iterations are performed on much smaller problems.
Other recent methods aimed at the analysis of nonlinear fracture problems include, the work
of Galland et al. [60] on model reduction techniques for problems involving confined plasticity;
the work of Fan and Fish [55] on the rs-method for material failure simulations and the method of
Oskay and Fish [103] based on eigen deformations models for failure analysis; the work of Gen-
dre et al. [63] on a two-scale approximation of the Schur complement for problems with confined
plasticity; a probabilistic method for the fracture analysis of nonlinear cracked structures in [114];
the work of Rabczuk et al. on a meshfree method for analyzing the nonlinear dynamic fracture of
shells; the work of Bordas et al. [24] on a three-dimensional enriched meshfree method applied to
nonlinear solids with arbitrary cracks. The p-version FEM is employed in [52] to solve the elasto-
plastic problems involving J2 flow theory. The application of Extended FEM in solving fracture
problems involving finite strain is discussed in [85]. Another related work aimed at performance
enhancement of the generalized global basis (GGB) method for nonlinear problems is presented
in [142].
The outline of this chapter is as follows: Section 4.1 provides the description of the problem
and the two-scale GFEM formulation for the elasto-plastic problems. Section 4.2 provides numer-
ical examples to demonstrate the application of this approach to the problems involving fracture.
Finally, Section 4.3 summarizes the main results and conclusions from this study.
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4.1 Problem Formulation
This section provides the problem definition and the basic concepts required for the elasto-plastic
fracture analysis presented in this work. It is based on the classical rate-independent J2 flow
theory for small strains with isotropic hardening [88]. Consider a domain, Ω¯=Ω∪∂Ω in IR3. The
boundary is decomposed as ∂Ω = ∂Ωu∪ ∂Ωσ with ∂Ωu∩ ∂Ωσ = /0. The equilibrium equations
are given by
∇ ·σ = 0 (4.1)
where σ denotes the Cauchy stress tensor. The following boundary conditions are prescribed on
∂Ω
σ ·n = t¯ on ∂Ωσ σ ·n = η(u¯−u) on ∂Ωu, (4.2)
where n is the outward unit normal vector to ∂Ω and t¯ are prescribed tractions. The second
equation represents the spring boundary condition of which Dirichlet boundary conditions can be
considered as a limiting case [134]: η is the stiffness of the spring system, u¯ is the displacement
imposed at the base of the spring system and u is the displacement at the boundary of the structure.
Equations (4.1) and (4.2) are the strong form of governing equations.
For the material model, the classical rate-independent J2 flow theory for small strains with
isotropic hardening is adopted. The von Mises yield condition is used and a bilinear isotropic
hardening model is assumed. The details of the model can be found in [125]. Due to the nonlin-
ear constitutive relationship depending upon the strain history, the rate-independent elasto-plastic
boundary value problem described above exhibits a nonlinear behavior. An incremental Newton-
Raphson procedure is used to iteratively solve for the equilibrium state. The radial return mapping
algorithm (RRA) [126] is adopted to update the state variables, that can deliver σ n+1 consistent
with the yield condition for any given strain increment ∆ε = ε n+1− ε n, where n denotes an index
for the load step or the pseudo time step. The incremental strains and stresses are related with
the consistent tangent operator (CTO), originally proposed by Simo and Taylor in the FEM con-
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text [126]. Further details on computational elasto-plastic analysis can be found, for example, in
[39, 125].
The conceptual idea behind this approach for elasto-plastic problems remains similar to the
case of linear elastic problems as described in Section 1.5. The formulation described herein
focuses on the GFEMgl approach for problems involving confined plasticity, in particular, fracture
mechanics problems.
Considering the problem statement given by equations (4.1) and (4.2), let u0G be a generalized
FEM approximation of the exact solution u. The approximation u0G is the solution of the following
weak form of the equation:
Find u0G ∈ X G(ΩG)⊂
(
H1(ΩG)
)3 such that, ∀ v0G ∈ X G(ΩG)
∫
ΩG
σ (u0G) : ε (v
0
G)dΩ+η
∫
∂ΩuG
u0G · v0GdS =
∫
∂ΩσG
t¯ · v0GdS+η
∫
∂ΩuG
u¯ · v0GdS (4.3)
where, X G(ΩG) is a discretization of
(
H1(ΩG)
)3, a Hilbert space defined on ΩG, built with gener-
alized FEM shape functions and η is a penalty parameter. A coarse quasi-uniform finite element
mesh is typically used to solve for the unknown degrees of freedom of u0G in Equation (4.3). This
initial global problem is solved for the full load in one step by assuming a linear elastic mate-
rial model. The solution of this problem provides boundary conditions for the local boundary
value problem defined on a subdomain ΩL ⊂ ΩG. Such local domains are defined around regions
exhibiting significant plastic deformations.
The following statement provides the weak form of the local problem which is solved for uL
on ΩL.
Find uL ∈ X L(ΩL)⊂
(
H1(ΩL)
)3 such that, ∀ vL ∈ X L(ΩL)
∫
ΩL
σ (uL) : ε (vL)dΩ+η
∫
∂ΩL∩∂ΩuG
uL · vLdS+κ
∫
∂ΩL\(∂ΩL∩∂ΩG)
uL · vLdS =∫
∂ΩL∩∂ΩσG
t¯ · vLdS+η
∫
∂ΩL∩∂ΩuG
u¯ · vLdS+
∫
∂ΩL\(∂ΩL∩∂ΩG)
(t(u0G)+κu
0
G) · vLdS (4.4)
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where, X L(ΩL) is a discretization of
(
H1(ΩL)
)3 using GFEM shape functions. Exact boundary
conditions are prescribed on portions of ∂ΩL that intersect either ∂ΩuG or ∂Ω
σ
G. The traction
vector, t(u0G), that appears in the integral over ∂ΩL\(∂ΩL ∩ ∂ΩG) is computed from the coarse-
scale solution using Cauchy’s relation, i.e.,
t(u0G) = nˆ ·σ (u0G) (4.5)
with nˆ the outward unit normal vector to ∂ΩL. The parameters η and κ are the penalty parameter
and spring stiffness defined on ∂ΩL∩ ∂ΩuG and ∂ΩL\(∂ΩL∩ ∂ΩG), respectively. Details for the
choice of spring stiffness κ can be found in [80, 82]. Note that the local nonlinear behavior is
assumed to be fully contained in the interior of ΩL.
A nonlinear material model is assumed. The loading is divided into several load steps, and the
Newton-Raphson iterative scheme is used to obtain the solution uL at the final load step. If there
are no plastic deformations at the boundary of the local domainΩL, loading steps can be defined by
simply multiplying the right hand side of Equation (4.4) by a loading factor 0 < λ ≤ 1. We make
this assumption in our current implementation. Highly adapted discretizations can be used in this
local problem to capture the fine-scale features of the problem accurately. This sets the stage for
the final step of this GFEMgl approach of constructing the global-local enrichment functions. The
solution uL of the fine-scale problem defined above is used to build the generalized FEM shape
functions defined on the coarse-scale (global) mesh, used to solve Problem (4.3):
φ α = ϕαuL (4.6)
where uL plays the role of the enrichment function. The weak form of the enriched global problem
is given by
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Find uEG ∈ X EG(ΩG)⊂
(
H1(ΩG)
)3 such that, ∀ v0G ∈ X EG(ΩG)
∫
ΩG
σ (uEG) : ε (v
E
G)dΩ+η
∫
∂ΩuG
uEG · vEGdS =
∫
∂ΩσG
t¯ · vEGdS+η
∫
∂ΩuG
u¯ · vEGdS (4.7)
where, X EG(ΩG) is the space X G(ΩG) augmented to include the global-local enrichment functions
defined by Equation (4.6). While solving a three-dimensional elasto-plastic problem, regardless
of the number of Degrees of Freedom (DOFs) in the local problem, only 3 DOFs are added per
enriched global node, xα : the x-, y- and z- components of the local solution uL. These global-local
enrichments are hierarchically added to the coarse global mesh. This enriched global problem
is now solved with the nonlinear material model using Newton-Raphson scheme for incremental
load levels. The following section demonstrates the application of the above-mentioned GFEMgl
scheme for elasto-plastic problems involving fracture. Further details and specifics of the GFEMgl
for elasto-plastic problems are given in [82].
4.2 Numerical Studies and Discussion
This section presents two numerical examples aimed at investigating the accuracy and compu-
tational performance of the GFEMgl for nonlinear fracture problems. The hp-GFEM provides
reference solutions. Details on the discretizations adopted for each method are provided below.
4.2.1 Three-dimensional Edge-Crack Panel
Figure 4.1 shows an edge-crack panel subjected to uniform tractions of magnitude ty = 12.50 on
the top and bottom faces. The thickness of the panel in the z-direction is unity. This figure also
shows the global finite element mesh, a uniform mesh of tetrahedron elements, used to solve the
problem, along with the traction boundary conditions. This mesh was generated by first creating
a (20× 20× 1) structured mesh of hexahedral elements and then replacing each element by six
tetrahedral elements. A quadratic polynomial approximation is used for all elements in the mesh.
84
20
40
40
x
y
z
Fig. 4.1 Three-dimensional edge-crack panel subjected to uniform tractions on the top and bottom faces.
The right figure features the global finite element mesh with the applied tractions.
A linear isotropic hardening model is assumed to define the material properties of the panel, which
are given in Table 4.1. The relative norm of the residual is used as the tolerance criterion for the
convergence of Newton-Raphson iterations, and the tolerance value is taken as 10−4. A total of
twenty uniform load steps are used to solve this nonlinear problem.
Table 4.1 Material parameters for the isotropic hardening model used in this study.
Material parameters
Young’s modulus (E) 30,000
Poisson’s ratio (ν) 0.30
Initial yield stress (σy) 60.0
Plastic Modulus (H) 300
The crack is represented by using discontinuous Heaviside enrichment functions. The proce-
dure to analyze this problem using the GFEMgl is illustrated in Figure 4.2. The first step in this
procedure involves the solution of the global problem on a coarse mesh with the full load applied
and assuming a linear elastic material model. A local domain, which fully contains the region with
plastic deformations, is then automatically extracted from this coarse global mesh as shown in the
figure. The solution of the initial global problem, obtained in the first step is used to prescribe
boundary conditions for the local problem in the form of spring boundary conditions. The spring
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stiffness is selected by following [80]. The local problem is solved nonlinearly using Newton-
Raphson iterations in twenty uniform load steps with the assumption of linear isotropic hardening
material model, given in Table 4.1. The computed nonlinear local solution at the final load step is
then used to enrich the global solution space at certain nodes in the coarse global mesh (shown as
red spheres in Figure 4.2). This enriched global problem is then solved with the same nonlinear
material model and a total of twenty uniform load steps.
Fig. 4.2 Figure showing the algorithm for the nonlinear solution of the edge-crack panel problem using the
GFEMgl. Red nodes in the enriched global problem indicate nodes with global-local enrichments.
The reference solution to this problem is obtained using the hp-GFEM, which applies mesh
refinement and enrichment to the global problem like in the standard hp-FEM [134] and is a very
robust approach to capture fine scale behavior 1. The hp-GFEM discretization shown in Figure 4.4
uses the same mesh discretization close to the crack front as that selected for the local problem
1Only polynomial enrichments are used in the hp-FEM.
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in the case of GFEMgl. The ratio of the characteristic element size at the crack front to the crack
size, Le/a is equal to 0.00039. The characteristic element size is taken as the smallest edge of the
element. Figures 4.3 and 4.4 show the contour plots of the distribution of the equivalent plastic
strain obtained with the GFEMgl and hp-GFEM, respectively. As can be seen from the figures, the
plastic strain distribution in the two cases are very similar, in spite of using a coarse global mesh
in the case of GFEMgl. Figure 4.5 shows the deformed shape of the edge-crack panel obtained in
Fig. 4.3 Figure showing the distribution of equivalent plastic strain in the case of GFEMgl.
the case of GFEMgl. This figure clearly shows the blunting ahead of the crack front due to plastic
deformations. Figure 4.6 shows the plot of the Crack Mouth Opening Displacement(CMOD)
against the load step for different analysis approaches. The nonlinear response of the problem
is quite evident from this plot and is quite off from the linear elastic solution featured in the
graph. The graph clearly shows that the GFEMgl solution agrees very well with that of hp-GFEM.
The graph also features a curve corresponding to the GFEM solution obtained by solving the
problem on the coarse global mesh shown in Figure 4.1, i.e., without h−refinement or global-
local enrichments in the region with localized plasticity. As can be clearly seen from the plot, this
GFEM solution, obtained on the coarse mesh without using the global-local enrichments, lacks
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Fig. 4.4 Figure showing the distribution of equivalent plastic strain in the case of the hp-GFEM.
accuracy. Table 4.2 lists the number of DOFs corresponding to each of the three discretizations
used to solve this problem. The GFEMgl captures the global and localized responses very well with
just the addition of 102(= 10926−10824) degrees of freedom to the coarse global mesh. The hp-
GFEM discretization, in contrast, requires many more degrees of freedom to achieve comparable
accuracy. Table 4.3 lists the number of Newton-Raphson iterations at each load step for the cases
Table 4.2 Size of the problem in terms of number of degrees of freedom (DOFs) for different methods.
Method Number of DOFs
GFEM on a coarse mesh 10,824
GFEMgl 10,926
hp-GFEM 28,908
of GFEMgl and hp-GFEM. From this table, it can be seen that the GFEMgl takes equal or lesser
number of iterations at most of the load steps as when compared to the hp-GFEM. Since the
GFEMgl discretization has significantly fewer DOFs than the hp-GFEM, the nonlinear iterations
are performed on a problem of much smaller size, leading to a lower computational cost.
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Fig. 4.5 Figure showing the deformed configuration (scaled by a factor of ten) of the edge-crack panel in the
case of the GFEMgl. Note that the refined mesh close to the crack front correspond to graphical elements
used for visualization. The computations are performed on the coarse mesh shown in Figure 4.3.
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Fig. 4.6 Plot of CMOD against the load step.
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Table 4.3 Number of Newton-Raphson iterations to solve the nonlinear edge-crack panel problem.
Load Number of iterations
step GFEMgl hp-GFEM
1 2 1
2 3 3
3 3 4
4 4 4
5 4 4
6 4 4
7 4 5
8 4 6
9 4 5
10 4 5
11 4 5
12 4 7
13 4 6
14 5 7
15 5 7
16 4 6
17 5 7
18 5 7
19 5 5
20 5 6
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4.2.2 Three-dimensional Beam with a Crack
This section demonstrates the application of the GFEMgl for nonlinear problems to another three-
dimensional elasto-plastic problem involving fracture. Figure 4.7 shows a simply-supported beam,
loaded as shown with a traction of ty =−5.00. The thickness of the beam in the z- direction is 10.
Displacement constraints in the y- direction are applied near the ends of the beam as illustrated
in Figure 4.7. The bending of the beam causes the Mode I opening of the crack surface. This
figure also shows the global and local finite element meshes used to solve the problem, along with
the applied boundary conditions. As illustrated in this figure, a subdomain in the neighborhood
of the crack is extracted and used as a local domain. The mesh on this local domain is then
refined to capture the plastic deformations well. A cubic polynomial approximation is used for all
elements in the mesh, to capture the bending of the beam accurately. The same linear isotropic
hardening model and material properties are used as in Section 4.2.1 for the edge-crack panel. A
total of twenty uniform load steps are employed to solve this nonlinear problem using the Newton-
Raphson scheme, with the tolerance value for relative norm of the residual taken as 10−4.
Like in the previous problem, part of the discontinuity at the crack surface is represented by
Heaviside enrichment functions. However, in this example, the crack is located such that it is
cutting through the elements and the crack front is located inside finite elements. The following
non-singular enrichment functions are used at clouds that intersect with the crack front,
L˘ξα1(r,θ) = r
[
(κ− 1
2
)cos
θ
2
− 1
2
cos
3θ
2
]
L˘ηα1(r,θ) = r
[
(κ+
1
2
)sin
θ
2
− 1
2
sin
3θ
2
]
L˘ζα1(r,θ) = r sin
θ
2
(4.8)
L˘ξα2(r,θ) = r
[
(κ+
3
2
)sin
θ
2
+
1
2
sin
3θ
2
]
L˘ηα2(r,θ) = r
[
(κ− 3
2
)cos
θ
2
+
1
2
cos
3θ
2
]
L˘ζα2(r,θ) = r sin
3θ
2
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Fig. 4.7 A simply-supported beam subjected to traction on the top face as shown. The bottom figure fea-
tures the global and local finite element meshes with the applied tractions as red arrows and displacement
constraints as green arrows. The marked region indicates where the local domain is extracted from. It
also features the rectangular crack surface used in the computations. Note that the crack cuts through the
elements and the crack front is inside finite elements.
where the material constant κ = 3−4ν and ν is Poisson’s ratio. The ξ , η and ζ represent the lo-
cal Cartesian coordinate system at the crack front, and r, θ represent the polar coordinate system.
These enrichment functions are similar to the singular enrichment functions defined in [45, 108],
except for the term r in place of
√
r. These functions approximate the discontinuity of the displace-
ment field inside of an element. Thus, a crack front does not have to be located on element faces.
Other enrichments that allow crack fronts to be arbitrarily located inside an element can be used.
They don’t need to approximate the exact solution well since the mesh of the local problem is
strongly refined near the crack front. In fact, in most non-linear problems, asymptotic expansions
near the crack front are not available in 3-D. This is precisely the motivation for the GFEMgl.
In this problem, all nodes shared by elements which have the crack front located inside are
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enriched with the functions defined by (4.8). The same GFEMgl algorithm as described in Section
4.2.1 for the edge-crack panel is used to solve this problem. Again, the reference solution to this
problem is obtained using the hp-GFEM, which uses the same localized mesh discretization as
used for the local problem in the case of the GFEMgl. The ratio of the characteristic element size
at the crack front to the crack size, Le/a is equal to 0.00177. The characteristic element size is
taken as the smallest edge of the element.
Figures 4.8 and 4.9 show the contour plots of the distribution of the equivalent plastic strain
obtained with the GFEMgl and hp-GFEM, respectively. The plastic strain distribution obtained
in the two cases are very similar, which again reiterates the accuracy of the GFEMgl even on a
coarse global mesh. Figure 4.10 shows the deformed shape of the beam obtained in the case of
Fig. 4.8 Figure showing the distribution of equivalent plastic strain in the case of the GFEMgl.
Fig. 4.9 Figure showing the distribution of equivalent plastic strain in the case of the hp-GFEM.
the GFEMgl. The figure also shows the zoomed in portion close to the crack front where plastic
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deformations can be clearly seen. The number of DOFs associated with the two approaches are
Fig. 4.10 Figure showing the deformed configuration (scaled by a factor of twenty) of the beam in the case
of the GFEMgl. Note that the refined mesh close to the crack front correspond to graphical elements used
for visualization. The computations are performed on the coarse mesh shown in Figure 4.8.
listed in Table 4.4. Again, the hp-GFEM discretization requires many more degrees of freedom
as compared to the GFEMgl for similar accuracy. Table 4.5 lists the number of Newton-Raphson
Table 4.4 Size of the problem in terms of number of degrees of freedom (DOFs) for different methods.
Method Number of DOFs
GFEMgl 9,216
hp-GFEM 110,676
iterations at each load step for the cases of GFEMgl and hp-GFEM, which shows a similar trend as
observed in Section 4.2.1, justifying the lower computational cost to perform nonlinear iterations
using GFEMgl.
4.3 Summary
The main results and conclusions drawn from this work can be summarized as follows. The effi-
cacy of the GFEMgl for nonlinear fracture problems can be clearly observed from the numerical
examples in Section 4.2, wherein much fewer degrees of freedom are needed in case of the GFEMgl
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Table 4.5 Number of Newton-Raphson iterations to solve the nonlinear beam problem.
Load Number of iterations
step GFEMgl hp-GFEM
1 2 1
2 2 1
3 2 2
4 2 3
5 2 3
6 3 3
7 3 4
8 3 5
9 3 4
10 3 4
11 3 7
12 3 5
13 3 4
14 3 4
15 3 8
16 3 9
17 3 4
18 3 4
19 3 4
20 4 4
as when compared to the hp-GFEM to achieve a comparable accuracy. In the GFEMgl approach
presented here, the numerical enrichments are computed only once from the solution of a fine-
scale boundary value problem. And the ensuing step of enriching the coarse-scale solution space
with the fine-scale solution only adds a few degrees of freedom to the coarse-scale global problem.
This becomes especially important, as the computationally intensive nonlinear iterations are per-
formed on much smaller global problems as compared to hp-GFEM. The numerical experiments
in Section 4.2 show that the GFEMgl approach takes equal or lesser number of nonlinear iterations
at most of the load steps as compared to the hp-GFEM approach, leading to a lower computational
cost in case of GFEMgl.
The presented two-scale GFEMgl methodology does not require any analytical enrichments
as in standard GFEM and the enrichment functions are obtained from the numerical solution of
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a local boundary value problem. Therefore, this approach can be applied to any generic nonlin-
ear problem involving fracture, damage, etc. This is particularly appealing in the case of three-
dimensional problems like those considered in this work. Further, in the GFEMgl approach for
elasto-plastic problems presented here, the global-local enrichments are obtained from the numer-
ical solution of the fine-scale local problem at the final load step. These enrichments are then used
for all load steps while solving the coarse-scale global problem. This approach also involves the
assumption of monotonically increasing loads with no unloading. It is conceivable that for certain
non-monotonically loaded problems or material models, like those exhibiting a global softening
response, updates of the enrichment functions might be needed at intermediate load steps. This
is one of the subjects for future research. Another possible extension of the proposed two-scale
approach is for the case of nonlinear crack propagation. This would extend the GFEMgl presented
in [110] to nonlinear fracture problems.
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Chapter 5
Stable Generalized Finite Element Method
for Two-Dimensional Fracture Mechanics*
The problem of ill conditioning of the stiffness matrix obtained in the GFEM approach is well
recognized and the condition number could be much worse as compared to the standard FEM. To
address this issue, Babusˇka and Banerjee [6] have recently proposed modification of the existing
GFEM, referred to as the Stable GFEM(SGFEM).
The GFEM framework provides the flexibility of enriching the solution space with any enrich-
ment function. The superior properties of the GFEM rely on a priori selected enrichment functions
that are known to approximate well the solution of a problem. In many applications, like frac-
ture mechanics problems, these functions are needed in only small sub-domains of the analysis
domain. This leads to elements in a finite element mesh that are only partially enriched – the so-
called blending elements [31, 33, 58, 65, 83, 123, 138, 141]. It has been shown in [33] that the
discretization error over these elements may be larger than in non-blending elements, leading to a
reduced convergence rate of the method. Several approaches have been proposed in the literature
to address this issue [33, 58, 65, 122]. Loehnert et al. [118] extended the ideas presented in [58]
to three-dimensions. Their implementation in existing GFEM software, however, is not always
straightforward and their mathematical analysis has been limited. Also, the optimal convergence
is not always guaranteed as shown in [2].
The convergence of GFEM/XFEM for 2-D fracture mechanics problems is analyzed in [95].
They show that if proper enrichment functions are used in a fixed region around the crack tip, the
*This chapter has been adapted from [69]. The copyright owner has provided written permission to reprint the
work.
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GFEM/XFEM delivers the same convergence rate as in problems with smooth solutions. In this
so-called geometrical enrichment [20, 83], the size of the enrichment zone is independent of the
mesh size, in contrast with the topological enrichment [20, 83].
The use of a fixed geometrical enrichment zone was first studied in [20, 83] and shown nu-
merically to lead to optimal convergence rates in the GFEM. However, it was also found in those
studies that this strategy leads to extremely high condition numbers even in 2-D problems. This
issue has prevented the use of this enrichment strategy in practice. Several approaches aimed at
addressing this issue have been proposed but with mixed success [20, 29, 83]. The stiffness matrix
of the GFEM/XFEM may be singular if the enrichments are polynomials [45, 98], or are based
on the asymptotic expansion of the elasticity solution in the neighborhood of a crack (cf. Section
3.4.2 of [83]). For example, the stiffness matrix may have more than three zero eigenvalues in the
presence of rigid body motions in 2-D. This is also the case in the corrected XFEM [58] in 3-D
[118].
The above issues in the GFEM/XFEM were recently investigated in [5, 7]. They show, for
example, that the conditioning of the stiffness matrix in the GFEM grows with H−4, where H is
the element size in FE mesh, even when a single, non-polynomial enrichment function is used in
the GFEM. In contrast, the conditioning in case of standard FEM grows with H−2. A modified
GFEM, referred to as the SGFEM and based on a simple local modification of the enrichments
employed in the GFEM, was proposed in those works. They show that the SGFEM is optimally
convergent and it has no issues with blending elements. Furthermore, the conditioning of the
SGFEM, unlike that of GFEM, is not worse than the conditioning of the standard FEM. Details of
the method are provided in 1.4.
In this work, the accuracy and the conditioning of the SGFEM are investigated and compared
with standard GFEM, for a 2-D fracture mechanics problem. In the 1-D problems considered in
[5, 7], the modification of enrichments used in the standard GFEM was shown to be sufficient for
the method to deliver optimal convergence and the conditioning is not worse than the standard
FEM. The investigation in this chapter shows that a straightforward extension of ideas from 1-D
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problems to higher dimensions is not sufficient. For example, using SGFEM with only the mod-
ified Heaviside functions, which are used as enrichments in GFEM, to approximate the solution
of fracture problems in 2-D, gives inaccurate results. However, the SGFEM using an additional
set of enrichment function yields accurate results while not deteriorating the conditioning of the
stiffness matrix. The convergence of the GFEM and SGFEM with respect to global, element-wise
and point-wise norms is studied. It is demonstrated that the SGFEM yields higher accuracy in
the enrichment zone compared to the GFEM. The model problem considered in this chapter is a
two-dimensional elasticity boundary value problem with a crack, and is described in Section 2.1.
Approximations to the solution of problem (2.3) are computed in Section 5.2 using the Galerkin
method with discretization spaces provided by the GFEM/XFEM and SGFEM described in sec-
tions 1.3 and 1.4 respectively. The stiffness matrix for the Neumann problem (2.3) is singular
and has three zero eigenvalues, corresponding to the three rigid body motions in 2-D. Appropriate
constraints on the displacement vector must be prescribed in order to prevent rigid body motions
and thus yield a unique solution for the problem. Alternatively, the singular system of equations
can be solved using an iterative algorithm applied to the perturbed and scaled stiffness matrix as
described in [45] and in Section 5.1.1.
Following this introduction, Section 5.1 provides an implementation strategy for the SGFEM
in an existing GFEM/XFEM software. Section 5.2 presents detailed numerical studies and discus-
sion on the proposed extensions of the SGFEM for two-dimensional fracture mechanics problems.
Rules for the selection of the optimal set of enrichment nodes based on the definition of enrich-
ment functions used in the SGFEM are presented. This set leads to optimal convergence rates
while keeping the number of degrees of freedom equal to or close to the standard GFEM. It is
shown that it is necessary to enrich additional nodes when the crack line is located along element
edges in 2-D. The selection of these nodes depends on the definition of the enrichment functions
at the crack discontinuity. Guidelines for the definition of enrichment functions at discontinuities
along crack lines are also presented. This, as discussed in Section 5.2, is necessary for the compu-
tation of finite element interpolants of functions with discontinuities at nodes of a FE mesh. The
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main conclusions are summarized in Section 5.3.
5.1 Numerical Implementation
This section details the numerical implementation of the SGFEM in an existing GFEM code, based
on linear triangular elements. The implementation can also be used with 2-D bi-linear and 3-D
linear or tri-linear elements. It primarily involves the evaluation of the finite element interpolant
Iωα (Lαi)(ξ ), and the modification of the GFEM enrichment function Lαi(ξ ), at each integration
point ξ ∈ ωα , using (1.9).
The finite element interpolant Iωα (Lαi)(ξ ) at an integration point ξ of a triangular finite ele-
ment τ with nodes I (τ) and belonging to patch ωα is given by
Iωα (Lαi)(ξ ) = ∑
β∈I (τ)
Lαi(xβ )Nβ (ξ ) (5.1)
where vector xβ has the coordinates of node β of element τ and Nβ is the piecewise linear FE
shape function for node β . Similarly, the gradient of the finite element interpolant at an integration
point ξ is given by
∇Iωα (Lαi)(ξ ) = ∑
β∈I (τ)
Lαi(xβ )∇Nβ (ξ ) (5.2)
The above computations involve the FE shape functions and their gradient, and the values of the
GFEM enrichment function Lαi, at nodes in the patch ωα . These nodes are connected by element
edges to node α in 2-D or 3-D. The FE shape functions and their derivatives are already available
in any GFEM/XFEM implementation since they are needed for the computation of the GFEM
shape functions (cf. Equation (1.7)). Thus, the only additional data required for the computation
of the SGFEM enrichment functions is the values of the GFEM enrichments at nodes of the finite
element mesh. Note that the derivatives of the GFEM enrichment Lαi at the nodes are not needed.
For each patch ωα , the values Lαi(xβ ),1 ≤ i ≤ mα , at nodes β ∈ ωα can be computed once
and re-used at any integration point of elements in the patch ωα . This can be efficiently imple-
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mented using a map data structure like that provided by template class std::map<class Key,
class T> of the C++ Standard Library [132], with Key = int and T provided by any 1-D ar-
ray class like template class std::array<class T, std::size t N>. The key values are the
indices β of nodes in the patch ωα . The array is used to store the values of the enrichment func-
tions Lαi(xβ ),1 ≤ i ≤ mα , computed at node β . This leads to an efficient evaluation of SGFEM
enrichment functions without repetitive computation of the coefficients of the FE interpolants.
5.1.1 Solution of the System of Equations and Computation of Condition
Number
In Section 5.2, the system of equations of the GFEM and SGFEM are solved using the iterative
algorithm described in [45, 128]. In this approach, the entries of the stiffness matrix are first scaled
using
K̂i j =
Ki j√
KiiK j j
, no summation on i, j. (5.3)
where K denotes the original stiffness matrix obtained for the problem, and i, j = 1, . . . ,NDOFs,
with NDOFs being the dimension of the matrix. For a typical Neumann problem, the matrices K
or K̂ has three zero eigenvalues, and the solution of the matrix system is obtained by modifying
K , K̂ by restricting the rigid body motion. However, for GFEM, K or K̂ could have many more
zero eigenvalues due to linear dependence of shape functions, and just restricting the rigid body
motion is not enough to solve the linear system. In such situations, the scaled stiffness matrix K̂ is
perturbed as follows
K̂ ε = K̂ + εI , ε > 0, Ii j = δi, j
The matrix K̂ ε is positive definite and its factorization can be computed using any standard direct
solver like the one described in [38]. In our implementation, the perturbation parameter is taken as
ε = 10−12. The solution of the original system of equations with coefficient matrix K is computed
using the factorization of K̂ ε . The iterative process usually converges in one or two iterations.
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Further details are provided in [45, 128]. This algorithm can handle singular matrices like those
associated with the Neumann problem (2.3).
It is noted that K(K̂), reported in Section 5.2, was obtained from the non-zero eigenvalues of
K̂ , which were computed using the MATLAB [91] function eig. Preconditioning in the GFEM
was reported in [35].
The condition numbers for the GFEM and SGFEM reported in Section 5.2 are taken as the
ratio of the largest eigenvalue to the smallest non-zero eigenvalue of the scaled stiffness matrix
K̂ . This matrix is singular for the problem and discretizations considered in Section 5.2 and has
three zero eigenvalues, corresponding to the three rigid body motions in 2-D, since no rigid body
constraints are imposed.
In Section 5.2, the eigenvalues of K̂ are computed using MATLAB [91] function eig.
5.2 Numerical Studies and Discussion
This section deals with the application of the SGFEM detailed in Section 1.4 to the two-dimensional
linear elastic fracture problem presented in Section 2.1. Figure 5.1 shows a two-dimensional edge-
crack panel discretized with a uniform mesh of triangular elements. The traction boundary con-
x
y
(0,0)
(0,1/2)
(0,1) (1,1)
(1,0)
(1/2,1/2)
Fig. 5.1 Two-dimensional edge-crack panel.
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ditions, t¯ , applied to the panel are computed from the first term of the Mode I expansion of the
elasticity solution in the neighborhood of a crack,
uI(r,θ) =
√
r

(
κ− 12
)
cos θ2 − 12 cos 3θ2
(
κ+ 12
)
sin θ2 − 12 sin 3θ2
 (5.4)
where r and θ are polar coordinates at the crack tip, −pi < θ < pi , κ is the material constant
(3− 4ν), and ν is the Poisson’s ratio. Since (5.4) satisfies the equilibrium equations (2.1) and
boundary conditions (2.2), it is the exact solution of the problem. It is used to evaluate global,
element-wise and point-wise errors of the GFEM and SGFEM approximations. The value of
Young’s Modulus is taken equal to unity. A Poisson’s ratio value of 0.30 is adopted and plane
strain conditions are assumed.
Four finite element discretizations are used in this study with element sizes, h = 12n , n = 2
j
and j = 2,4,6,8. This leads to four meshes of grid sizes 8× 8, 32× 32, 128× 128 and 512×
512 elements. These meshes were generated by first creating a uniform and structured mesh of
quadrilateral elements and then replacing each element by two triangular elements. In all meshes,
the singularity lies at a node. These meshes also ensure accurate integration of singular enrichment
functions using the quadrature rules presented in [104].
Two Enrichment Strategies (ES) are used in this study to approximate the discontinuity and sin-
gularity arising due to the crack. These strategies are hereafter referred to as Enrichment Strategy-I
(ES-I) and Enrichment Strategy-II (ES-II).
5.2.1 Enrichment Strategy-I
The Enrichment Strategy-I (ES-I) involves enrichment functions Lαi (cf. Section 1.3) defined from
the Cartesian components of vector-valued function (5.4), the exact solution of the problem, and
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the first term of the Mode II expansion of the elasticity solution in the neighborhood of a crack,
uII(r,θ) =
√
r

(
κ+ 32
)
sin θ2 +
1
2 sin
3θ
2
(
κ− 32
)
cos θ2 +
1
2 cos
3θ
2
 (5.5)
in the enrichment zone defined below. Note that enrichments based on (5.5) are not needed since
(5.4) already provides the exact solution of the problem. However, our implementation requires
their use. These enrichments were first proposed and used with partition of unity methods in
[45, 97]. They are related to the enrichments proposed in [21, 57].
The enrichments given by (5.4) and (5.5) are discontinuous at the crack surface. The values
of the enrichments at the crack are, however, needed for the computation of their finite element
interpolant since the meshes adopted in this study have nodes on the crack surface. The values of
the enrichment functions (5.4) and (5.5) at the crack surface are adopted as uI(r,pi) and uII(r,pi),
respectively. The enrichments are therefore continuous from above the crack line. This choice
is not unique. One could, for example, take the values of the enrichment functions at the crack
surface as uI(r,−pi) and uII(r,−pi), respectively. In this case the enrichments would be continuous
from below the crack line. This choice, however, controls the selection of nodes that must be
enriched for optimal convergence of the SGFEM, as discussed later on.
The enrichment zone in this strategy is defined as follows,
Enrichment zone ES : [0,
1
2
+d)× (1
2
−d, 1
2
+d), d = 1/4, 1/8. (5.6)
where d is referred to as the size of the enrichment zone [20, 67, 83]. This leads to one type of
blending element, which has some of its nodes enriched with the functions defined by equations
(5.4) and (5.5) and no enrichment at other nodes. Figure 5.2 shows the enrichment zone corre-
sponding to d = 1/4 highlighted on a 8×8 mesh.
Figure 5.3 shows the contour plots for the distribution of element-wise error in energy norm
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Fig. 5.2 Illustration of enrichment zone ES in a 8× 8 mesh. The red nodes are enriched with enrichment
functions defined by equations (5.4) and (5.5) in case of ES-I. The contour plot of the von Mises stress is
also shown. The reader is referred to the web or pdf versions of this work for a colored figure.
obtained with both the GFEM and the SGFEM. It can be noticed in the case of GFEM that the error
levels are higher in the interior of the enrichment zone, close to the crack tip. This behavior is in
agreement with that reported in [138]. The higher error level in the interior is also attributed to the
presence of blending elements at the boundary of the enrichment zone. On the other hand, in case
of the SGFEM, the reduction in error levels in the interior of the enrichment zone can be clearly
seen. Figure 5.4 shows the distribution of element-wise error in energy norm for a finer 32×32
mesh. It shows a similar behavior as that observed for the 8× 8 mesh with reduced error levels
in the interior of the enrichment zone for the case of the SGFEM. Similar behavior was observed
for the other discretizations, with d = 1/8 and finer meshes, as well. This behavior is important
for fracture mechanics problems since stress intensity factors (SIFs) are in general extracted using
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(a) GFEM (b) SGFEM
Fig. 5.3 Contour plot for element-wise error in energy-norm for the case of ES-I on the 8× 8 mesh with
d = 1/4.
(a) GFEM (b) SGFEM
Fig. 5.4 Contour plot for element-wise error in energy-norm for the case of ES-I on the 32×32 mesh with
d = 1/4.
contour or domain integrals defined in a neighborhood close to the crack front. Thus, one can
expect that SIFs extracted from SGFEM solutions are more accurate than those extracted from
GFEM solutions. This is discussed in Chapter 6.
Figure 5.5 shows the plot of the relative error in energy norm against the inverse of element size
(1/H) in the case of the GFEM for two different enrichment zone sizes. The characteristic element
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size, H is taken as the dimension of a finite element in the x- (or y-) direction. The graphs show an
optimal convergence behavior with the rate of convergence equal to unity for the linear triangular
elements, regardless of the presence of blending elements. This is in agreement with a priori error
estimates presented in [95]. Also, it can be seen that the curve corresponding to d = 1/4 is shifted
and has lower error levels as compared to the case of d = 1/8. However, for the same element size
H, the discretizations with d = 1/4 have more degrees of freedom than those with d = 1/8.
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Fig. 5.5 GFEM convergence for the case of ES-I with two different enrichment zone sizes. Here and in
subsequent convergence plots, β denotes the slope of the line between corresponding data points.
Figure 5.6 shows the convergence plots obtained with SGFEM for two different enrichment
zone sizes with respect to d = 1/4 and d = 1/8. The graphs show an optimal, linear convergence,
which is in agreement with the a priori estimates given in [7].
It is important to note that data point corresponding to the case of d = 1/8 for a 8×8 mesh is not
featured in Figure 5.6. This particular case leads to ES consisting of only one line of nodes along
the crack to be enriched with functions defined in (5.4) and (5.5). The SGFEM with enrichments
at only these nodes looses accuracy in this situation, and hence are not adequate. The lack of
accuracy of SGFEM in this case is also visible from the anomalous crack opening, presented in
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the contour plot in Figure 5.7(a). Such anomalous crack opening does not happen in this case
(d = 1/8 on a 8× 8 mesh) with GFEM. The accuracy in SGFEM in this case could be restored
by using one more line of enriched nodes parallel to the crack, which is consistent with the ideas
presented in [7]. It is clear from Table 5.1 that the error in SGFEM is significantly lower, when
an additional row of enriched nodes are used below the crack line. The associated contour plot
and the crack opening is presented in Figure 5.7(b). The contour plot with crack opening for other
cases are not displayed, as they behave as expected.
It is instructive to explain the particular choice of enriched nodes in SGFEM, just below the
crack line, as it will indicate the correct implementation of SGFEM. The SGFEM enrichment
function, L˜αi, requires the evaluation of the original enrichment function, Lαi, at the nodes to
obtain its finite element interpolant Iωα (Lαi) (cf. (1.9)). In the case of the meshes adopted here,
some of the nodes lie on the crack line. Since the enrichment function is discontinuous along the
crack line, the interpolant Iωα (Lαi) requires a choice of the value of the discontinuous enrichment
function at the crack line, either from above or from below the crack line (see also Remark 1).
In our implementation, the value is chosen from above the crack line. In this case, it requires
the additional enrichment of the row of nodes right below the crack line. If on the other hand, the
nodal value of the enrichment function was chosen from below the crack line, then it would require
additional enrichment of the nodes right above the crack line.
Also note that in our specific problem, the crack line fits the boundary of the elements, but in
general the crack may cut the elements, automatically requiring more than one line of nodes to be
enriched (same as in GFEM). Adopting the enrichment of all the nodes of the elements cut or of
those touching the crack is straightforward to implement since this strategy is independent of the
value adopted for the enrichment at the crack line (continuity from above or below).
The results from the particular case of 8×8 mesh with d = 1/8 for SGFEM are not included
in plots hereafter, because the additional row of enriched nodes would lead to a larger enrichment
zone than d = 1/8. The plots in figures 5.5 and 5.6 are displayed together in Figure 5.8 to compare
the performance of GFEM and SGFEM, associated with ES-I. It is clear that both methods yield
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optimal convergence rate. However, for a fixed d, the error level in SGFEM is much lower than
that in GFEM. Also for a fixed method, GFEM or SGFEM, the larger enrichment region (d = 1/4)
yields lower levels of error.
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Fig. 5.6 SGFEM convergence for the case of ES-I with two different enrichment zone sizes.
Rows of enriched nodes Relative error in energy norm (%)
Crack line (Figure 5.7(a)) 55.50
Crack line and the row below(Figure 5.7(b)) 22.40
Crack line and the row above 55.37
Table 5.1 Table showing error levels for different enrichment rows for SGFEM in case of 8×8 mesh with
d = 1/8, where the values of enrichment in (1.9) are taken from above the crack line.
Figure 5.9 shows the convergence plots of GFEM, SGFEM, and the FEM. The standard FEM
approach involves the use of double nodes to represent the discontinuity across the crack, instead
of special enrichment functions (as in GFEM or SGFEM). In this setup, two nodes at the same
location are used along the crack line to approximate the discontinuity. The standard FEM shows
the reduced convergence rate of O(H0.5), due to the presence of the singularity at the crack tip.
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(a) Crack line (b) Crack line and the row below
Fig. 5.7 Contour plot for element-wise error in energy-norm and crack opening when (a) only nodes at the
crack line (b) nodes at the crack line and the row below, are enriched with functions (1.9).
We note that the singularity is well resolved with the help of singular enrichments in both GFEM
and SGFEM, leading to optimal convergence rate. Moreover, an improved accuracy is observed
with the use of modified enrichments in SGFEM, as compared to GFEM.
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Fig. 5.8 Convergence behavior for the case of ES-I showing both GFEM and SGFEM results.
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Fig. 5.9 Convergence of GFEM and SGFEM with ES-I and standard FEM with double nodes.
Remark 1. It is well known [9] that the accuracy of GFEM depends on how well the enrichments
χα approximate the unknown exact solution u of the underlying problem on the patch ωα . On the
other hand, the accuracy of SGFEM depends on how well the enrichments χ˜α approximate the
error u− Iωαu on the patch ωα ; in fact, the node α is not enriched if u− Iωαu is O(H) or smaller
on ωα [7]. Since the solution u in (5.4) is discontinuous at the crack line but continuous from
above the crack line, the error u− Iωαu for d = 1/8 and 8×8 mesh is bigger than O(H) on ωα , for
the nodes α below the crack line (the interpolant uses the value of u from above the crack line).
Thus SGFEM will not be accurate if the nodes α below the crack line are not enriched. The effect
of this inaccuracy was observed in the anomalous crack opening in Figure 5.7(a). Using the same
reasoning, we see that if u in (5.4) is continuous from below the crack line, i.e., the interpolant
uses the value of u from below, then u− Iωαu for d = 1/8 and 8× 8 mesh is not small on ωα ,
for the nodes α above the crack line. The SGFEM will yield accurate results only when u− Iωαu
is well approximated by the enrichments χ˜α on the patch ωα , which is the case for ES-I with an
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additional line of enriched nodes, as mentioned before.
5.2.1.1 Convergence in the L2 Norm
The solution of Neumann Problem (1.14) is unique only up to a Rigid Body Motion (RBM). The
error in the energy norm is not affected by rigid body motions. However, the computation of the
L2 norm of the solution requires proper handling of RBMs. We adopted the following approach.
Let R(x) be the vector representing the RBM, which we select as follows: (a) We consider
well-separated two points p1 = (x1,y1) and p2 = (x2,y2) with x2 > x1, (b) we set the R(p1) =
uh(p1)−u(p1), where u is the manufactured (exact) solution and uh is the computed solution, (c)
we set the second component of R(p2) equal to the second component of uh(p2)− u(p2). The
required L2 norm of the error is obtained as ‖u−uh‖L2(Ω), where uh = uh−R.
The convergence of the GFEM and SGFEM in the L2 norm is shown in Figure 5.10. Both
methods show an optimal rate of convergence. The optimal rate of convergence in the L2 norm for
the GFEM/XFEM is also reported in [30, 31] for two-dimensional fracture problems.
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Fig. 5.10 Convergence behavior of GFEM and SGFEM with ES-I in L2 norm.
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5.2.1.2 Convergence of Local Quantities
So far in this study, the comparisons have been made based on a global quantity (the discretization
error in energy and L2 norm). Next, the convergence plots are obtained for a local quantity – the
Euclidean norm of the error in the displacement vector at a point. This computation is performed
at the following locations:
1. (5/8, 1/2), which is a node ahead of the crack tip.
2. (1/2, 3/4), which is a node that has blending elements connected to it in the case of enrich-
ment zone with size d = 1/4.
3. (7/8, 7/8), a node which is far away from the crack line as well as from blending elements,
and is not at the boundary of the domain.
The point-wise error was computed at these points for all meshes and d = 1/4. The error is plotted
against the inverse of element size for both GFEM and SGFEM in figures 5.11 - 5.13.
Figure 5.11 shows that the convergence rate of the SGFEM monotonically approaches 2.0
with mesh refinement. The error of the GFEM solution is higher than in the SGFEM. This is in
agreement with the contour plots shown in Figure 5.4. Interestingly, the error for the 512× 512
SGFEM mesh is lower than the error computed at other points in the domain (cf. Figures 5.12 and
5.13), even though this point is near the crack tip.
The convergence plots in figures 5.12 and 5.13 show a near optimal convergence rate for the
SGFEM even for coarse meshes. The error of the SGFEM discretizations is significantly smaller
than for the GFEM for all meshes.
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Fig. 5.11 Euclidean norm of the error in the displacement vector at point (5/8, 1/2) for both GFEM and
SGFEM. The thick dot in the insert showing the problem domain marks the location of the point.
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Fig. 5.12 Euclidean norm of the error in the displacement vector at point (1/2, 3/4) for both GFEM and
SGFEM. The thick dot in the insert showing the problem domain marks the location of the point.
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Fig. 5.13 Euclidean norm of the error in the displacement vector at point (7/8, 7/8) for both GFEM and
SGFEM. The thick dot in the insert showing the problem domain marks the location of the point.
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5.2.1.3 Conditioning of Stiffness Matrix
Apart from accuracy, another important feature of the SGFEM is that its conditioning is better than
that of the GFEM as discussed in Section 1.4.
The condition number of the scaled stiffness matrix obtained in the case of the GFEM is plotted
against the inverse of element size in Figure 5.14. The condition number is computed as described
in Section 5.1.1. The stiffness matrices considered here have three zero eigenvalues, corresponding
to the three rigid body motions in 2-D, as no rigid body constraints are imposed. It is noted that
the enrichment functions used here do not lead to additional zero eigenvalues. Figure 5.14 shows
that the condition number of the scaled stiffness matrix grows as O(H−4) in case of GFEM which
agrees with the analysis presented in [7].
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Fig. 5.14 Condition number of the scaled stiffness matrix plotted against the inverse of element size for ES-I
in the case of GFEM.
Figure 5.15 shows the plot of the condition number against the inverse of element size obtained
in the case of SGFEM. The condition number in the case of SGFEM grows at the theoretically
predicted rate of O(H−2) [7]. Figure 5.16 shows the graphs from figures 5.14 and 5.15, combined
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in one plot. This figure clearly shows the advantage of using SGFEM over GFEM in terms of the
conditioning of the system of equations obtained in the two methods. Also, a difference between
the values of the condition number for the two enrichment zone sizes can be seen in case of GFEM,
but not so in case of SGFEM as predicted by the theory presented in [7].
Figure 5.17 shows the plot of the condition number against the inverse of element size obtained
in the standard FEM approach with double nodes. The graph also features the curves correspond-
ing to the GFEM and the SGFEM with ES-I. The condition number grows as expected, with
O(H−2) in case of both standard FEM and SGFEM.
Figure 5.18 draws a comparison among the three methods in terms of conditioning of the
system of equations versus accuracy. It plots the relative error in energy norm against the condition
number of the scaled stiffness matrix. This plot demonstrates the distinct advantage of using the
SGFEM with reduced error levels and improved conditioning of the system for any error level.
Notice from this graph that to achieve an accuracy of, say 1%, the scaled condition number (SCN)
of the stiffness matrix of the SGFEM is O(106), whereas the stiffness matrix of the GFEM or
standard FEM with double nodes will have a SCN O(1010) (extrapolated). This plot gives an
impression that the standard FEM with double nodes behaves as well as GFEM. However, Figure
5.9 clearly shows optimal convergence and much better accuracy for a given number of degrees of
freedom (or mesh size) in case of GFEM.
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Fig. 5.15 Condition number of the scaled stiffness matrix plotted against the inverse of element size for ES-I
in the case of SGFEM.
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Fig. 5.16 Condition number of the scaled stiffness matrix plotted against the inverse of element size for ES-I
for both GFEM and SGFEM.
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Fig. 5.18 Plot of relative error in energy norm against the condition number of the scaled stiffness matrix
for ES-I.
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5.2.2 Enrichment Strategy-II
Enrichment Strategy (ES-II) involves enrichment of nodes with two types of functions. Patches
in a neighborhood ES of the crack tip are enriched with the same singular functions used in ES-I.
Patches cut by the crack surface but not close to the crack tip are enriched with Heaviside functions.
The enrichment zone in this strategy is defined as E = EH ∪ES, where
EH = [0, 14 ]× [12 , 12 ] Heaviside enrichment zone (5.7)
ES = (14 ,
1
2 +d)× (12 −d, 12 +d), d = 1/4, 1/8 Singular enrichment zone (5.8)
Nodes in region ES are enriched with functions defined by (5.4) and (5.5) as in ES-I. The Heaviside
function used at nodes in region EH is given by,
H (x,y) =
 1 if y≥ 00 if y < 0 (5.9)
Note that this function is continuous from above the crack line.
Enrichment zone EH , defined by (5.7), leads to a single line of nodes enriched with the Heav-
iside function. These nodes lie on the crack line as illustrated in Figure 5.19. Note that there are
several types of blending elements: (a) some nodes are enriched with singular functions and some
with Heaviside function, (b) some nodes are enriched with singular functions and some are not
enriched, (c) some nodes are enriched with Heaviside function and some are not enriched, (d) one
node is enriched with Heaviside function, one node with singular functions, and one not enriched.
Figure 5.20 shows the plot of the relative error in energy norm against the inverse of element
size (1/H) in the case of GFEM for two enrichment zone sizes, d = 1/8 and d = 1/4. This graph
shows an optimal convergence rate of O(H1).
It can be recalled that the SGFEM requires modified enrichments based on (1.9). Again, simi-
lar to the case of 8×8 mesh with d = 1/8 in ES-I, the ES-II also lead to the enrichment of a single
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Fig. 5.19 Illustration of Enrichment Strategy-II in a 8× 8 mesh with d = 1/4. The red nodes are enriched
with singular functions defined by (5.4) and (5.5); the green nodes are enriched with Heaviside function
defined by (5.9). The reader is referred to the web or pdf versions of this document for a colored figure.
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Fig. 5.20 GFEM convergence in the energy norm for the case of ES-II with two enrichment zone sizes.
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line of nodes along the crack line in the region EH . This is not a valid set of enrichment nodes for
SGFEM, as can be seen from the anomalous behavior shown in Figure 5.21. This discretization
yields a relative error in the energy norm of 53.13 %, which is much larger than in the correspond-
ing case in GFEM, which has a relative error in the energy norm of 7.11 %. The crack opening
in Figure 5.21 is nearly zero along the line of nodes enriched with modified Heaviside function.
This behavior is similar to that observed in Section 5.2.1 for ES-I, when a single line of nodes is
enriched with singular functions (cf. Figure 5.7(a)).
A larger EH was used for SGFEM, where rows above and below the crack line were enriched
using the modified Heaviside function, as illustrated in Figure 5.22. From our previous experience
in ES-I, we know that it is not necessary to include rows of nodes above and below the crack
line, however, doing so does not influence the error. A dramatic reduction in the error level is
observed in this case with a relative error in the energy norm of 11.95 %. The error, however, is
still larger than in the GFEM (7.11 %). Figure 5.23 shows the convergence plots for the GFEM and
SGFEM and it is clear that SGFEM converges with O(H1/2), which is not optimal. This loss of
accuracy in SGFEM was not visible in the 1-D problem presented in [7]; it is a higher dimensional
phenomenon. In the next sub-section, we explain this phenomenon and suggest changes to regain
the accuracy in SGFEM.
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Fig. 5.21 Contour plot of element-wise error in energy-norm and crack opening when only one row of
enriched nodes is adopted in SGFEM. This is clearly not a valid set of enrichment nodes in the case of the
SGFEM. Green nodes are enriched with Heaviside function (5.9) while red nodes are enriched with singular
functions defined by (5.4) and (5.5). The reader is referred to the web or pdf versions of this document for
a colored figure.
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Fig. 5.22 Contour plot of element-wise error in energy-norm for the SGFEM on the 32× 32 mesh with
d = 1/4. Green nodes are enriched with a Heaviside function while red nodes are enriched with singular
functions. Notice that EH here is larger than in the case shown in Figure 5.21. The reader is referred to the
web or pdf versions of this document for a colored figure.
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Fig. 5.23 Convergence in energy norm for GFEM and SGFEM with ES-II and d = 1/4. Both methods
use Heaviside function (5.9) and singular functions defined by (5.4) and (5.5). In the case of SGFEM
discretizations, three lines of nodes are enriched with Heaviside function, following the pattern shown in
Figure 5.22.
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5.2.2.1 Linear Heaviside Enrichment Functions
The convergence plots in Figure 5.23 show that the modified, i.e., SGFEM Heaviside enrichment
leads to a lower convergence rate than in the case of the standard GFEM Heaviside enrichment.
The contour plot in the Figure 5.22 shows that this is caused by high errors at elements enriched
with SGFEM Heaviside functions. The reason for this behavior is as follows. Although, the
modified Heaviside enrichment function approximates well the discontinuity in the y−direction,
it does not approximate u− Iωαu well in the x−direction for the nodes α in the extended EH that
includes extra lines of nodes (c.f. Remark 1). This leads to the observed higher error levels and
lower convergence rates. To address this issue, the following discontinuous enrichments are used
at a node xα with global Cartesian coordinates (xα ,yα),
H αL (x,y) =
{
H ,H
(x− xα)
hα
,H
(y− yα)
hα
}
(5.10)
whereH is defined in (5.9) and hα is a scaling factor given by the diameter of the largest element
sharing node xα . Hereafter, the set of enrichment functions defined in (5.10) is denoted linear
Heaviside enrichment functions. These functions, and their higher-order counterparts, were first
proposed in Section 3 of [108] for arbitrary 3-D cracks and in Section 2 of [47] for 3-D branch-
ing cracks that are planar in one direction. The SGFEM enrichment functions corresponding to
these linear Heaviside enrichment functions are obtained by subtracting their FE interpolant (cf.
Equation (1.9)). The modifiedH αL well approximate the error u− Iωαu on ωα .
Figure 5.24 shows the contour plots of element-wise error in energy norm obtained with both
GFEM and SGFEM on a 8× 8 mesh and d = 1/4. The GFEM employs ES-II with EH and ES
defined by (5.7) and (5.8), respectively, and standard Heaviside enrichment function defined by
(5.9). On the other hand, the SGFEM uses ES-II with ES defined by (5.8) and EH given by the
rows of nodes on and below the crack line,
EH = [0, 14 ]× [12 , 12 −H] linear Heaviside enrichment zone. (5.11)
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Nodes in EH are enriched with the linear Heaviside enrichment functions defined by (5.10)(modified
by subtracting their FE interpolant). The figure clearly shows a reduction in error levels in the in-
terior of enrichment zone, similar to Figures 5.3 and 5.4 in Section 5.2.1. Figure 5.25 shows the
similar distribution of element-wise error in energy norm for a finer 32×32 mesh and d = 1/4.
(a) GFEM (b) SGFEM
Fig. 5.24 Contour plot of element-wise error in energy-norm for the case of ES-II in GFEM and ES-II with
linear Heaviside enrichments in SGFEM on the 8×8 mesh with d = 1/4. The red nodes are enriched with
(5.4) and (5.5); the green nodes are enriched with (5.9) and yellow nodes are enriched with (5.10). The
reader is referred to the web or pdf versions of this document for a colored figure.
The use of linear Heaviside enrichment function resolves the problem faced when using piece-
wise constant Heaviside enrichment in the SGFEM setting. The observed error levels are much
lower and are close to that obtained for ES-I in Section 5.2.1. Figures 5.26 and 5.27 show the
convergence plots for the relative error in energy norm. These plots show an optimal convergence
rate for the methods and a similar behavior as in the plots obtained for ES-I in figures 5.6 and 5.8.
The plots do not feature one data point corresponding to the 8×8 mesh. This choice of d = 1/8 on
an 8×8 mesh leads to a single line of nodes enriched with singular functions and to much higher
error level than the case with d = 1/4. This behavior is similar to that observed in Figure 5.7(a)
for ES-I. If the mesh is refined while d is kept constant at d = 1/8, there would be more nodes
enriched with the singular functions. This is illustrated in Figure 5.28 for a 32× 32 mesh. The
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(a) GFEM (b) SGFEM
Fig. 5.25 Contour plot of element-wise error in energy-norm for the case of ES-II in GFEM and ES-II with
linear Heaviside enrichments in SGFEM on the 32× 32 mesh with d = 1/4. The red nodes are enriched
with singular function(5.4) and (5.5); the green nodes are enriched with (5.9) and yellow nodes are enriched
with (5.10). The reader is referred to the web or pdf versions of this document for a colored figure.
discretization error reduces significantly.
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Fig. 5.26 Convergence behavior for SGFEM in case of ES-II with Linear Heaviside enrichment functions
on the rows of nodes below and on the crack line.
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Fig. 5.27 Convergence behavior for ES-II showing both GFEM and SGFEM results with 1. Heaviside
enrichment (5.9) for GFEM 2. Linear Heaviside enrichment (5.10) for SGFEM.
(a)
Fig. 5.28 Contour plot for element-wise error in energy-norm obtained for 32× 32 mesh with d = 1/8,
in case of SGFEM for ES-II with Linear Heaviside enrichments. Red nodes are enriched with Singular
functions while yellow nodes are enriched with Linear Heaviside functions. The reader is referred to the
web or pdf versions of this document for a colored figure.
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In Figure 5.27, the GFEM results are obtained with standard (piecewise constant) Heaviside
enrichment functions defined by (5.9), whereas in the SGFEM results, linear Heaviside enrich-
ments (5.10) (modified by subtracting their FE interpolant) are used. We now comment on the
enrichment DOFs required by these methods, together with the associated errors in the energy
norm. For a given mesh, suppose the number of enrichment DOFs associated with the enrichment
region ES be M1×M1 = M21 , where M1 is the integer proportional to the number of nodes in the
horizontal direction in the enrichment region ES. M21 is same for both GFEM and SGFEM. How-
ever, the number of enrichment DOFs, associated with the enrichment region EH is M2 = O(M1)
for GFEM and 3M2 = O(M1) or 6M2 = O(M1) for SGFEM, depending on whether the crack line
cuts the elements or fits element boundaries. Thus the number of total enrichment DOFs for GFEM
is M21 +M2, whereas it is M
2
1 +3M2, or M
2
1 +6M2, for SGFEM. Though the SGFEM requires more
DOFs than GFEM, asymptotically they both require O(M21). On the other hand, based on Figure
5.27, asymptotically, the error in GFEM is C1H and the error in SGFEM is (C1/2)H, for a constant
C1. Thus, asymptotically, both the methods require about the same enrichment DOFs, but SGFEM
yields about 50% lower error than GFEM. Moreover, SGFEM has better conditioning also for En-
richment Strategy-II, as will be presented in Section 5.2.2.3. Figure 5.29 shows convergence plots
for the GFEM and the SGFEM with respect to the number of DOFs. The plots show that for a
fixed number of DOFs, both the methods yield the optimal convergence behavior, but the SGFEM
yields a lower error. We note that the use of linear Heaviside enrichment functions in GFEM lead
to essentially the same error level as that obtained with the use of only the piecewise constant
Heaviside enrichment functions (which we did not present in this chapter).
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Fig. 5.29 Convergence behavior with respect to the number of degrees of freedom for ES-II showing both
GFEM and SGFEM results with 1. Heaviside enrichment (5.9) for GFEM 2. Linear Heaviside enrichment
(5.10) for SGFEM.
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5.2.2.2 Convergence of Local Quantities
Figures 5.30- 5.32 show the convergence behavior for the local quantity defined in Section 5.2.1.2.
The plots show a similar behavior as observed in the case of ES-I.
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Fig. 5.30 Euclidean norm of the error in the displacement vector at point (5/8, 1/2) for both GFEM and
SGFEM. The thick dot in the insert showing the problem domain marks the location of the point.
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Fig. 5.31 Euclidean norm of the error in the displacement vector at point (1/2, 3/4) for both GFEM and
SGFEM. The thick dot in the insert showing the problem domain marks the location of the point.
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Fig. 5.32 Euclidean norm of the error in the displacement vector at point (7/8, 7/8) for both GFEM and
SGFEM. The thick dot in the insert showing the problem domain marks the location of the point.
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5.2.2.3 Conditioning of Stiffness Matrix
Figure 5.33 shows the plot of the scaled condition number of the stiffness matrix against the inverse
of element size, obtained for the GFEM. Similar to the case of ES-I in Section 5.2.1, the condition
number grows as O(H−4). The corresponding plot for the SGFEM is shown in Figure 5.34. The
condition number in this case grows as O(H−2). Figure 5.35 shows the graphs from these figures
combined.
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Fig. 5.33 Condition number of the scaled stiffness matrix plotted against the inverse of element size for
ES-II in the case of GFEM.
Figure 5.36 shows the plot between relative error in energy norm and the scaled condition
number of the stiffness matrix. Note that the GFEM results featuring in this plot are obtained by
providing linear Heaviside enrichment functions, instead of just the piecewise constant Heaviside
enrichment function. Again, the SGFEM shows a significant improvement in the scaled condition
number of the problem. For example, considering an error level of 2%, the scaled condition
number (SCN) of the stiffness matrix of the SGFEM is four orders of magnitude lower than the
SCN of the stiffness matrix of the GFEM.
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Fig. 5.34 Condition number of the scaled stiffness matrix plotted against the inverse of element size for
ES-II with linear Heaviside enrichments in the case of SGFEM.
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Fig. 5.35 Condition number of the scaled stiffness matrix plotted against the inverse of element size for
both GFEM and SGFEM with ES-II and 1. Heaviside enrichment (5.9) for GFEM 2. Linear Heaviside
enrichment (5.10) for SGFEM.
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Fig. 5.36 Accuracy plotted against the condition number of the scaled stiffness matrix for ES-II with linear
Heaviside enrichment (5.9) for both GFEM and SGFEM.
The results in this section demonstrate that SGFEM with a straight forward generalization of
1-D ideas, shown successful in [7], may not be successful for higher dimensional problems. The
enrichment functions and the set of enrichment nodes have to be selected properly in SGFEM in
higher dimensions, such that it delivers optimal convergence rates regardless of the presence of
several types of blending elements, while maintaining the conditioning comparable to the standard
FEM.
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5.3 Summary
The numerical experiments presented in Section 5.2 show that the SGFEM with proper selection of
enrichment functions and set of enrichment nodes, delivers optimal convergence rates regardless of
the presence of several types of blending elements. This is also the case for the GFEM. However
the SGFEM delivers, for the same number of degrees of freedom, higher accuracy in global as
well as local quantities, than the GFEM. The higher accuracy of the SGFEM in the enrichment
zone is particularly significant and important for fracture mechanics problems. It is also shown
that the growth in conditioning of the system of equations of the SGFEM is two orders slower than
the GFEM and that it is comparable to the standard FEM. This is in agreement with the theory
presented in [5, 7]. The conditioning of SGFEM is comparable to the conditioning of standard
FEM, even for unstructured meshes. If one compares accuracy versus conditioning, the SGFEM
is however clearly superior to the standard FEM.
The use of a fixed geometrical enrichment zone is known to lead to optimal convergence rates
in the GFEM but also to extremely high condition numbers [20, 83]. This has prevented the use
of this enrichment strategy in practice. Several approaches aimed at addressing this issue have
been proposed but with mixed success [20, 29, 83]. The results presented in this chapter show that
SGFEM delivers optimal convergence rates while the conditioning of the method is comparable to
the standard FEM even when geometrical enrichments are adopted. The findings from this Chapter
are published in [69].
Selection of Set of Enrichment Nodes: The SGFEM involves modifying the enrichments as
well as choosing the appropriate nodes to be enriched. This set is not the same as in the GFEM and
it depends on the definition of the enrichments, if they are discontinuous. We present rules for the
selection of the optimal set of enrichment nodes based on the definition of enrichment functions
in the case of SGFEM. This set leads to optimal convergence rates while keeping the number
of degrees of freedom equal to or close to the standard GFEM. We show that it is necessary to
enrich additional nodes when the crack line is located along element edges in 2-D. The selection
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of these nodes depends on the definition of the enrichment functions at the crack discontinuity.
When the discontinuity is along element edges, the SGFEM requires two lines of nodes enriched
with modified Heaviside functions, unlike the GFEM where only the line of nodes on the crack
line is enriched. Moreover, the selection of nodes to be enriched in the SGFEM, i.e., the set Ieh (cf.
Section 1.4), depends on the definition of the Heaviside function. This same applies for the case
of enrichments based on the asymptotic expansion of the elasticity solution in the neighborhood
of the crack tip, like those presented in [45, 97] or [21, 57]. If the crack is located along element
edges (i.e., between two elements), all nodes of element above the crack must be enriched if the
enrichments are continuous from below; all nodes of element below the crack must be enriched if
the enrichments are continuous from above. If an element is cut by the crack or if it contains the
crack tip, all nodes of the elements should be enriched, as is the case with the GFEM. In fact, we
recommend the adoption of this rule even when the crack is located at element boundaries since it
is easier to implement, it does not depend on the definition of the enrichments at the crack line and,
in practice, leads to almost the same number of degrees of freedom as the previous rule. This rule,
however, leads to linear dependences if applied to Heaviside enrichments and the crack is located
at element boundaries. The procedure discussed in Section 5.1.1 can be adopted for the solution
of the singular system of equations.
Linear Heaviside Functions: Another contribution of this work is the introduction of linear
Heaviside functions in the patch spaces used by the SGFEM. The numerical experiments show that
these enrichment functions lead to optimal convergence of the SGFEM in the case of 2-D fracture
problems while not deteriorating the conditioning of the method.
Guidelines for the Definition of Enrichment Functions at Discontinuities: The SGFEM
enrichment function, L˜αi requires the evaluation of the original enrichment function, Lαi at a node
to obtain the finite element interpolant, Iωα (Lαi) of the enrichment function (cf. Equation (1.9)). If
the enrichments are discontinuous and the discontinuity crosses a node, it requires a choice of the
value of the discontinuous enrichment function at the crack line. In the case of fracture problems,
the enrichments can be made continuous from either above or below the crack line.
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Numerical Implementation: Finally, we describe a simple implementation strategy for the
SGFEM in an existing GFEM/XFEM software. The implementation can be used with 2-D linear
(triangular) and bi-linear (quadrangular) and 3-D linear (tetrahedron) or tri-linear (hexahedron)
elements. It leads to an efficient evaluation of SGFEM enrichment functions without repetitive
computation of the coefficients of the FE interpolants.
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Chapter 6
Stable Generalized Finite Element Method
for 3-D Fracture Mechanics
The limitation of ill-conditioning with the GFEM/XFEM can sometimes pose a challenge to its
users, especially when solving large three-dimensional problems, in terms of round-off errors
when using direct solvers and convergence issues with iterative solvers [84]. Several studies have
attempted addressing this problem in two-dimensions [20, 29, 34, 83] and in three-dimensions
[124], but only with a limited success. A preconditioning scheme aimed at mitigating the ill-
conditioning caused by enrichments with Heaviside functions is described in [84].
The Stable GFEM (SGFEM), initially proposed in [5, 7] and extended to two-dimensional
fracture mechanics in Chapter 5 and[69] provides a robust and yet simple solution to the problem
of ill-conditioning of the GFEM/XFEM. In addition, the SGFEM also alleviates the error due to
blending elements. It is shown in [69] and Chapter 5, that a straightforward extension of ideas from
1-D problems in [7] to higher dimensions is not sufficient. The analysis and results for 2-D fracture
mechanics presented in Chapter 5 and [69], clearly demonstrated that just the direct extension of
1-D ideas from [7] to two-dimensional fracture mechanics led to inaccurate results and required
additional Heaviside enrichments to recover the optimal convergence rate.
The investigation in this chapter shows that similar to the transition of the SGFEM from 1-
D to 2-D, the extension from 2-D to 3-D is not straightforward either. The singular crack tip
enrichments from the elasticity solution in 2-D and used in the neighborhood of the crack tip
proved enough to yield optimal convergence behavior with SGFEM for two-dimensional fracture
mechanics presented in Chapter 5 and [69]. However, the analysis in this chapter shows that
the use of only those singular enrichments in the SGFEM framework for fully three-dimensional
fracture mechanics problems may lead to severe loss in accuracy. It is shown in Section 6.1.2,
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that additional enrichments are needed in the sub-domains where singular enrichments are used
in order to recover the lost accuracy of the SGFEM. The analysis presented in this work shows
that the proposed additional enrichments lead to optimal convergence of the SGFEM while not
deteriorating its conditioning.
A fully three-dimensional manufactured crack solution adopted from [102] is considered in
this chapter. This allows for a thorough investigation of SGFEM for three-dimensional fracture
mechanics and highlights the issues pertaining specifically to 3-D, which do not appear in a two-
dimensional or quasi three-dimensional problem as shown in Section 6.1.2. In this work, the
quality and convergence of an important local quantity of interest for fracture mechanics – the
Stress Intensity Factors (SIFs) obtained with GFEM and SGFEM is also studied. Note that the
quality of SIFs obtained with SGFEM was not examined in Chapter 5.
The SGFEM, as shown in Chapter 5, resolves the issue of poor conditioning obtained with
geometrical enrichment and brings down the growth in conditioning with uniform mesh refinement
to the same rate as standard FEM. However, the investigation in this chapter reveals that the control
in magnitude of growth of conditioning with SGFEM also depends on the definition of singular
enrichments adopted. Based on how the basis for singular enrichments is defined, they can be
broadly classified into scalar and vector enrichments [34]. The scalar enrichments, such as the
ones proposed in [21], employ scalar basis functions in all three displacement directions to span
the solution space containing the crack tip/front solution. The vector enrichments, as proposed
in [45, 97], use the vectorial components of the crack tip/front solution as the basis functions.
It is shown in Section 6.1.1 and also pointed out in [34] that the vector singular enrichments
lead to much better conditioining as compared with scalar enrichments. It has been reported in
[34] that certain cases could not even be solved when using scalar singular enrichments due to
ill-conditioning. Nevertheless, the SGFEM improves the conditioning for both scalar and vector
singular enrichments. In case of scalar enrichments, however, even the SGFEM is not able to
bring down the growth in conditioning to the level of standard FEM, as shown in Section 6.1.1.
It is noted that as claimed in [34], just the use of vector singular enrichments is still not enough
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to fully control the growth in conditioning with GFEM/XFEM. The numerical results presented in
Chapter 5 and Section 6.1.2 of this chapter clearly demonstrate that the use of vector enrichments
in conjunction with SGFEM leads to the same growth in conditioning with mesh refinement as
that of standard FEM.
The use of geometrical enrichment, although leading to optimal convergence behavior, is not
trivial to use in three-dimensions, especially in case of non-planar and curved cracks. Also, as
pointed out above, it leads to severe ill-conditioning with GFEM/XFEM. Therefore, the use of
so-called topological enrichment [20] has been very popular in GFEM/XFEM community. This
enrichment scheme only employs singular enrichments on the nodes of elements either cut or
touched by the crack tip/front [20, 67]. It also leads to much better conditioining of the obtained
system of equations and fewer DOFs as compared with the geometrical enrichment scheme. This
study also focuses on the quality of solution obtained with SGFEM in case of topological enrich-
ment strategy, which was not investigated in Chapter 5.
Following this introduction, Section 6.1 presents detailed numerical studies and discussion on
the proposed extensions of the SGFEM for three-dimensional fracture mechanics problems. A
quasi 3-D problem is considered first in Section 6.1.1. Then, Section 6.1.2 discusses the detailed
numerical studies performed for a fully three-dimensional fracture mechanics problem. Section
6.1.3 investigates the robustness of the method for cases where crack surface gets close to element
edges and nodes of the mesh. Section 6.2 discusses some numerical results from the extension
of SGFEM for the numerically generated global-local enrichment functions. An efficient iterative
solution scheme that can be used with the SGFEM is discussed in 6.3.
The main conclusions from this work are summarized in Section 6.4.
6.1 Numerical Studies and Discussion
This section details extensions and application of the SGFEM to three-dimensional linear elastic
fracture mechanics problems, described by the governing equations in Section 1.2. The first prob-
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lem considered is a quasi 3-D problem and is presented in Section 6.1.1. The second problem,
detailed in Section 6.1.2, is a fully three-dimensional problem. It highlights convergence and con-
ditioning issues of the SGFEM when applied to three-dimensional fracture problems. Strategies to
address these issues are also presented.
6.1.1 Quasi 3-D edge-crack problem
This section deals with the application of the SGFEM to a quasi three-dimensional linear elastic
fracture mechanics problem. Figure 6.1 shows a 3-D edge crack panel discretized with a uniform
mesh of tetrahedral elements. It is subjected to traction boundary conditions computed from the
first term of the Mode-I asymptotic expansion of the elasticity solution in the neighborhood of a
crack,
uI(r,θ) =
√
r

(
κ− 12
)
cos θ2 − 12 cos 3θ2
(
κ+ 12
)
sin θ2 − 12 sin 3θ2
0

(6.1)
where r and θ are polar coordinates at the crack front, −pi < θ < pi , κ is the material constant
(3− 4ν), and ν is the Poisson’s ratio. The value of Young’s Modulus is taken as unity and a
Poisson’s ratio ν = 0.0 is chosen.
The displacement given by (6.1) is the exact solution of this problem, as it satisfies the equi-
librium equations and boundary conditions for this considered problem. The solution of this quasi
3-D problem is constant along the z-direction. This problem serves as a straight-forward extension
of the two-dimensional problem solved in Chapter 5. It has also been solved in [118] with the
corrected XFEM [58] and subjected to Dirichlet boundary conditions provided by the first term of
the Mode I, II and III asymptotic expansions of the 2-D elasticity solution.
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Fig. 6.1 Three-dimensional edge-crack panel subjected to tractions computed from displacement field (6.1).
The contour plot of the von Mises stress is also shown. The origin of the coordinate axes is located at the
bottom-left node on the front face of the domain.
The problem domain Ω and the crack surface ΓC are given by
Ω= {x |0 ≤ x ≤ 16, 0 ≤ y ≤ 16,−4 ≤ z ≤ 0}, ΓC = {x |0 ≤ x ≤ 8, y = 8,−4 ≤ z ≤ 0}.
They are shown in Figure 6.1. It is noted that ΓC cuts through the finite elements. The small
elements next to the crack surface are used only for numerical integration and visualization of the
solution–they do not provide shape functions. The crack is modeled by using singular and discon-
tinuous enrichment functions as described later. Two types of enrichment strategies are considered
in this study: topological and geometrical enrichment, as described in Section 2.2. Figure 6.2
illustrates these enrichment strategies. The size of the enrichment zone, d, for geometrical enrich-
ment with singular functions is taken as d = 18 ×16 = 2 units. Therefore, the singular enrichment
functions are used in a cuboidal region of (4×4×4) units around the crack front. The rest of the
crack discontinuity is approximated by discontinuous step functions. The GFEM uses piece-wise
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constant Heaviside enrichment funtions given by
Lα1 =H (x,y,z) =
 1 if above or on the crack surface0 if below the crack surface (6.2)
to represent the jump across the crack surface. Function Lα1 is used to enrich all three displacement
vector components. A vector-valued patch approximation uHα (x,y,z) belonging to patch space χα
enriched with the Heaviside function is given by
uHα (x,y,z) =

uα1H
vα1H
wα1H

where uα1, vα1, wα1, are degrees of freedom. Each displacement component is enriched with one
function leading to a total of three enrichments per node. This enrichment leads to optimal conver-
gence of the GFEM as shown below. The SGFEM requires additional discontinuous enrichment
functions, namely, the Linear Heaviside functions given by
{Lαi}4i=1 = HαL (x,y,z) =
{
H ,H
(x− xα)
hα
,H
(y− yα)
hα
,H
(z− zα)
hα
}
, (6.3)
where hα is a scaling factor given by the diameter of the largest element sharing node xα , in order to
achieve optimal convergence. Again, the enrichments {Lαi}4i=1 are used in all three displacement
vector components. A vector-valued patch approximation uHLα (x,y,z) belonging to patch space χα
enriched with these functions is given by
uHLα (x,y,z) =
4
∑
i=1

uαiHαL (i)
vαiHαL (i)
wαiHαL (i)

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where uαi, vαi, wαi, i = 1,2,3,4, are degrees of freedom. Each displacement component is en-
riched with four functions leading to a total of twelve enrichments per node. This was proposed
in Chapter 5 and a detailed study is presented there. Note that, in this chapter, the crack is cutting
through the elements. This is in contrast with the case of cracks along the boundary of elements
as in Chapter 5. A generic enrichment scheme for the SGFEM based on the enrichment of all the
nodes of elements touched or intersected by the crack surface is presented in Chapter 5.
(a) Edge Crack Panel (b) Geometrical Enrichment
(c) Topological Enrichment
Fig. 6.2 Enrichment strategies adopted in this work. The diamond shaped glyphs represent nodes enriched
with singular enrichment functions and cuboidal glyphs represent nodes enriched with Heaviside (GFEM)
or linear Heaviside (SGFEM) enrichment functions. The shaded region in (a) denotes the geometrical
enrichment sub-domain.
The choice of singular enrichment functions is not unique and different singular bases have
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been used by researchers in GFEM/XFEM community. The two most common bases of singular
enrichment functions are:
• Oden and Duarte branch enrichment functions introduced in [45, 97] (these functions are
hereafter denoted OD),
{Lαi}2i=1 =

LODfront−x¯ in crack front direction x¯
LODfront−y¯ in crack front direction y¯
LODfront−z¯ in crack front direction z¯
with,
LODfront−x¯ =
{√
r
[(
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LODfront−y¯ =
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LODfront−z¯ =
{√
r
[
sin
θ
2
]
,r2 [cos2θ ]
}
(6.4)
where (x¯, y¯, z¯) denotes the local crack front Cartesian coordinate system. The LODfront−x¯,
LODfront−y¯, L
OD
front−z¯ branch functions are used at nodes around a crack front to enrich the dis-
placement vector components in the local x¯, y¯ and z¯ directions, respectively. A vector-valued
patch approximation uODα (r,θ) belonging to patch space χα enriched with OD basis func-
tions is given by [45]
uODα (r,θ) =
2
∑
i=1

uαiLODfront−x¯(i)
vαiLODfront−y¯(i)
wαiLODfront−z¯(i)

where uαi, vαi, wαi, i = 1,2, are degrees of freedom. Each displacement component is
enriched with two functions leading to a total of six enrichments per node. Alternatively,
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uODα (r,θ) can be defined as [43, 97]
uODα (r,θ) =
2
∑
i=1
uαi

LODfront−x¯(i)
LODfront−y¯(i)
LODfront−z¯(i)

This leads to just three degrees of freedom per node but the implementation is a bit more
involved since most FEM data structure can not handle vector-valued shape functions.
TheOD enrichment functions are obtained from the 2-D asymptotic expansion of the elastic-
ity solution in the neighborhood of a planar crack in an infinite plate with stress free cracks
faces [134]. The first terms in LODfront−x¯ and L
OD
front−y¯ are the x¯ and y¯ components, respectively,
of the first term of Mode-I expansion given by (6.1). Likewise, the second term of LODfront−x¯
and LODfront−y¯ are obtained from the first term of Mode-II expansion. The two terms in L
OD
front−z¯
correspond to the first two terms of the Mode-III expansion. Details on implementation of
OD enrichment functions are given in [45, 109].
• Belytschko and Black [21] branch functions (these functions are hereafter denoted BB),
{Lαi}4i=1 = LBBfront =
{√
r sin
θ
2
,
√
r cos
θ
2
,
√
r sin
θ
2
sinθ ,
√
r cos
θ
2
sinθ
}
(6.5)
which are used as enrichments around a crack front. In this case, the same enrichment func-
tions are used to enrich all three displacement vector components. Note that linear combi-
nations of the BB basis can represent the OD enrichments, with the exception of LODfront−z¯(2).
A vector-valued patch approximation uBBα (r,θ) belonging to patch space χα enriched with
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BB basis functions, is given by
uBBα (r,θ) =
4
∑
i=1

uαiLBBfront(i)
vαiLBBfront(i)
wαiLBBfront(i)

where uαi, vαi, wαi, i = 1, . . . ,4, are degrees of freedom. Each displacement component is
enriched with the same four functions leading to a total of twelve enrichments per node.
Both singular enrichment bases span a space which contains the exact solution (6.1) of the
problem at hand. The BB enrichment functions lead to at least twice as many degrees of freedom
as the OD enrichments. However, they are considered here since they are popular in the litera-
ture due to their simplified individual basis terms and ease of implementation. The above singular
enrichment bases can also be classified as scalar or vector enrichment functions [34]. The OD en-
richments are referred to as vector enrichments in that reference, emphasizing that each component
of the displacement vector uses different enrichment functions. BB enrichments are categorized as
scalar enrichment functions. A simpler implementation, as compared to the one provided in [109],
for vector enrichment functions, such as OD enrichments, is presented in [34].
The accurate integration of these singular functions is ensured by using several quadrature
points (729 integration points) in each tetrahedral element enriched with singular basis. There are
special singular integration schemes, such as the one proposed in [104], which was also used in
Chapter 5 for the two-dimensional problems. However, the implementation of a singular integra-
tion scheme is not trivial in three-dimensions.
Four finite element meshes are used for the convergence studies performed in this section:
Meshes with (17×17×4), (33×33×8), (49×49×12) and (65×65×16) sets of six tetrahedron
elements in the x-, y- and z-directions, respectively. These meshes were generated by first creating
a uniform mesh of hexahedral elements and then replacing each hexahedral element by a set of six
tetrahedral elements. Mesh (17×17×4) is shown in Figure 6.1. These discretizations are such that
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the crack surface cuts through the elements. The 2-D case of crack surfaces lying along element
boundaries is considered in Chapter 5. Also, with these discretizations, the crack is always located
at the center with respect to element boundaries. The impact of the distance of crack surface from
the boundary of elements/nodes on the conditioning of the obtained system of equations is reported
in literature [124] and is addressed in Section 6.1.3.
Figure 6.3 shows the plot of the relative error in energy norm against 1/H for GFEM and
SGFEM for both geometrical and topological enrichment strategies with OD singular basis. The
characteristic element size, H, is taken as the dimension of a finite element in the x- (or y-) di-
rection. The convergence behavior obtained with geometrical enrichment is similar to what was
observed in 2-D studies presented in Chapter 5. As expected, the plots show a convergence of
O(H) in the case of geometrical enrichment, whereas topological enrichment provides an error
of O(H
1
2 ) with both GFEM and SGFEM. It is noted that the SGFEM shows a much lower error
level than the GFEM, even for topological enrichment. The SGFEM shows an error level which
is almost half the GFEM error, in the case of geometrical enrichment, whereas it is about two-
thirds the GFEM error in the case of topological enrichment. Figure 6.4 shows the plot of the
relative error in energy norm against the inverse of element size obtained using BB singular en-
richments. The convergence graphs show a behavior similar to that shown in Figure 6.3. Figure
6.5 combines the graphs from Figures 6.3 and 6.4. It can be seen from this plot, that the accuracy
of the GFEM with BB enrichments is better than the GFEM with OD enrichments. However, the
SGFEM gives almost the same error level for these enrichment bases. A possible explanation for
this behavior is that the difference in results for OD and BB enrichments in the case of GFEM is
due to blending element errors. Since the SGFEM addresses this issue for both enrichment types,
they lead to essentially the same accuracy since the exact solution belongs to both the OD and BB
patch approximation spaces. The convergence plots from Figure 6.5 are shown again in Figure 6.6
where the relative error in energy norm is plotted against the problem size. The difference between
the accuracy of the GFEM with BB enrichments and the GFEM with OD enrichments is slightly
smaller in this case since the former basis leads to more degrees of freedom than the later.
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Fig. 6.3 Convergence behavior of the GFEM and SGFEM with geometrical (d = 1/8) and topological
enrichments and OD singular basis.
Fig. 6.4 ]
Convergence behavior of the GFEM and SGFEM with geometrical (d = 1/8) and topological
enrichments and BB singular basis.
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Fig. 6.5 Relative error in energy norm for the GFEM and the SGFEM with geometrical and topological
enrichments and OD and BB singular basis.
Fig. 6.6 Relative error in energy norm for the GFEM and the SGFEM with geometrical and topological
enrichments with OD and BB singular basis against the problem size.
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6.1.1.1 Conditioning of Stiffness Matrix
This section focuses on the conditioning of stiffness matrices provided by the discretization se-
quences featured in Figures 6.3 and 6.4. These matrices have six zero eigenvalues, corresponding
to the six rigid body motions in three dimensions. The condition number in this study is computed
from the non-zero eigenvalues of the stiffness matrix, obtained with the eig function of MATLAB
[91].
Figure 6.7 shows the growth in the scaled condition number obtained with OD singular basis
for the discretization sequences considered in Figure 6.3. The definition of scaled condition num-
ber is given in Section 5.1.1. The growth of the condition number for the GFEM with geometrical
enrichment approaches O(H−5) with mesh refinement, whereas the SGFEM with geometrical en-
richment shows a growth in conditioning of about O(H−2). This is analogous to the 2-D results
presented in Chapter 5. Topological enrichment leads to a growth in conditioning of O(H−2) with
both GFEM and SGFEM.
Fig. 6.7 Growth in scaled condition number for the GFEM and SGFEM with geometrical and topological
enrichments and OD singular basis.
Figure 6.8 shows the growth in the scaled condition number obtained with BB singular en-
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richments for the discretization sequences considered in Figure 6.4. The condition number of the
GFEM with geometrical enrichment grows as O(H−8). The condition number of the SGFEM
with geometrical enrichment grows as O(H−5), which is significantly faster than that obtained
with the standard FEM (O(H−2)). Similar results on the growth of the condition number with
BB enrichments in two-dimensions are reported in [34, 83]. The degree of freedom gathering ap-
proach presented in [83] reduced the condition number growth to O(H−4), which is still a much
faster growth rate than in the FEM. The authors also report a sub-optimal convergence rate with
this approach. Chevaugeon et al. [34] also noted this fast growth in condition number with the
use of scalar-valued BB enrichments. They propose the use of 2-D vector enrichment functions,
similar to OD enrichments, to control the growth in conditioning.
The behavior shown in Figure 6.8 highlights the fact that the conditioning of the GFEM can
grow faster than O(H−4), which is the growth rate for the enrichments considered in Chapter
5 and [5, 7, 69]. The growth rate depends upon the strength of the near linear dependency of
basis functions of the patch spaces. Likewise, the SGFEM can not always reduce the growth in
condition number to the same rate as that of the standard FEM (O(H−2)). The growth rate of
the condition number depends on the strength of near linear dependency of the enrichment basis
functions. Nevertheless, the conditioning obtained with the SGFEM (O(H−5)) is much better than
that obtained with the GFEM (O(H−8)).
The topological enrichment with BB basis yields, like in the OD basis case, a growth in condi-
tion number of the order of O(H−2)—the same as in the standard FEM. This is the case for both
the GFEM and the SGFEM. This is particularly appealing, since currently, topolgical enrichment
is the most common enrichment scheme used with three-dimensional fracture problems. However,
the accuracy of the solution in the case of topological enrichment is greatly compromised as com-
pared to the geometrical enrichment. A generic geometrical enrichment scheme for curved and
non-planar cracks in three-dimensions is a subject of future research.
Figure 6.9 combines the graphs from Figures 6.7 and 6.8. This figure clearly shows a much
faster growth in the condition number for the GFEM with geometrical enrichment and BB singular
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Fig. 6.8 Growth in condition number for the GFEM and SGFEM with geometrical and topological enrich-
ments and BB singular basis.
Fig. 6.9 Growth in condition number for the GFEM and SGFEM with geometrical and topological enrich-
ments and OD and BB singular basis.
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basis than all other discretization spaces considered here.
Next, we consider a problem, the solution of which shows a fully three-dimensional behavior
and highlight on the issues which only become apparent in a fully 3-D problem.
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6.1.2 Fully 3-D edge-crack problem
This section considers a fracture mechanics problem with a three-dimensional manufactured so-
lution. The goal is to investigate the convergence of the SGFEM on a fully three-dimensional
problem. In that regard, the same edge-crack panel from Section 6.1.1 is considered here, with a
Poisson’s ratio ν = 0.30 and unity Young’s Modulus E. The boundary conditions are obtained from
the three-dimensional Mode-I crack solution given in [37, 102], instead of the two-dimensional
Mode-I solution given by Equation (6.1). The same four finite element meshes used in Section
6.1.1 are adopted here. The elasticity solution from which the prescribed tractions t¯ are computed,
is given by
u˜I(r,θ ,z) = A1r
1
2

(Q1−1)sin θ˜2 + sin 3θ˜2
−(Q1+1)cos θ˜2 − cos 3θ˜2
0

+
dA1
dz˜
r
3
2

0
0
2sin θ˜2 +
2
3 (Q1+1)sin
3θ˜
2

+
d2A1
dz˜2
r
5
2

Q2 sin θ˜2 +Q3 sin
3θ˜
2
1
6 (Q1+1)cos
θ˜
2 −Q4 cos 3θ˜2
0

(6.6)
where,
z˜ = −z, θ˜ = pi−θ , Q1 = (2λ +6µ)
(λ +µ)
, Q2 =
(3λ −µ)
6(λ +µ)
,
Q3 =
(45λ 2+138λµ+61µ2)
90(λ +µ)2
, Q4 =
(−15λ 2+2λµ+49µ2)
90(λ +µ)2
(6.7)
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λ and µ are the Lame’s constants. The notation u˜I above indicates the displacement vector in
the crack front cylindrical coordinate system. Function A1 in (6.6) is related to the Mode I Stress
Intensity Factor KI as discussed later. In this study, we adopt
A1 = (1− ζtz
2
)∗ (1+ ζtz
2
) (6.8)
where ζ =−z˜+tz/2= z+tz/2 and tz is the thickness of the panel. It is noted that (6.6) degenerates
to the 2-D solution given by (6.1) if A1 = 1 and the body is under plane strain conditions [102].
The second and third terms in (6.6) are called “shadow functions” [102]. They account for the 3-D
behavoir of the elasticity solution in the neighborhood of the crack front. A similar manufactured
solution is presented in [102]. It is noted that the coordinate axes adopted here are different from
[102].
The components of the stress tensor, in cylindrical polar coordinates, derived from the 3-D
displacement field (6.6) are given in Appendix A. They are used to compute the traction boundary
conditions for the problem. Figure 6.10 shows these tractions. The traction vector t¯ on the surfaces
of the panel defined by planes z = 0 and z =−tz (cf. Figure 6.1), where tz is the domain thickness,
has components (σrθ ,σrz,σzz). From Appendix A, we have,
σrθ = r
1
2 (smooth function of z and θ)
σrz = r
1
2 (smooth function of z and θ)
σzz = r−
1
2 A1(smooth function of θ)+ r
3
2 (smooth function of θ)
where A1 = 0 for z = 0 or z =−tz (cf. Equation (6.8)). It is noted that the singular function r−1/2
that appears in the expression for σzz is multiplied by A1, which is identically zero on the planes
z = 0 and z =−tz. Therefore, all components of the traction vector t¯ are zero at the intersection of
the crack front with the domain boundary, i.e., at r = 0.
The deformed configuration of the panel subjected to traction boundary conditions is shown
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Fig. 6.10 Edge-crack panel subjected to tractions derived from three-dimensional Mode-I expansion given
by Equation (6.6). This clearly shows the fully three-dimensional nature of the boundary conditions in
contrast with the tractions shown in Figure 6.1.
in Figure 6.12. This deformed configuration is obtained using the GFEM with OD singular basis
in the same geometric enrichment region adopted in Section 6.1.1. The figure also features the
contour plot of the von Mises stress. It can be noticed that the stress levels are significantly large
in certain regions even away from the crack front.
It is noted that the convergence plots for the relative error in energy norm for the GFEM or
the SGFEM with geometrical or topological enrichment give similar error levels and an optimal
convergence rate, as shown in Figure 6.11. The reason for such behavior is that, for the meshes
considered in this paper, the error away from the crack front controls the convergence. Finer
meshes are required to reach the asymptotic convergence regime. This is caused by the presence
of higher order terms associated with r3/2 and r5/2 which dominate the solution away from the
crack front. This is confirmed by the contour plot of the element-wise error in energy norm shown
in Figure 6.13. This contour plot is obtained with the GFEM, OD singular basis and geometrical
enrichment. It can be noticed that the error away from crack front dominates in the case of the
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Fig. 6.11 Relative error in energy norm for the GFEM and the SGFEM with geometrical (d = 1/8) and
topological enrichments and BB singular basis. The case of topological enrichment shows a misleading
optimal convergence rate.
mesh shown in the figure.
Fig. 6.12 Deformed shape of edge-crack panel subjected to tractions derived from 3-D Mode-I expansion
(6.6) obtained with the GFEM, OD singular basis and geometrical enrichment. Colors represent the magni-
tude of the von Mises stress.
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Fig. 6.13 Contour plot of element-wise error in energy-norm obtained with the GFEM, OD singular basis
and geometrical enrichment. The reader is referred to the web or pdf versions of this document for a colored
figure.
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In this problem, we consider the convergence of an important quantity of interest for linear
elastic fracture mechanics—the Mode I Stress Intensity Factor (SIF) KI . This quantity is used
to investigate the convergence behavior of the different methods and enrichment schemes. The
exact KI function can be obtained from (6.6) by simple algebraic manipulations [102]. It varies
quadratically along the thickness direction z, like function A1
KI(z) = A1
√
2pi
2E
1+ν
(6.9)
A robust approach for the extraction of SIFs is the Cut-off Function Method (CFM) [106,
134, 147–149]. The formulation and implementation of the CFM described in [62] adopt hollow
cylindrical extraction domains defined by three parameters: internal (ρ1) and external (ρ2) radii of
the cylinder, and cylinder length (lc). The internal cylindrical radius ρ1 should lie within the K–
dominant region of the elasticity solution in order to achieve path-independence. A value of ρ1 =
0.20 is adopted in this study. Figure 6.14 shows a set of SIF curves obtained with ρ1 = 0.20, lc =
0.60 and several external extraction radii, ρ2. The computations were performed with the GFEM,
OD singular basis, geometrical enrichment on a (65×65×16) mesh and cubic polynomial GFEM
shape functions. The SIF curves shown in the figure clearly confirm the path independency of
the CFM with respect to the external extraction radius ρ2. Based on these numerical experiments,
the CFM is adopted hereafter to extract Mode I SIF KI . Unless indicated otherwise, the same
extraction domain with ρ1 = 0.20, ρ2 = 0.60 and lc = 0.60 is used in all numerical experiments.
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Fig. 6.14 Mode I SIF obtained with the CFM for several external extraction radii ρ2, internal extraction
radius ρ1 = 0.20, and cylinder length lc = 0.60. The GFEM with OD singular basis, cubic polynomial
shape functions and a (65×65×16) mesh are adopted.
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6.1.2.1 Geometrical Enrichment
This section studies the performance of the SGFEM with different singular enrichment bases in a
geometric region of size d = 1/8.
Figure 6.15 shows zoomed-in pictures of the crack opening obtained with the GFEM and the
SGFEM on the 33× 33× 8 mesh with OD basis in the geometric enrichment region. The figure
also features contour plots of the element-wise relative error in energy norm. The much higher
error levels in the case of the SGFEM can be clearly seen. Furthermore, the crack opening ob-
tained with the SGFEM shows an anomalous behavior similar to what was observed in Chapter 5
for the SGFEM with piece-wise constant Heaviside enrichments for the representation of the crack
discontinuity. In that case, it was shown that the SGFEM requires linear Heaviside enrichments
to accurately represent the discontinuity and recover the optimal convergence rate. Likewise, the
crack opening and error levels obtained with BB enrichments also show the same erroneous be-
havior in the case of the SGFEM.
(a) GFEM (b) SGFEM
Fig. 6.15 Crack opening computed with (a) GFEM and (b) SGFEM using OD enrichments. Colors repre-
sent element-wise relative error in energy norm. The reader is referred to the web or pdf versions of this
document for a colored figure.
The above issue and possible remedies are investigated next. A detailed study of several en-
richment bases for the SGFEM is presented. Their performance is measured using the discrete
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L2-norm of the relative error of the Mode-I SIF defined by
er(KI) :=
‖eI‖L2
‖KI‖L2
=
√√√√Next∑
j=1
(
Kˆ jI −K jI
)2
√√√√Next∑
j=1
(
K jI
)2 (6.10)
where Next is the number of extraction points along the crack front, K
j
I and Kˆ
j
I are the exact and
computed stress intensity factor values for Mode I SIF at the crack front point j, respectively.
The geometric enrichment strategy with OD and BB singular bases defined in (6.4) and (6.5),
respectively, is considered. In addition, the exact solution given by Equation (6.6), is also used to
define the following enrichment basis
Lα1 =

LOYfront−x¯ in crack front direction x¯
LOYfront−y¯ in crack front direction y¯
LOYfront−z¯ in crack front direction z¯
The enrichment functions LOYfront−x¯, L
OY
front−y¯ and L
OY
front−z¯ in the local crack front Cartesian coordinate
system can be obtained by simple coordinate transformation from the following expressions of
these enrichment functions in the cylindrical crack front coordinate system,
LOYfront−r =
{
A1r
1
2
[
(Q1−1)sin θ˜2 + sin
3θ˜
2
]
+
d2A1
dz˜2
r
5
2
[
Q2 sin
θ˜
2
+Q3 sin
3θ˜
2
]}
LOYfront−θ =
{
A1r
1
2
[
−(Q1+1)cos θ˜2 − cos
3θ˜
2
]
+
d2A1
dz˜2
r
5
2
[
1
6
(Q1+1)cos
θ˜
2
−Q4 cos 3θ˜2
]}
LOYfront−z =
{
dA1
dz˜
r
3
2
[
2sin
θ˜
2
+
2
3
(Q1+1)sin
3θ˜
2
]}
(6.11)
This enrichment basis is hereafter referred to as Omer and Yosibash or OY [102] enrichments.
This basis leads to three or to only one additional degree of freedom per node, depending on the
implementation strategy adopted. For a generic three-dimensional fracture problem, a singular
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enrichment basis defined as above along with Mode-II and Mode-III counterparts can be used as
well. This would lead to three or nine additional degrees of freedom per node, again, depending on
the implementation strategy adopted (one or three degrees of freedom for each deformation mode).
This generic case is not considered in this work.
Figure 6.16 shows the plot of the relative error er(KI) against the inverse of element size 1/H
for the GFEM and SGFEM with OD and BB singular bases. The plot also features SGFEM results
obtained with OY singular enrichments. Geometrical enrichment strategy is adopted in all cases.
The curve for the SGFEM with OY enrichment is the reference solution since this basis is also
the exact solution of the problem. The graphs clearly show a sub-optimal convergence behavior
for the SGFEM with either BB or OD enrichments. This issue possibly arises due to the fact that
the exact solution of this problem is non-constant in the z-direction, while the OD and BB singular
enrichments are constant in that direction. These enrichments with the SGFEM modification given
by (1.9) do not approximate well the variation of the exact solution in z-direction. This issue did not
show up in the problem analyzed in Section 6.1.1 since the exact solution in that case is constant
in the z-direction. These results highlight the fact that straightforward extensions of 2-D singular
enrichment bases to 3-D do not necessarily lead to optimal convergence of the SGFEM.
The SGFEM behavior discussed above is similar to that observed in Chapter 5 for the SGFEM
with piece-wise constant Heaviside enrichments (cf. Figure 5.23 of Chapter 5). Linear Heaviside
enrichments recovered the optimal convergence of the SGFEM. A similar strategy is proposed here
which involves the use of linear polynomial enrichments to approximate the behavior of the exact
solution in the z-direction. Enrichments given by
{Lαi}3i=1 = Llinα =
{
(x− xα)
hα
,
(y− yα)
hα
,
(z− zα)
hα
}
(6.12)
are used as additional enrichments for all three displacement components, on nodes enriched with
singular basis. “lin” in the above notation indicates linear polynomial enrichment functions. This
leads to 3 (enrichments)×3 (directions)= 9 additional degrees of freedom per node enriched with
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Fig. 6.16 Relative error er(KI) for GFEM and SGFEM with OD, BB and OY singular bases. Geometrical
enrichment strategy is adopted in all cases.
singular basis functions. A vector-valued patch approximation uOD, linα belonging to patch space
χα enriched with OD basis functions and linear polynomials is given by
uOD, linα =

∑2i=1 uαiLODfront−x¯(i) + ∑
5
i=3 uαiL
lin
α (i−2)
∑2i=1 vαiLODfront−y¯(i) + ∑
5
i=3 vαiL
lin
α (i−2)
∑2i=1 wαiLODfront−z¯(i) + ∑
5
i=3 wαiL
lin
α (i−2)

It is noted that if the SGFEM modification given by (1.9) is applied to (6.12), the resulting functions
are identically zero. Therefore, no such modifications are applied in this case. It is possible to
apply the SGFEM modification to polynomial enrichment functions, higher than linear order. An
extensive study on the SGFEM for such polynomial enrichments is presented in [150].
Figure 6.17 shows the convergence of the SGFEM with polynomial enrichments (6.12) added
to nodes withOD orBB singular basis. The graphs from Figure 6.16 are also shown for comparison
purposes. The SGFEM with either OD or BB singular bases recovers optimal convergence when
linear polynomial enrichments are used at nodes with these bases. The effect of adding linear
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polynomial enrichments is quite significant. The accuracy of the SGFEM in this case approaches
that of the SGFEM enriched with the exact solution of the problem (OY basis).
Fig. 6.17 Relative error er(KI) for the SGFEM with singular and linear polynomial basis functions. Geo-
metrical enrichment strategy is adopted in all cases.
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It is noted that the use of polynomial enrichments (6.12) with the GFEM does not significantly
improve the solution accuracy, as can be seen from Figure 6.18. Further, the use of these polyno-
mial enrichments with the SGFEM does not impact the rate of growth of the condition number, as
can be seen from Figure 6.19. The growth rates for the SGFEM with OD and BB bases is very
close to those observed in Figures 6.7 and 6.8, respectively. It is also noted that linear polynomial
enrichments do not lead to any spurious zero eigenvalues unless they are used in all nodes of the
finite element mesh [28, 139].
Fig. 6.18 Relative error er(KI) for the GFEM with singular and linear polynomial basis functions. Geomet-
rical enrichment strategy is adopted in all cases.
Figure 6.20 shows the plot of the relative error er(KI) against the scaled condition number for
the GFEM with singular enrichments and the SGFEM with linear enrichments in addition to the
singular enrichments. This plot clearly shows the advantage of using the proposed 3-D SGFEM in
terms of both conditioning and accuracy.
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Fig. 6.19 Growth in condition number for the GFEM with singular enrichments and for the SGFEM with
linear polynomial enrichments added to nodes with singular bases.
Fig. 6.20 Relative error er(KI) against the condition number for the GFEM with singular enrichments and
for the SGFEM with linear polynomial enrichments added to nodes with singular bases.
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6.1.2.2 Topological Enrichment
Figures 6.7 and 6.8 show that the scaled condition number of the GFEM with topological enrich-
ment is O(H−2) for both OD and BB singular basis. The growth of the scaled condition number
of the GFEM in the case of topological enrichment is the same as in the FEM and therefore the
SGFEM may not be required to control the conditioning of the GFEM. However, the analysis
presented in the previous section also shows that the SGFEM with geometrical enrichment is sig-
nificantly more accurate than the GFEM. In this section, we investigate the quality of the SIFs as
compared to the GFEM with topological enrichment. The focus is again on the quality of extracted
stress intensity factors. The BB basis is adopted in all numerical experiments.
Figure 6.21 shows the convergence of KI extracted from GFEM and SGFEM discretizations
with topological enrichment. A curve obtained from standard FEM discretizations is also included.
The standard FEM involves the use of double nodes to represent the discontinuity across the crack
surface. FEM meshes use two nodes at the same location along the crack surface to represent
the discontinuity. The curve for SGFEM discretizations with OY singular basis in a geometrical
enrichment zone is taken as a reference. The extraction parameters adopted for SIF extraction
with the CFM are the same as in Section 6.1.2.1, i.e. ρ1 = 0.20, ρ2 = 0.60 and lc = 0.60. The
two curves for the discretizations with topological enrichment show that the SGFEM is clearly
more accurate than the GFEM. However, an erroneous convergence behavior is observed in both
these methods. The size of the topological enrichment zone is reduced with mesh refinement
and eventually becomes smaller than the extraction domain adopted for the CFM. This is likely
the reason of the observed loss of accuracy with mesh refinement. The situation can be better
understood with the aid of Figure 6.22, which shows a cross section of the extraction domain and
the topological enrichment zone for the finest mesh. Part of the extraction domain is outside of the
enrichment zone or over blending elements. The SGFEM and GFEM solutions are less accurate
in these regions than inside elements with all nodes enriched, thus leading to a loss of accuracy of
extracted SIFs. This same behavior has been reported for the Particle Partition of Unity Method
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[121]. A detailed analysis of this issue is also presented in that work. Another point to be noted
from Figure 6.22 is that the extraction radius, ρ1 for the two finest meshes lie within blending
elements which may also contribute to the observed loss of convergence.
Fig. 6.21 Relative error er(KI) for the GFEM and the SGFEM with topological enrichment. SIFs are ex-
tracted with the CFM.
Fig. 6.22 Illustration of extraction radii and topological enrichment zone for the finest mesh considered in
this study. Shaded region indicates the topological enrichment zone. Note that it includes the blending
elements.
Figure 6.23 shows the convergence of KI plotted against the number of degrees of freedom for
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discretizations with topological and geometrical enrichments. It shows that the SGFEM with either
geometrical or topological enrichment is significantly more accurate than the GFEM even though
it requires linear polynomial enrichments at nodes with singular bases. This is in agreement with
the conclusions drawn from Figure 6.17. Figure 6.23 also shows that the geometrical enrichment
strategy is much more efficient than the topological one even though more nodes are enriched in
the former than in the later case.
Fig. 6.23 Relative error er(KI) against problem size for topological and geometrical enrichment strategies.
SIFs are extracted with the CFM.
One option to address the loss of convergence observed in Figure 6.21 is to reduce the size
of the extraction domain. However, in the case of topological enrichment, it may not always be
possible to select 3-D extraction domains that are small enough to avoid the situation illustrated
in Figure 6.22. Another option is to use an extraction method defined on a line instead of in a
volume. The extraction domains can be fairly small in this case. This allows the adoption of small
geometrical enrichment zones which may help control the conditioning of the SGFEM with BB
singular basis. The extraction domain in the Contour Integral Method (CIM) [62, 106, 107, 134,
147] can be defined on a circle of radius ρ . This method is, however, less accurate than the CFM
[62], since it involves derivatives of the displacement vector in its integral expression. A value of
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ρ = 0.20 is adopted, which is the same as the value of ρ1 adopted for the CFM. Further, a geometric
enrichment zone of size d = 1/32 is considered. The extraction circle is within the enrichment zone
and does not lie in blending elements for the selected values of ρ and d. Figure 6.24 illustrates the
extraction domain for the CIM and the geometrical enrichment zone with d = 1/32 on the finest
mesh considered here.
Fig. 6.24 Illustration of circular extraction domain for the CIM and geometrical enrichment zone of size
d = 1/32 for the finest mesh considered in this study. The shaded region indicates the enrichment zone. It
includes the blending elements.
Figure 6.25 shows the convergence of SIFs extracted with the CIM. Figure 6.26 shows the
growth in condition number for some of the discretization sequences shown in Figure 6.25. It is
noted that topological and geometrical enrichment with d = 1/32 lead to the same set of enriched
nodes in the two coarsest meshes. As a result, the first two data points in Figures 6.25 and 6.26 are
the same for these enrichment strategies. The erratic convergence of the SGFEM with topological
enrichment is eliminated with the adoption of a small geometrical enrichment zone as shown in
Figure 6.25. The relative error er(KI) of the SGFEM with d = 1/32 is smaller than in the case of
the GFEM with d = 1/32, except for one data point. The erratic convergence pattern of the GFEM
with geometrical enrichment is likely caused by inaccuracies of the CIM.
The convergence curves in Figure 6.25 obtained with the SGFEM and geometrical enrichment
zones of sizes d = 1/8 and d = 1/32 demonstrate that large enrichment zones leads to significantly
more accurate SIFs than small ones. The geometrical enrichment with d = 1/8 yields much more
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accurate SIFs than the smaller enrichment zone with d = 1/32. The improved accuracy for larger
enrichment zone sizes has been shown in [67] for a global quantity—the relative error in energy
norm. The results shown in Figure 6.25 demonstrate an improvement in the accuracy with larger
enrichment zone size for a local quantity—the SIFs.
Figure 6.26 shows that the conditioning of the SGFEM with geometrical enrichment of size
d = 1/32 is not significantly different from the conditioning of the SGFEM with topological en-
richment. Asymptotically, however, it is expected that the conditioning for the geometrical enrich-
ment case will grow faster than for the meshes considered here. It is also noted that the condition-
ing of the GFEM with the same geometrical enrichment size is much worse than in the SGFEM.
Fig. 6.25 Relative error er(KI) for topological and geometrical enrichment strategies. The CIM with extrac-
tion radius ρ = 0.20 is adopted in all cases.
Figure 6.27 shows a comparison between SIFs extracted with the CIM and the CFM. The
SGFEM with geometrical enrichment is used in all cases. The geometrical enrichment zone with
d = 1/32 is just big enough to contain the extraction domain for the CIM (cf. Figure 6.24) but
most of the 3-D extraction domain for the CFM lies outside of this enrichment zone. Nonetheless,
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Fig. 6.26 Growth in condition number for some of the discretizations considered in Figure 6.25.
even for this case, the quality of SIFs extracted with the CFM is much better than that obtained
with the CIM.
Fig. 6.27 Convergence of KI extracted with the CIM and the CFM. The SGFEM with geometrical enrich-
ment is adopted in all cases.
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6.1.3 Impact of the distance of crack from element boundaries on the
Conditioning
The impact of distance of the crack surface from finite element nodes on the conditioning of
obtained system of equations is studied in this section. Different cases for the crack location with
respect to mesh and the domain are considered. The location of the crack surface is defined by
a parameter b, which denotes the orthogonal distance of crack surface from the bottom face of
the domain. The following results indicate that the location of crack with respect to domain also
impacts the conditioning significantly. Therefore, broadly, two cases: one where the crack is in
the interior of the domain and the other one where it is close to the boundary of the domain, are
considered in this study.
Fig. 6.28 Figure illustrating the location of crack surface corresponding to b = 1.9H in case of 17×17×4
mesh. The center of the domain in y− direction is located at b = 8.0, which marks the location of crack
surface for numerical results in sections 6.1.1 and 6.1.2.
Figure 6.29 shows the growth in scaled condition number obtained with the GFEM using stan-
177
dard piece-wise constant Heaviside functions. It can be seen that the location of crack surface
with respect to the domain affects the growth rate significantly. When crack is in the interior of
the domain, the GFEM shows a growth in condition number of O(H−2), whereas a growth rate of
O(H−4) is observed for all the considered cases when crack is close to the boundary of domain,
with the exception of one case of b = 1.01H. The case of b = 1.01H shows a drastic increase
in the magnitude of scaled condition number as compared to the other cases. In addition, the
conditioning remains almost constant with mesh refinement for this special case.
Fig. 6.29 Impact of location of crack with respect to mesh on the conditioning obtained in case of GFEM
with regular Heaviside functions. b denotes the distance of crack form the bottom face (z= 0) of the domain.
Figure 6.30 shows the growth in scaled condition number obtained with the SGFEM using lin-
ear Heaviside functions. Amongst all the considered cases, the ones where crack surface is located
at a distance of 1% of element size from the nodal locations show tremendously ill-conditioned
stiffness matrix. The cases of b = 8.0+ 0.4H, b = 1.1H and b = 1.9H show an almost con-
stant conditioning for the meshes considered in this study. Further, a growth rate of O(H−4) for
b = 1.5H is also not consistent with the predicted estimate of O(H−2) for the SGFEM. These nu-
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merical experiments indicate the sensitivity of SGFEM with Linear Heaviside functions, in terms
of the conditioning of stiffness matrix, to the location of crack surface.
This deterioration in the conditioning of the GFEM or the SGFEM for a crack surface cutting
close to nodes can be detrimental, especially for a crack arbitrarily located in the domain. Also,
during crack propagation, the crack surface can invariably get close to nodes and element edges.
Therefore, to address this issue, an approximation to the representation of crack surface can be
used. This involves snapping of the crack surface to a node when it is located within, e.g. 1% of
the element size, from that node. A similar strategy is also used in [84].
Fig. 6.30 Impact of location of crack with respect to mesh on the conditioning obtained in case of SGFEM
with linear Heaviside functions. b denotes the distance of crack form the bottom face (z = 0) of the domain.
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6.2 Stable Generalized Finite Element Method with
global-local enrichments
The concept of SGFEM, as described in Section 1.4, is not limited to analytical enrichment func-
tions. This section proposes the SGFEM for numerically generated global-local enrichments used
in the GFEMgl (Section 1.5) approach. This approach is henceforth referred to as the Stable Gen-
eralized Finite Element Method with global-local enrichments or SGFEMgl. The accuracy and
conditioning obtained with the SGFEMgl is investigated and compared to that of the GFEMgl in
this section.
6.2.1 Quasi 3-D edge-crack problem
The first problem considered is a quasi 3-D problem, the same as the one in Section 6.1.1, except
for the size of the crack. A crack of size 4 units is considered in this study. Figure 6.31 shows
the 3-D edge crack panel discretized with a uniform mesh of tetrahedral elements. It is subjected
to traction boundary conditions computed from the first term of Mode-I asymptotic expansion of
elasticity solution in the neighborhood of a crack, given by Equation (6.1).
The numerical solution to this problem is obtained using the GFEMgl or the SGFEMgl. The
local domain is defined such that the entire crack surface lies within the local domain. This is done
to ensure that only one type of special enrichments, i.e. the global-local enrichments are used in
the coarse scale global problem. The dimensions of the local domain are (6× 4× 4) units. The
same sequence of coarse global meshes, as in Section 6.1.1, are used for the convergence studies
performed in this section. Figure 6.32 illustrates the GFEMgl algorithm in the case of 17×17×4
global mesh. Red cubical nodes in the enriched global problem represent nodes with global-local
basis and indicate a geometrical enrichment region of size d = 1/8.
The local problem performs three levels of uniform mesh refinement, nre f = 3 on the initial
mesh extracted from the global domain. The refinement is performed with the same procedure as
described in Section 3.2.1.1. The crack in the local problem is modeled using OD singular basis
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Fig. 6.31 Three-dimensional edge-crack panel subjected to tractions computed from displacement field
(6.1). The contour plot of the von Mises stress is also shown. The origin of the coordinate axes is located at
the bottom-left node on the front face of the domain.
(Equation (6.4)) and discontinuous Heaviside enrichments (Equation (6.2)). The singular basis
is used in a geometrical enrichment region of size d = 1/8, similar to as in Section 6.1.1. The
crack is not modeled in the initial global problem. Therefore, the boundary conditions applied on
the local problem which are obtained from the solution of initial global problem are inaccurate.
These boundary conditions are improved by using multiple global-local iterations as discussed
in Section 3.3. The SGFEM modification (Equation (1.9)) is not applied for the Heaviside or
singular enrichments used in the local problem. Note that in the case of the SGFEMgl, some
level of refinement is necessary in the local problem. Since otherwise, the global-local enrichment
becomes a linear function over the global finite element. This leads to identically zero enrichment
function, if the SGFEM modification (cf. Equation (1.9)) is applied to these linear functions.
Figure 6.33 shows the plot of relative error in energy norm against 1/H for the GFEMgl and the
SGFEMgl. The characteristic element size, H, is taken as the dimension of a finite element in the
x- (or y-) direction of the coarse scale finite element mesh. The results obtained with four global-
local iterations are plotted in this figure. The plots also feature the GFEMgl and the SGFEMgl
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Fig. 6.32 Illustration of GFEMgl algorithm on the 17×17×4 mesh for edge-crack panel problem. The local
domain is extracted from the shaded region in the global mesh. Red cubical nodes in the enriched global
problem indicate nodes with global-local enrichments.
results where exact boundary conditions derived from (6.1) are used on the local domain boundary.
In this particular case, the local problem solution used as the global-local enrichment basis for
GFEMgl and SGFEMgl is the same. With iterations, the error levels in case of both the GFEMgl
and the SGFEMgl approach the respective curves obtained for exact boundary conditions on the
local domain. The SGFEMgl starts off at a higher error level than the GFEMgl at the first iteration.
However, the error levels obtained with the SGFEMgl get significantly lower with subsequent
iterations and resulting improvement in the boundary conditions applied on the local domain. The
convergence behavior becomes similar to that observed for analytical enrichments presented in
Chapter 5 and Section 6.1 and the plots show a convergence of O(H) with both GFEMgl and
SGFEMgl. However, the SGFEMgl shows a much lower error level, which is almost half the
GFEMgl error.
Figure 6.34 shows the growth in scaled condition number obtained with global-local enrich-
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Fig. 6.33 Convergence behavior of the GFEMgl and SGFEMgl with geometrical (d = 1/8) enrichment using
numerically generated global-local functions.
ment basis for the discretization sequences corresponding to the cases of exact boundary conditions
on the local domain in Figure 6.33. The scaled condition number is obtained by the procedure de-
scribed in sections 5.1.1 and 6.1.1.1. The growth of condition number in the case of GFEMgl
approaches O(H−4), whereas, it approaches the theoretically predicted rate of O(H−2) [7] in the
case of SGFEMgl. This behavior is similar to as observed in sections 5.2.1.3 and 6.1.1.1 with the
use of OD singular basis in a geometric region.
Figure 6.35 shows the relative error in normalized discrete L2 norm of Mode I SIF (defined by
Equation (6.10)) plotted against the inverse of element size obtained in the GFEMgl. The SIFs are
extracted using the Cut-off Function Method (CFM), using the following values for the extraction
parameters: ρ1 = 0.20, ρ2 = 0.60 and tz = 0.60, as in Section 6.1.2. The plot features the SIFs
extracted from both the local and the enriched global solution at each iteration. The er(KI) data
points for local problem are plotted against the inverse of corresponding element size in the local
problem. The enriched global problem yields more accurate SIFs as compared with the local
problem at each global-local iteration. The unacceptable high error levels are noticed for local
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Fig. 6.34 Growth in scaled condition number for the GFEMgl and SGFEMgl with geometrical (d = 1/8)
enrichment using numerically generated global-local functions. These correspond to the discretization se-
quences for the cases of exact boundary conditions on the local domain in Figure 6.33.
solution at the first iteration. This case is analogous to the traditional global-local finite element
analysis which gives inaccurate localized response, as also pointed out in Chapter 3. It is noted
that the SIFs obtained from the enriched global problem at first iteration show a lower and an
anomalous error level. However, with iterations, the error in SIFs approach to the case of exact
boundary conditions on the local domain.
Figure 6.36 shows a plot similar to Figure 6.35 for the convergence behavior of SIFs obtained
with the SGFEMgl. Both the local and enriched global solutions improve with iterations and
approach the respective curves obtained for the case of exact boundary conditions on the local
problem domain. This is in contrast to the behavior observed in Figure 6.35 for the GFEMgl, where
the error in local problem solution obtained after 4 global-local iterations is still much higher than
for the case of exact boundary conditions applied on the local domain. In other words, the error
levels in local problem solution at iterations 3 and 4, obtained in the SGFEMgl case are much lower
as compared to the GFEMgl case in Figure 6.35. The plot in Figure 6.37 features the respective
curves from Figures 6.35 and 6.36 corresponding to the case where exact boundary conditions are
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applied on the local domain. The error levels obtained with the GFEMgl and the local problem are
similar. The SGFEMgl shows much lower error levels as compared with the GFEMgl or the local
problem. This is consistent with the behavior observed for a global measure of error in Figure
6.33.
Fig. 6.35 Convergence behavior for Mode-I SIF obtained with the GFEMgl.
185
Fig. 6.36 Convergence behavior for Mode-I SIF obtained with the SGFEMgl.
Fig. 6.37 Convergence behavior for Mode-I SIF.
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6.2.2 Fully 3-D edge-crack problem
This section considers the same edge-crack panel as in Section 6.2.1, except for a non-zero Poisson
ratio of ν = 0.30 and the boundary conditions are derived from the three-dimensional Mode-I crack
solution given by Equation (6.6). Figure 6.38 shows the relative error in normalized discrete L2
Fig. 6.38 Convergence behavior for Mode-I SIF obtained in the case of fully 3-D crack problem with bound-
ary conditions derived from Equation (6.6).
norm of Mode I SIF plotted against the inverse of element size, for this fully three-dimensional
problem. The extraction method and the values of extraction parameters adopted are the same
as for SIFs extracted in Section 6.2.1. Only the cases of exact boundary conditions on the local
domain are considered here. The GFEMgl and the SGFEMgl show a similar convergence rate,
however, the SGFEMgl shows much better accuracy as compared to the GFEMgl. Notice that the
error levels obtained with the GFEMgl for this problem are much higher as compared to the case
of quasi 3-D problem in Figure 6.37.
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6.3 Iterative solution scheme for the system of equations
As discussed in Section 1.3, the GFEM approximation space SGFEM is obtained by hierarchically
augmenting the global enrichment space SENR to the SFEM. Recalling the structure of the global
stiffness matrix of the GFEM from (1.8),
KGFEM =
 K11 K12
K21 K22
 (6.13)
with K11 = [B(Nα ,Nβ )], K22 = [B(NαLαk,NβLβ j)], K12 = [B(Nα ,NβLβ j)], K21 = [B(NαLαk,Nβ )],
no summation on α or β . K11 is the standard finite element matrix and KGFEM is obtained by aug-
menting K11 with matrices K22, K12, and K21 that depend on SENR. The structure of the global
stiffness matrix, KSGFEM obtained with SGFEM is also the same. The SGFEM modification
described in 1.4, makes the spaces S˜ENR and SFEM orthogonal with respect to the energy inner
product B(·, ·) for 1-D problems [5, 7]. This orthogonality property makes the stiffness entries
in K12 and K21 identically zero. In 2-D or 3-D, however, the spaces S˜ENR and SFEM are almost
orthogonal with respect to the energy inner product B(·, ·). This near-orthogonality property ob-
tained in the case of the SGFEM may lead to fast convergence of iterative solvers. This section
investigates the performance of a proposed iterative block Gauss-seidel solution scheme for both
GFEM (or GFEMgl) and SGFEM (or SGFEMgl).
As highlighted in chapters 1, 3 and 4, the global-local enrichments hierarchically add only
a small number of degrees of freedom to the global problem. As a result, the global system of
equations, following Equation (6.13), at a simulation step can be written in the partitioned form as
follows,  K0 K0,gl
Kgl,0 Kgl

 u0
ugl
=
 F 0
F gl
 (6.14)
where Kgl and ugl are the blocks of global stiffness matrix and degrees of freedom (dofs), respec-
tively, associated with global-local GFEM shape functions. In a multi-step simulation of linear
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crack propagation, only the global-local enrichments change from one step to another. Thus, ma-
trix K0 can be factorized once and re-used in all simulation steps. This nature of the system of
equations (6.14) can be exploited to solve it using, for example, the following block Gauss-seidel
algorithm:
For i = 0 until convergence do
Kglugli+1 = F
gl−Kgl,0u0i
K0u0i+1 = F
0−K0,glugli+1
i = i+1
end (i-loop)
We can take u00 as the solution of
K0u00 = F
0
Only matrix Kgl needs to be factorized at subseqent simulation steps. Thus, this procedure may
lead to significant savings in computational cost when solving large problems with the GFEMgl,
where dim(u0)  dim(ugl). However, the efficieny of this solution procedure depends on the
number of iterations required to converge below a given tolerance level. The convergence of this
solution scheme is dependent on the entries in off-diagonal blocks K12 (or K0,gl) and K21 (or
Kgl,0). If the entries in these off-diagonal blocks of stiffness matrix are zero, which is the case
with SGFEM for 1-D problems, the above described solution scheme involves just one iteration.
This section investigates the above mentioned solution scheme for 2-D and 3-D systems, where, in
general, the off-diagonal block entries are non-zero. The main objective of this work is to compare
the performance of this solution scheme for the system of equations obtained with GFEM (or
GFEMgl) to that with SGFEM (or SGFEMgl). The use of a similar iterative scheme to solve a
partitioned system of equations is also discussed in [53].
Since, the GFEMgl can be interpreted as a standard FEM hierarchically enriched with functions
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of compact support built using the concept of Partition of Unity, the GFEMgl is fully compatible
with the FEM. Therefore, this methodology can be used only at the sub-regions of a domain where
multiscale phenomena of interest exist. The blending of GFEMgl and the FEM approximation
space does not involve Lagrange multipliers, point constraints or any other modification on the
variational principle used with standard FEMs. This unique feature of the GFEMgl enables its
implementation in the existing finite element softwares without any code modification. This non-
intrusive implementation of the GFEMgl in a commercial finite element software like Abaqus [1]
is demonstrated in [66, 111]. The non-intrusive implementation of GFEMgl presented in [66, 111]
uses a direct static condensation scheme, which involves passing the vectors of block K0,gl as
multiple right-hand side pseudo-load vectors to the external finite element software. The size of
K0,gl grows with the number of enrichment degrees of freedom. This can lead to memory issues
with the commercial software in reading multiple RHS vectors given by the K0,gl . The iterative
solution scheme proposed here can offer advantages in this non-intrusive implementation, since it
only involves passing one RHS, K0,glugli+1, to the external FEM software at each iteration step i.
Further, considering the term K0,glugli+1, it can be interpreted as a load vector, F
0,gl
i+1 , given by,
F 0,gli+1 = K
0,glugli+1 =
∫
Ω
BT0 CBgl u
gl
i+1dΩ=
∫
Ω
BT0 Cε
gl
i+1dΩ (6.15)
corresponding to pre-strains resulting from the displacement ugli+1. B0 and Bgl are the strain-
displacement matrices applied to the matrices of shape functions corresponding to the approxi-
mation spaces SFEM and SENR, respectively. Similarly, the term Kgl,0u0i , can be interpreted as a
load vector, F gl,0i , given by
F gl,0i = K
gl,0u0i =
∫
Ω
BTglCB0 u
0
i dΩ=
∫
Ω
BTglCε
0
i dΩ (6.16)
The interpretation in equations (6.15) and (6.16) allows not to necessarily compute the coupling
matrices Kgl,0 and K0,gl explicitly. This approach also does not require the prior knowledge of the
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finite element shape functions used in the given external finite element software corresponding to
the approximation space SFEM. Therefore, it is possible to use the external finite element software
as a black box by simply exchanging the pre-strains ε gli+1 and ε
0
i , corresponding to SENR and SFEM
repectively, between the two softwares. This is inpired from a similar scheme proposed in [53].
6.3.1 Two-dimensional panel
The first problem considered in this study is a two-dimensional panel. The value of Young’s Mod-
ulus is taken equal to unity. A Poisson’s ratio value of 0.30 is adopted and plane strain conditions
are assumed. Three finite element discretizations are used in this study. The meshes are of the
grid sizes 32× 32, 48× 48 and 64× 64 elements. These meshes were generated by first creating
a uniform and structured mesh of quadrilateral elements and then replacing each element by two
triangular elements. The meshes are enriched with the analytical enrichment functions given by
equations (5.4) and (5.5) in the center of the domain with different enrichment zone sizes. It is
noted that this enrichment scheme leads to different elasticity problems with varying crack sizes.
Also, point displacement constraints are applied to restrict the rigid-body motion and to obtain a
non-singular stiffness matrix. The mesh corresponding to grid size 32×32, enriched in a geomet-
ric region of size d = 1/10 is illustrated in Figure 6.39. The number of DOFs belonging to SFEM,
i.e. the size of square block K11 (or K0), is denoted by N0. Similarly, the number of enrichment
DOFs belonging to SENR or S˜ENR, i.e. the size of square block K22 (or Kgl), is denoted by NEnr.
For the discretization shown in Figure 6.39, N0 = 2178 and NEnr = 196.
Now, lets define the partition of the stiffness matrix K as follows,
K = D−E −H (6.17)
where
D =
 K11 0
0 K22
 ; E =−
 0 0
K21 0
 ; H =−
 0 K12
0 0

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Fig. 6.39 Mesh of grid size 32×32, enriched in a geometric region of size d = 1/10.
The iteration matrix G [119] for the backward block Gauss-seidel iteration scheme is defined as,
G = (D−E )−1H (6.18)
Let u∗ be the direct solution of the system of equations Ku = F , then the error at iteration step
i of the above described block Gauss-seidel algorithm is related to the iteration matrix [119] as
follows,
ui+1−u∗ = G(ui−u∗) (6.19)
This above relationship also implies that the theoretical general convergence factor of the block
Gauss-seidel iteration scheme is given by the maximum modulus of the eigenvalues or spectral
radius of the iteration matrix G, denoted as ρ(G), and given by,
ρ(G) = max
λ∈σ(G)
|λ | (6.20)
where λ is any eigenvalue of matrix G. σ(G) is the set of all eigenvalues of G and is called the
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spectrum of G. The numerically observed convergence factor can be obtained by plotting a scaled
error measure, εi, defined as
εi =
‖ui+1−u∗‖2
‖u∗‖2 (6.21)
with the number of iterations. It is to be noted that for the purposes of this study, all the entries of
the right-hand side force vector, F , are adopted as unity for convenience, since the performance of
the iterative solution scheme is not affected by the right-hand side.
Figure 6.40 shows the scaled error measure, εi, plotted against the number of iterations obtained
with both GFEM and SGFEM for the discretization shown in Figure 6.39. The SGFEM shows
much faster convergence of the iterative scheme as compared with the GFEM. Figure 6.41 shows
the plot of the ratio of the error measure, ε = εi+1/εi+1 at subsequent iteration steps against the
number of iterations obtained with both GFEM and SGFEM for the discretization shown in Figure
6.39. By definition, this ratio is the numerically observed convergence factor, which indicates the
reduction in error at each subsequent iteration. A convergence factor value above unity implies
divergence in the solution scheme. It can be seen from Figure 6.41 that the ratio obtained with
the GFEM is ∼ 0.99, which is much larger than that obtained with the SGFEM (∼ 0.85). A large
ratio indicates slower convergence of the iterative solution scheme. The theoretical convergence
factor, ρ(G), for this discretization obtained with the GFEM and the SGFEM are 0.997 and 0.860
respectively. Hence, the theoretical convergence factor is recovered numerically. Also, it is noted
that the convergence is much faster in the initial part of the curve as compared to the asymptotic
rate, especially in the case of the SGFEM. This helps in bringing down error levels significantly at
the start of iterations.
Table 6.1 lists the number of iterations taken by the GFEM and the SGFEM for convergence
of block Gauss-seidel iteration scheme obtained for the discretization shown in Figure 6.39. The
tolerance parameter εtol is chosen as 10−12. The iterative scheme for the SGFEM converges about
100 times faster than that for the GFEM. This slow convergence behavior with GFEM is expected
because of the much higher convergence factor of ∼ 0.99. Therefore, the use of such iterative
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Fig. 6.40 Plot of scaled error measure, εi against the number of iterations obtained with both GFEM and
SGFEM for the discretization shown in Figure 6.39.
scheme to solve the system of equations obtained with the GFEM is not practical. However, the
use of this iterative scheme for the solution of hierarchic system of equations obtained with the
SGFEM and partitioned in (6.13) shows a good prospect. Therefore, next, the performance of this
iterative scheme is investigated for different discretizations and enrichment zone sizes in the case
of SGFEM only.
Table 6.1 Number of iterations for the convergence of block Gauss-seidel iteration scheme for the dis-
cretization shown in Figure 6.39; εtol = 10−12.
Method Number of iterations
GFEM 13814
SGFEM 154
Three different meshes of grid sizes 32× 32, 48× 48 and 64× 64 elements, as mentioned
above, are considered. The size of the enrichment zone for all the three meshes is varied such
that it results in two different values of NEnr for all three meshes. Since the tolerance value of
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Fig. 6.41 Plot of the ratio of the error measure, ε at subsequent iteration steps against the number of iterations
obtained with both GFEM and SGFEM for the discretization shown in Figure 6.39.
εtol = 10−12 is significantly low for most practical purposes, higher values of tolerance are also
considered.
Table 6.2 lists the number of Gauss-seidel iterations required for convergence in the case of
SGFEM, for the three meshes and two different values of NEnr. This results in a total of 3×2 = 6
different cases. Also, three different values of tolerance, εtol , are considered. In the case of larger
enrichment zone, i.e. NEnr = 676, for all three meshes, the number of iterations required are much
larger than in the case of their counterpart with NEnr = 196.
It can be seen from Table 6.2 that for a constant NEnr, the number of iterations obtained for the
three different meshes is similar. This indicates that the number of iterations are primarily affected
by the number of enrichment degrees of freedom. The size of off-diagonal blocks K12 and K21
is, in turn, governed by the number of enrichment DOFs. The entries of these off-digonal blocks
of matrices are the coupling terms between SFEM and S˜ENR (or SENR). Therefore, as expected, a
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larger coupling between the two approximation spaces leads to slower convergence of the iterative
scheme.
Table 6.2 Number of Gauss-seidel iterations with varied mesh discretizations and enrichment zone sizes for
three different values of tolerance parameter εtol . The number in parentheses below the mesh sizes are the
respective number of degrees of freedom associated with SFEM.
Mesh
NEnr
No. of Iterations
(N0) εtol = 10−12 εtol = 10−4 εtol = 10−2
32 x 32 196 154 31 4
(2178) 676 311 70 10
48 x 48 196 151 29 4
(4802) 676 296 62 6
64 x 64 196 147 28 3
(8450) 676 290 58 5
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6.3.2 Three-dimensional panel
In this section, the same 3-D edge crack panel described in Section 6.2 is considered. The perfor-
mance of the block Gauss-seidel solution scheme is investigated for both GFEMgl and SGFEMgl.
The approximation space for the enriched global problem is constructed following the algorithm
illustrated in Figure 6.32. The partitioned system of equations takes the form given by Equation
(6.14). The enrichment space SENR, in case of GFEMgl or S˜ENR obtained with the SGFEMgl is
constructed from the numerically generated global-local enrichment functions. The discretiza-
tion corresponding to the 17×17×4 mesh, enriched with the global-local enrichment functions is
shown in Figure 6.42. Four different problems corresponding to different enrichment zone sizes are
considered in this study and the number of enrichment DOFs is indicated in parentheses for each
case in the figure. As discussed in Section 1.5, regardless of the number of Degrees of Freedom
(DOFs) required to solve the local problem accurately, only three DOFs are added hierarchically
to the global mesh per enriched node. Similar to as in Section 6.3.1, the entries of the force vector
F , are taken as unity for convenience.
Table 6.3 compares the number of iterations required for convergence with both the GFEMgl
and the SGFEMgl, for the two extreme cases considered: Case A and Case D. Similar to as ob-
served in Section 6.3.1, the SGFEMgl takes much fewer iterations as compared to the GFEMgl
for both the enrichment zone sizes. Also, much fewer iterations are required for fewer NEnr with
both GFEMgl and SGFEMgl. It is noted that for Case D (NEnr = 240), the iterative scheme takes
much fewer iterations to attain the scaled error measure of ε = 10−4. Especially, in the case of
SGFEMgl, that tolerance level is attained in just two iterations. This can be better explained with
the help of figures 6.43 and 6.44 which plot the error measure εi and ratio of the error measure at
subsequent iteration steps respectively, for Case D. Figure 6.43 clearly shows much faster conver-
gence obtained with the SGFEMgl as compared to the GFEMgl. Also, a much smaller convergence
factor ∼ 0.65 is obtained in the case of SGFEMgl which explains fast convergence of the method.
Figures 6.45 and 6.46 show the respective convergence plots obtained for Case A. Again, the
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(a) Case A (NEnr = 420) (b) Case B (NEnr = 360)
(c) Case C (NEnr = 300) (d) Case D (NEnr = 240)
Fig. 6.42 Mesh of grid size 17× 17× 4, enriched in geometric region of varied sizes, as indicated by
different number of enrichment DOFs, NEnr in parentheses, with numerically generated global-local basis.
Red cubical nodes indicate nodes with global-local enrichments.
convergence obtained with GFEMgl is much slower and a much larger convergence factor∼ 0.995
is observed. It is also noted that in the case of SGFEMgl, a much higher convergence factor∼ 0.96
is obtained as compared to case D (∼ 0.65). Therefore, the convergence becomes slower with
increasing number of enrichment DOFs, NEnr, as also pointed out in Section 6.3.1. Figure 6.47
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Table 6.3 Number of Gauss-seidel iterations with varied mesh discretizations and enrichment zone sizes for
different values of tolerance parameter εtol .
Method Enrichment Case
No. of iterations
εtol = 10−4 εtol = 10−6 εtol = 10−8
GFEMgl
Case A 1070 4202 7872
Case D 29 595 1311
SGFEMgl
Case A 116 249 381
Case D 2 12 21
Fig. 6.43 Plot of scaled error measure, εi against the number of iterations obtained with both GFEMgl and
SGFEMgl for the discretization corresponding to Case D in Figure 6.42.
shows the scaled error measure plotted against the number of iterations obtained with the SGFEMgl
for all the four cases shown in Figure 6.42. This plot clearly indicates much slower convergence for
larger enrichment regions. Figure 6.48 shows the corresponding plot for ratio of the error measure
at subsequent iteration steps against the number of iterations obtained with the SGFEMgl. The
convergence factor progressively increases with the size of enrichment zone, i.e. with the increase
in NEnr.
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Fig. 6.44 Plot of the ratio of the error measure, ε at subsequent iteration steps against the number of iterations
obtained with both GFEMgl and SGFEMgl for the discretization corresponding to Case D in Figure 6.42.
Fig. 6.45 Plot of scaled error measure, εi against the number of iterations obtained with both GFEMgl and
SGFEMgl for the discretization corresponding to Case A in Figure 6.42.
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Fig. 6.46 Plot of the ratio of the error measure, ε at subsequent iteration steps against the number of iterations
obtained with both GFEMgl and SGFEMgl for the discretization corresponding to Case A in Figure 6.42.
Fig. 6.47 Plot of scaled error measure, εi against the number of iterations obtained with the SGFEMgl for
all the four cases shown in Figure 6.42.
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Fig. 6.48 Plot of the ratio of the error measure, ε at subsequent iteration steps against the number of iterations
obtained with the SGFEMgl for all the four cases shown in Figure 6.42.
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Different enrichment zones presented in Figure 6.42 show one of the strategies to change the
number of enrichment DOFs NEnr. This strategy reduced the number of global-local enrichments
away from the crack front with each subsequent case going from A to D, but kept the global-local
enrichments for the singular dominant region intact. Now, lets look at a different strategy, shown
in Figure 6.49, which keeps all the global-local enrichments in the row of nodes adjacent to the
crack surface. The enrichment zone in the singular-dominant region is, however, reduced for each
subsequent case. The four different cases considered in this strategy are denoted as A*-D*, and
they have similar number of enrichment DOFs as in the previous strategy (Figure 6.42).
Figure 6.50 shows the scaled error measure plotted against the number of iterations obtained
with the SGFEMgl for all the four cases shown in Figure 6.49. The corresponding plot for cases
A-D is given in Figure 6.47. Figure 6.51 shows the plot for ratio of the error measure at subsequent
iteration steps against the number of iterations obtained with the SGFEMgl, and the corresponding
plot for cases A-D is shown in Figure 6.48. Figure 6.52 shows the convergence graph obtained
with the GFEMgl for cases A*-D*. Comparing figures 6.50 and 6.51 with figures 6.47 and 6.48
respectively, it can be clearly seen that the enrichment strategy of Figure 6.49 leads to much slower
convergence of the iterative scheme as compared to that of Figure 6.42. The SGFEM still shows
faster convergence than the GFEM. This investigation highlights the fact that the number of enrich-
ment degrees of freedom is not the only factor governing the convergence rate of iterative scheme.
The choice of enrichments also impact the convergence behavior. This dependence of the iterative
scheme on the choice of enrichments requires further investigation and forms a subject of future
research.
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(a) Case A* (NEnr = 420) (b) Case B* (NEnr = 360)
(c) Case C* (NEnr = 300) (d) Case D* (NEnr = 210)
Fig. 6.49 Varied enrichment zone sizes on mesh of grid size 17×17×4. Red cubical nodes indicate nodes
with global-local enrichments. Note that the strategy for selection of enriched nodes is different from as in
Figure 6.42; cases A and A* are the same.
204
Fig. 6.50 Plot of scaled error measure, εi against the number of iterations obtained with the SGFEMgl for
all the four cases shown in Figure 6.49. The corresponding plot for cases A-D is given in Figure 6.47.
Fig. 6.51 Plot of the ratio of the error measure, ε at subsequent iteration steps against the number of iterations
obtained with the SGFEMgl for all the four cases shown in Figure 6.49. The corresponding plot for cases
A-D is shown in Figure 6.48.
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Fig. 6.52 Plot of the ratio of the error measure, ε at subsequent iteration steps against the number of iterations
obtained with the GFEMgl for all the four cases shown in Figure 6.49.
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6.4 Summary
This chapter presents an extension of the SGFEM described in Section 1.4 and Chapter 5 for
three-dimensional fracture mechanics problems. The work presented in Chapter 5 for 2-D fracture
mechanics shows that a straightforward extension of ideas presented for 1-D problems in [7] is
not sufficient. The attainment of optimal convergence rates in 2-D requires additional Heaviside
enrichments. Likewise, the numerical studies presented in Section 6.1 demonstrate that the transi-
tion of the SGFEM from 2-D to 3-D fracture mechanics is not trivial either. A unique contribution
of this chapter is a set of enrichment functions for 3-D fracture mechanics problems that leads to
optimal convergence of the SGFEM while delivering much better conditioning than the GFEM.
This work also studies the conditioning of the GFEM and the SGFEM for different types of 3-D
singular enrichment bases. Further, it investigates the accuracy and conditioning of the SGFEM
with geometrical and topological enrichment strategies. A comparison of the quality of stress in-
tensity factors obtained with the GFEM and the SGFEM with these enrichment schemes is also
presented. The main conclusions of this work are summarized below.
The numerical experiments presented in Section 6.1 show that, for the geometrical enrichment
scheme, vector enrichment functions (like theOD singular basis) leads to much better conditioning
of the GFEM and the SGFEM as compared to scalar enrichments, such as the BB singular basis.
The SGFEM with geomerical enrichment and OD basis has the same conditioning as that of the
FEM, i.e. O(H−2), while the GFEM with this basis has a condition number of about O(H−5).
Moreover, it is shown in Section 6.1.1 that the SGFEM might not always be able to deliver the
same growth in conditioning as in the standard FEM. This is the case for the BB singular basis.
The adoption of vector enrichment functions over scalar enrichments is also advocated in [34]. The
conditioning of either the GFEM or the SGFEM depends on the strength of near linear dependency
of the enrichment basis functions. The numerically generated so called global-local enrichment
functions in the GFEMgl [44, 80] provide an alternative to the analytical vector singular enrich-
ments, to obtain a well-conditioned system of equations. The extension of the SGFEM approach
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to the global-local enrichment functions is discussed in 6.2.
As highlighted in Section 6.1.1, the GFEM with BB enrichments is more accurate than the
GFEM with OD singular basis. However, the SGFEM gives almost the same error level for these
enrichment bases. This is perhaps related to blending element errors which are addressed by the
SGFEM. It is noted that both singular bases span the exact solution of the problem analyzed in
Section 6.1.1.
Section 6.1.2 considers a fully three-dimensional facture mechanics problem, i.e. a problem
with non-constant SIF along the crack front. The numerical experiments presented therein clearly
show that the SGFEM with either OD or BB singular bases does not deliver optimal convergence
in such problem. If however, the nodes with singular bases are also enriched with the linear
polynomials of Equation (6.12), the SGFEM recovers the optimal convergence with either singular
basis and is shown to be much more accurate than the GFEM. These additional enrichments do
not deteriorate the conditioning of the method or lead to any spurious zero eigenvalues.
Another important contribution of this work is to show that the SGFEM delivers much better
accuracy than the GFEM even when the topological enrichment scheme is adopted. As expected,
the topological enrichment scheme leads to the same convergence rates as in the FEM, and there-
fore half of what geometrical enrichments deliver, regardless of the enrichment basis adopted.
However, the conditioning of the GFEM and the SGFEM is same as in the FEM if topological
enrichments are adopted. Therefore, this enrichment strategy may be required if the BB basis is
adopted.
Section 6.1.2.2 provides a detailed study on the convergence of SIFs extracted from GFEM
and SGFEM solutions. It is shown that the accuracy of these SIFs may deteriorate with mesh
refinement (cf. Figure 6.21) when the topological enrichment strategy is adopted. This is caused
by the change in size of the topological enrichment zone with mesh refinement. Nevertheless, the
SGFEM is shown to deliver more accurate SIFs than the GFEM. It is shown that extraction domains
should be smaller than the enrichment zones and they should not intersect blending elements.
This is in general, not possible to achieve with topological enrichments. Therefore, the extraction
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of accurate SIFs require geometrical enrichments. This strategy, in turn, leads to extremely ill-
conditioned matrices in the GFEM with either OD or BB basis. The SGFEM with OD basis is
well conditioned even for large geometrical enrichment zones. The SGFEM with BB basis is well
conditioned only for sufficiently small geometrical enrichment zones.
Section 6.1.3 highlights that both the GFEM and SGFEM are sensitive and lead to ill-conditioned
stiffness matrices, when the crack gets significantly close to element edges and nodes. The use of
an approximation to the representation of crack surface is recommended, which involves snapping
of the crack surface to a node located within the pre-specified tolerance.
The SGFEM for numerically generated global-local enrichment basis, referred to as the SGFEMgl
is proposed in Section 6.2. The SGFEMgl shows much better accuracy as compared to the GFEMgl,
if the boundary conditions on the local problem are of acceptable accuracy. As shown in Section
6.2.1, the GFEMgl yields a growth in conditioning which is twice as fast as that obtained with the
SGFEMgl. Sections 6.2.1 and 6.2.2 also present convergence behavior for the extracted SIFs from
the local and the enriched global solution. As the boundary conditions applied on the local domain
are improved, the SGFEMgl delivers much better accuracy in SIFs as compared with the GFEMgl.
In comparison to the GFEMgl, the SGFEMgl also leads to more accurate SIFs extracted from the
local solution due to an improvement in the boundary conditions with subsequent global-local
iterations.
A block iterative scheme for the solution of system of equations obtained with the GFEM or
SGFEM is proposed in Section 6.3. The iterative scheme is designed such that it takes advantage
of the hierarchical system of equations obtained in these methods. The near-orthogonality prop-
erty of the enrichment space obtained in the SGFEM leads to faster convergence of the iterative
scheme. This is numerically demonstrated in sections 6.3.1 and 6.3.2 for analytical and global-
local enrichments respectively. The investigation presented in Section 6.3.2 shows that the speed
of convergence of the iterative scheme is dependent on the choice of enrichments used and the
total number of enrichment degrees of freedom. This aspect needs to be further investigated and is
a subject of future research. Nevertheless, the SGFEM showed faster convergence than the GFEM
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for all the considered cases in sections 6.3.1 and 6.3.2. However, a preconditioning scheme may be
required to make the usage of this iterative scheme practically viable for large three-dimensional
problems.
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Chapter 7
Concluding Remarks
7.1 Contributions
This research focuses on the mathematical analysis and advancement of a Generalized Finite El-
ement Method for problems involving two spatial scales of interest. The major contributions and
directions for future work in this research are summarized below.
Researchers have pointed out the necessity of enriching in a geometric zone [95], to obtain
optimal convergence in the presence of a singularity. Chapter 2 provides guidelines for selecting
the size of such geometric (enrichment) region. An a priori estimate for the minimum size of the
enrichment zone for optimal convergence of the GFEM/XFEM is presented. The estimate shows
that the optimal size of the enrichment zone depends on the element size and polynomial order
of the GFEM/XFEM shape functions. The numerical studies performed for fracture problems
illustrate the effect of enrichment zone sizes on the convergence behavior. The research results
from this study are submitted for publication in [67].
The GFEMgl approach involves the solution of a local boundary value problem, the boundary
conditions for which are provided by numerical approximations obtained on a coarse global mesh.
Chapter 3 provides a detailed investigation of the effect of these inexact boundary conditions on the
accuracy of the GFEMgl solution. An a priori error estimate for the GFEMgl solution is derived.
The estimate accounts for the effect of inexact boundary conditions and discretization errors in
the local problems. This estimate provides an insight on methodologies that can be employed
to improve the approximation properties of the numerically generated global-local enrichment
functions. The mathematical analysis presented here is based on the approximation theory of the
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GFEM and thus it is application independent. This is in contrast with several multiscale methods
available in the literature which are based mostly on physical intuition and lack the generality and
mathematical foundation of the GFEM developed in this work.
Two strategies are proposed and numerically verified to control the error of the GFEMgl solu-
tion due to the inaccurate boundary conditions at local problems. The numerical experiments show
that similar accuracy can be achieved by using either strategies. Therefore, both or either strategies
can be used based on the convenience of implementation. Further, it is shown that the error of the
GFEMgl solution is bounded by that of the hp-GFEM solution. The study also demonstrates that
the energy norm error levels obtained from the enriched global problem in the GFEMgl can be
several orders lower than that in the local problem. The findings from this study are published in
[68].
Chapter 4 presents an extension of the GFEMgl approach for nonlinear fracture problems in-
volving confined plasticity. The effectiveness of GFEMgl to solve such problems is quite evident
from the numerical results presented here, as much fewer degrees of freedom are needed in the
GFEMgl as compared to hp-GFEM for similar accuracy. The enrichment of the coarse-scale solu-
tion space with fine-scale solution adds only a few DOFs to the coarse-scale global problem. This
becomes especially important for nonlinear problems, as the computationally intensive nonlinear
iterations are performed on much smaller global problems as compared to the approach adopted in
a direct numerical simulation like the hp-GFEM. The results from this study are published in [70].
The research work in chapters 5 and 6 present an extension of the SGFEM approach [6] to 2-D
and 3-D fracture mechanics. The SGFEM involves simple local modification of the enrichment
functions used in the GFEM. The numerical studies show that a straightforward extension of ideas
presented in [6] for 1-D problems leads to inaccuracies with the SGFEM in 2-D and 3-D. Chapters
5 and 6 provide rules for nodal enrichments and proper definition of enrichment functions in case
of SGFEM to accurately represent the solution in the neighborhood of a crack and to attain optimal
convergence. These additional enrichments required in the SGFEM for optimal convergence are
used locally in the neighborhood of the crack and they do not lead to any spurious zero eigenvalues.
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The accuracy and conditioning obtained with the SGFEM proposed for fractures is compared
with standard GFEM/ XFEM. The convergence of both global and local quantities is studied. The
novel results presented show that the proposed SGFEM delivers optimal convergence rates while
the conditioning of the method is significantly better than the GFEM/XFEM. The efficacy and
ease of implementation of the SGFEM in an existing GFEM/XFEM software could prove to be
of great use to engineering community and encourages its use over the GFEM/XFEM. The work
from Chapter 5 on the SGFEM for 2-D Fracture Mechanics is published in [69]. The findings of
Chapter 6 are submitted for publication in [71].
A SGFEM for numerically generated global-local enrichments used in the GFEMgl approach,
the so called SGFEMgl, is presented in Section 6.2. Similar to the case of analytical enrichments
used in Chapter 5 and Section 6.1, the SGFEMgl shows much better accuracy and conditioning as
compared to the GFEMgl.
The well-conditioned matrices and the near-orthogonal enrichment spaces obtained with the
SGFEM inspired the use of the iterative block Gauss-seidel solution scheme proposed in Section
6.3 for these methods. The slow convergence of the proposed scheme makes it impractical to use
with the GFEM. The SGFEM, however, shows much better convergence of the iterative scheme.
As highlighted in Section 6.3, this iterative scheme offers great potential for the efficient non-
intrusive implementation of the multi-scale GFEMgl (or SGFEMgl) in an external finite element
software. Furthermore, the development of such an iterative scheme becomes especially important
and can provide computational cost advantages for large 3-D problems.
7.2 Future Work
• An a priori estimate for the optimal size of enrichment zone is derived for fracture mechanics
problems in Chapter 2. Similar estimates can be derived for other classes of problems given
the order of regularity of the solution is known.
• The a priori error estimate for the local problem, accounting for the effect of inexact bound-
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ary conditions on the local domain boundary, derived in Chapter 3 does not consider the ef-
fect of numerical pollution from any other sources outside of the local domain. The deriva-
tion of another estimate accounting for such numerical pollution error, in addition to the
effect of inaccurate boundary conditions, is also conceivable.
• Adaptivity is an essential ingredient of any computationally efficient and robust numerical
method. In turn, mathematically sound a-posteriori error indicators and estimates are the
main components of reliable adaptive strategies. Such an error indicator can be developed
to reflect the quality of boundary conditions used at fine-scale problems in the GFEMgl and
can also be employed as a stopping criteria for the iterative algorithm discussed in Chapter
3, used in the improvement of boundary conditions. It can also be used to define subdomains
of the global problem where global-local enrichments are needed and to automatically select
the size of the local domains. A-posteriori error estimates and indicators for the GFEM are
proposed by Barros et al.[17, 19], Melenk and Babuska [92] and Strouboulis et al. [131]. The
extension of these a-posteriori error estimates for the GFEMgl could be a potential subject
of future research.
• The primary objective of Chapter 4 is to demonstrate that the GFEMgl approach is not limited
to linear elastic problems. In fact, the GFEMgl provides an efficient computational tool for
solving elasto-plastic problems exhibiting localized plastic deformations. However, there
are several aspects of such nonlinear problems which can be further explored.
In the GFEMgl approach presented in Chapter 4, the global-local enrichments are obtained
from the numerical solution of the fine-scale local problem at the final load step. Those
enrichments are then used for all load steps while solving the coarse-scale enriched global
problem. This approach involves the assumption of monotonically increasing loads with no
unloading. It is conceivable that for certain non-monotonically loaded problems or damage
models, like those exhibiting a global softening response, updates of the global-local enrich-
ment functions might be needed at intermediate load steps. This forms one of the subjects
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for future research.
Chapter 4 only considered application problems exhibiting localized plastic deformations for
static crack configuration. Another possible extension of the proposed two-scale approach
is for the case of nonlinear crack propagation. This would extend the GFEMgl presented in
[110] to nonlinear fracture problems.
• The numerical results presented in Section 6.1.3 highlight the sensitivity of the GFEM and
SGFEM in terms of the conditioning for different locations of crack surface with respect
to element edges and the domain boundary. This can pose a potential issue for practical
problems with arbitrary crack configurations. This aspect requires further investigation in
the future. Such an investigation can also shed some light on whether the use of SGFEM
for Heaviside enrichments is even necessary for controlling growth in conditioning in case
of fracture problems. It could be possible to only use SGFEM modification for singular
enrichments and still obtain the optimal convergence behavior and controlled growth in con-
ditioning.
• Section 6.2 proposes the SGFEM for numerically generated global-local enrichments, re-
ferred to as the SGFEMgl. Some preliminary numerical results on the SGFEMgl for fracture
problems, comparing its performance with the GFEMgl are presented. However, a thorough
numerical investigation of the performance of SGFEMgl for other application problems is
necessary to test the robustness of the method.
The gain in accuracy with the use of polynomial enrichments in addition to the global-
local enrichments in the SGFEMgl can be a potential topic of future investigation. Also, for
numerical experiments presented in Section 6.2, the SGFEM modification is not employed
for the analytical singular and Heaviside enrichments used in the local problem to model
crack. The local problem solution is obtained using the GFEM. The use of SGFEM for
solving the local problem can further improve the accuracy of the SGFEMgl.
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• The block iterative scheme for efficiently solving the SGFEM (or SGFEMgl) system of
equations is proposed in Section 6.3. Although results show that the speed of convergence
depends on the choice of enrichments, the iterative scheme converges much faster for the
SGFEM as compared to the GFEM in all considered cases. The number of Gauss-Seidel iter-
ations for reasonable tolerance level are still high even in the case of SGFEM (or SGFEMgl)
from the point of view of solving large practical three-dimensional problems. Further im-
provement in the convergence of this iterative scheme can be acheived with the use of a
preconditioning technique. The development of a preconditioner for the SGFEM and the
study of computational efficiency of the proposed iterative scheme for large 3-D problems
form a subject of future research.
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Appendix A
Components of Stress Tensor in Polar
Coordinates
The components of the stress tensor obtained from the elasticity solution (6.6) using strain-displacement
relations and constitutive equations (generalized Hooke’s law), are given below. They are used to
compute the traction boundary conditions for the problem of Section 6.1.2.
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For the case of Young’s Modulus E = 1.0 and Poisson’s ratio ν = 0.30, which are the values
adopted for the problem of Section 6.1.2, the above expressions simplify to
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