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Abstract—This paper presents the architecture of a Reflective 
Middleware for Acoustic Management that will improve the 
interaction between users and agents in Intelligent Environments, 
using the Multiagent System paradigm. The middleware manages 
the acoustic services, from the identification and recognition of 
the acoustic signals, until the interpretation, processing and 
analysis of them. In this paper are detailed the architecture bases, 
the middleware components, and case studies where this 
Middleware can be used. Acoustic signals and vibrations will 
generate the connection between agents, but it will also include 
the sounds that are provided by the users of the Intelligent 
Environment, making it an interactive and immersive experience.  
 
Index Terms—Acoustic Management, Intelligent Environment, 
Reflective Middleware, Multiagent System 
 
I. INTRODUCTION 
N Intelligent Environment (AmI) uses computational 
technology in order to operate automatically, improving 
the experience of the user in terms of comfort, safety and 
efficiency [1]. The automation integrates multiple factors that 
interact with each other, and in this work the proposal is that 
all these factors be modeled using Multiagent Systems (MAS) 
connected with acoustic elements, as sound frequencies and 
vibrations. 
We extend the AmICL architecture with acoustic software 
and hardware components. AmICL is a reflective Middleware 
based in Cloud Learning, for Intelligent Learning 
Environments [4, 21]. The middleware is defined using MAS, 
and propose academic services on the cloud based on the 
current context. Our extension allows observing, modifying 
and interacting in every state of the AmI from the acoustics. 
The architecture bases are proposed considering the 
unpredictable situations with sounds and vibrations in an AmI, 
in order to propose the specification of the Reflective 
Middleware for Acoustic Management (ReM-AM), for the 
recognition of acoustic signals, going through processing, 
analyzing and responding. 
The case studies include the Smart Classroom (SaCI) [2, 
24], mainly for noise reduction, speech intelligibility and 
hearing aid for disabled students; the Ambient Assisted Living 
(AAL) [3], for anticipating the needs of older and disabled 
people and providing assistance while maintaining their safety 
and comfort at home; the smart concert halls and auditoriums, 
for interaction between lightning agents, acoustic panels 
movements and audience; and finally, the outdoor places that 
require any kind of acoustic isolation. 
ReM-AM aims to be able to describe the capabilities of an 
AmI in terms of acoustic uses, rather than just functionality. 
This paper is organized in the next way: first we present the 
theoretical framework that includes AmICL and the 
auotmatization of the sound management; section 3 presents 
the architecture bases, and the next section introduces the 
ReM-AM specifications; finally are presented the case studies 
and the conclusions of this work. 
II. THEORETICAL FRAMEWORK 
A. AmI for C-Learning (AmICL) 
As explained in [4, 21], the C-Learning uses the digital 
resources from the Internet for improving the training process 
of students around the world. It incorporates the tools and 
services in the cloud to make affordable the fact that the 
students and the teachers can interact while they are not 
physically in the same room. This model can be extended with 
the acoustic management, in order to use acoustic services and 
tools to integrate the sound in the devices and smart objects in 
their tasks.  
Specifically, AmICL combines educational services 
available in the cloud with intelligent or non-intelligent 
objects, to adapt the learning process to the student’s 
preference. This allows the user to choose the right moment 
for the learning-teaching process, and for performing other 
activities. 
 The integration of objects with educational services in the 
cloud is a way to adjust the behavior of the objects to the 
requirements of the users and the context of the AmI. As is 
shown in Figure 1, the architecture of AmICL is a Multilayer 
architecture [4, 21]: 
 
• Physical Layer (PL) 
• MAS Management Layer (MMAL) 
• Services Management Layer (SML) 
• AmI Logical Management Layer (ILL) 
• AmI Physical Management Layer (IPL). 
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 Figure 1. AmICL, proposed in [4] 
B. Sound in AmI 
In [12] is explained that the acoustic sensors are ones of the 
main factors to consider for the interaction in an AmI, since it 
can send information about acoustic events, as complement for 
image, temperature, motion, among other sensors. It is a 
source for communication between users and system, and 
generates knowledge about the activities that are developed in 
an Am. In [25] is proposed the design of a smart room based 
on the acoustic detection and voice recognition. This design 
includes the analysis of sound frequencies and emotions 
recognition, and its main benefits are adaptability and 
invisibility. 
In [3] is established that the acoustic sensors and actuators 
can analyze the room when it is quiet, and then identify the 
acoustic changes generated by random events, for the 
decision-making that will take place after. The advantage of 
acoustic sensors is the real-time processing [26], where an 
acoustic software uses voice and sounds from the performers 
to project magnified images in the background, combining 
abstract communication with graphic design and music 
composition. The interaction between users and acoustic 
agents has been used also in interactive platforms as in [27, 
28]. 
These works show the development of sound processing in 
AmI to improve the experience of the users, regardless of its 
purpose (academic, entertainment, health). 
III. ARCHITECTURE BASES 
A. Generalities 
An important task of a middleware is to make more 
affordable the interoperability in a system, when devices and 
networks need to understand each other and converge into a 
representation that can be understood by the system 
architecture in upper levels [9]. 
The proposal of ReM-AM is to incorporate every acoustic 
signal to describe the behaviors in an AmI, using a generic 
architecture, considering the random acoustic sources, mainly 
from the users (voices, motion). The architecture needs to be 
aware of the context [10] and also needs to reason on it [11]. 
ReM-AM is a Reflective Middleware Architecture, being 
the reflection the ability to supervise, monitor and modify its 
own behavior and its implementation, so ReM-AM can be 
sensitive to its environment in terms of acoustic signals. Its 
dynamic and adaptive behavior allows it to manage programs 
that are in constant change. 
This proposal is compatible with the processes of 
introspection and intersection already explained, included in 
AmICL, now with the extension in order to allow the 
management of the acoustic in the software and hardware 
components in the AmI. 
The ReM-AM will include services to have an overall sight 
of the acoustic events, and they will be used by the two levels 
of a classic reflective middleware. 
Additionally, by incorporating acoustic sensors and 
actuators, the system is able to collect details of the events in 
the AmI. This middleware uses these distributed resources to 
manage the sound in the entire system by identifying acoustic 
signals and sources, recognize them, make an interpretation, 
process and analyze them, and then responding accordingly.  
B. Architectural Model 
ReM-AM’s multilayer architecture is defined by the same 
layers that conform AmICL [4, 21]: 
• Physical Layer (PL): This layer contains the physical and 
virtual AmI components linked to the sound, such as 
acoustic sensors, intelligent and non-intelligent sound 
objects, and acoustic software objects. In ReM-AM, the 
interaction among the users and its new components is 
very important in this layer. 
• MAS Management Layer (MMAL): This layer was 
adapted from FIPA standard [5] and it defines the rules 
and agents that allow the existence, operation and 
management of the MAS.  
• Services Management Layer (SML): This layer is for the 
management of the educational services (when in SaCI) 
physically or in the cloud, to take advantage of it and 
adapt the AmI to the users’ requirements.  
• AmI Logical Management Layer (ILL): This layer is in 
charge of providing intelligence. All the applications and 
people are characterized by agents that contain metadata 
that define their properties. In our case, in this layer are 
specifically defined all the software components that 
allow an intelligent management of the sound in an AmI, 
for preprocessing, identification, analysis, and 
interpretation tasks, among others. For example, here will 
be the algorithms of sound filtering, recognition and 
learning of acoustic signals, among other mechanisms 
required for an intelligent sound management. The main 
component is the smart speaker, described in the next 
section. 
• AmI Physical Management Layer (IPL): The physical 
elements of the environment are characterized in this 
layer, to make its use and communication easier. Every 
physical device’s properties are characterized by an agent 
that contains metadata, and some of them are smart 
devices, being characterized by the properties of learning, 
reasoning and autonomy.  
ReM-AM is an extension to AmICL, with a new layer in the 
meta level of AmICL called Audio Management Layer 
(AML), next to MMAL and SML. This layer will be in charge 
 of collecting and processing the audio information that is 
generated by the interaction between the system, the users and 
the agents, just in terms of acoustic signals that can provide 
important data to the system for the decision-making. It is 
composed of three components:  
 
 
Figure 2. Extension to AmICL for the acoustic management. 
 
• The interaction system-user-agent (ISUA) component will 
make the recognition and analysis tasks of the acoustic 
events in the environment, in order to identify the source. 
This layer will use the algorithms provided by the 
services in the cloud for the audio filtering and 
recognition, using the SML layer. This recognition and 
analysis will be made in terms of pitch, loudness and 
sound tone, among other audio information. 
• The collecting audio data (CAD) component will be in 
charge of creating the new metadata that is required by 
the system from the random acoustic events in the AmI. 
The audio will be categorized by spectral analysis, among 
other techniques. CAD will interact with IPL in order to 
define the properties of physical devices that act as 
acoustic sources, etc. 
• The decision-making (DM) is the component that will 
send the acoustic events detected and analyzed to the 
other layers of the system, especially to the ILL agents. 
One of the main elements is the smart speaker (that is part 
of ILL), which will have an audio output that is adapted to 
the requirements of the users. The answer of this module 
will act after deciding which is the receiver, i.e. the 
people, the system’s mechanisms involved, or the 
environmental features. 
These components define an autonomic cycle for the 
acoustic management in AmICL, based on the concept of 
autonomic cycles as services proposed in [32, 33]. This 
autonomic cycle establishes the relationship between the 
components in order to allow the self-management acoustics 
in an AmI. 
IV. REM-AM SPECIFICATIONS 
A. Description  
Ones of the main elements that integrate the ReM-AM are 
the sensors and actuators [12]. Every AmI has a variety of 
distributed sensors to understand the current status of the 
environment (See Figure 3). The data flow in ReM-AM is 
connected to the main system using a wireless network, and 
ReM-AM merges in real-time all the influx of information, 
detects corrupt or incomplete information, and sends it to 
other high decision-making modules of the system. The ReM-
AM will get the data from acoustic sensors, and will make it 
useful for every layer of the architecture. 
 
 
 
Figure 3. Data flow in AmI for the sound management [12] 
 
There is a wide range of sensors in an AmI with varying 
capabilities [13] [14] including sensors of pressure, position, 
direction, distance, motion, light, radiation, temperature, 
among others, for the information identification like biometric 
data, images, and of course, sounds. These sensors provide 
different values to the system, from a simple on/off value, to 
numerical ranges or richer data. 
In ReM-AM, these sensors are combined to suit an acoustic 
application. That means, the sensors will receive the acoustic 
signal, which will be processed by the components of ReM-
AM to identify the signal, recognized them, and make an 
interpretation of the sound source and of the signal itself, 
analyzed them, and finally, give an answer. Auxiliary tools are 
also implemented, such as spectrum analysis, duration analysis 
of acoustic events, an auralization system, and a database of 
audio files for recognition tasks [15]. 
The sensors and actuators must allow the interaction 
between acoustic and non-acoustic agents. An acoustic agent 
can perceive a signal and depending on the classification of 
the acoustic signal that is made in the process of identification 
and analysis, the acoustic agent can decide if it is necessary to 
send the information on the Cloud or to another agent for 
decision-making, in response to an event in the AmI. 
Another aspect to be considered by ReM-AM is that the 
auditory fields for sound perception in the sensors are defined 
in a wide range of frequencies, not just in the human audible 
range (Figure 4), so infrasounds and ultrasounds must be 
included.  
  
 
Figure 4. Sonic Spectrum Hz for hearing. [16] 
 
The next step is to provide this information to each agent of 
AmI, in order to react precisely, and interact with other agents 
if necessary.  
B. The smart speaker 
The main smart agent that is proposed for ReM-AM is 
called smart speaker, which is composed by sensors that 
perceive the acoustic signals in terms of frequencies, levels 
and pitch, as show in Figure 5. 
 
 
Figure 5. Factors affecting sound waves. [17] 
 
All these factors are determined not just by the sources, but 
also by the materials and shapes that are surrounding the 
agent. As seen in Figure 6, if a surface is hard and concave 
around the smart speaker and the acoustic wave is being 
reflected, the acoustic pressure perceived by the sensor will be 
high, while if the surfaces are soft, convex and with pores, the 
wave will be reflected in a different direction. 
 
Figure 6. Sound waves reflections. [18] 
 
The smart speaker will perceive the signals from the 
sensors and will adapt its behavior to it. In a conversation 
between two people, the smart speaker will be able to perceive 
the pitch, loudness and tone of the voices, and if it is playing 
music, will adapt its output level and even change the playlist 
if necessary. 
To keep the output signal focalized in the audience, an 
echo-noise canceller, as presented in [19], will be incorporated 
to the smart speaker system. This will solve the problem of the 
double-talk that tends to make the adaptive filter diverge, by 
estimating the misalignment in closed-loop based on a 
gradient adaptive approach (see Figure 7). 
 
 
Figure 7. Block diagram of an echo cancellation system. [3] 
 
Nevertheless, this echo cancellation does let some residual 
noise that can be attenuated by a post-filter, as presented in 
[20], which is a psycho-acoustical approach with randomly 
distributed time-variant spectral peaks in the noise as spectral 
subtraction.  
V. CASE STUDIES 
In order to show the performance of the ReM-AM 
architecture, its application is studied in different Intelligent 
Environments. 
A. Smart Classroom (SaCI) 
This case of study is proposed in [2, 21], when a teacher is 
giving class and proposes some practical activities that 
students have to develop in the classroom. Even though a 
 Smart Classroom should be able to act proactively to help user 
with their needs, and assuming that there is a smart board, 
student board, computers, among other smart agents, there 
should be a self-management system for improving the 
intelligibility of the teacher’s speech, helping the hearing 
disabled student, solving the problem of the student sitting at 
the end of the classroom that cannot hear well, controlling the 
excessive noise that can be from an external source, or from 
the students in the classroom themselves.  
ReM-AM offers an individual system to improve the 
hearing experience of every student in the classroom, by the 
acting of the layers SML and the ISUA and DM components 
of AML, analyzing the acoustic signals required in a given 
moment by the students and educational services. Every 
student board should have an acoustic sensor that perceives 
the pitch, loudness and tone of the teacher’s speech and the 
sound system (for example, smart speakers, or ear smart 
systems) must regulate and adapt the sound features to make 
the voice cleaner, louder or even slower. The noise inside the 
classroom will be controlled by using a double-ceiling 
structure (see Figure 8), which incorporates smart speakers 
that will analyze the noise frequencies to reproduce the same 
range and cancel the phases of the waves. 
ReM-AM will recognize the signal (considering that will be 
mainly noise from the students), process the gain and level, 
and then reproduce the same filtered signal to cancel the 
phases and make the place less noisy. 
 
 
Figure 8. Double-ceiling structure proposed for noise control. [29] 
 
B. Ambient Assisted Living (AAL) 
Older and disable people are always in the need to enhance 
the quality of life, and nowadays technology offers many 
features, but most of the assistant systems are related to sound 
in terms of voice recognition or command. When a person 
cannot speak, then the system is not useful as expected. ReM-
AM is proposing a perception system that includes not just 
voice, but the capability of identify noises that are not 
common in the AmI for assisted living. 
The layers that act in smart homes are mainly the Physical 
Layer that contains physical and virtual components, as 
acoustic sensors and software, and the CAD component of our 
AML to create the new metadata from acoustic events. 
In this case, if a person cannot talk but is making noises that 
are not frequent, and the system identifies it as an unknown 
signal, then it is possible to find a situation derived since 
his/her own actions, to make an emergency call with other 
agents to provide help to the person.  
The first step is to monitor the person that acts without 
autonomy through sensor measurements, to find his/her status 
by compensating the disabilities through home automation. 
The interaction between agents is high in this case, because 
the system has to ensure the security by detecting distress 
situations, and different agents can be part of the solution if a 
problem is presented. 
 
 
Figure 9. Sensors for monitoring in a Smart Home. [31] 
 
Smart homes are equipped with sensors (Figure 9) for 
location, furniture usage, temperature, among others, but 
ReM-AM proposes that acoustic sensors can deliver highly 
informative data, even though it is a task with numerous 
challenges [22]. These sensors will recognize the signal 
altering the environmental soundscape to filter the difference 
and identify if the sound is anthropogenic, natural or from the 
system, and then will make the decision to alarm the system or 
the person in charge of taking care of the patient.  
C. Smart Concert Halls and Auditoriums 
Rem-Am can incorporate the acoustic signal for the 
decision-making tasks. In a concert hall, right before the 
orchestra is tuning the instruments for starting the concert 
(usually in A 440Hz, or A 432Hz), the lightning agents can 
receive that acoustic information to turn off the lights 
gradually before the first musical piece begins. Also, as is 
shown in Figure 10, the acoustic sensors can be incorporated 
to the default acoustic reflectors, and allow the equitable 
distribution of sound waves to all the seating levels of the 
concert hall with the system of the smart speaker. In this case, 
the main component to act will be ISUA, for the interaction 
that will take place in this kind of enclosures between the 
audience and the physical elements of the hall. 
The system will recognize the noise from the public, cancel 
it, and give the order to act to the systems in charge of lights, 
using audio signals to communicate. 
  
Figure 10. Concert Hall Sectional view. [30] 
 
If the situation is a theater play or any other entertainment 
show, the sounds generated by the performers and players can 
be the commands for changing the colors, the movements can 
be the motion control for the spotlight, and the voices can also 
send relevant information to other agents. 
D. Outdoor Places 
Some places need acoustic treatments even when they are 
open. If a music band is giving a concert in an outdoor place, 
the location of the speaker lines and the distribution of the 
signals have to be designed having in account the locations 
around the place where the event will be done.  
New technologies as Funktion-One [23] are used to work 
with speakers to increase the direction of sound propagation 
(See Figure 11). This system can be incorporated to ReM-AM 
with the echo-noise cancelled system, to improve the 
experience in the concert and also to make less dangerous the 
high noise exposition of the audience that can result in hearing 
fatigue. The main layer acting in outdoor places is IPL to 
facilitate the communication between the physical elements of 
the natural environment and the elements of the virtual 
system. From AML, the main component interacting is ISUA, 
considering that the events in outdoor places always include 
big crowds. 
 
Figure 11. Funktion One Loudspeaker. [23] 
 
Also, when in an indoor place an animal is not welcome; 
because there could be a conference inside the place, it could 
be a recording studio, or simply a place that is required to be 
quiet; ReM-AM can be also used outside the buildings to 
perceive the presence of an animal and generate an output 
frequency (in infrasounds or ultrasounds, depending on the 
animal) that will not result in any damage to animals, but can 
help to keep them far from the place, without interfering with 
the activity inside. 
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VI. CONCLUSIONS  
In this paper is proposed a reflective middleware 
architecture for acoustic management, designed for use in 
different AmIs. The architecture uses the AmICL model 
expanded to allow a self-management system of the sound. 
Different works as the echo-noise cancellation system are 
added in order to facilitate some of the features of ReM-AM. 
The main idea is to mix the benefits and capabilities of an 
AmI, such as reflective, autonomous and context awareness, 
with the acoustic management, to provide a better use of the 
physical, virtual or hybrid resources and services. The 
reflective and contextual awareness capabilities of the system 
allow improving and adapting to the needs of the 
environment and the users, acting intelligently for every event 
that arises.  
Its application is not only for academic needs, but also for 
health, entertainment, among other environments. ReM-AM 
exploits the intelligent capabilities related to reflection and 
analysis of the context for the acoustic events in the 
environment.  
From this point, the specific services and components of 
ReM-AM need to be developed. Also, the design of the 
ontologies that describe the knowledge inside ReM-AM is 
another task. The future works will also develop the 
mechanisms to define the system itself (of reasoning, 
learning, etc.) and to use it.  
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