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The visual system supports perception and inferences about events in a dynamic,
three-dimensional (3D) world. While remarkable progress has been made in the
study of visual information processing, the existing paradigms for examining visual
perception and its relation to neural activity often fail to generalize to perception
in the real world which has complex dynamics and 3D spatial structure. This thesis
focuses on the case of 3D motion, developing dynamic tasks for studying visual
perception and constructing a neural coding framework to relate neural activity to
perception in a 3D environment.
First, I introduce target-tracking as a psychophysical method and develop
an analysis framework based on state space models and the Kalman filter. I demon-
vii
strate that target-tracking in conjunction with a Kalman filter analysis framework
produce estimates of visual sensitivity that are comparable to those obtained with a
traditional forced-choice task and a signal detection theory analysis. Next, I use the
target-tracking paradigm in a series of experiments examining 3D motion perception,
specifically comparing the perception of frontoparallel motion with the perception
of motion-through-depth. I find that continuous tracking of motion-through-depth
is selectively impaired due to the relatively small retinal projections resulting from
motion-through-depth and the slower processing of binocular disparities.
The thesis then turns the neural representation of 3D motion and how that
underlies perception. First I introduce a theoretical framework that extends the
standard neural coding approach, incorporating the environment-to-retina transfor-
mation. Neural coding typically treats the visuals stimulus as a direct proxy for
the pattern of stimulation that falls on the retina. Incorporating the environment-
to-retina transformation results in a neural representation fundamentally shaped by
the projective geometry of the world onto the retina. This model explains substan-
tial anomalies in existing neurophysiological recordings in primate visual cortical
neurons during presentations of 3D motion and in psychophysical studies of human
perception. In a series of psychophysical experiments, I systematically examine the
predictions of the model for human perception by observing how perceptual perfor-
mance changes as a function of viewing distance and eccentricity. Performance in
these experiments suggests a reliance on a neural representation similar to the one
described by the model.
Taken together, the experimental and theoretical findings reported here ad-
vance the understanding of the neural representation and perception of the dynamic
3D world, and adds to the behavioral tools available to vision scientists.
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Chapter 1
Introduction
1
Scientists and philosophers have long sought to understand the relationship
between the external world and visual experience, seeking to understand perception
as a set of statistical inferences about that external world given some internal rep-
resentation (Fechner, 1860; von Helmholtz, 1867). Remarkable progress has been
made in describing the perception of 2D motion (frontoparallel motion) and the
neural activity that underlies that perception, particularly in the context of discrete
perceptual decisions (Maunsell & Newsome, 1987; Born & Bradley, 2005). However
in the real world, motion is rarely restricted to a frontoparallel plane and motion
perception is a continuous process often leveraged as part of a sensorimotor control
loop.
This thesis examines 3D motion perception from multiple perspectives, from
its role in sensorimotor control loops to the neural mechanisms that underlie its
perception. It begins with an examination of the perception of 3D motion using a
novel psychophysical paradigm (Chapters 2-3) and then discusses the value of such
naturalistic behavioral paradigms in the context of moving beyond the notion of
an IID (independently and identically distributed) trial (Chapter 4). Chapters 5-
6 examine the neural mechanisms underlying 3D motion perception. I introduce a
neural coding model for the representation of 3D motion in primate cortical neurons
(Chapter 5), which is then linked to human perception via a series of 3D motion
estimation experiments (Chapter 6). Appendix A evaluates speed discrimination
across monocular fields, examining a motion cue that is potentially critical to 3D
motion perception during self-motion. The general discussion (Chapter 7) integrates
this body of work with a focus on potential future experiments.
The purpose of this first chapter is to provide background relevant to the con-
tent of this thesis. This introduction consists of 6 sections. The first three (1.1-1.3)
focus on psychophysics and provide short introductions to signal detection theory
and ideal observer models, bodies of theoretical work that facilitate the analysis and
interpretation of psychophysics. Sections 1.4 and 1.5 then give a short overview of
the the neurophysiological work relevant to motion perception and an introduction
to the basic neural coding models which this thesis builds upon. The final section
(1.6) provides an overview of the existing perceptual and neurophysiological work
on 3D motion.
2
1.1 Psychophysics
Fechner published Elemente der Psychophysik in 1860, founding the field of psy-
chophysics (Fechner, 1860). Driven by a dual-aspect monistic view of the mind-body
problem, he sought to discover the laws that governed the relationship between the
physical external world and internal psychical world. His great contribution was
recognizing that measurement would be key to the discovery of these laws and that
a “just noticeable difference” in the physical stimulus could serve as an indirect unit
of measurement (Wozniak, 1999). Part 1 of the Elemente der Psychophysik, intro-
duced the classical methodologies for measuring the relationship between a physical
stimulus and an observer’s perception of that physical stimulus: method of adjust-
ment, method of limits, and method of constant stimuli. He applied these methods
to measure a variety of perceptual phenomena (e.g. lifted weights, visual bright-
nesses, tactile and visual distances). These methods became central to the study of
perception.
The methodologies proposed by Fechner measured the difference threshold
(i.e. the just noticeable difference or jnd) which is the minimal change to the
physical stimulus that can be detected/discriminated by an observer (Weber, 1834).
The thresholds reported in modern psychophysical experiments are the stimulus
differences corresponding to a particular level of performance (e.g. 75% correct).
The three classical methodologies were: 1) The method of limits – On each trial the
value of the stimulus is varied in small ascending or descending steps. For each step
the observer reports whether the stimulus is smaller than, equal to, or larger than
the standard stimulus. 2) The method of constant stimuli – Each trial consists of the
presentation of a single stimulus value. Over the course of the experiment observers
on a set of predetermined stimulus values that range from those that definitely can’t
be distinguished from the standard to those that are easily distinguished. Here
threshold is calculated using the collected data to estimate a psychometric function.
3) The method of adjustment – the observer adjusts the value of the stimulus and
sets its value equal to the standard stimulus (Fechner, 1860; Treutwein, 1995).
One of the criticisms of these psychophysical approaches is that they are
relatively inefficient and require a huge number of measurements (Treutwein 1995;
see also Introduction of Chapter 2). This is particularly true for the method of con-
stant stimuli which became the most prominent method for two important reasons:
3
1) it did not suffer from the measurement biases observed in the method of limits
and the method of adjustment and 2) the eventual development of signal detection
theory provided a mathematical framework for properly measuring sensitivity and
bias in psychophysical responses. The huge number of measurements required by
this form of psychophysics motivated the development of adaptive staircase meth-
ods (Dixon & Mood, 1948) and Bayesian and maximum-likelihood procedures (e.g.
Quest, Watson & Pelli 1983; ML-TEST, Harvey 1986; and ZEST, King-Smith et al.
1993) for more efficient estimation of thresholds.
1.2 Signal Detection Theory
The invention of Signal Detection Theory (SDT) was a key advancement for the
field of psychophysics. Originally developed for applications in radar technology
(Peterson et al., 1954), it was adapted for the analysis and interpretation of psy-
chophysics. The main assumption in SDT for psychophysics is that the perceptual
decision takes place in the presence of uncertainty. Take a simple detection task in
which observers are asked to report whether the target stimulus is present or absent.
The stimulus (target present or target absent) results in a noisy internal response.
From that internal representation of the stimulus, the observer reports “yes” they
saw the stimulus or “no” they did not. Taken together, the presentation of the stim-
ulus and the observer response results in one of four possible outcomes: hit (target
present, observer reports yes), miss (target present, observer reports no), correct
rejection (target absent, subject reports no), or false alarm (target absent, subject
reports yes). Figure 1.1 depicts two hypothetical internal response curves for this
simple detection task. The choice of the decision criterion determines the relative
proportions of hits/misses and correct rejections/false alarm. By measuring the hits
and the false alarms, one can calculate the observer’s decision criterion and estimate
the noise present during the decision process, separating observer’s response biases
from measures of observer sensitivity.
4
Noise Signal + Noise
Misses Hits
Correct Rejections
False Alarms
Figure 1.1: Signal Detection Theory. The two distributions for a classic detection
experiments are depicted in the top panel: the ‘Signal + Noise’ (i.e., signal present)
and the ‘Noise’ (i.e., signal absent). The criterion (vertical black line) determines
the relative proportion of Misses/Hits and Correct Rejections/False Alarms (middle
and lower panel).
An extensive body of work has focused on connecting signal detection theory
to the study of sensory systems and the neural response underlying perception, and
extending it to better model perceptual decision and their underlying neural activity
(Ratcliff, 1978; Smith & Ratcliff, 2004; J. Palmer et al., 2005; Ratcliff & McKoon,
2008). This is discussed in much greater detail in Chapter 4.
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1.3 Ideal Observer Analysis
Ideal observer analyses have played a critical role in expanding the understanding
of vision and perception. In vision science the ideal observer is typically designed to
perform a specific task or set of tasks. It has access to all available stimulus informa-
tion and performs optimally given the information and any additional constraints.
These hypothetical devices are valuable for a number of reasons (laid out in greater
detail by Geisler 2011), including: 1) Identifying the task-relevant stimulus proper-
ties. 2) Explaining how to use those task-relevant stimulus properties to perform
the specified task. 3) Providing a point of comparison (or baseline performance
expectation). 4) Generating hypotheses and models of real performance on tasks.
The earliest use of an ideal observer in vision science focused on the problem
of visual detection of luminance increments or decrements and how visual detection
is limited by photon noise. This early work compared the performance of real
observers with ideal observers limited only by photon noise (Rose, 1948; Barlow,
1957; de Vries, 1943; Cohn & Lasley, 1974). Ideal observer theory has since been
applied to a wide variety of tasks including acuity-related tasks, contrast sensitivity,
contrast discrimination, color discrimination, letter identification, contour grouping,
cue integration, motion, attention, etc (see Geisler 2011 for a detailed review).
Although the notion of the ideal observer is really quite general, most ideal
observers in vision science are built upon the framework of traditional psychophysics
and signal detection theory, with some notable exceptions focusing on sensorimotor
control primarily in the context of reaching (Baddeley et al., 2003; Todorov, 2005;
Ko¨rding & Wolpert, 2006; Burge et al., 2008a). Chapter 2 introduces an Bayesian
ideal observer for a novel tracking paradigm, demonstrating that visual sensitivity
can be measured via performance on sensorimotor tasks.
1.4 Neurophysiology of 2D motion
The visual pathways governing the neural processing of frontoparallel motion (i.e.
2D motion) in primates has been studied in great detail (see Maunsell & Newsome
1987 or Born & Bradley 2005 for reviews). Evidence of the neural processing of
motion is observed first in the primary visual cortex (V1), where a subset of both
simple and complex cells are direction-selective. However, in the middle temporal
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area (MT) more than 90% of neurons exhibit direction selectivity (Zeki, 1974). This
is part of the reason that MT is often described as central to motion processing in
the primate brain.
MT receives its primary input from neurons in layer 4 of V1; although only a
subset of neurons in V1 are direction-selective, the neurons that project from V1 to
MT are predominantly direction-selective (Movshon & Newsome, 1996). MT does
also receive input from cortical areas V2 and V3, as well as subcortical pathways
via the superior colliculus (Born & Bradley, 2005). Neurons in MT are retinotopi-
cally organized preserving the spatial organization of the visual field (Maunsell &
Van Essen, 1983b). The receptive fields of MT neurons increase in size as a function
of eccentricity. Each neuron’s receptive field diameter is roughly equivalent to the
eccentricity of the receptive field center (Mikami et al., 1986). Furthermore, MT
neurons are selective to motion direction and speed (Zeki, 1974; Maunsell & Van Es-
sen, 1983b; Albright, 1984). Such selectivity is well-described by von Mises tuning
functions in the case of motion direction, and log-Gaussian tuning in the case of
motion speed (Nover et al., 2005).
The neurophysiological work I have summarized here, along with the work
described in the subsequent two sections (1.5-1.6) of this introduction forms the
foundation for the neural coding model described in Chapter 5, which seeks to
extend existing neural coding models for 2D motion to 3D motion.
1.5 Neural Coding
The neural coding approach works to find a probabilistic relationship between a
stimulus and pattern of neural activity (see Pouget et al. 2003 for review). Ulti-
mately this allows one to perform encoding (i.e., characterizing the neural activity
resulting from a particular stimulus) and to perform decoding (i.e. estimating the
stimulus from a pattern of neural activity). These approaches are possible because
populations of neurons respond to single features of the world (i.e., variables) and
their responses vary systematically as a function of changes to that single feature
(e.g., orientation in primary visual cortex, Hubel & Wiesel 1959; 2D motion direc-
tion in middle temporal area, Maunsell & Van Essen 1983b; wind direction in the
cricket cercal system, J. P. Miller et al. 1991; human faces in inferotemporal cortex,
Perrett et al. 1985, etc.).
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A classic example of the neural coding approach was applied to the cricket
cercal system (J. P. Miller et al., 1991; Theunissen & Miller, 1991). Hair cells on the
cricket cerci are sensitive to wind direction, meaning the cells respond differentially
as a function of the direction of air current. The mean response of a cercal cell as a
function of wind direction (i.e. the tuning curve) is well-approximated by a rectified
cosine:
fi(s) = r
max
i (cos (s− si))+ , where (x)+ =
x, x > 00, otherwise (1.5.1)
where s is the wind direction presented to the system, si is the preferred direction
for hair cell i and rmaxi is the maximum firing rate of that cell. A full encoding
model for a cercal cell’s response to wind direction includes the equation above
and a noise model (typically Poisson). A Poisson-independent maximum likelihood
estimator for wind direction in cercal cells relies on the neurons’ tuning curves and
takes into account the Poisson noise model, assuming that the noise is independent
across cells. The likelihood is given by:
P (r|s) =
∏
i
= 1nefi(s)∆t ∗ (fi(s)∆t)ri∆t ∗ 1
(ri∆t)!
(1.5.2)
where r is the vector of cell responses. The maximum likelihood estimator finds the
value of s that maximizes P (r|s). The cercal system relies on the response of just four
cells evenly spaced along the wind direction axis. In the primate visual system, such
maximum likelihood decoders are applied to systems with many more neurons spread
more finely across the stimulus axis (Paradiso, 1988). Important extensions to the
general neural coding approach include the development of Bayesian estimators,
joint coding of stimulus variables, and treatments of the issue of dependent noise
correlations (Pouget et al., 2003; Averbeck et al., 2006).
Chapter 5 employs the canonical neural coding approach to 3D motion di-
rection in MT neurons, extending the neural coding model by explicitly modeling
the environment-to-retina transformation. This relatively simple approach contin-
ues to be powerful, making striking predictions for human perceptual behavior in
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3D motion direction estimation tasks and predicting perceptual phenomena such as
the Pulfrich effect (see Chapter 6.
1.6 3D motion
Three-dimensional (3D) motion serves as a unifying theme of this dissertation; I
examine both the perception of 3D motion (see Chapters 3 and 6) and the neural
mechanisms underlying 3D motion (see Chapter 5). Cormack et al. (2017) provides
an extensive review of the subject prior to the contributions of this dissertation.
Here, I provide a brief introduction to the subject from the perspectives of perception
and neurophysiology.
Though 3D motion processing is critical to animal behavior, studies of the
visual processing of motion and the visual processing of depth have largely remained
separate. This separation was reinforced by early perceptual discoveries like Julesz’s
random dot stereograms, stimuli that established that depth could be perceived with
binocular disparity signals alone (i.e. in the absence of monocular signals; Julesz
1971). In these stimuli, the images presented to the left and right eye are composed
of white noise and thus have no perceptible structure when viewed monocularly.
Horizontal offsets between the left and eye images are introduced for some parts
of the left and right eye image. When viewed binocularly these offsets result in
identifiable depth structure in the percept. Subsequent work introduced the dynamic
random element stereogram, which had disparities that changed over time and drew
a new set of random elements on each frame. The resulting stimuli were entirely
disparity-based, but observers could perceive 3D motion. Taken together this work
led to the prevailing attitude that motion and depth were separate modules in visual
processing (Cumming & Parker, 1994).
The issue of neuronal selectivity for motion-through-depth in the visual cor-
tex was considered in the early studies of neuronal selectivity in the middle temporal
area (MT; Zeki 1974; Maunsell & Van Essen 1983a; Albright et al. 1984). These
studies showed that cortical neurons contained populations with tuning for static
disparities, and there appeared to be a handful of ‘opposed-movement’ cells (i.e. cells
that were tuned to motion in the opposite direction in the two eyes). However, no
study could distinguish a population of cells that exhibited a clear tuning to motion-
through-depth. Researchers concluded that the responses to motion-through-depth
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found in MT could be explained as a combination of tuning for frontoparallel motion
and static disparities (Maunsell & Van Essen, 1983a).
However, recent studies have revisited the issue of 3D motion tuning in MT.
Rokers et al. (2009) established that human MT/MST complex exhibits a strong
selective adaptation to 3D motion direction. Subsequent electrophysiological work
determined that neurons in MT do have selectivity for 3D motion direction (Sanada
& DeAngelis, 2014; Czuba et al., 2014). Chapter 5 explains the origin of this se-
lectivity at the level of individual neurons by describing an encoding model for 3D
motion direction.
1.7 Summary
This thesis furthers the understanding of the visual perception of the dynamic three-
dimensional environment and the neural mechanisms underlying that perception. It
focuses primarily on 3D motion, developing simple models of sensorimotor control
and neural coding. These contributions reveal principles of motion perception crit-
ical to the understanding of human visual perception in the natural world.
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Chapter 2
Continuous psychophysics:
Target-tracking to measure
visual sensitivity
This work was published in the Journal of Vision. Bonnen, K., Burge, J., Yates, J.,
Pillow, J., & Cormack, L. K. (2015). Continuous psychophysics: Target-tracking to
measure visual sensitivity. Journal of Vision. 15(3):14.
Author contributions: K.B., J.Y., J.B., and L.C. conceived and designed
research; K.B., J.B. and L.C. performed experiments; K.B., J.B., J.P. and L.C.
analyzed data; K.B., J.B., J.P. and L.C. interpreted results of experiments; K.B.,
J.B. and L.C. prepared figures; K.B., J.B., J.P. and L.C. drafted manuscript; K.B.,
J.B., J.Y., J.P. and L.C. edited and revised manuscript; all authors approved final
version of manuscript.
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We introduce a novel framework for estimating visual sensitivity using a
continuous target-tracking task in concert with a dynamic internal model of human
visual performance. Observers used a mouse cursor to track the center of a 2D
Gaussian luminance blob as it moved in a random walk in a field of dynamic addi-
tive Gaussian luminance noise. To estimate visual sensitivity, we fit a Kalman filter
model to the human tracking data under the assumption that humans behave as
Bayesian ideal observers. Such observers optimally combine prior information with
noisy observations to produce an estimate of target position at each time step. We
found that estimates of human sensory noise obtained from the Kalman filter fit
were highly correlated with traditional psychophysical measures of human sensitiv-
ity (R2 > 97%). Because each frame of the tracking task is effectively a “mini-trial”,
this technique reduces the amount of time required to assess sensitivity compared
with traditional psychophysics. Furthermore, because the task is fast, easy, and fun,
it could be used to assess children, certain clinical patients, and other populations
that may get impatient with traditional psychophysics. Importantly,the modeling
framework provides estimates of decision variable variance that are directly compa-
rable with those obtained from traditional psychophysics. Further, we show that
easily-computed summary statistics of the tracking data can also accurately predict
relative sensitivity (i.e. traditional sensitivity to within a scale factor).
KEYWORDS: psychophysics, vision, Kalman Filter, manual tracking
2.1 Introduction
If a stimulus is visible, observers can answer questions such as “Can you see it?” or
“Is it to the right or left of center?” This fact is the basis of psychophysics. Since
Elemente der Psychophysik was published in 1860 (Fechner, 1860), an enormous
amount has been learned about perceptual systems using psychophysics. Much
of this knowledge relies on the rich mathematical framework developed to con-
nect stimuli with the type of simple decisions just described (e.g. Green & Swets,
1966). Unfortunately, data collection in psychophysics can be tedious. Forced-choice
paradigms are aggravating for novices, and few but authors and paid volunteers are
willing to spend hours in the dark answering a single, basic question over and over
again. Also, the roughly one bit per second rate of data collection is rather slow
compared with other techniques used by those interested in perception and decision
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making (e.g. EEG).
The research described here is based on a simple intuition: if a subject can
accurately answer psychophysical questions about the position of a stimulus, he/she
should also be able to accurately point to its position. Pointing at a moving target –
manual tracking – should be more accurate for clearly visible targets than for targets
that are difficult to see. We show that this intuition holds, and that sensitivity
measures obtained from a tracking task are directly relatable to those obtained
from traditional psychophysics. Moreover, tracking a moving target is easy and fun,
requiring only very simple instructions to the subject. Tracking produces a large
amount of data in a short amount of time, because each video frame during the
experiment is effectively a “mini-trial”.
In principle, data from tracking experiments could stand on their own merit.
For example, if a subject is able to track a 3 c/d Gabor patch with a lower latency
and less positional error than a 20 c/d Gabor patch of the same contrast, then func-
tionally, the former is seen more clearly than the latter. It would be nice, however,
to take things a step further. It would be useful to establish a relationship between
changes in tracking performance and changes in psychophysical performance. That
is, it would be useful to directly relate the tracking task to traditional psychophysics.
The primary goal of this paper is to begin to establish this relationship.
We designed complimentary tracking and forced choice experiments such
that both experiments: i) used the same targets, ii) contained external noise that
served as the performance-limiting noise. We used stimuli that were Gaussian lu-
minance blobs targets corrupted with external pixel noise (Figure 2.1; see Methods
for details).
The main challenge was to extract a parameter estimate from the tracking
task that was analogous to a parameter traditionally used to quantify performance in
a psychophysical task. In a traditional 2AFC psychophysical experiment for assess-
ing position discrimination, the tools of signal detection theory are used to obtain
an estimate of the signal-to-noise ratio along a hypothetical decision axis. With rea-
sonable assumptions, the observation noise associated with position estimates can
be determined.
For a tracking experiment, recovering observation noise requires a model of
tracking performance that incorporates an estimate of the precision with which a
target can be localized. General tracking problems are ubiquitous in engineering and
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the optimal control theory of simple tracking tasks is well established. For cases like
our tracking task, the Bayesian optimal tracker is the Kalman filter (Kalman, 1960).
The Kalman filter explicitly incorporates an estimate of the performance-limiting
observation noise as a key component. The next few paragraphs provide a brief
discussion of the logic behind a Kalman filter. The purpose of the discussion is to
make clear how observation noise affects a Kalman filter’s tracking performance
In order to track a target, the Kalman filter uses the current observation of
a target’s position, information about target dynamics, and the previous estimate
of target position to obtain an optimal (i.e. minimum mean squared error) estimate
of true target position on each time step. Importantly, the previous estimate has a
(weighted) history across previous time steps built-in. How these values (the noisy
observation, target dynamics, and the previous estimate) are combined is dependent
on the relative size of the two sources of variance present in the Kalman filter: 1)
the observation noise variance (i.e. the variance associated with the current sensory
observation) and 2) the target displacement variance (i.e. the variance driving the
target position from time step to time step).
When the observation noise variance is low relative to the target displace-
ment variance (i.e. target visibility is high), the difference between the previous
position estimate and the current noisy observation is likely to be due to changes
in the position of the target. That is, the observation is likely to provide reliable
information about the target position. As a result, the previous estimate will be
given little weight compared to the current observation. Tracking performance will
be fast and have a short lag.
On the other hand, if observation noise variance is high relative to target
displacement variance (i.e. target visibility is low), then the difference between
the previous position estimate and the current noisy observation is likely driven
by observation noise. In this scenario, little weight will be given to the current
observation while greater weight will be placed on the previous estimate. Tracking
performance will be slow and have a long lag. Thus, the Kalman filter qualitatively
predicts the data patterns observed in this set of experiments, under the assumption
that increasing blob width reduces target visibility, thereby increasing observation
noise.
In our analysis, we fit human tracking data with a Kalman filter, but this
approach is different from traditional Kalman filter applications. Typically the
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Kalman filter is used to estimate unknown target positions given a set of noisy
observations, but here we flip the Kalman filter and learn noise parameters given
known target positions. We allowed the model’s observation noise parameter, R,
to vary as a free parameter. The parameter value (observation noise variance) that
maximizes the likelihood of the fit under the model is our estimate of the target
position uncertainty that limits the tracking performance of the observer.
In the results that follow, we show that using a Kalman filter to model the
human tracking data yields essentially the same estimates of position uncertainty
as do standard methods in traditional psychophysics. The correlations between the
results of the two paradigms are extremely high, with over 97% of the variance
accounted for. We also show that more easily computed statistical summaries of
tracking data (e.g. the width of the peak of the cross-correlation between stimulus
and response) correlate almost as highly with traditional psychophysical results.
To summarize, an appropriately constructed tracking task is a fun, natural way
to collect large, rich datasets, and yield essentially the same results as traditional
psychophysics in a fraction of the time.
2.2 General Methods
Observers
Three of the authors served as observers. All had normal or corrected-to-normal vi-
sion. Two of the three had extensive prior experience in psychophysical experiments.
All the observers participated with informed consent and were treated according the
principles set forth in the Declaration of Helsinki of the World Medical Association
Stimuli
The target was a luminance increment (or “blob”) defined by a 2-dimensional Gaus-
sian function embedded in dynamic Gaussian pixel noise. We manipulated the spa-
tial uncertainty of the target by varying the space constant (standard deviation,
hereafter referred to as ‘blob width’) of the Gaussian keeping the luminous flux
(volume under the Gaussian) constant. Examples of these are shown in Figure 2.1.
The space constants were 11, 13, 17, 21, 25, and 29 arcmin; the intensity of the
pixel noise was clipped at 3 standard deviations, and set such that the maximum
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value of the 11 arcmin Gaussian plus three noise standard deviations corresponded
to the maximum output of the monitor. We used this blob target (e.g. as opposed
to a Gabor patch) because, for the tracking experiment, we wanted a target with
an unambiguous bright center at which to point.
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Figure 2.1: Examples of the stimuli are shown in the left column, and cross-sections
(normalized luminance vs. horizontal position) are shown on the right.
In the tracking experiment, the target moved according to a random (Brow-
nian) walk for 20 s (positions updated at 60 Hz) around a square field of noise about
6.5 deg (300 pixels) on a side. To specify the walk, we generated two sequences of
Gaussian white noise velocities (vx, vy) with a one pixel per frame standard devia-
tion. These were summed cumulatively to yield a sequence of x,y pixel positions.
Also visible was a 2x2 pixel (2.6 arcmin) square red cursor that the observer con-
trolled with the mouse.
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Apparatus
The stimuli were displayed on a Sony OLED flat monitor running at 60 Hz. The
monitor was gamma-corrected to yield a linear relationship between luminance and
pixel value. The maximum, minimum, and mean luminances were 134.1, 1.7, and
67.4 cd/m2 respectively.
All experiments were run using custom code written in MATLAB and used
the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007). A
standard USB mouse was used to record the tracking data, and a standard USB
keyboard was used to collect the psychophysical response data.
Experiments 1 and 2 (the tracking and main psychophysics experiments)
were run using a viewing distance of 50 cm giving 45.5 pixel per degree of visual
angle. Experiment 3, a supplementary psychophysical experiment on the effect of
viewing duration, was run using a viewing distance of 65.3 cm giving 60 pixels per
degree. In both cases, the observer viewed the stimuli binocularly using a chin cup
and forehead rest to maintain head position.
2.3 Experiment I – Tracking
In the tracking experiment, observers tracked a randomly moving Gaussian blob
with a small red cursor using a computer mouse. The data were fit with a Kalman
filter model of tracking performance. The fitted values of the model parameters
provide estimates of the human uncertainty about target position (i.e. observation
noise).
Methods
Each tracking trial was initiated by a mouse click. Subjects tried to keep the cursor
centered on the target for 20 s while the target moved according to the random
walk. The first five seconds of one such trial are shown in Movie 1.
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Figure 2.2: Movie 1. A 5 sec example of an experimental trial (actual trials were
20 sec long). The luminance blob performed a two-dimensional random walk. Each
position was the former position plus normally distributed random offsets (s.d. = 1
pixel) in each dimension (x,y). The subject was attempting to keep the red cursor
centered on the blob.
A block consisted of ten such trials at a fixed blob width. Subjects ran one
such block at each of the six blob widths in a single session. Each subject ran two
sessions and within a session, block order (i.e. blob width) was randomized. Thus
each subject completed 20 tracking trials at each blob width, for a total of 24,000
samples (400 seconds at 60 Hz) of tracking data per blob width. As we later show,
this is more data than required to produce reliable results (see Appendix 2.7 for an
analysis of the precision of tracking estimates vs. sample size). However, we wanted
large sample sizes so that we could compare the data with traditional psychophysics
with high confidence.
Results
The tracking task yields time series data: the two-dimensional spatial position of a
target (left panel of Figure 2.3; black curve) and the position of the tracking cursor
(red curve). The remaining panels in Figure 2.3 show the horizontal and vertical
components of the time series data in the left panel as a function of time. Subjects
were able to track the target. The differences between the two time series (true and
tracked target position), and how these differences changed with target visibility
(blob width), constitute the dependent variable in the tracking experiment.
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Figure 2.3: Target position and subject response for a single tracking trial. (Left
plot) 2D tracking segment with subject response in red and the target position
in black. The subject tracked a target starting at (0,0). (Middle and right plot)
Horizontal and vertical components over time of the trace in the left plot.
A useful tool for quantifying the relationship between target and response
time series is the cross correlogram (CCG; see e.g. Mulligan et al. 2013). A CCG
is a plot of the correlation between two vectors of time series data as a function of
the lag between them. Figure 2.4 shows the cross-correlation as a function of lag for
each individual tracking trial sorted by blob width (i.e. target visibility). Each panel
shows CCGs per trial in the form of a heat map (low to high correlation mapped from
red to yellow) sorted on the y axis by blob width during the trial. Each row of panels
is an individual subject. Because our tracking task has two spatial dimensions, each
trial yields a time series for both the horizontal and vertical directions. The first and
second columns in the figure show the horizontal and vertical CCGs, respectively,
and the black line traces the maximum value of the CCGs across trials. As blob
width increases (i.e. lower peak signal-to-noise), the response lag increases, the
peak correlation decreases, and the location of the peak correlation becomes more
variable. As there were no significant differences between horizontal and vertical
tracking in this experiment,the rightmost column of Figure 2.4 shows the average
of the horizontal and vertical responses. Clearly, the tracking gets slower and less
precise as the blob width increases (i.e. target visibility decreases).
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Figure 2.4: Heatmaps of the cross-correlations between the stimulus and response
velocities. Each row of a sub-panel represents an individual tracking trial, and the
trials have been sorted by target blob width (measured in arcmin and labeled by color
blocks that correspond with the curve colors in Figure 2.5) with the easiest to see at
the tops of each sub-panel. The black lines trace the peaks of the cross-correlagrams.
The right column shows the average of horizontal and vertical response correlations
within a trial.
Figure 2.5 shows a plot of the average CCG across trials for each blob width
for each of the three subjects (a re-plot of the data from Figure 2.4, collapsing
across trial within each blob width). The CCGs sort by blob width: as blob width
increases, the height of the CCG peak decreases, the lag of the CCG peak increases,
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and the width of the CCG increases. These results show that tracking performance
decreases monotonically with the signal-to-noise ratio. This result is consistent with
the expected result in a traditional psychophysical experiment. That is, as target
visibility decreases, the observer’s ability to localize a target should also decrease.
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Figure 2.5: Average CCGs for blob width (curve color, identified in the legend by
their σ in arcminutes) for each of the three observers (panel). The peak height,
location of peak, and width of curve (however measured) all sort neatly by blob
width, with the more visible targets yielding higher, prompter, and sharper curves.
This shows that there is at least a qualitative agreement between measures of track-
ing performance and what would be expected from a traditional psychophysical
experiment.
In order to quantify tracking performance in a way that can be directly re-
lated to traditional psychophysics, we fit a Kalman filter model to the data and
extracted the observation noise variance (filter parameter R) as a measure of per-
formance. Figure 2.6 illustrates the details of the Kalman filter in the context of
the tracking task. Our experiment generated two position values at each time step
in a trial: 1) the true target position (xt) on the screen and 2) the position of the
observer’s cursor (xˆt), which was his or her estimate of the target position (plus
dynamics due to arm kinematics, motor noise and noise introduced by spatiotem-
poral response properties of the input device). The remaining unknowns in the
model are the noisy sensory observations, which are internal to the observer and
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cannot be measured directly. These noisy sensory observations are modulated by a
single parameter; the observation noise variance (R). We fit the observation noise
variance (R) of a Kalman filter model (per subject) by maximizing the likelihood of
the human data under the model given the true target positions (see Appendix 2.8
for details). Note that we have assumed for the purpose of this analysis that the
aforementioned contributions of arm kinematics, motor noise, and input device can
be described by a temporal filter with fixed properties.
Noisy Sensory 
Observations
Observation Noise 
Variance
Target Displacement 
Variance
True Target Position
Position Estimates
Figure 2.6: Illustration of the Kalman filter and our experiment. The true target
positions and the estimates (cursor positions) are known, while the sensory observa-
tions, internal to the observer, are unknown. We estimated the variance associated
with the latter, denoted by R, by maximizing the likelihood of the position estimates
given the true target positions by adjusting R as a free parameter.
For a given observer, this maximum-likelihood fitting procedure was done
simultaneously across all the runs for a given blob width throwing out the first
second of each run. This yielded one estimate of R for each combination of observer
and blob width. Error distributions on R were computed via bootstrapping (i.e.
resampling was performed on observers’ data by resampling whole trials).
This approach is different from traditional Kalman filter applications. Typi-
cally, the Kalman filter is used in situations when the noisy observations are known.
The filter parameters (R) are estimated and then the filter can be used to generate
estimates (xˆt) of the true target positions (xt). In our case, the noisy observations
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cannot be observed and we estimate the observation noise variance (filter parame-
ter R) given the true target positions (xt), the target position estimates (xˆt), and
the target displacement variance (filter parameter Q). Thus, we essentially use the
Kalman filter model in reverse, treating xt and xˆt as known instead of yt, in order
to accomplish the goal of estimating R.
We attempt to convey an intuition about what the fitting accomplishes in
Figure 2.7. The top-left panel shows an example trace of subject position error (i.e.
subject response minus target location). This position error reflects observation
noise (and presumably some motor noise and apparatus noise). The bottom-left
panel shows three possible traces of position error generated by simulating from the
model – the black trace using an approximately correct value of R (such as that
on which our analysis converges), and two others (offset vertically for clarity) using
incorrect values. Note that, visually, the standard deviations of the red and green
traces are too large and too small, respectively. However, the standard deviation of
the black curve is approximately equal to the standard deviation of the blue curve
(the human error trace). This point is made more clear by examining the distribu-
tions of these residual position values collapsed across time (right column). Note
that the black distribution has roughly the same width as the blue distribution,
while the others are too big or too small. This is essentially what our fitting ac-
complishes: finding the Kalman filter parameter, R, that results in a distribution of
errors with a standard deviation that is ”just right”. (Brett, 1987).
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Figure 2.7: The left column shows the positional errors (response position - target
position) over time of a subject’s response (top) and 3 model responses (bottom,
offset vertically for clarity); the black position error trace results from a roughly
correct estimate of R. The right column shows the histograms of the positions from
the first column. The distribution from the model output with the correct noise
estimate (black), has roughly the same width as that from the human response
(blue, top).
The results of this analysis are shown in Figure 3.2, which plots the square
root of the estimated observation noise variance,
√
R, as a function of blob width
for each of the three observers. The estimate of
√
R represents an observer’s un-
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certainty about the target location. For the remainder of the paper we refer to√
R as the positional uncertainty estimate. The results are systematic, with the
tracking noise estimate increasing as a function of blob width in the same way for
all three observers. The results are intuitive, in that, as the width of the Gaussian
blob increases, the precision with which an observer can estimate the target position
decreases, yielding greater error in pointing to the target with a mouse. Qualita-
tively, they are similar to what we would expect to see in a plot of threshold vs.
signal-to-noise ratio derived from traditional psychophysical methods.
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Figure 2.8: Positional uncertainty estimate from the Kalman filter analysis plotted
as a function of the Gaussian blob width for three observers. Both axes are loga-
rithmic. The pale colored regions indicate +/- s.e.m. computed by bootstrapping.
The black line is the mean across the observers.
Discussion.
We used a Kalman filter to model performance in a continuous tracking task. The
values of the best fitting model parameters provide estimates of the uncertainty
with which observers localize the target. The results were systematic and agree
qualitatively with the cross-correlation analysis, which is a more conventional way to
analyze time-series data. Next, we determine the quantitative relationship between
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estimates of positional uncertainty obtained from tracking and from a traditional
psychophysical experiment.
2.4 Experiment II – Forced Choice Position Discrimi-
nation
In this experiment, observers attempted to judge the direction of offset of the same
luminance targets used in the previous experiment. The results were analyzed using
standard methods to estimate the (horizontal) positional uncertainty that observers
had about target position.
Forced Choice Methods.
The apparatus was as described in General Methods. An individual trial is depicted
in Figure 2.9. On each video frame throughout a trial, a new sample of Gaussian
distributed noise, independent in space and time (e.g. white), was added to the
target. The noise parameters were identical to those used in the tracking experiment.
On each trial, the observer saw two 250 ms target presentations, separated by a 100
ms inter-stimulus interval. In one interval, the target always appeared in the center
of the viewing area. In the other interval, the target appeared at one of nine possible
stimulus locations (four to the left, four to the right and zero offset). The observer’s
task was to indicate whether the second interval target was presented to the left or
right of the first interval target. Data were collected in blocks of 270 trials. Blob
width was fixed within a block. Targets were presented 30 times at each of the nine
comparison locations in a pseudo-random order. Each observer completed three
blocks for each of the six target blobs, for a total of 4860 trials per observer (270
trials/block x 3 blocks/target x 6 targets/observer).
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Figure 2.9: Timeline of a single trial. The task is a two interval forced choice task.
The stimuli were Gaussian blobs in a field of white Gaussian noise. Subjects were
asked to indicate whether the second blob was presented to the left/right of the first
blob.
The data for each run were fit with a cumulative normal psychometric func-
tion (φ), and the spatial offset of the blob corresponding to d’ = 1.0 point (single
interval) was interpolated from the fit. The d’ for single interval was used because it
corresponds directly to the width of the signal+noise (or noise alone) distribution.
Because PR = φ
(
d′2I
2
)
= φ
(
d′√
2
)
where PR is the percent rightward choices and
d′2I is the 2-interval d
′, threshold was defined as the change in position necessary to
travel from the 50% to the 76% rightward point on the psychometric function.
Results
Thresholds as a function of blob width are shown in Figure 2.10. The solid data
points are the threshold estimates from fitting all of an observer’s data at a given blob
width, and the error bands are +/- one standard error obtained by bootstrapping
from the raw response data. The heavy black line shows the (arithmetic) mean
for the three observers. The thresholds for all observers increase with increasing
blob width, with a hint of a lower asymptote for the smallest targets. This is the
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same basic pattern of data we would expect using an equivalent noise paradigm in
a detection (e.g. Pelli 1990) or localization task, as the amount of effective external
noise increases with increasing blob width.
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Figure 2.10: Forced choice threshold as a function of blob width. Each subjects
average data are shown by the solid points, and the bands indicate bootstrapped
s.e.m. Both axes are logarithmic. The solid black line shows the average across
subjects.
Discussion.
The thresholds presented in Figure 2.10 correspond to a d’ of 1.0, and thus represent
the situation in which the relevant distributions along some decision axis were sepa-
rated by their common standard deviation. Assuming that the position of the target
distribution on the decision axis is roughly a linear transformation of the target’s
position in space, then this also corresponds to the point at which the targets were
separated by roughly one standard deviation of the observer’s uncertainty about
their position. Thus, the offset thresholds serve as an estimate of the width of the
distribution that describes the observer’s uncertainty about the target’s position.
This is exactly what the positional uncertainty estimates represented in the track-
ing experiment. In fact, it would be reasonable to call the forced choice thresholds
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“positional uncertainty estimates” instead. The use of the word threshold is simply
a matter of convention in traditional psychophysics.
Figure 2.11 shows a scatterplot of the results from the tracking experiment
(y coordinates) vs. those from the traditional psychophysics (x coordinates). The
log-log slopes are 0.98 (LKC), 1.12 (JDB), and 1.02 (KLB). The corresponding
correlations are 0.985, 0.996, and 0.980, respectively. Obviously, the results are
in good agreement; the change in psychophysical thresholds with blob width is
accounting for over 96% of the variance in the estimates obtained from the tracking
paradigm, the high correlation indicates that the two variables are related by an
affine transformation. In our case (see Figure 2.11), the variables are related by a
single scalar multiplier. This suggests to us that the same basic quantity is being
measured in both experiments.
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Figure 2.11: Scatter plot of the position uncertainty estimated from the tracking
experiment (y axis) as a function of the thresholds from traditional psychophysics
(x axis) for our 3 observers. The log-log slope is very close to 1 and the percentage
of variance accounted for is over 96% for each observer.
There is, however, an offset of about one log unit between the estimates
generated by the two experiments. For example if, for a given blob width, the
2AFC task yields an estimate of 1 arcmin. of positional uncertainty, the tracking
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task would yield a corresponding estimate of 10 arcmin. The relative estimates are
tightly coupled, but we would like to understand the reasons for the discrepancy in
the absolute values. One obvious candidate is temporal integration, which would
almost certainly improve performance in the psychophysical task relative to the
tracking task.
2.5 Experiment III – Temporal Integration
One possible reason for the fixed discrepancy between the positional uncertainty
estimates in the tracking task and the thresholds in the traditional psychophysical
task is temporal integration. In the traditional task, the observers could benefit by
integrating information across multiple stimulus frames (up to 15 per interval) in
order to do the task. If subjects integrated perfectly over all 15 frames, threshold
would be
√
15 times lower than the thresholds that would be estimated from 1
frame. The positional uncertainty estimated in the tracking task is the positional
uncertainty associated with a single frame. Thus, it is possible that approximately
half of the discrepancy between the forced choice and tracking estimates of positional
uncertainty is due to temporal integration in the forced choice experiment.
It’s also important to consider how the tracking task may be affected by
temporal integration. In practice, if an observer’s sensory-perceptual system is
performing temporal integration then they are responding to a spatially smeared
representation of the moving stimulus – a motion streak – instead of the instanta-
neous stimulus. Temporal integration per se is not modeled in our implementation
of the Kalman filter, but its presence in the data would result in an overestimate
of observation noise. This effect of temporal integration might further add to the
discrepancy between the measurements of positional uncertainty.
In this experiment, we sought to measure our observers’ effective integration
time and the degree to which this affected the psychophysical estimates of spatial
uncertainty.
Methods.
The methods for this experiment were the same as for Experiment II (above), except
that the duration of the stimulus intervals was varied between 16.7 ms (one frame)
and 250 ms (15 frames) while blob width was fixed. The inter-stimulus interval
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remained at 100 ms. Observers KLB and JDB ran at a 17 arcmin blob width, and
LKC ran at 21 arcmin (values that yielded nearly identical thresholds for the three
observers in experiment 2). These were run using the same Sony OLED monitor,
but driven with a Mac Pro at a slightly different viewing distance (see General
Methods).
Results.
Figure 2.12 shows the offset thresholds as a function of stimulus duration. As in Fig-
ure 2.10, the data points are the interpolated thresholds (d’=1) from the cumulative
normal fits, the error bands show +/- 1 standard error estimated by bootstrapping,
and the solid black line show the mean thresholds across subject. Thresholds for
all observers decreased with increased stimulus duration at the expected slope of
1/
√
(n) (dashed line for reference) until flattening out at roughly 50 to 100ms or 3
to 5 frames (Watson, 1979; Nachmias, 1981).
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Figure 2.12: Threshold as a function of stimulus duration. Each subjects average
data are shown by the solid points. Both axes are logarithmic. Data points and
error bands are as in Figure 2.10. The gray line displays the performance of an ideal
observer shifted up by a multiplier (11).
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Discussion.
The thresholds at single frame durations approximate what thresholds would be if
observers could not benefit from temporal integration in the psychophysical task.
As we argued earlier, moreover, the tracking task could not have benefited from
temporal integration; if anything, using multiple frames would cause the uncertainty
estimates from the tracking task to be too high. It would therefore be conservative
to correct the psychophysical thresholds from Experiment II upward by a factor
corresponding to the ratio between the single frame and 15 frame thresholds from
Experiment III. This turns out to be about a factor of 2, and would reduce the
absolute difference between the tracking and psychophysical estimates from a factor
of 10 to about a factor of 5.
An important next step in understanding temporal integration is to perform
a comparable experiment in the tracking task (i.e. manipulating the rate at which
the stimulus moves). Such a follow-up study would will further clarify the relation-
ship between the forced choice task and the tracking task, as well as solidify the
appropriate stimulus for a psychophysics tracking task.
2.6 General Discussion
In this paper, we have shown that data from a simple tracking task can be analyzed
in a principled way that yields essentially the same answers that result from a tradi-
tional psychophysical experiment using comparable stimuli in a fraction of the time.
In this analysis, we modeled the human observer as a dynamic system controller –
specifically a Kalman filter (known from sensor calibration, e.g.). The Kalman filter
is typically used to produce a series of estimated target positions given an estimate
of the observation noise. We, in contrast, used the Kalman filter to estimate the
observation noise given a series of estimated target positions generated by observer
during our experiments.
The conceptualization of a human as an element of a control system in a
tracking task is not a novel concept. In fact, this seems to be one of the problems that
Kenneth Craik was working on at the time of his death – two of his manuscripts on
the topic were published posthumously by the British Journal of Psychology (Craik
1947; Craik 1948). Because circuits or, later, computers, are generally much better
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feedback controllers than humans, there has been less interest in the specifications of
human-as-controller with a few exceptions: studies of pilot performance in aviation,
motor control, and eye movement research (in some ways a sub-branch of motor
control, in other ways a sub-branch of vision).
It is clear that the job of a pilot, particularly when flying with instruments,
is largely to be a dynamic controller that minimizes the error between an actual
state and a goal state. For example, the goal state might be a particular altitude
and heading assigned by air traffic control. The corresponding actual state would
be the current heading and altitude of the airplane. The error to be minimized is
the difference between the current and goal states as represented on the aircraft’s
instruments. It comes as no surprise, then, that a large literature has emerged in
which the pilot is treated as, in Craik’s terms, an engineering system that is itself
an element within a larger control system. However the pilot’s sensory systems are
not generally considered a limiting factor; pilot errors are never due to poor acuity
(to our knowledge) but rather due to attentional factors related to multitasking or,
occasionally, sensory conflict (visual vs. vestibular) resulting in vertigo. As such,
while tracking tasks are often studied in the aviation literature, is not done to assess
a pilots’ sensory (or basic motor) capabilities.
The motor control literature involving tracking tasks can be divided into
three main branches: eye movement control (e.g. Mulligan et al., 2013), manual
(arm and hand) control (e.g. Berniker & Kording, 2008; Wolpert & Ghahramani,
1995), and, to a lesser extent, investigations of the interaction between the two (e.g.
Brueggemann, 2007; Burge et al., 2008b; Burge et al., 2010; van Dam & Ernst, 2013).
Within the motor control literature, there are several examples of the use of the
Kalman filter to model a subject’s tracking performance. Some of these focus almost
exclusively on modeling the tracking error as arising from the physics of the arm and
sensorimotor integration (Berniker & Kording, 2008; Wolpert & Ghahramani, 1995).
Others provide a stronger foundation for our work by demonstrating how changing
the visual characteristics of a stimulus affects human performance in a manner that
can be reproduced by manipulating parameters of the Kalman filter (Burge et al.,
2008b). Taken together this body of literature provides strong support for the idea
that the human ability to adapt to and track a moving stimulus is consistent with
the performance of a Kalman filter. We extend this literature by using the Kalman
filter to explicitly estimate visual sensitivity.
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In the results section, we showed a strong empirical relationship between the
data from tracking and forced-choice tasks. To further this comparison, it would be
useful to know what optimal (ideal observer) performance would be. Obviously, if
ideal performance in the two tasks were different, then we wouldn’t expect our data
from experiments I and II to be identical, even if the experiments were effectively
measuring the same thing. In other words, if the two experiments yielded the
same efficiencies, then we would know they were measuring exactly the same thing.
Of course this unrealizable in practice because the tracking response necessarily
comprises motor noise (broadly defined) in addition to sensory noise, whereas the
motor noise is absent in forced-choice psychophysics due to the crude binning of the
response. What we can realistically expect is to see efficiencies from tracking and
forced-choice experiments that are highly correlated but with a fixed absolute offset
reflecting (presumably) motor noise and possibly other factors.
The ideal observer for the forced-choice task is based on signal detection
theory (e.g. Ackermann & Landy, 2010; Geisler, 1989; Green & Swets, 1966). To
approximate the ideal observer in a computationally efficient way, we used a family
of templates identical to the target but shifted in spatial location to each of the
possible stimulus locations. These were multiplied with the stimulus (after averaging
across the 15 frames in each interval). The model observer chose the direction that
corresponded to the maximum template response, defined as the product of the
stimulus with the template (in the case of the zero offset template, then the model
observer guessed with p(right) = 0.5). The stimuli and templates were rearranged
as vectors so that the entire operation could be done as a single dot product as
in Ackermann & Landy (2010). The ideal observer was run in exactly the same
experiment as the human observers, except that the offsets were a factor of 10
smaller, which was necessary to generate good psychometric functions because of
the model’s greater sensitivity.
The left panel of Figure 2.13 shows the ideal observer’s threshold as a function
of blob width (black line), along with the human observers’ data from Figure 3.2.
The gray line shows the ideal thresholds shifted upward by a factor of 20. The
results are as expected: the humans are overall much less sensitive than ideal, they
approach a minimum threshold on the left, increase with roughly the same slope as
the ideal in the middle, and then begin (or would begin) to accelerate upward as
the target becomes invisible. A maximum efficiency of about 0.25% (a 1:20 ratio of
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human to ideal d’) is approached at middling blob widths, which is consistent with
previous work using grating patches embedded in noise (Simpson et al., 2003).
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Figure 2.13: Relationship between human observers and an ideal observer. Force
Choice Human threshold estimates (left) and tracking noise estimates (right) are
replotted (blue, green and red lines). The ideal observers are depicted in black and
the shifted ideal in grey. A multiplier of 20 results in the ideal observer approaching
the human performance in both experiments.
In the tracking task, the ideal observer’s goal was to estimate the location of
the stimulus on each stimulus frame. To implement this, a set of templates identical
to the stimulus but varying in offset in one dimension around the true stimulus
location was multiplied with the stimulus each frame. The position estimate for
each frame was then the location of the template producing the maximum response.
The precision with which this observer could localize the target was simply the
standard deviation of the position estimates relative to the true target location
(i.e. the standard deviation of the error). Note that as the ideal observer had no
motor system to add noise, this estimate corresponds specifically to the measurement
noise in the Kalman filter formulation. It also corresponds to the ideal observer
for a single-interval forced-choice task observer given only one stimulus frame per
judgment.
The right panel of Figure 2.13 shows the ideal observer’s estimated sensory
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noise (dashed black line) as a function of blob width, along with the corresponding
estimates of spatial uncertainty based on the Kalman filter fit to the human data
replotted from Figure 2.13. The slope is the same as for the forced-choice task.
The dashed gray line is the ideal threshold line shifted upward by a factor of 20
(the same amount as the shift in the left panel). After a shift reflecting efficiency
in the forced choice ask, there is roughly a factor of 2 difference remaining. As
previously mentioned, this is not surprising because the observer’s motor system
must contribute noise to the tracking task but not in the forced choice task.
We have constructed a principled observer model for the tracking task that
yields comparable results to traditional forced-choice psychophysics, establishing
the validity of the tracking task for taking psychophysical measurements. Here,
we introduce simpler methods of analysis for the tracking task that provide an
equivalent measure of performance. We show that the results from an analysis of
the CCGs (introduced earlier) are just as systematically related to the forced-choice
results as are those from the Kalman filter observer model.
The left panel of Figure 2.14 shows CCGs (data points) for observer LKC
(replotted from Figure 2.5, right), along with the best fitting sum-of-Gaussians.
Though Gaussians are not theoretically good models for impulse response functions,
we used them as an example for their familiarity and simplicity. Based on visual
inspection they seem to provide a rather good empirical fit to the data. We used
a sum of two Gaussians (the second one lagged and inverted), rather than a single
Gaussian, in order to model the negative (transient) overshoot seen in the data from
the three smallest blob widths for LKC and the smallest blob width for JDB. For
all other cases, the best fit resulted in a zero (or very near zero) amplitude for the
second Gaussian.
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Figure 2.14: The left panel depicts the CCGs for subject LKC sorted by blob width
(identified in the legend by their σ in arc minutes). The right panel shows the
forced-choice estimates vs. the CCG widths (of the positive-going Gaussians) from
the tracking data. Error bars correspond to s.e.m.
The right panel of Figure 2.15 shows the standard deviations of the best fit
positive Gaussians from the left panel plotted as a function of the corresponding
forced-choice threshold estimates. As with the Kalman filter estimates, the agree-
ment is very good indicating that the tracking data yield basically the same answer
as the forced-choice data regardless of analysis.
Two further points can be made about the simple Gaussian fits to the CCGs.
First, the best-fit values for the three parameters (amplitude, lag or mean, and stan-
dard deviation) are very highly correlated with one another despite being indepen-
dent in principle. Shown in Figure 2.15 are the best-fit parameter values plotted
against one another pairwise. The relationships are plotted (from left to right) for
amplitude vs. lag, lag vs. width and width vs. amplitude; the corresponding corre-
lation coefficients are shown as insets. Clearly, it would not matter which parameter
was chosen as the index of performance.
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Figure 2.15: Parameters (amplitude, lag, and width) are very highly correlated.
From the left to right, the panels represent: amplitude vs. lag, lag vs. width and
width vs. amplitude. The correlation coefficients that correspond to each of these
relationships are inset in each panel. These parameters are calculated from observer
LKC’s data.
As an aside, including the second Gaussian (negative) in fitting the CCG
is unnecessary. The results are essentially identical when only a single positive
Gaussian is used fit to the CCGs.
In conclusion, we have presented a simple dynamic tracking task and a corre-
sponding analysis that produce estimates of observer performance or, more specifi-
cally, estimates of the uncertainty limiting observers’ performance. These estimates
correspond quite closely with the estimates obtained from a traditional forced-choice
psychophysical task done using the same targets. Compared with forced-choice
stimuli, this task is easy to explain, intuitive to do for naive observers, and fun.
Informally, we have run children as young as 5 on a more game-like version of the
task, and all were very engaged and requested multiple ”turns” at the computer. We
find it likely that this would apply more generally, not only to children, but also to
many other populations that have trouble producing large amounts of psychophysi-
cal data. Finally, the ”tracking” need not be purely spatial; one could imagine tasks
in which, for example, the contrast of one target was varied in a Gaussian random
walk, and the observers’ task was to use a mouse or a knob to continuously match
the contrast of a second target to it. In conclusion, the basic tracking paradigm
presented here produces rich, informative data sets that can be used as fast fun
windows onto observers’ sensitivity.
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2.7 Appendix I: Convergence of Kalman Filter Uncer-
tainty Estimate
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Figure A1. Estimated uncertainty (R) vs. experimental time used to estimate R. Error
bounds show ±s.e.m. Blob width is indicated by curve color and identified in the legend by
its σ in arc minutes.
Figure A1 demonstrates the time course of the convergence of the Kalman
Filter Uncertainty Estimate on one subject’s tracking data. Each of the solid lines
represents the average estimated uncertainty (R) for a particular stimulus width
produced by performing bootstrapping on the fitting procedure as we increase the
total experimental time used to estimate R. The clouds around these estimates rep-
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resent the standard error. It requires relatively little experimental time to produce
reliable estimates of uncertainty using our Kalman filter fitting procedure.
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2.8 Appendix II: Kalman Filter for Maximum-Likelihood
Fitting Procedure
In this work we use a Kalman filter framework to estimate subjects’ observation
noise variance (R, see Figure 2.6) and therefore also position uncertainty which is
defined as
√
R. The two time series produced by the experimental tracking paradigm
– target position (xt) and subject response (xˆt) – are used in conjunction with the
Kalman filter in order to fit observation noise variance by maximizing p(xˆ|x), the
probability of the position estimates given the target position under the Kalman
filter model.
Consider the tracking paradigm a simple linear dynamical system with no
dynamics or measurement matrices:
xt+1 = xt + wt, wt ∼ N (0, Q) (2.8.1)
yt = xt + vt, vt ∼ N (0, R) (2.8.2)
where the xt represents the target position, and yt represents the subjects’ noisy
sensory observations, which we cannot access directly (see Figure 2.6).
Given a set of observations y1:t and the parameters {Q,R}, the Kalman
filter gives a recursive expression for the mean and variance of xt|y1:t, that is, the
posterior over x at time step t given all the observations y1, . . . , yt. The posterior
is of course Gaussian, described by mean xˆt and variance Pt. The following set of
equations perform the dynamic updates of the Kalman filter and result in target
position estimates (xˆt).
St = Pt−1 +Q (prior variance) (2.8.3)
Kt = St(St +R)
−1 (Kalman gain) (2.8.4)
xˆt = xˆt−1 +Kt(yt − xˆt−1) (posterior mean) (2.8.5)
Pt = KtR (posterior variance) (2.8.6)
We use this definition (eq. B.1-2) and the Kalman filter equations (eq B.3-
B.6) to write p(xˆ|x). First, we find the asymptotic value of Pt and then use that to
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simplify and rewrite the Kalman filter equations in matrix form.
Since Q and R are not changing over time the asymptotic value of the poste-
rior variance Pt as t→∞ can be calculated by solving P = (P +Q)R/(P +Q+R)
for P , which yields:
P∞ =
−Q+
√
Q2 + 4QR
2
(2.8.7)
=
Q
2
(
√
1 + 4RQ−1 − 1). (2.8.8)
In order to further simplify, we will assume P0 = P∞, i.e., the initial posterior vari-
ance will approach some asymptotic posterior variance. A Kalman filter asymptotes
in relatively few time steps. In practice, our observers seem to as well, but to be safe
we omitted the first second of tracking for each trial to insure that the observers’
tracking had reached a steady state. Then the prior variance S, Kalman gain K
and posterior variance P are constant. Thus, the dynamics above can be simplified
to:
xˆt = (1−K)xˆt−1 +Kyt, (2.8.9)
where K is the fixed constant:
K = (Q+ P )(Q+ P +R)−1 (2.8.10)
This makes xˆ a simple auto-regressively filtered version of y. The dynamics can be
expressed in matrix form:
Dxˆ = Ky, (2.8.11)
where D is a bi-diagonal matrix with 1 on the main diagonal and K − 1 on the
below-diagonal:
D =

1
K−1 1
. . .
. . .
K−1 1.
 (2.8.12)
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By substituting for y and multiplying by D−1, this can be rewritten as:
xˆ = KD−1 (x+ v) (2.8.13)
Equation 2.8.13 in conjunction with equation 2.8.10 gives the expression
relating the two time series xˆ and x, to the unknown R. We can use this to write
p(xˆ|x):
p(xˆ|x) ∼ N (KD−1x, K2RD−1D−>). (2.8.14)
The log likelihood, log(p(xˆ|x)) (below), is used in order to perform the maximum-
likelihood estimation of R.
log (p(xˆ|x)) = log(N (xˆ|KD−1x,K2RD−1D−>) (2.8.15)
= −n
2
log(2pi)− 1
2
log
∣∣∣K2RD−1D−>∣∣∣ (2.8.16)
− 1
2
(
xˆ−KD−1x)> (K2RD−1D−>)−1 (xˆ−KD−1x)(2.8.17)
(Note: coefficients D and K are defined in terms of Q and R). The log likelihood for
a particular blob width (σ = s) for a given subject is evaluated by taking the sum
over all trials with σ = s of p(xˆ|x). In our analysis, maximum-likelihood estimation
of R is performed for each blob width in order to investigate how the observer’s
positional uncertainty (
√
R) changes with increasing blob width (decreasing target
visibility). MATLAB implementation available from authors upon request.
43
Chapter 3
Dynamic mechanisms of
visually-guided 3D motion
tracking
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Abstract
The continuous perception of motion-through-depth is critical both for navigation
and interacting with objects in a dynamic three dimensional (3D) world. Here we
used 3D tracking to simultaneously assess the perception of motion in all directions,
facilitating comparisons of responses to motion-through-depth to frontoparallel mo-
tion. Observers manually tracked a stereoscopic target as it moved in a 3D Brown-
ian random walk. We found that continuous tracking of motion-through-depth was
selectively impaired, showing different spatiotemporal properties compared to fron-
toparallel motion tracking. Two separate factors were found to contribute to this
selective impairment. The first is the geometric constraint that motion-through-
depth yields much smaller retinal projections than frontoparallel motion, given the
same object speed in the 3D environment. The second factor is the sluggish nature
of disparity processing, which is present even for frontoparallel motion tracking of
a disparity-defined stimulus. Thus, despite the ecological importance of reacting
to approaching objects, both the geometry of 3D vision and the nature of dispar-
ity processing result in considerable impairments for tracking motion-through-depth
using binocular cues.
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3.1 Introduction
The perception of motion-through-depth is crucial to human behavior. It provides
information necessary for tracking moving objects in the three-dimensional (3D)
world so that we can, for example, duck to avoid being hit. However, the percep-
tion of motion and depth are typically examined independently. Both have become
powerful model systems for investigating how information is processed in the brain
(Julesz, 1971; Newsome & Pare, 1988; Shadlen & Newsome, 2001). However, signif-
icantly less work has considered the perception of motion and depth as part of one
unified perceptual system for processing position and motion information from the
3D world.
In this study subjects continuously followed objects moving in a Brownian
random walk through a 3D environment. The target tracking task we employ here
provides a rich and efficient paradigm for examining visual perception and visually-
guided action in the 3D world (Bonnen et al., 2015). Manual tracking responses can
be collected at a much higher temporal resolution compared to the binary decisions
in trial-based forced choice psychophysics. Our previous work has demonstrated
that target tracking provides measures of visual sensitivity that are comparable to
those obtained using traditional psychophysical methods (Bonnen et al., 2015). This
prior work relied on the underlying logic that tracking should be more accurate for
a clearly visible target than for targets that are difficult to see. Here we extend
this logic to investigate 3D motion perception: tracking should be more accurate
for clearly visible motion than for motion that is more difficult to see. Tracking also
takes advantage of the natural human ability to follow objects in the environment.
Forced choice tasks typically require that subjects view a single motion stimulus and
make a binary decision about that motion, which they then communicate with a
button press or other discrete behavioral response that is often arbitrarily mapped
onto the visual perception or decision. While this traditional approach has yielded
much information about motion processing in the visual system, tracking allows us
to examine motion perception in finer temporal detail in the context of a task that
is also more natural for observers.
Our first experiment examined tracking performance for Brownian motion in
a 3D space. Subjects were instructed to track the center of a target (by pointing at it
with their finger) as it moved in a 3D Brownian random walk. Tracking performance
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was impaired for motion-through-depth relative to horizontal and vertical motion.
Thus the impaired processing of motion-through-depth observed in discrete, trial-
based tasks generalizes to naturalistic, continuous visually-guided behavior (Tyler,
1971; McKee et al., 1990; Nienborg et al., 2005; Brooks & Stone, 2006; Katz et al.,
2015; Cooper et al., 2016). Follow-up experiments isolated the sources of the deficits
for tracking motion-through-depth. Experiment II and III show that the deficit
is partially due to the geometry of motion-through-depth relative to an observer.
However, this did not account for the longer latencies for tracking motion-through-
depth compared to frontoparallel motion. We hypothesized that this remaining
difference was a signature of disparity processing (Wheatstone, 1838); previous work
has shown behavioral delays for static disparities and slower temporal dynamics
for neural responses (Braddick, 1974; Norcia & Tyler, 1984; Cumming & Parker,
1994; Nienborg et al., 2005). Experiment V examined whether the longer latencies
observed in Experiments I and II can be attributed to disparity processing. When
disparity processing was imposed on frontoparallel motion tracking using dynamic
random element stereograms, we found impaired tracking performance that better
matched the temporal characteristics of motion-through-depth tracking.
In summary, we found that the diminished performance in depth motion
tracking can be explained by a combination of two factors: a geometric penalty,
because 3D spatial signals give rise to 2D retinal signals (projections of the 3D
motion), and a disparity processing penalty, because the combination of signals
across the two eyes gives rise to different temporal dynamics.
3.2 General Methods
Observers
Three observers served as the subjects for all of the following experiments. All had
normal or corrected-to-normal vision. Written informed consent was obtained for
all observers in accordance with The University of Texas at Austin Institutional
Review Board. Observers were treated according to the principles set forth in the
Declaration of Helsinki of the World Medical Association. Two of the three observers
were authors, and the third (subject 3) was naive concerning the purposes of the
experiments.
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Apparatus
Stimuli were presented using a Planar PX2611W stereoscopic display. This dis-
play consists of two monitors (with orthogonal linear polarization) separated by a
polarization-preserving beam splitter (Planar Systems; Beaverton, OR). Subjects
wore simple passive linearizing filters to view binocular stereo stimuli. In all ex-
periments, subjects used a forehead rest to maintain constant viewing distance. In
Experiment V subjects were fully head-fixed using both a chin cup and a forehead
rest. Each monitor was gamma-corrected to produce a linear relationship between
pixel values and output luminance.
A Leap Motion controller was used to record the manual tracking data (Leap
Motion Inc.; San Francisco, CA). It uses two IR cameras and an infrared light source
to track the position of hands and fingers. This device collected measurements of
the (x,y,z) position of the observer’s pointer finger over time (see Appendix A for
an evaluation of the spatiotemporal characteristics of this device).
All experiments and analyses were performed using custom code written in
MATLAB using the Psychophysics Toolbox (Pelli, 1997; Brainard, 1997; Kleiner
et al., 2007). Subpixel motion was achieved using the anti-aliasing built into the
“DrawDots” function of the Psychophysics Toolbox. During trials, observers con-
trolled a cursor by moving their pointer finger above the Leap Motion controller.
The experiments were performed with observers sitting at a viewing distance of 85
cm, except the final experiment (Experiment V) in which viewing distance was 100
cm.
Stimuli
In all experiments, subjects tracked the center of a target as it moved in a random
walk, controlling a visible cursor with their finger. Each dimension of the random
walk (horizontal, vertical and depth) was defined as follows:
xt+1 = xt + wt, wt ∼ N (0, σ2) (3.2.1)
with time steps corresponding to .05 ms (20Hz). A trial consisted of 20 seconds of
tracking.
For Experiments I - IV, the target and cursor were luminance-defined circles
(61.5 cd/m2, .8◦ diameter; and 71.3 cd/m2, .3◦ diameter, respectively) on a gray
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background (52.4 cd/m2). Luminance was measured with a photometer (PR 655,
Photo Research; Syracuse, NY) through the beamsplitter and a polarizing lens. For
Experiment V the target was a disparity-defined square ( width = .8◦) created by
a dynamic random element stereogram (DRES) (Julesz & Bosche, 1966; Norcia &
Tyler, 1984). Both the target and the background were composed of Gaussian pixel
noise clipped at 3 standard deviations and set to span the range of the monitor
output (mean = 52.4 cd/m2, max = 102.8 cd/m2, min = 2.043 cd/m2; see Figure
3.12 for example). The cursor was a small red square (.1◦).
Looming and focus cues (i.e. accommodation and defocus) are both known
to be cues for motion-through-depth, but were not rendered in these stimuli. These
cues would have been very small for real-world versions of our stimuli (see the
General Discussion for more details).
Analysis
Each trial resulted in a time series of target and response positions. In order to
examine tracking performance, we calculated a cross-correlogram (CCG) for each
trial of the target velocity and the response velocity for the relevant directions
of motion (see e.g. Mulligan et al. 2013; Bonnen et al. 2015). A CCG shows
the correlation between the target and response velocities as a function of time
lag (horizontal offset between target and response time series). An average CCG
was computed per subject across all the trials in a condition. The CCGs loosely
resembled causal filters or impulse response functions. In fact, for a linear system
and white noise, the CCG is an estimate of the impulse response function.
The shape of the average CCG characterizes the overall latency and spa-
tiotemporal fidelity of the tracking response. Some basic features of these CCG
response functions, i.e. peak, lag, width, provide simple measures of performance
in each condition. The peak is the maximum correlation value. The lag is temporal
offset (s) at the peak correlation value. The width refers to the width of the CCG
at half the peak correlation (i.e. height). The lag provides a measure of response
latency while peak and width are related to the spatiotemporal fidelity. The median
was chosen as a summary statistic for these features. While the average CCG was
robust, outliers were observed on individual trials, particularly in low amplitude
conditions. In order to be consistent across all conditions in all experiments and
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avoid ad-hoc methods for excluding outliers, we chose to report the median of the
features (peak, lag, width).
For each condition the median and its 95% confidence intervals were esti-
mated via bootstrapping. A bootstrapped data set was generated by resampling
the original data set (e.g. the peaks for the horizontal direction for subject 1 in
Experiment I) with replacement. The median was calculated for that bootstrapped
data set. This was repeated N times (N = 1000). The median and 95% confidence
intervals of those N medians are reported (see Figures 3.3, 3.7, 3.9, 3.11, 3.14). In
many places the 95% confidence intervals may be hidden behind the data because
they are relatively small intervals.
We performed several planned comparisons of features across conditions in
our experiments. For these comparisons, the effect size (effectively a d’) was calcu-
lated on the medians:
|m1 −m2|√
s21 + s
2
2
(3.2.2)
where m1 and m2 are the medians of the respective conditions and s1 and s2
are the standard deviations. Because the data contained outliers and did not meet
the assumption of normality, we could not perform traditional Student’s t-tests for
these comparisons. To evaluate significance we sampled (N=100,000) to obtain the
distribution of differences between the medians in the two conditions in question.
We report the cumulative probability that the difference is <= 0 as our significance
value, where the difference is taken in the direction of the effect (effectively a 1-tailed
t-test for medians).
3.3 Experiment I. 3D Tracking
Observers tracked the center of a target as it moved in a 3-dimensional Brown-
ian random walk. Analysis of the resulting time series (target path and subject’s
response path) revealed a selective impairment for tracking motion-through-depth.
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Methods
In this experiment, observers were asked to track the center of a luminance-defined
stereoscopic target as it moved in a 3-dimensional Brownian random walk (σ = 1
mm) using their finger to control a visible cursor. Note that when referring to motion
in each of the three dimensions we will use the terms horizontal motion, vertical
motion, frontoparallel motion (referring to horizontal and/or vertical motion), and
motion-through-depth in order to remain consistent with existing literature. The
term 3D motion will refer more generally to motion in all directions. The cursor
motion was rendered to match the motion of the observer’s finger in space, such
that when the subject moved their finger one centimeter in a direction, the cursor
appeared to move one centimeter in that direction. Observers completed 50 such
trials in blocks of 10.
Each trial yielded a pair of x-y-z-time series: the position of the target in
3D space (i.e., the stimulus), and the position of the cursor (i.e., the observer’s
response). For each trial, we computed a cross-correlogram (CCG; see e.g. Mulligan
et al. 2013; Bonnen et al. 2015) of the target velocity and the response velocity for the
horizontal, vertical and depth components. We have reported the average across all
trials. In Experiment 1, the CCG functions are well fit by a skewed Gabor function
(e.g. Geisler & Albrecht 1995), a sine function windowed by a skewed Gaussian (a
Gaussian with two σ values, σ1 above the mean and σ2 below the mean):
f(t) = a ∗ e−
(t−µ)2
2σ21 ∗ sin (2piω ∗ (t− µ)) , t ≥ µ (3.3.1)
f(t) = a ∗ e−
(t−µ)2
2σ22 ∗ sin (2piω ∗ (t− µ)) , t < µ (3.3.2)
where t is the function domain; a is the amplitude, µ is the mean and the offset
of the sine wave, and σ1, σ2 are the standard deviations, σ1 for t ≥ µ and σ2 for
t < µ; for the sine function: ω is the frequency of the sine wave. The location
of this function’s maximum value (i.e. the lag) is equal to µ + σ21. The skewed
Gabor function was fit to CCGs using least squares minimization. The proportion
of the variance explained is used to measure the goodness of fit. This measure is
calculated by leave-one-out cross validation. All but one trial was used to perform
the fit, then the correlation between the left out trial and the fit is calculated This
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value is squared to find the variance explained. This is repeated 50 times, once for
each trial and the average is reported.
Results
Figure 3.1 shows tracking time series data for one subject from an example trial (20
seconds). Subjects were able to track the target (gray lines) in each of the cardinal
directions (relative to the observer): horizontal (left, blue), vertical (middle, red),
and depth (right, black).
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Figure 3.1: Example of data generated by target tracking. These data were taken
from a single trial completed by subject 1. Each subplot shows the position for a
particular cardinal direction (horizontal, vertical, and depth) over time. In every
panel the thick grey line represents the target position. The thinner line in each
panel represents the subject’s tracking response (horizontal - blue, vertical - red,
depth - black).
Figure 3.2 shows the mean CCGs (dots) and 95% confidence intervals (cloud)
for each of the three subjects, across all trials using the same color conventions as
Figure 3.1. Skewed Gabor functions were fit to the CCGs (see Methods for details).
The solid lines in Figure 3.2 correspond to the fits. The proportion of the variance
explained across subjects and cardinal directions ranges from 73% to 88% with an
average of 82% (see Appendix B: Table 3.1 for goodness of fit values per CCG).
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Figure 3.2: Experiment I – 3D tracking. Tracking motion-through-depth is impaired
relative to tracking frontoparallel motion. Average cross-correlograms (CCGs) are
plotted (dots) for all 3 subjects for horizontal (blue), vertical (red), and motion-
through-depth (black). The skewed-Gabor fits of those CCGs are plotted as solid
lines. Here and in similar figures to follow, error clouds represent 95% confidence
intervals on the data, though these error clouds are often not distinguishable from
the data and/or fits. Notice the pronounced difference in tracking performance
between frontoparallel motion (horizontal/vertical) and motion-through-depth.
All subjects show a significant impairment for tracking motion-through-depth
compared to horizontal and vertical motion. In particular, the depth CCG for each
subject has a decreased peak correlation, increased lag (of that peak correlation)
and increased width (at half-peak) compared to either of the frontoparallel CCGs
(horizontal and vertical). The differences in these features indicate a longer response
latency and decreased spatiotemporal precision for tracking motion-through-depth
in Experiment I.
Figure 3.3 shows the median lag (first row), peak (second row) and width
(third row) for the horizontal, vertical, and depth CCGs for each observer (error
bars indicate 95% confidence intervals, see General Methods for how these features
are computed). We compared the features of motion-through-depth tracking per-
formance to horizontal motion tracking performance to confirm our previous obser-
vations that the depth motion CCGs exhibit increased lags, decreased peaks, and
increased widths (p<1e-5 across all comparisons; see Table 3.2 for effect sizes and
significance values). These differences are indicative of decreased performance in
tracking motion-through-depth across all features.
While there are differences between horizontal and vertical tracking CCGs,
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they are all relatively small and idiosyncratic to the observer. For example, notice
that S1 shows a slightly lower peak and longer lag for vertical tracking as compared
to horizontal. Informally we have observed that these individual differences are
relatively stable across time and experimental condition (over the course of 2-3
years of experiments in our lab). However, our primary interest is in the general
differences in performance between frontoparallel and depth tracking. Therefore
we take horizontal tracking to be representative of frontoparallel tracking for the
purposes of comparison.
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Figure 3.3: Summary of features of tracking performance in Experiment I, calcu-
lated from CCGs shown in Figure 3.2. Features (top panel - lags; middle panel -
peaks; lower panel - width at half peak) indicate consistently better performance
(shorter lags, higher peak correlation values, and smaller CCG widths) for tracking
frontoparallel motion as compared to motion-through-depth for a target moving in
a Brownian random walk. Bar height indicates median values and error bars show
95% confidence intervals.
Discussion
In Experiment I, observers tracked a target as it moved in a 3-dimensional Brownian
random walk. Observers showed impaired tracking performance for tracking the
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motion-through-depth compared to the frontoparallel components of motion.
Two potential explanations for this relative impairment are: 1) The ego-
centric geometry of motion-through-depth results in a smaller signal-to-noise ratio
(i.e. the size of the visual signals are much smaller for motion-through-depth vs.
frontoparallel motion); and 2) The perception of motion-through-depth involves
additional mechanisms in order to make use of binocular signals (e.g. interocu-
lar velocity differences, changing disparities). Those additional mechanisms have
different spatiotemporal signatures in the context of tracking.
The following experiments examine the contribution of these two explana-
tions to the impairment of motion-through-depth tracking, with Experiments II-IV
focused primarily on the ramifications of geometry and Experiment V focused on
the role of disparity processing.
3.4 Experiment II. Geometry of 3D motion as a con-
straint on motion-through-depth tracking perfor-
mance
The magnitude of the retinal signal resulting from an environmental motion depends
on the direction of the motion relative to the observer (see Figure 3.4). In fact, when
the viewing distance is large relative to inter-pupillary distance (allowing the small
angle approximation), frontoparallel motion and a motion-through-depth result in
retinal projections with a relative size of ∼ 1 : ipdd , where d is viewing distance
and ipd is interpupillary distance. This approximation assumes that the viewing
distance is large compared to the interpupillary distances (d >> ipd) and that
x ≈ 0 – both are true during the motion-through-depth condition of the following
experiment (d=85cm, ipd=6.5cm, x=0). The ratio is calculated by similar triangles,
as shown in the diagram in the middle panel of Figure 3.4. For this experiment
the ratio is 1 : .08, meaning the motion-through-depth signal is less than 10% of
frontoparallel signal. This geometric reality greatly reduces the signal-to-noise ratio
(SNR) for tracking motion-through-depth. We examined the ramifications of this
geometry in two ways: 1) a set of simulations that used a Kalman filter observer
and manipulated signal size and 2) a set of experiments that manipulated signal size
for frontoparallel motion tracking and then compared it to motion-through-depth
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Figure 3.4: Frontoparallel motion and depth motion produce differently sized reti-
nal signals. (Left Panel) For an environmental motion vector that remains the same
size regardless of direction, the magnitude of the resulting motion on the retina
(measured as the absolute angular difference, i.e. the difference between the grey
line and the black/blue lines) is smaller for motion-through-depth (black) than for
horizontal motion (blue). (Middle Panel) The approximation of the ratio of the size
of the retinal projections for frontoparallel motion vs motion-through-depth is cal-
culated by similar triangles, making the assumption that d >> ipd and x=0. From
this diagram we see that ipdd =
xproj
z . Let z = 1, then xproj =
ipd
d . (Right Panel)
The magnitude of the motion on the retina (retinal angle, black line) is periodic
over the environmental motion direction (left/right are large and towards/away are
small). Arrows show the two cases illustrated in the far left panel.
For this set of experiments/simulations and all remaining experiments, we
shift to reporting σ in arcminutes, because we are now concerned with size of the
motion falling on the retina and this is traditionally reported in degrees (or arcmin-
utes) of visual angle. The standard ratio used to convert from mm of motion on the
screen to arcminutes is simply: 60 ∗ 2 ∗ atand( v2d), where atand is the arctangent in
degrees, v is the motion on the screen, and d is the viewing distance.
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Kalman filter observer
We simulated tracking at different signal sizes using a Kalman filter observer (ideal
observer for the behavioral tracking paradigm; Baddeley et al., 2003; Bonnen et al.,
2015). It makes a set of testable predictions for how manipulating SNR should affect
measures of performance (e.g. CCGs, peak, lag, and width).
Two equations form a simple linear dynamical system: the random walk of a
stimulus (x1:T , see equation 3.2.1) and the corresponding noisy observations (y1:T )
of an observer:
yt = xt + vt, vt ∼ N (0, R) (3.4.1)
where xt is a target position, yt is the noisy observation of xt, σ
2 is the parameter
that controls the motion amplitude of the stimulus, R is the observation noise vari-
ance, and vt corresponds to a random variable drawn from N (0, R) at time t. (See
appendix of Bonnen et al., 2015 for additional details). In this formulation
√
σ2
R is
the signal-to-noise ratio. The Kalman filter provides an optimal solution for esti-
mating xt given y1:t, σ
2 and R. Using the Kalman filter as an observer, we simulated
responses to a random walk with different values of σ while R remained fixed, effec-
tively manipulating the SNR. Figure 3.5 summarizes the results of this simulation.
The values of σ were chosen to correspond to those in Experiment II (below). R was
set to 200 arcminutes so that the CCG in the maximum SNR condition had a peak
response comparable to the empirical results observed in Experiment II (below).
Changing σ systematically changes the optimal Kalman gain (K) which specifies
how much a new noisy observation is weighted relative to the previous estimate.
The CCGs reflect those changes in the optimal Kalman gain, showing a decreased
peak correlation (see lower middle panel of Figure 3.5) and increased width of the
CCG (see lower right panel of Figure 3.5). The lag is unaffected (see lower left panel
of Figure 3.5.)
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Figure 3.5: Performance of a Kalman filter observer. (Upper Left Panel) The change
in the optimal Kalman gain (K) as a function of motion amplitude (σ). Larger
values of σ result in larger values of K which results in a higher weighting of new
observations. (Upper Right Panel) Average CCGs were calculated for simulated
Kalman filter observer responses at each of the values of σ. (Lower Left Panel)
Crucially, lag was independent of sigma. (Lower Middle Panel) Higher values of
σ resulted in higher peak correlations indicating a higher spatiotemporal fidelity.
(Lower Left Panel) Higher values of sigma resulted in lower widths at half height,
indicating a higher temporal precision in the response.
Changes in SNR due to geometry predict some of the differences between
frontoparallel motion tracking and motion-through-depth tracking observed in Ex-
periment I: a drop in the CCG peak and an increase of the width of the CCG, but
not the change in lag. The following experiment examines the effects of manipu-
lating SNR on human performance, compares human performance to the Kalman
filter observer, and makes a comparison between tracking frontoparallel motion and
motion-through-depth.
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Methods
As in Experiment I, observers tracked the center of the target using their finger to
control the cursor. A trial consisted of 20 seconds of tracking the target. In this
experiment, observers always tracked 1-dimensional Brownian random walks as in
Equation 3.2.1. We manipulated σ, thus controlling the distribution of the size of
the motion steps across blocks of trials.
There were 2 distinct conditions: frontoparallel motion tracking and motion-
through-depth tracking. In the frontoparallel motion tracking, observers tracked
the target as it moved left and right on the x-axis. The motion corresponded to a
one dimensional Brownian random walk at σ = 4.04, 2.02, 1.01, .51, .25 arcminutes;
or in pixels at σ = 3.49, 1.75, 0.87, 0.44, 0.22 – well within the subpixel capabilities
of the Psychophysics Toolbox. Cursor responses were also confined to the x-axis.
In the motion-through-depth tracking, observers tracked the target as it moved
back and forth along the z axis. The horizontal projections of the depth motion
corresponded to a one-dimensional Brownian random walk at σ = .51 arcminutes.
Cursor responses were confined to the z-axis.
The geometry of the stimulus/cursor was drawn to match the observers’
motion in space, such that when the subject moved their finger one centimeter in a
direction, the cursor appeared to move one centimeter in that direction. Observers
completed 20 trials in blocks of 10 at each value of σ (indicated previously). The
experiment was block-randomized.
Results
Figure 3.6 summarizes the results from this set of experiments in the form of CCGs,
while Figure 3.7 plots the lags (top row), the peak correlations (middle row), and
the width-at-half-peak (bottom row) for each condition.
Frontoparallel motion tracking: Tracking performance decreases with
decreasing motion amplitude, as evidenced by the systematic changes in the CCGs
(blue) in Figure 3.6. This manifests specifically as an increased peak and decreased
width for an increased σ, with little to no change in the lags (slopes reported in Table
3.3). The changes to frontoparallel motion tracking performance with the manip-
ulation of SNR are inconsistent with the impaired motion-through-depth tracking
found in Experiment I in important ways: 1) Decreasing motion amplitude does
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Figure 3.6: Experiment II – Manipulating motion amplitude demonstrates that im-
pairments to motion-through-depth tracking are not purely the result of the smaller
SNR. Average CCGs for frontoparallel motion tracking across the 5 different mo-
tion amplitudes are shown in blue. Decreased motion amplitude results in decreased
tracking performance, primarily manifesting as a decreased peak, with no apprecia-
ble change in lag. These behavioral results are comparable to the predictions made
in the simulations (see Figure 3.5). The average CCG for the motion-through-depth
tracking condition is shown in black. Motion-through-depth tracking performance
has an obviously increased lag compared to frontoparallel motion tracking perfor-
mance; i.e. the peak of the depth CCG is right-shifted compared to the frontoparallel
CCGs. The motion amplitude in the motion-through-depth condition matches the
2nd smallest motion amplitude in the frontoparallel motion conditions. However,
for subjects 1 and 2 the peak of the depth CCG does not match the peak of the
frontoparallel condition with comparable motion amplitude. The peak of the depth
CCG is actually more consistent with a higher motion amplitude. Error clouds
represent 95% confidence intervals on the data.
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not shift the lag of responses; and 2) The horizontal projections corresponding to
motion-through-depth tracking in the original experiment have a σ of ∼ .25 arcmin-
utes. Performance tracking motion-through-depth in Experiment I, as measured
by peak correlation (medians of .17, .14 and .18 for each subject respectively) is
better matched by higher σ values in the frontoparallel motion tracking condition
experiment.
Relationship of results to Kalman observer The observed behavioral
changes with the manipulation to SNR are consistent with those predicted by the
Kalman observer: little change in lag, a drop in the CCG peak and an increased
CCG width (see Figures 3.5, 3.6, and 3.7). We should note that the simulations
predict a stronger relationship between width and sigma value, than we have re-
ported. We believe that this is largely due to limitations in the Kalman filter as
an ideal observer of human behavior. Human observers do not have perfect signal
transmission of position/motion through the visual system. Previous work has de-
scribed monocular/binocular temporal filters that would impart some of the features
observed in our CCGs, particularly the negative lobes (Neri, 2011; Nienborg et al.,
2005). This difference in shape due to temporal filters would likely have an effect
on our measures of width.
Motion-through-depth tracking: Subjects performed an additional motion-
through-depth tracking condition in order to generate data directly comparable to
the frontoparallel motion tracking condition in this experiment, i.e. visual signal
size matched the second smallest motion amplitude condition performed during
frontoparallel motion tracking (σ = .51 arcminutes). This CCG corresponding to
this condition is plotted in black in Figure 3.6. The motion amplitude of this con-
dition makes it directly comparable to the frontoparallel condition marked by the
second lightest blue in Figures 3.6 and 3.7. We compared the peak, lag and width
of the CCGs for these two conditions (see Appendix B, Table 3.4 for effect sizes and
significance values). Again, motion-through-depth tracking performance exhibits an
increased lag not present in the frontoparallel motion tracking (p<1e-5). For sub-
jects 1 and 2, the peak correlation for motion-through-depth tracking was better
matched by a higher value of σ in the frontoparallel motion condition (p<1e-5), but
for subject 3 there was no significant difference (p=.07).
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Figure 3.7: Summary of features of tracking performance for frontoparallel motion
tracking and motion-through-depth tracking shown in Figure 3.6. Color corresponds
to condition, error bars indicate 95% confidence intervals, and the lines correspond
to least squares fits of the frontoparallel data. (Top Row) Median lags, (Middle
Row) median peak correlations, and (Bottom Row) median width values for all 3
subjects. Peak correlation increases as a function of σ. Lag changes very little.
Width has a negative relationship with σ. See Appendix B, Table 3.3 for slope
values. With one exception (subject 3, peak), the point corresponding to depth
tracking is clearly afield from the line describing the frontoparallel data.
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Discussion
Changing motion amplitude (as we have done in this experiment) is in essence
changing the range of retinal signal sizes and thus the overall SNR, given some fixed
level of internal noise. Tracking performance (as measured by peak, i.e. spatial
fidelity) does decrease with decreasing motion amplitude and it is reasonable to
conclude that the difference in visual signal size contributes to the impairment to
motion-through-depth tracking.
However, a direct comparison of frontoparallel motion and motion-through-
depth tracking performance when visual signal size is equivalent (at σ = .51 ar-
cminutes) revealed substantial differences in performance. Motion-through-depth
tracking had an increased latency and for some subjects different spatial fidelity.
Based on these results, we conclude that the impairment to tracking depth motion
observed in Experiment I is not completely explained by the difference in visual
signal size due to geometry.
Experiment III and IV address concerns about whether differences in perfor-
mance are due to differences in motor control. Experiment III changes the cursor
motion in the frontoparallel motion condition so that it matches the cursor motion
to visual signal size ratio of the motion-through-depth condition. This accounts
for much of the remaining difference in the spatial fidelity of the tracking response.
Experiment IV examines whether physical differences in arm motion direction play
a significant role in tracking performance.
3.5 Experiment III. Frontoparallel cursor motion con-
sistent with motion-through-depth tracking
The one component of the geometry not equivalent across frontoparallel motion
tracking and motion-through-depth tracking in Experiment II was the cursor gain.
We intentionally drew the cursor to match the observers’ motion in space, so that
when the subject moved their finger one centimeter in a direction, the cursor ap-
peared to move one centimeter in that direction. Consider the motion-through-depth
and frontoparallel motion conditions where retinal motion amplitude was equivalent
(σ = .51′). Because retinal signals of equal size result in much larger environmental
motions in depth, subjects had to move more on average in the motion-through-
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depth conditions. That difference in movement also provides finer control of the
cursor and may cause delays during depth motion tracking. In this experiment,
subjects performed frontoparallel motion tracking using a cursor with the same gain
as motion-through-depth tracking (i.e. larger finger motion was required).
Methods
As in Experiment II, observers tracked the target as it moved in a one-dimensional
Brownian random walk along the x-axis (at σ = .51 arcminutes). Like the regu-
lar frontoparallel motion tracking condition, cursor responses were confined to the
x-axis. However, the gain of the cursor motion was set to match the gain associ-
ated with motion-through-depth tracking, such that a larger motor movement was
required to produce a relatively small cursor movement. Each subject completed 20
trials in this condition.
Results
Changing the cursor gain to match the visual signal size does have an impact on
tracking performance. Figure 3.8 illustrates that frontoparallel, gain-corrected track-
ing performance more closely resembles motion-through-depth tracking (replotted
in black) than frontoparallel tracking only (see Figure 3.6 for reference).
Figure 3.9 shows the remaining differences between performance for motion-
through-depth tracking versus gain-corrected, frontoparallel motion tracking. Even
in the gain-corrected frontoparallel motion tracking, there was still a difference in
lag compared to motion-through-depth tracking, while the difference in CCG peak
height diminished substantially. The CCG width only remained significantly differ-
ent only in the case of subject 1.
Discussion
The impaired performance in motion-through-depth tracking originally demonstrated
in Experiment I is partially explained by geometry as illustrated in Experiments II
and III. However there remains at least an unexplained lag (or increased latency)
in the motion-through-depth tracking response. One possibility that must be elim-
inated is that this temporal delay is simply due to motor differences between fron-
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Figure 3.8: Experiment III – Cursor motion consistent with visual signal size (i.e.
gain-corrected) still cannot account for the difference in latency for motion-through-
depth tracking. The average CCG for the condition with gain-corrected cursor mo-
tion is shown in brown. The average motion-through-depth tracking CCG from Ex-
periment II (see Figure 3.6) is replotted in black for each subject. Error clouds rep-
resent 95% confidence intervals on the data. The gain-correction accounts for some
of the difference between frontoparallel motion and motion-through-depth tracking
seen in Experiment I. However, there remains a increased lag for motion-through-
depth tracking (p<1e-3 for all subjects; see Appendix B, Table 3.5).
toparallel motor movements (left, right, up, down) and depth motor movements
(forward and backward).
3.6 Experiment IV: Frontoparallel Cursor Motion and
Cursor Control Consistent with Motion-Through-
Depth Tracking
During tracking, subjects move their finger left and right, up and down, and back
and forth. Each of the cardinal directions is tied to one of these arm/finger motions.
It is possible that some or all of the latency differences are due to the different
motor demands of moving the arm/finger back and forth. In order to determine the
contribution of these motor differences, subjects performed a frontoparallel motion
tracking task in which we manipulated whether a subject controlled XY cursor
motion with XY finger motion (as in all the previous experiments) or controlled XY
cursor motion with XZ finger motion (as one does when using a mouse or trackpad
where motion towards the screen moves the cursor up the screen).
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Figure 3.9: Summary of features of tracking performance for gain-corrected fron-
toparallel motion tracking and motion-through-depth tracking. (Top Panel) Me-
dian lags, (Middle Panel) peak correlations, and (Bottom Panel) median widths, for
motion-through-depth (black), and gain-corrected frontoparallel (brown) tracking
for each of the subjects. A pronounced and consistent difference in lags remains
between motion-through-depth tracking and frontoparallel motion tracking. In the
case of peak correlation and width, corrected gain accounts for the majority of the
difference. Error bars represent 95% confidence intervals.
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Figure 3.10: Experiment IV: Manipulating the finger motion axis (XY vs XZ) cannot
account for the difference between frontoparallel and motion-through-depth track-
ing. Average CCGs are shown for XY motion tracking using XY finger motion (solid
lines) and using XZ finger motion (dashed lines) where the horizontal motion CCGs
are in blue and the vertical motion CCGs are in red. The average depth CCG from
Experiment I is replotted in black for convenient comparison. Error clouds represent
95% confidence intervals on the data.
Methods
Observers tracked the target as it moved in a two-dimensional Brownian random
walk (σ = 4.04 arcminutes) in xy-space. Cursor responses were confined to the x
and y axes. In the XY condition, finger motion along the y-axis controlled cursor
motion on the y-axis. In the XZ condition, finger motion along the z-axis controlled
cursor motion on the y-axis. Each trial was 20 seconds and two observers performed
50 trials in each condition.
Results
Average CCGs were calculated for the horizontal and vertical motion (see Figure
3.10). Note that subject 1 shows nearly identical performance across the two con-
ditions. The main question here is whether the motor demands of moving forward
and backward could result in the impairments observed in Experiment I. Thus, the
main comparison here is between/ the vertical motion - XZ tracking performance
and the motion-through-depth tracking.
Features of tracking performance are calculated for motion-through-depth,
vertical - XZ, and vertical - XY. The comparison of interest is between vertical -
XZ and motion-through-depth, but vertical - XY is provided for reference. The
comparison between features of vertical - XZ tracking and motion-through-depth
68
0.0
0.2
0.4
0.6
tim
e 
(s
)
Lag
0.0
0.1
0.2
co
rre
lat
ion
Peak
subject:  1 2 3
0.0
0.2
0.4
tim
e 
(s
)
Width (at half peak)
vertical (xy)
motion-through-depth vertical (xz) 
Figure 3.11: Summary of features of tracking performance from depth (black), verti-
cal - XZ (light red), and vertical - XY (red) CCGs pictured in Figure 3.10. Features
(top panel - lags; middle panel - peaks; lower panel - width at half peak) indi-
cate consistent difference between motion-through-depth tracking and vertical - XZ
tracking. Bar heights indicate median values and error bars show 95% confidence
intervals.
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tracking performance demonstrates large differences in tracking performance for
most features/subjects (see Table 3.6). Again, there is a consistent difference in the
lags.
Discussion
Tracking XY motion in XZ does not account for the huge differences in lags between
frontoparallel motion and motion-through-depth tracking observed in Experiment I.
The largest difference remaining between motion-through-depth tracking and fron-
toparallel motion tracking is that disparity computations are required to perform
the motion-through-depth tracking. We hypothesized that the remaining response
delay for motion-through-depth tracking in Experiment III is the consequence of
disparity processing. This hypothesis is explored in Experiment V.
3.7 Experiment V. Disparity processing as a constraint
on motion-through-depth tracking performance
Previous experiments cannot entirely account for the difference between frontoparal-
lel motion tracking and motion-through-depth tracking performance. The remaining
difference is primarily in the latency of the tracking response. However, frontopar-
allel motion tracking does not require processing of binocular signals, e.g. binocular
disparities or IOVDs. In this experiment we imposed disparity processing on fron-
toparallel motion tracking. Subjects tracked disparity-defined target created by a
dynamic random element stereogram as it moved in a 3-dimensional random walk.
We also applied what was learned in Experiment II and III, adjusting the amplitude
of the depth motion to increase its visual signal size, and matching the cursor gain
across directions.
Methods
In this experiment, observers were asked to use their finger to track the center of
a disparity-defined square target created by a dynamic random element stereogram
(DRES, see General Methods), using a cursor (small red luminance square). The
geometry of the stimulus/cursor was drawn as in Experiment III, so that the ge-
ometry of the cursor motion was matched across frontoparallel and depth motion
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according to visual signal size. A trial consisted of 20 seconds of tracking the target
as it moved in 3-dimensional Brownian random walk (σ = 2.02′ in horizontal and
vertical dimensions, σ = .79′ in depth). The size of σ for depth was adjusted per
subject, so that the average CCG height matched, however σ was the same for all
three subjects. Observers completed 30 trials in blocks of 10.
Figure 3.12: Example of the Dynamic Random Element Stereogram (DRES) stim-
ulus. The target was constrained to be in front of the background. Both the target
and the background were composed of Gaussian pixel noise that updated at 60Hz.
Results
Figure 3.13 summarizes the results from this experiment. Average CCGs are shown
for frontoparallel motion and depth motion directions. The latency difference present
previously is now negligible. The amplitude adjustment required to match the CCG
peak height was a ratio of 1:6 for frontoparallel vs. depth. This is much smaller
than ∼1:15.4 predicted by the size of the disparity signal alone (1 : distanceipd , where
viewing distance was 100cm and ipd was 6.5cm).
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Figure 3.13: Experiment V – Imposing disparity processing on frontoparallel motion
results in performance similar to motion-through-depth. Average CCGs for fron-
toparallel motion (blue) and motion-through-depth (black) during DRES tracking.
Error clouds represent 95% confidence intervals on the data. The latency difference
between the frontoparallel motion and motion-through-depth CCGs is negligible, or
reversed (subject 3; see Table 3.7).
Figure 3.14 shows the peak, lag and widths for frontoparallel and depth
motion. The lags for all subjects are either not significantly different or reversed, the
peaks are not significantly different (by design) and the widths are not significantly
different for subject 2 (see Table 3.7 for effect sizes and significance).
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Figure 3.14: Summary of features of tracking performance from depth (black) and
frontoparallel (blue) CCGs pictured in Figure 3.13. Bar heights indicate median
values and error bars show 95% confidence intervals. Features (top panel - lags;
middle panel - peaks; lower panel - width at half peak) are similar across motion-
through-depth tracking and frontoparallel tracking. In particular the latency differ-
ence between frontoparallel motion tracking performance and motion-through-depth
tracking performance is negligible or reversed (See Table 3.7).
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Discussion
By creating a disparity-defined target we imposed binocular disparity processing on
frontoparallel motion tracking and removed monocular cues and interocular velocity
differences as potential sources of information. This resulted in nearly matched
latencies between frontoparallel motion and motion-through-depth tracking.
Although motion-through-depth amplitude had to be adjusted to better
match the CCG peak height across directions, it did not have to be adjusted as
much as is predicted by the geometry of visual signal size. It is possible that motion
along the depth axis is privileged in disparity processing (see General Discussion).
3.8 General Discussion
Our primary finding was that tracking performance involves an impairment for the
perception of motion-through-depth relative to frontoparallel motion. This is con-
sistent with limitations found for vergence vs. version responses during eye tracking
of visual targets (Mulligan et al. 2013; see their Figure 4), demonstrating that this
perceptual impairment is still present in the much ‘quicker’ oculomotor plant. After
accounting for differences in visual signal size, this impairment to the perception
of motion-through-depth is primarily a temporal difference, a lag in the response,
which is attributed to disparity processing.
Throughout the course of this paper, we have examined and directly com-
pared frontoparallel motion and motion-through-depth tracking performance. How-
ever the data in Experiment I was collected for target/cursor motion in all directions,
not for the cardinal directions in isolation. The choice to perform the CCG analysis
on the cardinal directions was an arbitrary one in many respects. We can describe
the tracking performance in greater detail by systematically calculating a CCG for
axes of motion along the sphere of possible directions. Figure 3.15 shows such an
analysis for subject 1. The CCGs are calculated at 5◦intervals around the XY, XZ,
and YZ planes. Then the CCGs are plotted as a heatmap in polar coordinates
where θ is the direction of motion the CCG was calculated on and ρ is the lag. The
main 3D heatmap shows CCGs from the XY, XZ, and YZ planes simultaneously.
The smaller 2D heatmaps show the analysis on each of the 3 planes. Note that this
analysis is sign-invariant and thus there is 180◦rotational symmetry.
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The peaks of the CCGs on the 2D heatmaps form visible ‘rings’. These
rings are fairly circular for the XY (frontoparallel) plane, i.e. frontoparallel motion
tracking. This is unsurprising given the relative consistency between the previously
calculated vertical and horizontal CCGs. The bottom two rows show the same anal-
ysis for the YZ (sagittal) plane and the XZ (horizontal) plane. The elliptical nature
of these heat maps clearly demonstrate the difference in depth vs frontoparallel while
also revealing the the progression of tracking characteristics in between.
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Figure 3.15: Tracking performance across many directions. Here we show an anal-
ysis of tracking performance extended to all possible motion directions for subject
1. (Upper Left) The CCGs for the cardinal motion directions are replotted from
Experiment I, Figure 3.2. (Upper Right) A schematic of the tracking paradigm in
Experiment 1. A subject tracks a circular target, reporting its position by control-
ling a cursor with their pointer finger. (continued on the next page)
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Figure 3.15: (continued) (Lower) At the center, the main 3D heatmap shows CCGs
from the xy, xz, and yz planes simultaneously, where the gray scale axis represents
correlation, θ is the direction of motion, and ρ is the lag (See text for additional
details). We also show the full CCG heatmap for each plane: xy, xz, and yz. Note
the elongation of the peak correlation ridge near the z axis, and the presence of
negative lobes on the xy plane, but not along the z direction in the other two
planes.
Frequency-domain analysis of 3D motion tracking
Here we re-examined the results of Experiment I in the frequency domain. The
frequency domain responses was computed on a trial-by-trial basis, and the result-
ing amplitude and phase responses were averaged within subject and condition to
yield mean gains and phase lags as a function of temporal frequency. Figure 3.16
summarizes this analysis as a Bode plot for each of the three subjects. The top
row shows the response gain as function of frequency and the bottom row the phase
(absolute, unwrapped) as a function of frequency.
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Figure 3.16: Bode plots showing the responses of the three subjects (columns) in the
temporal frequency domain. The top row shows response gain and the bottom row
shows response phase, both as a function of frequency. Consistent with the time-
domain cross-correlation analysis, all subjects show a larger response lag for motion-
through-depth tracking relative to frontoparallel tracking (bottom row). Moreover,
response gain is higher for frontoparallel tracking above around 1.5 Hz and, for two
of the three subjects, response gain for motion-through-depth tracking peaks at a
lower temporal frequency than does that for frontoparallel tracking. Shaded regions
show bootstrapped 95% confidence intervals.
Recall that the stimulus motion was a Brownian random walk in position
and Gaussian white noise in velocity. Thus the stimulus velocities were also Gaus-
sian white noise in the frequency domain. Although all frequencies are equally
represented in the stimulus, the analysis presented in Figure 3.16 demonstrates that
subjects primarily track the low frequencies and that this is even more pronounced
for motion-through-depth tracking compared to frontoparallel tracking. Note also
the consistently larger phase lags for motion-through-depth tracking where reliable
responses were obtained. This result is supported by previous psychophysical and
electrophysiological work that demonstrated poorer temporal resolution for dispar-
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ity modulation (Norcia & Tyler, 1984; Lu & Sperling, 1995; Nienborg et al., 2005)
compared to contrast modulation (Kelly, 1971; Kelly, 1976; Hawken et al., 1996;
Williams et al., 2004). Furthermore, the inability to track higher frequency modu-
lations also provides a reasonable explanation for why the correlation values in the
reported CCGs are overall quite low.
The role of visual signal size in motion-through-depth tracking per-
formance
Experiment II explored the role of visual signal size and SNR in tracking performance
by manipulating frontoparallel motion and motion-through-depth tracking so that
they had matched visual signal size. We concluded that subjects’ depth tracking
performance had an increased latency and an improved spatial fidelity (for 2 of
3 subjects) compared to the frontoparallel condition (see Figure 3.7). A follow-
up experiment (III) suggested that the observed spatial improvement was actually
related to the gain on cursor control, leaving just a latency difference between the
characteristics of motion-through-depth tracking and frontoparallel motion tracking.
It is surprising that the overall spatial fidelity of motion-through-depth track-
ing performance and frontoparallel motion tracking performance is approximately
equal (after we account for the differences of geometry). Classical demonstrations
of “stereomotion suppression” Tyler (1971) led us to expect that subjects should
show spatial fidelity deficits in motion-through-depth tracking performance relative
to frontoparallel. However the differences in our experimental task provide an ex-
planation. In Tyler (1971), subjects set the amplitude of a sinusoidal motion at the
threshold of their perception. The moving bar oscillated sinusoidally either in depth
or horizontally about a reference. Thresholds were consistently higher for depth
motion across all frequencies, i.e. two eyes were less sensitive than one at threshold.
Thresholds for frequencies above .5 Hz were consistently between .2 and .8 arcmin-
utes. Similar threshold ranges have been found for static disparities (Badcock &
Schor, 1985), which may be a better comparison since our motion stimulus is not a
single sinusoid. In our experiment, subjects tracked a target moving in all directions
with a visible cursor. They were instructed to keep the cursor center on the target
in all dimensions (or one, depending on the condition). We examined distribution
of disparity between the target and the cursor (see Figure 3.17) during the motion-
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through-depth tracking task in Experiment II. Given a conservative threshold of 50
arc seconds (Tyler, 1971; Badcock & Schor, 1985), a high proportion of the trials are
spent with the target and the cursor at supra-threshold relative disparities (83%,
86%, 84% for each subject respectively). This high proportion of supra-threshold
disparities provides a plausible explanation for why we do not observe the deficits
that might be predicted by previous work on disparity processing.
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Figure 3.17: Histogram of relative disparity between target and cursor at each time
step (.1667s) across all motion-through-depth tracking trials (see Experiment II)
for each of the subjects. Given a conservative estimate of disparity threshold (50
arcsec), these histograms demonstrate that subjects spent a high proportion of the
trials (83%, 86%, 84% for each subject respectively) with the target and the cursor
at supra-threshold relative disparities.
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Potential cue-conflicts: Accommodation, defocus and looming
There are several known cues for motion-through-depth which have not been ren-
dered for these experiments (accommodation, defocus and looming). The absence of
these cues has the potential to cause cue-conflict for motion-through-depth stimuli.
However, based on further analysis of the results and comparisons to the perceptual
thresholds for those cues, the presence of cue-conflicts is unlikely.
Figure 3.17 demonstrates that the bulk of relative disparities in our experi-
ment were between -10 and +10 arcminutes, or roughly -.05 to +.05 diopters. Ac-
commodation thresholds are conservatively ∼0.1D (Wang & Ciuffreda, 2006). Given
the relative disparities between the cursor/target, and the assumption that during a
trial subjects were looking at the target or the cursor (or somewhere in between), we
can conclude that the majority of the time accommodation cues were sub-threshold.
Similarly, the depth of field of the eye is typically reported as between 0.1D and 0.5D
(Walsh & Charman, 1988) and thus the range of predicted disparities is well below
that threshold.
In the case of looming, the extent of the motion relative to viewing distance
is quite small. The maximum extent in depth (either towards or away) is 5 cm
from the starting point; the mean is 2.4 cm. This translates to a maximum change
in target size of 3.1 arcminutes and a mean of 1.5 arcminutes over the course of a
20 second trial. The change per stimulus update (20 Hz) was smaller: a maximum
of .4 arcminutes, mean of .2 arcminutes. Looming has been studied primarily with
stimuli moving in a sinusoid. Motion-through-depth based on looming cues alone
are detectable when the amplitude of the oscillations are .5-2 arcminutes, depending
on the frequency (Regan & Beverley, 1979). While the change over the course
of the trial is in the perceptible range, the individual stimulus updates are not.
Furthermore, our stimuli moved in a random walk, resulting in a looming cue that
lacked a consistent change in size over time, which would probably result in higher
thresholds for detection.
Binocular cues for perception of motion-through-depth
With the results of Experiments I-IV in mind, we considered the remaining impair-
ment, which was primarily a difference in response latency. Even after accounting
for the geometry inherent in depth motion, the perception of motion-through-depth
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appears to involve binocular mechanisms that exhibit different spatiotemporal sig-
natures in the context of tracking.
Experiment V examined the role of disparity processing (a binocular mecha-
nism) in tracking. We generated a disparity-defined target using a Dynamic Random
Element Stereogram (DRES) (Julesz & Bosche, 1966; Norcia & Tyler, 1984). Im-
posing disparity processing on frontoparallel motion tracking removed the latency
differences between frontoparallel motion and motion-through-depth tracking, sug-
gesting that the latency difference is a signature of binocular disparity processing.
Psychophysical and electrophysiological work has shown a poor temporal
resolution for disparity modulation (Norcia & Tyler, 1984; Nienborg et al., 2005)
compared to contrast modulation (Kelly, 1971, 1976). Psychophysical work on static
disparities also shows evidence for a temporal delay (>100ms) for binocular dispar-
ity processing (Neri, 2011). Nienborg et al. (2005) provides an explanation for the
poorer temporal resolution in processing binocular disparities that explains both
the behavioral and neuronal temporal resolution deficits observed in previous work.
Though the differences in temporal resolution between disparity modulation and
contrast modulation apppears to suggest separate mechanisms for disparity tuning
and contrast tuning, they can be explained by a binocular cross-correlation (i.e.
disparity energy model, Ohzawa 1998). Models of disparity selectivity in neurons
require the calculation of the cross-correlation between signals from the left and
the right eye, temporally broadband monocular images that are already bandpass
filtered. The result of the cross-correlation of pre-filtered signals is a low-pass re-
sponse for binocular signals compared to the equivalent monocular signal. Thus
poorer temporal resolution is expected for responses to disparity signals – this may
be related to the temporal deficits observed for motion-through-depth tracking and
disparity in particular in our experiments.
Neri (2011) also suggests that some of the temporal dynamics of disparity
processing are due to a rigid order for processing in which coarse processing precedes
and constrains the finer, more detailed processing, an idea which is supported by
electrophysiological work (Norcia et al., 1985; Menz & Freeman, 2003). In fact, Sa-
monds et al. (2009) demonstrates that disparity selectivity may continue to sharpen
as much as 450-850 ms after stimulus onset. Qualitatively similar results have been
found in V1 for orientation (Ringach et al., 2003), and spatial frequency (Bredfeldt
& Ringach, 2002), although these sharpening effects appear to evolve over shorter
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time scales than those found for disparity processing. Further work is needed ex-
amining the temporal dynamics of physiological responses to static and changing
disparities, in order to better understand its connection to temporal dynamics in
behavior.
This experiment and its conclusion focuses primarily on a single binocu-
lar cue: changing disparity. However, early studies of depth motion perception
point out that there are two potential binocular sources of information for motion-
through-depth: inter-ocular velocity differences (IOVD) and changing disparities
(CD)(Regan & Beverley, 1973b). In principle these provide the same information.
However, they differ in the order of operations resulting in either a binocular com-
parison of velocities (IOVD) or a temporal comparison of disparities (changing dis-
parity). Researchers have debated which of these cues is predominant in the visual
system (Cumming & Parker, 1994; Rokers et al., 2009; Czuba et al., 2011). Unfor-
tunately, the nature of the target-tracking task is such that we cannot isolate the
IOVD cue, like we isolated the CD cue in Experiment V.
It is also worth noting that the statistics of the random walks used across
all the experiments in this work may not result in motion stimuli that are ideal for
IOVD cues. The frontoparallel and depth noise velocities were white, meaning that
the velocity at a given time point was not correlated with the time points around
it. This means that the IOVD signal is not as predictable as the CD signal, which
involves comparing positions that are correlated and is consistent with the notion
that the IOVD signal doesn’t have a huge effect on motion-through-depth tracking
performance in this paradigm. Recent work suggests that the visual system might
use different sources of binocular information depending on the relative fidelity of
cues in a situation or the demands of a particular task (Allen et al., 2015).
Privilege for processing motion-through-depth in disparity-limited
stimuli?
The stimulus used in Experiment V adjusted the depth motion amplitude so that
the CCG peak height was matched between horizontal and depth motion directions.
The same motion amplitude value was used across all three subjects. However, this
value was not as high the ratio derived for the relationship between the magnitude
of frontoparallel motion and the retinal projections of depth motion (1 : ipdd , see
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Introduction to Experiment II). The conclusion that we draw from this is that per-
haps there is a privilege for processing binocular disparities associated with motion-
through-depth.
However, there is little existing evidence to support this observation. Appar-
ent motion studies using Julesz’s dynamic random dot stereogram (Julesz & Bosche,
1966) for left-right motion detection and towards-away motion detection find com-
parable detection thresholds of approximately 5 Hz (Julesz & Payne, 1968; Norcia &
Tyler, 1984). This is clearly not a privilege for depth motion, but unlike experiments
with monocular cues, it does not find a deficit for motion-through-depth.
Regan & Beverley (1973a) examined detection of ‘sideways’ vs. depth motion
in random dot stereograms (not dynamic - so there were still monocular cues). At
the very slowest frequencies the detection thresholds were comparable in one subject
but for the most part, monocularly viewed motion detection thresholds were better.
In addition, early work with oscillating bars demonstrated better motion detection
for monocularly viewed vs. stereoscopically viewed oscilating bars (Tyler, 1971;
Regan & Beverley, 1973b), with the potential exception of the ±5 arcminutes around
fixation (Regan & Beverley, 1973b). These findings do not support the idea that
there is a privilege for processing binocular disparities associated motions through
depth. However, the stimuli used in these previous experiments were not purely
disparity-defined. It is possible that the monocular cues present in the stimuli
obscure the privilege for motions through depth during disparity processing.
More work is needed to show if there is indeed a privilege for motion-through-
depth in disparity-defined stimuli, and in particular to establish how it changes from
threshold to suprathreshold motions, across different types of motion stimuli (i.e.
from motion that oscillates to random walks).
Conclusions
Despite the crucial importance of egocentric depth motion, we found significant
impairment for depth motion perception as compared with frontoparallel motion
perception. However, closer examination revealed that these deficits were relatively
consistent with the geometry of the stimulus and the limitations of the binocular
mechanisms used to perceive the motion.
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3.9 Appendix A: Leap Motion Controller
A Leap Motion controller was used to collect measurements of 3D position (x,y,z
in mm of our observers’ fingers.) The Leap Motion controller is a 8cm x 1cm x
3cm USB device that uses two IR cameras and an infrared light source to track
hands, fingers and ‘finger-like’ tools, reporting back positions and orientations.
A line drawing of the device is shown in Figure 3.18. Leap Motion, Inc reports
that the device has a field of view of 150◦, with an effective range of 2.5cm -
60cm above the device (1in to 2ft) To acquire coordinates in Matlab we used an
open source Matlab interface for the Leap Motion controller written by Jeff Perry
(https://github.com/jeffsp/matleap).
8cm
1cm
3c
m
2.5cm
60cm
Effective Range of Leap Motion Controller
150˚
Figure 3.18: Leap Motion Controller. At the bottom of the figure is a line drawing
of a Leap Motion controller. The controller is 8cm x 1cm x 3cm. It’s effective range
(colored in gray) is a conical frustrum above the controller.
We conducted two experiments to establish the precision of the Leap Motion
controller in the context of our task. The first experiment evaluated the spatial
precision of the Leap Motion controller. The second experiment measured both the
temporal accuracy (lag) and precision.
Spatial precision of Leap Motion controller
Methods. The apparatus was the same as in the original experiment (see General
Methods). Two subjects (subject 1 and subject 2 from above) were asked to point
their pointer finger and remain stationary above the Leap Motion controller for
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5 seconds. The same process was repeated for a wooden dowel. The dowel is
recognized as a ‘tool’ and was fixed at typical finger height above the leap.
Results. Figure 3.19 shows x-y-z position over time (blue, red, and black respec-
tively) for the index fingers of two subjects and the fixed wooden dowel. The mean x-
y-z drift in millimeters for the S1, S2 and the wooden dowel was (0.443, 0.445, 0.439),
(−0.128, 0.084,−0.023), and (0.005,−0.006, 0.010) respectively, while standard error
(also mm) was (0.015, 0.016, 0.013), (0.008, 0.015, 0.004), and (0.0002, 0.0008, 0.0010).
As expected, the dowel was considerably more stable than the human subjects,
demonstrating the the any noise or drift in the Leap Motion controller itself is well
below the level of motor noise exhibited by human subjects.
0 1 2 3 4 5
time (s)
-1
0
1
po
sit
ion
 (m
m
)
0 1 2 3 4 5
time (s)
0 1 2 3 4 5
time (s)
-0.02
-0.01
0.00
0.01 dowel
subject 2subject 1
Figure 3.19: Measurement of drift of stationary fingers and a fixed wooden dowel.
Each panel shows the x (blue), y (red), and z (black) drift in position over time
during 5 second period in which either the subject (S1, S2) was instructed to remain
stationary or the dowel was fixed above the Leap Motion controller. Clearly, the
intrinsic spatial noise level of the Leap Motion controller is much smaller than the
steadiness of the observers’ hands.
Temporal lag and precision of Leap Motion controller
Apparatus. A schematic of the setup is shown on the left panel of Figure 3.20. The
basic apparatus was the same as in the original experiment (see General Methods).
Two photocells (VDT Sensors Inc., Hawthorn, CA) were used. The first photocell
was placed against the lower of the two Planar monitors. The second photocell
was placed opposite a beam of light generated by a laser pointer (green). The Leap
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controller was placed underneath the beam. Subjects were given the occluder (small
flat piece of plastic attached to a ring) to wear on their pointer finger in order to
block the beam of light. Both photocells were connected to an oscilloscope (Agilent
DSO-X 2014A; Agilent Technologies; Santa Clara, CA).
Procedure. Just before each trial, subjects arranged their hand so that the occluder
was about to block the beam of light. Once a trial began, any position farther than
a threshold of 2 mm forward from the initial position triggered the screen to flip
from black to white. The subjects would then move their hand forward, blocking
the light beam. The oscilloscope was then used to measure the difference between
the onset of motion in physical space (or when the beam of light was blocked) vs
the onset of motion on the screen (or when the screen flipped from black to white).
Oscilloscope traces from a sample trial are shown on the left side of Figure 3.20
with the beam photocell in blue and the screen photocell in red. The measurement
taken each trial was the difference between the location in time (s) of the step down
of the screen photocell and the step up of the beam photocell. Two subjects (S1
and S2 from before) performed 10 trials for each device. When S1 was using the
Leap Motion controller as a subject, S2 was the experimenter, taking measurements
from the oscilloscope and vice versa. For comparison we used exactly the same
procedure to evaluate a bluetooth trackpad (Apple Magic Wireless Trackpad) and
a more standard USB mouse (Logitech).
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Figure 3.20: Schematic of photocell arrangement and oscilloscope readings. (Right)
The first photocell was placed on the lower Planar monitor. The second was placed
to one side of the Leap Motion controller with a beam from a laser pointer pointed
directly at the collector. A forward hand movement broke the laser beam and, via
the Leap, also triggered the software to flip the screen from black to white. (Left)
Sample oscilloscope output from a single trial. The oscilloscope reports the voltage
over time from the screen photocell (red) and the beam photocell (blue). When the
subject moves their finger forward, the occluder worn on the subject’s finger blocks
the laser pointer. This causes the blue trace to step up and the movement triggers
the code to change the screen from black to white causing the red trace to step
down. The time difference between these two steps is the measurement of interest.
Results. Figure 3.21 shows the results for all three devices. Results were consistent
across both subjects. The USB mouse was the fastest from motion to screen change
at 31ms and 34ms for S1 and S2 respectively, followed by the Leap Motion controller
at 56ms and 66ms, and finally the bluetooth trackpad at 102ms and 92ms. Although
the Leap was not the fastest input device, it was clearly within the latency range of
common input devices.
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Figure 3.21: Lag and precision of Leap Motion controller, bluetooth trackpad and
USB mouse. We measured the lag and temporal precision of 3 devices: Leap,
trackpad and mouse for two subjects (S1 and S2). The above plot shows that
temporal lag (milliseconds on the left, frames on the right) for the mean (horizontal
line) as well as each trial (black dot). There are ten trials per condition per subject
but some data points are overlapping. The mean is denoted by the thick black
horizontal line and the standard deviation by the gray box.
Leap Motion controller refresh rate
Leap Motion, Inc reports that the device has a refresh rate of 115Hz. Each
sample collected from the leap has a unique ID, so this can be tested. We wrote a
Matlab script that sampled from the Leap controller counting the unique frames.
We ran this script 10 times for 5 seconds each. The Leap Motion controller’s update
rate was 114Hz in each of these tests.
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3.10 Appendix B: Statistical Tests
subject 1 2 3
horizontal .82 .83 .88
vertical .79 .83 .83
depth .83 .73 .84
Table 3.1: The proportion of variance explained by the fits shown in Figure 3.2.
subject 1 2 3
Lag 2.78, p<1e-5 3.46, p<1e-5 3.10, p<1e-5
Peak 1.83, p<1e-5 1.75, p<1e-5 1.09, p<1e-5
Width 2.63, p<1e-5 0.84, p<1e-5 0.66, p<1e-5
Table 3.2: Comparison of frontoparallel motion tracking (horizontal, blue in figures
1, 2, & 3) and motion-through-depth tracking (black in figures 1, 2, & 3) in Exper-
iment 1. Summary of the effect sizes and significance values for the difference of
medians.
subject 1 2 3
Lag .001, R2=.03 -.025, R2=.55 -.015, R2=.54
Peak .058, R2=.94 .057, R2=.99 .060, R2=.95
Width -.006, R2=.05 -.050, R2=.86 -.016, R2=.56
Table 3.3: Linear fits of lag, peak and width for changing amplitude in Experiment
II. Summary of the slope and R2.
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subject 1 2 3
Lag 1.84, p<1e-5 2.19, p<.1e-5 7.73, p<1e-5
Peak 1.77, p<1e-5 1.50, p<.1e-5 0.40, p = .07
Width 2.16, p=1e-5 0.39, p=.02 1.69, p<1e-5
Table 3.4: Comparison of motion-through-depth tracking and frontoparallel motion
tracking at σ = .51 arcminutes in Experiment II. Summary of the effect sizes and
significance values for the difference of medians.
subject 1 2 3
Lag 2.55, p<1e-5 0.55, p=1e-3 0.87, p<1e-5
Peak 0.08, p=0.40 0.58, p=.01 0.48, p=.09
Width 1.54, p<1e-5 0.23, p=0.15 0.22, p=.05
Table 3.5: Comparison of gain-corrected frontoparallel motion tracking and motion-
through-depth tracking performance in Experiment III. Summary of the effect sizes
and significance values for the difference of medians.
subject 1 2 3
Lag .60, p<1e-5 2.45, p<1e-5 1.70, p<1e-5
Peak 0.89, p<1e-5 1.97, p<1e-5 0.52, p=.01
Width 1.02, p<1e-5 0.67, p<1e-5 0.22, p=.03
Table 3.6: Comparison of vertical tracking with XZ finger motion and motion-
through-depth tracking performance in Experiment IV. Summary of the effect sizes
and significance values for the difference of medians.
subject 1 2 3
Lag 0.29, p=.04 .10, p=.20 1.00, p=.002
Peak 1e-3, p=0.61 0.19, p=.38 0.21, p=.22
Width 0.15, p=.03 0.05, p=.21 0.84, p<1e-5
Table 3.7: Comparison of frontoparallel motion tracking and motion-through-depth
tracking performance in Experiment V. Summary of the effect sizes and significance
values for the difference of medians.
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Chapter 4
Transcending the trial: Linking
continuous behavior, ongoing
neural activity, and the time
course of natural stimuli
This review is in preparation. Authors: Huk, A. C., Bonnen, K., He, B.
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Abstract
The vast majority of experiments examining perception and behavior are conducted
using experimental paradigms which adhere to a rigid trial structure – each trial
consists of a brief and discrete series of events, and is regarded as independent
from all other trials. The assumptions underlying this structure ignore the reality
that natural behavior is rarely discrete, brain activity follows multiple time courses
which do not necessarily conform to the trial structure, and the natural environment
has statistical structure and dynamics that exhibit long-range temporal correlation.
Modern advances in statistical modeling and analysis offer tools that make it fea-
sible for experiments to move beyond the rigid IID (independent and identically
distributed) trial structure. Here we review literature that serves as evidence for
the feasibility and advantages of moving beyond trial-based paradigms in order to
understand the neural basis of perception and cognition. Furthermore, we propose a
synthesis of these efforts, integrating the characterization of natural stimulus proper-
ties with measurements of continuous neural activity and behavioral outputs within
the framework of sensory-cognitive-motor-loops. Such a framework provides a basis
for the study of natural statistics, naturalistic tasks, and/or slow fluctuations in
brain activity, which should provide starting points for important generalizations
of analytical tools in neuroscience and subsequent progress in understanding the
neural basis of perception and cognition.
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4.1 Introduction
In neuroscience, our conception of experiments is invariably built from the notion
of the trial – a brief and discrete series of events that allow the experimenter to
select certain input parameters and then measure the resulting output of the nervous
system. Each subsequent trial can be executed in conceptual isolation from the prior
ones, typically with statistically-independent input parameters. The outputs of the
nervous system occurring during or right after each of these trials are then subjected
to classical analyses derived from well-established tools, such as signal detection
theory. The reliance on conventional experimental paradigms and analyses reflects
a preference for apparent simplicity and control for the experiment and analysis,
over the ecological validity of the tasks and stimuli used to probe the brain. Here,
we examine emerging approaches for quantitative neuroscience experiments that
acknowledge that natural behavior is rarely discrete and that brain activity follows
multiple time courses which do not necessarily obey experimenter-imposed trial
structure. We conclude that the synthesis of such approaches has the potential to
progress our understanding of neural computation and how neural activity supports
perception and behavior without a loss of quantitative rigor.
In this article, we focus on two primary reasons to move beyond these con-
ventional paradigms. First, consider the fact that your own reading of this paper
has not involved a series of events that could be well described as brief, independent
trials, but which still arises from coordinated patterns of sensory input, neural pro-
cessing, mental functions, and motor behavior. Likewise, riding your bike to work,
searching for a lost key, or deciding whether to continue reading this – from simple
sensorimotor behaviors to the highest forms of metacognition – involve continuous
chains of sensory-cognitive-motor loops of processing that continue over time frames
longer and less well-defined than that of a conventional experimental trial. Here, we
explain that analytical tools exist for characterizing these sequences of behaviors.
We therefore argue that continuous sensory-cognitive-motor loops are not merely
tractable, but should be thought of as the most appropriate framework for study-
ing many forms of behavior, perception, and cognition that are currently either
shoehorned into trials (or not studied due to the difficulty in doing so).
The second main reason for moving beyond near-exclusive reliance on trial-
based analyses is that they do not reflect the realistic structures and dynamics that
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exist and occur in the environment and the brain. The statistics of the inputs
that define the environment in which the brain evolved and normally functions
do not necessarily follow the standard (e.g., statistically IID, Gaussian, et cetera)
assumptions often made to simplify quantitative analyses. Instead, the sensory
environment is typically broadband, with visual patterns exhibiting multiple spatial
frequencies, and natural soundscapes exhibiting multiple temporal frequencies. The
distribution of such spatial and temporal frequencies (i.e., its power) is often well
approximated as 1/fβ (where β typically ranges from 0 to 2), implying that sensory
systems typically exhibit a wide set of time scales and temporal dynamics, quite
distinct from the usual single-frequency (or otherwise tightly restricted) nature of
experimental inputs. Although the presentation of a single sinusoidal input allows
for powerful and intuitive analyses derived from systems identification approaches,
frequency-based analytic tools are capable of handling more complex inputs, and
broad spectrums with both fast/brief and slow/long timescales are present both in
natural stimuli and in recorded patterns of brain activity.
More broadly, we take this opportunity to explain an experimental and an-
alytic framework that stands to make continuous behaviors and mental processes,
ongoing brain activity, and natural statistical structure more tractable and more
integrated. The value of this approach is not just ecological validity. By taking
on the continuous, broadband, and generally more complex nature of both sensory
inputs and neural activity, analytic tools actually become more powerful. They
become capable of capturing elements typically left over as unexplained variance
(”noise”), such as slow temporal fluctuations in neural activity that do not obey
the faster timing of individual trials. Experiments also gain efficiency, placing the
subject or nervous system in contexts with a higher effective duty cycle, with far less
time spent in secondary phases, such as the dreaded intertrial interval. And per-
haps most reassuringly, the tools for thinking this way not only already exist (and
have been applied to neuroscience in certain situations), but are also quantitatively
relatable to many more familiar analyses. We now lay out the case for considering
this approach in more detail, and then synthesize a generic framework for analysis
and a corresponding prescription for experimental design.
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4.2 Moving from discrete to continuous paradigms in
the study of sensorimotor transformations
Signal detection theory (SDT) is central to the study of the relationship between
neural activity and cognitive function (Green & Swets, 1966). In the context of
sensory systems, it posits that each sensory stimulus is represented in the form of a
scalar “internal response”, which reflects the intensity of the sensory stimulus, but
which is perturbed by noise. This noise, often working in tandem with low stimulus
intensities, places the internal response for a particular trial in an ambiguous regime:
it is unclear how much of the internal response is driven by the stimulus, and how
much is driven by noise on that particular trial.
As suggested by its name, signal detection theory is most straightforwardly
applied to the challenge of detecting a weak signal. In such tasks, an observer (i.e.,
a human or a trained animal) is presented a stimulus, and their task is to indicate
whether the stimulus was present or not. Most readers will be familiar with the
comparison of each trial’s internal response to an (also unobserved) internal crite-
rion, as well as the four possible resulting outcomes (hits, misses, correct rejections,
and false alarms). It is also common to apply this framework to tasks other than
simple detection; for example, to the identification of a single stimulus (e.g., was
a motion display of varying strength moving more to the left or to the right), and
to two alternative forced choice tasks (e.g., which of the two moving patches was
faster)? A variety of classic and more modern texts provide excellent primers for de-
tailed and thorough mathematical treatments in many extended domains, although
the majority of applications of SDT are of the simpler cases (Green & Swets, 1966;
Nevin, 1969; Banks, 1970; Stanislaw & Todorov, 1999; Swets, 2014). What we will
focus on here are the core assumptions when signal detection theory is related to
neural activity.
In detection or simple identification/discrimination tasks, connecting SDT
to measurements of neural activity is superficially straightforward. The internal
response is presumably the appropriate neural activity, which is described as the
noisy spike count during stimulus presentation. Thus, neurophysiological recordings
can be thought of as providing direct access to the internal representations that are
treated as unobserved variables in purely behavioral experiments, and which are
usually estimated from analysis in such contexts.
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One limitation of signal detection theory is that it is couched in discrete,
singular terms. A single value of noisy internal response is compared against a cri-
terion value. Note that in this instance, the internal response might be the spike
count for the entire stimulus presentation, which therefore collapses any temporal
dynamics within the trial. Although convenient and appropriate prima facie for
tasks in which the sensory event is correspondingly brief and/or discrete, sensory
decisions in the real world often take variable amounts of time to complete, and the
sensory stimuli themselves can have noise that changes over time, and which there-
fore engender a process of evidence accumulation. It therefore seems worthwhile
to consider extensions of signal detection theory to explicitly capture the temporal
dimension.
The best-known temporal extension of signal detection theory is the drift-
diffusion model (e.g., Wald 1947; Ratcliff 1978; Smith & Ratcliff 2004; J. Palmer
et al. 2005; Ratcliff & McKoon 2008). Loosely, diffusion can be thought of as
signal detection over time, in which each instantaneous temporal instance has a
corresponding noisy internal representation. Over time, these repeated “pulls” from
a signal-detection theory type mechanism are accumulated over time. When this
accumulated evidence reaches a requisite level (the “decision bound”) the decision
is made; the actual behavioral response is then generated and, in the simplest case,
assumed to be a relatively rapid process that is brief and stereotyped relative to
the decision phase. The rate of this accumulation can depend on the strength of
the sensory stimulus, and thus diffusion to bound can be formulated to make a
prediction for both the accuracy and speed of decisions as a function of different
stimulus conditions.
The value of accumulating evidence should be intuitive, but drift diffusion is
only one way that the brain could benefit from evaluating evidence over time. Any
mechanism that interrogates more than the initial impulse of a stimulus is capable
of producing increases in accuracy with additional time. Classical drift diffusion is
specified in continuous time and has no leak of the integration mechanism, but both
discrete and leaky variants of accumulator models are often capable of fitting speed
and accuracy data from psychophysical tasks (Usher & McClelland, 2001; Ditterich,
2006). Indeed, large bodies of literature have focused on distinguishing between
these models, and substantial effort has been put into elaborating these models to
include additional mechanisms such as competing accumulators (Smith & Vickers,
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1988; Mazurek et al., 2003; Reddi et al., 2003), nonstationary models (Burbeck
& Luce, 1982; Smith, 1995), and trial-to-trial parameter variability (Ratcliff, 1978;
Ratcliff & Rouder, 1998, 2000; Ratcliff, 2002; Smith & Ratcliff, 2004). It has recently
been argued that the majority of such elaborated models are not falsifiable given
standard tasks and data (Jones & Dzhafarov, 2014).
The ambiguities associated with testing between various formulations of de-
cision making mechanisms comes in part from the relatively limited amount of data
collected on each trial. While the drift-diffusion model acknowledges the noisy time-
varying internal process involved in sensory processing, the matching experimental
paradigm (i.e., some sort of forced choice task) still only results in a single discrete
behavior at the end of that internal process. This has the advantage of producing
data that are simple to analyze (i.e., whether the choice was accurate, and when
the response was made), but standard paradigms that wait for the end of the trial
to record discrete behavioral outputs are by construction not able to directly shed
light upon the noisy time-varying internal process meant to be studied within these
paradigms.
Logically, an alternative approach would be to measure a series of behavioral
observations in response to a presented stimulus. This time series could then be used
to better model and understand the noisy internal processes that underlie sensory
information processing. This is unwieldy if one envisions extending standard tasks
to include multiple intermediate reports, but is in fact straightforward if one instead
steps outside forced-choice tasks. One such class of tasks that provides a time series
of behavioral observations are tracking tasks (e.g. Baddeley et al. 2003; Burge et
al. 2008b; Mulligan et al. 2013; Bonnen et al. 2015, 2017). In these tasks, subjects
track targets with their eyes or by pointing with their finger. These tasks are more
natural for subjects and generate a large amount of behavioral data in a relatively
short period of time.
Behavior in such tasks can be modeled by simple dynamic linear systems (i.e.
state-space models, see equations 4.2.1 - 4.2.2 ) and their solutions (e.g. Kalman
filter, see equation 4.2.3):
xt = Ft ∗ xt−1 + wt; wt ∼ N(0, Qt) (4.2.1)
yt = Ht ∗ xt + vt; vt ∼ N(0, Rt) (4.2.2)
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where xt is the stimulus parameter tracked by the subject at time t, Ft is the process
transition matrix, wt is the process noise, yt is the noisy internal response, Ht is
the observation model that maps the true state space to the observation space, vt
is the internal noise. Here we assume Gaussian noise models for both process and
internal noise (the former of which can be enforced in stimulus design). Under this
assumption, the Kalman filter provides the Bayes-optimal estimator:
xˆt|t = xˆt|t−1 +Kt
(
yt −Htxˆt|t−1
)
(4.2.3)
where xˆt|t is an estimate of xt. and Kt is the Kalman gain. Tracking tasks in
conjunction with Kalman filter models form the basis for a more detailed study
of the temporal dynamics of sensory processing. Typically, the Kalman filter is
used to produce estimates of xt, given the noisy measurements yt. However, by
flipping the estimation framework over to become a fitting problem, Bonnen et al.
(2015) showed how the state-space model and Kalman filter solution can also be
used to estimate the parameters associated with the noisy internal response, given
the stimulus parameter (i.e. the true state xt) and the behavioral response (i.e. the
estimates, xˆt|t).
There are significant similarities between the state-space model of tracking
and the drift-diffusion model of forced choice tasks. Notice that the noisy internal
response is also a component of the Kalman filter model; the internal noise is part
of the noisy measurement of some underlying state of the world. In drift diffusion
the internal noise affects the accumulated evidence and is related to the behavioral
outcome when the process hits the decision bound; In the Kalman filter framework,
the Kalman filter solution gives an equation for relating the behavioral estimates to
the noisy internal response over time. The advantage of the Kalman framework is
that the time series of noisy internal responses is not related to a single behavioral
outcome but rather to series of behavioral estimates.
Here we have laid out the math for a linear state-space model with Gaus-
sian noise and its Kalman filter solution – these are the standard assumptions for
the Kalman filter but it is worth noting that a variety of extensions of the original
Kalman filter exist which extend the solution to nonlinear and non-Gaussian state-
space models (Sorenson, 1985; Uhlmann, 1992; Julier & Uhlmann, 1997). Work
across a range of subfields has used the Kalman filter to model neural data. The
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brain-machine interface community uses Kalman filters to perform decoding on neu-
ral activity to control cursors, robotic arms, etc (e.g. Carmena et al. 2003; Wu et al.
2004). There is behavioral and theoretical evidence for the existence of the nervous
system approximating the function of Kalman filters in implementing state-space es-
timators (Dene`ve et al., 2007; Makin et al., 2015). The application we propose here
is distinct in being more pragmatic and more general, putting forth that the Kalman
filter (and other filtering solutions to state-space models) can be used as framework
for relating behavior and neural activity in much the same way that neuroscience
has leveraged signal detection theory. Throughout this section we have laid out the
advantages to such a framework, in particular that it models sensory information
processing as a noisy time-varying process and furthermore that the behavioral ob-
servations collected in such a framework would be collected at a temporal resolution
more aligned with the underlying neural dynamics.
The development of continuous paradigms for relating behavior and neu-
ral activity is further motivated by a number of current revisitations of the time
course of neural activity and its correlation with behavior in the context of trial-
based paradigms (Lundqvist et al., 2016; Bolkan et al., 2017; Schmitt et al., 2017;
Churchland et al., 2010; Goris et al., 2014; Yates et al., 2017). Many classic lines of
work have been re-opened to reveal that even the simplest forms of temporal com-
putations linking sensory and motor stages remain unclear. For example, current
debate surrounds whether persistent neural activity actually exists at the single trial
level during oculomotor working memory tasks and memory-guided saccade tasks or
whether more transient bursts with variable times are the substrate of oculomotor
working memory (Lundqvist et al., 2016; Bolkan et al., 2017; Schmitt et al., 2017).
It is also contentious as to whether ramping activity during simple perceptual de-
cisions is a straightforward neural correlate of evidence accumulation or whether it
reflects alternate dynamics, a mixture of simpler factors, and/or secondary signals
not functionally necessary for performing the task (Gold & Shadlen, 2007; Freedman
& Assad, 2016; Huk et al., 2017).
Finally, the development of continuous paradigms is motivate by the need
to move beyond the stimulus and analysis constraints present in conventional trial-
based paradigms. A variety of phenomena have accumulated that are poorly un-
derstood and not well-integrated, but which are all related to long time-scale fluc-
tuations in natural stimuli, cortical dynamics, and perceptual behavior. Most of
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these do not fit nicely into assumptions of short time scales and temporal statistical
independence. We believe that the development of continuous paradigms relating
behavior and neural activity will be critical to continued progress in understanding
such phenomena. The following section examines these phenomena in greater detail.
4.3 Removing the IID assumption: Natural stimuli, on-
going brain activity, and serial dependencies in per-
ception and behavior
A repeated finding using trial-based paradigms is that human perception and behav-
ior exhibit long-range temporal correlation, manifesting as trial-to-trial correlation
in the perceptual judgments or behavioral outputs. For example, in simple tasks
such as threshold-level detection or reaction time tasks, as well as reproduction of
a particular level of force or a particular time interval, the trial-to-trial fluctuations
of hit rate, reaction time, force output, and time-interval output exhibit long-range
temporal correlation such that their power spectra follow a P ∝ 1/fβ form, where P
is power, f is temporal frequency, and β is a scaling parameter typically between 0
and 1 (Gilden et al., 1995; Gilden, 2001; Monto et al., 2008). Such a 1/f -type power
spectrum indicates that performance many trials ago is still correlated with that in
the current trial, with the magnitude of this relation falling off with increasing time
interval. Interestingly, long-range temporal correlation in reaction time fluctuations
are modulated by task difficulty (Clayton & Frey, 1997) in a manner similar to
task modulations of long-range temporal correlations in neural activity (He et al.,
2010), suggesting that slow fluctuations in neural activity may underlie trial-to-trial
behavioral dependence – a point we elaborate on below.
Although long-range temporal correlation in human behavioral output has
been long described, (positive) trial-to-trial serial dependence in human perception
was only recently discovered (Chopin & Mamassian, 2012; Fischer & Whitney, 2014;
Liberman et al., 2014), and remains controversial (Maus et al., 2013; Fritsche et
al., 2017). Presumably, this is due to the fact that perception is also strongly
influenced by adaptation – negative trial-to-trial correlation which may cancel out
positive serial dependence, resulting in the net effect varying across experiments
depending on the exact paradigm and subject population. Nonetheless, there is
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now strong evidence suggesting the existence of positive trial-to-trial correlations in
both perceptual and behavioral outcomes.
What is the neural basis of trial-to-trial serial dependence in perception and
behavior? A recent study found that in an orientation judgment task, orientation
signals in V1 measured by fMRI were positively correlated from trial to trial, similar
to the perceptual decisions made by subjects; in addition, both the behavioral and
neural serial dependence were spatially specific (St John-Saaltink et al., 2016). More
broadly, ongoing brain activity at the level of population signals recorded by local
field potentials (LFP) (Manning et al., 2009; Milstein et al., 2009), electrocorticog-
raphy (ECoG) (K. J. Miller et al., 2009; He et al., 2010), MEG/EEG (Dehghani et
al., 2010; Lin et al., 2016), and fMRI (Bullmore et al., 2001; He, 2011) exhibit long-
range temporal correlations, manifesting as power spectra following a P ∝ 1/fβ
form, with β typically between 0 and 2 (He, 2014). This long-range temporal corre-
lation in neural activity extends to at least the time scale of several minutes (with
the corresponding 1/f -type power spectrum extending down to below 0.005 Hz; He
2011; Lin et al. 2016), and is thus well positioned to produce trial-to-trial corre-
lations in ongoing neural activity with standard trial-based behavioral paradigms.
Thus, long-range temporal correlation in neural activity is a natural cause for serial
dependence in perception and behavior.
A now-extensive literature describes the rich network structures embedded
in spontaneous fMRI signals (for reviews see Buckner et al. 2013, Petersen & Sporns
2015, and Raichle 2015). Spontaneous fMRI signals, which have a frequency range
of < 0.5 Hz, correlate with the low-frequency (< 5 Hz) component of neural field
potentials, named “slow cortical potentials” (SCPs) (He et al., 2008; Pan et al.,
2013). Like the spontaneous fMRI signals, ongoing fluctuations in the SCPs are also
coherent within intrinsic large-scale brain networks (He et al., 2008). Both types of
signals contain very slow fluctuations in the order of seconds to minutes, and exhibit
long-range temporal correlations (He et al., 2010; He, 2011) that are well poised to
drive trial-to-trial serial dependence in perception and behavior. Consistent with
this idea, studies have demonstrated that pre-stimulus spontaneous fMRI and SCP
activity influence threshold-level perception and behavioral output (Boly et al., 2007;
Fox et al., 2007; Hesselmann et al., 2008; Monto et al., 2008; Li et al., 2014; Baria et
al., 2017). However, much work remains to be done to directly probe the connection
between slow fluctuations in fMRI signals and SCPs, with time scales extending far
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beyond a typical trial, and trial-to-trial correlations in perception and behavior.
Along a separate, but likely related vein, it is well known that many natural
stimuli exhibit temporal or spatial power spectra following a P ∝ 1/fβ form, with β
commonly ranging between 0 and 2. In the visual domain, natural movies typically
follow a P (f) ∝ 1/fβ type temporal power spectrum (Dong & Atick, 1995). In the
auditory domain, loudness and pitch fluctuations of natural soundscapes, such as
urban and rural environmental noise (De Coensel et al., 2003), speech and music
(Voss & Clarke, 1975), also exhibit 1/f-type temporal power spectra. Thus, the
temporal dynamics of natural stimuli exhibit long-range temporal correlation, in a
manner similar to trial-to-trial fluctuations of human behavioral output as well as
slow, ongoing neural activity recorded by fMRI or SCP.
Might there be a relationship between these three phenomena: statistical
structures of natural stimuli, trial-to-trial correlations in perception and behavior,
and long-range temporal correlations in ongoing neural activity? As mentioned ear-
lier, slow fluctuations in ongoing neural activity are well positioned to contribute to
serial dependence in perception and behavior. However, the other link -- between
neural activity and perception/behavior on the one hand and natural stimuli on the
other hand – has proven more elusive. This is partly because natural stimuli are
less analytically tractable than simpler, artificial stimuli with narrower temporal /
spatial frequency bandwidth or the sorts of Gaussian and/or IID assumptions of-
ten made in trial-based frameworks. However, tools for analyzing neural activity
in response to natural stimuli are developing quickly, such as assessing similarity in
evolving neural dynamics between repeated presentations of the same temporally-
extended natural stimulus (Hasson et al., 2010), and encoding models relating multi-
ple stimulus parameters to neural activity at each time point (Naselaris et al., 2011).
In addition, mathematically constructed artificial stimuli that capture the 2nd-order
statistical structures (i.e., power spectrum, autocorrelation) of natural stimuli but
are nonetheless precisely controlled have proven to be a powerful tool for probing
how the nervous system processes statistical structures present in natural stimuli
(e.g., S. E. Palmer et al. 2015; Lin et al. 2016). For instance, long-range temporal
correlations exhibited by MEG activity recorded from humans not only reflect long-
range temporal correlations in stimulus input but also predict individual subject’s
ability to discriminate different levels of temporal correlations in the stimulus input
(Lin et al., 2016).
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Lastly but certainly not least, being able to make valid predictions about
environmental stimuli confers an obvious evolutionary advantage. So far, studies on
predictive processing based on statistical regularities in stimulus input have typi-
cally adopted simple, artificial stimuli that involve repeated presentation of items
or sequences (e.g., Bekinschtein et al. 2009; Yaron et al. 2012; Gavornik & Bear
2014). And most trial-based frameworks enforce that there is nothing predictable
about the next trial based on the preceding ones. Yet, the long-range temporal cor-
relations prevalent in natural stimuli suggest that natural stimuli have a substantial
degree of predictability, and it seems plausible that the nervous system has evolved
to capitalize on such dependencies to make predictions about its environment in
order to best react to it or act upon it. Thus, a key question for future studies is
how predictive processing based on natural statistical structures is implemented in
the brain.
Importantly, tools for addressing these questions in both stimulus design and
data analysis already exist. As mentioned earlier, temporally varying natural stimuli
often exhibit temporal power spectra following a P ∝ 1/fβ form, with β typically
ranging between 0 and 2. This 2nd-order statistical structure (i.e., power spectrum,
or its closely related auto-correlation function) is what confers temporal redundancy
or predictability for the continuous natural stimuli. When β is in the range of [0,
1] (in fact, anywhere between -1 and 1), the corresponding time-domain stimulus
input forms a stationary sequence (technically referred to as “fractional Gaussian
noise” or fGn). When such a sequence has zero-mean (the mean can be added back
after estimation), the mathematically optimal linear prediction of order K for the
upcoming item in the sequence xˆn based on past samples (xn−1, xn−2, ..., xn−k) is
written as:
xˆn =
K∑
k=1
akxn−k, (4.3.1)
where the vector a = (a1, a2, ..., ak) is to be chosen (or estimated) so as to minimize
the average squared prediction error. Linear algebra leads to an explicit theoretical
solution for aˆ (Scharf & Demeure, 1991):
aˆtheory = R−1
K
rx (4.3.2)
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where rx is the covariance sequence of process x, and RK denotes the KxK square
matrix, with entry (RK)p,p′ = rx(|p− p′|) for p, p′ ∈ {1, ...,K}2.
When β is in the range (1,2) (in fact, anywhere between 1 and 3), the corre-
sponding time-domain stimulus input forms a nonstationary sequence (technically
referred to as “fractional Brownian motion” or fBm). fBm sequences are cumulative
sums of their corresponding fGn sequences, whose β exponents differ by 2. The
mathematically optimal prediciton for an upcoming item in an fBm sequence can
be estimated by the sum of the current item in the fBm sequence and the optimal
prediction for the upcoming item in the corresponding fGn sequence.
Together, these tools allow the mathematical calculation of the optimal pre-
diction for the upcoming stimulus input given the past history of any stimulus
sequence exhibiting a P ∝ 1/fβ-type power spectrum (where β ∈ [−1, 3]).
Employing this mathematical framework, a recent study created a set of
stimulus sequences exhibiting 1/fβ-temporal power spectra, where β ∈ [0, 2]. To
dissociate sensory processing of the current stimulus input from predictive processing
of the upcoming stimulus input, these sequences converged onto the same value
for the penultimate item, while their different history prescribed different values
for the optimally predicted upcoming item. The actually presented last item was
randomly drawn from a fixed distribution and subjects gave surprise ratings for
this last item based on the previous stimulus history. Using psychophysics, the
authors established that human subjects can indeed capitalize on these natural
statistical structures to make valid predictions (Maniscalco et al., 2018). In addition,
concurrent MEG recordings revealed that slow, arrhythmic activity in the SCP
range reflected integration of stimulus sequence history over time, and that such
history integration contained in slow neural activity predicted the mathematically
expected value of the upcoming stimulus input, providing a concrete computational
mechanism, implemented in the human brain, for forming predictions based on
natural statistical structures.
106
4.4 Conclusion: Moving to naturalistic and continuous
stimuli, behavior, and neural measurements with-
out a loss of quantitative tractability
The time seems ripe to loosen current adherence on trial-based paradigms for un-
derstanding the neural basis of perception and cognition. In this review, we have
discussed: (1) analytic frameworks that are amenable to continuous input-output
relations, while still being relatable to the signal-detection framework; (2) the ex-
istence of behavioral and neural responses that do not conform to the time scales
of individual trials, and thus violate trial-based independence assumptions; and (3)
that the statistics of natural stimuli also span timescales distinct from trials, and
thus the nervous system typically functions with inputs and goals that are not com-
prehensively probed with standard experimental paradigms.
Here, we propose a synthesis of these sorts of efforts into a generic framework
that characterizes the broadband properties of stimuli (as opposed to attempting
to simplify these properties), and which measures continuous neural activity and
behavioral outputs (instead of summarizing neural activity with simple statistics
and/or considering binary behavioral outputs). With these philosophies of stimulus-
task design and measurement in place, the analytic framework appears within reach.
We conclude by identifying three key areas for continued development. First, the
Kalman filter framework initially proposed by Bonnen et al. (2015), implements
the simplest proof-of-concept assuming the stimulus is a random walk composed of
Gaussian noise. A variety of extensions of the original Kalman filter exist, extending
the solution to nonlinear and non-Gaussian state-space models (Sorenson, 1985;
Uhlmann, 1992; Julier & Uhlmann, 1997). Future work will need to both identify
appropriate stimuli and the corresponding Kalman filter solutions. Second, tools
for analyzing temporally-continuous neural data will need to be adapted. There
are several promising instances of such tools, from the generalized linear model
(GLM) framework used to characterize spike trains, to the frequency-based tools
used for field potential recordings. However, linking these tools together and to
behavior will better integrate this endeavor. Third, the loop needs to be closed,
with the aforementioned analytic developments pointing to a class of broadband
and/or continuous stimuli and behavioral measures that are not just appropriate
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but maximally efficient and/or insightful.
In summary, the convenience of chopping inputs and outputs up into trials
makes a lot of sense for allowing straightforward analyses of both brain function and
behavior. However, at this time, enough pressure has accumulated to suggest that
strict adherence to the trial is fated to providing only a partial and somewhat artifi-
cial understanding of how intelligent actions are generated by the brain. Somehow,
the brain grapples with slow internal fluctuations in its own activity, slow exter-
nal fluctuations in sensory stimuli, and the need to not just respond continuously,
but to do so in a predictive manner. The analysis of natural statistics, naturalistic
tasks, and/or slow fluctuations in brain activity should no longer be seen as niche
enterprises, but rather as the starting points for important generalizations of our
tools and subsequent understanding.
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Chapter 5
Neural coding of 3D motion
This work is in preparation. Authors: Bonnen, K., Czuba, T., Kohn, A., Cormack,
L. K., Huk, A. C.
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Patterns of neural activity represent information in the brain, but interpret-
ing the precise meaning of such patterns (the neural code) remains a challenge.
Inquiry into neural coding typically involves characterizing the patterns of neural
activity due to particular stimuli (encoding) and/or estimating a stimulus from a
pattern of neural activity (decoding). This approach has been successful in studying
sensory systems where sensory features are often related to neural activity via canon-
ical bell-shaped (Gaussian) tuning functions. Despite its successes, the encoding-
decoding framework often overlooks transformations that occur between the physical
environment and the signal introduced to the nervous system via sensory transduc-
tion. For the visual system, this transformation is the projection of a dynamic 3D
environment onto the 2D retina in each eye. Here we show that this environment-to-
retina transformation fundamentally reshapes the neural representation of sensory
information. The resulting mapping generally does not give rise to canonical Gaus-
sian tuning functions thought to be the fundamental form for neural tuning to visual
features. The tuning that does arise from incorporating the environment-to-retina
transformation explains overlooked (but substantial) anomalies in both neurophys-
iological recordings of spatiotemporal sensitivity in primate visual cortical neurons,
and in psychophysical studies that have reported strikingly non-veridical perception
of motion-through-depth. Furthermore, decoding analyses reveal that the encoding
of 3D motion direction information in MT relies on relatively small differences in
neural tuning (e.g. differences in speed preference, tuning bandwidth, and ocular
dominance) to visual input from the left eye versus the right eye. Our findings
highlight that non-intuitive insights come from extending work on neural coding in
ways that recognize the nervous system’s ultimate goal of inferring the properties
of the environment.
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5.1 Encoding
A major goal of the nervous system is to infer the properties of the physical envi-
ronment given patterns of neural activity. To do this, patterns of neural activity
must carry information about the properties of the physical environment. For the
primate visual system, the challenge is to extract and represent the structure of
the environment over time from the dynamic two-dimensional patterns of light that
fall upon the two retinae. Much of the work examining this process in the vi-
sual system has focused on monocular frontoparallel stimuli and their properties
(e.g. orientation, 2D motion direction, 2D speed: Hubel & Wiesel 1959; Adelson &
Bergen 1985; Albrecht & Geisler 1991; Albright 1984; Maunsell & Van Essen 1983b;
Newsome & Pare 1988; Simoncelli & Heeger 1998; Rust et al. 2006). While this
has led to enormous progress in understanding the extraction and representation
of spatiotemporal structure in the primate visual system, these simplified cases are
fundamentally studies of retinal stimulation, rather than studies of the representa-
tion of a dynamic 3D environment. As a result, even when binocular information is
considered (e.g. binocular disparity), generalization to a principled understanding
of how the primate visual system represents the dynamic 3D environment is missing
from the current understanding.
Here we build a theoretical framework to explain the encoding of environmen-
tal spatiotemporal structure, extending current approaches which implictly treat the
stimulus as a direct proxy for the pattern of stimulation upon the sensory receptor
surface (in this case, the retinae). As a simple case, we focus on motion direction
within the x-z plane (i.e., towards/away/right/left, which we will refer to as 3D mo-
tion). For the better-studied case of frontoparallel motion (i.e., up/down/left/right;
x-y), neurons in many brain areas (including MT, the middle temporal area) have ap-
proximately Gaussian-shaped tuning for frontoparallel direction and (log-)Gaussian
tuning for speed (Maunsell & Van Essen, 1983b; Paradiso, 1988; Nover et al., 2005).
These are canonical tuning curve shapes seen in many other domains, and analyses of
this encoding benefit from the fact that stimuli containing purely x-y motion project
isomorphic patterns of stimulation upon both retinae (simple inverted images).
But to relate these canonical tuning forms to the representation of informa-
tion about the actual physical environment, requires building an encoding model
that maps the dynamic 3D environment to the binocular retinal stimulation, and
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only then applies the known tuning forms to the resulting retinal projections. The
tuning curves for 3D motion direction that result from this environmental (as op-
posed to retinal) encoding framework are strikingly non-canonical (i.e. distinctly
non-Gaussian, see Figure 5.1). The implication is that neural responses, when in-
terpreted with respect to the 3D environment, cannot be conceived of with existing
Gaussian idealizations. To test the validity of incorporating the environment-to-
retina transformation into neural representations, we tested the ability of this frame-
work to explain MT tuning curves measured in response to different 3D directions
(Figure 1a). Recent electrophysiological work identified that MT neurons exhibit
selectivity for 3D motion, but the exact form of the tuning had not been examined
(Sanada & DeAngelis, 2014; Czuba et al., 2014).
The proposed encoding model for 3D motion direction in MT neurons com-
bines the projective geometry of 3D motion onto the retinae and the known monoc-
ular tuning of MT neurons to 2D velocities. This model is illustrated for a single
model neuron in Figure 5.1b-c. When a particular 3D motion direction is presented,
geometric projection renders it into (often distinct) left and right eye retinal ve-
locities (Figure 5.1b). The model neuron’s monocular velocity tuning curves are
log-Gaussian and have similar tuning for the left and right eye (Figure 5.1c; Sup-
plemental equations 5.4.1 and 5.4.2; Nover et al. 2005). Each eye’s retinal velocity
corresponds to a neural response on the monocular velocity tuning curve (the third
panel of Figure 5.1b shows the monocular responses for the left and right eye as
a function of 3D motion direction). The resulting predicted binocular response to
3D motion is taken simply from a linear combination of the monocular responses to
the corresponding left and right eye retinal velocities (see Figure 5.1b, fourth panel;
Supplemental equation 5.4.5).
Thus this model incorporates straightforward geometric projection from the
environment to the two retinae, uses standard processing by the gaussian velocity
tuning known to exist for frontoparallel stimulation, followed by simple linear combi-
nation of the monocular responses to the left and right eye retinal velocities. Despite
the simplicity of these stages, the incorporation of projection geometry gives rise to
a radically atypical tuning curve, characterized by distinct plateaus, separated by
steep cliffs. This violates the empirical norm of bell-shaped tuning across virtually
all sensory features and systems; from visual orientation in cat primary visual cortex
to wind velocity in cricket cercal cells, neuronal tuning is almost always bell-shaped
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Figure 5.1: A model that combines the geometry of 3D motion projected
onto the retina with the monocular responses to retinal velocities ac-
counts for the strange shapes of binocular 3D motion tuning curves in
macaque Middle Temporal area. a. The electrophysiological results of Czuba
et al. (2014) compared to the predictions of our model. Each panel depicts the
average response of a single neuron to the presentation of different 3D motion direc-
tions (black dots, solid line). The stimuli consisted of either binocular (fully crossed
manipulation of retinal velocities in the two eyes: −10◦/s, -2◦/s, -1◦/s, 1◦/s, 2◦/s,
10◦/s) or monocular drifting gratings. Each stimulus was repeated 25 times. Across
two anesthetized macaques, a total of 236 cells were recorded using extracellular
tetrodes. Additional details can be found in the original paper (Czuba et al., 2014).
(continued on following page)
113
Figure 5.1: (continued) Each panel also depicts the prediction of the model given the
neuron’s monocular responses to the component drifting gratings (gray dots). Across
neurons in this dataset, 47% of the variance in the binocular responses is explained
by the linear combination of the corresponding monocular responses (using 2-fold
cross-validation); 72% of neurons have a correlation value r > .5. b. Diagram of the
projection of 3D motion (confined to the xz-plane; middle panel) onto the left eye
(blue; left panel) and the right eye (red; right panel). For 3D motion confined the xz-
plane, any resulting retinal velocity is moving left/right. For example, motion to the
left results in equal rightward retinal velocities. Motion toward the observer results
in retinal velocities of equal magnitude but in the opposite directions (leftward
velocity in the left eye and rightward in the right eye). If the 3D motion happens to
be directly along the line of sight for an eye, there is no motion in that eye. Retinal
velocity as a function of 3D motion direction results in a sinusoid for each of the two
eyes, which are phase-shifted due to the offset between the two eyes. c. A simple
geometric model of 3D motion direction tuning. The input to the model is 3D motion
direction which is first transformed to a left and right eye retinal velocities (Panel
1). Then monocular neural responses to these retinal velocity tuning curves are
calculated from the monocular retinal velocity tuning curves (Panel 2). These two
functions are then composed to give the monocular neural responses as a function
of 3D motion direction (Panel 3). The prediction for the binocular response to
3D motion direction is given by a linear combination of the monocular responses,
resulting in the binocular 3D motion direction tuning curve in Panel 4. The points
called on the individual panels represent this transformation for a single motion
direction.
(Hubel & Wiesel, 1959; Bacon & Murphey, 1984; Jacobs & Theunissen, 1996). How-
ever, a closer examination of empirical tuning curves for 3D motion in MT neurons
(collected by Czuba et al. 2014) reveals tuning similar to that predicted by the ge-
ometric model. Figure 5.1a depicts the empirical tuning curves (the average neural
response plotted as a function of 3D motion direction) for several example neurons
(black dots; see Figure caption 5.1a for additional details). The model provided a
good description of the shape of MT 3D tuning measured by Czuba et al. 2014 (47%
of the variance in the binocular responses was explained by the linear combination
of the corresponding monocular responses (using 2-fold cross-validation).
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5.2 Decoding
Having found evidence in favor of incorporating projective geometry into an encod-
ing model of MT neural responses to 3D motion, we then tested whether this encod-
ing could also explain perceptual phenomena. We first confirmed that a simulated
population of such neurons was in theory capable of being decoded to accurately
estimate 3D direction. We used log-Gaussian functions (fitted to the monocular
responses measured in MT experiments), combination coefficients (learned by min-
imizing the squared error between the binocular responses to 3D motion and the
linear combination of the outputs of the log-Gaussian functions), and assumed Pois-
son noise (see Supplemental equations 5.4.1, 5.4.2, and 5.4.5). We stimulated that
realistic simulated population with motion directions around the xz-plane, sampled
at 1 degree intervals, and employed a standard maximum log-likelihood decoder to
estimate 3D motion direction from the resulting population response (e.g. Graf et
al. 2011; see also Supplemental equations 5.4.6-5.4.7).
The decoder successfully estimated 3D motion direction (Figure 5.2b; es-
timates fall on or near the unity line). However, the radically different tuning
structure for 3D motion direction resulting from the projective geometry does have
interesting ramifications. Decoding performance varies as a function of the true mo-
tion direction (see Figure 5.2c). The standard deviation of model estimation error
shrinks considerably (i.e. there is higher sensitivity) for certain motion directions.
Note that these motion directions correspond with the locations of the steep tran-
sitions on individual neural tuning curves (see Figure 5.1c, last panel). The steep
transitions occur at the 3D motion directions where the retinal velocity in one eye
changes direction, climbing or falling down the steep side of the underlying log-
Gaussian monocular velocity tuning curve. All neurons in the population exhibit
steep transitions in their tuning curves at these same locations. This is because
the steep transitions are yoked to the angle formed by the locations of the eyes and
the moving object (it is thus independent of fixation). Decoding along these steep
parts of the tuning curves supports correspondingly higher sensitivity to changes
in 3D motion direction. Those four locations along the x-z axis correspond to 3D
directions whose retinal projection in one eye (or the other) changes direction. This
pattern of results is very distinct from a decoder based on more canonical Gaussian
tuning (see Figure 5.2f-h), which predicts consistent estimation error across all 3D
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Figure 5.2: A decoder based on the geometric model of 3D motion direction
sensitivity can be used to estimate 3D motion direction and predicts a
pattern of results that is distinct from the standard Gaussian model. a.
Binocular tuning curves from the geometric model for decoding 3D motion direction.
These 16 example binocular tuning curves are taken from the geometric model
population. Each was chosen because its preferred direction (as calculated by the
vector average) was closest to one of 16 evenly spaced motion directions (0◦, 22.5◦,
45◦, ... , 337.5◦). b. Geometric model decoder successfully estimates 3D motion
direction; estimates (dots) fall on the unity line (dashed white line). c. The standard
deviation of estimates (purple cloud) varies cyclically as a function of the motion
direction presented. d Hypothetical Gaussian tuning curves for decoding 3D motion
direction. Here we show 16 evenly spaced Gaussian tuning curves (with preferred
directions: 0◦, 22.5◦, 45◦, ... , 337.5◦). For the modeling based Gaussian tuning
curves, 236 evenly spaced neurons were used. This matches the number of neurons
in the population based on the geometric model. e Gaussian decoder successfully
estimates 3D motion direction; estimates (purple dots) fall on the unity line (dashed
white line). f The standard deviation of estimates (purple cloud) does not vary as
a function of the motion direction presented.
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motion directions.
The parameterization of the simulated population (see Supplemental eq.
5.4.1 - 5.4.5) also allows the examination of which aspects of neural tuning in MT
neurons drive the successful estimation of 3D motion direction. A population with
identical speed tuning parameters for input to the left and right eyes (i.e. the same
speed preference, the same tuning bandwidth, the same response amplitude, and the
same baseline firing rate) results in estimation performance that correctly identifies
the x-component of the motion but, by virtue of having no differential binocular
information, understandably chooses the wrong direction for the depth component
half the time. However, merely incorporating differential tuning (at the levels mea-
sured in Czuba et al. 2014) for any of these parameters individually reveals that
small (and seemingly trivial) differences in speed preference, tuning bandwidth, or
response amplitude (i.e. ocular dominance) are each sufficient for estimating 3D
motion direction without such depth sign errors. Previous work has suggested that
differences in speed preference and tuning bandwidth could contribute to tuning for
depth motion (Maunsell & Van Essen, 1983a); however the notion that the differ-
ence in response amplitude across the two eyes might contribute to tuning for depth
motion was entirely unexpected and suggests that the brain may exploit ocular
dominance in binocular computations of motion through depth.
Having established that the proposed encoding model supports the estima-
tion of 3D motion direction, we incorporated a more realistic viewing distance (64
cm) to address whether decoding from this model could also explain puzzling as-
pects of perceptual behavior. As viewing distance increases, the angle formed by the
eyes and the motion location is considerably smaller (e.g. Figure 5.3a). The reti-
nal velocities at increased viewing distances have lower magnitudes and a decreased
inter-ocular phase shift (compare Figure 5.3b at a 64 cm viewing distance to Figure
5.1b at 3.25cm viewing distance). At the farther viewing distance, the model makes
systematic errors forming an X pattern of results in Figure 5.3d. These errors in-
dicate that the model confuses the direction of the depth component, sometimes
reporting a reflection across the x-axis from the true motion direction. There is
however a simple explanation for this rather striking model error. Recall that as the
viewing distance increases, the angle formed by the eyes and the motion location
shrinks, resulting in a decreased phase shift in the retinal velocities between the
two eyes. For a fixed environmental velocity, any single neuron’s tuning curve is
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dependent on those retinal velocities, and thus on viewing distance. For a larger
(more realistic) viewing distance, the steep transitions of binocular tuning curves
collapse towards each other (see Figure 5.3c). The result is a relatively symmetrical
tuning curve, except for motion directions close to towards and away (see symme-
try line Figure 5.3c). That symmetrical neural firing rate in the presence of noise,
plus the coarse tiling of the neuronal tuning shapes (i.e., with the steep transitions
geometrically yoked to the ocular axes), produces these model errors.
The geometric model decoder for 3D motion direction estimation provides a
surprising set of predictions for perception. In particular, it is difficult to believe
that human observers could confuse a motion having a substantial toward depth
component with a motion having a substantial away depth component. However,
there is existing psychophysical data consistent with this particular type of error
(Landers & Cormack, 1997; Fulvio et al., 2015). Figure 5.3e, replotted from Fulvio
et al. (2015) shows human performance in a 3D motion direction estimation task and
demonstrates this relatively strange pattern of errors is actually observed in human
perceptual behavior. Thus the predictions made by extending sensory encoding and
decoding to incorporate the geometry of the spatiotemporal environment naturally
account for what are at first glance strikingly odd aspects of neural tuning curves
and human perception.
5.3 Conclusion
In summary, these successes emphasize the importance of recognizing the nervous
system’s ultimate goal of inferring the properties of the environment. Such infer-
ence is based on incoming sensory information that is fundamentally constrained
by the geometric relationship between the environment and the initial sensors of
the nervous system. We considered the case of 3D motion direction as an exam-
ple, demonstrating that a geometrically constrained encoding model for 3D motion
direction is consistent with electrophysiological recordings of neurons in MT and
human perception as measured by direction estimation tasks. This framework can
be extended to other visual domains (e.g. slant/tilt, 3D structure from motion) but
should also be considered more generally as an example of how tuning for a higher
order feature can be computed in the brain and that the brain might fundamentally
not be charged with the simple task of decoding from Gaussian banks of sensory
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Figure 5.3: A geometric model decoder using realistic viewing distances makes a
strange set of predictions that is surprisingly consistent with existing human psy-
chophysical data. a. With increased viewing distance, the angle formed by the two
eyes and the location of motion is compressed. b. For motions at large viewing
distances, the retinal velocities are smaller in magnitude and the difference between
the left and right eye retinal velocities is considerably less. c. The impact of an
increased viewing distance on individual tuning curves is the convergence of steep
transitions on the toward and away motion directions. This results in a relatively
symmetrical neural firing rate across the left and right motion directions (i.e. the
x-axis) except close to toward and away. This symmetry across the whole popula-
tion leads to the unusual model errors evident in d. d. Geometric model decoder
estimates 3D motion direction for a far viewing distance (64 cm). Many estimates
(dots) still fall on the unity line (dashed white line), however a clear pattern of errors
emerges result in a ‘X’ pattern, corresponding to both veridical estimates and sign
errors. e. Motion directions reported by human psychophysical observers (Fulvio et
al. 2015; Figure 3A) asked to estimate the motion direction of a 3D motion stimulus
at viewing distance of 90 cm. Human observers make similar errors to the geometric
model decoder, showing a confusion over the sign of the depth component of the
motion. f. The Gaussian decoder is unaffected by viewing distance. It successfully
estimates 3D motion direction; estimates (purple dots) fall on the unity line (dashed
white line).
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encoders.
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5.4 Supplemental
Encoding. Monocular velocity tuning curves in MT are well-fit by log-Gaussian
functions. In the case of purely direction selective MT neurons tuned to left or right,
one motion direction (left or right) is largely unmodulated by changes in speed, but
MT neurons are diverse in terms of their direction selectivity and thus the log-
Gaussian function must be fit to both directions with coefficients to modulate the
relative amplitude of the neural response:
fL(θ) =

al+
L(θ)σl
e
−(log L(θ)−µl)2
2σ2
l + bL L(θ) ≥ 0
al−
|L(θ)|σl e
−(log |L(θ)|−µl)2
2σ2
l + bL L(θ) < 0
(5.4.1)
fR(θ) =

ar+
R(θ)σr
e
−(log R(θ)−µr)2
2σ2r + bR R(θ) ≥ 0
ar−
|R(θ)|σr e
−(log |R(θ)|−µr)2
2σ2r + bR R(θ) < 0
(5.4.2)
where µL, σL, µR, and σR are the parameters of the log-Gaussian function; al+, al−,
ar+, and ar− are the coefficients modulating the relative amplitude of the neural
response; bl and br are the baseline firing rates; L(θ) and R(θ) are functions that
give the retinal velocities for the left and right eyes respectively (see below), given
the xz motion direction θ.
L(θ) =
cos(θ) ∗m ∗ z − sin(θ) ∗ (x+ ipd2 )
x2 + z2
(5.4.3)
R(θ) =
cos(θ) ∗m ∗ z − sin(θ) ∗ (x− ipd2 )
x2 + z2
(5.4.4)
The encoding model for 3D motion direction predicts that the binocular
response (fB(θ)) is a linear combination of the monocular responses (fL(θ), fR(θ)))
to the left and right eye retinal velocities resulting from that 3D motion direction:
fB(θ) = cL ∗ fL(θ) + cR ∗ fR(θ) (5.4.5)
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where fB(θ) is the binocular response to 3D motion (purple trace, Figure 5.1b,
fourth panel); fL(θ) and fR(θ) are the monocular responses to the corresponding
left and right eye retinal velocities (red and blue traces, Figure 5.1b, third panel);
cL and cR are the coefficients for linear combination (these allow for suppression or
facilitation of the monocular responses).
Decoding. 3D motion direction estimation was performed by finding the peak of
the log-likelihood function as a function of 3D motion direction given the assumption
of independent Poisson noise:
logL(θ) = log
(
N∏
i=1
p(ri|θ)
)
=
N∑
i=1
log
(
fBi(θ)
ri
ri!
e−fBi (θ)
)
(5.4.6)
=
N∑
i=1
log(fBi(θ))ri −
N∑
i=1
fBi(θ)−
N∑
i=1
log(ri!) (5.4.7)
where r is the population response, a vector composed of the spike count for N
neurons; and fB are the binocular tuning curves for 3D motion direction. Motion
direction was estimated by finding the argmaxθ logL(θ).
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Chapter 6
3D motion direction estimation
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This chapter expands upon Chapter 5 using the model developed in that
chapter to make behavioral predictions for a variety of psychophysical experiments.
Specifically this chapter examines model predictions for viewing distance manip-
ulations and eccentricity manipulations. The second half of this chapter presents
preliminary findings from a psychophysical experiment that manipulates viewing
distance and compares those results to the model predictions.
6.1 Model Predictions
This modeling effort relies on a simulated neural population initially described in
Chapter 5. This population is based on fits of an encoding model to electrophys-
iological recordings of neurons (n=236) collected by (Czuba et al., 2014). Log-
Gaussian speed tuning curves were fit to the measured monocular responses and
then combination coefficients were learned by minimizing the squared error between
the binocular responses to 3D motion and the linear combination of the outputs
of the log-Gaussian functions (see Supplemental section in chapter 5). Each neu-
ron’s simulated response to a particular motion direction is generated by calculating
the left and right eye monocular velocities, computing the linear combination of the
monocular response to those monocular velocities using the combination coefficients,
and adding Poisson noise.
The model predictions outlined here all involve a 3D motion direction estima-
tion task. In order to perform model estimation, first I simulated the population’s
neural response to a particular motion direction. To estimate 3D motion direction
for that population response, I used a Poisson independent decoder which finds the
peak of the log-likelihood given by equations 5.4.6 - 5.4.7. The two sections that
follow describe how the model performance on the 3D motion direction estimation
task changes as a function of viewing distance and eccentricity.
6.1.1 Viewing distance manipulations
For this simulation, I manipulated the viewing distance (20cm, 31cm, and 67cm),
the motion speed (5 cm/s, 7.75 cm/s, and 16.75cm/s), and the direction of motion
(0◦to 359◦at 1◦intervals. The motion speeds were chosen so that the retinal speed for
left/right motion directions were approximately equivalent for the following (viewing
distance, environmental speed) pairs: (20cm, 5cm/s), (31cm, 7.75cm/s), (67cm,
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16.75). The viewing distances and motion speeds were also chosen to match the
psychophysical experiments presented at the end of this chapter. Estimation was
repeated 100 times for each motion direction, viewing distance and speed. Figures
6.1 - 6.4 summarize the model predictions for manipulations of viewing distance and
speed.
The panels in figure 6.1 show increasing speed along the columns (left to
right) and increasing viewing distance down the rows (top to bottom). Each panel
is a heatmap binned at 10◦intervals where the lighter colors represent a higher
density of estimates. There are two apparent effects of increasing viewing distance:
1) The number of depth-sign errors (described in chapter 5) increases as the angular
locations where errors occur expands (aligned with the location of the ocular axes).
2) There is a small lateral bias of the responses near 0◦(right) and 180◦(left). Also
notice the brighter flat line segment at motion directions near 180◦at the farthest
viewing distance (see the bottom row of figure 6.1). This density is much lighter for
the close viewing distance (top panel). There are no immediately obvious effects of
increasing speed for the model.
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Figure 6.1: Model predictions as a function of viewing distance and speed
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Figure 6.2: Cosine component of the model predictions as a function of viewing
distance and speed.
The subsequent two figures (6.2 and 6.3) break down the estimates shown
in figure 6.1 into their lateral (cosine) and depth components (sine), figures 6.2 and
6.3 respectively. Figure 6.2 plots the cosine of the model estimate as a function
of the cosine of the presented motion direction. Similarly, figure 6.3 plots the sine
of the model estimate as a function of the sine of the presented motion direction.
Looking at the two components separately it is apparent that the changes in model
performance as a function of viewing distance are primarily driven by changes in
estimation of the depth component. Notice in figure 6.3 another ‘X’ pattern of
results. Again the arms of the ‘X’ off the unity line represent the depth-sign errors.
The emergence of the small lateral bias at far viewing distances is also more obvious
in the sine plot (figure 6.3). The signature of this effect is the appearance of the flat
disc of density about motion directions with a sine component near 0 (i.e. 0◦and
180◦, right and left).
Finally, separating the two components also reveals a small effect of the speed
manipulation that is visible in both figures 6.2 and 6.3. There is a decrease in the
variability of estimates at higher speeds particularly for motion directions where the
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cosine is near 1 or -1, i.e. 0◦or 180◦(right or left). This effect is most apparent for
the farthest viewing distance for the x component (figure 6.2, the closest viewing
distance in the x component (figure 6.3), and the closest viewing distance in the
original model estimate figure (6.1)
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Figure 6.3: Sine component of the model predictions as a function of viewing dis-
tance and speed.
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Figure 6.4: Visualization of errors for the model predictions as a function of viewing
distance and speed.
Figure 6.4 illustrates the depth-sign errors that appear as a function of view-
ing distance. In this figure, every trial is represented by a single arrow from the
presented motion direction to the model estimate on the unit circle. Small errors
result in very small arrows and give the impression of a circle. Larger arrows form
lines that cross the circle. Notice that all of these lines drawn across the circle are
vertically oriented – indicating a depth-sign error.
In summary, the main predictions of the model for manipulations of viewing
distance are an increase in depth-sign errors with a small lateral bias at far viewing
distances. For the manipulation of environmental speed the main prediction is a
decrease in variability as a function of the environmental speed.
6.1.2 Eccentricity manipulations
For this simulation, I held the viewing distance constant (67cm), while I manipu-
lated eccentricity (0cm, 12.5cm, 22.5cm), the motion speed (5 cm/s, 7.75 cm/s, and
16.75cm/s), and the direction of motion (0◦to 359◦at 1◦intervals. Estimation was
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repeated 100 times for each motion direction, viewing distance and speed. Figures
6.5 and 6.6 summarize the model predictions for manipulations of viewing distance
and speed.
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Figure 6.5: Model predictions as a function of eccentricity and speed
The panels in figure 6.5 show increasing speed along the columns (left to
right) and increasing eccentricity down the rows (top to bottom). Each panel is a
heatmap binned at 10◦intervals where the lighter colors represent a higher density
of estimates. The manipulation of eccentricity causes a shift in the pattern of errors.
This is most apparent from the visualization of errors in figure 6.6. Notice that at
the eccentric locations (rows 2-3) the error pattern is rotated. This rotation matches
the shift eccentricity.
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Figure 6.6: Visualization of errors for the model predictions as a function of eccen-
tricity and speed.
6.2 Psychophysical Experiments
6.2.1 General Methods
Subjects
All subjects had normal or corrected-to-normal vision. All subjects participated
with informed consent in accordance with the University of Texas at Austin Insti-
tutional Review Board. They were treated according to the principles set forth in
the Declaration of Helsinki of the World Medical Association.
Apparatus
In order to manipulate viewing distance in a controlled manner we designed a rear-
projection display system mounted on rails (ProPixx 3D projector; Screen Tech
ST-PRO-DCF black acrylic glass. This system can be easily adjusted to present
stimuli at viewing distances from 20cm to 120cm. For this set of experiments the
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display was set at 20cm, 31cm or 67cm (near, middle or far, respectively). Although
the viewing distance can be manipulated, the projector remains a fixed distance
from the screen resulting in a ratio of 14 pixels per centimeter.
Subjects viewed the stimuli binocularly using a chin cup and forehead rest to
maintain head position. Subjects wore passive circular filters to view the binocular
stereo stimuli. During experiments involving eccentric fixation, subjects also used
a bite bar to maintain head position. Subject responses were reported using a USB
knob (Griffin Technology Powermate; Nashville, TN). All experiments and analyses
were run using custom code written in MATLAB using the Psychophysics Toolbox
(Pelli, 1997; Brainard, 1997; Kleiner et al., 2007).
Stimuli
The stimuli presented during motion epochs were spherical dot motion volumes,
5 degrees (frontoparallel) in diameter. The dots were .4 degrees (frontoparallel) in
diameter. Dots within the spherical volume were at 5% contrast (half with luminance
above the background luminance and half with luminance below) and rendered with
looming and expansion cues. A static frame of this stimulus (both the left and right
eye images) is depicted in Figure 6.7.
Figure 6.7: Still frame of 3D dot motion for the left and right eye. Free-fusing this
image gives the percept of the dots relative depth.
Stereo-diagnostic procedure
Stereo-motion scotomas are relatively common (Barendregt et al., 2014). In order to
avoid collecting data in a stereo-motion scotoma, we had subjects perform a stereo-
motion diagnostic prior to data collection. Subjects viewed a cloud of dots moving
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sinusoidally in depth. They were instructed to adjust the frequency of this sinusoidal
motion until the point where it no longer appeared to move continuously through
depth; reported percepts at/past this point typically involve flickering of dots across
depth planes. This diagnostic was used to determine which motion locations were
best for stimulus presentation (left vs. right, up vs. down).
6.2.2 Viewing Distance Manipulations
Methods
Each trial consisted of a single motion epoch that lasted 1 second. Subjects reported
the motion direction of the dots using a knob to adjust the angle of an indicator that
was also rendered in the virtual space. Each block consisted of 72 trials and was
performed at a single viewing distance and location (5◦up/down, or 5◦left/right).
Within the block the motion speed was varied (5cm/s, 7.75cm/s or 16.75cm/s)
and motion direction was varied (between 0◦and 360◦at 5◦intervals). The subject
completed 70 blocks, resulting in 5 data points per location/direction/speed/viewing
distance.
Results
Figure 6.8 shows the results from a single subject collapsed across motion locations.
The panels show increasing speed along the columns (left to right) and increasing
viewing distance down the rows (top to bottom). Each panel is a heatmap binned
at 15◦intervals where the lighter colors represent a higher density of estimates.
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Figure 6.8: 3D motion direction estimation results for a single observer.
While depth-sign errors do emerge at the slowest speed and the farthest
viewing distance, depth sign errors are not as prevalent at the fastest environmental
speed. Moving along the diagonal, preserving retinal speed for frontoparallel motion
shows basically no increase in depth sign errors. Instead there is an emergence of
a lateral bias, a ‘flattening’ of responses to the frontoparallel plane. This bias
is consistent with previous work in 3D motion direction estimation (Welchman et
al., 2004, 2008), which predicts that this effect is due to a slow-speed bias. The
tightening of the response around the frontoparallel plane due to this bias effectively
prevents the depth sign errors observed at slower speeds for the farthest viewing
distance.
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Figure 6.9: Cosine component of psychophysical 3D motion direction estimates.
The responses can be divided into their trigonometric components for a more
clear picture of the performance. Figure 6.9 plots the cosine of the reported motion
direction as a function of the cosine of the presented motion direction. From the
panels in this figure, the emerging lateral bias at the farthest viewing distance and
fastest speed is clear. Notice the rotation of the line of density slightly counter-
clockwise from the unity line (thin black line). This rotation essentially means that
the subject’s response to motion directions with cosines close to 1 or -1 (i.e. right
and left) are being reported as closer to right and left than they actually are. There
is also a tightening of the variability of the responses as a function of increased
environmental speed.
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Figure 6.10: Sine component of psychophysical 3D motion direction estimates.
Figure 6.10 plots the sine of the reported motion direction as a function of the
sine of the presented motion direction. Once again the lateral bias emerging at the
farthest viewing distance and fastest speed is clear; the horizontal line of density is a
signature of that lateral bias. Again with increased environmental speed we observe
a decrease in the variability.
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Figure 6.11: Visualization of errors for the 3D motion direction estimation results.
Figure 6.11 is a visualization of the errors. Each trial is represented by a
signal arrow from the presented motion direction to the reported motion direction.
The increase in large depth-sign errors (i.e. the long vertical arrows) requires both
an increase in viewing distance and a relatively slow speed.
6.3 Discussion
In the first part of this chapter I laid out a set of predictions for human psychophysi-
cal performance in 3D motion direction estimation based on the model developed in
chapter 5. The main predictions for manipulations of viewing distance and environ-
mental speed were: 1) increased depth-sign errors with increased viewing distance,
2) an emerging lateral bias for far viewing distances, and 3) decreased variability
with increased environmental speed.
The second half of this chapter presents preliminary data collected to exam-
ine human psychophysical performance in 3D motion direction estimation. These
psychophysical data was collected in a single subject; more data from additional
subjects are needed to make more definitive conclusions about human performance
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and to make meaning comparisons to the model performance. Additionally, while
the data from this sinlge subject represents a complete data set, there are known
problems with how the motion direction was reported that may influence the results
(particular those related to lateral biases) in ways that were not intended. Specifi-
cally there were markers every 22.5◦that had a categorical effect on reported motion
directions for some subjects’ responses. Even placing markers at the cardinal di-
rections is likely problematic because it provides additional information which may
be combined with the motion cue differently for different motion directions. The
markers have been removed and the subsequent data will not suffer from this issue.
Though these data are preliminary for the reasons I have described, it is still inter-
esting and perhaps informative to the ongoing experiments to begin the process of
comparing model performance to human performance.
The results from the psychophysical experiment show: 1) an increase in
depth-sign errors for the combination of increased viewing distance and decreased
environmental speed, 2) emergence of a large lateral bias for large viewing distance
and faster environmental speeds, 3) decreased variability at faster environmental
speeds. These findings are only partially consistent with the main findings from the
model. The primary difference is that the model predicted a far less drastic effect of
environmental speed. In particular the depth-sign errors are basically non-existent at
the far viewing distance for the fast environmental speed (see bottom right panel of
6.8), meaning that depth-sign errors in humans result from large viewing distances
combined with slower environmental speeds modulate these errors. This suggests
the the errors are driven primarily by slower retinal velocities rather than the pure
manipulation of viewing distance.
The strength of the lateral bias at the farthest viewing distance and fastest
environmental speed is striking. This effect has been reported in previous studies
of 3D motion estimation (Welchman et al., 2004) and the accepted explanation
involves the presence of a slow-speed bias (Welchman et al., 2008). This explanation
motivated testing the decoder in a new way, decoding from the model assuming
a slower speed (note: decoding up to this point assumed a correct estimate of
environmental speed). Decoding under this assumption does result in a lateral bias.
These preliminary results are encouraging. Human subjects can estimate
3D motion direction in the psychophysical regime we have designed for testing ma-
nipulations of viewing distance and eccentricity. It appears from the preliminary
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data that human performance may differ systematically from the model predictions.
More data must be collected across a greater number of subjects, before a definitive
set of conclusions can be drawn.
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Chapter 7
Discussion
139
The study of perception in the primate visual system has yielded a large body
of research that makes fundamental contributions to the understanding of neural
information processing. This progress required the simplification of stimuli, and
significant task constraints. The advantage of these simplifications was more precise
control of stimuli and measurements, and well-defined models for behavior/model
comparison. The downside of such simplifications is that it is often unclear how
these findings generalize to the visual system in the natural environment outside of
artificial laboratory tasks. However, emerging statistical and technological tools are
allowing scientists to move beyond these constraints. Growing bodies of research are
moving to more natural stimuli and introducing more complex/natural tasks (see
Chapter 4 for a review of some of this work).
The work presented here joins that growing body of research. In that regard,
there are two main contributions of this thesis. The first is the introduction of
a novel psychophysical paradigm and analysis framework for the study of visual
perception in the context of sensorimotor control loops, i.e. target tracking (Chapter
2). The second contribution is an elaboration of the neural coding approach that
incorporates the environment-to-retina transformation, an extension which is central
to answering questions about how the brain could encode and decode information
about its natural 3D environment (Chapters 5 - 6). In this discussion I elaborate on
these findings, their potential impact, and possible future directions of this work.
7.1 Target-tracking paradigms for examining visual per-
ception
My work demonstrates that a target-tracking task combined with a Kalman filter
analysis framework results in measures of visual sensitivity comparable to measures
of visual sensitivity collected with more traditional psychophysical methods and
analysis (i.e., forced choice tasks and signal detection theory). The two immediate
advantages of the tracking paradigm over more traditional psychophysical methods
are the decrease in the experimental time required to arrive at a measurement for
an experimental condition (see figure 2.12), and the finer temporal scale of data
collection. The latter of these two advantages is particular important in the context
of typical measures of neural signals used to examine visual perception and decision-
making in human and non-human primates (e.g., EEG, electrophysiology, etc.) Such
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measures typically result in hundreds (or more) samples per second, whereas the
typical psychophysical experiment gives approximately one bit of behavioral data
per second. Relating data of such disparate temporal scales is incredible difficult
and often requires model assumptions which cannot be tested in meaningful ways
because of the lack of behavioral data. The first section of chapter 4 discusses these
issues in much greater detail. One of the most important future developments of this
work will be to extend the Kalman filter analysis framework so that it can be used
to relate behavior and neural activity in the same way neuroscience has leveraged
signal detection theory.
While the increased temporal resolution is particularly valuable in the con-
text of high resolution measures of neural activity, it also critical for a more complete
understanding of visual perception and human behavior. The 3D motion tracking
experiment presented in chapter 3 provides a simple example of the advantages
of the temporal resolution of tracking tasks for dissecting and analyzing behav-
ioral/perceptual results. The main finding for 3D motion tracking was that the
selective impairment of 3D motion perception during target-tracking was driven
by two factors: the geometric constraint that motion-through-depth yields much
smaller retinal projections than frontoparallel motion, and slower latencies associ-
ated with binocular disparity processing. Using the tracking paradigm, we were
able to distinguish between the effects of the geometric constraint (primarily an ef-
fect on the signal-to-noise-ratio) and the effects of the limits of binocular disparity
processing (primarily an increased latency). While it’s certainly possible that simi-
lar results could have been acquired using more traditional psychophysical methods,
the amount of experimental time required for the number of conditions tested would
have been prohibitive (not to mention additional conditions tested that did not make
it into the final manuscript). Furthermore, such experiments would have resulted in
single values for performance and response time, instead of a full spatiotemporal re-
sponse function. One of the most striking aspects of the final experiment of chapter
3 is the close match between the spatiotemporal response functions for frontoparallel
and motion-through-depth tracking when frontoparallel motion is disparity-limited
in the same manner as motion-through-depth (see figure 3.13, particularly subjects
1 and 2).
Another important opportunity that the tracking paradigm offers is the po-
tential to work with a variety of ‘non-traditional’ vision science subjects: infants
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and children, certain clinical patients, and other populations that may get impa-
tient with traditional psychophysics. I address this point briefly at the beginning
of chapter 2, but here I wish elaborate because of the successes I have observed in
the research of colleagues and collaborators. Figure 7.1 shows data collected by Dr.
Rowan Candy’s lab at Indiana University. Dr. Candy studies the development of
human vision in infants and young children. The figure shows the horizontal and
vertical position of a target for a single trial and the eye tracking responses of 2
infants (77 days and 76 days old) and an adult. Infants as young as 11 weeks (and
younger) will track targets with their eyes.
Figure 7.1: Example of the tracking paradigm for human infant subjects. Black
traces represent the horizontal and vertical position of a stimulus. The colored
traces represented the eye tracking traces from 2 infants (blue and red) and an
adult (green).
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It may be somewhat unsurprising that relatively young infants can track
moving objects but the tracking paradigm and the kalman filter analysis provide
a framework to harness this behavior to better understand the development of hu-
man vision across infancy and childhood. Given that the current gold standard
for the study of perception in infants is the preferential looking paradigm (Fantz,
1963), this presents a huge opportunity for increasing the understanding of human
visual development. More anecdotally, this technique is also proving useful in the
study of non-human primates. Non-human primates (e.g. macaques, marmosets)
will perform tracking tasks with minimal training compared to more traditional
psychophysical tasks.
7.2 Incorporating the three-dimensional environment into
neural coding models
The second half of this dissertation focuses on incorporating the three-dimensional
environment into neural coding models of neurons in visual areas. With some no-
table exceptions (e.g. Baker & Bair 2016), there has been minimal effort to generalize
neural coding models of visual stimuli in a manner that supports questions about
how the brain could encode and decode information about its natural 3D environ-
ment. The model presented in chapter 5 builds a neural coding model for 3D motion
stimuli and neural activity in primate middle temporal area (MT). The principle
findings from this exercise in modelling were: 1) Neural representations are shaped
by the environment-to-retina transformation resulting in encoding model tuning
curves that are atypical but match existing electrophysiological measurements, 2)
Relatively small differences in retinal velocity tuning across the two eyes can pro-
vide 3D motion sensitivity, 3) Decoding from neural representations shaped by the
environment-to-retina transformations results in surprising predictions for percep-
tion; some of these predictions are confirmed by the existing psychophysical litera-
ture. Chapter 6 examines these predictions in greater detail and reports preliminary
results from psychophysical experiments designed to test these predictions.
Continuing psychophysical work will compare the model predictions for 3D
motion direction estimation with psychophysical performance across manipulations
of viewing distance, speed and eccentricity. Motion adaptation will also be key to
further psychophysical experiments in order to better explore of the structure of the
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neural encoding of 3D motion. Historically, motion adaptation has proven to be a
powerful tool for probing visual information processing in the human brain (Clifford
et al., 2007). Here it will serve as method for examining to what degree the neural
representation of 3D motion is integrated binocularly and globally versus simply
inherited from local, monocular 2D signals.
Future electrophysiological work should record from awake-behaving non-
human primates (the simulated neural population in chapters 5 and 6 are based on
electrophysiological recordings from the MT of anesthetized macaques). While we
have observed signatures of the proposed encoding model in human psychophysics
it will be important to record from (and inactivate) neurons in awake-behaving pri-
mates across multiple areas in the dorsal stream (e.g. middle temporal area, medial
superior temporal area, and ventral intraparietal area), while manipulating viewing
distance and eccentricity. These recordings in conjunction with the motion adapta-
tion experiments provide a much clearer picture of the neural information processing
for 3D motion, particularly in regards to how motion is integrated binocularly and
globally.
The extensions I have mentioned thus far have focused entirely on exper-
iments to further understand 3D motion perception. However the neural coding
approach presented in chapter 5 could applied to other domains (e.g. slant/tilt,
structure from motion). The simplest of these extensions is to slant/tilt. Such a
model would combine monocular orientation tuning curves, in place of the binoc-
ular combination of monocular velocity tuning curves. This type of model would
complement existing normative models of slant/tilt perception that explain human
perceptual behavior via the analysis of natural scene statistics (Burge et al., 2016;
Kim & Burge, 2017).
7.3 Optimal filters for 3D motion perception
The encoding model presented in Chapter 5 proposes a functional form for a set of
filters that encode 3D motion direction. The model provides a good fit to electro-
physiological recordings of neurons in area MT, however it is a purely descriptive
model and does not speak to whether such filters are optimal. Intuitions from other
features encoded by the visual system (e.g. orientation, 2D motion direction, 2D mo-
tion speed) would suggest that 3D motion direction should be optimally encoded by
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a set of filters which resemble evenly distributed Gaussian functions. The proposed
set of filters are not consistent with such a representation. However, it remains an
open question whether such filters are (or resemble) the optimal filters for encoding
3D motion given the biological constraints of the sensors in the visual system.
Efficient coding approaches have been used to derive filters and their prop-
erties for a variety of of sensory features (e.g.,Olshausen & Field 1996, 1997; Bell
& Sejnowski 1997; van Hateren & van der Schaaf 1998; Lewicki 2002; Ganguli &
Simoncelli 2016). These methods derive filters based on an efficient representation
of the statistical properties of the stimuli. Accuracy Maximization Analysis (AMA)
is a task-dependent framework which takes this approach farther, specifying which
information should be represented given a specific task. It has been used to derive
filters for a variety of tasks: image patch identification, foreground identification,
defocus blur discrimination, disparity estimation, and speed estimation (Geisler et
al., 2009; Burge & Geisler, 2011, 2014, 2015). AMA seems an appropriate choice for
deriving optimal filters for 3D motion direction estimation. One potential challenge
in implementation is that these approaches typically use databases of natural stim-
uli designed to effectively sample the feature in question. To my knowledge, such
a database doesn’t exist for 3D motion. However, recent advances in depth camera
technologies make the collection of such a database significantly easier. Further-
more, early work using AMA to derive optimal 3D motion direction filters could be
conducted on databases of simulated 3D motion prior to the collection of a database
of natural stimuli.
7.4 Self-motion, optic flow, and binocular information
The work presented in this dissertation contributes to the effort to understand the
relationship between neural activity and visual perception in the natural environ-
ment, focusing in particular on 3D motion. However the work here has focused on
primarily on issues related 3D object motion, largely ignoring an critical component
of motion in the natural environment: self-motion.
Appendix A examines questions relevant to self-motion, navigation and in-
terocular velocity signals. The majority of studies of velocity-based 3D motion
perception in primates have focused on interocular comparisons which occur in the
binocular portion of the visual field. This study (inspired by studies of bee vision)
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examines interocular velocity signals across the two monocular portions of visual
field (i.e. the far periphery). The main finding of this work was that there was
a privilege for speed discrimination across the two eyes compared to within a sin-
gle eye’s monocular visual field. Furthermore, this privilege was limited to cases
consistent with ecologically valid self-motion.
Work on self-motion has largely focused on the combination of rich monocular
visual signals (i.e. optic flow) and vestibular signals (see DeAngelis & Angelaki
2012 for review), largely ignoring the role of binocular information. However a
recent review of the binocular mechanisms of 3D motion proposed the binoptic flow
field (BFF), a stimulus which more completely encompasses the 3D information
typically available in the natural environment, including the binocular information
(Cormack et al., 2017). In examining the binoptic flow field, it becomes clear that the
differential binocular signals are valuable sources of information and are especially
pronounced in the binocular periphery. Future work leveraging such stimuli and
examining the natural statistics of self-motion in the natural environment will be
critical to understanding the neural activity that supports motion perception during
self-motion and its relationship to the perception of objection motion, which is
inherently a more local process.
7.5 Binocular cues for 3D motion at far viewing dis-
tances
The preliminary psychophysical results presented in chapter 6 are collected at three
different distances: near (20cm), middle (31cm), and far (67cm). But even the
“far” distance used is relatively close. These particular distances were chosen in
order observe the most change in performance while also being certain that the
viewing distance was within a range where the cues were still useful.
This raises important questions about what range of viewing distances lead
to binocular 3D motion cues that are perceptible. Previous work examining natural
static binocular disparity distributions determined that significant portions of the
distributions of binocular disparities in the natural environment remain suprathresh-
old even at fixation distances greater than 15 meters (Liu et al., 2008). But it
remains an open question whether binocular cues to 3D motion (i.e., changing dis-
parities, CD; inter-ocular velocity differences, IOVD) are useful at that distance.
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Early work on stereo-motion perception established that human subjects
were less sensitive to the binocular percept than the monocular percept at the fovea
(Tyler, 1971). The stimulus used in Tyler (1971) was an oscillating bar and the
amplitude thresholds reported suggests sensitivity to binocular motion at speeds
around 1 arcmin/sec or .017◦/s. More recent work tested sensitivity in the periphery
to random dot stereograms, also testing IOVD cues and CD cues separately. The
lowest speed tested in that experiment was .3◦/s, where they reported thresholds
of 10% coherence at 3◦-7◦and 50% coherence at 11◦-15◦. For the CD cue the
thresholds were 10% and 20% for 3◦-7◦and 11◦-15◦respectively. For the IOVD cue
the thresholds were 12% and 50%.
In order to understand what this means for 3D motion in everyday life, let’s
consider a handful of idealized examples. For these examples I will render binoptic
flow fields at different distances and speeds. These binoptic flow fields simply show
the binocular information present for motion across the visual field (e.g., figure 7.2
and Cormack et al. 2017 for more details).
a b
Figure 7.2: Binoptic flow fields. (Panel a) A 3D schematic of points in space moving
forward, along the z-axis. (Panel b) The projection of the 3D schematic in panel a
onto the left (green) and right (red) retinae.
In the first example (figure 7.3), the simulated viewing distance is 1 meter
(still relatively close) with a motion speed of 1.3m/s directly towards the observer.
This speed is consistent with an average walking speed. Here we observe that huge
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swaths of the visual field have interocular velocity differences which are relatively
large (dθ ≥ 5◦ at speeds ∼ .5◦ in the near periphery).
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Figure 7.3: Binoptic flow field – viewing distance: 1m, motion towards at 1.3m/s.
(Upper Left Panel) Binoptic flow field as projected onto the eyes. (Upper Right
Panel) Magnitude of the motion in the left eye (deg/s). The black circles represent
10◦, 20◦, and 30◦eccentricity. (Lower Left Panel) Angular difference between the
motion signal in the left eye and the motion signal in the right eye (deg). (Lower
Right Panel) Speed difference between the motion signal in the left eye and the
motion signal in the right eye (deg/s).
At farther distances (e.g., 15 meters), the same environmental speed (1.3
m/s) results in interocular velocity differences which appear far less useful (see
Figure 7.4). Here dθ ≥ 2◦ within the central 20 ◦, but at these eccentricities speeds
are ≤ .01◦/s or 36 arcsec/s, which is certainly subthreshold. Tyler (1971) reported
stereo-motion thresholds of ∼ 35 − 200 arcsec/s at fixation for targets which were
moving sinusoidally directly towards and away (i.e., dθ = 180◦).
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Figure 7.4: Binoptic flow field – viewing distance: 15m, motion towards at 1.3m/s.
(Upper Left Panel) Binoptic flow field as projected onto the eyes. (Upper Right
Panel) Magnitude of the motion in the left eye (deg/s). The black circles represent
10◦, 20◦, and 30◦eccentricity. (Lower Left Panel) Angular difference between the
motion signal in the left eye and the motion signal in the right eye (deg). (Lower
Right Panel) Speed difference between the motion signal in the left eye and the
motion signal in the right eye (deg/s).
Increasing the environmental motion to 13m/s (a speed consistent with a
car moving at 29mph) does increase the retinal speeds observed but doesn’t have an
effect on the distribution of dθ which is directly related to viewing distance. Though
the speeds are perceptible, the dθ remains small. Thus, it is unlikely that there is a
useful stereo signal.
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Figure 7.5: Binoptic flow field – viewing distance: 15m, motion towards at 13m/s.
(Upper Left Panel) Binoptic flow field as projected onto the eyes. (Upper Right
Panel) Magnitude of the motion in the left eye (deg/s). The black circles represent
10◦, 20◦, and 30◦eccentricity. (Lower Left Panel) Angular difference between the
motion signal in the left eye and the motion signal in the right eye (deg). (Lower
Right Panel) Speed difference between the motion signal in the left eye and the
motion signal in the right eye (deg/s).
While this exercise certainly demonstrates that stereomotion cues are not
useful at extremely far distances (i.e., 15 meters), they may still be useful in inter-
mediate ranges (e.g., 1-2 meters). This is beyond the reach of the arm and outside
of the peripersonal space. It is in a range that might make it useful for choosing
footholds while navigating difficult terrains (i.e. looking at the ground) or picking
out a path through a dense forest.
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7.6 Artificial vs. natural
This dissertation has emphasized the importance of extending laboratory tasks to
more closely resemble the ‘natural environment’ through continuous tracking and
tasks that include depth and motion-through-depth. These efforts do not rest on
the assumption that tasks that more closely resemble the natural environment are
inherently better for interrogation of neural systems and visual perception. There
are tradeoffs between artificial tasks/stimuli vs. natural tasks/stimuli.
Rust & Movshon (2005) examines this issue with respect to natural ver-
sus artificial stimuli. They conclude that natural stimuli may be appropriate for
exploratory experiments, particularly for interrogating neurons with complex prop-
erties in higher cortical areas, but that parameterized artificial stimuli are critical
for the development of testable models of cortical neurons (and by extension visual
perception). In their view, because natural images have complex statistics that are
often poorly understood, it is incredibly difficult to rely on such images for the pur-
poses of model building and (to some degree) model testing. Recent physiological
and perceptual work has begun to challenge this conclusion (e.g. Coen-Cagli et al.
2015; Sebastian et al. 2017).
However, I believe their general point is useful – the real issue is whether
stimuli (or behavior) can be used to build testable models and ask useful questions of
the systems under examination. Does the stimulus/task help us to better understand
the visual experience or human behavior and its underlying neural mechanisms? It
is in this context that the contributions of this dissertation are offered. In fact one
of the motivations for the development of the tracking paradigm and its analysis
framework (chapter 2) was the failure of traditional forced choice tasks to provide
the behavioral temporal resolution to meaningfully differentiate between models of
perception/behavior (see chapter 4 for a discussion). The Kalman filter analysis
developed alongside the tracking paradigm provides the formal framework for using
tracking behavior to evaluate hypotheses and models of visual and sensorimotor
function. Future work should continue to take advantage of advances in statistical
methods, so that it is possible to leverage stimuli/tasks ranging across the spectrum
from artificial to natural in the effort to understand neural systems, visual perception
and human behavior.
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Appendix A
Speed discrimination in the far
monocular periphery: A relative
advantage for interocular
comparisons consistent with
self-motion
This work was published in the Journal of Vision. Greer, D. A., Bonnen, K., Huk,
A. C., & Cormack, L. K. (2016). Speed discrimination in the far monocular periph-
ery: A relative advantage for interocular comparisons consistent with self-motion.
Journal of Vision, 16(10), 7-7.
Author contributions: D.G. was the primary author for this paper. D.G.,
K.B. , A.H., and L.C. conceived and designed research; K.B. and D.G. performed
experiments; D.G., K.B. , A.H., and L.C. analyzed data; D.G., K.B. , A.H., and
L.C. interpreted results of experiments; D.G., K.B. , A.H., and L.C. prepared figures;
D.G., K.B. , A.H., and L.C.. drafted manuscript; D.G., K.B. , A.H., and L.C. edited
and revised manuscript; all authors approved final version of manuscript.
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Some animals with lateral eyes (such as bees) control their navigation through
the 3D world using velocity differences between the two eyes. Other animals with
frontal eyes (such as primates, including humans) can perceive 3D motion based
on the different velocities that a moving object projects upon the two retinae. Al-
though one type of 3D motion perception involves a comparison between velocities
from vastly different (monocular) portions of the visual field, and the other involves a
comparison within overlapping (binocular) portions of the visual field, both compare
velocities across the two eyes. Here we asked whether human interocular velocity
comparisons, typically studied in the context of binocularly-overlapping vision, op-
erate in the far lateral (and hence monocular) periphery and – if so – whether these
comparisons were accordant with conventional interocular motion processing. We
found that speed discrimination was indeed better between the two eyes’ monocu-
lar visual fields, as compared to within a single eye’s (monocular) visual field, but
only when the velocities were consistent with self-motion. This intriguing finding
suggests that mechanisms sensitive to relative motion information on opposite sides
of an animal may have been retained, or at some point independently achieved, as
the eyes became frontal in some animals.
KEYWORDS: binocular vision, interocular velocity difference, monocular
vision, motion
A.1 Introduction
When a bee flies through the world, its (lateral) eyes each extract different velocities
to gauge its 3D heading (Srinivasan et al., 2000). When a human views an object
flying towards them, their (frontal) eyes are stimulated by different velocities, which
are used to estimate a 3D direction (Harris et al., 2008; Regan & Gray, 2009). There
are many differences between these two domains: insect versus primate, monocular
visual fields versus binocular vision, and visually-guided navigation versus object
perception. However, both fundamentally involve extracting eye-specific velocities
and comparing them to estimate a 3D direction.
Humans and other primates are able to perceive the 3D direction of an object
based on velocities within their central visual field. In the primate object motion
literature, this differential velocity cue is called the interocular velocity difference
(IOVD). Conventionally, this term refers to the dichoptic comparison of velocities
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from overlapping portions of the left and right eyes’ visual fields (Regan & Beverley,
1973a; Cumming & Parker, 1994; Shioiri et al., 2009; Fernandez & Farell, 2006;
Czuba et al., 2010; Rokers et al., 2008). Alternatively, many animals have relatively
little binocular overlap because of the lateral placement of their eyes. These animals,
despite their lack of stereoscopic vision, are quite adept at navigating at high speeds
through complex environments. A growing body of work shows that they accomplish
this by comparing the velocities viewed separately in each eye to arrive at a 3D
heading (Srinivasan et al., 1991; Go¨tz, 1968; Clark et al., 2014; Martin & Shaw,
2010; Martin, 2009; Schiffner & Srinivasan, 2015; Bhagavatula et al., 2011; Eckmeier
et al., 2008).
Considering both scenarios, interocular velocity differences per se may not be
limited to encoding motion-through-depth of objects relative to the observer. The
concept could be extended to describe the inter-monocular velocity comparisons
used for navigation by animals with lateral eyes. Both processes involve differential
velocity information between the eyes, which is used to encode a 3D motion direction.
In fact, the only structural difference between these interocular velocity differences
is the portion of the visual field which is being used. Put another way, there may
be not only a system sensitive to central binocular IOVDs in primates, but also a
system sensitive to peripheral monocular IOVDs (mIOVDs).
For these reasons, we sought to better understand whether the primate visual
system processes IOVDs in the monocular and binocular fields similarly, or whether
it can be said to process mIOVDs at all. To do so, we developed a paradigm
that links conventional binocular motion perception studies with approaches from
visually-guided bee navigation literature. This was accomplished by simultaneously
presenting a pair of drifting gratings exclusively in the monocular visual fields of
humans. Using a range of speeds that a walking observer would view in their
peripheral vision (through a hallway or forest, for example), we compared speed
discrimination performance between and within the monocular fields.
One might expect that, like for most visual functions, speed discrimination
performance drops considerably as the speeds are viewed at greater eccentricity
(McKee & Nakayama, 1984; Wright & Johnston, 1983). However we have found
a scenario in which this decline in performance is remarkably spared. Human ob-
servers were substantially better at speed comparisons when speeds were compared
across our vastly separate monocular fields, and the velocities encountered by the
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right eye and left eye monocular views were consistent with forward or backward
self-motion, than when the same moving stimuli were presented within the same
monocular field. We suggest that this robustness of inter-monocular velocity com-
parisons demonstrates that humans are indeed also sensitive to mIOVDs.
A.2 General Methods
Observers
Data were collected from 3 observers (aged 25-26, 1 naive, plus 2 of the authors),
all with normal or corrected-to-normal visual acuity. Observers needing correction
wore contact lenses rather than glasses to insure unobstructed peripheral vision.
Two subjects (authors) were experienced psychophysical observers, while the naive
subject had no previous psychophysical experience. All observers completed every
experiment. Each observer gave written consent, and procedures were approved
by The University of Texas at Austin Institutional Review Board. All data were
collected at UT Austin, and all observers were recruited from the UT Austin com-
munity.
Apparatus and setup
Stimuli were generated using MATLAB (The MathWorks, Inc., Natick, MA, USA)
and the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007)
on a Quad-Core Intel (Intel Corporation, Santa Clara, CA, USA) Mac Pro com-
puter (Apple, Inc., Cupertino, CA, USA) with an ATI Radeon HD 4870 graphics
card (Advanced Micro Devices, Inc., Sunnyvale, CA, USA), and displayed on three
23” monitors (NEC MultiSync PA231W LCD displays, NEC Display Solutions,
Ltd., Minato-ku, Tokyo, JP). The luminance functions of the 3 displays were lin-
earized using standard gamma-correction procedures. The displays were connected
via a multi-display adaptor (Matrox TripleHead2Go, Matrox Graphics, Inc., Dorval,
Quebec, CA), creating a merged display of 1920 x 480 at 60 Hz resolution.
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Figure A.1: Top view schematic of the 3 monitor setup, observer viewing location,
and visual field locations. The observer simultaneously viewed 3 monitors: one at
21 cm directly in front, and one each to the left and the right, positioned such that
stimuli could be presented in the center of the monocular fields (orange) at roughly
12 cm from the nearest eye. The typical observer’s binocular field (teal) in this
setup was measured to span approximately 120 visual degrees and monocular fields
spanned approximately 28 visual degrees on each side.
As shown in Figure A.1, we used a triptych stimulus display comprising 3
monitors in portrait orientation (i.e., longer dimension vertical). The center monitor
occupied the majority of the observer’s binocular field, and the lateral monitors,
each perpendicular to the center one, almost entirely filled the observer’s monocular
fields. Note that the nose obstructed the left display from the right eye, and vice
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versa. A chin cup and forehead rest minimized observer’s head movements. The
forehead rest was constructed so not to occlude any peripheral vision. Because of the
heat generated by the monitors, a small USB fan was used to circulate air through
the interior of the monitor setup during the experiments.
Task
On each trial, observers viewed two simultaneously presented drifting gratings and
indicated which of the two appeared to have moved faster. Locations of the stimulus
elements (grating patches) varied, depending upon the condition (described below).
Observers were instructed to maintain gaze on a fixation cross that remained in the
middle of the center monitor. The stimuli were presented for 750 ms and, following
a 200 ms blank period, the observer had a 2 s interval in which to respond with a
button press. Auditory feedback indicated if the observer was correct, incorrect, or
did not respond, and this was followed by a 300 ms delay before presentation of the
next trial.
Stimuli
The stimuli were drifting compound gratings consisting of 3 superposed sinusoids
with spatial frequencies of 14 ,
1
3 , and
1
2 cyclesdeg-1. The starting phase of each com-
ponent grating was randomized from trial to trial so that a trivial spatial changing-
phase cue could not be used to do the task. The contrast of the components was
scaled to yield a maximum Michelson contrast of 50% for the compound grating
on each trial. The gratings were windowed with a spatial Gaussian function with a
space constant (σ) of 3 degrees and truncated at ±3.5σ. Due to the unconventional
geometry of the display, the spatial numbers (and the speeds to follow) are slight
approximations, but this does not affect the experimental comparisons of interest.
Baseline velocities (5, 10, 20, 30, 40 degs-1) were determined roughly by the
range of speeds seen in the peripheral vision by a person, walking (1.4 ms-1) down a
hallway (Browning & Kram, 2005; Mohler et al., 2007) or, by extension, a moderately
dense wooded area. An individual walking at a normal pace through a 6 foot (182.88
cm) wide hallway, no closer than 1.5 feet from a wall, would experience speeds
ranging from 25-55 degs-1. Considering that walking through many environments
(such as wooded areas with an average tree spacing greater than 6 feet) would
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generate slower velocities, we included 5 and 10 degs-1 baseline velocities. These
additional velocities also allowed for comparison with other studies in the literature.
The velocities shown involved temporal frequencies that were within hard-
ware refresh rate limits. If, due to the staircase, the maximal velocity (60 degs-1)
was reached more than 5 times in a run, that run was discarded (however this only
occurred in initial practice sessions).
Procedure
Before performing the main experiments, we mapped the visual fields of our ob-
servers using the same apparatus and monitor configuration described above. This
was necessary to ensure that our “monocular” stimuli were placed exclusively in
the monocular visual fields, including conditions requiring two stimuli to fit in the
same monocular field. Each eye was tested in a separate perimetry session. Ob-
servers were instructed to respond if they saw the stimulus (a white circle 15 pixels
in diameter) by pushing a button; no response correspondingly indicated that the
stimulus was not visible. Figure A.2 shows the resulting visual field of one observer,
with the stimulus locations shown by the black circles. For two of the observers,
the “monocular” stimuli were in the monocular fields when centered on the lateral
monitors (as shown). For the third observer, the stimuli were displayed 5 degrees
lower.
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Figure A.2: Perimetry visualization from the naive observer confirmed stimuli place-
ment exclusively in the monocular fields. Observer visual field was estimated by
superimposing the left and right eye perimetry results. Teal areas show locations
in which the subject reported seeing the stimulus in both left and right eye (“Both
eyes”). Areas of blended teal and orange specify locations in which the observer
provided mixed responses as to if the stimulus was seen with one eye or both. Or-
ange areas show locations in which the observer reported seeing the stimulus in
only one eye (“One eye”). Lighter orange areas mark locations that the observer
reported seeing the stimulus at that location for 50% of the trials in one eye. Blank
areas were not reported as seen. The black circles show the locations of one of the
peripheral stimulus configurations (left and right conditions), demonstrating that
our “monocular” stimuli did indeed fall only in the truly monocular fields. Dashed
line and eye show the elevation of eye level, approximately at the midline of the
monitors.
All observers completed between 2 and 12 full length practice sessions to
become familiarized with the task prior to participating in the main experiment.
Practice sessions continued until performance stabilized. The observer with little
psychophysics experience was monitored during practice sessions in order to confirm
correct eye/head position. These practice sessions were identical to the experiment
sessions and averaged to 720 trials per session.
There were 3 basic experimental conditions, in which the 2 gratings were
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either: 1) both within the central binocular visual field (separated either vertically
or horizontally, Figure A.3C,D); 2) both within the same monocular visual field
(either to the far right or far left, separated vertically, Figure A.3A); or 3) distributed
across the monocular visual fields (separated horizontally, Figure A.3B). We used
both vertically and horizontally separated stimuli in the central field so that each
peripheral monocular condition could be paired with a central condition for which
the grating patches themselves differed only in eccentricity. Figure A.3 shows the
directions tested specifically in Experiment 1, however the locations shown describe
the experimental conditions tested for all experiments.
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Figure A.3: Speed discrimination conditions in Experiment 1 consisted of spatially
separate, oppositely drifting gratings presented simultaneously. Arrows show the
drift direction of the gratings. In the monocular “Within Field” condition (A),
stimuli were presented exclusively within a single monocular field of the observer.
The “mIOVD” condition stimuli (B) were presented separately in each monocular
field. The “Central Binocular Field” condition stimuli (C,D) were presented in
the central area of the observer’s binocular field. The stimuli in this condition are
vertically (C) or horizontally (D) offset across the fixation point. Note that Figure
A.3 and the other similar figures are not to scale; in the horizontally offset “Central
Binocular Field” condition (D), for example, the stimuli were entirely on the center
monitor.
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Given that the gratings within the same monocular field could be either on
the left or the right, and the central binocular stimuli could be separated either
horizontally or vertically, the 3 basic conditions actually yielded 5 total stimulus
location combinations. These location combinations were tested in separate sessions.
Observers ran at least 2 sessions for each stimulus location combination. Thus
each observer completed a total of 10 or more sessions for each of the experiments
described below.
Performance for baseline velocities was determined from 4-8 staircases for
each observer. No more than 2 staircases for a baseline velocity were tested in a single
session. A staircase terminated when either 6 reversals or 100 trials were collected.
With each reversal, the step size of the staircase decreased slightly. Observers took
breaks during sessions as needed.
The velocity difference yielding 79% correct performance was estimated with
a 3 down, 1 up staircase. Threshold was defined as the average of the velocity
differences for the last five trials of each staircase. We describe performance using
Weber fractions (speed discrimination threshold divided by baseline speed). The
results shown were determined by averaging the Weber fractions calculated for every
staircase for all observers. Uncertainty was estimated using bootstrapping methods
(resampling 10,000 times with replacement); as the performance across conditions
was very similar for all observers, thresholds were resampled for each condition
without regard to observer identity. Unless otherwise indicated, error bands indicate
1 standard error of the mean (i.e. the central 68% of the sampling distribution).
A.3 Results
Experiment 1
In this experiment, we compared speed discrimination performance within a single
eye’s monocular field versus across both eye’s monocular fields. We reasoned that if
mIOVDs are processed in a privileged fashion, observers should be better at speed
discrimination when the two moving patches were separated across the left and right
eyes, as compared to within a single eye.
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Methods
In the monocular “Within Field” condition, the 2 gratings were both presented
within the same monocular field (left or right). Gratings were placed vertically
relative to each other to allow constant stimulus size while maximizing use of the
monocular field (see Figure A.3A; also Figure 2). The gratings were vertical (i.e.
horizontal contrast energy) and were presented simultaneously, drifting horizontally
in opposite directions. The left and right monocular fields were tested in separate
sessions.
In the “mIOVD” condition, the 2 gratings were located in separate monocular
fields (Figure A.3B). The centers of the gratings were located at an eccentricity of
70 degrees. The gratings had an approximate radius of 10.5 degrees. The 2 gratings
were presented simultaneously, and drifted horizontally in opposite directions within
their Gaussian spatial envelopes.
Finally, two additional “Central Binocular Field” conditions (Figure A.3C,D)
tested gratings in the central area of the binocular field, offset either vertically or
horizontally across the fixation point. In one condition, the 2 stimuli were placed
side by side about the fixation point in the center display. In the other, the stimuli
were placed vertically about the fixation point. These central binocular conditions
provided straightforward baselines for comparison to the peripheral monocular field
conditions in that each monocular stimulus condition differed from its binocular
counterpart only in eccentricity. There was no reason to suspect, however, that
performance in the two binocular conditions would differ greatly, and this proved to
be the case in Experiment 1 (a slight difference was seen in Experiment 2, discussed
later).
Results
If interocular velocity differences extracted between the two monocular portions of
the visual field are processed in some privileged way, observers should have greater
sensitivity to speed differences (i.e. lower Weber fractions) in the “mIOVD” condi-
tion compared to the monocular “Within Field” condition. In Figure A.4A, the gray
curve shows the thresholds measured centrally. The blue curve shows the thresholds
that result when we increased the stimulus eccentricity, either to the left or to the
right, moving the stimuli into an exclusively monocular portion of the visual field
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(monocular “Within Field” condition). Not surprisingly, sensitivity gets worse at
every baseline speed. The bands on the plots show bootstrapped 68% confidence
intervals. The red curve shows the thresholds we obtained when we again increased
the stimulus eccentricity, but this time in opposite directions such that the two
gratings occupied opposite monocular fields on either side of the head (“mIOVD”
condition). This increase in eccentricity also yielded an increase in thresholds but,
crucially, the increase was much less than for the within-field data.
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Figure A.4: Speed discrimination thresholds for Experiment 1. A: Sensitivity for
speed differences within a single monocular field (“Within Field”, blue) and for the
“mIOVD” condition (red). Average sensitivity for the “Central Binocular Field”
is shown in gray. Icons illustrate stimulus configurations. B: Sensitivity to speed
differences in the “Central Binocular Field” condition with vertically offset gratings
(dark gray) and with horizontally offset gratings (light gray). C: Difference in av-
erage thresholds for the peripheral monocular field and the central binocular field
conditions. Monocular “Within Field” sensitivity difference is shown in light blue
and “mIOVD” sensitivity difference is shown in pink. The colored regions indicate
the bootstrapped 68% confidence intervals.
The dark gray curve in Figure A.4B shows the discrimination thresholds
for two grating patches separated vertically in the central binocular visual field
as a function of pedestal speed. The light gray curve in Figure A.4B shows the
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central binocular data when the two gratings were separated horizontally instead
of vertically; this change in configuration had no discernible effect on threshold
(the two gray curves are the same within measurement error). Put another way,
when the stimuli moved from the central visual field to the far monocular periphery,
relative discrimination performance was actually better when the two gratings to be
discriminated were on opposite sides of the head than when they were in the same
visual field.
To quantify the drop in performance when the stimulus eccentricity increased,
we calculated the difference between the peripheral monocular field sensitivity and
the central binocular field sensitivity. Specifically, we took the difference in sensi-
tivity for the monocular “Within Field” condition and compared it to the central
binocular (vertically offset) condition sensitivity (Figure A.4C, light blue). For the
“mIOVD” condition, a similar difference in sensitivity was estimated by comparing
to the horizontally offset central binocular condition (Figure 4C, pink). As there
were negligible differences between the two central binocular field conditions, these
differences simply recapitulate the differences between “mIOVD” and monocular
“Within Field” conditions seen in Figure A.4A. But these central binocular condi-
tions are important for testing whether the relative directions of the gratings affect
sensitivity, independent of their locations in various monocular field locations (an
issue that becomes more important in Experiment 2).
Discussion
Observers were better at monocular field speed discrimination when the speeds were
presented in separate eyes rather than the same eye. We note that this effect was
observed using stimuli that were consistent with local velocity vectors seen by an
observer walking forward or backward either at different average distances from two
surfaces, or while turning slightly while walking between the two surfaces. Moreover,
these same basic stimuli are known to cause bees to change their flight to null the
velocity difference between the lateral visual fields (Srinivasan et al., 1991).
Experiment 2 and 3 are designed to further test the theory that speed dis-
crimination is enhanced for self-motion, and also serves to rule out other effects like
simple crowding.
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Experiment 2
Experiment 2 examined speed discrimination for drifting gratings that move in the
same direction, as schematized in Figure A.5. Given the unique viewing geometry
of these experiments, a brief aside on terminology is warranted here. By “move in
the same direction”, we mean that both gratings drifted to the left or both to the
right when viewed in the central binocular field (Figure A.5C,D). Note, however,
that when the eccentricity of the components was increased, one to the left and one
to the right as in the “mIOVD” condition (Figure A.5A), one component ended
up drifting forward and the other drifting backward in head-centered coordinates.
Nonetheless, they both still drifted in the same relative direction – left-to-right –
in each eye’s visual field. A comparison of Figure A.3 (“opposite direction”) and
Figure A.5 (“same direction”) should make this point clear.
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Figure A.5: Experiment 2 speed discrimination conditions in which simultaneously
presented gratings drifted in the same relative direction. Same general format as
described for Figure A.3. Arrows indicate the relative drift directions of the gratings
(same horizontal drift direction for Experiment 2’s vertically oriented gratings).
The “same direction” motion used in this experiment is not really consistent
with any common ecologically valid situation for primates with mobile eyes. It could,
however, easily occur in insects (or any animal with fixed eyes) that were turning in
place but were slightly closer to one of two parallel walls. This experiment will thus
help test whether mIOVD in humans is confined to velocity differences commonly
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encountered by animals with mobile frontal eyes, or whether it generalizes to other
kinds of velocity differences.
Methods
The stimuli and procedures were identical to those in Experiment 1, with one ex-
ception: rather than the stimuli moving in opposite horizontal directions (relative
to each eyes field of view), stimuli moved in the same direction (Figure 5). Like
Experiment 1, the observer was instructed to indicate which stimulus was moving
the fastest.
Results
Just as in Experiment 1, when the gratings were moved from the central binocular
visual field into the same peripheral monocular field, thresholds were elevated (Fig-
ure A.6A). For the slowest speeds, the peripheral thresholds were lower for these
same-direction stimuli than they were for the opposite-direction stimuli of Experi-
ment 1.
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Figure A.6: Speed discrimination thresholds for Experiment 2. A: Sensitivity for
speed differences within either the left or right monocular field (blue) and for the
“mIOVD” stimulus (red). Averaged central binocular sensitivity (gray) is shown
for reference. B: Speed discrimination sensitivity for the central binocular field
with vertically offset gratings (dark gray) and for the central binocular field with
horizontally offset gratings (light gray). C: The difference in average thresholds of
the peripheral monocular field conditions (monocular “Within Field” in light blue,
“mIOVD” in pink) and the equivalent central binocular field condition. Plotting
conventions as in Figure A.4.
Unlike Experiment 1, however, the “mIOVD” thresholds (Figure A.6A, red)
were elevated by an amount that surpassed the monocular “Within Field” thresh-
olds (Figure 6A, blue) at lower speeds. The peripheral monocular field conditions
were compared to the equivalent central binocular field condition (to quantify the
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drop in sensitivity as stimulus eccentricity increased). As shown in Figure A.6C,
both peripheral monocular field conditions actually showed a similar drop in perfor-
mance. Thus, in Experiment 2, when the gratings were moved into the far periphery,
velocity discrimination suffered by a similar amount, regardless of whether the grat-
ing patches were moved to opposite monocular fields (“mIOVD”), or to the same
peripheral field.
Another way to look at these data is to compare the horizontally-separated
conditions from Experiment 1 (Figure A.4) with those from Experiment 2 (Figure
A.6). When horizontally-separated gratings were viewed in the central binocular
field, velocity discrimination was the same regardless of whether the gratings were
moving in the same or opposite directions. When these gratings moved into the far
periphery on opposite sides of the head, however, velocity discrimination was better
when the gratings drifted in opposite directions (when gratings were consistent with
forward or backward observer motion).
Discussion
In Experiment 1, observers were better at speed discrimination in the far periphery
when the stimuli to be discriminated were actually presented in separate eyes on
opposite sides of the head rather than to the same eye in relatively close proximity to
one another. In Experiment 2, when the relative directions of gratings were changed,
there was no longer any advantage to comparing speeds across the monocular fields
as opposed to comparing speeds within a monocular field.
We also observed higher sensitivity to speed differences in the vertical central
binocular condition (compared to the horizontal central binocular condition). This
is possibly due to the stimulus configuration in this condition in which observers
could use changing relative phase information when comparing speeds. As humans
are thought to be largely phase blind in the periphery (Bennett & Banks, 1987;
Rentschler & Treutwein, 1985; Stephenson & Braddick, 1983), this information is
unlikely to have been used in the monocular “Within Field” condition. If this is
the case, the threshold difference between these conditions may actually be smaller
than our results show.
It is perhaps worth briefly pausing to consider the difference between Ex-
periment 1 and Experiment 2, both in terms of the stimuli per se as well as their
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ecological validity. With respect to the stimuli themselves, the difference between
the two experiments seems trivial; the only difference is a reversal of the velocity
sign of one of the two gratings. Ecologically, however, this reversal makes a pro-
found difference when the stimuli are placed in opposite monocular fields in the far
periphery. For a primate (having mobile frontally-located eyes), the stimuli from
Experiment 1 are rough approximations of what is experienced when walking along
a path in a forest or along a hallway. By flipping the direction of one grating, how-
ever, one renders the stimuli consistent with what would be experienced by rotating
the head in place with the eyes fixed in the head. But because optokinetic nystag-
mus (OKN) is reflexive and compulsory, this motion would be present only during
the fast phase of the OKN, during which saccadic suppression would presumably
be inhibiting visual processing. It is true that if an observer fixated an object that
was anchored with respect to the head and then rotated in place, the stimulation
would be not unlike ours in the present experiment, but this seems a rather con-
trived situation (e.g., holding a pen at arms length in front of the face, fixating it,
and then spinning about). Veering trajectories could also, in principle, create the
same sort motion under consideration. If an observer walked down a hall veering
to and fro in an “S” shaped trajectory, then if (and when) the radius of a turn was
shorter than the distance to a surface patch on one wall but longer than that to
the other, such motion would be generated but only if the eyes were fixed in the
head and the head always pointed in the immediate direction of travel. A brief walk
down the hall should convince most readers that is not what occurs. Of course,
many scenarios in addition to these can be considered, but we think it is reasonable
to claim that stimulation similar to the mIOVD stimulus in Experiment 1 (Figure
A.3B) is rather commonly encountered by humans, whereas stimulation similar to
the mIOVD stimulus in Experiment 2 (Figure A.5B) is not.
To further this line of argument – that mIOVD is used in humans only
for stimuli that are ecologically valid – we tested whether the effect (compared to
velocity discrimination within a monocular field) was seen in speed discrimination
for directions that were completely inconsistent with any type of self-motion.
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Experiment 3
To remove any possible ecologically-valid motion pattern from stimuli, we used grat-
ings that drifted in orthogonal directions. In no (survivable) situation would an
observer view these velocity vectors during self-motion in a roughly rigid environ-
ment. We anticipated that mIOVD performance would be no better than speed
discrimination within a monocular field in this scenario.
Methods
The stimuli in this experiment were identical to those used in the previous two
experiments, except that one of the two gratings drifted vertically as shown in Figure
A.7. The only way a human observer could experience this type of motion naturally
would be during a fleeting moment of consciousness while the structural integrity
of the head was being severely compromised. We speculate that psychophysical
reports from such an observer would be difficult if not impossible to obtain. In this
experiment, we tested only 5, 10, and 20 degs-1 baseline velocities as these were the
most diagnostic speeds in the first two experiments and because the faster speeds
resulted in unmeasurably high thresholds.
173
Figure A.7: Speed discrimination conditions in Experiment 3, in which gratings
drifted orthogonally. Conventions as in Figures A.3 and A.5. For each condition,
one grating was oriented vertically and drifted horizontally, the second grating was
oriented horizontally and drifted vertically. See text for details.
Results
In Experiment 3, we found little difference between the central binocular field con-
ditions (Figure A.8B, gray) so, as in Experiment 1 it did not matter if the patches
flanked the fixation point vertically (dark gray) or horizontally (light gray). Thresh-
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olds were elevated when we moved the stimuli into the periphery, either into the same
monocular field (Figure A.8A, blue) or into monocular fields on the opposite sides
of the head (“mIOVD”; Figure A.8A, red). Crucially, however, this threshold ele-
vation was the same for the two conditions. Thus, like in Experiment 2, but unlike
in Experiment 1, there was no less of a drop in performance for mIOVD compared
to within a monocular field speed comparisons.
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Figure A.8: Speed discrimination thresholds for orthogonal motion. A: Sensitivity
for speed differences within a single monocular field (“Within Field”, blue) and
for between both monocular fields (“mIOVD”, red). Averaged central binocular
sensitivity (gray) is shown for comparison. B: Speed difference sensitivity in the
central binocular field with vertically offset gratings (dark gray) and for the central
binocular field with horizontally offset gratings (light gray). C: The difference in
average thresholds measured the drop in performance of the peripheral monocular
field conditions (monocular “Within Field” in light blue, “mIOVD” in pink) after
the equivalent central binocular field condition was deducted. Plotting conventions
as in Figures A.3 and A.6.
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Discussion
As predicted, without any pattern of ecologically-valid self-motion, velocity discrimi-
nation between the monocular fields (“mIOVD”) and within a single monocular field
(“Within Field”) both have an equal drop in performance with stimulus eccentricity.
This result is consistent with our expectation that – for velocity vectors inconsistent
with ego-motion – mIOVDs would have no advantage in speed difference sensitivity,
compared to those made in a single monocular field.
A.4 General Discussion
Our results support the hypothesis that inter-monocular speed comparisons are
processed in a privileged fashion. The sensitivity of velocity discrimination of our
observers was highly dependent upon the relative directions of motions to be com-
pared, and discrimination was best when the velocities seen in the two monocular
visual fields were consistent with forward or backward self-motion. Figure 9 summa-
rizes the results for all 3 experiments. The figure shows the difference in threshold
between the central binocular and peripheral monocular conditions for both the case
in which 1) the gratings were offset vertically when viewed centrally, and then were
both moved into the same eye’s monocular field when viewed peripherally (monocu-
lar “Within Field difference”; light blue) and 2) the gratings were offset horizontally
when viewed centrally, and then moved into separate monocular fields on opposite
sides of the head when viewed peripherally (“mIOVD difference”; pink). For the two
experiments in which the peripheral motion was not ecologically valid or common –
Experiments 2 and 3 (Figure A.9B,C) – thresholds were not statistically different.
For Experiment 1 however (Figure A.9A), in which the peripheral stimulus was con-
sistent with self-motion, relative thresholds for stimuli on opposite sides of the head
were actually much better than for stimuli immediately adjacent to one another.
177
Figure A.9: Speed discrimination threshold differences between peripheral and cen-
tral vision more pronounced in Experiment 1, compared to Experiments 2 & 3. Each
point shows the difference between the peripheral monocular and central binocular
thresholds for equivalent stimulus configurations for all 3 experiments. Note that
only in Experiment 1 (A) are the relative “mIOVD difference” thresholds much lower
than their “Within Field difference” counterparts. Error bars show bootstrapped
68% CIs.
It is interesting to contemplate why the inter-monocular advantage was only
evident for monocular motion consistent with forward/backward self-motion (Ex-
periment 1, Figure A.9A), and not self-motion due to spinning or sharp veering
(Experiment 2, Figure A.9B). This effect was seen for all observers. Note that
eye movements would have been the most useful in the “Within Field” monocu-
lar condition, where observers could have simply reduced the eccentricity of both
stimuli at once since eye movements were not tracked. Eye movements therefore
do not explain why performance was lower in this condition. As mentioned above,
the optic flow produced by rotating in place or making sharp turns while walking
is disrupted by head and eye movements (Lappe et al., 1999). Thus, despite the
seemingly-trivial difference between the stimuli in Experiments 1 and 2, the former
approximates a common situation in the environment (walking between two things)
while the latter represents a situation that is uncommon at best (e.g., spinning in
place with the gaze direction fixed relative to the head). Or consider moving in a
“zig zag” trajectory along a hallway (avoiding obstacles on the ground, say). Even
if gaze could be held straight-ahead with respect to the head and the head could
be held straight-ahead with respect to the body, the retinal projections of texture
on either wall would undergo transformations over and above changes in velocity
as both the angle to and the distance from the walls continuously changed. Again,
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one could explore various environmental scenarios, but the bottom line is that the
stimuli in Experiment 1 roughly approximate something seen daily, whereas those
of Experiment 2 do not. That having been said, we did do one further test – Ex-
periment 3 (Figure A.9C) – in which we used stimuli that could not be created
solely by self-motion, and these results were in accord of those from Experiment 2.
Our main empirical conclusion is thus that human observers are more sensitive to
patterns of peripheral motion across the eyes that could potential help in guiding
self-motion. What follows hereafter is even more speculative, but which we hope
frame hypotheses for future investigation.
We propose that interocular velocity differences are used for processing both
object and ego motion. When used for estimating the 3D direction of objects, the
requisite eye-specific velocity signals come from corresponding locations within the
overlapping binocular field from both eyes (the conventional “IOVD”). When used
for estimating the direction an observer is moving, these IOVD signals come from
the far peripheral (temporal) portions of each eye’s view, including large portions
of completely monocular visual fields (which we have termed here the “mIOVD”).
The relevance of IOVDs to navigation is perhaps best understood in the ecologi-
cal context of optic flow. If one considers an observer that fixates straight ahead
while moving forward, the resulting radial flow field would contain velocities which
emanate from a common central point, the focus of expansion (FOE). Although
classical conceptions of optic flow (Gibson, 1950; Koenderink, 1986) are effectively
cyclopean (i.e. a single optic flow field is considered), our results suggest that it
is important to appreciate that both eyes receive optic flow, and that the spatial
patterns of velocities differ in lawful ways between the two eyes due to the relative
positions of the eyes in the head (as well as the occlusions that features of the head
and face pose to each eye’s view).
In animals with lateral eyes, scene structure to the sides of these animals
projects primarily to one eye or the other, and in the simple case of an animal
moving forward, these velocities both “point” backwards, which means that the
left eye receives leftward oculocentric velocities and the right eye receives rightward
oculocentric velocities. The differential directions and speeds are directly indicative
of the animal’s motion relative to the scene. Although it is straightforward to think
about this pattern as involving a comparison between the far lateral portions of the
visual field, it may be more appropriate to consider these comparisons as going on
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between the two eyes.
One possible explanation for these results is that some of the increase in
thresholds seen when both gratings are placed in the same monocular visual field
is due to crowding or some other form of spatial interference. To confirm crowding
effects did not produce these results, a control experiment we piloted included ad-
ditional flanker gratings directly above the “mIOVD” stimuli that were irrelevant
to the speed discrimination task. These flankers had the same spatial properties
as the test stimuli, but their speeds ranged between the test and reference speeds
in a given trial, and did not give the observer any extra information to perform
the task (i.e. they were completely task-irrelevent). Performance was unaffected,
mitigating our initial concern of crowding being an issue as we began the experi-
ments. More direct evidence against crowding comes from considering the different
stimulus directions examined throughout Experiments 1 through 3 (see e.g., Levi et
al. 2002; Bex et al. 2003). Specifically, if crowding was a key factor in Experiment
1 (in which sensitivity was higher for motions in different eyes compared to motions
in the same monocular field), a similar difference would have been present in the
results of the other experiments, but it was not (although the exact amounts of
interaction between target and flankers might be tuned for direction and speed, Bex
& Dakin 2005).
In summary, comparisons of velocities between the monocular fields might be
supported by a mechanism related to the IOVD computations currently studied in
the context of 3D motion perception (Shioiri et al., 2009; Brooks, 2002; Fernandez &
Farell, 2006; Czuba et al., 2010; Rokers et al., 2008). It is tempting to speculate that
this mechanism, which computes IOVDs for a single object, and thus operates in
the same portion of the visual field in the two eyes, is perhaps derived from an older
mechanism that compares velocities between opposite sides of the head, and that
this mechanism indeed developed as the eyes migrated forward in the head. These
findings reinforce the importance of eye-specific motion signals and suggest it may
be possible to integrate interocular computations across multiple visual domains
and species. More generally, we have established that, in some cases, the brain is
better at comparing stimuli presented to different eyes on opposite sides of the head
than it is to comparing adjacent stimuli in the same eye. The fact that these cases
correspond to ecologically valid motion, whereas other cases we explored do not, is
certainly intriguing and begs further investigation.
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