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An odd-one-out stimulus, such as a vertical bar among horizontals, pops out from the background and is easily detected, but its
location may be slightly ambiguous. Four observers were asked to pinpoint these stimuli on thousands of trials, in 5 · 5 and 9 · 9
arrays of Gabor patches. We found they made frequent errors toward neighbors of the target. Over a range of performance from
41% to 96% correct, the frequency of neighbor errors was well described by a linear function of the total error frequency, a function
that might result from mixing together two spatial distributions—one broad, the other narrow. We suggest that these represent two
sources of error in pop-out localization; one might correspond to a higher visual area with imprecise retinotopic mapping, and the
other to a more ﬁne-grained localization process in primary visual cortex.
 2005 Elsevier Ltd. All rights reserved.
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The visual image transduced on the retina is relayed
in a spatially coherent array, via the lateral geniculate
nucleus (LGN) to primary visual cortex (V1). In area
V1, neurophysiological data shows that the borders
between diﬀerent textured regions are a focus of neural
activity (Das & Gilbert, 1999). An odd-one-out stimu-
lus, such as a vertical bar among horizontals, can be
considered a sample of diﬀerent texture, and is therefore
surrounded by texture borders on all sides, and is also its
own border. It is possible that such stimuli are detected
at this early stage of visual processing, where a faithful
map of retinotopic space is retained. Such stimuli are
called pop-out targets, as they appear to pop-out eﬀort-
lessly, without the need for visual search, and they can
be detected rapidly regardless of the number of non-
targets present (Treisman &Gelade, 1980). Indeed increas-0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
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E-mail address: ariellap@berkeley.edu (A.V. Popple).ing the number or density of the non-targets can actually
facilitate pop-out (Nothdurft, 2000; Sagi, 1990). Many
studies have shown that when a pop-out target is
detected, its location is also perceived (Green, 1992; Sagi
& Julesz, 1985). However, these studies have typically
required observers to localize the pop-out target to with-
in a single hemiﬁeld (left or right of center) or quadrant
(upper left, lower left, upper right, or lower right). This
coarse localization does not require detailed retinotopic
mapping, and might be achieved by higher visual areas
such as V4, with little speciﬁcity for location.
In this study, we looked at the precision with which a
pop-out target was localized within an array of varying
density. We examined the size of the errors made by
observers asked to pinpoint the precise location of the
target. Small errors close to the texture boundary of
the target would be consistent with pop-out localization
in V1. Errors distributed over a larger region of space
would favor localization in higher visual areas, with
larger receptive ﬁelds and less precise retinotopic
mapping.
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2.1. Subjects
Four observers with normal or corrected to normal
visual acuity participated in this experiment. All except
author AP were naı¨ve as to its scientiﬁc purpose.
2.2. Apparatus and stimuli
Stimuli (shown in Fig. 1) were presented on a Mitsu-
bishi DiamondPro monitor with a mean background
luminance of 40 cd m2, controlled by a PentiumIV
PC. Stimuli were programmed in Microsoft Visual
C++ using OpenGL libraries. Stimuli were 5 · 5 or
9 · 9 arrays of Gabor patches. The patches were deﬁned
as sinusoidal luminance modulation at 3 cpd (wave-
length k = 20 arcmin), oriented horizontally or verti-
cally, and presented in cosine phase, with white at 75%
contrast in the center. This luminance was modulated
by a circular, exponential contrast envelope, with
r = k/2, using exp((x2 + y2)/2r2) as the envelope func-
tion. Patches were separated by 4 (5 · 5) or 2 (9 · 9),
with the central patch missing, and a single randomly-
located pop-out target orthogonal to the remaining
non-target patches. Masks were arrays of identical cir-
cular binary noise patches, presented at the array loca-
tions of the Gabor patches. The exact pattern of the
noise was randomized between trials.2.3. Design
We varied the array density (5 · 5 or 9 · 9 lattice),
and recorded the perceived location of the target.
Stimuli were presented in eight sessions of approxi-
mately 1000 trials. Four of the sessions used the
5 · 5 array, and four used the 9 · 9 array. Arrays were
alternated (GO, HV, and UP) or randomly intermixed
(AP).Fig. 1. Trial sequence. Dashed squares indicate the four neig2.4. Procedure
Each trial consisted of a 500 ms ﬁxation interval fol-
lowed by a 70 ms stimulus array, and a 500 ms mask
array (see Fig. 1). After 500 ms, a mouse pointer appeared
on the screen, and the task was to click on the location
of the target. Error feedback was given, in the form of
an auditory beep. Observers were encouraged to work
as accurately as possible. Observers were trained at
longer stimulus durations before starting the experimen-
tal sessions. At the end of each block, observers were
able to view their target-centered response pattern, and
encouraged to eliminate any obvious biases from their
responses in the next session.
The target was randomly vertical from horizontals, or
horizontal from verticals. Responses were summed over
these two conditions, as there was no diﬀerence in per-
formance between them. The target was randomly pre-
sented at a diﬀerent location on each trial. Responses
were summed across locations, ensuring that each loca-
tion was presented an equal number of times, as perfor-
mance was best at diﬀerent locations for diﬀerent
subjects. Sessions in the 5 · 5 array consisted of 40 trials
with the target at each of the 24 possible locations. Re-
sponses were summed over the ﬁrst, second, third and
fourth lots of 10 trials at each location, to obtain with-
in-session practice eﬀects. Each session in the 9 · 9 array
consisted of 12 trials with the target at each of the 80
possible locations, and responses were summed over
the ﬁrst, second, third and fourth lots of 3 trials at each
location.3. Results
All four observers made more errors in the sparse ar-
ray (5 · 5; blue xs in Fig. 2) than in the dense array
(9 · 9; green os in Fig. 2), however there was consider-
able variation in performance between observers. Errorhbors of the target, and were not part of the stimulus.
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Fig. 2. Frequency of incorrect responses (errors) in the 5 · 5 array (blue xs) and in the 9 · 9 array (green os) is plotted against time, with four time-
points in each session. Error bars indicate 95% conﬁdence intervals, calculated from the standard deviation between the diﬀerent locations, which was
smaller for the 9 · 9 array because of the larger number of locations sampled.
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sessions, at a rate of about 3% per session (p < .05), for
all observers except HV, who only improved within ses-
sions, at about 2% per block (p < .05). Additionally, AP
and GO improved between sessions in the 5 · 5 array,
and UP improved within sessions in this condition
(p < .05). Slopes and conﬁdence intervals for learning
were estimated from a linear regression, inversely
weighted by the variance at each point.
Responses were classiﬁed according to three catego-
ries: (1) correct, (2) neighbor-error, to one of the four
neighbors indicated in Fig. 1, and (3) non-neighbor
error, which was a response at any other location.
Neighbor errors, summed over the four neighbors, were
more prevalent in the 5 · 5 array than in the 9 · 9 array,
where they decreased steadily with practice (Fig. 3). The
dashed lines in Fig. 3 show the chance probability of a
neighbor error in two arrays, given a uniform distribu-
tion of errors over all non-target locations.
Fig. 4 re-plots the data in Figs. 2 and 3, showing
neighbor error frequency (Fig. 3) as a function of error
frequency (Fig. 2). Despite the large diﬀerences in perfor-
mance between dense and sparse arrays, data from these
two conditions fall on the same line. Neighbor error fre-
quency was a linear function of total error frequency.
We ﬁrst modeled the probability of a neighbor error
as the sum of a single 2D Gaussian distribution over the
four neighboring sites (see solid curve in Fig. 5(a))P n ¼
X4
i¼1
e
 r
2
i
2r2 ð1ÞThe total probability of a localization error Pt is simi-
larly given by summing the Gaussian distribution over
the non-target locations. In this model, an increase in
the frequency of localization errors is produced by an
increase of the Gaussian standard deviation sigma,
and vice versa. In fact, this model produces very non-
linear changes in the neighbor error frequency Pn as a
function of Pt, and the single-Gaussian model predic-
tion (dotted line in Fig. 5(b)) does not agree with the
data.
To reproduce the linear behavior, one needs to vary
the Gaussian amplitude instead of its standard deviation
(because the probability integral varies linearly with
amplitude). But then the distribution is not properly
normalized any more. The simplest solution is to add
another Gaussian distribution with a (diﬀerent) ﬁxed
standard deviation, as shown in Fig. 5(a), and consider
a population sampled, in variable proportions, from
the two distributions N1 and N2p ¼ aN 1 þ ð1 aÞN 2 ð2Þwhere mixing parameter a varies from 0 to 1. This al-
lows us to have an arbitrary amplitude ratio between
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Fig. 3. Frequency of neighbor errors in the 5 · 5 array (blue xs) and in the 9 · 9 array (green os) is plotted against time, with four time-points in
each session. Error bars indicate 95% conﬁdence intervals. Dashed lines show the chance probability of neighbor errors in the two arrays, conditional
on the total error rate. The probability of making a neighbor error by chance scales with the total error rates shown in Fig. 2. If performance were
close to 100% correct, there would be little or no chance of making a neighbor error; however, if 50% of responses were errors, the chance of a
neighbor error would be considerably higher.
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the same time. As before, the probability of making a
neighbor error is calculated by summing the resulting
distribution over the four neighbor locations. In this
model standard deviations of the two Gaussians are
free parameters, and we vary the probability of locali-
zation errors by instead varying alpha between 0 and 1.
a shifts the distribution weight between a ‘‘wide’’
Gaussian (sigma > 1.5) and a ‘‘narrow’’ Gaussian
(sigma < 0.5) in a linear fashion (see Fig. 5(a)). It
follows that Pn changes linearly with Pt.
The solid line in Fig. 5(b) shows the two-Gaussian
model ﬁt. Except for some outlying results of HV,
who performed very poorly with the 5 · 5 array, the
agreement is good. The best-ﬁtting parameters were
r1 = 0.32 and r2 = 1.55. The standard deviation of
the ‘‘narrow’’ Gaussian (r1) deﬁned the neighbor
error rate Pn when the total error rate Pt was low,
while the standard deviation of the ‘‘wide’’ Gaussian
(r2) determined Pn when Pt was high (these are the
points where the solid and dotted lines intersect in
Fig. 5(b)).
These were the parameters for the data, averaged
across eccentricity. Note, however, that the data from
the central region of the 9 · 9 array (red markers in
Fig. 5) suggest that the ‘‘narrow’’ Gaussian may be even
narrower for this part of the visual ﬁeld.4. Discussion
The results indicate that observers were very accurate
at localizing a single pop-out target in a brief presenta-
tion, pinpointing its location, out of 80 possible loca-
tions in the dense array, correctly up to 96% of the
time after practice. Considering that chance guessing
in the 5 · 5 array would give only 4% correct, even the
lowest performance in this condition (41%) represents
a high rate of target detection. However, all observers
also showed some positional uncertainty, and made sev-
eral errors toward neighbors of the target. Despite the
large diﬀerence in performance between the sparse
(5 · 5) and the dense (9 · 9) arrays, neighbor errors
were, in both cases, an almost constant fraction (about
20%) of the total error frequency. This is quite remark-
able, because the chance probability of selecting a neigh-
bor was approximately 13% in the 5 · 5 array, but only
4% in the 9 · 9 array. Additionally, performance was
limited by residual neighbor errors, occurring at a fre-
quency of about 3% even when there were no non-neigh-
bor errors. These residual neighbor errors were
signiﬁcantly above zero for all observers, as indicated
by the dashed conﬁdence intervals on the black lines
in Fig. 4. The results were modeled as two sources of
error—one broadly distributed around the target posi-
tion, and the other narrowly distributed.
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Fig. 4. Neighbor error frequency (from Fig. 3) is plotted against total error frequency (from Fig. 2) in the 5 · 5 array (blue xs) and in the 9 · 9 array
(green os). The black line shows the linear function ﬁt for both arrays. Local linear ﬁts are indicated by blue (5 · 5) and green lines (9 · 9). Dashed
lines indicate 95% conﬁdence intervals. Data separated by eccentricity, central (5 · 5: <2 from center, 9 · 9: <3 from center) red, peripheral pink.
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neighbor errors, and is ﬂat 2 positions away from the
target and beyond. To justify the broad distribution,
in favor of an even distribution of errors beyond the tar-
get neighbors, we computed a Chi-Square test compar-
ing the number of errors 2–4 positions away from the
target with errors beyond this, and their likely chance
distribution. Results were signiﬁcant at p < 1015, indi-
cating that the distribution of errors is signiﬁcantly
skewed toward the target even beyond the limits of the
narrow distribution.
The two error sources in the model might correspond
to two diﬀerent localization processes. The second error
source is consistent with a broad distribution of re-
sponses, or possibly activation, throughout the visual
ﬁelds, and corresponds to a coarse-grained, spatially
inaccurate, process that might involve higher visual areas
such as V4, where retinotopic mapping is less precise
(dotted line in Fig. 5(a)). The ﬁrst error source is conﬁned
to the four immediate neighbors of the target, and mightresult from errors in a more ﬁne-grained localization pro-
cess, such as border saliency in V1 (Li, 2002; solid line in
Fig. 5(a)). Alternatively, the broad distribution we
described might be the result of early processing in the
subcortical nuclei responsible for generating eye-
movements, or in the cerebellum. Another possibility
is that the two distributions might result from diﬀerent
processes occurring in a single visual area, such as
V1—thought to be the substrate for localization re-
sponses. The two distributions shown in Fig. 5(a) might
compete for the response, or (more likely) the broad dis-
tribution results from an earlier process, and sometimes
this generates a response, but other times more process-
ing takes place, resulting in the narrower response distri-
bution. Assuming the two distributions result from
diﬀerent localization processes, it is possible that learning
occurs when observers give more weight to the narrow
distribution, or utilize it more frequently. However, it
is also possible that the narrow distribution reﬂects mo-
tor or memory errors, rather than a localization process.
Fig. 5. (a) The green dot indicates the target location. Red dots are
neighbors, and blue dots non-neighbors. The rings indicate ﬁxed
Gaussian distributions about the target position that were used
simulate the ﬁt to the data shown in (b), which also shows data from all
the observers and the prediction of a single Gaussian of variable
standard deviation (dotted line), as well as the two Gaussian model
(solid line).
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tent with our two sources of error. Gilchrist, Heywood,
and Findlay (1999) asked observers to make a saccadic
eye-movement toward an odd-one-out pop-out target
in a circular array. They found error responses were
smoothly biased among the stimulus positions toward
the target location. This result is consistent with our
broad error source, assuming that the distribution of re-
sponses between error locations remains constant. Solo-
mon and Morgan (2000) asked observers to indicate the
location of an odd-one-out pop-out target in a similar
circular array. They modeled error responses to neigh-
bors as a constant fraction of the probability that the
target is detected correctly. This result is consistent with
our narrow error source. The diﬀerence between these
two studies, the ﬁrst measuring eye-movements andresulting in a broad distribution, and the second mea-
suring a psychophysical button-press response, is consis-
tent with the idea that the broad distribution we
obtained results from a process that generates eye-move-
ments, and the second from more reﬁned cortical pro-
cessing. Perhaps, by using a mouse-pointer response,
we were able to sample these two distributions.
Both sources of error appear to be scale invariant, in
the sense that the physical distance of the four neighbors
from the target (4 for 5 · 5, 2 for 9 · 9) did not change
the shape of the distributions in Fig. 5(a). This suggests
that mechanisms tuned to texture variation at diﬀerent
scales follow the same basic pattern.
It is possible that the mechanism subserving the local-
ization of pop-out also aids texture segmentation. Per-
haps, if the target feature were somewhat less obvious,
it would be possible to separate the two sources of error,
and obtain results consistent with a single, coarsely dis-
tributed localization process. Alternatively, neighbor er-
rors might result entirely from an object based
representation.
In future, we plan to test the hypothesis that correct
pop-out localization responses and a proportion of
neighbor errors are associated with higher activation
in lower visual areas of the brain.Acknowledgment
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