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Abstract
Feature location (FL) is the task of finding the source code that implements
a specific, user-observable functionality in a software system. Given its key
role in many software maintenance tasks, it is an area of much research and a
wide variety of Feature Location Techniques (FLTs), that rely on source code
structure, dynamic or textual analysis, have been proposed by researchers.
As FLTs evolve and more novel FLTs are introduced, it is important to
perform comparison studies to investigate Which FLTs are relatively better?
However, this thesis shows through a systematic survey of the FL literature
that performing such comparisons would be an arduous process, based on
the large number of techniques to be compared, the heterogeneous nature of
the empirical designs employed to evaluate those FLTs, the lack of openly
available, executable FLTs for re-evaluation, and existing, contradictory per-
formance’s results.
This thesis builds on this Systematic Literature Review (SLR) to present
an empirical design cognisant of FL goals which is based on best empirical
practice and common empirical design elements. Then, in order to facilitate
the cross-comparison of FLTs going forward, this thesis employs the resultant
empirical design to cross-compare replicable FLTs, in order to relate their per-
formance. The results suggest that Vector Space Model (VSM) with lucene
implementation is frequently the best performing openly-available, Informa-
tion Retrieval(IR)-based FLT but that the performance of specific FLTs is
(partially) driven/controlled by feature-sets differences.
Towards understanding the impact of feature-set differences, this thesis de-
fines a feature-metric suite that is assessed in terms of its effect on FLTs’
performance, holistically across FLTs and on the individual FLTs.
As contributions, this thesis presents empirical guidelines and an empirical
framework that allows better goal-cognisant, performance-based ranking of
FLTs and also helps to explain the performance of FLTs in relation to the
employed feature-set. It is intended that these advances will, ultimately, allow
a standard selection of the systems and benchmarks during FLT evaluation
which will not only facilitate increased reliability across FLTs’ evaluations but
will also greatly improve generality knowledge towards FLT’s recommendation
for practitioners given a specific software system. This work is seen as a step
towards standardizing evaluation in the field, thus facilitating comparison
across FLTs.
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Many software evolution tasks involve documenting, configuring, adding, removing, or
improving some system functionality (Maletic and Marcus, 2001; Robillard et al., 2004)
and these tasks mandate the location of the code that implements that functionality. An
observable functionality of a software system is referred to as a Feature by Poshyvanyk
et al. (2007). Similarly, (Eisenbarth et al., 2003) consider a feature is an observable system
requirement, functionality or behavior that can be triggered by users. Feature location
then, is concerned with the identification of the source code elements that implement
some user observable system requirement or functionality (Dit, Revelle, Gethers and
Poshyvanyk, 2013; Eisenbarth et al., 2003) and is a core activity in software maintenance
and evolution (Bennett and Rajlich, 2000; Eisenbarth et al., 2003). In this perspective,
a software system has a set of features where each feature is implemented through a set
of source code elements known as the extent of that feature (Revelle et al., 2011). The
concern of Feature location (FL) is to identify source code elements in that extent (Dit,
Revelle, Gethers and Poshyvanyk, 2013).
Being part of the software evolution change processes makes FL a frequently-undertaken
task by developers (Poshyvanyk et al., 2007; Simmons et al., 2006). But it is also an
effort-intensive task (Wilde et al., 2003). Hence there is a need for automated support.
Consequently, an array of automated and semi-automated Feature Location Tech-
niques (FLTs) have been proposed, under a varied selection of FL guises: controlling and
managing different versions of the software system in Software Product Lines (Xue et al.,
2012), bug location (Zhou et al., 2012), requirement traceability-link recovery (Antoniol
et al., 2002), identification of cross-cutting concerns in aspect-oriented analysis (Eaddy
et al., 2008), architecture recovery through source code clustering (Herold and Buckley,




Figure 1.1: Structure of the FLT Evaluation Research
1.2 Aim and Objectives
Since 2000, over 150 articles that address the task of feature location have been pub-
lished in software engineering venues (Cornelissen et al., 2009; Dit, Revelle, Gethers and
Poshyvanyk, 2013; Razzaq et al., 2018; Rubin and Chechik, 2013). The presence of such
a large number of Feature Location Techniques (FLTs) and their subsequent refinements
over time imposes difficulties for practitioners when deciding on the appropriate tech-
nique to employ for a given software maintenance task and for researchers when trying
to identify the state-of-the-art techniques on which to build. This thesis argues that only
by comparing the FLTs with state-of-the-art FLTs under common empirical conditions,
will researchers begin to identify the higher-performing FLTs in the field with confidence.
Hence, this work is driven by the following overall aim:
To allow greater cross-comparison of FLTs by facilitating the standard
selection of empirical design towards the reliable, transparent comparison
of FLTs, for specific software contexts
Towards this aim, this thesis directs itself to the empirical evaluation of FLTs. Figure
1.1 presents the general structure of the research performed in terms of its overall goal
(on the top of the figure), the activities employed towards that goal (in the middle of the
figure - the boxes with a circled A) and the results derived from those activities (boxes
on the bottom of the figure, but with a circled R). Overall, this thesis seeks to achieve
four high-level objectives:
1) To assess the maturity of FLT research towards cross-comparison of FLTs
As FLTs evolve and more novel FLTs are introduced, it is important to perform com-
parison studies to investigate Which FLTs are relatively better? Consequently, the first
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objective of this thesis is to review the existing FL literature to assess the degree to
which answering this question is possible. That means assessing the degree to which a
comparative evaluation of different FLTs is possible across the existing FLT evaluation
literature. This is the focus of chapter 2, where a systematic literature review (Kitchen-
ham et al., 2009) of FLT evaluations is reported, that discusses the evaluations in terms
of attributes like proportion of proposed FL techniques evaluated, the formality of those
evaluations, the homogeneity of empirical design employed, and the reproducibility of the
FLTs evaluated.
2) To Identify the best and common Empirical Practice This SLR shows that the
ability to compare across FLT evaluations is limited, largely based on the heterogeneous
designs employed in FLT evaluations. Consequently, the second objective of this thesis
is to identify the best or commonly employed empirical practice for FLTs evaluations.
The intention here is to identify standard FLT evaluation practices with respect to FLTs’
configurations and standardized empirical design elements. These guidelines are also
presented in Chapter 2.
3) To Relate the Performance of Openly-available FLTs One approach to cross
One approach to cross-comparison is to identify a subset of openly available FLTs which
can be used as a means for standard comparison across newly proposed and existing
FLTs. Hence, the next objective of the research is to facilitate empirical comparison
across FLTs by relating the performance of several of these openly-available FLTs, which
have been used for comparison in the past, using the empirical design guidelines identified
in chapter two. In determining the relative performance of these techniques, this allows
determination of the best comparator for new/existing FLTs. It also provides researchers
with a means of approximately c omparing FLTs which are, or have been, evaluated
against different members of this subset in the past. This work is reported in Chapter 3.
Hence, an underlying premise of this work is that FLTs should be compared to one
or more of these openly-available techniques, probably the best-performing technique,
allowing them to be approximately compared to any FLTs that have been compared to
other members of the subset in the past. This would better enable developers to choose an
appropriate FL technique. In addition, it would also facilitate researchers in identifying
the state-of-the-art FL techniques on which to build newly proposed FL solutions.
4) To Identify the Impactful Feature Characteristics The results from the com-
parison of openly-available FLTs suggest that their performance is susceptibility to dif-
ferences in the system/benchmark pairs used in evaluations. Hence, the fourth agenda
of this thesis is to try and provide greater insight into the variance between different
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benchmark data used to evaluate FLTs, where benchmark data refers to the feature sets
used to evaluate FLTs.
The implicit position in FLT evaluation literature is that the performance of an FLT
is a function of the FLT itself (Chochlov et al., 2017; Dit, Revelle and Poshyvanyk,
2013; Robillard, 2008; Scanniello et al., 2015), and-or their configurations and variations
(Moreno et al., 2015; Panichella et al., 2016; Thomas et al., 2013). This seems to imply
that feature characteristics, which are not part of the actual treatment, neither signif-
icantly manipulate the performance of FLTs nor have any strong impactful interaction
with the observed performance (Bolin, 2014). Similar to our study across openly-available
techniques, the results of other empirical studies which compare multiple FLTs (Binkley
et al., 2015; Li et al., 2012; Mahmoud and Bradshaw, 2015; Mahmoud and Niu, 2015;
Thomas et al., 2013; Wang and Lo, 2014) suggest that, even after controlling the het-
erogeneity across established empirical elements, the systems and associated benchmarks
often affect the results more than the independent variables under study. Hence, the
final objective of this thesis is to identify different characteristics of features that might
impact FLTs performance and evaluate their impact, towards cognisant selection of the
feature-set for FLTs evaluations. This is described in Chapter 4.
1.3 Research Methodology
In order to address the research questions discussed in this dissertation, we adopted
evidenced-based empirical software engineering methods (Dyba et al., 2005; Easterbrook
et al., 2008; Kitchenham et al., 2004; Shull et al., 2007). Specifically, the current state
of the empirical evaluation is investigated by leveraging the systematic literature survey
method (Kitchenham et al., 2009). The primary focus of this survey was to assess the
degree of comparability across FLTs by reporting on the following two objectives:
1. The heterogeneity of FLT evaluations
2. Best or common empirical practice
In this endeavour, the thesis not only adopts the literature review process proposed
by Kitchenham et al. (2009) but also adopts mapping study guidelines, as proposed by
Petersen et al. (2008), where appropriate.
After assessing the degree of comparability across studies and identification of best/-
common empirical practice, the thesis focuses on providing a stronger baseline FLT foun-
dation for FLT researchers. To achieve that, this thesis performs a comparison across
openly available techniques to assess the better performers and how they rank with re-
spect to each other. In performing this comparison, a multiple-case study in lined with
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the findings from the systematic literature review performed, in order to relating the per-
formance of openly available techniques and identifying the better performing of those.
Finally, towards understanding the impact of feature’ characteristics, this thesis pro-
poses a suite of feature metrics that intuitively would seem to affect FL performance,
both holistically across FLTs and individually where different FLTs are affected to differ-
ent degrees. To evaluate this suite, a controlled experiment was performed to establish
the relationship between the suite and FLT performance. The causal and control relation
assessment is extended by employing forty-one other, established source-code metrics in
software engineering as extraneous variables.
1.4 Research Contribution
The primary research contribution is to raise the sophistication of FLT evaluations, lever-
aging a more consistent, optimized design towards greater comparability across FLT per-
formance. This has resulted in several more granular contributions:
1. Additional refinement of the existing taxonomical classification of FLTs (Dit, Rev-
elle, Gethers and Poshyvanyk, 2013) to incorporate the FL goal: either identifying
the full extent of the feature in the source code or an initial foothold (one element
in the full extent of that feature);
2. Systematic evidence to show that existing FLT evaluations are very heterogeneous
in nature, to the degree that it is very difficult to compare across FLTs towards
best-of-breed analysis;
3. Guidelines for empirical evaluation of FLTs that may ultimately help to standardize
empirical research in the field, cognisant of FLTs with different goals, leveraging
best and common practices in existing empirical evaluations;
4. Facilitation of the identification of the best performing FLTs by relative rankings
of openly-available FLTs’ implementations across systems and FL goals. This anal-
ysis facilitates comparison across other FLT implementations that were compared
against these FLTs in the past and will facilitate comparisons with new FLTs going
forward, into the future;
5. Better contextualization of the performance of FLTs by relating them to feature
attributes that impact on their performance. Knowing these impactful feature
attributes, benchmarks can be more carefully designed (to provide coverage for
example) and comparison of FLTs can be more fully nuanced. This will greatly
improve the community’s abilityto generalize across the field.
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Figure 1.2: Flow of Research Presented in this Thesis
1.5 Thesis Structure
This section presents the flow of research across chapters, in order to better connect the
findings of these chapters with each other and with the overall aims of this thesis. Figure
1.2 presents this flow. Here each large grey rectangle represents a different chapter and
the smaller, black numbered rectangles present the objective-associated-activities of this
thesis, as presented in Section 1.2.
The Research Presented in Chapter 2: Initially, the goal of this research was to
find relatively better performing FLTs. Hence, research work first focused on empirical
studies that compared multiple FLTs, in order to identify better performing techniques
(see Section 2.2.3). However, the incomparable results presented in those studies sug-
gested that “identifying better FLTs” based on these findings is very difficult. Therefore,
Chapter 2 set-out to more formally assess the maturity of FLT research, towards cross-
comparison of FLTs.
Towards this goal, a systematic review of the FL literature published between 2000
and 2015 was performed and the literature’s focus/the hetergeneity of evaluation design
it employed is reported in Chapter 2. The systematic review showed that the field is ori-
ented towards novel FLTs and that the empirical designs employed for FLTs’ evaluation
are highly heterogeneous in terms of the core empirical elements employed. Those core
empirical elements include evaluation measure used to evaluate FLTs’ performance, the
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software systems employed in evaluation, the benchmarks used to compare the results of
FLTs and the “user input”, used as a query to locate the associated features. Chapter
2 argues that heterogeneity would be good in a more settled community where general-
ization of accepted techniques is the goal. However, the orientation of the field towards
novel FLTs suggests that this maturity has not yet been reached in feature location.
Chapter 2 further argues that only by comparing novel techniques/variants against open,
standard FLTs under common datasets, evaluation measures, and other empirical-design
conditions will researchers begin to identify the higher-performing FLTs in the field with
confidence.
Given the high heterogeneity in empirical design, it is difficult to compare a novel
FLT with existing FLTs. One alternative is to recreate existing FLTs, in order to re-
evaluate them against newer techniques, as they are proposed. Chapter 2 also probes the
extent to which full disclosure of the FLT Implementation is present, to make re-creation
possible. However, the findings suggested that less than 25 percent of the FLTs reported
are potentially reproducible.
If more consistent empirical settings were discovered, then rigorous analysis by synthe-
ses of pieces of evidence presented in the literature would have been possible (the dotted
line in Figure 1.2, Chapter 1). However, given the situation presented by the literature
review, the original goal of finding better performing baseline FLT was changed to allow-
ing greater cross-comparison of FLTs by facilitating the standard selection of empirical
design, towards the reliable, transparent comparison of FLTs.
Towards the standard selection of empirical design, Chapter 2 identified the commonly
employed empirical design elements and best existing FLTs’ configurations. On the basis
of those identified practices, Chapter 2 also presented preliminary empirical guidelines to
address the core issues that hinder the cross-comparison between the FLTs. This thesis,
thus, formalizes evaluation criteria and overall empirical design to allow more standard,
high-quality empirical practice in FLTs’ evaluations.
Research Presented in Chapter 3: After providing for more standardized, high-
quality empirical design, this thesis aimed to leverage that design to address the issue
of cross-comparing FLTs. As an initial step towards that goal, a baseline-technique
evaluation was performed across openly available FLTs.
Specifically, chapter 3 reported on a relative comparison of openly available FLTs,
employing twelve system-benchmark pairs. This comparison facilitates comparison across
all FLTs in that, for example, if two FLTs are compared to the same openly-available
FLT, under the empirical conditions employed in the study, even at different times by
different groups, they can be approximately compared to each other. Likewise, because
the research underpinning Chapter 3 evaluates the openly-available FLTs against one
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another, it makes approximate comparison across FLTs possible, even when those FLTs
have been compared to different baseline techniques.
The most startling finding garnered from the evaluation presented in Chapter 3 is
the impact of the software/benchmark on FLTs’ performance. These empirical design
components impacted more on the performance of FLTs than did the FLTs themselves,
a finding that is implicitly supported by the results presented in several other empirical
studies in the field. Hence, this thesis then set-out to quantify the impact of these
software context components on the performance of FLTs. Towards this goal, the aim of
the research was refined to assessing software context impact in empirical evaluation of
FLTs.
Research Presented in Chapter 4: To systematically generalize comparison of FLT
results in different empirical settings, a first step is to characterize empirical design’s
elements which can affect the outcome of evaluations. As mentioned above one such core
element is the software systems studied (Haiduc et al., 2013) and that has to be bundled
with the system’s associated feature-set. To assess their impact, Chapter 4 first identified
a set of potential characteristics of features that could impact the performance of FLTs
and then, measured their impact (to anticipate how FLTs might be impacted by different
feature-sets).
Hence, Chapter 4 works towards explaining FLTs’ performance in relation to feature
characteristics. This will, ultimately, allow a more standard selection of system and
feature benchmarks, cognisant of their impact on FLT performance, which will not only
address comparability but will also greatly improve generality knowledge in the field.
Research Presented in Chapter 5: The final chapter of this thesis (Chapter 5)
elaborates the core research contributions and consolidates the empirical guidelines de-
rived. Chapter 5 also presents an overall comparison framework derived from the research
and discusses how it is forward and backward compatible towards cross-comparing FLTs.
Lastly, it proposes avenues of possible future work.
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Note that Chapter 2 and Chapter 3 are two published articles whereas Chapter 4
presents an article sent for publication after satisfying two external experts as to its suit-
ability: Professor Rainer Koschke and Professor Andrea DeLucia 1. Chapter 2 presents
a paper published in the ACM Journal of Transactions on Software Engineering
and Methodology (TOSEM) and Chapter 3 presents a paper published in the Jour-
nal of Empirical Software Engineering (ESE). Chapter 4 presents a paper sent
for review to the IEEE Journal, Transactions on Software Engineering (TSE).
Note that these chapters present all the published material as-is excepting the word paper
being changed to the word chapter.
1Both professors are included in the authors listing for this article, based on their reviews and guiding
the lead author in addressing those reviews over two iterations.
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Preface to Chapter 2
A feature is a functionality, behaviour or functional requirement of a software system
that is implemented in such a way that it allows the users to trigger it . It is different to
a concern, which refers to any concern of interest to a developer that may be embedded
in a software systems. For example, “printing report X” is both a feature and a concern
whereas “performance” may be a concern, but it is not a feature.
In an organization, software maintenance or evolution takes place in several different
forms e.g., fixing bugs, the addition of new features, enhancement of existing features,
or the introduction of new architecture, to name a few. Feature Location Techniques
(FLTs) are essential for many of these maintenance/evolution tasks, for example bug
location, feature enhancement, requirement traceability-link recovery, architecture recov-
ery through source code clustering, and documentation through concept labeling or topic
modelling.
Being part of these incremental change processes makes feature location one of the
most frequently-undertaken tasks by developers, but it is also an effort-intensive task.
Hence, to provide automated support, numerous solutions in the form of approaches,
tools, and techniques are presented. The presence of such a large number of FLTs imposes
difficulties for practitioners when deciding on the appropriate technique to employ for a
given software maintenance task and for researchers when trying to identify the state-of-
the-art techniques on which to build.
Chapter 2 sets out to assess the extent to which the existing literature on feature
location allows researchers and practitioners to identify the most appropriate FLT for a
software maintenance concern. Towards this, Chapter 2 investigates the feature location
literature for the following three concerns:
10
1. If FLTs are evaluated using homogenous empirical design then this would allow
comparison of all FLTs evaluated, using such an empirical design. Hence, the
chapter sets out to assess whether feature location research employs homogenous
empirical design.
2. if FLTs are compared using some common-comparison FLTs then they could be
cross-compared using those FLTs. Hence, the chapter assesses if common compar-
ison techniques are prevalent in the field.
3. If common-comparison techniques are not prevalent and the empirical designs are
very heterogenous, then an alternative is to reproduce FLTs to re-evaluate them in
some homogenous empirical design. Hence, Chapter 2 also assesses the literature
to identify the proportion of FLTs that are reproducible.
Based on the literature review, Chapter 2 identifies the best and/or common empirical
practice in FLT evaluation, towards providing empirical design guidelines for researchers.
Chapter 2 is now presented.
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The State of Empirical Evaluation in
Static Feature Location
Abstract: Feature location (FL) is the task of finding the source code that implements
a specific, user-observable functionality in a software system. It plays a key role in
many software maintenance tasks and a wide variety of Feature Location Techniques
(FLTs), which rely on source code structure or textual analysis, have been proposed
by researchers. As FLTs evolve and more novel FLTs are introduced, it is important to
perform comparison studies to investigate ”Which are the best FLTs?” However, an initial
reading of the literature suggests that performing such comparisons would be an arduous
process, based on the large number of techniques to be compared, the heterogeneous
nature of the empirical designs, and the lack of transparency in the literature. This
chapter presents a systematic review of 170 FLT articles, published between the years
2000 and 2015. Results of the systematic review indicate that 95% of the articles studied
are directed towards novelty, in that they propose a novel FLT. Sixty-nine percent of these
novel FLTs are evaluated through standard empirical methods but, of those, only 9% use
baseline technique(s) in their evaluations to allow cross comparison with other techniques.
The heterogeneity of empirical evaluation is also clearly apparent: altogether, over 60
different FLT evaluation metrics are used across the 170 articles, 272 subject systems
have been used, and 235 different benchmarks employed. The review also identifies
numerous user input formats as contributing to the heterogeneity. Analysis of the existing
research also suggests that only 27% of the FLTs presented might be reproduced from
the published material. These findings suggest that comparison across the existing body
of FLT evaluations is very difficult. We conclude by providing guidelines for empirical
evaluation of FLTs that may ultimately help to standardise empirical research in the field,
cognisant of FLTs with different goals, leveraging common practices in existing empirical
evaluations and allied with rationalisations. This is seen as a step towards standardising




Feature Location (FL) is a core activity in software maintenance and evolution (Eisen-
barth et al., 2003). It is concerned with the identification of the source code elements that
implement some user-observable functionality (Dit, Revelle, Gethers and Poshyvanyk,
2013; Eisenbarth et al., 2003). Many software evolution tasks necessitate documenting,
configuring, addition, removal, or improvement of some functionality (Poshyvanyk et al.,
2007) and these tasks mandate the location of the code that implements that function-
ality. Consequently, research into FL comes under a varied selection of concerns: bug
location (Shi et al., 2018), controlling and managing different versions of the software
system in Software Product Lines (Angerer et al., 2014), identification of cross-cutting
concerns in aspect-oriented analysis (Shepherd et al., 2005), requirement traceability-
link recovery (Lucia et al., 2007), architecture recovery through source code clustering
(Eaddy et al., 2008), and documentation through concept labeling and topic modelling
(Panichella et al., 2013).
There is a substantial body of FL literature, presenting numerous solutions for dif-
ferent FL tasks, in the form of approaches, tools, and techniques (Rubin and Chechik,
2013; Simmons et al., 2006). The presence of such a large number of Feature Location
Techniques (FLTs) imposes difficulties for practitioners when deciding on the appropri-
ate technique to employ for a given software maintenance task and for researchers when
trying to identify the state-of-the-art techniques on which to build.
There are a limited number of studies that aim to address this difficulty by reporting
on empirical comparisons across FLTs, but they tend to differ in their results. For
example, some suggest Latent Dirichlet Analysis (LDA) is the best static FLT (Binkley
et al., 2015), while others claim Vector Space Model (VSM) is the best (Thomas et al.,
2013). This inconsistency means that a reviewer of the literature must manually compare
across individual FLT papers, based on their individual empirical evaluations, when trying
to determine the relative quality of the alternatives.
Moreover, evaluations are not always present in papers that introduce FLTs. In
papers where there are empirical evaluations, there seems to be a wide variety of empirical
designs employed, making cross-paper comparisons more difficult. The primary focus of
this chapter is to assess these issues more formally, and thus report on the comparability
of the evaluations carried out in this area. This is exemplified through the following
three, high-level research questions, studied in this chapter through a systematic literature
review of the area:
1. Maturity of FLT research in terms of the sufficiency of empirical eval-
uation
Does the current research emphasize novel FLT approaches over evaluations of ex-
isting FLTs? If there is an imbalance towards novel approaches over evaluations,
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it suggests that reviewers will be less able to identify the best performing (novel)
approaches;
2. Maturity of FLT research in terms of common comparison of tech-
niques
Are novel FLTs compared to techniques that other researchers can also use to eval-
uate their FLTs? That is, are there a set of FLTs that can be used for comparison,
that are openly available (in executable or compliable source code form), and that
are non-subjective, in that they do not have significant programmer input into the
FLT process. These will be referred to as baseline techniques and a comparison
against such techniques will henceforth be called baseline evaluation. If novel FLTs
are not compared to one or more of these baseline techniques, then it will lessen
the possibility of assessing them against others;
3. Maturity of FLT research in terms of homogeneity of empirical design
How heterogeneous are the empirical designs used in this field? Very heterogeneous
designs where, for example, different evaluation metrics are used hinder comparisons
across the individual techniques thus evaluated.
If comparison across existing FLTs is difficult, one alternative available for researchers is
to reproduce the FLTs to incorporate them in their own evaluations, and thus to compare
them. This results in a fourth research question for the study:
4. Reproducibility of FLTs
Based on the given details presented when proposing FLTs, are those FLTs repro-
ducible?
The rest of the chapter is organised as follows: Section 2.2 reviews related work,
existing taxonomical classification of FLTs and core components of FLTs’ evaluation.
After describing the overall methodology of the survey in Section 2.3, the main results and
the answers to the research questions are presented in Section 2.4. Section 2.5 presents the
further taxonomical classifications of FLTs and distilled the several empirical guidelines
for FLT evaluation to go forward. We discuss potential threats to validity for this survey
in Section 2.6. Finally, the article concludes in Section 2.7 with a summary and some
remarks for future work. We have made all the collected data, including all intermediate





This section briefly summarises the FL area, characterises the FLTs according to classifi-
cations presented in the literature and discusses differentiating factors between FLT ap-
proaches, like granularity-of-target-code. Finally, several studies comparing across FLTs
are reviewed, highlighting the incomparable results they present.
2.2.1 Overview and Background
A feature is an observable system functionality that can be triggered by users (Eisenbarth
et al., 2003). The task of feature location then is locating a specified feature in the source
code (Eisenbarth et al., 2003). Concern location is similar to feature location, except it
refers to any concern of interest and hence, user-observable features are a subset of the
concerns in a software system (Wang et al., 2011). Likewise, concept location is similar to
feature location, but for a wider array of concerns (Poshyvanyk et al., 2012). These tasks
are intrinsically associated with software maintenance and evolution in, for example,
removing unwanted features in a program, improving existing features, or debugging
them. Being part of these incremental change processes makes it a frequently-undertaken
task by developers, as suggested by Poshyvanyk et al. (2007) and (Simmons et al., 2006),
but it is also an effort-intensive task (Wilde et al., 2001). Hence, there is a need for
automated support, in the form of FLTs.
2.2.1.1 Classification of FLTs
A distinguishing factor in FLTs is the type of analyses performed. The most common
types of analysis in FLTs are textual, structural, historical and dynamic (Dit, Revelle,
Gethers and Poshyvanyk, 2013). Textual analysis attempts to exploit the domain knowl-
edge already encoded by the developers in the form of comments and identifier-names
in a program. The analysis relies on some sort of textual user-query and matching it
against these comments or identifiers. Natural Language Processing (NLP), Information
Retrieval (IR) and Pattern Matching (PM) are the main analysis techniques employed in
textual analysis (Mahmoud and Bradshaw, 2015; Thomas et al., 2013) with the emphasis
on IR, as it is more effective than PM while being less complex than NLP (Wang et al.,
2011).
Structural analysis, often referred to as static analysis, allows developers to identify
the relevant program elements by following data or control flow dependencies between
them. For example, if one procedure (or a method) is known to be part of the feature
and it is the only caller of another procedure, then it is considered likely that this latter
procedure is also part of the feature (Robillard, 2008; Robillard and Murphy, 2002). In
historical analysis, artifacts related to the feature are identified by mining change-histories
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available in online source code repositories. For example, if a procedure is known to be in
a feature, procedures that tend to change in the same commits as that procedure might
also be likely candidate locations for that feature (Dit et al., 2014; Ye et al., 2016).
Finally, dynamic analysis refers to the invocation and observation of features at execu-
tion time, with the classic example being (Wilde et al., 2001) pioneering work: Execution
traces are analysed to identify code that is always executed when the feature is exercised
in the system, and code that is not executed when the feature is not, thus identifying
code that is (exclusively) associated with the feature (Eisenbarth et al., 2003; Wilde et al.,
2001).
More recently, approaches that leverage a combination of any of these types of analysis
have been proposed. These are referred to as ‘hybrids’ (Poshyvanyk et al., 2012, 2007).
The purpose of this hybridization is to compensate for the limitations of each individ-
ual FLT type, and thus to achieve better overall results than the individual standalone
techniques.
2.2.1.2 Other Differentiating Characteristics of FLTs
A developer could be interested in locating the entire source code that implements a fea-
ture (for example, identifying variants when moving to a Software Product Line (Kästner
et al., 2014)) or identifying a single point-of-entry into the feature (a single source code
element) as a ‘foothold’ to begin debugging or impact analysis from (Poshyvanyk et al.,
2012), (Kagdi et al., 2013), and (Roveg̊ard et al., 2008). In addition to ‘foothold’ or ‘full-
feature location’, FLTs can cluster code based on an analysis of all the features existing
in some program through, for example, topic modeling (Sun et al., 2016).
In terms of automation, there are fully automated FLTs, semi-automated approaches
guided by developers (Buckley et al., 2016) and more basic searching techniques (Mcmil-
lan et al., 2013), that provide visualisations for the developer to inspect, thus serving as
an integral part in facilitating feature location (Xie et al., 2006).
Another factor that differentiates the FLTs is the level of granularity of the analysis
and results (Petrenko and Rajlich, 2009). An FLT can operate on a fine level of granular-
ity (statement or variable) or it can operate on coarser levels of granularity (e.g., method,
class, or package). Such characterisations have been systematically studied in surveys of
the area and these surveys are now presented.
2.2.2 Related Surveys
Three relevant literature surveys have been presented in this area (Cornelissen et al.,
2009; Dit, Revelle, Gethers and Poshyvanyk, 2013; Rubin and Chechik, 2013). Table 2.1












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(Dit, Revelle, Gethers and Poshyvanyk, 2013) presented a categorisation of 89 articles
in a FL taxonomical classification. They structured the articles in multiple dimensions
with attributes presented in Table 2.1. They then reviewed the contributions as a whole,
identifying a trend in FL research away from dynamic analysis to textual and historical
analyses. They also highlighted the increasing number of hybrid techniques that were
being proposed.
Likewise, (Rubin and Chechik, 2013) provided an overview of 24 FLTs with a type-
based classification and presented a strengths-and-weaknesses–based critique of each anal-
ysis type. They defined the fundamental techniques that serve as a basis on which to
build new feature location solutions, like grouping/linking of source elements (structural)
and semantic or statistical measures used in information retrieval (textual). Then, they
provided an overview of the 24 techniques using the classification scheme presented by
Dit, Revelle, Gethers and Poshyvanyk (2013) and further divided each technique accord-
ing to whether user guidance was required while locating features or not. Finally, they
presented criteria for selection of an FLT on the basis of the data the FLT required.
This last theme is similar in nature to the work reported here but, instead of looking at
data-sufficiency as criteria for FLT, this work is interested in relative FLT performance,
assuming data sufficiency.
A third survey, presented by Cornelissen et al. (2009), is limited to dynamic analysis
only. They characterised 176 articles by method, target-system, mode-of-evaluation and
software maintenance activity facets. Their characterisation of software maintenance ac-
tivities is more directed at dynamic analysis and less feature-location specific. But, as per
the research presented here, they characterise the systems employed in the evaluations,
in their case according to the technology and paradigm of programming.
In summary, the foci of the surveys presented in the area to date are more towards
defining taxonomies of techniques in the domain (Dit, Revelle, Gethers and Poshyvanyk,
2013) and a theoretical analysis of the pros and cons of analysis methods (Rubin and
Chechik, 2013). Assessment of the relative effectiveness of each actual approach, based
on the empirical evidence, is still relatively under-studied and this chapter assesses the
field’s readiness for this endeavour.
2.2.3 Studies Comparing Across FLTs
There have been several studies that have attempted to compare performance across
several FLTs. All the studies found during this research, that compared at least three
FLTs are presented in Table 2.2 and Table 2.3, respectively.
Unfortunately, as can be seen from the tables, their results are incomparable, in that
they have compared slightly different FLT variants. For example, in one case, a study by
Zhou et al. (2012) suggests that a variant of the IR technique VSM, outperforms others
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Table 2.2: Effectiveness-Based Ranking of FL Techniques in Comparison Studies
Techniques
(Wang et al., 2011)
VSM>SUM>LSI>LDA>NMF
(Rao and Kak, 2011)
Unigram>Unigram+LDA>CBDM>
VSM+LSA>LSA>LDA
(Binkley et al., 2015)
LDA>VSMWS>VSM-Cos>LSI
(Zhou et al., 2012)
rVSM>SUM>VSM>LSI>LDA
(Cleary et al., 2009)
KLD>CA>VSM>LSI>LM
(Mahmoud and Niu, 2015)
VSM>ESA>NGD>LSA>LDA
VSM – Vector Space Model; SUM – Smoothed Unigram Model; LSI – Latent
Semantic Analysis; LDA – Latent Dirichlet Analysis; NMF – Non-negative Matrix
Factorization; CBDM – Cluster Based Document Model; KLD –
Kullback-Leibler-Divergence; CA – Cognitive Assignment; LM – Language
Modelling; ESA –Explicit Semantic Analysis; NGD – Normalised Google Distance.
(including LDA), while (Binkley et al., 2015) suggests that the LDA technique outperform
different variants of the VSM technique. Our survey also suggests that this is the case in
studies that compare two FLTs, for example, (Thomas et al., 2013) and (Antoniol et al.,
2002; Lukins et al., 2010; Marcus and Maletic, 2003; Nguyen et al., 2011). The limited
number of such comparison studies, as illustrated in the table, and the variant techniques
they assess, illustrate how difficult it would be for a developer or researcher to choose a
superior FLT, from the full set of FLTs with confidence.
This research argues that only by comparing novel techniques/variants against open,
standard FLTs under common datasets, performance metrics, and other empirical-design
conditions will researchers begin to identify the higher-performing FLTs in the field with
confidence. Hence, this chapter proposes guidelines towards these comparable empirical
conditions.
2.3 Methodology
This section describes the systematic study process in detail. This study uses a sys-
tematic literature survey process for the literature identification phase and a largely
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Table 2.3: Effectiveness-Based Ranking of FL Approaches in Comparison Studies
Approaches
(Dit, Revelle and Poshyvanyk, 2013)
Semantic >Structural >Dynamic
(Saha et al., 2013)
Structural >Semantic >Textual
(Tóth et al., 2010)
SEA>Evolutionary>Structural>Dynamic
(Revelle and Poshyvanyk, 2009)
Semantic >Dynamic>Static
(Rao and Kak, 2011)
Textual/Semantic >Dynamic >Static
SEA – Static Execute After.
mapping-study type approach for the analysis phase. As such, the study adopts the liter-
ature review process proposed by Kitchenham et al. (2009) and mapping study guidelines
proposed by Petersen et al. (2008).
The research methodology is divided in four stages: first, we define our research
questions; then, we systematically search and select the FLT articles; next, we build
a protocol for collecting, extracting and validating the data required for answering our
research questions; and finally, we perform mapping analysis and interpretation of the
empirical data collected. Figure 2.1 graphically summarises our overall methodology.
The next sections describe this protocol in more depth. Firstly, the research questions
that the review targets are presented (Section 2.3.1). Then the search protocol used to
identify and filter relevant articles to answer these research questions, is discussed (Section
2.3.2). Then, the analysis protocol used to determine the evidence from the literature,
towards the research questions, is described (Section 2.3.3). Finally, the more formal
protocol used to assess the reliability of subjective elements of the analysis is described
(Section 2.3.4).
2.3.1 Research Questions
2.3.1.1 Maturity of FLT Research in Terms of Baseline Evaluation
This research aims to determine the balance between novel FLTs proposed in the liter-
ature and the FLTs evaluated in the literature to assess the degree to which scientific
knowledge is consolidated in this vertical. It is also interested in the existence of FLTs
that can be employed to compare across the FLTs proposed, and how widely they have
been used to do so. Hence, the following research questions were derived:
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Figure 2.1: The review protocol used in this SLR.
• RQ1.1 What proportion of papers in this area present novel FLTs?
• RQ1.2 What proportion of papers empirically evaluate the FLTs presented?
• RQ1.3 How many baseline techniques exist in the literature, where a baseline
technique is one that is suitable for comparison across FLTs. This, in turn, leads
to identification of the proportion of FLTs that are evaluated against these baseline
techniques. If that proportion is small, the associated question arises: what are
the more-commonly employed techniques in FLT evaluations that other researchers
might adopt, in order to facilitate cross-FLT comparison?
Regarding question 1.1, the surveys (Rubin and Chechik, 2013) and (Dit, Revelle,
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1. Original FLTs. An FLT is original if it is independently developed without varia-
tion, hybridisation or combination of already presented FLTs (Marcus and Maletic,
2003).
2. Hybrid FLTs. An FLT is a hybrid if it is developed by combining any two or more
already available FLTs. This can be achieved for example, when the output of one
FLT is an input to another (Poshyvanyk et al., 2012) or when any different FLTs
are merged to develop a composite (Dit, Revelle and Poshyvanyk, 2013).
3. Variant FLTs. An FLT can be an updated/expanded version of an already existent
FLT. This updated version can be generated by refining the core analysis of the
FLT (Zhou et al., 2012), or by changing pre-processing or post-processing steps
(Panichella et al., 2013).
Consequently, if a paper presents an original, hybrid or variant FLT, in the form
of tools or techniques, then it will be counted as a paper that introduces a novel FLT,
because it is adding a new solution to the FL problem domain.
To address question 1.2, the study must consider the proportion of the FLTs em-
pirically evaluated. We adopted evaluation types from the software-engineering-based
classification scheme presented by Kitchenham et al. (2002). Table 2.4 describes these
evaluation types. In this work, a paper (FLT) is counted as empirically evaluated, if it re-
ports a standard empirical design (Kitchenham et al., 2002): a case study or a controlled
experiment.
Finally, to consider the portion of FLTs compared with baseline techniques, it is
important to fully define ‘baseline technique’, in the context of this study. A baseline
technique is a standard, ‘compare-to’ technique that can be repeatedly employed by
researchers to facilitate subsequent comparison across novel FLTs. Specifically, a baseline
technique is considered a non-hybrid, non-variant, programmer-independent (requires no
intelligence assistance from the programmer), complete FLT, in the form of an openly
available executable or compliable source code, that has a track record as a comparison
technique: that is, it was compared to at-least one FLT, in one of the empirical studies
reported. Papers that compare their FLT against such a technique are counted as ones
with baseline evaluation.
The comparison utility of baseline techniques is illustrated in Figure 2.2 where T1 to
T7 are some novel FLTs and TB1 to TB3 are baseline techniques. Each arrow in Figure
2.2 represents an ‘empirically-compared-to’ relation. Assuming relatively homogenous
empirical designs, T1 can be easily compared to T2 and T3 because they are all compared
to the same baseline technique. Likewise, because TB3 has been compared to TB1, T1,
T2, T3, and T4 can be indirectly compared, if that same homogeneity condition holds.


























Figure 2.2: Scenarios of FLTs comparisons and demonstration of a baseline technique
facilitating comparison across FLTs.
openly available executable. While this allows comparison of the two techniques, it does
not allow their comparison to any of the other techniques.
2.3.1.2 Maturity of FLT Research in Terms of Homogeneity of Empirical
Design
In their review, (Dit, Revelle, Gethers and Poshyvanyk, 2013) propose several dimensions
that characterise empirical design of FLTs. The evaluation components that they propose
are the user input to the FLT, the subject system (software under investigation), the
benchmarks against which the results were compared and the metrics involved in the
evaluation process. Additionally, (Rubin and Chechik, 2013) recognised the developer’s
involvement to guide the FLTs, as a possible component of the evaluation, but we subsume
that component under ‘user input’. The frameworks presented by Ali et al. (2010), Li et al.
(2013), and Lott and Rombach (1996) to perform comparative analysis of similar software
engineering techniques has also reported these components as evaluation components.
Figure 2.3 depicts these design components of FLT evaluations, along with descrip-
tions of each. This study assesses these four components for heterogeneity over the
literature. Generally, FLTs are formally evaluated by case studies or experiments (Mar-
cus and Maletic, 2003). These evaluation methods necessitate the appropriation of some
software system(s). User input is also mandatory for techniques in which search queries
are supported (Fleiss and Cohen, 1973; Ye et al., 2016), although this is often “replaced”
in FL evaluations by a process called re-enactment of historical data (see point (2) on
the bulleted list below). FLTs perform on these inputs to determine locations in the
source code (of the software systems) relevant to the user query (input). Benchmarks
are the sets of already known source code elements associated with each feature, and are
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Figure 2.3: Empirical design of FLTs.
compared to the results generated by the FLT, in line with some metric to quantify the
quality of the results.
The queries and benchmarks required for FLT evaluation are largely derived from
four types of sources, as described by Dit, Revelle, Gethers and Poshyvanyk (2013) and
Rubin and Chechik (2013):
1. Developers, who typically have expert knowledge of the systems, are used to deter-
mine the relevancy of identified code units to features in the derivation of the gold
standards (Heck and Zaidman, 2014) and user input formation (Gay et al., 2009);
2. Version or change data of the software systems in online repositories can be used
to derive the queries (change requests) (Zhou et al., 2012) and gold standards (the
associated change sets) (Ye et al., 2016). This process is referred to as re-enactment
(Poshyvanyk et al., 2012);
3. Data and control flow dependencies in the source code, have been used as a type
of ground truth to define the relevancy between the source code elements (Buckley
et al., 2016; Dit et al., 2014) or to refine user queries (Cleary et al., 2009);
4. Software documentation can be exploited when, for example, code elements are
linked to their specification in the documentation. Requirement documents can
act as the basis for queries and the associated code elements can act as the gold
standard (Lucia et al., 2007), if accurate traceability documentation is present.
While the components presented in Figure 2.3 can be considered essential, these are
not the only components of evaluation that could be considered. For example, parameters
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of the algorithm and the weighting of each component in hybrid techniques can also affect
the evaluation (Thomas et al., 2013). However, it is the four reported on by Dit, Revelle,
Gethers and Poshyvanyk (2013) that are ascribed as being essential to FL and that are
used in this initial study.
It is hypothesised that comparison of FLTs based on their empirical evaluations may
be extremely complicated due to the heterogeneity of the experimental setups. That is,
there may be differences in the metrics used, the systems studied, the benchmarks, and-or
the input data. This observation results in the following research questions:
• RQ2.1 How diverse is the evaluation of FLTs in terms of the evaluation metrics
used? If they are heterogeneous, are there more common metrics across studies
that future research might adopt towards more standardised empirical designs?
• RQ2.2 How diverse is the evaluation of FLTs in terms of the subject systems
used? If they are heterogeneous, are there more common systems across studies
that future research might adopt towards more standardised empirical design in
the field?
• RQ2.3 How diverse is the evaluation of FLTs in terms of the feature-location
benchmarks used? If they are heterogeneous, what are the more common bench-
marks across studies that future research might adopt towards more standardised
empirical designs?
• RQ2.4 How diverse is the evaluation of FLTs in terms of the user inputs used? If
they are heterogeneous,what are the more common user inputs across studies that
future research might adopt towards more standardised empirical designs?
The study addresses these research questions by quantitatively analysing the number
of different evaluation metrics, subject systems, benchmarks and user inputs in FLT
empirical evaluations over all the papers.
Notwithstanding the heterogeneity that, this research may uncover with respect to
FLT empirical designs, there may be some (more) common foundations that can act as
a basis for more comparable empirical designs in the future. These are alluded to in
the second part of the research questions 2.1-2.4. While the common practices are not
necessarily the best practices in some scenarios, they may still help unite researchers
around a common, comparable empirical platform (Savage et al., 2010).
2.3.1.3 Reproducibility of FLTs.
If the proportion of FLTs evaluated against baseline techniques is low and heterogeneity
is high, it would be difficult to compare a novel FLT with existing FLTs. An option
in this scenario is to recreate the novel FLTs to re-evaluate them against these existing
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FLTs and against newer techniques, as they are proposed. To do so, full disclosure of the
FLT implementation is required. Consequently, this research probes the extent to which
full disclosure is present and re-creation is possible, towards comparison of FLTs:
• RQ3 What proportion of the papers make available, or use openly available, com-
plete implementations (in the form of executables, compliable source code or tool-
chains) of FLTs?
To address this research question, we note the replication type we are interested in
and the methodology we adopt. In software engineering different types of replications
have been reported: Gómez et al. (2014) propose a classification of six replication study
types: strict replications, replications that vary variables intrinsic to the object of the
study, replications that vary variables intrinsic to the focus of the study, replications
that vary context variables, replications that vary the manner of the experiment and
replications that extend the theory. Their classification is based on a literature review
and the identification of (elements of) experimental configurations and scientific purpose.
The replication addressed by this research question is one where a novel FLT (that
can be exactly reproduced) can be assessed against existing FLTs to which it has not been
compared previously, and other novel FLTs, using more consistent empirical conditions.
As these ‘consistent empirical conditions’ may differ from the ones that the novel FLT
was originally assessed under, it falls into the category of replications that (may) “vary
variables intrinsic to the focus” of the study. Indeed, it can also fall into the category
of “extending the theory” in that differing (existing and novel) FLTs can be compared
towards an overall assessment of the relative merits/limitations of specific FLTs.
Identically named FLTs do not guarantee the same implementation and thus, can
differ in results. Consider, for example, two studies (Bassett and Kraft, 2013; Binkley
et al., 2015) comparing LDA with same set of subject systems (ArgoUML 0.22, jEdit 4.3,
muCommander 0.8.5, JabRef 2.6) by applying the same evaluation measure and same
granularity level. The effectiveness results of both studies are substantially different: in
Bassett and Kraft (2013) LDA performed better on jEdit 4.3 than on the other systems
and in Binkley et al. (2015) it performed better on JabRef 2.6 (whereas performance on
jEdit 4.3 was shown as average in this study). In both of these studies, implementation
of the technique must have changed slightly (even though both were stated as LDA)
and that had big effect on the results with all other factors steady. This illustrates the
importance of having an exactly the-same ‘compare-to’ implementation of technique.
An FLT might also be considered reproducible by reporting a full description and
fully disclosing the attributes reported in the study. However, software engineering re-
search is still immature in terms of defining the attributes required in order to ensure
such reproducibility in empirical studies precisely (Juristo and Moreno, 2013; Kitchen-
ham et al., 2002; Wohlin et al., 2012). This leads to our adopted position that for an
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FLT to be counted as reproducible (allowing the categories of reproducibility described
above), it should refer to the implementations they used in building FLT, or make openly
available executables, compliable source code or tool-chains. We adopt this compile-able
requirement even though we accept that reproducibility by source code alone has been
questioned in the past, as source code does not guarantee the ability to generate an iden-
tical executable: a problem noted by Collberg and Proebsting (2016) and Hosny (2016).
Now the article explains the method used to search for and select the articles for the
review.
2.3.2 Article Search and Selection
This phase is comprised of two processes: The first is search engine selection and query
formation, and the second is article selection and filtration.
2.3.2.1 Search Engine Selection and Query Formation.
Software engineering is not a discipline where quality publications are limited to the top
journal venues. Instead tightly peer-reviewed conferences with low acceptance rates are,
sometimes, considered more prestigious than even ISI journals1. Therefore, we selected
Google Scholar as our primary search engine to identify a comprehensive superset of
relevant papers. It provides a much more encompassing landscape of software engineering.
A limitation is that, in providing such a superset, greater efforts are needed when filtering
the results for quality.
While Google Scholar broadens the search to articles with looser quality parameters
regarding the publication venues, it is still possible that some relevant articles are not
returned, as Google only allows access to the first, 980, most highly ranked articles found.
Therefore, in addition to Google Scholar, we selected the following digital libraries to
cross-check the results for completeness.
1. IEEE Digital Library (Explore);
2. ACM Digital Library;
3. SpringerLINK;
4. Scopus;
5. Web of Science;
6. ScienceDirect (Elsevier);
1This is evidenced by Google Scholar’s top-20 “Software Systems” publications ranking where 13 of
the top 20 publication forums are conferences, including the forums ranked 1st, 3rd, 5th, 7th, 8th and
10th.
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7. Wiley Interscience.
Having identified the search engine and digital libraries, the next step is to formu-
late the search query. A systematic strategy was adopted to identify keywords in the
formulation of the search query. Our strategy is summarised in the following four steps:
1. Text Corpus Creation. First, we downloaded all the papers presenting static FLTs
in the form of tools or techniques cited by Dit, Revelle, Gethers and Poshyvanyk
(2013) (36 in number) and Rubin and Chechik (2013) (16 in number). We then
converted these PDF files into plain-text versions. Using this plain text, a small
corpus was created. This corpus consists of 40 files, after removing duplicate files
(i.e., papers cited in both Dit, Revelle, Gethers and Poshyvanyk (2013) and Rubin
and Chechik (2013)).
2. Text Corpus Analysis. Next, using a freeware corpus analysis tool1, the top five
unigrams and top five bigrams were obtained, after manually removing stop-words.
3. Author-Defined Keyword Analysis. List is given in replication package were anal-
ysed for author-defined keywords and the resultant list of keywords was collected.
These words were tokenised (e.g., by commas/semicolons/spaces) and normalised,
for example by removing hyphens, full stops and similar terms. We then counted
the frequency of each unique keyword. Finally, we obtained the top five keywords,
by sorting the list in descending frequency order.
4. Search Query Formation and Optimisation. The search query was refined by con-
sidering the top five-word occurrences in the unigrams, bigrams, and keywords. For
further evaluation and optimisation of the query, it was manually assessed against
the 40 articles selected from the two surveys (Dit, Revelle, Gethers and Poshyvanyk,
2013; Rubin and Chechik, 2013). In this refinement step, the synonym concern lo-
cation was included in the query and the term case study was excluded (to include
all empirical evaluation methods). Finally, terms were grouped if they were near
synonyms, different types of FLT or different software engineering contexts for FLT.
The resultant queries are:
• Google Scholar2, Web of Science, SpringerLink and IEEE (using Command Search
Option) = (“feature location” OR “concept location” OR “concern location”) AND
(code OR software OR program OR source) AND (static OR textual OR informa-
tion retrieval) AND (maintenance OR evolution OR engineering)
1AntConc - http://www.laurenceanthony.net/software.html (accessed 21-01-2016).
2Approximated, in terms of the conjunctions for Google scholar.
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• Scopus= (ALL ( “feature location” OR “concept location” OR “concern location”)
AND ALL (code OR software OR program OR source) AND ALL (static OR
textual OR information AND retrieval) AND ALL (maintenance OR evolution
OR engineering)) AND DOCTYPE (ar OR re) AND (LIMIT-TO (SUBJAREA,
“COMP”) OR LIMIT-TO (SUBJAREA, “ENGI”))
• ACM= +(“feature location” “concept location” “concern location”) +(code soft-
ware program source) +(static textual information retrieval) +(maintenance evo-
lution engineering)
• Elsevier (using expert search option) = “feature location” OR “concept location”
OR “concern location” AND code OR software OR program OR source AND static
OR textual OR information retrieval AND maintenance OR evolution OR engineer-
ing
• Wiley Science = “feature location” OR “concept location” OR “concern location”
in All Fields AND code OR software OR program OR source in All Fields AND
static OR textual OR information retrieval in All Fields AND maintenance OR
evolution OR engineering in All Fields
2.3.2.2 Article Selection and Filtration.
The next process, after query formulation and searching of articles, was to select and filter
the articles. On Google Scholar, our search query retrieved 2610 articles1, from which
only the first 980 articles were obtainable, due to the constraints of the search engine2.
However, a review of the last five available pages of Google Scholar recommendations
implied that the relevance of the returned results on these pages had reduced to being
negligible (none were relevant to FL).
The identified articles were classified into English/non-English, with the non-English
papers being excluded. Given Google Scholar’s propensity to include articles from lesser
venues, the resultant English papers were filtered based on their impact, as measured by
citations: the older the article, the greater the number of citations required to pass this
filtering:
• ≥0 citations for papers published in 2015;
• ≥2 citations for papers published in 2014;
• ≥4 citations for papers published in 2013;
1Accessed on 11-03-2016
2This is because Google Scholar crashes on the 100th page. This crash was also verified through the
freeware software “Perish or Perish” (PoP)
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Figure 2.4: Articles abstraction process.
• ≥6 citations for papers published in 2012;
• ≥8 citations for papers published in 2011;
• ≥10 citations for papers published before 2011.
The utility of citation counts as a proxy for impact/quality has been questioned in
the past (Galster et al., 2014). Hence, this citation count filter might have removed some
relevant articles from the list. To address this issue we did not employ the citation-count
filter in our search of the other search engines or the subsequent snowballing step (see
below). As a result of these filters, 628 articles remained.
With regard to the other digital libraries, 732 unique articles were retrieved. These
articles were checked with the 628 articles retrieved from Google Scholar to remove any
duplicate articles that had already been included in the list of the Google Scholar articles.
As a result of this duplicate removal, 487 articles remained.
Then, these articles (628+487) were divided into two sets and sent for abstracting by
four reviewers, where two reviewers were assigned to each set of papers. They reviewed the
papers in their set as described in Figure 2.4 with respect to the exclusion and inclusion
criteria detailed below.
The inclusion criteria were:
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2005 Automatic generation of suggestions for program investigation 152 26
2006 The conceptual coupling metrics for object-oriented systems 157 38
2007
Feature location using probabilistic ranking of methods based
on execution scenarios and information retrieval
377 49
2008 Mining business topics in source code using latent dirichlet allocation 159 25
2009 Using information retrieval based coupling measures for impact analysis 159 86
2010 Natural language parsing of program element names for concept extraction 72 13
2011
Retrieval from software libraries for bug localisation: a comparative
study of generic and composite text models
163 23
2012
Where should the bugs be fixed? more accurate information
retrieval-based bug localisation based on bug reports
223 39
2012 Concept location using formal concept analysis and information retrieval 73 82
2013
How to effectively use topic models for Software engineering tasks?
An approach based on genetic algorithms
141 38
1. The paper must be from software engineering or computer science disciplines as
this increases the likelihood that it will have actionable consequences for software
developers, maintainers or researchers;
2. It must:
• Present a FL tool, technique, refinement of technique, or hybridization of
technique, provided that the technique is not based on dynamic analysis in
isolation, or;
• Reflecting the focus on empirical evaluation, the paper may present an empir-
ical evaluation of an already presented (non-dynamic analysis) FLT or;
• The paper “complement(s) the implementation of a source code based FLT”
an inclusion criteria specified by Dit, Revelle, Gethers and Poshyvanyk (2013).
These criteria scoped the work to the software engineering domain and encompassed
a wide range of FLT endeavor, from the development of FLT approaches, through the
embodiment of these approaches to the evaluation of these approaches.
The following exclusion criteria were adhered to:
1. Papers focusing mainly on (speed) performance improvements of the underlying
analysis techniques as opposed to feature location itself were excluded. This is also
an exclusion criteria used by Dit, Revelle, Gethers and Poshyvanyk (2013).
2. Papers solely proposing new empirical components (e.g., datasets, evaluation met-
rics) and not presenting any evaluation of FLTs were also excluded.
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Reviewers were instructed to focus on the abstract first and then go through the
articles if they were unable to decide on the relevancy of the article by its abstract.
Articles were selected or rejected if both of the reviewers marked them as relevant or
irrelevant, respectively. For the articles where there was a disagreement, a fifth reviewer
was invited to review them independently and that reviewer’s decision stood. These
articles were added to the articles originally included from the surveys by Dit, Revelle,
Gethers and Poshyvanyk (2013) and Rubin and Chechik (2013). After the criteria were
applied, 153 resultant articles were selected.
To further increase the scope of the chapter one iteration of snowballing was performed
using the referenced articles in the 153 papers, as per the guidelines presented by Wohlin
(2014). To select a sample set of papers for snowballing, the 153 articles were sorted
by number of citations and then the top-ranked article selected for each year, whilst
ensuring they came from different venues1, starting from 2005 and going to 2013. We
did not select papers from the years 2000–2004 and 2014–2015 because backward and
forward snowballing on such articles would easily go out of the time-scoping declared by
this chapter, respectively. Table 2.5 lists the articles selected for snowballing.
As a result of the backward snowballing on these articles 173 unique articles were
retrieved. These 173 articles were then combined with 294 articles selected through
forward snowballing. The total number of resultant unique articles, through forward and
backward snowballing was 378. Then, these 378 articles were checked against the already
selected 153 articles to remove duplicates.
Finally, as a result of the snowballing process we retrieved 340 unique articles. These
articles were then passed through the abstraction process, described above. A complete
lists of the articles in each step of the literature selection process is openly available
through our online repository link https://www.lero.ie/research/datasets/feature_
location/. Finally, as a result of our entire literature selection process, 170 articles
were selected for this survey.
2.3.2.3 Literature Significance.
Figure 2.5 shows the distribution of all the resultant articles across all venues, where at
least four articles were selected. To determine the overall impact of the articles selected,
the average number of citations for each article was determined, and this is illustrated in
Figure 2.6, per publication period.
The size of the bubble in Figure 2.6 represents the number of papers selected fromre-
spective years’ interval, as re-enforced by the number within the circle. The position on
the ‘Y’ axis reflects the number of citations: On average, each article is cited 55 times2.
1An exception is 2012, where two articles were selected based on their citations.
2Citations counts are based on Google Scholar.
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Figure 2.5: Distribution of the final article selection across the different venues.
Figure 2.6: Number of selected articles along with average citation count across 4-year
intervals.
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Novelty Type 86% 0.732
Evaluation Type 93% 0.861
Evaluation Objective 86% 0.732
User-input Type 100% 1
Benchmark Type 93% 0.861
Benchmark Availability 93% 0.861
FLT Reproducible by Implementation 100% 1
FLT Reproducible by Tool Chain 100% 1
These figures serve to demonstrate that the number of publications is dramatically
increasing in the field over time and the decrease in average citations can be attributed
somewhat to their later publication.
2.3.3 Protocol Building
Having identified the set of publications, the next step is to build a strong protocol to
analyse them, in order to answer our research questions. In this context, the definition of
FLT-novelty, the types of empirical evaluation, and the definition of baseline techniques,
as presented in Section 2.3.1, were leveraged to determine the measures of empirical eval-
uation. Likewise, the empirical components discussed in Section 2.3.1 were determined
for each empirical study to determine the heterogeneity of the empirical evaluations with
respect to each of those components. Table 2.6 specifies the data collected to address
each of our defined research questions.
2.3.4 Data Validation
The more subjective analyses were assessed formally. Specifically, two reviewers analysed
one-tenth of the papers and the results were cross-checked with the first author’s for
reliability. The analyses deemed (more) subjective were: to identify if a novel (original/-
variant/hybrid) FLT is proposed, the empirical evaluation type and objective (if any),
the type of user input/benchmark given and to assess if the FLT is reproducible.
The cross-validation scheme proposed by Fleiss and Cohen (1973) was used: For
article selection, we used the guidelines proposed by Sim and Wright (2005), specifically
for the cross-validation scheme proposed by Fleiss and Cohen (1973).
Seventeen primary studies were randomly selected and each study was allocated to
one of two independent reviewers (the second and the third author). These reviewers were
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Figure 2.7: Mapping analysis of FLTs between Novelty, Evaluation Type and Baseline
Evaluation Probes.
then asked to review the articles with respect to the analyses. Results gained from this
review were then analysed to interpret the consistency between the sets of observations
via the Kappa test (Sim and Wright, 2005). The percentage of consistent observations
for each question are presented in Table 2.7.
Results suggest that reviewers were almost in perfect agreement on many of the ques-
tions, as Cohen’s Kappa exceeded 0.8 (Landis and Koch, 1977). For the questions with a
lower reported Kappa, the results still suggest a substantial level of agreement on these
more-subjective questions.
2.4 Results and Analysis
This section reports on the proportions of novel FLTs, FLTs empirically evaluated, and
FLTs compared with baseline techniques, as presented in the literature. Figure 2.7
presents a visualisation, suggested by Petersen et al. (2008) as suitable for mapping
analyses, of the results. It shows the evaluation types employed, and the breakdown
between original, variant, hybrid and tool FLTs. The figure also includes the nine papers
that presented empirical evaluations of already existing techniques exclusively, on the far
right (Binkley et al., 2015; Cleary et al., 2009; Mahmoud and Niu, 2015; Rao and Kak,
2011; Revelle and Poshyvanyk, 2009; Thomas et al., 2013; Tóth et al., 2010; Wang et al.,
2011; Wilde et al., 2003).
Novelty. The right-hand side of Figure 2.7 elaborates on the proportion of pa-
pers presenting novel FLTs in the literature reviewed. This comprises 170 papers, 161
(64+47+34+16) that present original, variant or hybrid techniques or tools, each possi-
bly with empirical evaluations, and 9 evaluation-only papers. Two papers present both
tools and techniques (Robillard and Murphy, 2002; Yao, 2001) and they are counted as
techniques. The variants and hybrids are counted as novel because they differ from the
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originals from which they were derived. The tools are also considered original because
they all added some original solutions/components of the solution to the FLT on which
they were based. Using this definition of novelty, 95% of the literature introduces novel
FLTs to the community.
Thus, in answer to research question RQ1.1, more than 95% of the papers present
some novel FLTs (64+39+31+15+8+3+1), 86% of which are techniques and 9% of which
are tools. Of the techniques, 38% were original techniques, 28%were variant techniques
and 20%were hybrids of already existing techniques. Additionally, a trend was observed
towards building hybrids and variants of FLTs over recent years (this will be more fully
discussed in Section 2.5).
Novelty vs. Empirical Evaluation. The left-hand side of Figure 2.7 presents the FLTs
by evaluation type.More than a third of the papers reported on experiment evaluations
and approximately a third of the papers reported on case study evaluations. Less than a
third detailed experience reports or illustrations.
In answer to research question RQ1.2, all the papers had some form of evaluation, but
only 69% of the papers utilised standard empirical methods (experiments or case study)
that might allow comparison across FLTs. In contrast, 31% of the proposed techniques do
not have any form of empirical evaluation that might accommodate comparison. Addi-
tionally, case studies, with their focus on depth rather than representative sampling, make
comparison difficult. Therefore, the overall picture of FL is of a field with comparable
evaluation de-emphasised.
Baseline Analysis. A list of openly-available ‘compare-to’ techniques, along with an
identification number (that allows the reader to identify the paper where they are used
in Appendix A) is presented in Table 2.8. These openly available ‘compare-to’ FLTs
may or may not be baseline techniques. That is, they can be original or non-original
(i.e., hybrid/variant) and can be further broken down into subjective (programmer-
dependent/incomplete) or non-subjective (fully autonomous) FLTs. For example, Gibbs
LDA [S46] is an original non-subjective FLT and fulfills the criteria of being a baseline
FLT. In contrast, JRipple [S62] is a non-original, programmer-input-dependent technique,
and so does not fulfill the baseline FLT criteria.
By omission, the table suggests that most of the techniques are not openly available.
In addition, it suggests that a substantial proportion of the openly available ‘compare-to’
techniques are subjective in that they require programmer assistance to locate feature-
relevant, source code elements. Many of the remaining techniques are hybrids or variants,
in which either non-standard (Robillard and Murphy, 2002) or non-original FLTs (Zhou
et al., 2012) are considered.
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2.4 Results and Analysis
Thus, the table shows that only eight of the presented techniques are found to be
baseline: standard implementations open to researchers that are non-hybrid, non-variant
and autonomous. Such FLTs are predominantly textual (Chochlov et al., 2017; Diaz et al.,
2013; Dit, Revelle and Poshyvanyk, 2013; Le et al., 2013; Revelle and Poshyvanyk, 2009),
a figure that aligns with (Dit, Revelle, Gethers and Poshyvanyk, 2013) assertion that
half of the FLTs reported were textual (or hybrid of textual) in nature. Coincidentally,
their review identified a trend towards an increasing prevalence of textual FLTs in recent
years.
The baseline-evaluation facet is further probed in Figure 2.7. A comparison of the
first and second rows in that figure shows that the vastmajority of papers (91%) do
not compare with these baseline techniques, even though they introduce novel FLTs.
As outlined in Section 2.3.1.1, such non-baseline evaluation serves to make comparison
between the different FLTs proposed more difficult. It should be noted that even though
the criteria for a selected baseline techniques employed a threshold of one comparison,
each of the baseline techniques identified here were used as comparators more than one
time.
2.4.1 Common Techniques Employed in FLTs Comparison.
Because few baseline techniques exist and few FLTs are compared through baseline tech-
niques, we explore non-standard common ‘compare-to’ techniques employed by the com-
munity in FLTs comparisons. Specifically, these are techniques that are identically named
in the articles, but the implementation utilised is not clearly specified or available. Figure
2.8 presents the percentage of papers using such techniques, with the caveat that, for the
technique to be included, it had to be compared against at least 10% of the FLTs over
the body of literature. As can be seen from the left of the figure, only three techniques:
LSI, VSM, and LDA, have been employed as comparators against at least 10% (17) of
the FLTs. We select 10% because we found substantial reduction in this number for the
next FLT used as comparators (link analysis was used in less than 4%). Collectively,
they have been used in 41% of the papers. The sum of the percentages in the bars on
the left-hand side exceeds 41% because several papers compare their FLTs to more than
one of these three techniques (Cleary et al., 2009; Zhou et al., 2012).
In answer to research question RQ1.3, only eight techniques are non-hybrid, non-
variant, autonomous, and have openly-available standard implementations. 9% of the
papers compared their FLTs to any of these eight baseline techniques. Taking a more
liberal interpretation, a baseline technique that does not require a standard, open imple-
mentation provided 41% coverage of the literature.
Interestingly, the baseline and commonly employed techniques are mostly information
retrieval based techniques. This may be because FL problem is mostly interpreted as
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Figure 2.8: Percentage of the articles compared/not-compared to LSI, VSM, and LDA.
information retrieval problem where developers pass some textual query to locate features
related to the query from a software system, as suggested by the many studies that employ
information retrieval for this goal (Borg et al., 2014; Cleary et al., 2009; Dit, Revelle and
Poshyvanyk, 2013; Lucia et al., 2007; Poshyvanyk et al., 2012, 2007; Saha et al., 2013).
2.4.2 Heterogeneities and Inconsistencies in Empirical Design
Baseline evaluation of different FLTs only facilitates comparisons if the studies are con-
ducted in a fairly homogeneous empirical design where evaluations are subjected to a
largely consistent set of subject systems, user inputs, benchmarks, and evaluation met-
rics. This section is dedicated to results illustrating the degree to which FLT evaluations
are homogeneous.
Figure 2.9 details the basic evaluation components in terms of the number of papers
in the review that employ them. Overall, 92% of the papers employed some subject
system(s), 79% employed some evaluation metric(s) (a few non-empirical evaluation also
applied metrics (Yao, 2001)), 89% of the evaluations involved some type of user input
to test the system and 75% of the papers employed some internal (author decided) or
external (borrowed from other study) benchmark to verify the outputs of FLTs.
Sixty-nine percent of the papers employed all of the stated evaluation components.
The majority of the FLT evaluations employed software system(s), operated with search
queries by applying some benchmark(s) and were evaluated using evaluation metric(s).
Eight percent omitted one of the evaluation components and the remaining 23% omitted
more than one component. A deeper analysis revealed that 10 papers, which mentioned
search queries but not any other artifacts, focused on tool descriptions, e.g., Robillard
and Murphy (2002) and Xie et al. (2006).
Six papers that applied metrics and employed subject systems but not use any bench-
mark or queries were papers that were based on illustration or on the personal experience
of the author, e.g., (Dallmeier and Zimmermann, 2007). The majority of the papers that
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Figure 2.9: Number of papers used/missed different evaluation components.
did not use any query, employed project documentation as test inputs, e.g., (Eisenbarth
et al., 2003), (Marcus and Maletic, 2003) and the majority of papers not applying any
benchmark or metric were evaluated against criteria like usability (Buckley et al., 2016;
Dit et al., 2014).
2.4.2.1 Heterogeneities in Evaluation Metrics.
An ideal situation would be where FLTs are compared by employing the same evalua-
tionmetrics. This would help to synthesise across the findings of such studies (Pickard
et al., 1998). However, an FLT can be evaluated with different objectives. The following
objectives have been identified from the FLT evaluations performed in literature:
1. Efficiency measures how robust and efficient an FLT is in terms of consuming com-
putational resources (Nguyen et al., 2011);
2. Effectiveness measures how successful an FLT is in locating the feature-relevant,
source code elements and/or ranking them towards the top of the resultant rank
list (Poshyvanyk et al., 2007; Rao and Kak, 2011);
3. Usability measures the effort required to locate the feature-relevant source code
elements. FLTs that require more effort are less usable (Robillard and Murphy,
2007);
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Figure 2.10: Percentage of papers evaluated with effectiveness objective used/not-used
common evaluation metrics.
4. Usefulness measures if some feature location tool or technique is applicable and
feasible for its intended audience: software engineers (usually carried out through
demonstration) (Buckley et al., 2016; Dit et al., 2014).
Table 2.9 presents the four evaluation objectives, their associated metrics, the aspects
measured and the identifier references, that can be used to link to the actual papers in the
web-resource https://www.lero.ie/research/datasets/feature_location and Appendix
A. The usefulness objective is not included in the table, as it demonstrates FL tools or
techniques without using evaluation metrics (Savage et al., 2010). It should be noted,
when reviewing Table 2.9, that metrics with similar names can be different. For example,
consider the variations of precision: precision is the relevant proportion of the total
program elements retrieved, Average Precision (AP) is the average of the precision on
each rank position, Mean Average Precision (MAP) is the mean of the AP for multiple
search queries, whereas Precision@K is the mean of the precision on top K rank positions.
In total, more than 60 evaluation metrics have been employed to assess the outcomes
of FLTs. Even if we exclude efficiency and usability, focusing on the effectiveness of
the FLTs only, the review identifies 43 different measures employed. A quick perusal of
the ‘Usability’ metrics suggests that the majority of them also report indirectly on the
effectiveness of the FLT, again with different metrics. However, they are not included, as
they report on effectiveness to a lesser degree.
In addition to the numerous metrics, evaluation of FLTs is extremely diverse in terms
of approach. Even within the core objective of effectiveness, for example, FLTs can be as-
sessed based on scoring the relevance or rank of the returned results by the authors/users.
This is a more subjective evaluation (Shepherd et al., 2005). In contrast, in an objective
manner, an FLT can be assessed by comparing a large set of results gained from the
FLT under evaluation with available gold standards or results gained from some other
techniques (Thomas et al., 2013; Zhou et al., 2012).
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Common Metrics. Several metrics, from the identified 42 effectiveness metrics, are
employed repeatedly in the papers. Figure 2.10 presents the percentage of the papers
using these common effectiveness metrics. Collectively, 83% of the papers evaluating
effectiveness are covered by these metrics. Each of the common evaluation metrics is used
in at least 7% of the papers, as shown towards the left-hand side of the figure. Again, the
percentages reported in the bars of this figure sum to greater than 83% because several
papers are evaluated using more than one of these metrics (Poshyvanyk et al., 2012; Rao
and Kak, 2011; Saha et al., 2013). It’s interesting to note that these commonly used
metrics are naturally fitted to the predominance of the FL approach, i.e., the majority
of the common metrics used in FL are also common in information retrieval.
In answer to research question RQ2.1, the results suggest that the FLTs are evaluated
with more than 60 different evaluation metrics, although this number is mitigated by
the different aspects of the FLT assessed in different studies. Even when effectiveness is
assessed in isolation, there is still a broad range of metrics employed which means the
empirical metrics employed to evaluate the FLTs are highly heterogeneous and inconsis-
tent across studies, making comparisons difficult. However, this review identified eight
more-widely employed evaluation metrics employed in 83% of the papers that evaluated
effectiveness.
These common metrics are directed at the effectiveness objective, reflecting the fact
that developers and researchers seem mostly interested in effectiveness-based evaluation.
In addition, these common metrics are information-retrieval-based, reflecting their em-
phasis in the FLT literature in general. Efficacy of the FLTs is then assessed by employing
frequently used evaluation metrics of Information Retrieval (IR) (Borg et al., 2014; Geth-
ers et al., 2011; Lucia et al., 2007; Poshyvanyk et al., 2007; Saha et al., 2014, 2013).
2.4.2.2 Heterogeneities in Subject Systems.
Several characteristics of subject-systems can impact selection for FLT studies as reported
in the literature:
1. Program structural information differs across programming languages (for exam-
ple, inheritance is only available in OO languages and multiple inheritance is only
available in some of those (Revelle et al., 2011; Wilde et al., 2001)). Many FLTs
leverage such structural information to enhance FLTs (Bassett and Kraft, 2013;
Revelle et al., 2011; Robillard and Murphy, 2002; Saha et al., 2013; Wang and Lo,
2014; Wilde et al., 2001);
2. Likewise, different source code entities exist in different languages. For example,
‘structures’ that are frequently used in the C language are rarely used in Java. Such
code entities have been shown to have strong impact on feature location (Saha et al.,
2014; Wang et al., 2011);
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3. The size of the system and complexity of its components have been shown to be
indicators towards features within a domain (Carey and Gannod, 2007). Other
metrics, like coupling and cohesion, have also been shown to have an impact on
some FLTs (Kagdi et al., 2013; Meyers and Binkley, 2007);
4. Several studies have shown the impact of meaningful identifier naming on the per-
formance of some textual FLTs (Liu et al., 2007; Poshyvanyk et al., 2009). Likewise,
the number of comments in particular have been shown to impact on the perfor-
mance of textual FLTs (Chochlov et al., 2017);
5. The availability of appropriate testing suites based around features (Poshyvanyk
et al., 2007, 2009) has an effect, facilitating, or not facilitating, dynamic analysis;
6. Recently, process metrics, a set of metrics that depends on the characteristics col-
lected across the software development life cycle of a software system, have been
employed in FLTs and have been found to be impactful (Diaz et al., 2013; Dit,
Holtzhauer, Poshyvanyk and Kagdi, 2013; Kagdi et al., 2013; Kim et al., 2013;
Thomas et al., 2013; Wang and Lo, 2014; Ye et al., 2016). For example, consider
the code ownership information in a development team (Diaz et al., 2013): if the
same team works on the development then it is more likely that standardised (nam-
ing) conventions might be employed, heightening the effectiveness of textual FLTs,
compared to other FLTs.
However, these characteristics have not been systematically applied (Shin et al., 2012)
to select a set of subject systems for FLTs and the diversity of subject systems found in
the review presented here is large: In this survey, more than 92% of the papers employed
some subject system(s) in their exploratory or evaluative study (Eaddy et al., 2008; Hill
et al., 2013; Mahmoud and Bradshaw, 2015; Mcmillan et al., 2013). Collectively, some
272 different subject systems have been applied in 483 instances, for evaluation of FLTs
in the selected literature.
If these systems were employed repeatedly, it would show a good, generalised accep-
tance of those subject systems as test-cases for evaluation in the field. To explore the
number of such subject systems in more depth, Figure 2.11 presents a mapping of the
systems that have been used once, and more than once, across evaluations in the litera-
ture. Different versions of the same software system are considered as different subject
systems in this analysis.
Of the 272 subject systems, 194 are used in only one study. That is, 71% of the
subject systems are used in 49% of the papers. Thirteen percent (35) systems are only
used twice and only 4% (12) are used more than five times. Again, the inconsistency
in overall percentage figures in chapter usage (i.e., 142%) is because often the papers
employed more than one subject system.
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Subject Systems: 21 (8%)
Articles: 33 (19%)
Four/Five Times
Subject Systems: 10 (4%)
Articles: 31 (18%)
More than Five Times
Subject Systems: 12(4%)
Articles: 54 (35%)
Figure 2.11: Mapping analysis of number of times subject system used, number of subject
systems and number of papers in which they are used.
Common Subject Systems. While the subject systems employed in FL evaluation are
heterogeneous, it is useful to derive common subject systems that are used more often
than others. Figure 2.12 presents the names of the common subject systems that are
used in at least six papers. The figure also exhibits the percentage of the papers that
use the identified 12 common subject systems. Collectively, these subject systems are
employed in 35% of the papers. The excess in the overall percentage figure reported in
the bars is due to the same subject systems being utilised in several papers (Poshyvanyk
et al., 2012; Rao and Kak, 2011; Zhou et al., 2012).
Two reasons that these 12 systems seem to be more commonly employed in evaluation
are that: (1) respective benchmarks are available through other studies (Dallmeier and
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Figure 2.12: Percentage of the papers evaluated/not-evaluated through common subject
systems.
Zimmermann, 2007; Dit, Holtzhauer, Poshyvanyk and Kagdi, 2013; Eaddy et al., 2008;
Shin et al., 2012; Zhou et al., 2012), and (2) authors that discuss the creation of hybrid
and variants FLTs of already-presented FLTs, tend to prefer to use the same systems for
comparison. For example, the bug-center benchmark produced by Zhou et al. (2012) in
their evaluation of their initial approach, has also been employed when hybrids (Wang
and Lo, 2014), and variants (Wang et al., 2014) have been presented.
In answer to research question RQ2.2, 272 different subject systems have been applied
482 times for evaluating FLTs in the selected literature. 84% of these subject systems
have only been used one or two times, which shows the heterogeneity of the subject
systems used in evaluations. Such a spread would be good in a more settled community
where generalisation of accepted techniques was the goal. However, the orientation of
the field, towards novel FLTs, suggests that this maturity has not yet been reached in
feature location and so more standardised subject systems are desirable for evaluation.
The study identified 12 commonly employed subject systems in FLTs evaluation, used
in 35% of the papers, that could be used in more standardised evaluations going forward,
although none of these systems achieved widespread coverage.
2.4.2.3 Heterogeneities in Benchmarks.
The results produced by any evaluation metric depend upon the accuracy of the bench-
mark used (Tóth et al., 2010; Wilde et al., 2003). Generally, the benchmarks are created
on the basis of some ground truths that establish the features’ representative locations
in source code. For example, consider the presence of Linux-based macros as the feature-
symbol pair in the make-file, source file and the feature description file: it automatically
establishes the ground truths between the feature descriptions and their implemented
source code elements. The following are the ground truths found in the FL field that
are derived from the sources described in Section 2.3.1.2 (this classification of the ground
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Figure 2.13: Mapping analysis of benchmark usage, papers usage and ground truth type
used to create benchmark.
truths is adopted from (Li et al., 2013) who performed a review of change impact analysis
techniques):
1. Software repository mining;
2. User analysis of traditional program dependencies;
3. Program executional information;
4. Traceability links (software documents mining);
5. Others.
Figure 2.13 presents a visualisation of the mapping analysis performed, illustrating
the amount of benchmarks that come from each type of ground truth, the proportion of
benchmarks that are re-used or not re-used and the number of papers that use existing
or create new benchmarks. Collectively, 210 different benchmarks have been applied in
the (105) papers where benchmarks were used.
The right-hand side of Figure 2.13 elaborates on the usage of the benchmarks. The
majority (72%) of the benchmarks are used only one time, i.e., are not re-used by any
study after the study for which they were intended. Only approximately 28% of the
benchmarks are re-used in different studies.
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Figure 2.14: Percentage of the papers that re-used benchmarks which used/did not use
common benchmarks.
The left-hand side of the figure presents an elaboration on the number of papers using
existing or creating new benchmarks. It can be seen that in 66% of the papers researchers
created a new benchmark, instead of relying on already available benchmarks in the field.
Only approximately 34% of the papers have evaluated their FLTs through benchmarks
reused from other studies (i.e., already existent in the field). This suggests a lack of
community-accepted benchmarks in the field.
Common Benchmarks. Figure 2.14 presents, common benchmarks that have been
reused several times, by the percentage of papers that have re-used them. Here the
definition of a common benchmark, is one that is utilised in more than five papers.
As can be seen from the Figure 2.14, each of the nine benchmarks has been employed
in at least 14% of the papers. Collectively, they have been used in 66% of the papers that
re-used existing benchmarks, but only 19% of all papers. The overall percentage figure is
not consistent with this 66% figure because of the utilisation of the specified benchmark,
in several papers (Saha et al., 2014; Wang and Lo, 2014; Zhou et al., 2012).
In answer to research question RQ2.3, nearly 72% of the benchmarks have not been
applied by any other paper except the one for which they were created. In contrast,
only 28% of the benchmarks found in the reviewed literature are utilised in more than
one paper. Seven such common benchmarks: benchmarks for jEdit 4.3, ArgoUML0.22,
EasyClinic, eTour, JabRef 2.6, AspectJ 3.1 SWT and Eclipse 3.1, are used to evaluate
FLTs in approximately 19% of the papers reviewed. Not surprisingly, all of the commonly
re-used benchmarks are created from the commonly used subject systems. In fact, the
inverse relation would seem to be a more intuitive indication of empirical design choice,
i.e., subject systems may be repeatedly employed because of the availability of their
respective benchmarks.
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[S1, S3, S5, S10, S11, S21, S25, S29, S37, S40, S50,S53,
S56, S64, S66, S77, S78, S79, S109, S116, S158, S89,







[S4, S7, S13, S14, S15, S16, S20, S30, S31, S36, S39,







[S12, S45, S68, S106, S130, S159]
2.4.2.4 Heterogeneities in User Inputs.
Like Information Retrieval (Borg et al., 2014) techniques, many of the FLTs are evaluated
on the basis of metrics designed based on the assumption of user inputs (Gay et al., 2009;
Moreno et al., 2015; Poshyvanyk et al., 2012; Sisman and Kak, 2013; Thomas et al., 2013;
Yao, 2001). The nature of FL requires user input to retrieve relevant features. Hence,
FLTs presented in 89% of the papers operate on some user input provided in the form
of search queries (Lukins et al., 2010; Ye et al., 2016), or software documentation that
approximates to search queries (Antoniol et al., 2002; Marcus and Maletic, 2003). In
other studies, evaluations of FLTs in the literature involve FLTs attempting to locate all
existing features in the source code without user input (Panichella et al., 2013).
Significant effects on FLT performance by the type of user input has been demon-
strated through different studies (Binkley et al., 2015; Gay et al., 2009; Kim et al., 2013;
Mills et al., 2017; Moreno et al., 2015; Sisman and Kak, 2013; Thomas et al., 2013).
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Table 2.10 presents the specific types of user input applicable to the static FLTs classi-
fied by Dit, Revelle, Gethers and Poshyvanyk (2013), their associated user input formats
(Moreno et al., 2015; Shepherd et al., 2005; Thomas et al., 2013) and the identifiers of
the papers where they are used. Human-written natural language queries, software doc-
umentation, evolutionary queries (like bug reports that are derived from software version
control repositories) and other textual or semantic queries are grouped in the textual
category. Source code elements, e.g., identifiers names, code fragments, and selected en-
try points from the program graph are grouped into source code artefacts. Hybrids of
textual and source code user inputs are grouped separately (Binkley et al., 2015; Diaz
et al., 2013; Lukins et al., 2010; Mahmoud and Niu, 2015; Sisman and Kak, 2013). Two
papers, which used multiple types of queries, are classified according to the dominant
type of the query they used (Moreno et al., 2015; Tóth et al., 2010).
At least eight different formats of user inputs are reported in the reviewed literature.
And while Table 2.10 reports on the type of input, it does not report on the specific input
content, which may result in a much wider heterogeneity in this empirical element. In
addition, some FLTs perform various query enhancements to best describe the target con-
cepts (Lukins et al., 2008). These enhancements can vary from guiding query composition
(Würsch et al., 2010) to fully automated query proposals and refinements (Sisman and
Kak, 2013). To illustrate this variety of user-input type, content-based heterogeneities
and the heterogeneities caused by the query enhancement process, Table 2.11 illustrates
this heterogeneity for a selection of the reviewed literature.
Common User Inputs. Table 2.10 shows that a textual user input type is utilised
by 66% (100) of the papers employing any user input. With regards to the user input
format, the queries built by a re-enactment process (bug reports or change requests) are
common, applied in 31% papers (47). This is likely because researchers find the ready-
made nature and the objectivity of such data sets attractive (Gay et al., 2009; Mills et al.,
2017; Sisman and Kak, 2013).
In answer to research question RQ2.4, different options of user input types and specific
content serves to make comparison across different-FLT evaluations difficult. In identi-
fying commonly employed user inputs, this study identified bug reports as particularly
common having been applied in 31% of the papers. However, this analysis does not probe
the content of the input for each specific study and the consideration of input content
further increases the heterogeneity of this evaluation component.
2.4.3 Reproducible FLTs
Given the findings from previous sections with respect to heterogeneous designs that
hinder comparison, one alternative is to re-evaluate the existing FLTs by reproducing
them exactly (Carver et al., 2014). Such reproduction is, in general, made possible if the
56
2.4 Results and Analysis
Table 2.11: User Input Content Used in Different Papers
Identifier FLT Input Specification
[S1] Selected source code elements from abstract system dependency graph
[S2] Comments from version control system
[S4] Student made natural language
[S7] Source code identifiers
[S9] Domain concept descriptions (automated or user made)
[S10] Selected terms from methods or file names by experts
[S12] Regular expressions
[S13] Textual and source code mix
[S22] Real world concepts expressed in an ontology
[S23] Verb-Do pairs (e.g. “remove screen”)
[S29] Concern mapper file (a representation of the concern to program elements)
[S31] Natural language
[S33] Set of words describing a feature (selected by developer or by suggestion of the tool)
[S36]
A domain specification, relation label, and range specification to describe
relations in elements of a program model
[S39] Test cases
[S45] Source code file-to-word mapping matrix
[S49] Ontological query(words, phrases, concepts and attributes used in ontology fragments)
[S50] Feature name enhanced with a set of lexicons from the programs themselves
[S52] Formalised service description
[S53] Set of related variable names
[S59] Textual query enhanced with relevance feedback
[S60] Textual queries enhanced by context presentation
[S64] Query composed by identifiers of methods/query generated from bug and patches
[S70] Grammatical sentence
[S73] Programmer understanding of the feature packed in ontology fragment
[S80] Bug reports
[S85] Linux features from Kconfig model
[S91] Source code elements that are shared by more than one product
[S96] Feature relevant sections of the software documentation, developer’s emails
[S102] Service specification in pre-defined set of attributes e.g. name of service, location, etc.
[S105] Common and variant code blocks in different versions of the software
[S109] Use case as query with temporal and ownership information of source code
[S112] Bug reports already established to be relevant to feature set
[S117] Feature Model
[S123]
Textual and keywords based query enhanced by multi-facets program structures
(e.g. inheritance in classes)
[S157] SQL based test cases
57
2. THE STATE OF EMPIRICAL EVALUATION IN STATIC
FEATURE LOCATION
Table 2.12: Papers Provide Implementations or Tool Chains to Reproduce FLTs
Implementation
[S2, S5, S11, S14, S24, S31, S32, S36, S37, S40,S46,
S44, S47, S60, S61, S71, S81, S88, S92, S96, S97,
S100,S105, S106, S119,S143,S147,S154,S165,S170]
Tool Chain
[S14, S29, S41, S42, S50, S53, S55, S66, S91, S95,
S113, S115, S130, S131, S132, S150, S151, S162]
implementations of the FLTs are available from the original papers. Table 2.12 lists the
identifier numbers of the papers for which FLTs are potentially reproducible (including
where web-resources provide links to these implementations). Subsequently, in Table
2.12, we identify the number of papers where FLT implementations are made explicitly
available, in one of the following two formats:
1. A complete implementation is explicitly provided or usable, in the form of exe-
cutable program(s) or source code, or;
2. A complete tool chain is openly-available, where the output of the previous tool
can used as input to the next tool and that can work from pre-processing through
to results generation of an FLT.
Only 17% of the papers have explicitly provided FLTs implementations. Collectively,
by including the papers that provide the complete tool chains, less than a third of the
papers are reproducible from the original report. Thus, in answer to RQ3, only 27% of the
FLTs reported are strong candidates for reproduction through available implementations,
compliable source code or tool chains, whereas the reproducibility of the remaining 73%
is uncertain. In these cases, comparison with other FLTs will be more difficult.
2.5 Discussion and Time-Goal Analysis
This research surveyed the state-of-the-art in empirical studies of static FL literature. It
investigated different factors related to empirical evaluations that affect the comparability
of FLTs.However, it did this agnostic to advances in empirical design over time and the
different goals of FLTs. Here a finer-grained analysis of the results in these two dimensions
is carried out and the results discussed.
Based on this discussion, standardisation of certain aspects of empirical research de-
sign is debated, to help alleviate some of these prominent comparability issues. There-
fore, the following sections, in the context of summarising and discussing our answers,
also provides guidance to researchers on aspects of empirical design, which may facilitate
comparative studies and reproducible research in FL.
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Figure 2.15: Evolutionary analysis of FLTs and their empirical design.
2.5.1 Classification and Evolution of FLTs
The vast majority of FLTs are oriented towards foothold or near-full feature location,
as discussed in Section 2.2.1.2, even though this classification has seldom been explicitly
described in the literature. Hence, the following sections employed these categories when
analysing the FLT papers towards recommending empirical design components. We ex-
clude feature clustering from this analysis because papers presenting such clustering are
less frequently employed, and mix different kinds of approaches (e.g., searching, cluster-
ing, navigation) (Kuhn et al., 2007; Maletic and Collard, 2015; Sun et al., 2016) that can
affect conclusions. This finer-grained analysis allows more specific recommendations for
those researchers interested in empirically evaluating their FLT approaches.
Date of publication is another perspective that could impact our analysis. The stan-
dards of evaluations in software engineering are still evolving, from a relatively recent
starting point (Carver et al., 2014; Gómez et al., 2014; Juristo and Moreno, 2013; Kitchen-
ham et al., 2002, 2009; Petersen et al., 2008; Pickard et al., 1998; Wohlin et al., 2012).
The impact of applying newer standards may result in, for example, more rigour and,
more interestingly for this chapter, more comparable. To reflect this possibility, we also
discuss our results in a temporally-sensitive manner.
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The following discussion sections combine the goal characterisation of FLTs with a
time analysis perspective (henceforth called goal-time perspectives) to expand on the
original results presented and derive empirical design recommendations. For time anal-
ysis, we divide the papers in nearly equal parts, based on the number of papers: (1)
papers presented from 2000 to 2011: 89 in total (52%) and (2) papers presented from
2012 to 2015: 81 in total (48%). For goal analysis, we segregate the FLTs into foothold
and near-full FLTs: 65% of the FLTs were oriented towards foothold location and the
remaining 35% present near-full FLTs.
2.5.2 Novelty and Empirical Evaluation
The research presented earlier suggests thatmost researchers focus on proposing novel
static FLTs (see Section 2.4.1.1), resulting in a plethora of techniques that can be difficult
to rank. In particular, as the number of FLTs grow, potential consumers of these FLTs
will have a difficult time in choosing more optimal FLTs for their software development
tasks. Likewise, researchers, when building on the state of the art with respect to FLTs,
will find it difficult to identify that state-of-the-art.
This issue is compounded by the evidence presented that nearly a third of the FLTs
proposed have been evaluated by means of illustration and/or experience reports only.
Of the remaining studies, only 16 compare themselves to baseline FLTs that are avail-
able to other researchers. Indeed, in many cases, research that focuses on performing
enhancements to/hybridisation of existing FLTs (Kim et al., 2013; Wang and Lo, 2014;
Wang et al., 2014; Zhou et al., 2012) only compares the newly derived FLT to the origi-
nal technique. Overall, this phenomena, also known as “non-state-of-the-art comparison”
((Wang and Lo, 2014)), greatly hinders the cross-comparison of FLTs (Ali et al., 2010).
The upper part of Figure 2.15 explores the evolution of specific classes of FLTs in
terms of prevalence. Changes are clearly visible in FLTs oriented towards both goals:
For example, proposals of novel, original techniques are reduced from 43% to 15% and
from 56% to 26% in foothold and nearfull FLTs, respectively. But a clear, significant
increase can be noted in the percentage of hybrids and variants of already available
original techniques in both categories. Because of these increases, total novelty also
increases from 90% to 96% in foothold location and 89% to 95% in near-full feature
location. Hence, the overall focus of research is increasingly towards presenting novel
FLTs in recent years, for both goals, and not towards comparative evaluation.
The lower part of Figure 2.15 reports on the evolution of empirical design in the papers
for both prevalent goals of FLTs. Non-empirical design (experience and example) reduced
from 25% (16% + 9%) to 15% (9% + 6%) and from 38% (19% + 19%) to 10% (10%
+ 0%) in foothold and near-full FLTs, respectively. An inverse relation is apparent in
empirical design where papers are evaluated through experiments or case studies. These
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Figure 2.16: Evolutionary analysis of baseline comparison in foothold and near-full FLTs.
figures suggest that empirical design is steadily growing in maturity in both foothold
FLTs literature and (particularly) in near-full FLTs.
Even given the increase in evaluationmaturity, case studies are still widespread. While
providing depth of insight, they still make comparison across different studies difficult.
For example, an FLT (Peng et al., 2011) leveraging the specific dependencies between
the objects of a program model obtained from a specific software system in one context
can be hard to generalise to other software systems without those dependencies in oth-
ers. So the prevalence of case-studies detrimentally affects comparability, even though
it is acknowledged that studies should simultaneously focus on depth (case-studies) and
breadth (multiple case studies, experiments), as per (Scanniello et al., 2015).
With respect to baseline evaluation, Figure 2.16 presents the percentage of papers
compared to the baseline techniques in foothold and near-full FLTs. No change in the
comparison with baseline techniques has been noted in studies presenting foothold loca-
tion techniques over time. In contrast it is evident from the figure that studies presenting
near-full FLTs are improving in terms of comparing their FLTs with baseline techniques
(7 out of 20 papers).
Figure 2.17 presents the percentage of papers using common ‘compare-to’ techniques
employed by the community in FLTs comparisons for both goals of feature location. As
can be seen from the upper part of the figure, LSI, VSM, and LDA, have been commonly
employed as comparators in 34%, 32%, and 27% of the papers presenting foothold FLTs,
respectively.
VSM, LSI, and LDA are also commonly employed in papers presenting near-full FLTs
(see lower part of Figure 2.17). More than one of these techniques are used as comparators
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Figure 2.17: Commonly employed ‘compare-to’ techniques.
in some papers, total papers using them are 47% in both 1. The generic applicability of
these techniques, along with their applicability to both FLT categories, have made them
commonly used compare-to techniques (Binkley et al., 2015; Saha et al., 2013; Zhou et al.,
2012). For example, LSI attempts to assign a score to each element of the software system
and thus, all feature-relevant and non-relevant elements will co-exist in the ranked list
for the developer to evaluate (Binkley et al., 2015; Saha et al., 2013; Zhou et al., 2012).
The resultant ranked list can be analysed to find a top relevant element as a foothold of
a feature or a threshold can be used to analyse it for near-full feature location (Ali et al.,
2013; Antoniol et al., 2002; Gethers et al., 2011). This list will be discussed in more detail
in Section 2.5.3.1.
The lessons for researchers are clear: The evaluation should be a comparison between
the proposed technique and at least one of the eight baseline FLTs available. In addition,
comparison studies must be performed across these individual baseline FLTs, to find
their relative performance, which will ultimately help to evaluate the FLTs compared
using different baseline FLTs. Finally, researchers should use multiple case studies and
controlled experiments appropriate to the FLT goal.
To address the deficiencies in the current status-quo, studies that evaluate several
existing FLTs against baseline FLTs should be undertaken and reported by researchers.
For editors of journals where FL is a concern, these same guidelines should be adhered
to: high-quality comparison studies (Shi et al., 2018; Thomas et al., 2013), of existing
techniques against baseline techniques should be considered scientific contributions, pub-
lishable in the field. Likewise, new FLTs should also be evaluated to this standard to be
acceptable for publication at journal level. With the guidelines presented below, these
principles will result in a field where comparability across FLTs will be elevated for both
researchers and practitioners alike.
1Percentage figures should not be confused with those in Figure 2.8, which includes feature clustering
articles.
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2.5.3 Homogeneity in Empirical Design
The initial results of this research show that, in the absence of accepted standards, re-
searchers use diverse evaluation metrics, widely different subject systems to test their
FLTs, different input formats, and different benchmarks. This diversity might serve to
generalise and scope results in a more mature field where appropriate techniques have
been accepted by the community and are now subject to scrutiny in terms of their pre-
cise goal (recall or precision, for example), the type of system on which they work best
and the different types of input formats to which they are suited. However, in a field
where the vast majority of new research is currently directed at novel techniques, this
diversity is less appropriate. Therefore, in the following sub-sections, commonly accepted
subject systems, evaluation metrics, benchmarks, and user inputs are discussed, to draw
out evaluation components that can be adopted towards standardising empirical design.
2.5.3.1 Evaluation Metrics.
The results of this research indicate that researchers are predominantly interested in
assessment of effectiveness of FLTs (see Table 2.9). There is a vast array of effectiveness
metrics used by researchers in the field, 43 in total. In general, they can be divided into
three categories, based on the specific goal of the evaluation:
1. Separating feature-relevant code from non-relevant code;
2. Ranking of relevant code elements retrieved; and
3. Minimizing the effort to locate relevant code.
All of the commonly employed metrics measure one or more of these three effectiveness
aspects. To assess the heterogeneity of metrics for each goal of feature location, Figure
2.18 presents commonly employed evaluation metrics, in the goal-time perspective.
A significant decrease in using precision from 41% to 27% and recall from 38% to
23% can be noted over time, in foothold FLTs. This decrease is directly impacted by
the objective of the evaluation. Common compare-to (information-retrieval-based) tech-
niques retrieve all the program elements in a ranked list (Binkley et al., 2015; Saha et al.,
2013; Zhou et al., 2012) 1. In such cases, recall is always 100% and precision is always
equal to the total related elements to a feature over total program elements in software
system (Poshyvanyk et al., 2007). Thus, to measure precision and recall in older papers
an artificial threshold on the similarity score (Ali et al., 2013) had to be used or the top
Kth elements (Antoniol et al., 2002) selected for analysis.
1Consider the implementation of VSM-Lucene that can be easily adapted towards retrieving all
software system elements regardless of the similarity score with given search query.
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As foothold FLTs aim to locate one (or a few) feature-related elements, to reduce
the effort required by a developer to locate a feature-foothold, the objective of such
approaches is to rank feature-related element(s) higher in the rank list. This can be
directed towards single (Bassett and Kraft, 2013; Panichella et al., 2013) or multiple
elements (Le et al., 2013) related to the feature, or to both (Cleary et al., 2009; Wang
and Lo, 2014; Zhou et al., 2012).The metrics that seem congruent with foothold location
are thus MRR1 and MAP2. MRR measures the reciprocal of rank position of the first
feature-related element found in the ranked list retrieved by the FLT, given a search query,
and MAP measures average precision calculated at each ranked position of the retrieved
rank list. Such metrics are also composite in nature (Shull et al., 2007), in that they can
measure more than one of the three effectiveness aspects described above. For example,
the metric MRR informs on both the rank and (thus) the effort required to locate the
element (Liu et al., 2007; Wang and Lo, 2014). Similarly, precision and rank position are
aggregated together in terms of the MAP metric (Wang and Lo, 2014). Additionally, it
is interesting that these two metrics already have traction in the evaluations carried out,
covering 17% and 21% of the papers (see Section 2.4.2.1) evaluating foothold location,
respectively. Additionally, Figure 2.18 shows a significant increase in MRR and MAP
(9% to 29% and 0% to 25%, respectively) over time in the foothold location techniques.
Therefore, when designing empirical research for foothold location FLTs, researchers
should consider using MRR and MAP (when the goal is to locate more than one feature-
related element), providing them with coverage over several effectiveness goals, while also
allowing comparison back to a significant proportion of the existing literature. One other
concern in this regard is the selection of the number of rank positions K to calculate
MAP@K and MRR@K metrics. Diffuse numbers of rank positions has been selected by
the studies and this hinders the comparison of results (Sisman and Kak, 2013; Wang
and Lo, 2014). We suggest to report overall MAP and MRR, in addition to the best
performing MAP@K and MRR@K, with K explicitly defined.
The right-hand side of Figure 2.18 shows the evolutionary analysis of the evaluation
metrics employed in near-full feature location goals. It is obvious from the figure that
utilisation of precision and recall is prevalent and increasing. A major portion of the
literature (55%), both old and recent, use precision and recall. (Shin et al., 2012), while
benchmarking the metrics for near-full FLTs, presents following goals of such techniques:
• Goal 1. Find all the relevant documents with high accuracy for coverage analysis;
• Goal 2. Find relevant documents without inclusion of irrelevant documents to
reduce unnecessary effort;
1Mean Reciprocal Rank – the mean of multiplicative inverses calculated for a set of queries on first
rank positions of the relevant elements in the ranked lists.
2Mean Average Precision – mean of the average precisions calculated for a set of queries on each
rank position.
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Figure 2.18: Evolutionary analysis of evaluation metrics in foothold and near-full FLTs.
• Goal 3. Accurately rank the most relevant documents near the top of the retrieved
list to further reduce the effort required.
Precision alone fails to measure the achievement of Goal 1 by ignoring non-retrieved
relevant elements. Recall alone fails to measure the achievement of Goal 2 by ignor-
ing incorrectly retrieved elements, whereas, the F-measure obscures recall and precision.
Therefore, precision and recall both should be used when design empirical research for
near-full feature location. (Shin et al., 2012) also suggest to use relative values rather
than absolute values of evaluation metrics. Therefore, to address the requirement of ar-
tificial thresholds-of-similarity score or selection of K in the top K positions, we suggest
that precision and recall should be calculated at intervals of feature-size multiples. To
achieve Goal 3, we recommend, in the spirit of Shin et al. (2012), to use AP as it as-
signs a non-proportionally higher weight to a relevant element ranked at the top of the
result list than at the bottom. In addition, we recommend to consideration of the met-
ric benchmarking guidelines proposed by Shin et al. (2012) when selecting or presenting
a new metric, to test goal-satisfiability, generalizability, discriminability, orthogonality,
objectivity, and robustness. Finally, the presence of abundant metrics should not stop
the research in deriving new metrics covering different important aspects. For example,
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Figure 2.19: Evolutionary analysis of subject systems in foothold and near-full FLTs.
recently (Hill et al., 2013) presented ‘rank topology’ metrics that not only consider the
feature-related elements in the ranked list but also consider the elements that required
investigation, to reach the relevant elements: also an important effectiveness metric.
In summary, when presenting a new, variant, or hybrid FLT, researchers should be
explicit in describing the goal of the proposed FLT. Reviewers, when reviewing the re-
search, should determine the exact meanings of the metrics employed, allowing them to
align the metric results with their intended FL use-case scenario.
2.5.3.2 Subject Systems and Benchmarks.
The use of 272 distinct subject systems in the reviewed FL research, 192 of which have
only been used in one study, greatly hinders comparability across the FLTs. The top part
of Figure 2.19 presents the common subject systems utilised in goal-time perspective.
The most notable observation is that the subject systems used in foothold location and
near-full feature location are very different. In foothold location jEdit 4.3, JabRef 2.6,
ArgoUML 0.22, AspectJ 3.1, muCommander 0.8.5, SWT and Rhino 1.5 are the commonly
employed subject systems recently. eTour, EasyClinic, and SMOS are more common
subject systems used in 25%, 20%, and 15% of the recent papers evaluated for near-full
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feature location goal, respectively.
The difference of the subject systems in both goals seems mainly due to the availability
of benchmarks (Dit, Holtzhauer, Poshyvanyk and Kagdi, 2013; Eaddy et al., 2008; Shin
et al., 2012; Zhou et al., 2012) that have been re-used repeatedly in later studies. This is
illustrated in the lower part of the Figure 2.19: it shows the percentage of the papers that
re-used already available benchmarks. It can be seen that all of the commonly employed
subject systems have their benchmarks available from earlier studies (Dit, Holtzhauer,
Poshyvanyk and Kagdi, 2013; Eaddy et al., 2008; Shin et al., 2012; Zhou et al., 2012) and
these are increasingly reused in later studies with the exception of jEdit4.2, which was
succeeded by jEdit 4.3.
Towards exploring if there is any difference between the ground-truths for benchmark
creation for each goal of feature location, Figure 2.20 presents the type of ground-truth
used to develop benchmarks in the goal-time perspective. ‘Repository Mining’ is one
of the commonly employed ground-truth, used in 47% of old papers and 77% of recent
papers, to create benchmarks in foothold FLTs because repositories of software systems
normally contain information on only the elements which are fixed/change against a bug
report/change-request (Kim et al., 2013; Marcus et al., 2004; Poshyvanyk et al., 2012) or
added against a feature request (Bassett and Kraft, 2013). They align with the foothold
agenda, at least in terms of those bug descriptions. They are also increasingly available.
On the other hand, ‘Traceability Links,’ used to link subject-system documentation with
its implementation in source code are more common (used in 32% of the old papers and
38% of the new papers) in near-full FLTs because they provide a nearly complete set
of feature related elements and are thus more appropriate to that FL task (Ali et al.,
2013; Shin et al., 2012). The limited use of traceability links in foothold feature location
is surprising because good benchmarks are in scarce supply and, by providing a query
that maps to the full extent of a feature, this source also provides (all possible) foothold
information.
Diversity of benchmarks is more-or-less to be expected based on the number of subject
systems employed. In many cases (over 72% of the studies reported on here), researchers
have created their own set of benchmarks, as there were no existent benchmarks for the
subject systems they chose. Given the effort required to create such benchmarks, it is
surprising that only 21% of the 75% of papers that employed benchmarks, published
those benchmarks. Table 2.13 lists these published benchmarks and the identifiers for
the papers that published those benchmarks, as a resource for researchers. The table also
presents links to the published benchmarks1.
One aspect that might hinder reuse of these benchmarks is the lack of evidence as to
their quality: only two papers in this survey empirically compared the accuracy of differ-
ent ground truths employed to create their benchmarks (Tóth et al., 2010; Wilde et al.,
1Links were validated on 21 June 2018.
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Figure 2.20: Evolutionary analysis of ground-truth used to create benchmarks in foothold
and near-full FLTs.
2003). As most benchmark creation processes rely on approximations (re-enactment, for
example), this lack of evaluation might lower researchers’ confidence in the benchmarks
and so may prompt reuse avoidance.
Recommendations on this front are more difficult: To select a set of common system-
benchmark pairs, the benchmark must first be evaluated for accuracy, a time-consuming,
error-prone, and expensive task if done by a human expert. Creating a benchmark with
triangulation (with more than one ground-truths), is another quality-raising practice, as
done by Eaddy et al. (2008) (for Rhino 1.5, Bugzilla, and iBatis) and Ali et al. (2013) (for
SIP Communicator and Pooka). The former benchmark is potentially more interesting as
its source code line-to-feature mapping makes it as a more precise benchmark, thus giving
researchers a more accurate ground truth against which to assess their FLTs (Petrenko
and Rajlich, 2009). The reliability of such benchmarks, created through triangulation,
may be further improved by incorporating developers’ agreed annotations, describing the
role of the program elements, as suggested by Hill et al. (2015).
Given the likelihood that different systems’ characteristics impact on the efficacy of the
FLTs (Cai and Santelices, 2016; Cataldo et al., 2009; Chen and Rajlich, 2000) the selection
of common system-benchmark pairs should also be cognisant of these characteristics, and
provide coverage over them. It is a huge work to evaluate large benchmarks thoroughly
and to identify all the system characteristics that might affect different FLTs. Therefore,
the main recommendation from this section is to prompt research in this direction.
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2. THE STATE OF EMPIRICAL EVALUATION IN STATIC
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Ultimately, a standard selection of common pairs that provide trustable benchmarks
and coverage over the relevant system characteristics will not only address the compa-
rability issue but will also greatly improve knowledge on the generality of the results
obtained.
On the basis of these arguments, we recommend researchers identify the system char-
acteristics that impact on FLT efficacy and use that information to create a set of system-
benchmark pairs for evaluation. These benchmarks should be thoroughly evaluated for
accuracy and derived based on the FLT goal. The utilisation of several common sys-
tems with widely diverse characteristics is important. To instantiate research in this
direction,more accurate benchmarks, where benchmark elements are validated through
multiple ground-truths, are required, the full extent of the features have been identified
and that extent is defined at fine granularity. (Eaddy et al., 2008) is a good example in
this regard.
2.5.3.3 User Inputs.
(Dit, Revelle, Gethers and Poshyvanyk, 2013) defined user input as any input provided
to the FLT by a developer and classified it into three different types: natural language,
source code artefacts and hybrid. However, (Dit, Revelle, Gethers and Poshyvanyk, 2013)
did not discuss the effect of user inputs in empirical evaluations. By using different types
of user inputs, several conflicting studies have claimed to produce better results (Binkley
et al., 2015; Gay et al., 2009; Kim et al., 2013; Poshyvanyk et al., 2012; Thomas et al.,
2013).
To explore the evolution of user inputs and their differences across the goals of feature
location, Figure 2.21 presents user input types in time-goal perspective. It is evident from
the figure that bug reports are the only user input increasing in foothold (increased in
usage from 19% to 60% of papers) and near-full feature location (increased in usage from
8% to 24% of papers) because this readily-available data source is created by other devel-
opers and therefore it can be considered non-biased. In addition, the description directly
prompts the changes made to the code base and so can be considered related to that
code. Therefore, for the purpose of formulating non-subjective test queries, researchers
use bug reports (or change request) that have already been assigned to the feature related
elements using the re-enactment process.
Another prominent distinction between the goals is the usage of project documen-
tation. In nearfull feature location, documentation is used as input, where traceability
links could provide the gold standard answers (Antoniol et al., 2002; Diaz et al., 2013;
Marcus and Maletic, 2003; Scanniello et al., 2015; Sisman and Kak, 2013). Alternatively,
in foothold feature location documentation is not used at all.
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Figure 2.21: Evolutionary analysis of user inputs in foothold and near-full FLTs.
Section 2.4.2.4 discussed the variety of input types and the wider diversity present in
the input content itself. To address these heterogeneities, we recommend that, much like
subject systems, researchers should further explicitly characterise user input in terms of
the characteristics that have been shown to impact on feature location, such as:
1. The different constituents of the search query, e.g., the title of a bug report, the
description of a bug report or both (Thomas et al., 2013): Saha et al. (2013) showed
how using these different types of input impacted on FLT performance;
2. The quality of the search query, e.g., (Mills et al., 2017) proposed 27 textual simi-
larity metrics to predict the quality of a search query;
3. Historical characteristics of queries such as bug-fixing recency and bug-fixing fre-
quency have been shown to impact on feature location (Ye et al., 2016) when the
bug titles/descriptions are used;
4. Other characteristics of the user input such as surface lexical similarity, and API-
enriched lexical similarity have been shown to impact on feature location.
We further recommend that researchers assess the query enhancement processes sep-
arately from feature location, in the spirit of Kim et al. (2013), Mills et al. (2017), and
Moreno et al. (2015). Furthermore, we recommend that researchers publish full datasets
75
2. THE STATE OF EMPIRICAL EVALUATION IN STATIC
FEATURE LOCATION
from their empirical study including the user-input content, like (Eaddy et al., 2008), (Ye
et al., 2016), (Zhou et al., 2012), (Dit, Holtzhauer, Poshyvanyk and Kagdi, 2013), and
(Mills et al., 2017), so that they can be analysed and transparently evaluated by different
researchers.
Finally, some characteristics of the user input have been empirically suggested as
better practice. For example, both title and description of the bug report should be
combined to use as queries to test FLTs, as suggested by Moreno et al. (2015), Thomas
et al. (2013), and Biggers et al. (2014). For preprocessing of user input, Moreno et al.
(2015) and Thomas et al. (2013) suggest using stop-word removal, stemming and split-
ting. However, an absolute recommendation towards this end is only possible if the set of
characteristics that impact user input is measured cognisant of other evaluation compo-
nents: Otherwise the results might be different in each case. For example, (Binkley et al.,
2015) discourage the use of stemming for LDA. Similarly, (Dit et al., 2011) empirically
reveal that term-splitting benefits information-retrieval based FLTs more than hybrid
techniques. (Panichella et al., 2016) suggest that the requirements of pre-processing may
differ from FLT to FLT: They used a genetic-algorithm-based solution to automatically
configure the user input and assemble a solution for FLTs. But these recommendations
focus on best practice, and are not strictly required for compatibility itself, which only
requires consistency.
2.5.4 Reproducibility of FLTs
Reproducibility by other researchers is seen as the minimum standard for assessing scien-
tific claims (Peng, 2011) and progressing to assessing generality. However, reproduction
for assessing scientific claims is not a trivial endeavour in FLTs. The results of this chap-
ter show that only 27% of the static FLTs presented are reproducible and this severely
hinders reproducibility or extension of the associated empirical study.
To tackle this issue, (Dit et al., 2015) present Tracelab: a framework and tool to
support reproducible research in software evolution and maintenance, typically in feature
location. They implemented a number of FLTs as a set of experiments and they publicly
make available a library of components that help in importing data, pre-processing it,
executing experiments on it and exporting/visualising the results. In addition to repro-
ducing these incorporated FLTs, Tracelab allows the research community to contribute
new FLTs and thus, removes a significant obstacle when comparing new techniques to
existing ones.
Despite this significant contribution to reproducibility in feature location, only the
‘Semeru’ group, who proposed Tracelab, have employed it (a notable exception is (Za-
mani et al., 2014)). One hypothesised reason for this is that Tracelab is largely confined
to textual FLTs and to implement other types of FLTs may require language specific (C)
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expertise (to use their defined data structures, for example). Additionally, the proposed
framework does not necessitate open publication of experiment materials like, for exam-
ple, benchmarks and user inputs for other researchers. The one dimension of transparency
that Tracelab enforces is a distinct improvement, but might not be seen as sufficient to
researchers who truly want to compare their approach to other FLTs. Enforced availabil-
ity of other empirical artefacts towards a more comprehensive transparency may attract
researchers more and result in increased adoption, particularly if journal reviewers and
editors impose such transparency standards on FLT evaluations going forward (Carver
et al., 2014; Peng, 2011).
A standard empirical design schema that is capable of fully-describing implementation
and materials, where possible, and that demands executables and material to be pub-
lished, is desirable towards reproduction of FLTs. Such a schema should be adhered to
by researchers evaluating their proposed FLTs and should be sought by journal reviewers
when reviewing FLT evaluations.
2.5.5 Summary of Proposed Guidelines
To facilitate the future empirical design of FLT evaluations, this sub-section summarises
the proposed guidelines, by means of Table 2.14. This table consolidates the inherent
issues and their associated guidelines. These guidelines have been derived from this
review but are also aligned with the guidelines presented by Kitchenham et al. (2002)
and Jedlitschka and Pfahl (2005) in conducting empirical research in software engineering.
2.6 Threats to Validity
To mitigate threats to validity as much as possible, we adopted the systematic litera-
ture review process proposed by Kitchenham et al. (2009) and the literature mapping
guidelines proposed by Petersen et al. (2008). However, no empirical research is possible
without limitations. In the following sub-sections, we discuss the threats to validity in
the research described, and the steps taken to minimise them.
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2.6 Threats to Validity
2.6.1 The Reviewed Literature
Article Selection. In Section 2.3, we described in detail the process we adopted for select-
ing the primary literature for this research. While Google Scholar broadens the search to
articles with looser quality parameters for publication venues, it is still possible that some
relevant articles have been missed: internal technical reports or recent articles. It is also
possible that relevant articles would have been found lower down the ranking than 980,
although a preliminary assessment of the lowest-ranked results, available from Google
Scholar suggests this was unlikely. To mitigate this issue, we converted the search query
to the format supported by other relevant scholarly databases and searched for additional
articles. We also addressed this issue by performing one iteration of snowballing on a set
of ten highly cited articles from different years, venues, and authors.
Another consideration is the quality of articles returned by Google Scholar which was
addressed via inclusion and exclusion criteria that employed quality metrics like number-
of-citations. Citation counts are disputed as a measure of quality and such an exclusion
criterion might have resulted in relevant articles being excluded. This was similarly ad-
dressed by snowballing and searching through additional scholarly databases with higher
quality thresholds. Citation counts were not employed as a filtering mechanism in these
searches.
A consideration in search query building is the selection of the numbers of top key-
words, unigram terms and bi-gram terms.We selected five of each, on the basis of expert
(author 3 and author 4) judgement, based on an analysis of the commonly found terms
and in revising the query in the light of a trial run on the articles reviewed by Dit, Revelle,
Gethers and Poshyvanyk (2013). However, selection of different terms may have resulted
in a different set of papers.
The final selection of the articles solely depended on the results of the abstracting
process. As this abstracting process is subject to human judgement and personal bias,
the protocol adopted ensured that each article was abstracted by at least two reviewers,
and a best-of-three protocol was adopted in the cases where there were disagreements.
Finally, we built our inclusion and exclusion criteria following (Dit, Revelle, Gethers
and Poshyvanyk, 2013) guidance, but we imposed additional constraints to restrict our-
selves to static/textual FLTs because the number of dynamic-analysis FLTs is small and
the trend going forward in FLTs, is away from dynamic analysis ((Dit, Revelle, Gethers
and Poshyvanyk, 2013)). Hence, the generality of the findings presented here does not
extend to the evaluation of dynamic FLTs, even though we intuit that the results of any
analysis on that literature might prove similar.
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2.6.2 The Analyses
Scope of Analysis. This study limited itself to only consider a subset of empirical design
components: the components classified as core components of FL empirical research by
Dit, Revelle, Gethers and Poshyvanyk (2013). In doing so, it omitted some aspects of
empirical designs pertinent to FL, such as parameters of algorithms, including different
threshold values (Binkley et al., 2015) and the ‘weighting’ of analysis functions (Wang
and Lo, 2014) in hybrid techniques.We excluded these criteria from our analysis as these
parameters are used to fine-tune the specific algorithms (Lukins et al., 2008) and this
research focused on more fundamental issues in the evaluations. This was considered
appropriate given the relative immaturity of the field, but such parameters should be
explicitly presented in any FLT evaluation.
The Specificities of Heterogeneity. The heterogeneities of empirical designs assessed
in this study have only been assessed in terms of available choices, sometimes considering
the possible quality of those choices as a 2nd class entity. For example, while considering
the number of benchmarks that exist in the field of FL, the size and the complexity of
the benchmarks were ignored. However, we consider the quality and the completeness of
benchmarks while recommending systembenchmark pairs.
When calculating the number of the subject systems employed in different studies,
different versions of the same systems were considered as completely different subject
systems. It is possible that these systems only differ minutely (Xue et al., 2012) and so
might be quite, if not absolutely, comparable. A counter-example though, is presented in
Hall et al. (2011), who illustrated that different versions of systems can vary considerably.
Reproducibility Analysis. Considering that well-established criteria for reproducibility
is still not available in software engineering, we defined the reproducibility criteria on the
basis of the evidence gained from the FL literature. However, we recommend implemen-
tation of FLTs in reproducible frameworks like Tracelab using well-defined reproducible
empirical design schema. To verify the execute-ability of FLTs, we used 64-bit versions
of Windows 10 and Fedora 27. Testing on a different Operating System (OS) might
have produced different results. Likewise, using different versions of the tools required
to implement FLTs may also result differently. Notwithstanding these threats, all of
the reproducible FLTs are implemented in open programming languages (C/C++, Java)
which lessen such threats to this analysis.
Reliability. Most of the analyses performed depended on an objective assessment
of each paper reviewed. However, several of the analyses depended on more subjective
analysis of the material. The first and last author met to discuss and identify analyses
that could be considered more subjective and these are listed in Table 2.7. For a sample
of 17 papers, two additional researchers were asked to analyse the paper for the required
data and so a sampled Cohen’s Kappa evaluation of reliability was possible. For each of
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the analyses listed in Table 2.7, the Kappa suggested substantial agreement, suggesting
that the author’s analysis was reliable.
2.7 Conclusions and Future Work
The literature review reported on here enquired into the maturity of FLTs evaluation in
terms of baseline comparison, homogeneity of empirical designs and finally, the repro-
ducibility of FLTs. It identified different issues that substantially affect the ability of
researchers and practitioners when trying to identify the best-of-breed FLTs or, in the
case of researchers, when trying to replicate existing FLT-evaluation studies. Finally, it
presented guidelines to enhance the evaluation of FLTs to increase the ease with which
such techniques could be compared.
Specifically, the results show that a majority of the existing research presents novel
FLTs, and that only two-third of the examined FLTs have been evaluated through formal
empirical methods, although this proportion is increasing over time. In addition, very
few of the studies compared the FLT to openly available, baseline techniques. Another
characteristic of the reviewed literature was the plethora of different subject systems,
metrics, benchmarks and user input formats (let alone input content) used in FLT evalu-
ations, which also negatively affects comparability across FLTs. Finally, there was a lack
of reproducible FLTs in the field, disallowing researchers from recreating the FLT for
comparison studies. Cumulatively, these conditions make it difficult to answer questions
like “which are the best FLTs?” Beyond even that goal, determining a truly effective
FLT, for a given task context would be an extremely challenging task.
The research also sought to derive preliminary best practices for empirical work in
the field, based on the review. Towards this end, we examined commonly used evalu-
ation metrics, subject systems, benchmarks, and user inputs in empirical designs. The
associated findings are intended to assist researchers moving towards more future-proof,
reproducible, and comparable empirical research in the area of FL:
1. Researchers should compare existing/novel FLT with at-least one of the eight base-
line FLTs (Gibbs LDA, Lucene VSM, Gensim LSI, Gensim LDA, R LDA, MATLAB
LSI, MATLAB VSM,Tracelab-VSM) identified in this chapter. Researchers must
also pay attention on baseline-to-baseline comparisons, to allow comparison across
all techniques. Editors and reviewers of journals must accept such studies as valu-
able, publishable contributions to knowledge, even when they focus solely on the
evaluation and do not present novel FLTs.
2. At this stage of FLT research, when the field is epitomised by the presentation of
new FLTs, researchers should concentrate on homogeneity in their empirical de-
signs by setting upon standard “system-(evaluated) benchmark” pairs, common
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user-input and standardisedmetric (MAP, MRR, Precision, Recall) analysis. In
moving towards homogeneity, researchers should first decide (and make explicit)
whether they are presenting a foothold location FLT or near-full FLT and their
evaluation criteria. Evaluation components, e.g., evaluation metrics, subject sys-
tems and benchmarks should then be selected according to those goals.
3. Finessing techniques with respect to generality across different systems is an impor-
tant consideration and will be a significant research agenda in its own right, going
forward. Given the amount of work necessary to identify the system/user-input
characteristics that impact on FLTs, and to identify the specific impact they have,
current empirical work should chart a direction towards this aim. An initial set of
systems to start with could be the most commonly presented in this research: for
foothold feature location jEdit 4.3, JabRef 2.6, ArgoUML 0.22 should be considered
and for near-full feature location eTour, EasyClinic, and SMOS should. However,
benchmark quality is an issue and work should also build on benchmarks created
from multiple-ground truths (e.g., Rhino 1.5, Bugzilla, and iBatis).
4. Researchers must usemultiple case studies and–or controlled experiments towards
breadth of evaluation in FLT evaluation (Ali et al., 2013; Eaddy et al., 2008; Poshy-
vanyk et al., 2012; Thomas et al., 2013; Ye et al., 2016). A good example here is
the study by Scanniello et al. (2015), which focuses on depth and breadth simul-
taneously. When doing so, they should separate the query enhancement process
from FLT in spirit of Kim et al. (2013). They must also report the score of known
characteristics of evaluation components that impact the FLTs, like the characteris-
tics of user-input identified by Mills et al. (2017), the characteristics of the system,
as per Kim et al. (2013) and Eaddy et al. (2008), and adopt frequently reported
best performing configurations that have been empirically evaluated (Biggers et al.,
2014; Moreno et al., 2015; Thomas et al., 2013).
5. Researchers must implement their newly presented FLTs in reproducible frame-
works. Such frameworks should be more technology agnostic and demand the im-
plementation and experiment material be incorporated so that other researchers can
use them for comparison purposes. Moreover, a formal schema, providing guidance
on acceptable requirements when reporting on empirical studies and reproducibility
of studies should be assessable.
In this research, we limited our scope to reviewing only static FLTs. In the future, we
plan to extend our research scope to cover dynamic FLTs. More importantly, we intend
to start validating our presented guidelines by assessing the different contexts for FLT
empirical studies (Kitchenham et al., 2008). These include assessing the characteristics
of the different systems the FLTs could be applied to. A more specific avenue of work
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involves a comparison of the different baseline techniques that were identified, and this
is our most immediate aim.
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Preface to Chapter 3
Chapter 2 showed that 95% of the 170 articles reviewed present novel FLTs and only two-
thirds of these FLTs have been evaluated through formal empirical methods. Of those
evaluated, a plethora of different subject systems, metrics, benchmarks and user input
formats were used in the evaluations, negatively affecting comparability across the FLTs.
In addition, very few of the studies compared the FLTs to openly available, baseline
techniques, further hindering comparison.
Chapter 2 also sought to derive preliminary best practices for empirical work in the
field, based on the review undertaken. Towards this end, Chapter 2 examined the com-
monly used practices and quality practices for evaluation design. The associated findings
are intended to assist researchers in moving towards better design of future-proof, repro-
ducible, and comparable empirical research in the area of FL.
To cross-compare the FLTs, Chapter 2 suggested baseline-to-baseline and FLT-to-
baseline comparisons, going forward, where a baseline technique is one who’s implemen-
tation is openly available for comparison. It argued that, if novel FLTs are not compared
to one or more baseline techniques, then it will lessen the possibility of comparing them
against each other. Towards baseline evaluation, Chapter 3 first formally identifies eight
such baseline techniques.
Chapter 3 then empirically assesses the eight identified baseline techniques, for relative
performance, employing the best/common empirical practice identified in Chapter 2. In
2018, another study Martinez et al. (2018) introduced ArgoSPL as a quality benchmark
for feature location, so this was added to the set of quality benchmarks proposed in
Chapter 2. (In the ArgoSPL benchmark, each element of the product-line is assigned to
one or more features using unambiguous ground-truths.) We initially only employed the
quality benchmarks towards this assessment. However, in order to generalize the findings
more, as directed by the reviewers of the journal, we employed eight other commonly used
system-benchmarks pairs, where the benchmarks are considered slightly less reliable.
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Chapter 3 shows that different implementations of baseline techniques perform differently
and, because it quantified their performance with respect to feature location,the results
allow researchers to compare new and existing FLTs with less effort, provided theose
new/existing techniques have been compared to at least one of the baseline techniques.
Chapter 3 also identifies a best-performing baseline implementation (VSM-Lucene) that
should be used as a comparator for newly proposed techniques in the field.
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An Empirical Assessment of Baseline
Feature Location Techniques
Abstract: Feature Location (FL) aims to locate observable functionalities in source
code. Considering its key role in software maintenance, a vast array of automated and
semi-automated Feature Location Techniques (FLTs) have been proposed. To compare
FLTs, an open, standard set of non-subjective, re-producible compare-to FLT techniques
(baseline techniques) should be used for evaluation. In order to relate the performance of
FLTs compared against different baseline techniques, these compare-to techniques should
be evaluated against each other. But evaluation across FLTs is confounded by empirical
designs that incorporate different FL goals and evaluation criteria. This chapter moves
towards standardizing FLT comparability by assessing eight baseline techniques in an
empirical design that addresses these confounding factors. These baseline techniques are
assessed in twelve case studies to rank their performance. Results of the case studies
suggest that different baseline techniques perform differently and that VSM-Lucene and
LSI-Matlab performed better than other implementations. By presenting the relative
performances of baseline techniques this chapter facilitates empirical cross-comparison of
existing and future FLTs. Finally, the results suggest that the performance of FLTs par-
tially depends on system/benchmark characteristics, in addition to the FLTs themselves.
3.1 Introduction
A feature is an observable functionality in a software system that can be triggered by the
user (Eisenbarth et al., 2003). Feature Location (FL) concerns itself with the location of
feature-related, source code elements. Since the 2000s, hundreds of articles to address the
task of feature location have been published in software engineering venues (Cornelissen
et al., 2009; Dit, Revelle, Gethers and Poshyvanyk, 2013; Razzaq et al., 2018; Rubin and
Chechik, 2013). Notably influential works include (Chen and Rajlich, 2000), whose tech-
nique achieved FL through the examination of the software’s structure via a dependency
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graph, (Wilde et al., 2001), who used program traces gathered during dynamic analysis,
and (Antoniol et al., 2002), who used an Information Retrieval (IR) technique (textual
analysis) to support the feature location task. From these early efforts, the number of
structural and textual analysis approaches for FL has expanded dramatically and many
new FLTs have been developed(Antoniol et al., 2002; Chen and Rajlich, 2000; Lukins
et al., 2008; Marcus and Maletic, 2003; Marcus et al., 2004; Starke et al., 2009) tailored
to different software maintenance activities (Cornelissen et al., 2009). Also, original FLTs
have been gradually refined with the intention of enhancing their efficacy. (Ali et al., 2013;
Bassett and Kraft, 2013; Binkley et al., 2015; Chochlov et al., 2017; Cleary et al., 2009;
Heck and Zaidman, 2014; Kagdi et al., 2013; Mahmoud and Bradshaw, 2015; Panichella
et al., 2013; Poshyvanyk et al., 2012, 2006; Rao and Kak, 2011; Revelle et al., 2011; Saha
et al., 2013; Scanniello et al., 2015).
However, this proliferation of FLTs means it can be difficult to compare across these
techniques (Razzaq et al., 2018). Comparison to commonly used baseline techniques
would facilitate cross-comparison and ultimately, may enable developers to choose an
appropriate FL technique for a given software maintenance task. In addition, it would
also allow researchers to identify the state-of-the-art FL techniques on which to build
newly proposed FL solutions. A baseline technique in this context is defined as the one
which:
1. Has a track record as a comparison technique.
2. Is openly-available and reproducible where researchers can repeatedly apply it in
comparison to novel FLTs being developed.
3. Is original - i.e. Not a refined version of an existing technique or a hybrid.
4. Has a fully defined, complete solution to the FL problem including pre-processing
and post-processing steps embedded.
5. Is objective and programmer-independent such that it does not require any intel-
ligent assistance from the programmer in the FLT process, as this would lead to
inconsistent results when applied by different users.
The baseline techniques are all IR based. This is not a deliberate bias toward IR, but
instead the natural outcome of choosing techniques adhering to the above criteria (Razzaq
et al., 2018). To date only a limited number of FLTs have been evaluated against baseline
techniques (Dit et al., 2015; Gethers et al., 2011; Mahmoud and Niu, 2015; Marcus and
Maletic, 2003; Wang et al., 2011) and the empirical designs employed have not always
been cognizant of confounding factors which may affect they outcome of the evaluations,
like the user’s goal and the different evaluation measures employed.
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This chapter addresses these issues to provide a stronger baseline FLT foundation for
FLT researchers. It performs a comparison across baseline techniques to assess which
are the better performers and how they rank with respect to each other. In addition,
it formally defines empirical designs that address many of the confounding factors in
empirical studies of FLTs in the literature. This will allow more accurate comparison of
FLTs in the future. Hence we focus on the following four research questions:
1. Do the different implementations of identically-named baseline techniques perform
exactly the same? If different implementations of the original baseline techniques
perform similarly then it enables as-is cross-comparison of the existing body of FLTs
compared to any implementation of the identically named baseline techniques;
2. If not, what are the outstanding implementations of the identically-named base-
line techniques for specific empirical designs, defined by FL goals and evaluation
measures? That is, if different implementations of the identically-named baseline
techniques perform differently, which implementation is better than the others in
each case study? This identifies the best performing implementation of each, to be
used as a comparator for newly proposed techniques;
3. How do all the baseline techniques compare to each other for specific empirical de-
signs defined on the basis of FL goals and measures? This will facilitate comparison
across FLTs that have not been compared to the same baseline technique by relating
the performance of baseline techniques with each other. It also allows the indirect
comparison of the FLTs that are not compared with any other technique, when
evaluated using a data-set which a baseline technique has been/can be evaluated
against. In addition, this will identify the best performing baseline technique over-
all, to be used as a comparator, when studies compare a newly proposed technique
to a single baseline technique (as is customary in the field).
4. Based on the results obtained in this study, it seemed that the performance of
the FLTs depended on the intrinsic characteristics of the systems/benchmarks they
were applied to. We assessed if this was so: If differences in systems impact on FLTs
performance, then, the selection of systems to evaluate FLTs should be cognisant
of the system’ characteristics that impact on performance.
We show that different implementations of baseline techniques perform differently and
thus present approximate rating factors, that could be used in comparisons against differ-
ent baseline FLTs. This facilitates comparison across the existing body of FLTs that have
been compared against baseline techniques. We also identify a best-performing baseline
implementation that should be used as a comparator for newly proposed techniques in
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the field. In addition to these, our findings prompt research towards system and bench-
mark selection for FLTs evaluation. Finally, we assist researchers towards reproducible
and comparable empirical design, cognizant of FL goals and evaluation criteria, with an
illustrative example of our empirical design. In this vein, we provide case study data, in-
termediate results, and implementations online1 for transparency and to encourage others
to base their design on, replicate and extend our work.
The remainder of this chapter is organized as follows: Section 3.2 reviews background
and related work. Section 3.3 presents the empirical design, particularly with respect to
FL goals and the evaluation criteria, used to assess the baseline techniques. The results
obtained after employing the empirical design are analyzed for each of the four research
questions and are presented in section 3.4. The chapter discusses key findings and how
to use the relative baseline performance to compare the existing body of FLTs, in section
3.4.5. Section 3.6 lists the potential threats to the validity of our results. Finally, we
conclude and outline future work in section 3.7.
3.2 Background and Related Work
A feature is an observable system requirement, functionality or behaviour that can be
triggered by users (Eisenbarth et al., 2003). A software system has a set of features where
each feature is implemented through a set of source code elements known as the extent of
that feature, as formally defined by (Revelle et al., 2011). The concern of Feature location
(FL) is to identify source code elements implementing a feature. This task is intrinsically
associated with software maintenance and evolution activities which frequently mandate
the location of a feature’s code to document, configure, add, remove, or improve on some
functionality (Poshyvanyk et al., 2007).
3.2.1 Classification of FLTs
A distinguishing factor of FLTs is the type of analyses performed. The most common
types of analysis in FLTs are textual, structural, historical and dynamic (Dit, Revelle,
Gethers and Poshyvanyk, 2013). Textual analysis attempts to exploit the domain knowl-
edge already encoded by the developers in the form of comments and identifier-names
in a program. The analysis relies on some sort of textual user-query and matching it
against these comments or identifiers. Natural Language Processing (NLP), Information
Retrieval (IR) and Pattern Matching (PM) are the main analysis techniques employed in
textual analysis (Binkley et al., 2015; Diaz et al., 2013; Liu et al., 2007) with the emphasis
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Structural analysis, often referred to as static analysis, allows developers to identify
the relevant program elements by following data or control flow dependencies between
them. For example, if one procedure (or method) is known to be part of the feature
and it is the only caller of another procedure, then it is considered likely that this latter
procedure is also part of the feature (Bassett and Kraft, 2013; Scanniello et al., 2015).
With historical analysis, artifacts related to the feature are identified by mining
change-histories available in online source code repositories. For example, if a proce-
dure is known to be in a feature, procedures that tend to change in the same commits as
that procedure might also be likely candidate locations for that feature (Chochlov et al.,
2017; Wang and Lo, 2014; Ye et al., 2016).
Finally, dynamic analysis refers to the invocation and observation of features at exe-
cution time: Execution traces are analyzed to identify code that is always executed when
the feature is exercised in the system, and code that is not executed when the feature
is not, thus identifying code that is (exclusively) associated with the feature (Liu et al.,
2007; Poshyvanyk et al., 2007).
More recently, approaches that leverage some combination of these types of analysis
have been proposed. These are referred to as ‘hybrids’ (Dit, Revelle and Poshyvanyk,
2013). The purpose of this hybridization is to compensate for the limitations of each
individual FLT type, and thus to achieve better overall results than either would perform
individually.
3.2.2 Information Retrieval Process and Models in Feature Lo-
cation
The FL research problem is mostly interpreted as an IR problem (Ali et al., 2013; Antoniol
et al., 2002; Beard et al., 2011; Biggers et al., 2014; Binkley et al., 2015; Chochlov et al.,
2017; Cleary et al., 2009; De Lucia et al., 2011; Dit et al., 2011; Eaddy et al., 2008; Heck
and Zaidman, 2014; Hill et al., 2015; Lukins et al., 2010; Mahmoud and Niu, 2015; Marcus
and Maletic, 2003; Marcus et al., 2004; Mills et al., 2017; Poshyvanyk et al., 2012, 2007,
2006; Rao and Kak, 2011; Revelle et al., 2011; Thomas et al., 2013; Wang et al., 2014,
2011; Zhou et al., 2012). Hence, existing FLTs are predominantly IR-based FLTs. For
example, 89% of the FLTs (151 out of 170) reported by (Razzaq et al., 2018) and half of
the FLTs reported by (Dit, Revelle, Gethers and Poshyvanyk, 2013) required a textual
input to retrieve relevant features. In this section, we introduce the IR-based process of
feature location embedded in most textual techniques and describe three generic models
underpinning them (referred to here as “IR models”):
• Vector Space Models (VSM), an algebraic model;
• Latent Semantic Indexing (LSI), a semantic topic model;
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Figure 3.1: IR Approach for Feature Location
• Latent Dirichlet Allocation (LDA), a probabilistic topic model.
3.2.2.1 The Inherent IR-based, Feature Location Process
Information retrieval is the activity of tracing and recovering relevant information from a
collection of documents, given an information need. In FL, an information retrieval model
provides a means of identifying source code elements from source code “documents” likely
to contribute to the implementation of a feature. For example, if a query contains the
words, “the Image object added to the addImage method,” then an IR model attempts to
locate source code elements which contain these words (“added”, “Image”, “addImage”
etc.). When a query and source code elements contain several shared words, the IR model
gives the element a high relevancy score. Hence, IR-based FLTs accept, as input, a corpus
of source code elements being analyzed, and queries. Execution of a query outputs a list
of source code elements, ranked by the relevancy score between the input query and the
elements.
Figure 3.1 depicts the overall IR approach for feature location, which also illustrates
the evaluation procedure of FLTs. In general, the IR approach to the feature location
problem can be described in three main steps where the evaluation procedure part loops
over the latter two, as highlighted in the figure.
Indexing - The left side of Figure 3.1 illustrates the source code indexing process. The
process starts by extracting the textual content (e.g. comments and code identifiers) of
source code elements (e.g. methods or classes). This is accomplished through lexical
processing and parsing of the source code, producing a partitioned token stream. Then a
series of transformations is applied to each token and produces one or more terms from
each token. Common transformations include:
• Splitting code identifiers into their constituent words;
• Normalizing terms by converting them to a uniform case (upper or lower);
93
3. AN EMPIRICAL ASSESSMENT OF BASELINE FEATURE
LOCATION TECHNIQUES
• Filtering terms by removing stop-words (e.g. ‘is’, ‘the’) and-or common program-
ming language keywords (e.g. ‘if’, ‘else’);
• Stemming terms to reduce words to their inflectional roots (e.g. “protection”,
“protective”, “protected” convert to “protect”).
The output of the process is usually the source code elements’ textual contents, in a
compact matrix, where columns correspond to source code terms and rows correspond to
the source code elements to which the terms belong.
Query Formation - Once a matrix/index is built, various FLTs can query it to locate
features. The right side of Figure 3.1 illustrates the source code analysis process in a
loop. The process starts by formulating the queries from end-users or developers. These
queries are typically pre-processed in the same manner as the source code: splitting,
normalizing, filtering and stemming.
Code Retrieval - In the code retrieval step, after formulating a query, an FLT then
applies the query to each source code element in the matrix. Finally, the FLT ranks the
source code elements in descending order by their relevancy score to the query.
Result Evaluation refers to the evaluation of the FLTs’ results by a developer or by
an FLT researcher, using the indexing, query-formation and code-retrieval steps of the
approach. In FLT-researcher evaluation, multiple queries are formed, and run against
the FLT technique, assessing the quality of the returned results against some known
gold-standard result set or benchmark. For the past decade, researchers have sought to
automate this task by employing the embedded text in software repositories as queries
(Ali et al., 2013; Bassett and Kraft, 2013; Beard et al., 2011; Biggers et al., 2014; Binkley
et al., 2015; Chochlov et al., 2017; Cleary et al., 2009; Dit, Holtzhauer, Poshyvanyk and
Kagdi, 2013; Eaddy et al., 2008; Mills et al., 2017; Moreno et al., 2015; Rao and Kak, 2011;
Thomas et al., 2013; Wang et al., 2011; Zhou et al., 2012). For example, to formulate a
query, researchers often use bug reports (the title, the description, or a combination of
the two) from the issue tracking repositories of source code management systems. Then
the ranked-list of elements returned by the FLT is compared against that gold-standard:
for example, the locations of the fixes for the bugs in the repositories. Finally, a set of
evaluation measures is employed to assess the comparison results using different aspects
of effectiveness. In the real world scenario, the developer visually inspects the ranked-list
of source code elements produced by the FLT for relevance.
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3.2.2.2 Vector Space Model
The Vector Space Model (VSM) is a simple algebraic model. To demonstrate VSM,
suppose V denotes the vocabulary in a set of source code elements E. Then an element
e belonging to E is represented by a |V |-dimensional vector
−→
W , where each entry of the
vector represents the weight of a source code term belonging to e (Salton et al., 1975).
Popular values for weight parameter are raw frequency (i.e. the number of occurrences of
the term in E) or “tf-idf” (term frequency, inverse document frequency) (Mahmoud and
Niu, 2015; Thomas et al., 2013). Just like the elements of E, a query is also represented
by a |V |-dimensional vector. The similarity between query and source code element
is calculated by comparing their corresponding vectors. Popular similarity functions
are “Euclidean distance,” “cosine distance,” “Hellinger distance,” or “KL divergence”
(Thomas et al., 2013). Hence, VSM requires that queries should share the same terms
with source code elements; the more shared terms they have, the higher their similarity
score will be.
3.2.2.3 Latent Semantic Indexing
A source code element and a user generated query may use different terms when referring
to the same feature. For example, a user may use synonymous (different terms used to
describe the same concept) or polysemous (a single term having more than one distinct
meaning depending on context) terms to describe the feature. In such cases, source code
elements similar to a query will likely not be classified as such by VSM.
To address this issue, Latent Semantic Indexing (LSI), an extension to VSM, uses a
“Singular Value Decomposition” (SVD) function to group the terms which are related by
collocation (i.e., terms which often occur in the same elements). In this way, LSI projects
the usage context of the terms in the form of “topics” prior to computing similarity. For
example, a graphics-related topic might contain the words “image,” “colour,” “pixel”
and “jpeg” because these words tend to appear in the same documents. In LSI, elements
are still represented as vectors, but topic vectors, where LSI vectors contain the weight
of topics. In contrast, VSM vectors contain the weights of single terms. To compare a
user query, the query is first transformed into a topic space. Then, similarity between
query and the elements in the topic space are measured by using the similarity function
between their vectors (Deerwester et al., 1990).
In addition to the term weighting parameter and similarity function, LSI requires
users to specify a “dimensionality-reduction” parameter which controls the number of
topics (K) a user wants to populate during the SVD decomposition.
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3.2.2.4 Latent Dirichlet Allocation
Latent Dirichlet allocation is a probabilistic topic model that provides a means to au-
tomatically index, search, and cluster unstructured documents. When used for code
retrieval, similar to LSI, LDA uses the co-occurrence of terms in a corpus to discover the
set of hidden topics (latent) within a corpus and represent each source code element as a
finite mixture over this set of topics. In contrast to the LSI which uses SVD reduction to
generate topics, in LDA topics are formed through an explicit generative process. This
process usually employs Gibbs sampling (a machine learning algorithm) to iteratively
assign words to the topics. Thus in LDA, each source code element is modelled given the
probability that it expresses each topic, and each identified topic is modelled given the
probability of a term from the corpus being assigned to the topic.
LDA calculates the probability that the source code element generates a term, given a
set of terms belonging to a query Q. Thus the conditional probability (P ) (i.e. similarity)
of Q given a source code element e can be calculated as follows:




where qk is the kth word in the query.
Other parameters to the LDA include: number of topics (K) to control the numbers
of user-defined topics, the smoothing parameter for topic-to-element proportion (α) and
the smoothing parameter for topic-to-term proportion (β). The latter two are hyperpa-
rameters which are used to tune the LDA model for a smoothing effect. In particular, a
lower α value results in fewer topics per source code element and a lower β value results in
fewer terms per topic, which generally increases the number of topics needed to describe
a particular source code element (Biggers et al., 2014; Corley, Damevski and Kraft, 2015;
Lukins et al., 2008).
3.2.3 Issues in FLTs Evaluation
The presence of a large numbers of FLTs imposes difficulties for practitioners when de-
ciding on the appropriate technique to employ for a given software maintenance task and
for researchers when trying to identify the state-of-the-art techniques on which to build.
This is due to two reasons:
1. FLTs evaluations are not fully characterized in terms of their FL goals (Razzaq
et al., 2018; Shin et al., 2012) resulting in different, but implicit, evaluation biases
being reflected in the researchers’ empirical design decisions;
2. The heterogeneity of empirical design is apparent from literature: Razzaq et. al.
(Razzaq et al., 2018) suggested that over 60 different FLT evaluation metrics are
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used across the 170 papers with 272 subject systems having been used, and 235
different benchmarks employed. These heterogeneities make it very difficult to
compare across FLT evaluations.
3.2.4 Configuration of IR-Based FLTs and Best Practice
Given the same data-sets and evaluation measures, FLTs can still produce inconsistent or
contradictory results because of the various configurations of FLTs and different empirical
components like software system studied and queries generated (Thomas et al., 2013). In
the IR models discussed above, for example, configurations depend on: weight of the terms
in the index building step (e.g. frequency of the term in source code elements), number
of topics used to reduce the terms into clusters and core similarity functions of a model
(e.g. cosine similarity, Jaccard distance). It has been demonstrated in several studies
that the performance of FLTs varies significantly by such configurations (Biggers et al.,
2014; Moreno et al., 2015; Panichella et al., 2016; Thomas et al., 2013). Additionally, FLT
empirical-settings, such as the way in which queries and source code are pre-processed,
the entities of source code elements used for analysis (e.g. identifiers, comments, both)
and how queries (e.g. bug report title, description, both) are formed for evaluation, have
been shown to significantly impact the performance of FLTs (Biggers et al., 2014; Moreno
et al., 2015; Panichella et al., 2016; Thomas et al., 2013). Hence, to perform an apple-to-
apple comparison, consistent, and explicitly identified, FLT configurations and empirical
settings must be applied towards a transparent evaluation.
There are several studies that investigate configuration and empirical settings in quan-
tifying their impact on the performance of FLTs (Biggers et al., 2014; Lukins et al., 2008;
Moreno et al., 2015; Panichella et al., 2016; Thomas et al., 2013). Commonalities be-
tween the findings of such studies and frequently employed settings by other empirical
studies can be adopted towards a more homogeneous empirical design (Ali et al., 2013;
Antoniol et al., 2002; Binkley et al., 2015; Cleary et al., 2009; Corley, Damevski and
Kraft, 2015; Kagdi et al., 2013; Lukins et al., 2008; Mahmoud and Bradshaw, 2015; Mah-
moud and Niu, 2015; Marcus and Maletic, 2003; Poshyvanyk et al., 2006; Saha et al.,
2013; Scanniello et al., 2015; Wang et al., 2011). Table 3.1 reports on these studies, and
their identified best practices in FLT configuration and empirical settings. This chapter,
while assessing the relative effectiveness of each baseline technique, also employs these
best-practice configurations and settings.
3.2.5 Baseline Techniques: A Comparison Hub
This chapter addresses the FLT comparability agenda, while also considering (implicit)
FL goals, configuration parameters and design inconsistencies in previous studies. One so-
lution towards addressing the issue is to employ a set of techniques that serve as common
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Settings Common to all FLTs
Test Query
1. Bug report title
2. Bug report description
3. Title + Descr.
4. 10 Past Bug Reports(PBRs)
5. Past All Bug Report(PBR-All)
6. Title + Descr.+PBR-All
(Thomas et al., 2013)
(Moreno et al., 2015)




1. Identifiers 2. Comments
3. Ident. + Comm. 4. Literals
5. Ident. + literals
6. Comm.+ literals
7. Ident. + Comm.+ literals
(Thomas et al., 2013)
(Moreno et al., 2015)






1. None 2. Split 3. Stop
4. Stem 5. Digit 6. Special chars
7. Split + Stop 8. Split + Stem
9. Stem + Stop
10. Split+ Stop+ Stem
11. Split+Stop+Stem+PBR
(Thomas et al., 2013)
(Moreno et al., 2015)






1. Tf-Idf 2. tf
3. Boolean 4. tf-entropy
5. Sub-linear Tf-Idf
6. logij=log(tfij+1)
(Thomas et al., 2013)
(Moreno et al., 2015)
(Panichella et al., 2016)




1. Cosine 2. Overlap
3. Jaccard 4. Dice
(Thomas et al., 2013)
(Moreno et al., 2015)
(Panichella et al., 2016)









(Thomas et al., 2013)
(Moreno et al., 2015)
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Conditional
Probability
α 0.01, 0.1, 0.25, 0.5, 0.75, 1
(Biggers et al., 2014)
[43]
1
β 0.01, 0.1, 0.25, 0.5, 0.75, 1









(Thomas et al., 2013)




3.2 Background and Related Work
comparators across FLTs. Newly presented FLTs could then be compared to standard
techniques that other researchers have also used to evaluate their FLTs. We argue that
only by relative comparison of open, standard baseline techniques, under common evalua-
tion measures, and other empirical-design conditions, will researchers begin to identify the
high-performing FLTs in the field. Hence this chapter empirically assesses such baseline
techniques in empirical designs characterized by best identified empirical practice.
A baseline technique in this work is defined as a technique that serves as a common
comparison vehicle: one that allows cross comparison between the FLTs. It is a standard
technique, already proven as comparable, that can be repeatedly employed by researchers
to facilitate subsequent comparisons across novel FLTs. Such a technique should be
complete and openly available in a form that researchers can reproduce. It must be
objective and not require programmer input into the FLT execution process.
The comparison utility of baseline techniques is illustrated in Figure 3.2 where T1 to
T10 are some novel FLTs and TB1 to TB4 are baseline techniques. Each arrow in Figure
3.2 represents an “empirically-compared-to” relation. Assuming relatively homogeneous
empirical designs, T1 can be easily compared to T2 and T3 because they are all compared
to the same baseline technique. Likewise, because TB3 has been compared to TB1, T1,
T2, T3 and T4 can be indirectly compared, if that same homogeneity condition holds.
On the right hand side, T5, T6 and T7 are techniques that were not compared with
any baseline techniques, however they employed a shared dataset “DS1,” in evaluation,
which has also been used to evaluate a baseline technique TB4. Suppose, the relative
performance of TB4 with TB1 and TB3 is known for the same data-set, it allows an
indirect comparison of T5, T6 and T7 with T1-T4. T8 and T10 are both compared
to T9, where T9 is perhaps an FLT that does not have an openly-available executable.
While this allows comparison of the two techniques, it does not allow their comparison
to any of the other technique.
(Razzaq et al., 2018) identified the following eight baseline techniques in a survey of
FLT evaluations:
1. VSM-Lucene, (Moreno et al., 2015)
2. VSM-Matlab, (Dit, Holtzhauer, Poshyvanyk and Kagdi, 2013)
3. VSM-Tracelab, (Dit et al., 2015)
4. LSI-Gensim, (Beard et al., 2011)
5. LSI-Matlab, (Dit, Holtzhauer, Poshyvanyk and Kagdi, 2013)
6. LDA-Gensim, (Corley, Damevski and Kraft, 2015)
7. LDA-R, (Biggers et al., 2014)
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Figure 3.2: Scenarios of FLTs Comparisons and Demonstration of a Baseline Technique
Facilitating Comparison Across FLTs
8. LDA-Gibbs, (Zhou et al., 2012)
This chapter assesses the relative performance of these baseline techniques towards
allowing researchers to grade the performance of newly proposed FLTs that are compared
to these techniques, against previously presented FLTs, that have been compared to these
techniques. In addition, this will also facilitate backward comparability, facilitating cross-
comparison of FLTs which have been evaluated against any one of the baseline techniques.
In the next section we describe our empirical design to assess the relative performance of
these baseline techniques.
3.3 Empirical Design
This section presents the empirical design, in line with the guidelines provided in Wohlin
et al. (2012), to evaluate software engineering techniques using case study research. The
primary objective is to clearly present a context-based empirical frame-of-reference as
suggested by Wohlin et al. (2012) (Section 3.3.1). The research questions targeted and
hypotheses tested in this empirical assessment are described in section 3.3.2. Software
systems are selected as cases and the rationale for their selection is discussed in section
3.3.3. Finally, the evaluation method, detailing the evaluation measures used and data
collection and analysis methods employed to deal with each of the defined hypotheses,
are described in section 3.3.4.
3.3.1 Empirical Frame-of-Reference
To classify the empirical design, we control for factors identified by Razzaq et. al. in
FLT evaluations (Razzaq et al., 2018). Two major factors are described - goal-based
classification of FLTs and evaluation criteria applied:
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1. Feature Location Goals - The goals of FLTs are broadly classified into the following
two categories (Razzaq et al., 2018):
(a) Near-full feature location: Here the goal is to locate the full-extent of the source
code implementing a feature (for example, identifying the full scope of a feature
to be enhanced, or to define the different variants in a software system when
moving to micro-services or a software product line (Kästner et al., 2014)).
This goal has implications for estimation and resource allocation;
(b) Foothold-of-feature location: Here the goal is to identify any single point-of-
entry into the feature (a single source code element) as a “foothold”, for exam-
ple to begin debugging or impact analysis (Poshyvanyk et al., 2012; Roveg̊ard
et al., 2008).
2. FLTs Evaluation Criteria: FLTs have been assessed using various objectives. How-
ever, effectiveness is the predominant objective, as suggested by (Shin et al., 2012)
and (Dit, Revelle, Gethers and Poshyvanyk, 2013; Razzaq et al., 2018). Based on
the specific evaluation goals of FLTs, effectiveness can be measured by two aspects
(Shin et al., 2012):
(a) Relevance: Precisely separating feature-related code from non-related code.
(b) Rank : Ranking of the retrieved feature-related source code elements on the
ranked-list.
Importantly, assessing an FLT with both of these effectiveness aspects combined is
also a common practice in evaluation (Cleary et al., 2009; Mahmoud and Niu, 2015;
Zamani et al., 2014). Therefore, we will assess FLTs with respect to both effectiveness-
based aspects and a composite (henceforth to be called relevance-rank criterion), using
several commonly-employed metrics.
Research Objective
In this section, the defined empirical frame-of-reference is expanded to encompass the ob-
jective of this research. Our objective is to perform an exploratory assessment of baseline
techniques for each goal of feature location with respect to the different effectiveness-based
criteria of evaluation.
Specifically, the overall research objective can be divided into two:
1. Near-full Objective: Assess all baseline techniques for the near-full feature location
goal.
2. Foothold Objective: Assess all baseline techniques for the foothold feature location
goal.
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With the near-full feature location goal, a user is normally interested in coverage
analysis, where output of an FLT is assessed on the portion of the feature retrieved (Shin
et al., 2012). Here an FLT can be assessed for both of the effectiveness-based criteria;
i.e. how effective the FLT is by precisely separating feature relevant code from irrelevant
code, and how effective it is in ranking the relevant source code elements highly on the
retrieved list. Four evaluation measures were used to assess this (see Section 3.3.4.1).
An FLT that highly ranks at-least one feature related element is considered as more
effective when the goal is to locate a foothold of a feature. Hence, to assess the baseline
techniques with respect to the foothold location goal, we employed the effectiveness-
based criteria of ranking relevant (potentially foothold) source code elements highly on
the retrieved list, using MRR as our measure (See Section 3.3.4.2).
3.3.2 Research Questions
We propose the following research questions to assess the baseline techniques:
• RQ1. Do the different baseline implementations of the same IR models perform
differently for foothold and for near-full feature location goals?
• RQ2. What are the better baseline implementations of each IR model for foothold
and for near-full feature location goals?
• RQ3. How do all the baseline techniques perform, relative to each other, for foothold
and for near-full feature location goals? Which are the overall-best baseline tech-
niques for both feature location goals?
• RQ4. Initial analysis of the results suggested that the performance of the FLTs
depended on the individual characteristics of the systems/benchmarks to which
they were applied. Hence a post-hoc research question assesses if differences in
systems significantly impacted on FLT performance?
To further refine the research questions, we derive the null hypotheses to be tested in
this empirical study. In order to represent these null hypotheses in a generic format, we
employ the following nomenclature:
1. The IR-Models are referred to as IR-MX, where X can stand for VSM, LSI and
LDA;
2. The three sets of Baseline Techniques, representing the baseline implementations




3. For each set of Baseline Techniques BTX, the individual elements in the sets are
referred to as BTXa, BTXb...;
4. All the Baseline Techniques, regardless of the IR-M they implement, are referred
to as BTa, BTb...;
5. The evaluation measures employed are referred to as E1-5;
6. The case studies are referred to as C1-12;
For RQ1, we tested whether the implementations belonging to an IR model (three in
total), differs significantly from other implementations, of the same model, for each case
study (twelve in total), for each evaluation measure (five in total). Thus one hundred
and eighty hypotheses were tested in this regard. The following then, is the general null
hypothesis that reflects RQ1:
For each IR-MX, for each case study C1-12 for each evaluation measure E1-5,
each BTXa will perform similarly to all other BTXs;
That is, RQ1 assesses each implementation of an IR model for similarity. In contrast
RQ2 assesses whether any implementation of an IR model significantly outperforms the
other implementations of the same IR model and relates their magnitude of differences.
Thus, implementations of an IR model are pairwise tested and related in terms of effect
size for each of the twelve case studies employing all of the five evaluation measures. The
following is the generalized null hypothesis:
For each pair of baseline techniques in BTX, for each case study C1-12, for
each evaluation measure E1-5, BTXa will not significantly outperform BTXb
Next, to measure the relative performance of all baseline techniques, we measure the
difference in performance over all seven baseline techniques, for all four case studies.
Thus, in answering RQ3, we pairwise-tested all of the baseline techniques for each case
study and each evaluation measure. The following is the generalized null hypotheses:
For each pair of baseline techniques, for each case study C1-12, for each eval-
uation measure E1-5, BTa will not significantly outperform BTb
In testing this category of hypotheses, and indeed RQ2, for each goal of FL, a base-
line technique is considered to significantly outperform another if it is found to perform
significantly better than the other baseline technique for the majority of cases.
Finally, to understand if software systems and their associated benchmarks impact on
the relative performance of techniques, the following null hypotheses were retrospectively
tested:
For each E1-5, if BTa significantly outperforms BTb on CX then BTa will
significantly outperform BTb on CY
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3.3.3 Case Studies
Case studies, while providing in-depth insights, can make comparison across FLTs diffi-
cult. On the other hand, controlled experiments focus more on breadth of analysis, but
might fail to control for the abundant extraneous variables that exist in the evaluation of
FLTs (Ali et al., 2013; Bassett and Kraft, 2013; Cataldo et al., 2009; Dit et al., 2011; Dit,
Revelle and Poshyvanyk, 2013; Panichella et al., 2016; Poshyvanyk et al., 2006; Razzaq
et al., 2018; Shin et al., 2012; Thomas et al., 2013; Wang and Lo, 2014). They can also
manifest as unreal, controlled situations which obscure the natural behaviour of FLTs
(Easterbrook et al., 2008).
To simultaneously focus on depth (case-study) and width analysis, and to move to-
wards a more standardized selection of the systems that provide trusted benchmarks,
we adopted a multiple-case study design over carefully selected systems in this empirical
assessment.
Case studies presented in FL literature range from very ambitious and well-organized
studies in the field (Kagdi et al., 2013), to smaller, more toy-like examples (illustra-
tions) (Chen and Rajlich, 2000). Additionally, as suggested by Wohlin et al. (2012), the
adaptable nature of “case study” research-design allows the accommodation of different
research methods in it. To clarify, in the context of this study, we define the case-study
context as:
“ an in-depth assessment performed on a non-sample software system. The
employed software systems should be well-established systems, not just toy
examples, where the features have their full (or nearly full) extent identified in
the source code. This can be used as a benchmark in evaluating the location
of features (Razzaq et al., 2018)”
In this section, we present the systems we studied and rationalize their selection. We
required all selected systems to share the following characteristics:
1. Open source: To ensure the replicability of our case studies.
2. Publicly accessible Issue Tracking System (ITS) and Version Control System (VCS):
An ITS is a repository where developers (and users, in the case of publicly available
systems) can report bugs or place feature-requests for a software system. When de-
velopers fix the filed bug or change features against a feature-request they update
the status of the bug or feature-request in the ITS and store information on the
source code elements updated during this process in a VCS. The process of report-
ing bugs or feature-requests in an ITS, and then acquiring the added, removed or
changed source code elements, against them, from a VCS is known as re-enactment
and, is one of the ground-truths used to create feature location benchmarks. In
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addition, we required the selected software systems to have ITS and VCS reposi-
tories publicly available to acquire the reported bug reports, feature-requests and
code changes. During re-enactment bug reports/feature-requests can be used as a
replacement for possibly subjective queries developed by researchers and the code
changes, a proxy for feature locations (Mills et al., 2017).
3. More reliable ground-truth: Numerous benchmarks to validate the results of FLTs
have been presented in FL literature. In previous work, we identified twenty-nine
studies where they make their benchmarks publicly available (Razzaq et al., 2018).
The majority of those benchmarks (twenty-four) are solely created through a single
ground-truth. However, establishing a representative ground-truth is still a chal-
lenging and debatable subject (Tóth et al., 2010; Ye et al., 2016). To address this
issue, researchers suggested either to employ multiple sources of ground-truths in
the benchmark creation process (Hill et al., 2015) or select a set of source code ele-
ments which are commonly declared as benchmark elements by multiple researchers
(Martinez et al., 2018). Hence, we required the benchmarks to be unambiguous;
i.e. commonly accepted by researchers (Razzaq et al., 2018) or strengthened with
triangulation: That is, there must be more than one ground-truth (Mills et al.,
2017).
4. Appropriate granularity : Coarse-level (e.g. file-level) granularity of the
benchmark elements requires additional effort by the developer to locate the exact
feature-related elements (Chochlov et al., 2017; Kagdi et al., 2013), whereas ultra
fine granularity (e.g. each line of a program) is unusual in studies. Therefore, for a
software system to be selected as a case study in this empirical assessment, it must
have a benchmark at method level (Eaddy et al., 2008) or one that can be easily
converted into one at method level, where developers require less effort to locate
the exact feature-related source code element (Chochlov et al., 2017).
5. Different System types : To address a typical concern with case-study research (gen-
eralizing its results) selected software systems should have diverse context parame-
ters like project size, age of the system, application domain, type of issue tracking
and version control systems. In this research, a system is considered to large,
medium or small if that comprises-of more than 100K, 100-50K or less than 50K
lines of code, respectively. We consider a system to be old if developed before 2010
and new if developed after 2010.
In addition to the above characteristics, we purposefully preferred to select software sys-
tems that have been employed in previous FLT evaluation studies to facilitate backward
comparability of our results to the body of existing knowledge. We selected twelve soft-
ware systems which meet the above criteria, from a list of 272 software systems applied in
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FLT evaluations (Razzaq et al., 2018). Table 3.2 presents the selected software systems
and lists their diverse characteristics. Two of the systems are now discussed in fuller
detail, to elaborate on types of ground-truths/benchmarks employed in this study.
3.3.3.1 ArgoSPL
ArgoUML1 is one of the most frequently studied software systems in feature location
(Razzaq et al., 2018) and is extensively used by the extractive Software Product Line
(SPL) adoption community (Martinez et al., 2018).
(Martinez et al., 2018)2 have presented a feature location benchmark that uses the
source code base of ArgoUML and ArgoUML variants. They leveraged the conditional
compilation directives available in the ArgoUML SPL (Martinez et al., 2018) as an unam-
biguous and common ground-truth to generate this benchmark over the family of systems.
These directives, like in C/C++, indicate to the pre-processor whether the delimited code
fragment should be passed to the compiler or not. Hence, it enables full-extent definition
of features and their cross-cuttings. (Martinez et al., 2018) annotated these directives
and provide a script to extract the respective source code implementations of 8 features
and 15 cross-cutting features in ArgoUML. A cross-cutting feature is the set of source
code elements shared by more than one feature. Hence, the feature set of the ArgoUML
SPL comprises a collection of loosely coupled functional and cross-cutting features (Couto
et al., 2011). The spread of a large code base over several cross-cutting features make it
a challenging benchmark for feature location (Martinez et al., 2018).
Specifically, the benchmark contains a total of 23 feature to source code mappings
corresponding to 8 loosely coupled features, 13 pair-wise feature cross-cuttings (the set
of source code elements shared by two features), 1 three-wise feature cross-cutting (the
set of source code elements shared by three features) and 1 feature negation (the set of
source code elements not existing in the set of features). In these 23 feature-mappings,
the benchmark has a total of 439 and 44 directly used and, 388 and 871 indirectly
referred-to, classes and methods, respectively. To keep the granularity homogeneous in
this assessment, we extracted all methods from the classes where the class was determined
to be feature-related.
The list of features have already been described in the literature (Martinez et al.,
2018). To eliminate any potential bias caused by queries formulated by users, these de-
scriptions have been used as test queries (Martinez et al., 2018) in this research. To
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3.3.3.2 Rhino
Rhino1 implements a formal specification: the ECMAScript Standard. (Eaddy et al.,
2008) reverse engineered the specifications of version 1.5R6 to derive its benchmark (fea-
ture to code mappings2 ). To verify the accuracy of the benchmark they employed a
“prune dependency” rule. In prune dependency, a source code element is considered as
related to a feature if it should be removed or altered, without affecting other features,
when that feature is pruned. In this way, the prune dependency rule allows a direct
partition of the software system into nuanced features, at the cost of intensive effort. To
aid program understanding during the process of source-code-to-feature mapping using
prune dependencies, (Eaddy et al., 2008) relied on project documentation, source code
comments, code navigation and search tools, change history comments, and unit tests.
For the purpose of formulating non-subjective test queries, (Eaddy et al., 2008) also
provide the feature-requests and bug reports assigned to source code elements using a
re-enactment process. We employed their bugs-and-feature-requests mapping to further
buttress/triangulate their benchmark: reverse engineering verified by prune dependency
analysis, buttressed by re-enactment. This reduced the number of features when the asso-
ciations disagreed3. Finally, their presented benchmark was of relatively fine granularity
(i.e. field and method level): To keep the evaluation design homogeneous in this study,
we consider method level granularity only.
3.3.3.3 Other Systems
Most of the other systems employed in this study are the commonly used systems in
FLT evaluation literature (Bassett and Kraft, 2013; Binkley et al., 2015; Dit et al., 2015;
Eisenbarth et al., 2003; Mahmoud and Bradshaw, 2015; Panichella et al., 2016; Thomas
et al., 2013), for which a method-level benchmark exists, as suggested in the recent survey
of the field (Razzaq et al., 2018). The benchmarks for these systems are created using a
re-enactment process (Dit, Holtzhauer, Poshyvanyk and Kagdi, 2013; Just et al., 2014),
except for Mylyn and iBatis which, like the Rhino benchmark, used prune dependency
and document mining (Hill et al., 2015), (Eaddy et al., 2008).
The online repository presents the material4 used in our research, including feature-
related benchmark elements and test queries gathered, as described above. Additionally,
the online repository also includes the implementation of the baseline techniques, de-
scribed in section 3.2.3. Furthermore, it includes the intermediate results for all of the
employed evaluation measures obtained in the assessment of the baseline techniques.
1http://www.mozilla.org/rhino
2http://www.cs.columbia.edu/ eaddy/concerntagger/






We compared the results of baseline techniques by comparing the sorted (ranked) list of
the source code elements obtained from them for the two FLT goals outlined. In this
research, we employed the commonly used evaluation measures for each goal, as suggested
by Razzaq et. al. (Razzaq et al., 2018).
3.3.4.1 Evaluation Measures: Near-full Feature Location
Relevance Evaluation Criteria - Evaluation of FLTs in the past have been conducted by
measuring recall and precision on retrieved results (Ali et al., 2013; Antoniol et al., 2002;
Borg et al., 2014; De Lucia et al., 2011; Gethers et al., 2011; Heck and Zaidman, 2014;
Mahmoud and Niu, 2015; Marcus and Maletic, 2003; Shin et al., 2012). Recall measures
the accuracy of retrieved results whereas precision measures the extent to which only
accurate results are retrieved.










Precision alone fails to measure the coverage of the results, i.e. finding all of the
feature-related elements, by ignoring not retrieved feature-related elements. Recall, by
ignoring the incorrectly retrieved elements, fails to assess ranked-listing with lots of (dis-
tracting) false positives. Hence, to assess how precisely baseline techniques achieve nearly
full FL with high accuracy, we deploy both of these measures.
Sometimes recall and precision are irreconcilable with respect to each other (Ali et al.,
2013; Shin et al., 2012). “F-Measure” is another measure which gives a high value only
in the case that both recall and precision values are high. It is a harmonic mean of recall
and precision and is defined as follows:
2× |Recall × Precision|
|Recall + Precision|
(3.4)
This chapter employed all three measures, each having values in the range [0, 1].
Baseline techniques normally retrieve all of the source code elements of the software
system in the ranked-list even if their relevancy to the test query is zero (Binkley et al.,
2015; Zhou et al., 2012). In such cases, recall is always 100% and precision is always
equal to the total feature-related elements over the total number of elements retrieved in
109
3. AN EMPIRICAL ASSESSMENT OF BASELINE FEATURE
LOCATION TECHNIQUES
the ranked-list (i.e. the total source code elements of the software system) (Poshyvanyk
et al., 2007). Hence, precision and recall are not appropriate measures when assessed
against the whole ranked list.
To address this issue, empirical studies have defined a threshold relevancy-score (Ali
et al., 2013) or suggested selecting the top K elements (Antoniol et al., 2002) to measure
precision and recall values. However, this practice still does not guarantee size-free as-
sessment because such a threshold still favours or works against features having more or
less feature-related source code elements than the threshold numbers, respectively (Shin
et al., 2012). Additionally, variability in relevancy-score per technique and, even, per
query could also be very high (Shin et al., 2012). Therefore, we used relative values
instead of absolute values, as suggested by (Shin et al., 2012), when evaluating near-full
feature location. In doing so, for each feature, we measure the precision and recall values
at the top 10 cut-points equal to size multiples of the benchmark elements related to that
feature.
Relevance-Rank Evaluation Criteria - Mean Average Precision (MAP) is the most fre-
quently used evaluation measure to assess the relevance-rank criteria in the FL literature
(Razzaq et al., 2018; Shin et al., 2012). Average Precision(AP) measures the extent to
which an FLT places correctly retrieved elements towards the top of the ranked-list by
calculating the precision value at each position of the ranked-list where there is a relevant
entry and then averaging those values. MAP, on the otherhand, measures the mean of






r=1 (P (r) ∗ isRelevant(r))
|RelevantElementsq|
(3.5)
where r is the rank position of a retrieved source code element in the ranked-list
containing retrieved results ofN such elements. Given a query q, isRelevant(r) is a binary
function assigning 1 to the rank position r if it contains a feature-related source code
element and 0 otherwise. P (r) is the function that computes precision after truncating the
list immediately below the ranked position r. In this way, MAP assigns a higher precision
score to feature-related elements at the top of the ranked-list (where the denominator is
small) compared to the feature-related elements at the bottom (where the denominator
is larger).
Note that “AP” is quite different from the “precision” measure. Precision is a single-
value measure based on the whole list of source code elements returned by the technique.
However, for a ranked sequence of source code elements, it is desirable to also consider
the order in which the correctly returned elements are presented, which is what AP
measures: a developer would typically have to scan source code elements in the list,
presumably starting from the first one, until the relevant source code element is found.
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Since MAP measures the rank of accurate elements retrieved, it is used to simultaneously
assess FLTs for their relevance-rank for the goal of near-full feature location in this study.
3.3.4.2 Evaluation Measures: Foothold Feature Location
The recall and the precision of results begin to be less important when the goal is to
locate one feature-related element. Ranking measures that rank at the top of the ranked
list becomes more influential, because they reduce unnecessary effort for the developer
who vets the retrieval results. To perform this type of assessment, (Poshyvanyk et al.,
2007) initially defined an effectiveness metric that measures the rank of the first feature
related element. This metric essentially represents the effort required by the developer
in terms of the number of entities he would have to view before finding the first feature-
related element (Poshyvanyk et al., 2012). However, the Mean Reciprocal Rank (MRR)
is a more intuitive measure of higher ranks because it essentially puts the measure of
Poshyvanyk et al. (2012) as the denominator, resulting in MRR being higher when the
first feature-related element is at the top of the list and lower when the first relevant
element is further down in the list. In addition, MRR is also a predominant choice in
existing FLT evaluations when foothold location seems to be the goal (Lukins et al., 2010;
Razzaq et al., 2018). While Reciprocal Rank(RR) measures the reciprocal of the rank
position of the first feature-related element found in the ranked-list retrieved as a result
of an FLT, MRR measures the mean of the reciprocal ranks over a set of test queries.








Where rankq is the rank position of the top feature-related element calculated against
a test query q from a set of queries Q. In this way, MRR assesses the FLTs for best case
analysis in ranking one feature-related element (i.e. the foothold of a feature) towards
the top of the ranked-list.
3.3.4.3 Data Collection Method
The overall data collection process is described as a formal procedure (see Algorithm
1). This facilitates a more effective automation process and reproducibility of our case
study analysis for other researchers. The input to the procedure is a software system S,
a technique to evaluate T , and certain configuration settings Ω for the technique T . The
outputs produced by this process are the vectors representing the scores of each employed
evaluation measure. The overall process, comprising of three phases, is discussed below.
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Data Preparation - The process is initiated by parsing the source code of each software
system S at method level granularity, resulting in a list of all methods E from S. To
accomplish this step, we applied a static program analysis to obtain the program model.
We used the JDT API to obtain the Abstract Syntax Tree (AST) model of the program,
and then extracted the source code elements (methods) from this AST model.
Next, the set of extracted methods E and the set of queries Q were pre-processed
before execution of the FLTs. Considering the significance of empirical-settings in terms
of its impact on FLTs performance, we applied the best identified empirical practice in
this execution step, as discussed in section 3.2.5. Specifically, identifiers and comments
were both used to represent the source code elements whereas, title and description of
feature-requests and bug reports are used to formulate the test queries. To pre-process
the queries and corpus, all three major steps identified as having a positive impact on
the FLTs performance; i.e. splitting identifiers, stop-word removal and stemming, were
performed. In splitting the identifiers step, we combined camelCase and samurai (Dit
et al., 2011) splitting techniques. For example, we split “myMethod,” “my Method”
and “my-method” into two isolated terms: “my” and “method.” For stop-word removal,
we used the common English terms list provided by (Dit et al., 2015) while presenting
their reproducible framework for FLTs. In addition, we eliminate the non-literals and
frequently used keywords (e.g. “if,” “else”) in the java language, in the spirit of (Biggers
et al., 2014) and (Thomas et al., 2013). Finally, to stem the terms, we used the Porter
stemmer(Porter, 1980) implementation in apache Lucene1.
The pre-processed documents (queries and methods) are then converted to a standard
representation used in IR-based FLTs (Rubin and Chechik, 2013), i.e. a term document
matrix. Two such matrices, ME and MQ were created for each of the document sets E
and Q, respectively. In ME, rows correspond to methods in S and columns correspond
to the methods terms (i.e. the corpus vocabulary), whereas in MQ, rows correspond to
test queries belonging to S and columns correspond to the query terms (i.e. the query’s
vocabulary).
Technique Execution - In this phase, for each query q in the query set Q belonging
to the software system S, we executed technique T , under configuration settings Ω, to
find a relevancy score for all the source code elements E to q. To accomplish this,
technique T was iteratively executed given each row of MQ (corresponding to a query) to
retrieve all rows of ME which finally produced a relevancy matrix MEQ. In MEQ each row
corresponds to a query and each column corresponds to a source code element (method),
whereas the value in each cell of MEQ represents the relevancy score for each query to




















(Thomas et al., 2013), (Dit, Holtzhauer, Poshyvanyk and Kagdi, 2013)




(Dit, Holtzhauer, Poshyvanyk and Kagdi, 2013)
LDA Gensim
number of topics: 200-500, α: 1,
iterations: 1000
(Corley, Damevski and Kraft, 2015), (Beard et al., 2011)
R LDA
number of topics: 200, α: 1,
iterations: 1000
(Biggers et al., 2014), (Lukins et al., 2010)
Gibbs LDA
number of topics: 200,
α: 0.5-1, β: 0.1,
(Zhou et al., 2012), (Panichella et al., 2013)
RELEV ANCY SCORE() is a general method passed with an instance of the base-
line technique T and its configuration Ω, in addition to the source code elements and
query. The baseline technique could be any of the eight techniques (i.e. VSM-Lucene,
VSM-Matlab, VSM-Tracelab, LSI-Gensim, LSI-Matlab, LDA-Gensim, LDA-R and LDA-
Gibbs) discussed in section 3.2.3. In fact, all baseline techniques were employed in the
studies. Ω is the frequently used configuration proven as best practice in producing better
results as discussed in section 3.2.5. Table 3.3 specifically lists the selected configuration
for each of the baseline techniques and the examples of the studies which identified those
configurations. Implementations of all baseline techniques are also provided in the repli-
cation package1.
Data Collection - The final phase is the data collection phase where ranked lists of
source code elements against each query are created. These ranked lists are then assessed
with evaluation measures inferred by the assessment frame-of-reference of FLTs discussed
in Section 3.3.1. The phase is initiated by relevancy score based sorting of source code
elements in the MEQ matrix, obtained in the technique execution step. Such a sorting
creates a query-wise descending order sorting of source code elements in each row of MEQ,
hence each row represents a ranked-list of source code elements retrieved against each
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Algorithm 1: Data Collection Method
Input : S=Software System, T=Technique, α=Configurations, Q=TestQueries
Output: Precision@K, Recall@K, MRR, MAP
//Data Preparation Phase
//Retrieved method level source code elements for software system S
E ← GETMETHODS(S)
// apply best practiced pre-processing steps on E
E ← BESTPRACTICE PREPROCESSOR(E)
// apply best practiced pre-processing steps on Q
Q ← BESTPRACTICE PREPROCESSOR(Q)
// obtain term document matrix for E
ME ← TERM TO DOCUMENT (E)
// obtain term document matrix for Q
MQ ← TERM TO DOCUMENT (Q)
//Technique Execution Phase
foreach query mq ∈MQ do
//Go through each source code element in software system S foreach element
me ∈ME do
// produce a relevancy matrix




//produce ranked-lists of E against each query
MEQ ← SORT (MEQ)
//Initialize evaluation measures
Recall@K ← 0, P recision@K ← 0, ReciprocalRank(RR)←
0, AveragePrecision(AP )← 0
//Go through the all of ranked-lists of E against each query in Q
foreach ranked list rq ∈MEQ do





























To measure the recall and precision at cut-points relative to the size of features under
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investigation, we determined the size of each feature N . Then the values of recall and
precision were calculated at the first 10 cut-points equal to the 10 multiples of N. These
recall and precision values were stored in vectors named “Recall@K”, “Precision@K” and
“F-Measure@K” in algorithm 1, respectively. To measure the MRR and MAP, values of
Reciprocal Rank(RR) and Average Precision(AP) were calculated for each ranked list rq
and then averaged over the number of queries in Q. Finally, this process was repeated for
all the instances of S (all software systems) and all instances of techniques T (all baseline
techniques).
3.3.4.4 Statistical Analysis Method
To eliminate the risk of sample error, empirical assessment is undertaken on nearly com-
plete sets of features in our selected case studies. However, to understand the underlying
data distribution of selected feature sets responsible for such findings and to measure the
statistical significance of our findings, (which potentially extends our work to other sim-
ilar systems and new features in these systems in the future), we performed a statistical
analysis on the results obtained.
Since, different implementations of the baseline techniques have been matched to each
feature (each member of the data), we exploited paired statistic techniques to determine
whether the performance difference of each baseline technique is statistically significant
or occurred by chance alone.
In the case of normally distributed data, we exploited a paired t-test where there are
two comparison groups and an “ANOVA” test where the comparison groups are more
than two. Where the distribution of data was found to be non-normal, we leveraged the
“Wilcoxon signed-rank” test in the case of two comparison groups and, in the case where
there are greater than two comparison groups, the Friedman test was applied.
To verify the normality of the data, we used the “Shapiro-Wilk W” test which tests
the null hypothesis, checking that the sample is drawn from a normally distributed pop-
ulation. To reject the null hypothesis in any of the selected paired tests, we accept a
probability of 5% of committing a Type-I-error (i.e., α < 0.05). To measure the effect
size, in order to find the magnitude of difference, for parametric analyses we used Cohen’s
d. The effect size can be considered negligible for |d| < 0.2, small for 0.2 < |d| < 0.5,
medium for 0.5 < |d| < 0.8, and large for |d| > 0.8. These thresholds are those suggested
by (Kampenes et al., 2007). Regarding non-parametric analyses, we employed the Cliff’s
Delta (δ) effect size. We judge the magnitude of the effect size by comparing it to four
thresholds suggested by (Romano et al., 2006). These thresholds can be summarized as
follows: negligible if |δ| < 0.147, small if 0.147 ≤ |δ| < 0.33, medium if 0.33 ≤ |δ| < 0.474,
and large if |δ| ≥ 0.474.
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Next we present the obtained results and discuss our findings in the context of each
of the defined research questions.
3.4 Results and Analysis
This section reports on the relative performance of baseline techniques in the evaluations.
This includes results for and analysis of VSM, LSI and LDA baseline techniques for the
first research question, gathered for each of the case studies, and these are presented in
section 3.4.1. For one large, medium and small system, we illustrate the results using
boxplots, as they provide a quick visual representation of median, upper and lower quartile
distributions, minimum and maximum values, and outliers. We further enhance the
boxplots to present the mean value analysis. After demonstrating the performance of
the implementations using box-plots, section 3.4.2, section 3.4.3 and 3.4.4 present the
results gathered for research question 2, research question 3 and research question 4,
respectively. Finally, section 3.4.5 summarizes the results and proposed answers to the
research questions.
3.4.1 Performance Variation of Different Implementations
3.4.1.1 VSM
Near-Full Feature location Goal - Figure 3.3 shows the recall, precision, F-measure
and average precision for the Lucene, Matlab and Tracelab VSM implementations, applied
to each of the three case studies (software systems) selected from different sizes. In the
case of recall, precision and the f-measure, the boxplots in the figure plot the averaged
values of the initial 10 cut-points. The full set of results for each cut-point are provided
in our online repository. Dot points and horizontal lines through each boxplot represent
the mean and median of the averaged values, respectively.
Even though the difference between systems dwarfs other differences, the difference in
performance of VSM implementations is still visible from Figure 3.3 on each system. The
median, mean, and best performances differ for each implementation on each case study
and the differences between the mean and median values are considerable. Their quartile
distributions also differ significantly. As an example, consider the recall dispersion in
ArgoSPL: the mean of the recall values averaged for the 10 cut-points (named Mean
Recall@K) are 0.281, 0.189 and 0.232. The median values are 0.209, 0.128 and 0.172, and
the best values are 0.933, 0.761 and 0.770 for Lucene, Matlab and Tracelab, respectively.
This suggests that the choice of implementation for VSM model can have a large effect
on the performance of a baseline technique.
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Figure 3.3: VSM Performance for Near-full Goal of Feature Location
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Figure 3.4: VSM Performance for Foothold Location Goal
Foothold Location Goal - Figure 3.4 displays MRR results for each case study.
Clearly, the mean, median, best values, and distribution of results in the boxplot are
quite different from one implementation to the others, even within systems. As an ex-
ample, consider the differences for Lucene, Matlab and Tracelab VSM for ArgoSPL with
respect to mean (0.174, 0.090 and 0.090), median (0.022, 0.013 and 0.018) and best values
(1, 0.5 and 1).
3.4.1.2 LSI
Near-full Goal - Figure 3.5 plots the recall, precision, f-measure and MAP results of
two LSI-based implementations (i.e. Matlab and Gensim) over the same three systems.
Again, it is evident that the results differ over LSI implementation, within each case
studies. Consider iBatis for example: The Matlab implementation has higher quartile
distributions than the Gensim implementation. Similarly, the mean and median values
tend to be higher in the Matlab implementation, and these trends are visible across the
three systems.
Foothold Location Goal - Figure 3.6 visualizes the distribution of MRR results for
Matlab and Gensim implementations of LSI. Regarding the quartile distributions, again
there would seem to be a difference between the two: Matlab would seem to perform
better than Gensim in all three case studies. In the case of median value analysis,
Matlab performs at-least as well as Gensim, but usually better. In best value analysis,
Matlab performs better or similar to Gensim for ArgoSPL and iBatis whereas in the case
of jEdit, they perform similarly.
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Figure 3.5: LSI Performance for Near-full Goal of Feature Location
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Figure 3.6: LSI Performance for Near-full Goal of Feature Location
3.4.1.3 LDA
Near-full Goal - Figure 3.7 displays the recall precision, f-measure and MAP disper-
sions of the three implementations of LDA for the three selected case studies. Consistent
to the other IR models, LDA dispersions differ significantly across the case study sys-
tems, but in this case the differences seem inconsistent. Again differences across LDA
implementations, but within systems, are also apparent from the box-plots.
Foothold Location Goal - Figure 3.8 displays MRR dispersion for Gensim, R and
Gibbs. Similar to the other boxplots, the figure shows the different distributions across
LDA techniques within systems, but that these differences are not always in the same
direction across systems.
3.4.1.4 Differing Performance of Different Implementations
Table 3.4 presents the p-values for each of the hypotheses derived from research question
1 with respect to VSM, LSI and LDA.
Table 3.4 is partitioned horizontally into three parts where each part presents the
analysis results for each IR-model. Every row in the table presents the hypotheses results
of a case study in terms of the p values for the performance difference assessed under RQ1,
for all five evaluation measures. It can be seen from the p values in the rows that they
are less than 0.05 (shown in bold) in the majority of the case studies for the majority of
evaluation measures. This means that, we can successfully reject the null hypotheses that
baseline techniques belonging to the same IR-model perform similarly for the majority of
these evaluation measures in the majority of the case studies presented. Hence, the exact
implementation of the IR technique should be referred to when reporting FLT evaluations.
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Figure 3.7: LDA Performance for Near-full Relevance Goal of Feature Location
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Figure 3.8: LDA Performance for Foothold Location Goal
This finding is true for eleven of the twelve case studies, but implementations applied to
Mylyn do not seem to differ significantly.





Recall Precision F-Measure MAP MRR
VSM
ArgoSPL 0.001 0.014 0.014 0.003 0.019
Derby 0.000 0.001 0.000 0.000 0.000
Eclipse 0.000 0.000 0.000 0.000 0.000
ArgoUML 0.000 0.000 0.000 0.000 0.000
jEdit 0.000 0.000 0.000 0.000 0.000
Math 0.071 0.439 0.001 0.000 0.000
muComman 0.000 0.000 0.000 0.000 0.000
JabRef 0.002 0.001 0.001 0.000 0.000
Lang 0.000 0.000 0.000 0.000 0.000
Rhino 0.000 0.000 0.000 0.000 0.000
iBatis 0.006 0.010 0.010 0.000 0.000
Mylyn 0.192 0.337 0.492 0.462 0.478
LSI
ArgoSPL 0.004 0.014 0.010 0.001 0.715
Derby 0.012 0.015 0.015 0.000 0.000
Eclipse 0.655 0.655 0.655 0.009 0.034
ArgoUML 0.052 0.042 0.038 0.002 0.005
jEdit 0.000 0.000 0.000 0.000 0.000
Math 0.440 0.767 0.678 0.671 0.516
muComman 0.000 0.000 0.000 0.000 0.000
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JabRef 0.001 0.001 0.001 0.000 0.001
Lang 0.055 0.040 0.509 0.091 0.073
Rhino 0.000 0.000 0.000 0.000 1.000
iBatis 0.211 0.156 0.156 0.000 0.000
Mylyn 0.300 0.233 0.211 0.326 0.412
LDA
ArgoSPL 0.006 0.014 0.014 0.000 0.000
Derby 0.001 0.000 0.001 0.000 0.000
Eclipse 0.044 0.687 0.368 0.110 0.028
ArgoUML 0.000 0.000 0.000 0.000 0.000
jEdit 0.000 0.000 0.000 0.000 0.000
Math 0.019 0.019 0.019 0.013 0.028
muComman 0.000 0.001 0.000 0.000 0.000
JabRef 0.001 0.001 0.001 0.000 0.000
Lang 0.527 0.527 0.044 0.000 0.000
Rhino 0.000 0.000 0.000 0.000 0.000
iBatis 0.001 0.000 0.000 0.000 0.000
Mylyn 0.538 0.672 0.459 0.009 0.307
3.4.2 Better-performing Implementations of each IR-model
Table 3.5 presents the hypotheses results for pair-wise analysis of the different implemen-
tations of the each IR-model, assessed under RQ2. Each row presents the effect-size for
the hypotheses tested for all five evaluation measures. Arrow symbols in the table are
used to indicate the increase or decrease of the first mentioned technique over the other.
Embolding is used to demark significance. As an example consider the ArgoSPL system,
and the embolded (0.656 ↑) in the Lucene-over-Matlab row under the recall column. It
indicates that Lucene performed significantly better than Matlab with an effect-size of
0.656 which is large according to Romano et. al. (Romano et al., 2006). Likewise, the
“↓” symbol used in Matlab-over-Tracelab under the precision column indicates Tracelab
performed better than Matlab with a medium effect-size.
In the pair-wise analysis of the implementations belonging to VSM, in 138 out of
180 comparisons, the implementations differed significantly. Specifically, in 120 compar-
isons where Lucene compared with other implementations, 97 cases are significant. Of
those cases, Lucene outperformed the others in 94 cases while the others out-performed
Lucene in only three cases. Of the 44 cases where it differed significantly to Matlab
it outperformed it 43 times and was outperformed by Matlab only once. When it was
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specifically compared to Tracelab it significantly outperformed it 50 times and was outper-
formed only twice. While these results also suggest an impact of system and measurement
choice, overall the Lucene implementation of VSM is better performing than the other
two implementations over the vast majority of these evaluations.
In the case of LSI, implementations differ for only 36 of the 60 cases where the Matlab
implementation was found to be significantly better than Gensim 31 times and Gensim
outperformed Matlab significantly only 5 times. While less consistent than VSM Lucene,
the results suggest that the Matlab implementation performed significantly better more
often than the Gensim implementation.
On pair-wise analysis of LDA implementations, it is evident from the table that the
Gibbs performance was significantly different to the Gensim or R implementations in 96
out of the 120 hypotheses. Of those 96 hypotheses, Gibbs outperformed Gensim or R
only 22 times, whereas in the other 74 cases Gibbs was outperformed by the others. So it
seems, on average, to be slightly weaker than the other two LDA implementations. The
performance of the other LDA-based techniques (Gensim and R) is mixed. For example,
only 19 of the 60 cases comparing the performance of Gensi and R implementations
differed significantly. Out of those 19, Gensim outperformed R in 14 cases. Thus, it is
very hard to decide the best implementation of LDA for (or regardless of) a specific FL
goal, with the likelihood being that its relative performance keeps varying in each case
study. Similarly, the situation is also not very clear when compare VSM implementations
other than Lucene (i.e. Matlab with Tracelab): in 41 of the 60 cases Matlab and Tracelab
differ significantly. In 24 of these, Matlab outperformed Tracelab whereas in 17 Tracelab
outperformed the Matlab implementation. In these cases, the results seem to be more
system specific than anything else.
Finally, since FLTs should ultimately be evaluated by goal, it is interesting to analyse
Table 3.5 by FL goals. In terms of near-full FL, Lucene outperforms the others 79/96
times and is only outperformed twice (precision and recall on Commons-Math and Rhino,
respectively). With respect to gaining a foothold in the code to the feature Lucene
outperforms the others 18/24 times and is never outperformed by the others. In most
of these cases, Lucene outperformed the others with large to medium effect-sizes. This
evidence suggests that, if you are looking at either of the two FL goals, you should look
to VSM-Lucene as the best-of-breed baseline technique implementing the VSM model.
Considering the FL goal type differences for LSI, Matlab outperforms Gensim 25
out of 29 times in terms of near-full feature location and 6 out of 7 times in terms of
foothold location goal.These are fairly consistent findings where Matlab and Gensim differ
(although they only differ significantly in 60% of cases).
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3.4 Results and Analysis
Results of the LDA-based techniques are mixed for both FL goals. Gensim and R
differ only 17 times with respect to the near-full goal, where Gensim outperformed R for
13/17 times. In the case of foothold location Gensim and R differ only 2 times where
Gensim outperformed R in one case and R outperformed Gensim in another. However,
Gibbs performed less well in both goals: 20/77 times in near-full FL whereas 2/19 times
in terms of foothold location goal.
3.4.3 Relative Performance of Baseline techniques
This section presents the relative performance differences between the baseline techniques.
To find the performance differences, results of all baseline techniques in terms of mean
values for each evaluation measure, are compared to find the percentage of increase or
decrease with respect to the mean values of other baseline techniques.
Table 3.61 presents the percentages for all evaluation measures. The table should be
read from left to right. For example, consider the precision row in the ArgoSPL study.
It shows that VSM Lucene performed 20.2% better than VSM Tracelab, VSM Tracelab
performed 13.5% better than LSI Matlab, and LSI Matlab performed 4.3% better than
VSM Matlab. The former two are significant, as shown by the bolded text, but the
latter is not. Note that the table shows significant difference only with respect to the
subsequent technique. For example, in the recall row under iBatis,the difference between
LDA Gibbs and VSM Lucene is significant, whereas all the remaining adjacent pairs are
non-significant. It is evident from the table that VSM Lucene outperformed the majority
of the other techniques in nine of the twelve case studies. In Mylyn this trend was also
evident but not to a significant degree, while in Derby (one of the nine) LDA Gibbs out-
performs VSM Lucene for two of the five evaluation measures. Indeed, LDA Gibbs out-
performed VSM Lucene for four evalution measures on iBatis also. LSI Matlab seemed to
performed better for both of the FL goals on muCommander and recall on Rhino. These
relative performance percentages could plausibly be employed towards cross-comparison
of FLTs when employing a homogeneous empirical design. For example, in the ArgoSPL
study, VSM Lucene performed 38% better than VSM Matlab with respect to precision.
Then, in a homogeneous empirical design for precision, if a novel FLT “A” performed 10%
better than VSM Lucene and another FLT “B” performed 5% better than VSM Matlab,
then “A” could be considered to perform approximately 43% better than “B”.
3.4.4 Impact of Software System
Probably the most startling finding, across the result set of the research questions is the
impact of the software systems under study. For example VSM Lucene, while outperform-
1VsL=VSM Lucene, VsM=VSM Matlab, VsT=VSM Tracelab, LsM=LSI Matlab,
LsG=LSI Gensim, LdG=LDA Gensim, LdR=LDA R, LdGi=LDA Gibbs
129
3. AN EMPIRICAL ASSESSMENT OF BASELINE FEATURE
LOCATION TECHNIQUES
ing other baselines for the majority of the evaluation measures for 10 out of 12 systems, is
outperformed by LSI Matlab in mu commander for each evaluation measure. Likewise,
when applied to iBatis, it was outperformed by LDA Gibbs in four of the evaluation
measures (three significantly).
Another example concerns LSI Mathlab. It performed relatively well across evaluation
measures in 10 of the 12 system, ranking between 1.2 and 3.8 in terms of relative technique
performance. However, in Derby it was the worst-performing technique across evaluation
measures and in Eclipse its average technique ranking, across the evaluation measures
was 7.4 (out of eight).
Likewise the box-plots derived from our results often suggested system-specific trends.
For example figure 3.3 suggests that feature location using VSM IR techniques is gen-
erally easier on jEdit, slightly less easy on ArgoSPL and more difficult on iBatis, across
evaluation measures. Finally, if looked at by system, Mylyn is the only system on which
performance differences of baseline techniques are not statistically significant for nearly
all of the evaluation measures emlpoyed (see Table 3.5).
Consequently, Table 3.7 re-presents the scores of evaluation measures, by software
system. Scores are found to differ significantly across systems with a p-value < 0.050.
Boldface values are the best values of each technique for each system using each evaluation
measure. It is clearly visible from this table that the performance of the baseline tech-
niques varies more from case study to case study than from technique to technique. For
example, consider the recall scores. The difference of the performance for VSM Lucene
between Rhino and Eclipse is 0.751 whereas the difference between the best (LSI Matlab)
and worst FLT’s (VSM Lucene) performance on Rhino, using the same measure is just
0.045. Similarly, the largest performance difference between two FLTs on a system (jEdit)
is 0.352, whereas largest performance difference of an FLT (LSI Matlab) between two sys-
tems is 0.796. These findings are mirrored throughout the table, implying that software
systems (and their associated benchmarks) have characteristics that can more strongly
impact on the performance of the FLTs than the FLTs themselves.
Another important observation from Table 3.7 is that, in line with our observations
from the boxplots, there seems to be a near-ranking across systems where FL seems to be
easier on some systems than on others. For example, the evaluation scores for Rhino seem
consistently higher than jEdit, which in turn seem consistently higher than Mylyn, iBatis
and then Eclipse. As these variations patterns are similar across evaluation measure,
it implies that only the characteristics of the software systems/benchmarks are causing
these patterns.
130





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3. AN EMPIRICAL ASSESSMENT OF BASELINE FEATURE
LOCATION TECHNIQUES
3.4.5 Proposed Answers to the Research Questions
RQ1 : Do the different baseline implementations of the same IR models perform dif-
ferently for foothold and for near-full feature location goals?
Proposed Answer : Figures 3.3-3.8 and Table 3.4 suggest that different implementa-
tions of each IR model (VSM, LSI and LDA) performed differently and that these dif-
ferences were substantial. Thus, FLTs compared with even identically-named techniques
are non-comparable and, this suggests that the exact implementation of the employed
baseline technique should be referred to while reporting FLT studies.
RQ2 : What are the better baseline implementations of each IR model for foothold
and for near-full feature location goals?
Proposed Answer : It is evident from Table 3.5 that, overall, VSM Lucene tended
to outperform other implementations of VSM. These results are less emphatic in the
case of Commons-Math, muCommander, Rhino, and iBatis, particularly with respect to
VSM Matlab, and in Mylyn there are no significant differences. But overall, its probably
fair to declare VSM Lucene as the best performing technique for near-full and foothold
feature location.
With respect to LSI, LSI Matlab performs significantly better than LSI
Gensim for the near-full feature location goal for seven of the twelve systems (see Table
3.5). But this was not found for Commons-Math, Commons-Lang, iBatis, Mylyn or
ArgoUML, even though the (non-significant) trend was in the same direction (favouring
LSI Matlab over LSI Gensim). However, in the case of Derby, LSI Gensim performed
better than LSI Matlab.
Table 3.5 presents a more mixed picture for the remaining techniques: VSM
Lucene does seem to outperform VSM Matlab and VSM Tracelab but no real distinction
can be made between VSM Matlab and VSM Tracelab. Finally, with respect to LDA,
we found that LDA implementations perform different to each other. However it is very
difficult to declare an implementation better than the other considering their performance
variations on different systems. Even the worst performing LDA Gibbs was the best
performing in the case of iBatis. As has been already suggested, all these findings are
declared with the caveat that the software system has a strong impact on the performance
of baseline techniques.
RQ3 : How do all the baseline techniques perform, relative to each other, for foothold
and for near-full feature location goals? Which are the overall-best baseline techniques
for both feature location goals?
Proposed Answer : In a large majority of cases, VSM Lucene was found to outperform
all other baseline techniques for both goals of FL. Hence, it should probably be employed
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as a comparator when researchers compare their FLTs with one baseline technique. Fi-
nally, the relative rank of baseline techniques, presented in Table 3.6, can be employed
towards the cross-comparison of FLTs using homogeneous empirical designs to this study.
RQ4 : Initial analysis of the results suggested that the performance of the FLTs de-
pended on the individual characteristics of the systems/benchmarks to which they were
applied. Hence a post-hoc research question assesses if differences in systems significantly
impacted on FLT performance?
Proposed Answer : Table 3.7 shows that, for these techniques and systems at least,
performance of the FTLs varies more from system to system than from FLT to FLT.
The table also shows that the systems often impacted on the performance of FLTs in
a consistent manner. For example, it seems easier to FL in Rhino than Eclipse using
IR techniques. This impact on the performance of the FLTs would seem to be caused
by differences of the systems/benchmarks, as the impact direction is not aligned with
different evaluation measures.
3.5 Discussion and Cross-comparison of FLTs
This section discusses the results obtained in the study and the extent to which the
software systems under study impact on the performance of the FLTs evaluated. This
leads to a scoping of the results obtained here and this scoping is presented. Finally, a
comparison framework for empirical evaluations of FLTs is discussed.
3.5.1 Empirical Basis for FLTs Evaluation
Comparison across FLT Evaluations - The study shows that even identically named
techniques, belonging to the same IR model, perform differently and often the differences
are substantial. For example, consider the list of relative performances on the ArgoSPL
case study, presented in Table 3.6: The differences between the best and worst performing
implementations of LSI for recall, precision, f-measure, MAP and MRR are 27.0%, 29.4%,
29.3%, 57.3% and 83.9%, respectively. The differences between the implementations of
other IR models is similarly diverse.
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3. AN EMPIRICAL ASSESSMENT OF BASELINE FEATURE
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It should be acknowledged however, that, in the case of topic models, this may be
partially due to the effect of different configurations used to fine tune the different im-
plementations of LSI and LDA (Biggers et al., 2014; Corley, Damevski and Kraft, 2015;
Lukins et al., 2008; Thomas et al., 2013). But in the case of the algebraic model (VSM),
all the implementations studied here combined TF-IDF with the cosine similarity function
to build a VSM model. This shows that some differences (at least) are based on inherent
factors in the implementation; for example differences between the internal algorithms
used to build a term-to-frequency matrix. This observation is particularly important
given the ranking of (the algebraic model) VSM Lucene across implementations.
In summary, in order to cross-compare FLTs, IR models offer objective and repro-
ducible solutions to the FL problem, in the form of baseline techniques. However, actual
differences in the results of baseline technique implementations belonging to the same IR
model illustrate the importance of having an exactly-the-same ‘compare-to’ implementa-
tion for evaluations. Razzaq et. al. (Razzaq et al., 2018) showed that 43% of the FLTs
they reviewed in their SLR of the field were compared using VSM, LSI or LDA, but were
compared against different or not-specified implementations of these techniques. In com-
bination with that paper, the findings presented here suggest that apparent comparability
across the techniques in the field may be more limited than previously anticipated.
Reproducability of FLTs - Recently, reproducability has been one of the hotly de-
bated issues in software engineering research (Collberg and Proebsting, 2016; Dit et al.,
2015; Juristo and Gómez, 2012; Martinez et al., 2018; Scanniello et al., 2015; Shull et al.,
2008; Thomas et al., 2013). The findings presented here also suggest that a holistic
description of algorithms and partial disclosure of their important attributes might not
be sufficient to reproduce an FLT. In addition, reproducibility by non-compilable source
code alone has been questioned in the past, as such source code does not guarantee the
ability to generate an identical FLT (Bassett and Kraft, 2013; Binkley et al., 2015); a
problem noted by (Collberg and Proebsting, 2016). Therefore, for an FLT to be counted
as reproducible, we argue that the paper presenting it should make available and refer to
the executable or compilable source code.
Performance of IR Models with respect to FL Goals - This study assessed
baseline techniques using the most commonly employed evaluation measures in the field,
for near-full and foothold FL. Figure 3.9 combines the results of the evaluation measures
for each FL goal and presents an overview of the total number of times a baseline technique
performed significantly better or worse than the remaining baseline techniques over the
twelve systems. The line from a baseline technique to the “baselines vertex” in the centre
of the figures, shows the number of times that technique performed significantly better
than the other baseline techniques, whereas a dotted line from the “baselines vertex” to
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Figure 3.9: Number of Times each Baseline Technique Outperformed/being
Outperformed-by other Baseline Techniques for each FL Goal
a baseline technique shows the number of times the other baseline techniques performed
significantly better than the pointed-to baseline technique. It should be noted that the
maximum number an edge could have is 336 for near-full feature location (four measures
* twelve systems * seven compared-to techniques) and is 84 for foothold feature location
(one measure * twelve systems * seven compare-to techniques). From this figure a ranked
list of baseline techniques can be derived.
Near-Full FL Goal: VSM Lucene > LSI Matlab > VSM Tracelab
> VSM Matlab > LDA Gensim > LDA R > LSI Gensim > LDA Gibbs
Foothold Location Goal: VSM Lucene > VSM Matlab > LSI Matlab
> LSI Gensim > LDA R > VSM Tracelab > LDA Gensim > LDA Gibbs
Overall, the performance of algabraic models generally fares better than other IR mod-
els, particularly with respect to near-full feature location. This implies that the lexical
space between feature queries and the implementation of the feature better encompasses
the near-full FL problem than current term-proximities, or terms-to-topics probabilities,
which are at the core of LSI and LDA (see section 3.2.2), respectively.
In several earlier FL studies, where two or more FLTs were compared, it was suggested
that VSM performs better than other IR models (Mahmoud and Niu, 2015; Thomas et al.,
2013; Wang et al., 2011; Zhou et al., 2012). However, other studies from the literature
contradict this finding in favour of LSI (Antoniol et al., 2002; De Lucia et al., 2011). In the
study presented here, both sets of findings are echoed: VSM Lucene typically performs
significantly better than LSI Matlab but there are occasions (specific measures for specific
systems) where the difference between the two is not significant and other occasions where
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LSI Matlab significantly outperforms VSM Lucene (see for example mu commander in
Table 3.6 where LSI Matlab outperforms VSM Lucene for every measure). Hence the
contradictory results in previous studies are unsurprising, in that system heterogeneity
has the potential to alter the rankings considerably.
There is one important note to be made regarding LDA for feature foothold location
and LDA R specifically: Its performance on feature foothold location is much better than
on near-full FL. For example, for the systems presented in Figure 3.8, its Mean Recip-
rocal Rank (MRR) generally lies above the one-third distribution of results, performing
similarly to VSM and LSI (see Figures 3.4 and 3.6). This shows that the LDA R base-
line technique normally locates one feature-related element in the upper quartile of the
ranked-list positions, similar to the other FLTs. Interestingly, studies which used LDA R
for FL (Bassett and Kraft, 2013; Binkley et al., 2015; Corley, Damevski and Kraft, 2015;
Zhou et al., 2012) mostly employed MRR as their evaluation measure (Binkley et al.,
2015), suggesting that knowledge of this alignment between LDA and the foothold fea-
ture location goal is already implicit amongst the community of researchers. But this is
the first research that gives an explicit empirical basis to this implicit knowledge. Such
goal-based differences in baseline techniques suggest that baseline techniques should al-
ways be separately assessed for foothold and near-full FL goals.
3.5.2 Impact of Candidate Software System
The impact of the software system is one of the most startling, if post-hoc, findings of
this study. For example, consider the performance of techniques for recall, precision,
f-measure, MAP and MRR for small systems in Table 3.7: VSM Lucene, LSI Matlab,
LSI Gensim, LDA Gensim and LDA R generally performed better on Commons-Lang
whereas VSM Matlab, VSM Tracelab and LDA Gibbs generally performed better on
iBatis. Considering the medium sized systems, VSM Lucene, VSM Tracelab, LSI Gensim,
LDA Gensim and LDA Gibbs performed better on JabRef, whereas VSM Matlab, LSI Matlab
and LDA R performed better on muCommander, for all of the evaluation measures. A
similar pattern can be found in the Derby-Eclipse pair for large systems. These per-
formance variations are mostly consistent across evaluation measures, which implies that
there must be another factor at play. Given the consistent configurations of the FLTs and
the homogeneous empirical design, the only independent variables which could have im-
pacted on FLTs’ performance in such a way are the subject systems and their associated
benchmarks.
An important observation from Table 3.7, is that the performance of all baseline
techniques tend to vary in the same order across systems i.e. Rhino > ArgoSPL >
jEdit > JabRef > muCommander > ArgoUML > Mylyn > Commons-Math > iBatis >
Commons-Lang > Derby > Eclipse. In some cases this is very emphatic: every evaluation
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measure for every baseline technique scores better on Rhino than on ArgoSPL. In some
cases it is less emphatic: techniques applied to ArgoSPL outperform those applied to
jEdit in recall, precision and F-Measure for all but two baseline techniques, but this is
reversed for MAP and MRR.
Several characteristics of these case studies might have impacted the baselines’ per-
formance. For example, the table hints that size of the system may be a partial factor:
Techniques applied to Eclipse and Derby, the two largest systems, performed worst, while
techniques applied to the mid-sized systems seemed to rank in the middle. But techniques
applied to ArgoSPL, another large system, performed 2nd best. Likewise of the small
systems, techniques applied to Rhino performed best, but techniques applied to the other
three small systems tended to be quite low down the rankings.
Another interesting, and possibly related, observation is that the performance of base-
line techniques did not significantly differ in most cases for Mylyn. A possible reason may
be that the Mylyn codebase is the smallest (482 methods) and the techniques differ more
on larger systems. This suggestion is supported by the fact that iBatis and Commons-
Lang, other smaller-sized systems, have a similarly tight distribution across results.
The average number of source code elements comprising a feature in the benchmarks
might also have an effect on technique performance: the largest average number of source
code elements per feature across our systems are 665 and 436 in Rhino and ArgoSPL re-
spectively. Techniques applied to these two systems performed best and 2nd-best overall.
Feature size probably reflects the number of meaningful lexicons that can be searched for
in the code - a characteristic suggested by Chochlov et al. (2017) as an important indica-
tor of IR technique effectiveness. However, feature-size by itself is probably not sufficient,
given that other large features may have source code who’s meaningful lexicons overlap
with the meaningful source code lexicons of the searched for features in highly coupled
code.
More generally, in the vein of system characterization and FLT performance, we revisit
the literature to look at system characteristics that have been shown to have some impact
on FLT performance in the past:
1. Studies have shown that size of the software system (e.g. number of total source
code elements) and complexity of its components can affect FLTs (Eaddy et al.,
2008).
2. Coupling and cohesion between the elements related to the features have also been
shown to have an impact on some FLTs (Kagdi et al., 2013; Revelle et al., 2011;
Wilde et al., 2001).
3. The proportion of meaningful identifier names has been noted as increasing the
performance of textual FLTs in several studies (Bassett and Kraft, 2013; Dit, Revelle
and Poshyvanyk, 2013).
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4. Likewise, for a number of textual FLTs, the amount of comments has been shown
to increase their performance (Chochlov et al., 2017).
5. Several characteristics of the software life cycle (e.g. code churn (Thomas et al.,
2013) or code ownership (Diaz et al., 2013)), have been found to impact on FLT
performance (Diaz et al., 2013; Kagdi et al., 2013; Kim et al., 2013; Thomas et al.,
2013; Wang and Lo, 2014; Ye et al., 2016).
6. “Structures” are frequently used in the C language but rarely used in Java. Such
differences in source code constructs between different languages have been shown
to have some impact on the performance of FLTs (Saha et al., 2013; Wang et al.,
2011).
7. Many FLTs leverage structural information (e.g. inheritance) to enhance FLTs
(Bassett and Kraft, 2013; Dit, Revelle and Poshyvanyk, 2013; Revelle et al., 2011;
Saha et al., 2013; Wang and Lo, 2014). Such program-structural information also
differs across programming languages (Revelle et al., 2011; Wilde et al., 2001) and
may impact the FLT.
This literature, and the findings from this study, suggest that looking more closely
at software systems’/benchmark characteristics will be an important FL agenda in the
future. Not only will it facilitate cross-comparison of FLTs, but it may also allow prac-
titioners select the appropriate FLTs for their systems. To do so researchers will need to
identify and evaluate system/benchmark characteristics that impact on FLTs and adopt
empirical materials that test across the range of these characteristics.
3.5.3 Forming a Common Baseline Assessment Matrix
This chapter performed an assessment of the relative performance of baseline techniques
towards cross-comparison of FLTs, as argued by Razzaq et al. (2018). Originally the aim
was to find the best performing baseline FLT and relative rankings of baseline FLTs across
systems and FL goals. But, given the huge variance of results across systems, this did not
prove possible. Instead the core contribution of this chapter is better contextualized as
providing a comparison across baseline techniques, for each of a number of open system-
benchmark pairs.
Figure 3.10 presents the resulting framework. At the centre of the figure is the “Base-
line Relative Performance Matrix” where baseline techniques are compared against each
other on the set of software systems utilized here, and their associated data sets (Figure
3.10, right-hand-side). Given the baseline matrix, a novel FLT can be evaluated against
these data-sets (Figure 3.10, left-hand-side) using the empirical design espoused here and,
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Figure 3.10: A Framework to Rank FLTs
by default, be assessed against all the baseline techniques currently in the matrix. Like-
wise all novel FLTs that are compared against this data set, using the empirical design
espoused here, can be compared against each other, allowing researchers and practitioners
a more holistic comparison across techniques, albeit on a limited selection of systems.
Forward Compatibility by the Framework - As time goes by, the research com-
munity can work to expand the matrix to address the limitation of the data-set. When
more systems with high-quality benchmarks become available, researchers can evaluate
the baseline techniques against the new systems, creating a new column in the matrix.
Additionally, as new baseline techniques are provided, researchers can evaluate them
against the systems already in the matrix, generating a new row in the matrix. And, as
the matrix expands, it is envisaged that it will provide a rich environment for hypotheses
regarding the interplay between system/benchmark characteristics and FLTs.
For example, an enlarged matrix can help to find sets of techniques (A) that perform
better for sets of systems and sets of techniques (B) that perform better for other system.
Then researchers can find how the characteristics of these sets-of-systems differ. This will
ultimately help researchers to derive more nuanced benchmarks for FL and help move
research towards “FLT-recommender” systems based on existing system characteristics.
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3.6 Threats to Validity
3.6.1 Construct Validity
Benchmark Creation - The main construct validity issue in FLT evaluation is the
benchmark against which the FLTs are compared. In this case, the benchmarks had high-
quality indicators: They were either commonly acccepted by the research community,
provided by humans, system configuration directives or buttressed by triangulation/re-
verse engineering. But, even then, none of these practices guarantee an absolutely correct
feature location set. Indeed, several expert developers highly familiar with the selected
case studies, might each produce a different benchmark for the same feature. In addi-
tion, when certain types of dependencies are employed (e.g. prune dependencies) there
is the possibility that other relevant dependencies (like database dependencies, XML file
dependencies) are missed during the benchmark creation process. Likewise, information
can be missing from re-enactment data-sets. For example, some of the links between
bug-reports/feature requests and their fixing commits may be missing from CVS reposi-
tories. Given the size of the data-sets, we did not manually check that those links were
complete.
Data Collection - The precision, recall and f-measure measures employed were based
on the guidelines by (Shin et al., 2012). However, selecting a percentage of elements,
relative to the feature size is a heuristic approach that probably doesn’t reflect real-world
practice. In addition, rank-based measures (e.g. MRR) only provide a proxy for effort in
feature foothold location when, in reality, developers can often skim through the ranked-
list. But these measures have frequently been adopted by previous studies in the field and
are recommended in Razzaq et al. (2018) for full feature location and feature foothold
location respectively.
3.6.2 Internal Validity
Query Designing - Involving actual developers in the query-building process might
improve the quality of queries by leveraging the naming conventions they use when writing
code, for example when naming variables, methods and classes. Although we employed
external data-sets (benchmarks and queries) used by several studies (e.g. (Poshyvanyk
et al., 2012)), bug-reports and feature-requests automatically extracted from online repos-
itories may not accurately reflect developer queries when searching for a feature.
Configuration and Normalization - Configuration of the baseline techniques (weights,
α, β and number of topics parameters) and data-set normalization options (e.g. stem-
ming of source code and queries (Binkley et al., 2015)) could impact on the performance
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of FLTs. We employed the commonly-used, empirical-best-practice, verified for thou-
sands of different settings, for each of the three baseline models, towards configuration of
baseline techniques and normalization of the data-set (Biggers et al., 2014; Moreno et al.,
2015; Thomas et al., 2013). However, as discussed earlier, individual FLT’s performance
might also be impacted by other settings not yet fully explored, e.g. the size of queries
and the size of the system. This will be a target of our future work.
Reproducibility - We used open implementations of the baseline techniques. However,
these techniques comprise of multiple built-in functions which are combined by writing
short scripts. A replicator may combine the functions in a different order that might
impact on their reproducability. To address this issue, we provide the complete scripts
used to implement the baseline techniques in this study. We further validated the repro-
ducibility of baseline technique implementations by comparing the results with previous
studies. For example, the MRR score of LSI Matlab, for jEdit4.3, in (Dit, Revelle and
Poshyvanyk, 2013) was matched with the MRR score of the LSI Matlab implementation
used in this experiment, also on jEdit4.3. (Both were 0.18).
Result Calculations - The relative performance (percentage of the difference) between
the baseline techniques is calculated after rounding the values to three decimal points for
scores of evaluation measures. Relative performance calculated using different numbers of
decimals might change the results slightly. Researchers interested in checking the results
with a different number of decimals are invited to use the intermediate results provided
with this research.
3.6.3 External Validity
Selection of Software Systems - Case studies provide indepth insights, whereas
controlled experiments tend to focus on generality (Easterbrook et al., 2008). To simul-
taneously focus on depth and generality analysis we adopted a multiple-case study design
in this empirical assessment. To evaluate relative performance, all features (data points)
from diverse case studies, are combined towards generalizing the findings, but ultimately
only on open-sourced, java systems, developed using the Object-Oriented (OO) paradigm.
This is by no means representative of all types of systems. More systems, taken from
different domains, languages and paradigms would further improve the generality of this
work, as would a greater number of Java, open-sourced and proprietary systems. This is
particularly true given the diversity of results across systems noted in the results.
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3.7 Conclusion and Future Work
The vast numbers of FLTs proposed imposes difficulties for practitioners when deciding
on the appropriate technique to employ for a given software maintenance task and for
researchers when trying to identify the state-of-the-art techniques on which to build. We
argue that only by relative comparison against open, standard baseline techniques, under
common evaluation measures, and standard empirical-design conditions, will researchers
begin to identify the high-performing FLTs in the field. In order to facilitate this compar-
ison, this chapter empirically assesses baseline FLT techniques against each other, using
a set of high-quality system-benchmark pairs.
It formally defines an empirical design based on making explicit and standardizing
several confounding factors. These include discriminating between different FLT goals
and employing standardized evaluation measures against defined benchmarks for those
goals. The FLT evaluation carried out employed the defined empirical design and per-
formed twelve case studies to assess eight baseline techniques. The aim was to investigate
whether different implementations belonging to baseline IR models perform differently
and to identify the best implementation for each IR type. Later, in order to facilitate
cross-comparison between FLTs, relative performance across all of the baseline techniques
was also investigated. The following findings have been garnered from this work:
1. Different implementations of identically named baseline techniques perform differ-
ently in each empirical design, as characterized by different FL goals and evaluation
criteria. This casts doubt on the cross-comparison of existing FLTs when compared
with implementations of identically-named baseline techniques.
2. VSM-Lucene and LSI-Matlab are found to perform better than other implementa-
tions of VSM and LSI respectively, with the caveat that choice of software system
may significantly impact their performance.
3. Overall, VSM-Lucene is found to be the best performing FLT for each FL goal in
most of the case studies. Hence, we propose that VSM Luecene be used as the
default state-of-the-art baseline technique for comparison against newly proposed
FLT techniques.
4. System effects dwarfed FLT effects in the results obtained. Additionally, there was
a near-consistent ordering, across systems, in terms of the effectiveness of all the
FLTs trialled, suggesting that some systems are more feature-location friendly than
others, regardless of the approach employed. We hypothesize that this may be to
do with feature/system size but that this needs further, directed exploration.
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5. Rating factors, in percentages, that relate the performance of baseline techniques
on the system-benchmark pairs were derived for the empirical design employed.
These can be used to cross-compare the FLTs and ultimately provides a framework
within which new and existing FLTs can be compared with less effort. Additionally
this framework can be extended to new system-benchmark pairs, and provides the
opportunity to gain insight into system characteristics that may impact on FLT
performance.
We hope to extend this work to non-IR FLTs, by obtaining executable versions of several
structural, dynamic and historical FLTs. These will then be assessed against the existing
baseline techniques, using the system-benchmark pairs and the empirical design described
here. In addition, we intend to keep searching for good candidate system-benchmark pairs
that can be incorporated into, and expand, the framework.
Given the likelihood that different software system or features characteristics strongly
impact on the performance of FLTs, we plan to target identifying these characteristics.
This will facilitate selection of common system-benchmark pairs that not only provide
trusted benchmarks, but also provide coverage over the relevant system characteristics,
thus improving knowledge of the generality of the results obtained. Initial steps in this
regard include studying the differing system characteristics in the Baseline Relative Per-
formance Index, particularly for systems that have produced widely different results for
the baseline techniques. Likewise, in expanding the set of baseline techniques assessed
(to structural, dynamic and historical FLTs) this system-characteristics work can be ex-
tended to those techniques. Finally, in expanding the matrix with new system-benchmark
pairs, the intention is to widen the data-set to a wider selection of system, ideally resulting
in wider insights on FLT evaluation variations.
3.8 Conclusion and Future Work
The vast numbers of FLTs proposed imposes difficulties for practitioners when deciding
on the appropriate technique to employ for a given software maintenance task and for
researchers when trying to identify the state-of-the-art techniques on which to build. We
argue that only by relative comparison against open, standard baseline techniques, under
common evaluation measures, and standard empirical-design conditions, will researchers
begin to identify the high-performing FLTs in the field. In order to facilitate this compar-
ison, this chapter empirically assesses baseline FLT techniques against each other, using
a set of high-quality system-benchmark pairs.
It formally defines an empirical design based on making explicit and standardizing
several confounding factors. These include discriminating between different FLT goals
and employing standardized evaluation measures against defined benchmarks for those
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goals. The FLT evaluation carried out employed the defined empirical design and per-
formed twelve case studies to assess eight baseline techniques. The aim was to investigate
whether different implementations belonging to baseline IR models perform differently
and to identify the best implementation for each IR type. Later, in order to facilitate
cross-comparison between FLTs, relative performance across all of the baseline techniques
was also investigated. The following findings have been garnered from this work:
1. Different implementations of identically named baseline techniques perform differ-
ently in each empirical design, as characterized by different FL goals and evaluation
criteria. This casts doubt on the cross-comparison of existing FLTs when compared
with implementations of identically-named baseline techniques.
2. VSM-Lucene and LSI-Matlab are found to perform better than other implementa-
tions of VSM and LSI respectively, with the caveat that choice of software system
may significantly impact their performance.
3. Overall, VSM-Lucene is found to be the best performing FLT for each FL goal in
most of the case studies. Hence, we propose that VSM Luecene be used as the
default state-of-the-art baseline technique for comparison against newly proposed
FLT techniques.
4. System effects dwarfed FLT effects in the results obtained. Additionally, there was
a near-consistent ordering, across systems, in terms of the effectiveness of all the
FLTs trialled, suggesting that some systems are more feature-location friendly than
others, regardless of the approach employed. We hypothesize that this may be to
do with feature/system size but that this needs further, directed exploration.
5. Rating factors, in percentages, that relate the performance of baseline techniques
on the system-benchmark pairs were derived for the empirical design employed.
These can be used to cross-compare the FLTs and ultimately provides a framework
within which new and existing FLTs can be compared with less effort. Additionally
this framework can be extended to new system-benchmark pairs, and provides the
opportunity to gain insight into system characteristics that may impact on FLT
performance.
We hope to extend this work to non-IR FLTs, by obtaining executable versions of several
structural, dynamic and historical FLTs. These will then be assessed against the existing
baseline techniques, using the system-benchmark pairs and the empirical design described
here. In addition, we intend to keep searching for good candidate system-benchmark pairs
that can be incorporated into, and expand, the framework.
Given the likelihood that different software system or features characteristics strongly
impact on the performance of FLTs, we plan to target identifying these characteristics.
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This will facilitate selection of common system-benchmark pairs that not only provide
trusted benchmarks, but also provide coverage over the relevant system characteristics,
thus improving knowledge of the generality of the results obtained. Initial steps in this
regard include studying the differing system characteristics in the Baseline Relative Per-
formance Index, particularly for systems that have produced widely different results for
the baseline techniques. Likewise, in expanding the set of baseline techniques assessed (to
structural,dynamic and historical FLTs) this system-characteristics work can be extended
to those techniques. Finally, in expanding the matrix with new system-benchmark pairs,
the intention is to widen the data-set to a wider selection of system, ideally resulting in
wider insights on FLT evaluation variations.
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Preface to Chapter 4
Results obtained in the evaluation carried out in Chapter 3 also suggested that sys-
tem/benchmark effects dwarfed FLT effects. Additionally, there was a near-consistent
ordering, across systems, in terms of the effectiveness of all the FLTs trailed, suggest-
ing that some systems are more feature-location friendly than others, regardless of the
approach employed. This directed us to hypothesize that this may be to do with fea-
ture/system characteristics and that this hypothesis needs further exploration.
This hypothesis, that the performance of the FLTs can be explained or controlled
by the features’ characteristics in the benchmark, is the focus of Chapter 4. Towards
understanding the impact of such characteristics, it presents a suite of feature metrics
that are hypothesized as partially controlling IR-based FLTs’ performance, holistically
across IR-based FLTs and individually on specific IR-based FLTs to different degrees.
Thus, this chapter moves towards the more standard selection of feature-sets towards a
fair and transparent comparison of FLTs, for different feature characteristics, and guides
further standardization of the empirical design for FLTs evaluation.
Towards FLTs’ performance cognizance of feature-set characteristics, we performed
full-feature location and foothold location analyses, employing all of the evaluation mea-
sures proposed in Chapter 2 (except F-Measure as it is the harmonic mean of precision and
recall, which are included in this analysis and F-Measure fails to measure the achieve-
ment of precision and recall goals individually by obscuring them). In addition, this
analysis only included the benchmarks which have been employed in at least 3% of the
FLTs’ studies reported in the systematic review. Those include the quality benchmarks:
ArgoSPL, Rhino, iBatis, Mylyn and the most commonly used benchmarks: jEdit 4.3,
JabRef 1.5, Eclipse 3.0, ArgoUML 0.22 and muCommander 0.8.5.
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A Feature-Set Metric Suite for
IR-based Feature Location
Technique Evaluation
Abstract: Feature Location (FL) is a core software maintenance activity that aims to
locate observable functionalities in the source code. Considering its key role in software
change, a vast array of Feature Location Techniques (FLTs) have been proposed. As this
array of FLTs evolves, and novel FLTs are introduced, the selection of an appropriate
FLT is an increasingly difficult problem. FL literature suggests that this problem is
aggravated by an extensive heterogeneity in the empirical design employed to evaluate
FLTs, in particular, concerned with the system studied and the associated feature set
employed in evaluations that may feed into conflicting findings across studies. An anal-
ysis of the existing FLT empirical studies suggests that these heterogeneities can have a
stronger impact on performance than the application of different FLTs. To understand
their impact, this chapter presents a suite of feature metrics that are hypothesized as
partially controlling FLTs’ performance, holistically across FLTs and impacting on the
individual IR FLTs to different degrees. In this chapter, we focus on Information Retrieval
(IR) based FLTs as these techniques are the most commonly adopted approaches to this
problem. To evaluate the presented suite, a controlled experiment was performed, using
878 features, to probe the relationship between the suite and FLT performance. The
impact relation assessment is extended by employing 41 other established source-code
metrics in software engineering as extraneous variables. Results of the empirical evalua-
tion suggest that the presented feature-metric suite helps indicate a substantial part of
the performance of IR-based FLTs and can impact different FLTs to different degrees.
Thus, this chapter moves towards the more standard selection of feature benchmarks
towards a fair and transparent comparison of FLTs, for different feature characteristics,
and guides standardization of the empirical design for FLTs’ evaluation.
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4.1 Introduction
Many software maintenance tasks mandate the location of the code that implements some
user functionality, for example, documentation, debugging, or evolving code (Cornelissen
et al., 2009; Robillard et al., 2004). Locating the observable functionalities in source
code is referred to as Feature location (FL) (Eisenbarth et al., 2003; Razzaq et al., 2018)
and because it has such a key role in the software change process (Dit, Revelle, Gethers
and Poshyvanyk, 2013), a wide range of Feature Location Techniques (FLTs) have been
proposed (Dit, Revelle, Gethers and Poshyvanyk, 2013). These predominantly rely on
source code structural analysis, textual analysis and increasingly hybrid techniques (Dit,
Revelle, Gethers and Poshyvanyk, 2013; Razzaq et al., 2018). this chapter focuses on
FLTs based on Information Retrieval techniques (IR-based FLTs), as reviews of the field
suggest that this is by far the most commonly adopted approach (Dit, Revelle, Gethers
and Poshyvanyk, 2013; Razzaq et al., 2018).
It is difficult to determine relative FLTs’ performance (Dit, Revelle, Gethers and
Poshyvanyk, 2013; Razzaq et al., 2018). For example, some studies suggest that the Vec-
tor Space Model (VSM) outperforms other techniques (Thomas et al., 2013), while oth-
ers claim that Latent Semantic Analysis (LSA) outperforms VSM (Marcus and Maletic,
2003). Others claim that Latent Dirichlet Allocation (LDA) outperforms both LSA and
VSM (Binkley et al., 2015). This suggests that uncharted factors, impacting FLTs per-
formance, are at play in these studies. Unfortunately, a large amount of heterogeneity
is prevalent in the evaluation of FLTs: Razzaq et al. (2018) study show that at over
60 different evaluation metrics have been used in such studies on at least 272 different
software systems with 235 different feature sets (benchmarks) for the evaluations.
this chapter focuses primarily on this heterogeneity in terms of the feature sets and
the possibility that the characteristics of those features control FLTs performance. In
addition, it assesses if these differing characteristics impact FLTs’ performance to different
degrees for individual FLTs. This contrasts with the implicit position in FLT evaluation
literature that the performance of an FLTs is a solo function of the FLTs themselves (Dit,
Revelle and Poshyvanyk, 2013; Eisenbarth et al., 2003; Poshyvanyk et al., 2009; Revelle
et al., 2011; Ye et al., 2016), and/or their configurations (Biggers et al., 2014; Dit, 2015;
Mills et al., 2017; Moreno et al., 2015; Thomas et al., 2013) and variations. That position
is partially based on the assumption that feature characteristics, which are not part of
the actual treatment, neither significantly control FLTs to cause their performance (Judd
et al., 1996) nor have any other strong impactful relation (Bolin, 2014; Judd et al., 2001)
with the observed performance.
However, the effect of feature characteristics is suggested by the results of empirical
studies which compare multiple FLTs using more than one benchmarks (Binkley et al.,
2015; Li et al., 2012; Mahmoud and Bradshaw, 2015; Mahmoud and Niu, 2015; Razzaq
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et al., 2019; Thomas et al., 2013; Wang and Lo, 2014). In these studies, the non-controlled
feature-characteristics often seem to dwarf the results of the independent variables under
study. Considering this, it seems that the selection of benchmarks should be standardized
by the feature characteristics that have some control or impact on FLTs performance,
and FLTs must be pitted against a range of feature types; features with different char-
acteristics, to ensure holistic evaluation. The first step in enabling that is to identify the
different characteristics of features that might impact FLTs’ performance. This should
include consideration of both the associated subject system and the input to the FLT
when searching for a feature’s location in that system.
As software engineering matures, the role of code characteristics, measured via soft-
ware metrics, has gained importance in understanding and controlling software engineer-
ing practices (Briand et al., 1999; Kitchenham, 2010). this chapter proposes a feature
metric suite that characterizes features towards overall FLT’s performance and individual
FLT performance (where different FLTs are impacted to different degrees).
To theoretically evaluate the presented suite, we discuss the FL aspects captured,
and how they may impact the FLTs’ performance. Then, to empirically evaluate our
suite, we employed a triangulation method that combines extrapolation and counterfac-
tual inferences (Cook et al., 2002). Extrapolation involves the inclusion of forty-one other
established code metrics (Catal and Diri, 2009; Kitchenham, 2010; Nuñez-Varela et al.,
2017) that focus more on the associated systems. To reaffirm the findings using counter-
factual inferences, the study used triangulation in terms of the FLT techniques and the
FLT performance measurements employed (Seltman, 2012).
The contribution of this research is that it moves towards explaining IR-based FLTs’
performance in relation to feature characteristics. This will, ultimately, allow a more stan-
dard selection of systems and feature benchmarks cognisant of their impact on FLT per-
formance, that will not only address comparability but will also greatly improve generality
knowledge in the field: that is, it will provide a stronger theoretical base for the process of
building hypotheses by more clearly understanding what factors can cause or control per-
formance. A replication package, which includes the intermediate results obtained in the
study, and implementations of FLTs and benchmarks, is available through web-resource:
https://www.lero.ie/research/datasets/feature_location/featuremetrics.
The remaining sections of the chapter are as follows: Section 4.2 presents FL in
overview and describes the theoretical and empirical basis of FLTs evaluations. Then,
Section 4.3, presents a proposed feature-metric suite, relates it to possible performance
aspects of IR-based FLTs and evaluates them using established validation properties.
Later, Section 4.4, presents the research questions and details the empirical designs used
to answer each question: Results against each research question are presented in Section
4.5. Then, Section 4.6 discusses the results and enumerates the lesson learned from the
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findings. Threats to validity of this study are discussed in Section 4.7. Finally, conclusions
and future work are presented in Section 4.8.
4.2 Related Work
4.2.1 Overview and Background
A feature is an observable system functionality that can be triggered by users (Eisenbarth
et al., 2003). The task of feature location (FL) then is to locate source code elements
related to a specified feature (Dit, Revelle, Gethers and Poshyvanyk, 2013). This activity
is intrinsically associated with software maintenance and evolution, which frequently
mandate the location of a feature’s code to document, configure, add, remove, debug or
improve on some functionality (Razzaq et al., 2018).
4.2.1.1 Classification of FLTs
FLTs can be classified by two distinguishing factors. Analysis type is the most commonly
used factor, classifying the FLTs into textual, structural, historical and dynamic types
(Dit, Revelle, Gethers and Poshyvanyk, 2013). Textual analysis presumes that the com-
ments and identifier-names in the source code encode feature-related domain knowledge
and can be exploited using textual searches (Biggers et al., 2014; Kagdi et al., 2013; Mills
et al., 2017). The structural analysis allows developers to identify the extent of the fea-
tures (Revelle et al., 2011) by following data or control-flow dependencies, typically from
a known feature-related source code element (Eddy et al., 2018; Li et al., 2012). In his-
torical analysis, feature-related code elements are identified by leveraging re-enactment
artifacts (Kim et al., 2013; Wang and Lo, 2014; Ye et al., 2016). Here relationships like
co-change and change descriptions are leveraged to help in FL. For example, if an element
in a commit is known to be feature-relevant, other elements in that same commit might
also be candidates for that feature. Finally, in dynamic analysis, the feature is exercised
and traced at execution time (Cornelissen et al., 2009). More recently, to compensate
for the limitations of individual analysis types (Gethers et al., 2011; Kästner et al., 2014;
Panichella et al., 2016), FLTs have moved towards refining those approaches or leverag-
ing a combination of the approaches (Antoniol et al., 2002; Dit, Revelle and Poshyvanyk,
2013; Gethers et al., 2011; Kagdi et al., 2013; Kim et al., 2013; Li et al., 2012; Poshyvanyk
et al., 2012; Revelle et al., 2011; Wang and Lo, 2014; Ye et al., 2016). These latter FLTs,
based on combinations of existing techniques, are referred to as hybrids (Dit, Revelle and
Poshyvanyk, 2013; Wang and Lo, 2014).
The second important distinguishing factor, even though seldom explicitly described
in the literature, is the goal of the FLTs: either towards obtaining an initial foothold
location in the code (Dit, Revelle, Gethers and Poshyvanyk, 2013) or near-full feature
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location (Razzaq et al., 2018). When a developer is interested in locating a single code
element entry-point into the feature, possibly to begin impact analysis or debugging,
then the goal of the FLT can be considered foothold location. Conversely, if developers
are interested in identifying the full extent of the feature (for example, to identify feature
variants between different versions of a system along its product line (Kästner et al.,
2014)), then the goal of FLT is near-full feature location. Given that this classification
impacts on FLTs evaluation, (Razzaq et al., 2018) suggest that the assessment of FLTs
for both goals should be considered separately.
4.2.2 FLTs Evaluation
4.2.2.1 Empirical Evaluation Components
Usually, FLTs are empirically evaluated by case studies or experiments (Dit, Revelle,
Gethers and Poshyvanyk, 2013; Razzaq et al., 2018). To characterize the empirical de-
sign of FLTs in such evaluation methods, (Dit, Revelle, Gethers and Poshyvanyk, 2013)
proposed the software system (under investigation), the evaluation metrics, and user-
input as three essential components (Razzaq et al., 2018). As FLTs act on user inputs to
determine the feature-relevant source code in a software system, (Dit, Revelle, Gethers
and Poshyvanyk, 2013)’s listing of empirical components can be expanded to include the
source code locations of the features correctly corresponding to the user input. Cumula-
tively, the set of user inputs describing the features and the associated code locations for
those features are known as the gold set (Ye et al., 2016) (Here, we refer to them as feature
sets). They are often obtained from re-enactment where descriptions of historically-made
changes are considered as a proxy for user input, and the locations of the code changes are
considered a proxy for features’ locations. Hence, a feature in a feature set is, typically,
comprised of two components: a feature query and the locations of the code elements
which changed against that query.
4.2.2.2 FLT Configurations
(Razzaq et al., 2018) showed that relatively few studies focus on configurations of FLTs
and that these studies do not consider the feature sets as part of their work. For example,
several studies have focused on whether to use code identifiers, comments, and literals
alone, or in combination to represent source code methods/classes, during IR-based FL
(Biggers et al., 2014; Dit, 2015; Panichella et al., 2016). Another branch of research has
looked at whether to use the summary (as obtained from bug-reports or feature requests),
the description or both as the query (Biggers et al., 2014; Binkley et al., 2015; Mills
et al., 2017; Moreno et al., 2015) but have not looked at any other factors which may be
considered as feature characteristics. These examples illustrate that the primary factors
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empirically evaluated in current FLTs are confined to the comparator FLTs themselves,
and their configurations.
4.2.2.3 Baseline Evaluation
Since the 2000s, numerous articles to address the task of feature location have been
published in software engineering venues (Cornelissen et al., 2009; Dit, Revelle, Gethers
and Poshyvanyk, 2013; Razzaq et al., 2018; Rubin and Chechik, 2013). Given the number
of FLTs proposed it is difficult to compare across FLTs. That is why (Razzaq et al., 2018)
suggest that there is a need for baseline FLTs to act as common-comparators, thus limiting
the combinatorial complexity of cross-comparison. They argue that, for a technique to
be considered baseline, it should have already been employed as a comparator technique,
it should be reproducible in that its implementation should be openly available, it should
be non-subjective in that it does not require programmer assistance in the FL process and
it should be non-hybrid, in that it is not a variant or combination of an already available
technique (Razzaq et al., 2018). (Razzaq et al., 2018) identified eight such baseline
techniques and, given the importance of these baseline techniques as comparators across
the field, this study concentrates on the two best-performing baselines (Razzaq et al.,
2019): VSM-Lucene and LSI-MATLAB.
4.2.2.4 Feature Characteristics as Moderators
The primary reason for significant interest in FLTs, in general, is the belief that FLTs
can reduce the extensive effort required in the software maintenance phase by automating
the process of FL (Dit, Revelle, Gethers and Poshyvanyk, 2013). However, assessment of
this belief lacks a strong theoretical basis and this makes it difficult to clearly identify
what is required to be measured in FL evaluations. This section provides a theoretical
basis for the inclusion of feature characteristics in FLT assessment.
The validity of any causal inference depends on how evidence of causality is established
in experiments (Cook et al., 2002). Clearly identifying the variables to be controlled, in
order to evaluate a hypothesis, is a core question during experimental design (Easterbrook
et al., 2008). However, variables that are not controlled often also affect the outcome, af-
fecting the validity of the causality assessment (Cook et al., 2002). As such these variables
can have a confounding effect (Bolin, 2014; Cook et al., 2002) and their manipulation and
evaluation can improve the empirical findings by scoping/contextualizing the results more




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4. A FEATURE-SET METRIC SUITE FOR IR-BASED FEATURE
LOCATION TECHNIQUE EVALUATION
In this case, suppose that X (FLT/Configuration) is the independent variable and Y
(Performance) is the dependent variable. Then, a linear regression model to quantitatively
analyze the effect of X on Y can be described by the following equation:
Y = β0 + τX + ε (4.1)
Here τ represents the relationship between X and Y and β0 and ε are the population
regression intercept and residual respectively. The path diagram showed in Figure 4.1
(A) graphically illustrates this causal belief that ’X causes Y ’: that an FLT and its
configurations are the sources of causality for the FLTs’ performance.
Now consider that an investigator is interested in predicting the performance of several
FLTs, given a known set of features. It is possible that the features’ characteristics
in the feature set (e.g., the number of lines of code comprising a feature) affect the
FLTs’ performance. In experimental theory, the feature set is known as a moderator
or covariate (Bolin, 2014; Judd et al., 2001). A moderator can help better predict (or
explain) the dependent variable by moderating the relationship between the independent
and dependent variables (Bolin, 2014). To accommodate this in (1), a third variable
W is included, which quantifies some feature characteristics and can better explain the
outcome Y, alone or in interaction with the dependent variable X (Bolin, 2014; Judd
et al., 2001). Then (1) can be re-written as follows:
Y = β0 + τ
′X + βW + ε (4.2)
Note that W is a between-participant variable which is not measured repeatedly. Note
also, from equation 4.2, that a simultaneous change in X and W will have an additive
effect on Y (Bolin, 2014) which can increase the power of causation. This control of
causation is presented in Figure 4.1 (B), where W controls the relation ’X causes Y’,
without any interaction with X.
A Moderation effect then occurs when the relationship between the FLTs/their config-
urations and FLTs performance is, at least, partially dependent upon the feature charac-
teristics. To probe the moderation effect, the statistical interaction between the treatment
variable and the moderator is examined (Bolin, 2014; Judd et al., 2001). Path diagram
Figure 4.1 (C), graphically illustrates the study of moderators’ effects: i.e. the relation
between X and Y where the effect of W has also been controlled. The slope of the
relation between X and Y, between W and Y, and between W and Y (adjusted for
the manipulation of X ) are respectively represented by τ ′, β and λ. In regression, such
interactive relations between X and W can be represented by adding an interaction term
in (2) as follows:
Y = β0 + τ
′X + βW + λXW + ε (4.3)
This shows that X in conjunction with (moderated by) W impacts on Y by a product of































Figure 4.1: Path Diagram Illustrating the Causation and Moderation Effect of Moderator
Variable on Outcome Variable
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this also shows that, when λ is non-zero, τ (in equation 4.1) will differ from τ ′ (in equation
4.3). That is, in the case of a positive or negative result of λ, W will enhance or decrease
(Bolin, 2014; Judd et al., 2001) the magnitude of the impact X has on Y. By factoring
out X, (3) can be re-written as:
Y = β0 +X(τ
′ + λW ) + βW + ε (4.4)
Which makes it clear that the effect of X on Y is a function of W.
In observational studies, moderators are, mostly defined as the pre-test characteristics
(excluding the actual treatment) of the participants tested in an experiment (Cook et al.,
2002). In the arena of FL, participants are the features derived from software systems as
the feature sets, and the pre-test characteristics are the feature-set characteristics.
4.2.2.5 Empirical Evidence Suggesting the Moderation Effect of Feature
Characteristics
This study aims to assess if the causality, defined as the relationship between FLTs (and
their configurations) and FLTs performance, maybe partly or significantly accounted
for by non-manipulated feature characteristics. The literature basis for such a study is
illustrated in Table 4.1. A listing of all FLT empirical studies that compare more than
one FLTs with more than one benchmark (Razzaq et al., 2018) is presented in this table.
The second-last column details the biggest performance difference between any of the
different FLTs, compared on the same FL benchmark in each study. The last column
details the biggest performance difference between the same FLTs on different benchmarks
in each study. What is striking here is that the benchmark seems to have more effect
than the differing FLTs in most (three-quarters of the) cases. Since the characteristics
of each feature are intrinsic to the overall effect of the benchmark, Table 4.1 implies
that feature characteristics often explain FLT performance more than the different FLTs
studied. In addition to larger differences, statistics of central tendency measures (e.g.
mean, median) also show similar results, as evident from the studies that provided their
statistics (Binkley et al., 2015; Corley, Damevski and Kraft, 2015; Lee et al., 2018; Li
et al., 2012; Shi et al., 2014; Wang and Lo, 2014).
This pattern persists even when many FLTs are compared in a study. For example,
(Binkley et al., 2015) compared seven FLTs, and while they did differ significantly in
their performance, individual FLT’s performance on the benchmarks employed differed
by the same order. Likewise, (Thomas et al., 2013) employed 3172 different configurations
for three FLTs. Even though it was again shown that different configurations have a
significant impact on FLTs’ performance, the largest difference (within configuration) for
different benchmarks was again of comparable scale. These findings, mirrored across the
result sets of these empirical studies, suggest the strong effect of characteristics of the
features employed in FLTs evaluations.
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Figure 4.2: Direct Relation of Features to Code Elements and Indirect Relation of Features
to System’ Lexicon
Hence, this research argues that it is important to help researchers to select appropri-
ate, trusted benchmarks which provide coverage over the relevant feature characteristics
that impact performance (Dit, Revelle, Gethers and Poshyvanyk, 2013) and to assess
FLTs against specific feature set characteristics. Thus, this research is also important for
practitioners who, given a specific feature set in their system (as determined by previous
software evolution activity perhaps), can then target appropriate FLTs for FL in their
system. This research moves towards this goal by probing FLT performance, cognisant
of the feature sets’ characteristics.
4.3 Feature Metric Suite
Metrics (Kitchenham, 2010) are useful, in the context of this study, to quantitatively
analyze feature characteristics with respect to the performance of FLTs. For a metric to be
selected in this research, it should be well-formed and be a feature-specific characteristic.
As such, we propose the following properties:
1. Constancy across FLTs– The metrics should be exclusively defined by the feature,
independent of the FLTs applied. This criterion will allow the impartial selection
of the metrics for the FLT under investigation. Specifically, this study sets out
to assess the moderation impact, and a moderator has to be constant across the
independent variables by definition (Judd et al., 2001).
2. Focused on the specific feature– A metric’s value should be exclusive to the as-
sociated feature, in that it should be calculated independent of the metric values
associated with any other features. This criterion will disassociate the characteris-
tics of one feature from others and is required to keep the measurement of metric
values at feature-level granularity. As a counter example, a feature metric calcu-
lated based on clustering tendencies between features in a software system (Haiduc
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et al., 2013) may be biased due to system-level characteristics and may be less
generalizable to other systems.
3. Compliance with validation properties– Feature metrics must comply with the five
mathematical measurement properties proposed by (Briand et al., 1996): non-
negativity, null value, monotonicity, merging of modules, and disjoint module ad-
ditivity.
Finally, all the metrics are determined after employing the best empirical practice iden-
tified by several case studies (Biggers et al., 2014; Dit, 2015; Mills et al., 2017; Moreno
et al., 2015; Thomas et al., 2013) (best practice will be presented in Section 4.4.1.2).
4.3.1 Feature Metrics
A feature set belonging to a system under investigation can be represented as a tuple
F̂ = (C,L,CS,RFC,RCT). Here F̂ is a set of features. C is the set of code elements that
implement F̂. These code elements are coded using a lexicon L. Finally, RFC = ((f, c) |
f ∈ F̂, c ∈ C) is the mapping between features and code elements and RCT = ((c, t) |
c ∈ C, t ∈ L) is the mapping between code elements and lexicons. This is illustrated in
Figure 4.2. For a feature, say F1, the task of the FL is to find all elements CF1 ∈ C which
implement F1 through the relation Rfc(∈ RFC) to that feature. In this instance, the code
elements are C1, C3, and C6. In the context of textual FLTs, lexicons t1, t3, t6, t7, t8,
and tm can be leveraged in this identification task through the RCT relations. Table 4.2
presents a summary of the feature metrics used in this research on IR-based FLTs, and
the remaining portion of this section details the theoretical basis used to define these
metrics.
Metric 1: Relative Feature Size
Relative Feature Size (RFS) is the number of source code elements that constitute a
feature relative to the total number of elements in the software system under study. This




where CF is the set of code elements that implement the feature F.
Rationale for inclusion– FLTs attempt to assign a score to code elements according
to their relevancy to the feature-query (Biggers et al., 2014; Dit, Revelle and Poshyvanyk,
2013; Mills et al., 2017; Moreno et al., 2015). Code elements are then placed in a list
ranked according to their relevance scores. During the assessment of the FLTs, this
ranked-list is used to measure the performance of the FLTs, in line with some evaluation
measures.
A feature with large RFS would have a larger extent in relation to the system, an
attribute that would facilitate FLTs in placing at-least some of the feature related code
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Number of source code elements which constitute
a feature, relative to the total number of elements
in the software system
Tangled Elements
The number of code elements shared by a feature
with any other feature
Crosscutting
in Feature
For a feature, the number of other features that
intersect that feature by at least one code element
Unique Lexical
Coverage
Unique lexical size of the feature, relative to the
unique lexical size of the system
Lexical Saturation
Lexical size of the feature, relative to lexical size




Number of unique terms that are used to
constitute the feature-query in the feature set
elements towards the top in the ranked-list. However, it is likely that such a large feature
is more structurally delocalized in the code, leading to more effort for FLTs attempting
to find the full feature extent: that it may result in missing some feature related code
elements towards the top of the list.
Accordingly, it seems intuitive that, if the goal of the feature location is feature-
foothold, a large feature footprint night help but that it may hinder locating the full
feature extent. Hence, it stands to reason that RFS may have a moderation effect on
measures of FLTs’ performance.
Metric 2: Tangled Elements
Tangled Elements (TE) counts the total number of code elements in a feature, shared
by at least one other feature. For example, for a feature F, TE can be defined as follows:
TE(F) = |{c ∈ CF|∀(F′∈F̂ )F
′ 6= F =⇒ c ∈ C′F}|
Where CF is the set of code elements related to F and F̂ is the complete set of features.
Rationale for inclusion-— A higher TE for a feature means that the feature contains
more elements which are shared across features. Our speculation is that the more a feature
is contaminated with tangled elements (a higher TE), the more it loses its individuality
and the more difficult it is for FLTs to discriminate that feature.
Metric 3: Crosscutting in Features
This metric is derived from concern-interlacing [46, 47] measures, which assesses the
degree to which concerns share program components. For a feature the Crosscutting in
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Figure 4.3: Impact of Feature Relations on their Lexicon Sharing
Feature(CiF) metric measures the number of other features that share at least one code
elements with the feature. Thus it is similar to TE, but instead of the overlap being
quantified in terms of the code associated with the feature, it quantifies overlap in terms
of the overlapping features. For a feature F, it can be represented as follows:
CiF(F) = |{F′ ∈ (F̂ − F)|CF ∩ F′ 6= ∅}|
Rationale for inclusion-— As mentioned above, CiF seems quite related to the Tangled
metric just presented and so a higher CiF would seem to imply greater FLT difficulty.
However, when finding a feature foothold in the code base, having shared code elements
may facilitate the location of that foothold. This intuition is based on the assumption that
the more other features cross-cut a feature, the more it represents basic/core functionality.
Take, for example, a menu which offers the user a range of feature/menu options. All
these features share this common menu and it provides a foothold to all.
RFS, CiF and TE all exploit the RFC relationships. The metrics presented from here,
concentrate on the RCT relationships.
Metric 4: Unique Lexical Coverage
Unique Lexical Coverage (ULC) is the number of unique words that are associated
with a feature F, relative to the number of unique words in the system. For example, in
Figure 4.3 below, (ULC) for F2 is 2/11.
Rationale for inclusion-— This metric measures the part of the overall application
domain knowledge (O’Brien et al., 2004) encoded in a system belonging to a feature.
Our conjecture about (ULC) is that it assesses the amount of potential vocabulary a
domain expert can leverage in their query: the more potential domain vocabulary in the
system a feature has, the more likely they will be to get a hit; that is, the more likely
a developer is to formulate a query that will result in a hit. But against that, the more
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potential vocabulary from the domain, the more overlaps might happen because of lexical
tangling and so the less discrimination for the feature sought, meaning that lots of other
hits will be of lesser relevance. (ULC) varies from 0 to 1. In the case of a (ULC) of 0, a
feature encodes none of the overall domain knowledge. However, in the case of a (ULC)
of 1, the complete domain knowledge is incorporated by a feature. This is possible when
a composite feature contains the code of component features, which is not exceptional
(Figueiredo et al., 2008; Kästner et al., 2014). We anticipate a sweet spot between these
two extreme values for (ULC) that maximizes discrimination, possibly differing across
FLTs.
Metric 5: Lexical Saturation
If F̂ is the set of features in a system and L is the lexicon that code all the elements








where L′= {(l,n) ∀ l∈L ∧ n is the number of occurrences of l in the source code C }
and L′F= {(l,m) ∀ l∈LF ∧ m is the number of occurrences of l in the source code CF }
where L′F is the corpus belonging to feature F. Note that LS(F) incorporates repetitions
of words.
Rationale for inclusion-— The discriminating factor between LS and ULC is vocabu-
lary repetition. However, it does directly indicate the feature size, relative to the system
size in terms of the lexical corpus: It measures the degree to which a feature is integral
to the implementation body of all of the feature set in a system. It is different from
the ULC in that a feature with more unique words can have a smaller size in terms of
LS if there is less repetition of words. Thus, this metric assesses the degree to which
vocabulary emphasis (in terms of vocabulary repetition) can impact on the performance
of FLTs. Like ULC, LS also varies from 0 to 1.
Metric 6: Query Size
Query Size (QS) counts the number of unique terms in the feature query.
Rationale for inclusion-— There is strong empirical evidence of the impact of the
query’s characteristics on performance of FLT in FL literature (Biggers et al., 2014; Mills
et al., 2017; Moreno et al., 2015; Thomas et al., 2013). We select the query size, which is
specifically important for IR-based FLTs, as they relate the feature-query to the source
code elements that implement the queried feature. (QS) intrinsically quantifies the lexical
space which an FLT leverages to locate to the implementation body of a feature. The
intuition is that a higher number of unique terms in a feature-query provides higher
potential to locate more source code elements related to the feature. However, this could
also have a confounding effect, where the terms defined in the query map to other source
code elements, not related to the feature.
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4.3.2 Theoretical Evaluation of Metric Suite
Our presented metrics comply with the five mathematical measurement properties pro-
posed by (Briand et al., 1996). Both our RCT and RFC based feature metrics assume
non-negative values. RFS, TE, and CiF are based on the cardinality of the source code
elements or other features and therefore their minimum possible value is zero. In the case
of TE and CiF, when there is no relationship between two features, these metrics return a
measurement of zero, meeting the null value property. All other metrics are based on the
text size of the feature-related source code and query, and hence always produce a value
equal to, or greater than zero. To obey the monotonicity (i.e. non-decreasing) property,
when a new method is added to a feature, RFS increases and if the added method is
shared by another feature, TE and CiF can only increase. Similarly, the addition of a
method can only increase LS, and in the case of the newly added method also adding
some unique terms, ULC increases. In the same way, the addition of new terms in a
query ensures the non-decreasing property of QS. Finally, since no metric is obtained
after merging two (or more) features (i.e. features are isolated), the final two properties
are also adhered to.
The next section presents the empirical design used to probe the impact of the pro-
posed feature metric suite, and 41 more established source code metrics from the software
engineering field.
4.4 Research Design
The following research questions have been addressed in this research:
RQ1 -—Does the proposed feature metric suite control performance across all FLTs
to a degree, as measured by currently established evaluation measures? In other words,
do the feature characteristics presented in this research have strong evidence of causality
over all FLTs’ performance?
RQ2 -—Do the feature metrics reflect some moderation effect on individual FLTs’ per-
formance? In other words, are the performance of individual FLTs impacted to different
degrees by the presented feature metrics?
4.4.1 Dataset and Empirical Practice
4.4.1.1 Dataset
In the context of FL, controlled experiments focus on the breadth of analysis where feature
samples are drawn from a set of systems (Razzaq et al., 2018). At least, 272 different
systems have been employed in the FL research (Razzaq et al., 2018). We selected
features from the benchmarks which are either unambiguous (for example, macros that
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Table 4.3: Systems and Associated Feature Set Characteristics








jEdit 4.3 104K 6,413 150 4.8 578 146 31
Rhino 1.5 32K 2801 328 663.1 36,25310,462 379
JabRef 2.6 74K 4,607 39 6.7 1282 304 37
ArgoUML 0.22 149K 11,464 91 4 555 178 37
ArgoSPL N/A 120K 14,654 23 5328 19,769 7,213 220
Eclipse 3 1460K 121,216 45 3.4 363 87 29
iBatis 2.3 14K 1,859 85 12.5 826 271 195
Mylyn 1.0.1 13K 482 23 7.2 598 164 264
muComm. 0.8.5 77K 8,187 92 7 865 210 30
Last four columns present average of goldset methods per feature, average terms per
feature, average unique terms per feature and average unique terms per query,
respectively
are used for system configurations in terms of features), created using more than one
ground truths (triangulation) (Razzaq et al., 2019) or ones that are most commonly
used in FL evaluation (Razzaq et al., 2018). Table 4.3 presents a list of systems and
associated feature sets. These systems have each been employed in at least 3% of the
FL studies reviewed (Razzaq et al., 2018). The table also demonstrates some of the high
heterogeneities of the feature suite. For example, the average number of methods that
constitute a feature varies from 3.4 to 5328 over the systems. The feature sets constitute
a total of 878 features, which are employed as subjects in this research.
4.4.1.2 Common/Best Empirical Practice
1. Feature Location Techniques-—Given the utility of baseline FLTs in comparing
across FLTs (see section 4.2.2.3), research in this chapter targets the assessment of these
baseline FLTs with respect to the feature set metrics proposed. LSI and VSM are such
two commonly used baseline techniques, used as comparators in 21% and 20% of the FL
studies, respectively (Razzaq et al., 2018). Open implementations of both are available
(VSM-Lucene and LSI-MATLAB), and in the empirical evaluation of eight such baseline
techniques, (Razzaq et al., 2019) found that these two approaches tended to outperform
the others1. Hence, we selected these implementations for our evaluation.
2. Evaluation Measures-—As discussed in Section 4.2.1.1, FLTs can be divided
into techniques that attempt to find a source-code foothold into the feature or the (near-
full) extent of the feature in the code. (Razzaq et al., 2018) observed that precision, recall,
1https://www.lero.ie/research/datasets/feature_location/comparison
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F-measure and Mean Average Precision (MAP) are the most commonly used evaluation
measures to assess FLTs for near-full FL whereas Mean Reciprocal Rank (MRR) is a
commonly used measure to assess the foothold location goal. To evaluate the FLTs for
each of these goals, we exploited most of these commonly used evaluation measures.
However, we did not employ the F-measure because it obscures the individual effect
of precision and recall (Shin et al., 2012) and the goal here is not to show improved
performance but affected performance. In addition, to mitigate the impact of feature
size on the measures chosen, we measured the relative values of precision and recall in
line with the protocol suggested by (Shin et al., 2012): There, precision and recall were
calculated on ten intervals, based on the associated features’ sizes, averaged. Such relative
measures diminish the direct connection of precision to RFS.
3. Best Identified Configurations-—The configuration of the FLTs, pre-processing
steps, and composition of the benchmark components (source code elements and feature-
queries) are also important considerations in empirical design. We employed best practice
in these considerations, as evaluated by the empirical community (Razzaq et al., 2019)
(see Table 4.4).
4.4.2 Managing Extrapolation and Counterfactual Inferences
Experiments without appropriate control provide less direct causation evidence (Cook
et al., 2002). However, in cause-probing research, the control of experimental effects is
always an issue because of two major concerns: 1) avoiding the omission of underlying
independent variables which can cause incorrect evaluations of the magnitude of causa-
tion and, 2) selecting high-quality counterfactual inferences which are different from the
treatment condition (Cook et al., 2002; Easterbrook et al., 2008; Mogstad and Torgovit-
sky, 2018; Seltman, 2012). This research aims to address the first issue by looking at an
additional moderation variable: the characteristics of the features. In doing so it employs
a multiple regression technique where the experimental design is triangulated with ex-
trapolation and counterfactual inferences (Cook et al., 2002; Mogstad and Torgovitsky,
2018), to address both issues.
In terms of extrapolation, in a feature set, a feature is represented by a set of source
code elements and a feature query. Consequently, source-code product-level metrics (Fen-
ton and Neil, 2000; Kitchenham, 2010; Nuñez-Varela et al., 2017) and textual metrics
(Poshyvanyk et al., 2009; Revelle et al., 2011) associated with the feature-query can be
employed towards measuring the characteristics of such features. While our literature
review (Razzaq et al., 2018) suggests no specific work in feature set characterization,
substantial metric work has been performed in other software engineering activities e.g.,
defect prediction (Radjenović et al., 2013), fault proneness (Briand et al., 2000) and
impact analysis (Kagdi et al., 2013; Poshyvanyk et al., 2009; Revelle et al., 2011), and
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Settings Common to all FLTs
Test Query
1. Bug report title
2. Bug report description
3. Title + Descr.
4. 10 Past Bug Reports(PBRs)
5. Past All Bug Report(PBR-All)
6. Title + Descr.+PBR-All
(Thomas et al., 2013)
(Moreno et al., 2015)




1. Identifiers 2. Comments
3. Ident. + Comm. 4. Literals
5. Ident. + literals
6. Comm.+ literals
7. Ident. + Comm.+ literals
(Thomas et al., 2013)
(Moreno et al., 2015)






1. None 2. Split 3. Stop
4. Stem 5. Digit 6. Special chars
7. Split + Stop 8. Split + Stem
9. Stem + Stop
10. Split+ Stop+ Stem
11. Split+Stop+Stem+PBR
(Thomas et al., 2013)
(Moreno et al., 2015)






1. Tf-Idf 2. tf
3. Boolean 4. tf-entropy
5. Sub-linear Tf-Idf
6. logij=log(tfij+1)
(Thomas et al., 2013)
(Moreno et al., 2015)
(Panichella et al., 2016)




1. Cosine 2. Overlap
3. Jaccard 4. Dice
(Thomas et al., 2013)
(Moreno et al., 2015)
(Panichella et al., 2016)









(Thomas et al., 2013)
(Moreno et al., 2015)







(Thomas et al., 2013)
(Moreno et al., 2015)





(Thomas et al., 2013)
(Moreno et al., 2015)
200-300
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These metrics measure different aspects of
code size, for example, Lines of Code
(Fenton and Neil, 2000)
(Mills et al., 2017)
Complexity
Metrics
Complexity usually measures the interaction
between programmer and program, defined on
the basis of program size and control structures
(Radjenović et al., 2013)
Coupling
Metrics
Coupling measures the inter-module
association strength established due to some
sort of connection (e.g. dependencies)
(Briand et al., 1999)
(Briand et al., 2000)
Cohesion
Metrics
Cohesion measures the degree to which
code elements in a software module are
structurally bound together
(Briand et al., 1998)
(Briand et al., 2000)
Structural
Metrics
Metrics capture dimensions and aspects of
program structures (e.g. Depth of Inheritance).
Note that these can overlap with other metrics
(Briand et al., 1998)
(Chidamber and Kemerer, 1994)
software quality (Briand et al., 2000). Table 4.5 presents a state of the art catalog of
product-level (Kitchenham, 2010) metrics which could be employed to measure other
feature characteristics. For extrapolation, a range of these metrics will also be assessed
regarding their ability to inform on FLT performance, raising confidence regarding other
independent variables that may impact.
To select a comprehensive set of characteristics, we employed the frequently used
metrics in SE (Briand et al., 1998, 1999, 2000; Fenton and Neil, 2000; Kitchenham, 2010;
Radjenović et al., 2013). In brief, we relied on three systematic surveys (Catal and Diri,
2009; Kitchenham, 2010; Nuñez-Varela et al., 2017) which explored more than (overall)
400 metrics used in SE and reported on the frequently used metrics. We restricted
the metric set based on coverage of the above categories and the common granularity
levels that have been employed to select the code elements to create FL benchmarks
(Cornelissen et al., 2009; Dit, Revelle, Gethers and Poshyvanyk, 2013; Razzaq et al.,
2018). For example, we did not select system-level metrics since such a metric provides
only one datum per system and could not be validated in this research. Table 4.6 presents
the set of metrics selected in this research. These code characteristics are obtained
using jHawk1 and SourceMeter2, at method and class levels, and then summed up to
feature level in the spirit of Revelle et al. (2011). Such feature-level aggregative forms are
selected because they may better align with our metric suite in terms of granularity and
(thus) relevance. Finally, since these characteristics are based on the aggregation of the
established individual code characteristics, they obey the validation properties presented
by (Briand et al., 1996).
The second central task is to establish the counterfactual inferences. In a within-





Table 4.6: The set of Extrapolation Metrics
Category Metric Description
Size LOC Lines of Code in a feature*
LLOC Logical (conditional) Lines of Code in a feature*
NOS Number of Statements in a feature*
LOCC Lines of Code in a feature**
LLOCC Logical Lines of Code in a feature**
NOSC Number of Statements in a feature**
NA Number of Attributes in a feature
NM Number of Methods in a feature
NumPAR Number of Parameters in a feature*
NS Number of Setters in a feature**
NG Number of Getters in a feature**
CD Comment Density in a feature*
CDC Comment Density in a feature**
CLOC Comment Lines of Code in a feature*
CLOCC Comment Lines of Code in a feature**
Complexity WMC Weighted Methods per Class in a feature**
McCC McCabe’s Cyclomatic Complexity in a feature*
HCPL Halstead’s Calculated Program Length in a feature*
HDIF Halstead’s Difficulty in a feature*
HEFF Halstead’s Effort in a feature*
HNDB Halstead’s Number of Delivered Bugs in a feature*
HPL Halstead’s Program Length in a feature*
HPV Halstead Program Vocabulary in a feature*
NL Nesting Level in a feature*
NLE Nesting Level Else-If in a feature*
NLC Nesting Level in a feature**
NLEC Nesting Level Else-If in a feature**
Coupling CBO Coupling Between Object in a feature**
CBOI Coupling Between Object in a feature**
NII Number of Incoming Invocations in a feature**
NOI Number of Outgoing Invocations in a feature**
RFC Response set For Class in a feature**
NIIM Number of Incoming Invocations in a feature*
NOIM Number of Outgoing Invocations in a feature*
SiggFF Total incoming and outgoing Invocations in a feature*
Cohesion LCOM5 Lack of Cohesion in Methods in a feature**
Structural DIT Depth of Inheritance Tree in a feature**
NOA Number of Ancestors in a feature**
NOCh Number of Children in a feature**
NOD Number of Descendants in a feature**
NOP Number of Parents in a feature**
* Summed for all methods belonging to a feature
** Summed for all classes belonging to a feature
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vestigations of independent variables for plausible different (more than one) dependent
variables (Cook et al., 2002; Seltman, 2012). In such multiple investigations of partici-
pants, one acts as its own control for the second (Seltman, 2012). The details of how this
was achieved, in the analysis protocols of this within-participant design (Bolin, 2014),
are described below, for each research question.
1. Testing whether the feature characteristic suite controls overall FLTs’
performance—- In this study, feature metrics are repeated for observations of the in-
dependent variables and the research builds a performance model based on the multiple
impactful feature characteristics which may interact with independent variables (Lep-
pink, 2018). Therefore, empirical designs that mostly assume non-repeated measures or
no interactions (e.g. ANCOVA) are not an appropriate choice (Bolin, 2014; Judd et al.,
2001; Leppink, 2018). Instead, to meet the maximum assumptions of the feature set’s
data (Bolin, 2014; Bollinger, 1981; Hayes and Cai, 2007), we employed multiple regression
analysis in this research.
To test the assumptions that our data meets the criteria for multiple regression,
we employed the Durbin-Watson test (normal range 1.5-2.5) for the independence of
residuals and Cook’s distance (normal value ¡ 1) to verify that data do not have significant
outliers. In testing the multicollinearity of independent variables, we found our feature
data is collinear (tolerance mostly larger than 0.1). Even-though collinearity diagnostics
of our regression models show that variance proportions of each selected characteristic are
largely along different dimensions, we suspect that collinearity could impact on the causal
inference. Hence, we performed two tests: stepwise regression analysis and principal
component analysis (PCA) for the sake of thoroughness (Bollinger, 1981; Judd et al.,
2001).
Stepwise regression analysis builds a model that initially identifies the characteristics
that have the single largest correlation with FLTs performance. It then adds other
characteristics to the model based on the part of the variance in the performance that
they explain and their partial correlation with the characteristics already in the model.
In each iteration, the model re-evaluates itself and removes the characteristics that do
not significantly contribute towards variance explanation. Finally, the optimal set of the
characteristics, that best explain the maximum possible variance, are retained in the
model (Kachigan, 1991).
A stepwise regression model might end up with two highly correlated characteristics.
PCA addresses this issue by reducing a large number of characteristics to a smaller
number of uncorrelated weighted combinations of characteristics which accounts for the
maximum possible variance. Such weighted combinations of characteristics are known as
principal components. In this research, we employed the Varimax method of orthogonal




Another important assumption of multiple regression is the Homoscedasticity of data
i.e. standardized residuals have a homogeneous variance from the predicted values across
all values of the independent variables (Hayes and Cai, 2007; MacKinnon and White,
1985). This assumption rarely holds in real data (Hayes and Cai, 2007). In testing
homoscedasticity of data, we found our data mostly heteroskedastic. Although the esti-
mator of the linear regression is unbiased when this assumption is violated, it can impact
the significance of the estimator (Hayes and Cai, 2007). Multiple methods to reduce the
effects of heteroscedasticity on causal inference in linear regression have been presented
(Hayes and Cai, 2007). In this research, we employed the method presented by (MacKin-
non and White, 1985) because it can keep the test size at a nominal level, regardless of the
presence or absence of heteroscedasticity. Finally, to establish counterfactual inferences
different from evaluation measures, two different FLTs are employed: VSM-Lucene and
LSI-MATLAB.
2. To test whether feature characteristics, as measured by the proposed
metric suite, impact different FLTs’ performance-—That is, to assess if the
performance of individual FLTs may be moderated by specific feature characteristics.
Moderation analysis is different in within-participant (as opposed to between-participant)
design (Judd et al., 2001). In a within-participant design, the regression weights of a
model, belonging to the outcome variable Y, predicted by W, are allowed to vary by
treatment conditions. Therefore, in the within-participant case, the equation 4.2 (in Sec-
tion 4.2.2.4), accommodates the impact of the third variable Y = β0 + τ
′X + βW + ε
And can be written as follows (Judd et al., 2001):
Yij = β0j + βjWi + εij (4.5)
Where Yij is the measure of the outcome Y for feature i using FLT j. Notice that Wi
is not measured-repeatedly, hence it does not have subscript I. In the case of two FLTs,
the intercepts and slopes are allowed to differ by treatment conditions which result in
two models for each outcome variable, and equation 4.5 can be re-written as follows:
Yi1 = β01 + β11Wi + εi1 (4.6)
Yi2 = β02 + β12Wi + εi2 (4.7)
This defines the causality relation of W for the outcome in each condition (discussed
under research question 1). When β11 6= β12, then the slope that describes the relation
between FLTs and Y depends upon W (Judd et al., 2001). Algebraically, this situation is
captured by subtracting the second condition (in equation 4.7) from the first (in equation
4.6).
Yi2 − Yi1 = (β02 − β01) + (β12 − β11)Wi + (εi2 − εi1)
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YDi = β̂0 + β̂1Wi + ε̂ (4.8)
Here β̂1 is the coefficient for W and reflects the difference between β̂11 and β̂12. Hence,
to test the moderation effect, the hypothesis that needs to be tested is: Is β̂1 significantly
different from zero?. If the decision is yes, we accept the null hypothesis; otherwise, we
reject it.
To answer research question 2, the data assumptions are mostly the same as for
research question 1. However, since FLTs are controlled in research question 2, we em-
ployed four different evaluation measures, i.e. precision, recall, MAP and MRR, as the
counterfacts. In a within-participant design, this will enable investigation of the multiple
outcomes (evaluation measure) for each feature to establish the counterfactual inference
in testing the moderation effect in this case (Seltman, 2012). To measure the significance
of results, this study used traditional thresholds (i.e., α = 0.05, two-tailed) to answer
each research question.
Next section presents the results for each of the research questions and their respective
findings.
4.5 Results
4.5.1 Causal Effect of the Feature Metric Suite
In a regression model, R2 signifies the amount of variance of an outcome variable explained
by the set of predictors (Kachigan, 1991). Adjusted R2, on the other hand, explains any
bias in the R2 values by normalizing R2 values with a standard error of estimate values.
This means that, while adjusted R2, is not the true estimator of the regression model,
particularly in a control experiment, it is more generalizable than R2. Table 4.7 presents
the results of stepwise regression models in terms of the feature characteristics selected
in the final iteration of the model. These results were obtained across all 9 systems:
878 features. As is evident from the table, R2 has almost the same values as adjusted
R2, which indicates the absence of bias in the models. Here, the standard error (of the
estimator) measures the amount the actual FLTs performance scores deviates from the
performance predicted by models.
The column Characteristics Selected manifest the distribution of the R2 across feature
characteristics, ordered according to the variance they explain from higher to lower. Here,
for example, the first two rows should be read, precision is mostly explained by the RFS,
QS, and ULC metrics across LSI and VSM. It is apparent from the table that much of
the variance is explained by our feature metric suite. They explain between 84-90% of the
variance in precision down to 28-56% in MAP. However, when our feature characteristics
suite explained less variance, (for example in the case of MAP) standard error is also
much less, which shows that the proportion of the data that deviated from the actual
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Precision LSI RFS QS ULC 0.899 0.899 0.036 0.000
-0.89 -0.005 -0.004
(+) (-) (+)
VSM RFS QS ULC 0.841 0.841 0.051 0.000
-0.824 -0.014 -0.004
(+) (-) (+)
Recall LSI ULC QS CiF LS TE RFS 0.817 0.815 0.156 0.000
-0.794 -0.014 -0.002 -0.004 -0.001 -0.002
(+) (-) (+) (-) (-) (+)
VSM ULC QS LS 0.652 0.651 0.204 0.000
-0.615 -0.035 -0.002
(+) (-) (-)
MAP LSI RFS QS McCabe 0.56 0.558 0.094 0.000
-0.542 -0.014 -0.004
(+) (-) (+)
VSM RFS QS NOS 0.285 0.283 0.153 0.000
-0.239 (-0.038) -0.008
(+) (-) (+)
MRR LSI CiF QS ULC LS 0.835 0.835 0.191 0.000
-0.82 -0.003 -0.008 -0.004
(+) (-) (+) (-)
VSM CiF QS ULC TE CBOI LS 0.717 0.715 0.25 0.000
-0.68 -0.009 -0.017 -0.007 -0.003 -0.001
(+) (-) (+) (-) (+) (-)
performance was lower. The sign against each metric represents the direction of the
causality. For example, the higher the RFS, the better the precision score of LSI and
VSM. In contrast, the lower the QS the higher the precision score for LSI and VSM.
Stepwise regression might have selected highly correlated feature characteristics (Bollinger,
1981). In that case, it is likely that stepwise regression models have over-fitted the data
in explaining the variance. To overcome this collinearity issue, we generate the principal
components of the data (Jackson, 2005). Table 4.8, on the left-hand side, shows the prin-
cipal components having factor loadings larger than 0.9 for each component. The right
side of Table 4.8 shows the top 20 characteristics in each component after components
having a factor loading of greater than 0.9.
The Variance row in the table (on the left side) shows the distribution of the variance
explained by each component. A total of 98.5% variance has explained by two compo-
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Table 4.8: Principal Components Analysis Results*
C1 C2 C1 C2
Variance 92.8 5.7 1 NA 11 WMC 1 LCOM5 11 NII
2 NOS 12 HPV 2 CD 12 NS
CiF 0.972 0.216 3 McCC 13 LLOCC 3 NOP 13 RFC
RFS 0.949 0.305 4 HNDB 14 NOI 4 CDC 14 NIIM
LS 0.946 0.313 5 HPL 15 NLEC 5 CLOC 15 CLOCC
ULC 0.932 0.353 6 NUMPAR 16 NOIM 6 NG 16 NM
TE 0.932 0.347 7 LLOC 17 NLE 7 CBOI 17 SigFF
HEFF 0.914 0.354 8 HCPL 18 QS 8 DIT 18 NLC
NOCh 0.227 0.967 9 NOSC 19 LOCC 9 NOA 19 HDIF
NOD 0.216 0.945 10 LOC 20 NL 10 CBO 20 NL
*C1: component 1, C2: component 2









Precision LSI 0.892 0.891 0.038 0.000
VSM 0.825 0.824 0.054 0.000
Recall LSI 0.806 0.804 0.162 0.000
VSM 0.623 0.62 0.213 0.000
MAP LSI 0.544 0.539 0.095 0.000
VSM 0.242 0.235 0.157 0.000
MRR LSI 0.825 0.824 0.197 0.000
VSM 0.692 0.689 0.261 0.000
nents. Results of the PCA are mostly in agreement with stepwise regression in regards
to the characteristics which capture most of the variance (92.8%), and the main contrib-
utors to that principal component. However, QS dropped off, which is surprising given
its prevalence in Table 4.7 and given that it is logically quite orthogonal to the other
proposed metrics.
To mitigate the overestimation that might have been caused by the stepwise regression
model, we build the regression model using the top characteristics of principal compo-
nents achieved by PCA analysis. To keep all top characteristics in the model, the enter
regression method is used this time (Bollinger, 1981). Table 4.9 presents the resultant
model’s results. It reinforces the high accuracy of the models presented in Table 4.7 at
predicting FLTs performance—as indicated by the decrease in R2 values being mostly
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equal to the variance explained by QS in the regression models without principal compo-
nents. Thus, this further indicates the effect of our feature metric suite where all models
are statistically significant at the 99 percent confidence level.
Answer to Research Question 1 -—From the stepwise regression analysis and PCA re-
sults, we can conclude that our presented feature metric suite highly explains the variance
in FLTs performance, thus reaffirming our hypothesis that the feature-set characteristic
suite is a strong predictor of the FLTs performance. Particularly, RFS is a strong pre-
dictor of precision and MAP, ULC of recall and, to a lesser degree, precision and MRR,
and CiF of MRR in both FLTs (counterfacts).
4.5.2 Moderation effect of Feature Metric Suite
Table 4.10 shows the results of the moderation analysis. Since the independent variable
in this analysis is the difference of performance we first have to test whether VSM-
Lucene and LSI-MATLAB performance differs significantly (before investigating which
characteristics can moderate the independent variable). Considering that the feature set
data distribution is mostly normal, but in a few cases non-normal, we employed two
tests: The Wilcoxon signed-rank and a paired t-test. The second and third rows in
Table 4.10 indicate the p values for the paired t-test and Wilcoxon signed-rank analyses,
respectively, performed over 878 features, which illustrates that the performance of VSM
and LSI differ significantly in most of the evaluation measures with p values less than
0.001.
Table 4.10 also presents the results of the top 10 moderators which impact significantly
on the relative performance of the two FLTs across each evaluation measure (complete
results can be found in the replication package). βV SM − βLSI in Table 4.10 specifies the
coefficient β̂1 of some characteristic which moderates the difference between βV SM and
βLSI (see Equation 4.8). For example, the 0.465 value of βV SM −βLSI for the RFS metric
under the recall column indicates that, if there is a one-unit increase in RFS value, the
recall of VSM improves 0.465 over the recall of LSI.
Note that a minus symbol in a cell indicates the opposite direction (antagonistic
moderation (Bolin, 2014; Judd et al., 2001)): if RFS goes up one unit, then VSM decreases
with respect to VSM 0.075, in terms of precision.
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This coefficient highly depends on the FLT evaluation measures on which they are
measured (Kachigan, 1991; Seltman, 2012). Therefore, to indicate the significance of the
βV SM−βLSI slope, the row labeled as absolute average presents the average of the absolute
values of outcome variables (i.e. performance differences in terms of each evaluation
measure). In essence, Table 4.10 shows that magnitude of the treatment effect—that is
a performance difference between two FLTs depends on the value of the metrics studied
as moderators (Razzaq et al., 2019).
Answer to Research Question 2-—The results in Table 4.10 imply that differences in
performance between FLTs can be significantly moderated by the feature characteristics
measured by the feature metrics i.e. RFS, CiF, TE, ULC, LS, and QS. However, in terms
of size of moderation effect, RFS, ULC, and LS seem to be the largest contributors.
4.6 Discussion
4.6.1 Performance Across FLTs
Effect of Feature Suite–Table 4.7 highlights two important aspects of the observed
FLTs’ performance. Firstly, different aspects of FLT performance, captured by the four
evaluation measures, can be seen to be largely aligned with feature metrics. For exam-
ple, RFS better explains precision and MAP, most likely because the proportion of the
feature-related elements in the system directly affects the proportion of the feature-related
elements in retrieved results. It seems not as significant in MRR measures as, the more
code elements in a feature, the more difficult it is to achieve higher recall. CiF better
explains MRR, reflecting the stated hypothesis in Section 4.3 that higher CiF scores indi-
cate the presence of more basic/core source-code elements that offer a gateway to many
features and that the presence of these elements facilitate finding feature footholds.
Likewise, it seems that ULC can better explain recall, presumably because a feature
that encodes more domain knowledge seems more likely to be mapped with a (sensible)
feature-query. On the contrary, when TE does appear, it appears to be inversely related
with FLT performance, possibly because it diminishes the degree of individuality of a
feature, which makes it difficult for the FLTs to discriminate between features successfully.
LS is also inversely related to FLT performance suggesting that the vocabulary replication
does not help in this regard. This could also be because of a large LS implies a larger
codebase, which in turn may cause the more scattered implementation of features, but if
that were the case, it’s probable that the various LOC metrics employed would have also
appeared significant. Finally, and surprisingly, in our dataset increased query size (QS)
negatively affected the performance of FLTs across measures. At first glance, this implies
that the query expansion work done by other researchers in the FLT domain (Chochlov
et al., 2017; Mills et al., 2017; Sisman and Kak, 2013) might not provide the expected
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benefits. However, the difference here is that the study uses larger feature queries, as
provided, whereas work on query expansion in FLTs concentrates on smart approaches to
expanding the query, and this may explain their positive impact, as suggested by Sisman
and Kak (2013) and Mills et al. (2017). Hence, finding suggests that queries to be more
nuanced to a certain level.
Another important aspect highlighted in Table 4.7 is that the pattern in both types
of FLT technique (VSM and LSI) is almost identical, particularly with respect to their
major sources of variance. This establishes the metrics’ efficacy with respect to the
measurement methods (counterfactual inferences). Overall, the results of the regression
models show that our feature metric suite controls the performance of FLTs more than
the other code metrics employed for extrapolation.
Performance Causation of Metric Types-—The effect of the different types
of metrics can be further evaluated by analyzing the metrics with factor loading greater
than 0.9 in each component (see Table 4.8): the first component mostly incorporates
size, feature level coupling (CiF, TE) and complexity metrics whereas characteristics
related to the cohesion, size of code comments and code structure (e.g. inheritance) are
mostly captured by the second component. Also note that the strongest characteristics
in the second components are NOCh and NOD (i.e., number of children and number of
descendants of classes belonging to the features) with a factor loading of greater than 0.9,
which are inheritance and cohesion characteristics. This shows that code structure and
cohesion may also explain the part of the performance of FLTs, however, this component
explains only 5.7% of the variance in total when the analysis was performed on the
baseline techniques. The following is the order of feature metrics’ types arranged by their
effect in causing FLTs’ performance:
Size ≥ Coupling ≥ Complexity ≥ Cohesion ≥ Structural
Note that QS has not been selected as a characteristic having a loading factor larger
than 0.9 in one of the two components (see Table 4.8). Instead, in this analysis QS has
comparable factor loading in both components. This might be because QS has dimensions
spread across both components: QS can be related to code size and leveraged on comments
in the code.
4.6.2 Moderation Effect
Top Moderators-—In all cases of the evaluation measures, as apparent from Table
4.10, RFS, ULC, and LS are found to be the strongest characteristics which moderate the
performance, relative to the FLTs’ overall measures. All of these characteristics measure
the relative size of the feature with respect to the system in terms of the number of
code elements, unique lexicon, and corpus, respectively. This shows how the performance
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Table 4.11: Analysis of the VSM and LSI Performance Differences
Recall Precision MAP MRR
VSM Performance
Over LSI
41% 88% 84% 66%
VSM-LSI 0.0241 0.0243 0.0444 0.0526
difference between FLTs can be significantly impacted by feature size. For example, if a
feature set (FS1) under study has an RFS 2.86 higher than another feature set (FS2),
then the MRR value achieved by VSM will be one higher than the MRR value achieved by
LSI on FS1 than FS2. Similarly, a feature set with an QS of 13.3 less than the feature set
employed in this study would be expected to cause an increase of one in LSI performance
over VSM, in terms of precision (Judd et al., 2001).
Differing FLTs vs Moderation Effect-—Table 4.11 suggests that the moderation
effect difference can not solely be related to the effect caused by differing FLTs. In that
table, the VSM Performance Over LSI row presents the percentage of features VSM
performed better than LSI1. The VSM-LSI row shows the mean value difference (of
evaluation measures) from VSM to LSI. This shows the effect of differing techniques,
where VSM performed better than LSI in all evaluation measures (barring perhaps recall,
where the first row shows that LSI performed better than VSM in 59% of cases, even
though VSM performed better, on the mean value, in terms of recall).
This seems to have no direct relationship with the moderation effect orientations: the
moderation effect is enhancing (directly related) in the case of recall, MAP and MRR
whereas it is antagonistic (inversely related) in the case of precision (see Table 4.10)
(Bolin, 2014; Judd et al., 2001). Hence, the moderation effect differences are probably
driven by factors other than differing FLTs (i.e., the features’ characteristics). Inciden-
tally, a possible explanation of the antagonistic moderation effect in the case of precision is
because of its commonly-reported opposing nature to recall, as suggested by (Poshyvanyk
et al., 2012) and (Tóth et al., 2010).
Controlling Causation vs Moderation-—In regard to the efficacy of the pre-
sented feature metric suite, a clear distinction can be found between their controlling
causal effect in general and moderation effect between the FLTs. In the case of their
controlling causal effect, the suite is comparable: it predicts LSI performance more than
VSM, but only to a very small degree (see Table 4.7). On the other hand, the moderation
effect generally impacts recall and MRR more, but has less impact in the case of MAP
and less again, in terms of precision. This shows that the characteristics that control
the performance causation can also moderate the performance, but the moderation ef-
fect could not be exclusively related to the proportion of the performance predicted by
1This analysis excludes the number of features where LSI and VSM performed equally
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Figure 4.4: FLT and Benchmark Recommendation Framework
metrics. Instead, the moderation effect of our metric suite is independent of the differing
FLTs and causation effect and impacts the performance of distinct FLTs differently.
Moderation Impact of Metric Types-—Table 4.10 also suggests that size and
coupling feature metrics have more impact than other source-code/feature metrics. The
size and coupling feature metrics are in the top 10 of the moderators across the four
evaluation measures. Note that some other metrics frequently impact FLTs performance
e.g. NL and NLE. Such metrics belong to the code complexity category, which shows
that these might also have a (lesser) moderation effect on FLTs performance. But this is
less certain because these metrics have been shown to not control the FLTs performance.
4.6.3 Recommendation Framework and Lesson Learned
The core finding from this work is that feature characteristics (as measured by the proposed
feature metrics) impact performance across FLTs and impact different FLTs to different
degrees. The significance of this finding is elaborated in Figure 4.4, which presents a
framework for FLT evaluation, cognisant of feature set characteristics.
At the core of Figure 4.4 is the Profile of Impactful Feature Characteristic’ which
is derived by evaluating the performance of several existing FLTs, with respect to the
feature sets of several systems. But here the features sets employed are holistic in terms
of their coverage of identified feature characteristics, generating elevated cognizance of
the FLT’s abilities for its context, and thus adding a row to the Profile of the Impactful
Characteristics (here the C1, C2, etc. refer to impactful characteristics). As new FLTs
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proposed by researchers are assessed in this manner, additional rows are added, providing
a more accurate assessment of the FLTs for their situation. As this profiling grows, it can
also act as a recommender for developers who may be interested in determining which
FLT is appropriate for their system based, perhaps, on historical bug repositories that
can act as proxies for feature sets.
This means that:
1. We now have evidence and a framework that helps explain the large system/feature-
set impacts noted in FLT evaluation literature to date (Binkley et al., 2015; Dit,
Revelle and Poshyvanyk, 2013; Razzaq et al., 2019; Thomas et al., 2013);
2. As benchmarks employed in FLT evaluations may differ in their affinity with FLTs,
researchers should be aware of, and make explicit, the feature-set characteristics em-
ployed, when evaluating their technique. To that end, we have provided a website
metriccalculator.lero.ie to allow researchers to submit a feature set to charac-
terize their feature set . This site also contains the metric profile for all the feature
sets used in this study. Using this, researchers should be better able to critique
conflicting results in FLTs’ comparisons (Binkley et al., 2015; Marcus and Maletic,
2003; Thomas et al., 2013), that may occur due to different feature benchmarks.
3. Initially, towards a standard benchmark creation for FLT evaluation, benchmark
generators should try to provide coverage over a range of scores for impactful met-
rics, so that the benchmark should not cover all scenarios and thus not favor one
technique over another. That is, a benchmark selected for FLTs evaluation should
contain features having (at least) the most impactful characteristics’ (RFS, CiF and
ULC) values spread over all ranges.
4. Over time, a suite of benchmarks should be created with different metric profiles so
that researchers can derive more specialized FLTs, in terms of feature set charac-
teristics. Subsequently, practitioners with an existing benchmark for their system
(possibly in the form of existing code-evolution/bug-tracking repositories), could
select these specialized FLTs for their own systems.
Of course, this is just the first study on feature characteristics and their effect on
FLTs. Further work is needed to identify additional metrics of interest, not just for the
textual FLTs studied here, but for other types of FLTs as well. For example, the struc-
tural, though not as predictive in this study, would come to the fore more for FLTs that
depended on the code structure. Realization of the potential advances above depends on
the expansion of work in this area, through the exploration of more feature metrics, pro-
viding a stronger foundation for cross-FLT comparison, on a more context-aware playing
field.
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4.7 Threats to Validity
As with any empirical study, a number of threats to validity exist and these are discussed
in terms of internal, construct and external validity (Wright et al., 2010).
Internal Validity-—There could be other potential moderators that would have to be
controlled to explain part of the variance in both research questions. For example, the
second component of our data, although it explains less variance, predominantly captured
the inheritance structure that was not the part of the metric suite. Likewise, NL and NLE
are two complexity metrics found to be having a small moderation effect. It should also
be noted that metrics other than code metrics (e.g. process-level metrics (Catal and Diri,
2009)) might also have some impact on FLTs performance. However, the inclusion of
such metrics does not nullify the validity of the impact of our metric suite as determined
here.
In a few cases, performance measurement data were non-normally distributed. How-
ever, in multiple regression analysis, collinearity and heteroscedasticity are more impor-
tant than normality of data (Chidamber and Kemerer, 1994; Leppink, 2018), and these
have been addressed in this study. In addition, the large feature set, containing 878 fea-
tures, lessens the limitation caused of non-normality of data: Finch et al. (1997) suggested
a negligible impact of non-normal data on parameter estimation in structural equation
models when a large sample size is employed. As par the guidelines suggested by Green
(1991), a sample size of 427 or more is required for the 47 metrics.
The strength and significance of the relationships between our metric suite and the
performance of FLTs are ultimately dependent on the quality of the benchmarks used to
determine FLTs performance scores and to calculate metric values. While we have made
efforts to assure the quality of our benchmarks, the employed benchmarks are by no means
absolutely correct and complete. For example, some are from historical repositories not
directed at preserving feature location and even those that are based on the opinions of
software developers, are typically based on the opinions of just one developer in a team
of many.
This could have impacted our metrics. For example, to measure RFS the complete
set of feature-related elements should be defined, which is impossible in several cases. To
mitigate against this, we used macro-based feature-sets where possible and, for nearly half
of the features (468 out of 878) employed in this study, triangulation was used in their
initial creation to buttress their quality (Marcus and Maletic, 2003). The benchmarks
for the remaining portion of the features are created solely from re-enactment data-sets;
while still of lesser reliability, these features are the most commonly used ones in FLTs
evaluation (Razzaq et al., 2018).
Construct Validity-—The four evaluation measures that are used, while considered
best of breed (Razzaq et al., 2018), do not capture all facets for FLTs evaluation. For
184
4.8 Conclusions and Future Work
example, FLTs could be evaluated for usefulness, usability, efficiency, and/or performance
facets. The metrics employed to measure the performance facet only. However, we
selected the performance facet because this facet of evaluation has been found to be
predominant in FL literature: employed in 86% of the studies which undertook some
form of evaluation (Razzaq et al., 2018).
External Validity-—The generalization of the experimental effect is always an issue
if the experiment is designed without creating strong counterfactual inferences and/or
without including the maximum possible relevant extraneous variables (in order to re-
move plausible explanations of the effect). We employed forty-seven metrics in total,
combined with counterfactuals including two different FLTs (in research question 1) and
four evaluation measures (in research question 2). However, to a certain degree, the causal
relationships built in this study are limited by the systems employed in that they are lim-
ited in number, older in age, open-source and implemented only in the Java programming
language.
Another external-validity limitation is the type of FLTs assessed. That is, only two
baseline, IR-based techniques are employed in this chapter and, as we noted before, other
types of FLTs may be impacted by other feature characteristics. However, this research
proactively targets best-of-breed (Razzaq et al., 2019) baseline evaluation in the area of
most-interest in FLTs (IR-based), in an effort to drive more encompassing comparability
across FLT research.
4.8 Conclusions and Future Work
The vast numbers of FLTs proposed by the research community impose difficulties for
practitioners and researchers when trying to decide on the appropriate technique to em-
ploy for a given software maintenance task. These difficulties have been aggravated by
the conflicting findings across studies that attempt to cross-compare FLTs and the incon-
sistent empirical designs that prohibited generalizing across the results. In this chapter,
we argue that only by assessing the FLTs performance, cognisant of the features’ char-
acteristics, will we allow practitioners to select the appropriate FLTs for given system
contexts and researchers to design trusted benchmarks which provide coverage over rele-
vant feature characteristics. Towards this agenda, this chapter presents a feature-metric
suite that contains six new feature-set metrics. These were tested, in combination with
41 existing software metrics, in order to assess the impact of the characteristics they
quantify on FLT performance.
this chapter empirically evaluated the presented metric suite, employing a set of 878
features, using a controlled experiment. The control relation in the experiment was
established using extensive extrapolation and counterfactual inferences. Results of this
study suggest that our metric suite 1) explains major variance in the performance of
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FLTs using established evaluation measures and 2) strongly impacts on the performance
differences between different FLTs. The following findings have been garnered from this
work:
1. It illustrates the effect of features characteristics on FLTs’ performance and suggests
that, based on these characteristics, the benchmarks employed in FLTs evaluation
differ in their affinity to different FLTs. Thus, reviewers of the literature need to be
aware of this effect when evaluating FLTs compared using different benchmarks.
2. The presented metric suite allows the cognisant-selection of features for FLT eval-
uation. Research in this direction would initially allow the creation of standard
benchmarks, which provide high and low-value coverage for the relevant character-
istics.
3. Subsequently, it would allow for the creation of specialized benchmarks that allow
evaluation of specialist FLTs. This may help where, for example, practitioners are
interested in determining the best FLT for their system and where they have a
bug-tracking repository that can act as a proxy for a historic feature set on that
system. They could then compare their historic feature set with the benchmarks
available and thus decide on an FLT based on its evaluation against similarly pro-
filed benchmarks.
4. More generically, this research moves towards standardizing the empirical design
for FLTs evaluation by making explicit a third variable as a moderator which can
control the FLTs performance. As (Dit, Revelle, Gethers and Poshyvanyk, 2013)
note, this variable is a core component in the empirical evaluation of FLTs and
such a design can be employed to test confounding effects (Bolin, 2014; Judd et al.,
2001) of other characteristics (e.g. process-level metrics (Fenton and Neil, 2000;
Kitchenham, 2010; Radjenović et al., 2013)).
In future, we are planning to enhance our feature metric suite with static (Kästner
et al., 2014; Nuñez-Varela et al., 2017), dynamic (Cornelissen et al., 2009) and process-
level (Fenton and Neil, 2000; Kitchenham, 2010; Radjenović et al., 2013) feature metrics
for static, dynamic and historical analysis. In addition, we want to assess the impact
of multiple moderators (feature characteristics) interactions through multiplicative mod-
eration (Bolin, 2014; Judd et al., 2001). Finally, we want to assess how system-wide
characteristics can impact the performance of FLTs in future.
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5.1 Summary and Overview
As Feature Location Techniques (FLTs) evolve and more novel FLTs are introduced, it is
important to be able to investigate which FLTs are relatively better for a given software
system. However, the systematic literature review reported on in Chapter 2, suggested
a lack of maturity in FLT evaluation, in terms of baseline comparison, homogeneity of
empirical designs and reproducibility of the FLTs involved. These factors combine to
negatively impact on the ability of researchers and practitioners when trying to identify
best-of-breed FLTs or, in the case of researchers, when trying to replicate/refine existing
FLT-evaluation studies.
This thesis presents empirical guidelines for evaluating FLTs in order to help cross-
compare their performance. It also argues that an open, standard set of non-subjective,
reproducible, compare-to FL techniques (baseline techniques) should be used for FLT
evaluations. In order to relate the performance of FLTs compared against different base-
line techniques, it argues that the baseline techniques should be evaluated against each
other using an evaluation design which is based on the best identified empirical practices
and common empirical design elements; one which is cognisant of the FL goals.
To recommend an FLT for a given system or, more generally to recommend an FLT
across systems, this thesis further argues that selection of benchmarks must be standard-
ized by the characteristics that impact FLTs performance. That is, FLTs must be pitted
against a range of feature types (features with different characteristics) to ensure holistic
evaluation. In order to initiate research in this direction, this thesis proposes an initial
feature metric suite that characterizes features towards impact on overall FLT’s perfor-
mance and individual FLT performance (where different FLTs are impacted to different
degrees).
The remainder of this chapter is organized as follows: Section 5.2 concludes with
the key findings in relation to each objective of this research. Section 5.3, then, reviews
two core contributions of this work: an empirical-comparison framework and empirical
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guidelines for FLTs’ evaluation. Overall limitations of the research reported in this thesis
are discussed in Section 5.4. Finally, Section 5.5 reports on the future work suggested by
the research presented in this thesis.
5.2 Key Findings
5.2.0.1 Thesis Objective
The aim of this thesis was to design a more reproducible and comparable empirical design
framework that can allow the cross-comparison of FLTs. Specifically, this thesis set-out to
allow greater cross-comparison of FLTs by facilitating the standard selection of empirical
design components towards the reliable, transparent comparison of FLTs, for specific
software contexts. Towards this objective, this thesis followed these steps:
1. A review of the FL literature, showing that the empirical designs employed for
FLTs’ evaluation are highly heterogeneous: at least 43 effectiveness-based evalua-
tion measures have been employed, on 272 software systems, with 235 associated
benchmarks, and numerous user input formats. This widespread heterogeneity
would be good in a more settled community where generalization of accepted tech-
niques was the goal. However, the orientation of the field, towards novel FLTs,
suggests that this maturity has not yet been reached in feature location. Given
this situation in FL, a more standardized selection of empirical design elements is
desirable for evaluation. In this vein, this thesis identified the commonly employed
empirical design elements and best existing FLTs’ configurations. On the basis of
identified practice, this thesis formalized evaluation criteria and overall empirical
design to allow more standard, high-quality empirical practice in FLTs’ evaluations.
2. After providing for more standardized, high-quality empirical design, this thesis
aimed to address the issue of cross-comparing the FLTs by establishing a baseline-
evaluation foundation. Such a baseline evaluation should allow comparison of an
FLT to the maximum number of existing FLTs by comparing it with a minimum
number of baseline FLTs. To allow such an evaluation under consistent empirical
settings, a profile that relates the performance of baseline FLTs to each other must
exist. This evaluation was undertaken, predicated on the identification of default
baseline techniques, and these are also identified in the thesis.
3. This thesis further set-out to direct itself towards the comparison of FLTs’ eval-
uation results in different empirical settings. To systematically generalize them,
a first step was to characterize empirical design’s elements which can affect the
outcome of evaluations. Two such core elements identified in FL literature are the
software systems studied and user inputs(Haiduc et al., 2013). The software system
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employed has to be bundled with the system’s associated feature-set in FLTs’ eval-
uation. Hence, this thesis set-out to first identify the characteristics of feature-sets
which can impact the performance of FLTs and then, measure their impact in order
to anticipate how FLTs would be impacted by different feature-sets.
The next section discusses how these steps have been embodied towards meeting the
objectives, as contributions to the community.
5.2.1 Contributions
1. Taxonomical Refinement) Existing classifications of FLTs were based on the anal-
ysis type performed by the FLTs e.g., textual, structural, dynamic or hybrid. However, a
vast majority of FLTs’ empirical designs are implicitly oriented towards user’s goals for
feature location, i.e., locating either an initial foothold to a feature or the near-full extent
of the feature in the source code. Towards addressing this, a significant contribution of
this thesis is to refine the existing taxonomy of FLTs by explicitly classifying FLTs into
foothold and near-full extent techniques. Section 2.5 of this thesis categorizes the FLT
studies leveraging this classification and suggests that the selection of empirical design
can be appropriately based on those FL goals. For example, the most commonly used
ground-truth employed for benchmarks creation are repository-mining and traceability-
links for foothold and near-full feature location goals, respectively (see Section 2.5.3.2).
2. More Homogenous Empirical Design) The ability to compare across FLT
evaluations has been negatively affected by the plethora of different software systems,
evaluation measures, benchmarks and user input formats used in FLT’s evaluations.
Hence more homogeneous empirical design decisions are required. Towards this end,
this thesis contributed by formally defining empirical design guidelines, based on mak-
ing explicit and standardizing several confounding factors. This include discriminating
between different FLT evaluation criteria (see Section 3.3.1) and identifying the best/-
common empirical practice for each perspective. The following two findings have been
garnered in this regard:
1. Identification of best empirical practice, identified across the FLT’s evaluation lit-
erature:
(a) Identification of quality benchmarks such as ArgoSPL, Rhino 1.5, iBatis 2.3,
and Mylyn 1.0.1, in the evaluation of FLTs;
(b) Identification of the best configurations for subject software systems, which
include pre-processing steps (i.e., stop word removal + splitting + stemming)
and specifying the constituents of source code entities to be leveraged (i.e.,
identifiers + comments) (see Table 3.1);
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(c) Identification of the best configurations for user input, which include pre-
processing steps (i.e., stop word removal + splitting + stemming) and the
constituents of user-inputs (i.e., title + description) (see Table 3.1);
(d) Identification of the best configuration settings of the baseline techniques.
That is, TF-IDF as the term weight function and cosine-similarity as a sim-
ilarity function for VSM and LSI. LSI and LDA should have 200-300 topics
(see Table 3.1 and Table 3.2).
2. Identification of common empirical practice reported across the FLT’s evaluation
literature (Biggers et al., 2014; Moreno et al., 2015; Thomas et al., 2013):
(a) Identification of standardized evaluation measures against defined goals: MRR
for foothold location; precision, recall, and F-measure for near-full feature
location (see Section 3.3.4 and Section 2.5.3.1);
(b) Identification of the commonly used system-benchmark pairs overall in FL e.g.,
jEdit 4.3, JabRef 2.6 and ArgoUML 0.22 (see Section 2.4.2.2 and 2.4.2.3), and
specific to each goal of FLT: e.g., eTour, EasyClinic, SMOS for the near-full
feature location goal and jEdit 4.3, JabRef 2.6 and ArgoUML 0.22 for the
initial-foothold location goal (see Section 2.5.3.2);
3. Baseline Evaluation) Contributing towards more cross-comparison in the field,
this thesis identified the open, standard baseline IR-based FLTs employed to date in the
field and carried out a comparison across those techniques. Here, a baseline technique is
defined as meeting the following five conditions:
1. It has a track record as a comparison technique in the field.
2. It is openly-available and reproducible where researchers can repeatedly apply it in
comparison to novel FLTs being developed.
3. It is original - i.e. Not a refined version of an existing technique or a hybrid.
4. It has a fully defined, complete solution to the FL problem including pre-processing
and post-processing steps embedded.
5. It is objective and programmer-independent such that it does not require any in-
telligent assistance from the programmer in the FLT process, as this would lead to
inconsistent results when applied by different users.
Chapter 3 performed a baseline-to-baseline relative comparison employing twelve
system-benchmark pairs to investigate eight identified baseline techniques (see Section
3.4.3 for their relative performance results). This facilitates comparison in that, for exam-
ple, two FLTs compared to the same baseline FLT, under constant empirical conditions,
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even at different times by different groups, can be approximately compared. Likewise,
because this thesis evaluates the baseline FLTs against one another it is possible that
an approximate comparison can be made between FLTs that are compared to different
baseline techniques (for more details see Section 3.5.3).
Other findings of the baseline-to-baseline evaluation are that: 1) different imple-
mentations belonging to the same baseline IR models perform differently, and that 2)
VSM Lucene and LSI Matlab tend to out-perform other IR-based baseline FLTs.
In summary, the preceding three contributions (i.e., taxonomy refinement, homoge-
nous empirical design, and baseline evaluation), reported in Chapter 2 and Chapter 3, can
be consolidated to define a more comparable, reproducible and more optimal empirical
design, based on the best/common empirical practice against all core empirical design
elements.
4. Generality of FLTs’ Results) Empirical evaluation in the literature (Binkley
et al., 2015; Li et al., 2012; Mahmoud and Bradshaw, 2015; Mahmoud and Niu, 2015;
Razzaq et al., 2019; Thomas et al., 2013; Wang and Lo, 2014) and results obtained in
the evaluation carried out in Chapter 3 suggest that evaluation results are somewhat de-
pendent on the feature-sets. Hence, this thesis contributed towards systematic generality
of FLTs evaluated against feature sets. Towards this, Chapter 4 identified six feature
metrics which impact the performance of the best-performing baseline FLTs (see Section
4.3). Table 5.1 lists the feature metrics employed.
These metrics are found to partially control FLTs’ performance, holistically across
FLTs and impact on the individual baseline techniques to different degrees. For example,
in our study the top moderators that impact the performance of FLTs are Relative
Feature Size (RFS), Unique Lexical Coverage (ULC) and Crosscutting in Feature (CiF)
(see Section 4.5). In addition, in order to anticipate the change that could expected to be
occur in performance of baseline techniques when using different feature-set, this thesis
measure the units of change that occur with one unit change in the feature’s metrics values
(see Section 4.5.2). Although, this relative change relation between feature metrics and
FLTs’ performance is not currently applicable for different feature-sets (until the profile
of the feature-metric suite get fully charted) this thesis draws a road-map for research
that may lead us to an FLT-recommender system, given the software system under study.
In summary, this thesis after consolidating the findings from Chapter 4, contributed
toward the generality of FLTs’ comparison in the context of specific software systems by
initiating research towards more standard selections of feature-sets, which will ultimately
allow a fair and transparent comparison of FLTs for different feature characteristics, and
hence, guide further standardization of the empirical design for FLTs’ evaluation.
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Number of source code elements which constitute
a feature, relative to the total number of elements
in the software system
Tangled Elements
The number of code elements shared by a feature
with any other feature
Crosscutting
in Feature
For a feature, the number of other features that
intersect that feature by at least one code element
Unique Lexical
Coverage
Unique lexical size of the feature, relative to the
unique lexical size of the system
Lexical Saturation
Lexical size of the feature, relative to lexical size




Number of unique terms that are used to
constitute the feature-query in the feature set
5.3 Core Contributions
The first core contribution of the thesis is elaborated on as an FLT empirical-comparison
framework and presented in Figure 5.1. This framework facilitates a comparison of newly
presented FLTs, extending that of existing FLTs.
The empirical-comparison framework can be divided into three parts. The first part,
which is labelled FLT evaluation, Cognizant of Feature-set Characteristics, allows evalu-
ating the performance of several existing FLTs, with respect to the feature sets of several
systems and generates elevated cognisance of the FLT’s abilities for specific configurations
of feature-set characteristics. As new FLTs, proposed by researchers, are assessed in this
manner, they add information to FLTs to Impactful Characteristics matrix in the form of
new rows. As time goes by, researchers can also help to evolve this matrix by adding more
impactful characteristics in the form of new columns. As this FLTs to Impactful Charac-
teristics grows, it can also act as a recommender for developers who may be interested in
determining which FLT is appropriate for their system based, perhaps, on historical bug
repositories that can act as proxies for (past) feature-sets. In addition, it can also allow
the creation of a benchmark for specialized FLTs: For example, an FLT that claims to be
particularly good at identifying widely delocalized features might be evaluated against a
feature-set with that characteristics (e.g., TE and CiF) to assess those claims.
After the FLTs to Impactful Characteristics matrix has grown, standard benchmarks,
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Figure 5.1: Empirical Comparison Framework
to a Relative Ranking of FLTs on Standard Benchmarks for a specific context: FLT type,
FL goal, etc. Since such benchmarks should be providing coverage over most of a features’
impactful characteristics, an FLT evaluated using them should be more generalizable to
multiple systems, but the real value will be in customizing FLTs to systems with specific
feature-set metrics.
In addition, a baseline evaluation using those benchmarks will also rank FLTs accord-
ing to their performance. For example, given the ’Relative Performance of the Baselines
Using Standardized Benchmark’ and consistent empirical design, a novel FLT can be
evaluated against standard benchmarks and, by default, be assessed against all the base-
line techniques currently in the matrix and other FLTs that have already been compared
to any of those baselines. In addition, all novel FLTs that are compared, in such a
manner, against standard benchmarks may be generalized to different systems to whom
the feature-set impact can be reflected. This allows researchers and practitioners a more
holistic comparison across techniques and (approximately) across multiple systems, albeit
on a limited selection of features in standard benchmarks.
5.3.1 Empirical Guidelines
The second contribution is to assist researchers by providing guidelines for empirical eval-
uation of FLTs that may ultimately help to standardize and improve empirical research
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in the field. These guidelines are consolidated against three issues of empirical design
employed for FLTs’ evaluation, i.e., less comparable empirical design, less reproducible
empirical design and less systematically generalizable empirical design. These guidelines
are presented below:
5.3.1.1 Less Comparable Empirical Design
1. Since, only two-third of the examined FLTs have been evaluated through formal
empirical methods, this situation required guidance towards selection of more com-
parable empirical design which focuses on breadth (i.e., controlled-experiments)
and/or depth (i.e., case-studies) analysis. Researchers must use multiple case stud-
ies and–or controlled experiments towards the evaluation of FLTs. When doing so,
they should separate the pre-processing and post-processing steps to facilitate the
individual assessment of FLTs.
2. Given the field of FLT evaluation is epitomized by the presentation of new FLTs,
heterogeneity in empirical design is not optimal. Researchers should select more ho-
mogeneous empirical elements, e.g., evaluation measures, system-benchmark pairs
and user-input formats, cognisant of the FL goals and evaluation criteria.
3. An empirical assessment of the baseline techniques presented in Chapter 3 suggested
that different implementations of identically named baseline IR techniques (VSM,
LSI, LDA) performed differently in each empirical design, as characterized by dif-
ferent FL goals and evaluation criteria. This casts doubt on the cross-comparison of
existing FLTs when compared with implementations of identically-named IR tech-
niques. Hence, researchers should not rely on FLTs’ comparisons performed against
identically named IR-based FLTs.
4. Researchers should instead compare existing/novel FLT with at-least one of the
eight baseline FLTs (Gibbs-LDA, Lucene-VSM, Gensim-LSI, Gensim-LDA, R-LDA,
MATLAB-LSI, MATLAB-VSM, Tracelab-VSM) identified in this thesis. When
they are required to use a specific IR model, researchers should employ the best
performing implementation of that model (e.g. VSM-Lucene and LSI-Matlab).
Editors and reviewers of journals should accept such studies as valuable, publishable
contributions to knowledge, even when they focus solely on the evaluation and do
not present novel FLTs.
5. Overall, VSM-Lucene is found to be the best performing FLT for each FL goal in
most of the case studies. Hence, we propose that researchers should use it as the




6. To cross-compare the FLTs, researchers can use the rating factors, in percentages, to
evaluate against the baseline techniques on the system-benchmark pairs identified
in Chapter 3. This will ultimately augment the empirical-comparison framework
within which new and existing FLTs can be approximately compared, with less
effort (see Section 3.5.3).
5.3.1.2 Less Reproducible Empirical Design
1. In addition to employing reproducible baselines as comparator techniques, researchers
should implement their newly presented FLTs in reproducible frameworks like
Tracelab Dit et al. (2015). Such frameworks should be more technology agnos-
tic and demand the implementation and experiment material be incorporated so
that other researchers can use them for comparison purposes.
2. In sprit of Runeson and Höst (2009) a formal empirical design schema for FLT
evaluations should be derived, and made explicit, where researchers are informed
as to the acceptable requirements when reporting on their empirical studies. The
schema should make it possible to assess the subjectivity of the study/analyses to
decide which attributes to disclose fully in papers, which artefacts should be made
openly available (e.g., implementation of FLTs) and which analyses are reliable.
Such schemas should be used as guidance when reviewers are considering FLT
evaluation papers for publication .
5.3.1.3 Less Systematically Generalizable Empirical Design
1. Once researchers begin to hone in on the best performing techniques employing
homogenous empirical design, researchers should begin to focus on the generality
of the results obtained using an empirical design. Towards generalizing the findings
of FLTs, Chapter 4 introduced a third variable (feature-set characteristics) as a
moderator which can control the FLTs performance. As (Dit, Revelle, Gethers and
Poshyvanyk, 2013) note, this variable is a core component in the empirical eval-
uation of FLTs and its introduction can be employed to test confounding effects
(Bolin, 2014; Judd et al., 2001, 1996) of other characteristics (e.g. process-level
metrics (Fenton and Neil, 2000; Radjenović et al., 2013)). Thus, reviewers of the
literature need to be aware of the effect of moderators when evaluating FLTs com-
pared using different benchmarks.
2. In particular, FLTs’ empirical work should chart a direction towards the identifica-
tion of the system/benchmark/user-input characteristics that impact on FLTs and
to identify the specific impact they have.
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3. Likewise, feature characteristics (in our metric suite) presented in Chapter 4 allows
partially cognisant-selection of feature-set for FLT evaluation. Researchers should
employ such characteristics towards the creation of standard benchmarks which
should provide high-and-low value coverage for the relevant (impactful) character-
istics.
5.4 Limitations
Probably, no empirical research is possible without limitations (Kitchenham et al., 2002).
The research reported in this thesis also has some limitations and the following section
discusses the limitations of the research described in this thesis:
The major focus of the FLT’s research is towards novel techniques, which is indeed
fair, given the differing requirements of practitioners, based on their differing context
e.g., their software systems, repository information and FL goals. In this sense, the
presence of large numbers of FLTs is not disadvantageous. Hence, the contributions of
this thesis should only be considered as directed towards comparing across the FLTs given
a practitioners’ goal to find the best performing FLTs.
Likewise, there is an obvious tension between homogeneous empirical design and gen-
erality, in that heterogeneity may bring generality with less standardization in empirical
design which can lead to less comparability across FLTs. On the other hand, homoge-
nous empirical design helps better comparison across FLTs but the results obtained of
the FLTs’ evaluation employing such homogenous design are less generalizable. This
thesis moves towards homogeneity with respect to empirical guidelines and baseline com-
parisons but begins a move towards systematic generality with respect to feature-set
characteristics.
A few of the empirical components have not been considered in the process of stan-
dardizing/optimizing the empirical design in this thesis. This is mainly due to its focus
on more reproducible FLTs which, it turns out, are mostly IR-based techniques. For
example, according to the Dit, Revelle, Gethers and Poshyvanyk (2013) review, ‘Human
Subject’ is a core element of empirical design which has not been considered in design
guidelines proposed in this thesis and was omitted from the baseline analysis, as it failed
to meet the ‘non-subjective’ condition of baseline techniques. Baseline-to-baseline com-
parison serves the evaluation of an FLT, compared using a baseline, with another FLTs
which is evaluated against another baseline technique. However, all these findings are
declared with the caveat that the software system, and possibly the configurations of
techniques, has a strong impact on the performance of baseline techniques (see Section
3.4.4). This implied that baseline-to-baseline performance profile only allows approximate
comparison of FLTs compared to different baseline FLTs.
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Absolute replicability is perhaps not possible in empirical studies (Juristo and Gómez,
2012). This could also be the case regarding the research reported in this thesis. For
example, in addition to executables, the ability to reproduce an FLT might also be
dependent on a full description on how to use it, or how this technique is different from
identically named different implementations of FLTs . Similarly, replicability of overall
empirical design, might also require disclosing of other attributes reported in the study
or experimental material, e.g., making available the exact version of the software system
along with the state of the bug tracking repository of the date when the feature set
was created. This latter artefact may become particularly significant when some of its
characteristics are found to impact on FLTs’ performance. Likewise, not only the final
results, but also the intermediate results, might be important: For example, it could be
possible that two techniques have same final results for top-10 analysis but the identities
of the feature-related elements retrieved in ranked-list are different. Factors like these
imply that the empirical design we suggest is not absolutely replicable, given the software
engineering research is still immature in terms of defining the attributes required in
order to ensure a precise replicability in empirical studies (Juristo and Moreno, 2013;
Kitchenham et al., 2002; Wohlin et al., 2012).
This thesis initiated the research towards systematic generality of the FLTs’ compari-
son results by presenting a preliminary set of feature-set characteristics impacting FLTs’
performance. However, this set is not fully-charted in terms of including all (or possibly
even most) of the feature-set characteristics. This is partially due to the thesis’ focus on
the two best performing baseline techniques which are IR-based FLTs. In other types
of techniques, different characteristics may have more impact. For example, the struc-
tural distance between the feature related elements may have some impact on structural
techniques. Similarly, the distance of the feature-related elements from the entry method
(e.g., main) may have impact on dynamic techniques. Considering these limitations, the
contribution of thesis towards this direction may be deemed only as drawing a road-map
which could ultimately lead FLTs’ evaluation research towards FLT recommender system.
Other than these more general limitations regarding the empirical design proposed
in this thesis, there are a few specific threats that can limit the findings reported on
individually in each chapter. Those limitations are discussed in the threats to validity
sections within each chapter (see Sections 2.6, 3.6 and 4.7).
5.5 Future Work
In this thesis, we limited our scope to reviewing only static FLTs. In the future, we
plan to extend our research scope to cover dynamic FLTs and consider other baseline,
non-IR FLTs. Hence, we want to identify and assess the dynamic and structural baseline
techniques in a similar way. We also want to empirically identify other feature/system
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metrics that would impact on the performance of those FLTs. Initial work in this direction
has already started where we are looking at how the distance between the feature related
elements and the distance of the feature related elements to feature’s entry-point might
affect static FLTs.
Towards the creation of more standard candidate system-benchmark pairs that can be
incorporated into, and expand, the empirical-comparison framework, we are planning to
enhance our feature metric suite with static (Nuñez-Varela et al., 2017), dynamic (Cor-
nelissen et al., 2009) and process-level (Briand et al., 1999; Kitchenham, 2010) feature
metrics for static, dynamic and historical analysis. In addition, we want to assess the im-
pact of multiple moderators (feature characteristics) interactions through multiplicative
moderation (Bolin, 2014; Judd et al., 2001). Finally, we want to assess how system-wide
characteristics can impact the performance of FLTs in the future.
More generally, we intend to start formalizing the presented empirical guidelines to-
wards an FLTs’ evaluation schema which can be employed by researchers to meet ac-
ceptable standards when reporting on empirical FLT evaluations and prompting repro-
ducibility of studies. Likewise, this could be a tool for publication reviewers, to assess
the quality of submitted work.
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Appendix A
This appendix present the list of articles included in systematic literature review reported
in Chapter 2.
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