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A GROUPOID APPROACH TO LU¨CK’S AMENABILITY CONJECTURE
DAVID KYED AND HENRIK D. PETERSEN
Abstract. We prove that amenability of a discrete group is equivalent to dimension flatness
of certain ring inclusions naturally associated with measure preserving actions of the group.
This provides a group-measure space theoretic solution to a conjecture of Lu¨ck stating that
amenability of a group is characterized by dimension flatness of the inclusion of its complex
group algebra into the associated von Neumann algebra.
1. Introduction
The theory of L2-invariants was re-formulated in terms of homological algebra by Lu¨ck
[5, 6] (see also [2]) in the late 1990’s, and this prompted the importance of investigating the
ring-theoretical properties of the group ring CΓ associated with a discrete group Γ. In this
context, one very natural question to ask is when the inclusion of CΓ into the group von
Neumann algebra LΓ is flat, but this turns out to be true only for a very limited class of
groups: it is the case when Γ is virtually cyclic and conjecturally [7, Conjecture 6.49] only then.
However, utilizing the von Neumann dimension dimLΓ(−) arising from the natural trace on
LΓ, one can relax the definition of flatness, arriving at the notion of dimension-flatness, which
is simply defined by demanding that the functor LΓ⊗CΓ− maps injective CΓ-homomorphisms
to LΓ-homomorphisms with zero-dimensional kernel. This property turns out to be far less
restrictive than actual flatness of the inclusion CΓ ⊆ LΓ, and in [6, Theorem 5.1] Lu¨ck
proves that it holds for all amenable groups and conjectures this to be a characterization
of amenability. In the present paper we investigate various group-measure space theoretic
versions of this conjecture — henceforth referred to as Lu¨ck’s amenability conjecture. Our
primary setting will be that of translation groupoids arising from free probability measure
preserving actions of discrete groups, and using Gaboriau-Lyons’ measure-theoretic solution
to von Neumann’s problem [4] we prove the following:
Theorem (See Porism 5.4). A discrete group Γ is amenable if and only if the following holds:
for any free, ergodic, probability measure-preserving action of Γ on a non-atomic standard
Borel space (X,µ) the inclusion of the corresponding groupoid ring C[G ] into the groupoid
von Neumann algebra L(G ) is dimension flat.
Furthermore, we obtain the following version of the above result which is somewhat more
group theoretical in nature:
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Theorem (See Theorem 4.7, 5.3 & Proposition 5.5). A discrete countable group Γ is amenable
if and only if the following holds: For any finite cyclic group C and any non-trivial system
B of Borel subsets in X :=
∏
ΓC, which is stable under complements, finite intersections
and the Bernoulli Γ-action, the algebra C[B] generated by the corresponding indicator func-
tions satisfies that inclusion of the algebraic crossed product C[B]⋊Γ into the von Neumann
algebraic crossed product L∞(X)⋊¯Γ is dimension flat. Moreover, when Γ is non-amenable
the Borel system B for which the the inclusion is not dimension flat can be chosen such that
C[B] has countable linear dimension and is finitely generated as a module over CΓ.
Our results are based on a detailed analysis of certain aspects of homological algebra
“relative to a dimension-function” and along the way we prove several results of a general
nature. When applied to the case of groupoid algebras they imply the following theorem,
which in turn will be the key to the two dimension-flatness theorems mentioned above.
Theorem (See Corollary 3.10 & Proposition 3.14). If H is a sub-groupoid of a discrete
measured groupoid G then the corresponding inclusion CH ⊆ CG is dimension flat relative
to the von Neumann algebra of essentially bounded functions on their common base space.
Furthermore, for any CH -module K and any p > 0 we have
dimLG Tor
CH
p (LG ,K) = dimLG Tor
CG
p (LG ,CG ⊗
CH
K)
The rest of the paper is organized as follows. In Section 2 we recall the necessary notions
from the theory of discrete measured groupoids and introduce the module of functions on the
homogenous space arising from an inclusion of such groupoids. This construction will turn
out to be essential for the sections to come. In Section 3 we develop the homological algebraic
results needed in order to obtain our main results which are proved in Section 4 and 5.
Acknowledgements. The authors would like to thank Ryszard Nest and Andreas Thom for
valuable comments and conversations revolving around Lu¨ck’s amenability conjecture.
Notation. Throughout the paper, all generic von Neumann algebras are assumed to be finite
and have separable predual and, unless explicitly specified otherwise, τ will denote a fixed
normal, faithful tracial state on the von Neumann algebra in question. Moreover, all generic
discrete groups are implicitly assumed to be countable and all groupoids appearing will be
assumed discrete and measured. We denote the unit, either in a group or an algebra, by 1
and the indicator function on a set F by 1F . For a function f : X → E into a vector space
we denote suppf := {x ∈ X | f(x) 6= 0}, i.e. we do not automatically take the closure, even
if X might be a topological space. Finally, we will need to distinguish between algebraic and
von Neumann algebraic crossed products; the symbol “⋊” will therefore be used to denote
the former while “⋊¯” will denote the latter.
2. Group actions and groupoids
Suppose that Γ is a countable discrete group acting essentially freely and measure pre-
servingly on a standard diffuse (i.e. without atoms) probability space (X,µ). Recall that the
freeness assumption means that for every γ ∈ Γ \ {e} we have µ({x ∈ X | γ.x = x}) = 0,
and that preservation of the measure means that the push-forward measure γ∗µ equals µ for
all γ ∈ Γ. The action of Γ on X defines a standard, measure-preserving equivalence relation
R ⊆ X ×X by setting x ∼R y if there exists γ ∈ Γ such that y = γ.x. We may think of the
relation R as a groupoid, called the translation groupoid of the action, and when doing so
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we often denote it by G instead of R. The object space is G 0 = X, there is an arrow (y, x)G ,
where we often leave out the subscript “G ”, from x to y exactly when they are related in R,
and the composition of arrows is given by (z, y) ◦ (y, x) = (z, x). On the relation we have the
two natural projection maps pri : X ×X → X and these are exactly the target map t = pr1
and source map s = pr2 on G . Recall [3, 9] that s and t give rise to a groupoid measure ν on
G by setting
ν(A) =
∫
X
#(t−1(y) ∩A) dµ(y) =
∫
X
#(s−1(x) ∩A) dµ(x);
the two integrals being equal because R preserves µ. Recall from [9] that the groupoid
ring CG of G is the subspace of L∞(G , ν) consisting of (classes of) functions f such that
the functions x 7→ #{α ∈ t−1(x) | f(α) 6= 0} and x 7→ #{α ∈ s−1(x) | f(α) 6= 0} are
both essentially bounded on X. On CG we consider the convolution product (f ∗ g)(γ) =∑
α,β∈G :γ=αβ f(α)g(β); note that the sum is finite for almost every γ ∈ G so that the defi-
nition does in fact make sense. Furthermore, CG is equipped with an involution by setting
f∗(γ) = f(γ−1) turning it into a unital ∗-algebra. Integration against the measure ν defines a
faithful, positive trace τ on CG and the corresponding GNS-construction leads to an algebra
of bounded operators whose weak closure (which is therefore a finite von Neumann algebra
known as the groupoid von Neumann algebra) will be denoted by LG in the following.
Our main aim in this section is to introduce a notion of “the homogenous space” associated
with an inclusion of groupoids and to study its basic properties. Consider therefore a sub-
groupoid H of G with the same object space H 0 = X. For simplicity of notation we assume
that H , whence also G , has infinite orbits on X and furthermore that [G : H ] = ∞ almost
everywhere, i.e. that there is no G -invariant set A ⊆ X of non-zero measure such that each
G -orbit on A splits into finitely many H -orbits on A. We also fix isomorphisms of measure
spaces
φG : X × N→ G and φH : X × N→ H
such that t ◦ φ∗ = prX and (mainly for convenience) such that φ∗((x, 1)) = (x, x)∗ = idx.
The existence of φ∗ is implicit in [10, Lemma 3.2], where a full proof is given in the ergodic
case. In the case where G is the translation groupoid of a free action we may in fact take the
domain of φG to be X × Γ and φ(x, γ) = (x, γ
−1.x)G . Now define
E1 = ∪j∈NE1,j where E1,j := supp
(
1φG (X×{1}) ∗ 1φH (X×{j})
)
.
Assuming E1, . . . , Ei−1 defined as E∗ := ∪j∈NE∗,j we define, recursively, sets Ei,∗ ⊆ G as
follows: For each x ∈ X denote by ni(x) the smallest ni(x) ∈ N such that (x, ni(x)) /∈
E1 ∪ · · · ∪ Ei−1. Denote by Si the graph {(x, ni(x)) | x ∈ X} ⊆ X × N and put
Ei = ∪j∈NEi,j where Ei,j = supp
(
1φG (Si) ∗ 1φH (X×{j}
)
.
Then the sets Exi := t
−1(x) ∩ Ei are precisely the pointwise orbits of right-multiplication
by H on G , and the maps x 7→ ni(x) provides a measurable choice of representatives. For
notational convenience, we also denote the arrow φG (x, ni(x)) by αi,x. Notice also that the
sets Ei,j are pairwise disjoint with ν(Ei,j) = 1 and G = ∪i,jEi,j.
Remark 2.1. The construction of the sets Ei might seem technical at first glance but the
underlying idea is quite simple. The set E1 simply consists of the arrows in H . To construct
E2, we choose for every point x ∈ X the first (relative to the chosen numbering φG ) arrow
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in G \ H with target x. This is then α2,x and E2 then consists of all arrows that can be
obtained by composing the α2,x’s from the right with arrows from H . The set E3 is then
constructed by choosing, for each x ∈ X, the first arrow in G \ (E1 ∪E2) with target x. This
is the arrow denoted α3,x and the set E3 consists of all the arrows that can be obtained by
multiplying the α3,x’s from the right with arrows from H . Note also that the set Ei,1 simply
consists of the collection (αi,x)x∈X and that Eij consists of the arrows obtained by composing
αi,x’s from the right with the j’th arrow from H with target s(αi,x).
We now define the quotient space as (G /H )φ∗ := ∪i∈NEi,1 with the Borel structure in-
herited from G . Notice that this is actually independent of the choice of φH and φG , in the
sense that any other choices would give a canonically isomorphic space — hence we drop the
superscript on G /H in the sequel. Next we want to study certain modules of functions on
G /H . To this end, consider the sets
C[G ]t = {f ∈ L
∞(G , ν) | x 7→ #t−1(x) ∩ supp(f) is essentially bounded on X};
C[G /H ]t = {f ∈ L
∞(G /H , ν) | x 7→ #t−1(x) ∩ supp(f) is essentially bounded on X}.
Note that C[G ]t is a left C[G ]-module for the natural convolution action. We may define a
map κG
H
: CGt → CGt by setting
κGH (f)(α) =
{ ∑
β∈Exi
f(β) , if ∃x ∈ X, i ∈ N : α = αi,x;
0 , if not.
We note that the range of κG
H
is exactly C[G /H ]t and define C [G /H ] := κ
G
H
(CG ).
Definition & Proposition 2.2. The space C [G /H ]t is endowed with the structure of a left
CG -module by setting
f.ξ := κGH (f ∗ ξ) for f ∈ CG and ξ ∈ C [G /H ]t . (1)
The subset C[G /H ] is a submodule for this structure and the map κG
H
is a CG -map of CGt
onto C [G /H ]t mapping C[G ] onto C[G /H ].
Proof. To show that equation (1) does indeed define a module structure it is sufficient to show
that κG
H
(f ∗ g) = κG
H
(
f ∗ κG
H
(g)
)
for all f ∈ C[G ] and g ∈ CGt. Expanding this, we need to
show that for all i ∈ N and almost every x ∈ X we have∑
α∈Exi
(f ∗ g)(α) =
∑
α∈Exi
(f ∗ κGH (g))(α). (2)
Computing the left-hand side of (2) we get
∑
α∈Exi
(f ∗ g)(α) =
∑
α∈Exi
∑
β∈t−1(x)
f(β)g(β−1α) =
∑
β∈t−1(x)
f(β)

∑
α∈Exi
g(β−1α)

 ,
and the right hand side of (2) expands as
∑
α∈Exi
(f ∗ κGH (g))(α) =
∑
β∈t−1(x)
f(β)

∑
α∈Exi
(κGH g)(β
−1α)

 .
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For fixed β there exists a unique j ∈ N such that αj,s(β) ∈ β
−1Exi and since κ
G
H
(g) is only
supported in the representatives we have∑
α∈Ex
i
κGH (g)(β
−1α) = κGH (g)(αj,s(β)) =
∑
γ∈E
s(β)
j
g(γ) =
∑
α∈Ex
i
g(β−1α),
The remaining statements follow directly from the definitions.

Remark 2.3. Removing the assumption that H has infinite index in G we can write X as
a disjoint union of G -invariant sets X(n), n ∈ N ∪ {∞} such that for all n we have [G |X(n) :
H |X(n) ] = n. Then we may proceed as above on each of the pieces X
(n), getting sets E
(n)
i,j
and defining a factor map κG
H
and C [G /H ]. Note also that if we take H = G we get
C [G /H ] ≃ L∞(X) and that κG
G
is the usual augmentation map. Thus in this case the
CG -module structure coincides with the one considered in [9].
Below we will also need a further subdivision of the Ei,1. Namely, noting that the projec-
tion maps s and t are countable-to-one we can partition each Ei,1 into sets on which both the
target and the source map are injective (see e.g. [9, Lemma 3.1].) That is, we can find subsets
Ii ⊆ N such that Ei,1 = ⊔l∈IiE(i,l),1, ν(E(i,l),1) > 0 and such that s and t are both injective
when restricted to each E(i,l),1. For x ∈ t(E(i,l),1) we denote by α(i,l),x the unique arrow α
in E(i,l),1 with x = t(α) and we denote by α(i,l) the partial isomorphism of X given by the
collection of all these. We furthermore denote by E(i,l),j the support of 1E(i,l),1 ∗ 1φH (X×{j})
and observe that the source and target maps are still injective when restricted to the E(i,l),j .
For an inclusion H 6 G of groups, it is well-known that the group ring CG is generated as
a right-CH-module by a set of representatives for the cosets in G/H. We now fix the last bit
of notation and prove the groupoid analogue of this result.
Definition 2.4. An element f ∈ CG is said to be on H -reduced form if there exists a finite
set J ⊆ ⊔i∈NIi and (fi,l)(i,l)∈J ⊆ CH such that
f =
∑
(i,l)∈J
1E(i,l),1 ∗ fi,l and t(supp(fi,l)) ⊆ s(E(i,l),1) for all (i, l) ∈ J. (3)
The condition on the fi,l’s just means that we have not trivially extended their support.
In particular, for an f on H -reduced form we have that f = 0 if and only if all the fi,l = 0.
To see this, first note that summands in (3) have disjoint support, so f is zero if an only
if 1E(i,l),1 ∗ fi,l = 0 for every (i, l) ∈ J . Furthermore, if fi,l is non-zero on a set F ⊆ H of
positive measure then the targets of this set is contained in s(E(i,l),1), and hence for each
β ∈ F there exists a unique α ∈ E(i,l),1 for which the product αβ is defined; this product is
then in the support of 1E(i,l),1 ∗ fi,l which therefore has positive measure as well.
Lemma 2.5 (Decomposition). Let f ∈ CGt and 0 < ε 6 1. Then there exists a set Y ⊆ X
with µ(Y ) > 1− ε such that 1Y ∗ f is on H -reduced form.
An alternative formulation using the dimension function (see e.g. Section 3) is that the
right CH -span of the indicator functions 1E(i,l),1 generates a rank dense (i.e. codimension
zero for dimL∞(X)) submodule of CGt.
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Proof. By the definition of CGt we have ν(suppf) <∞. If we put
F(i,l),j = E(i,l),j ∩ supp(f) for i, j ∈ N and l ∈ Ii,
we therefore have
∑
(i,l),j ν(F(i,l),j) <∞, so we may choose a finite set D ⊆ (⊔i∈NIi)×N such
that
∑
((i,l),j)/∈D ν(F(i,l),j) < ε. As
µ(t(F(i,l),j)) =
∫
X
1t(F(i,l),j)(x) dµ(x) 6
∫
X
#(t−1(x) ∩ F(i,l),j) dµ(x) = ν(F(i,l),j),
also
∑
((i,l),j)/∈D µ(t(F(i,l),j)) < ε and we now choose Y =
(
∪((i,l),j)/∈Dt(F(i,l),j)
)∁
. Then
supp(1Y ∗ f) ⊆ ∪((i,l),j)∈DE(i,l),j and since s is injective on E(i,l),j there exists f
0
(i,l),j ∈
L∞(X), ((i, l), j) ∈ D, such that
1Y ∗ f =
∑
(i,l),j∈D
1E(i,l),j · f
0
(i,l),j
=
∑
(i,l),j∈D
1E(i,l),1 ∗ 1φH (X×{j}) · f
0
(i,l),j
=
∑
(i,l)
1E(i,l),1 ∗


1s(E(i,l),1) ∗
∑
j
1φH (X×{j}) · f
0
(i,l),j

 .
The functions fi,l := 1s(E(i,l),1) ∗
∑
j 1φH (X×{j}) · f
0
(i,l),j will therefore now do the job. 
We single out the following consequence of the proof, which does not use the existence of
H at all.
Porism 2.6. For every f ∈ CGt and every 0 < ε < 1 there is a Y ⊆ X with µ(Y ) > 1 − ε
such that 1Y ∗ f ∈ CG .
3. Homological algebra in the presence of a dimension function
In this section we study certain basic homological algebraic concepts, in particular flatness
properties, replacing the usual notion of exactness with a weaker notion arising from the
dimension function associated with a finite von Neumann algebra. We remind the reader that
all generic von Neumann algebras are assumed to be finite and have separable predual and
furthermore to come equipped with a fixed faithful, normal, tracial state denoted by τ .
3.1. Lu¨ck’s dimension function. Let N be a tracial von Neumann algebra with a fixed
faithful, normal, tracial state τ . Recall that Lu¨ck’s dimension function dimN assigns to each
N -module L an extended positive real number
dimN L := sup{dimN P | P ⊆ L finitely generated and projective submodule},
where dimN P is the usual von Neumann dimension of the projective module P . For more
details we refer to the monograph [7]; recall, in particular, the many nice properties listed in
[7, Theorem 6.7]. A key technical observation that will be used repeatedly in the sequel, often
referred to as ‘Sauer’s local criterion’, provides a very nice characterization of zero-dimensional
modules over N . We recall it here for the readers convenience.
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Theorem 3.1 ([9, Theorem 2.4]). Let N be a tracial von Neumann algebra and let L be
an N -module. Then dimN L = 0 if and only if for every x ∈ L there exists a sequence of
projections pn ∈ N such that limn τ(pn) = 1 and pn.x = 0 for all n.
Note that if pn ∈ N is a sequence such that τ(pn) → 1 and pnx = 0, then there exists
a sequence of projections p′n ∈ N increasing to 1 and such that p
′
nx = 0. In particular,
zero-dimensionality is a property that is independent of the choice of trace state on N .
3.2. Dimension flat basis change. In this section we develop some of the basic properties
of homological algebra “relative to” a finite von Neumann algebra. The main technical result
obtained is a version of the well-known flat base change formula [13, Proposition 3.2.9] in this
setting.
Definition 3.1. Let R be a unital ring containing a finite von Neumann algebra M .
(i) We say that a complex
. . .
di+2
−−−→ Pi+1
di+1
−−−→ Pi
di
−−−→ Pi−1
di−1
−−−→ . . .
of R-modules is dimM -exact if its homology in each degree has M -dimension zero,
i.e. if dimM (ker di−1/di(Pi+1)) = 0 for all i.
(ii) We say that (Pi, di)i∈N0 is a projective dimM -resolution of an R-module L if the Pi’s
are all projective R-modules and there exists an R-homomorphism P0 → L such that
the augmented the complex P∗ → L→ 0 is dimM -exact.
The following definition provides us with language to talk about these properties in very
general situations.
Definition 3.2. Let (M1, τ1) and (M2, τ2) be tracial von Neumann algebras and let F be
a functor from the category of M1-modules to the category of M2-modules. We say that
F is (M1,τ1)→(M2,τ2)exact if the image under F of any short dim(M1,τ1)-exact sequence of M1
modules is dim(M2,τ2)-exact.
Our main focus in the following will be on tensor functors and we therefore adapt the
standard language from homological algebra to this setting.
Definition 3.3. Let M ⊆ N be a trace preserving inclusion of finite von Neumann algebras
and let R be an intermediate ∗-algebra. The inclusion R ⊆ N is said to be M→Nflat if N⊗R−
is M→Nexact. If M and N are clear from the context we will often just refer to the inclusion
R ⊆ N as being dimension flat.
Remark 3.4. The notion of dimension flatness originates from Lu¨ck’s work in [6] where it is
proven that the inclusion C[Γ] ⊆ L(Γ) is C→L(Γ)flat whenever Γ is an amenable group. Note
also that dimension flatness of an inclusion R ⊆ N is independent of the choice of faithful,
normal, tracial state on N . This follows from Sauer’s local criterion (Theorem 3.1) and the
remarks following it.
Next we recall from [11, 12] the notion of rank completion. Given a tracial von Neumann
algebra M and an M -module L we define the rank of an element ξ ∈ L as
[ξ] := inf{τ(p) | p ∈ Proj(M), pξ = ξ}.
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This induces a uniform structure on L and the Hausdorff completion, denoted cM (L), is again
anM -module. Hence there is a canonical map c : L→ cM (L) and this turns out [12, Theorem
2.7] to be a dimM -isomorphism; i.e. the sequence 0 → L
c
−→ cM (L) → 0 is dimM -exact. A
module L is called rank complete if c is an isomorphism; we remark that the dimension
function dimM (−) is faithful on the category of complete modules.
Definition 3.5. Let M ⊆ N be a trace-preserving inclusion of finite von Neumann algebras.
An intermediate ∗-algebra R is said to beM -compatible if for any R-module L and any r ∈ R
the action of r on L is Lipschitz with respect to the rank metric arising from M .
The compatibility property is a mild strengthening of the property considered in [8, Lemma
1.2]. The results in [8] came to our attention after submission of the present paper, and the
theory developed there provides a different approach to some of the results in this section.
We provide a self-contained account for the convenience of the reader.
Remark 3.6. Note that if R is M -compatible and f : K → L is a homomorphism of R-
modules then both cM (K) and cM (L) are naturally R-modules and f is a contraction with re-
spect to the rank-metric and therefore extends continuously to a map cM (f) : cM (K)→ cM (L)
which is also an R-homomorphism. We will primarily be interested in the following two situa-
tions: Firstly, if Γy (X,µ) is a free p.m.p. action then R = L∞(X)⋊Γ is L∞(X)-compatible
as a subalgebra of L∞(X)⋊¯Γ [12, Lemma 4.4]. Secondly, in the case of a groupoid G with
object space (X,µ) the groupoid ring CG ⊆ LG is L∞(X)-compatible. This follows from
from the fact that CG is spanned (algebraically) as an L∞(X)-module by partial isometries
with range- and source projections in L∞(X) [9, Lemma 3.3]; the details of the argument can
be found in the proof of [9, Lemma 4.8].
We record a few more properties of the rank completion that will turn out useful in the
sequel. These are slightly more technical versions of [12, Lemmas 2.6 & 2.8].
Lemma 3.7. Let M ⊆ N be a trace-preserving inclusion of finite von Neumann algebras and
let R ⊆ S be intermediate M -compatible ∗-algebras. Then the following holds.
(i) The functor cM (−) maps dimM -exact complexes of R-modules to (dimC-) exact com-
plexes of R-modules.
(ii) For any R-module L the natural map id⊗c : S ⊗R L → S ⊗R cM (L) is a dimM -
isomorphism. In particular when S = N this is a dimN -isomorphism as well.
SinceM is always compatible over itself, (ii) implies that if S is anM -compatible ∗-algebra
between M and N then S is also compatible as an M -bimodule in the sense of [9, Definition
4.6]. That is, if L is a zero-dimensional M -module then the same is true for S ⊗M L. Note
that the latter property is exactly the one studied in [8, Lemma 1.2].
Proof. To prove (i), consider a dimM -exact complex K
f
→ L
g
→ Q and the commutative
diagram
K
f //
cK

L
g //
cL

Q
cQ

cM (K)
cM (f)
// cM (L)
cM (g)
// cM (Q)
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We then need to prove that ker(cM (g)) ⊆ rg(cM (f)). Since the category of complete modules
is abelian [12, Theorem 2.7] it suffices to prove that ker(cM (g))/rg (cM (f)) has M -dimension
zero. By Sauer’s local criterion, we therefore have to prove that for every x ∈ ker(cM (g))
and every ε > 0 there exists a projection p ∈ M such that τ(p⊥) < ε and px ∈ rg(cM (f)).
First choose p1 ∈ M with τ(p
⊥
1 ) < ε/3 such that p1x ∈ rg(cL) and choose y ∈ L such that
cL(y) = p1x. Then
cQg(y) = cM (g)cL(y) = cM (g)(p1x) = p1cM (g)(x) = 0.
As ker(cQ) is zero-dimensional there exists p2 ∈ M such that τ(p
⊥
2 ) < ε/3 and 0 = p2g(y) =
g(p2y). By dimM -exactness of the upper row there exists p3 ∈M such that τ(p
⊥
3 ) < ε/3 and
p3p2y = f(z) for some z ∈ K. Putting p = p1 ∧ p2 ∧ p3 we have τ(p
⊥) < ε and
px = pp1x = pcL(y) = pcL(p3p2y) = pcL(f(z)) = cM (f)(cK(pz)),
and the proof of (i) is complete. To prove (ii), consider the map f : L → S ⊗R L given by
f(x) = 1⊗x. This is an M -linear map so it extends to a map f¯ : cM (L)→ cM (S⊗RL) which
is R-linear. It therefore induces a map id⊗f¯ : S ⊗R cM (L) → S ⊗R cM (S ⊗R L) which after
composition with the multiplication map S ⊗R cM (S ⊗R L)→ cM (S ⊗R L) yields an S-linear
map f˜ : S ⊗R cM (L)→ cM (S ⊗R L) making the following diagram commutative:
S ⊗R cM (L)
f˜ // cM (S ⊗R L)
S ⊗R L
id⊗c
OO
c
66♥♥♥♥♥♥♥♥♥♥♥♥
Since c is dimM -injective the same is true for id⊗c. To prove dimension-surjectivity we
need the following observation: For every s ∈ S and every sequence of projections pn ∈ M
with τ(pn) → 1 there exists a sequence of projections qn ∈ M with τ(qn) → 1 such that
qns = qnspn. This follows easily from the compatibility assumption on S. To see this
explicitly, note that since multiplication with s is Lipschitz there exists a C > 0 such that
[sp⊥n ] 6 C[p
⊥
n ] = Cτ(p
⊥
n ).
Hence there exists qn ∈M with τ(qn) > 1− Cτ(p
⊥
n )− 1/n and qnsp
⊥
n = 0. Hence τ(qn)→ 1
and qnspn = qns. Proving dimension-surjectivity of id⊗c is now straight forward: Given
ξ =
∑m
i=1 ri ⊗ xi ∈ S ⊗R cM (L) and ε > 0 there exist projections p
(n)
1 , . . . , p
(n)
m ∈ M such
that limn τ(p
(n)
i ) = 1 and p
(n)
i xi = c(y
(n)
i ) for some y
(n)
1 , . . . , y
(n)
m ∈ L. By the observation, we
can find projections q
(n)
1 , . . . , q
(n)
m ∈M such that limn τ(q
n
i ) = 1 and q
(n)
i rip
(n)
i = q
(n)
i ri. Then
q(n) = ∧mi=1q
(n)
i satisfies limn τ(q
(n)) = 1 and
q(n)ξ =
m∑
i=1
q(n)ri ⊗ xi =
m∑
i=1
q(n)ri ⊗ p
(n)
i xi = (id⊗c)
(
m∑
i=1
q(n)ri ⊗ yi
)
Hence id⊗c is dimension-surjective and the proof of (ii) complete. 
Corollary 3.8. If M ⊆ N is a trace preserving inclusion of finite von Neumann algebras and
R is an intermediate M -compatible ∗-algebra then the inclusion R ⊆ N is M→Nflat if and
only if it is C→Nflat.
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Proof. Clearly M→Nflatness is stronger than C→Nflatness. On the other hand, if R ⊆ M is
C→Nflat and
0 −→ K −→ L −→ Q −→ 0
is a dimM -exact sequence, then by Lemma 3.7 (i) the M -rank completion of this sequence is
properly exact and hence
0 −→ N ⊗R cM (K) −→ N ⊗R cM (L) −→ N ⊗R cM (Q) −→ 0
is dimN -exact. Applying Lemma 3.7 (ii), this complex of N -modules is dimN -isomorphic to
the complex
0 −→ N ⊗R K −→ N ⊗R L −→ N ⊗R Q −→ 0
which is therefore also dimN -exact; i.e. the inclusion R ⊆ N is M→Nflat.

The following lemma shows that a projective dimM -resolution is as good as an honest
projective resolution for computing Tor as long as we only care about the dimension (compare
also with [8, Lemma 1.4]).
Lemma 3.9. Let M ⊆ N be a trace-preserving inclusion of finite von Neumann algebras and
let R be an intermediate M -compatible ∗-algebra. Suppose that P∗ → L → 0 is a projective
dimM -resolution of the left R-module L. Then for all i > 0
dimN Tor
R
i (N,L) = dimN Hi(N ⊗R P∗).
Proof. Let (Pi) be a projective dimM -resolution of L as in the statement and let (Qi) be
an honest projective resolution of L. By Lemma 3.7, both cM (Pi) and cM (Qi) are therefore
honest (not necessarily projective) R-resolutions of cM (L). By the comparison theorem [13,
Theorem 2.2.6] (see also [13, Porism 2.2.7]) we therefore get chain maps u∗, v∗ making the fol-
lowing diagram, in which the arrows denoted c are the canonical maps into rank completions,
commute.
P∗ //
∃u∗
yyrrr
rr
rr
rr
rr
c

L //
id
zzttt
tt
tt
tt
tt
t
c

0
Q∗ //
∃v∗ %%❑❑
❑❑
❑❑
❑❑
❑❑
c

L //
c
$$❏
❏❏
❏❏
❏❏
❏❏
❏
c

0
cM (P∗) //
cM (u∗)
yyss
ss
ss
ss
s
cM (L) //
id
zz✉✉
✉✉
✉✉
✉✉
✉
0
cM (Q∗) // cM (L) // 0
We first consider the upper part of the diagram. Since c : P∗ → cM (P∗) lifts c : L → cM (L)
and this lift is unique up to homotopy [13, Porism 2.2.7] we obtain that the composition of
induced maps
Hi(N ⊗R P∗)
u¯i−→ Hi(N ⊗R Q∗)︸ ︷︷ ︸
=TorRi (N,L)
v¯i−→ Hi(N ⊗R cM (P∗))
is the same map as c¯ : Hi(N ⊗R P∗)→ Hi(N ⊗R cM (P∗)). The latter is a dimN -isomorphism
since it is the map induced on homology by the chain map id⊗c : N ⊗R Pi → N ⊗R cM (Pi),
which is a dimN -isomorphism by Lemma 3.7. In particular dimN ker u¯i = 0 for all i, proving
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the inequality “>” of the statement. For the other inequality we note, similarly, that the
composition of induced maps
Hi(N ⊗R Q∗)
v¯i−→ Hi(N ⊗R cM (P∗))
cM (ui)
−−−−→ Hi(N ⊗R cM (Q∗))
is the same map as c¯ : Hi(N ⊗R Q∗)→ Hi(N ⊗R cM (Q∗)) so that dimN ker v¯i = 0. 
Corollary 3.10 (Dimension flat base change). Let M ⊆ N be a trace-preserving inclusion of
finite von Neumann algebras and let R ⊆ S be intermediate M -compatible ∗-algebras. Suppose
that the functor S⊗R− from R-modules to S-modules is M→Mexact. Then for every R-module
L and every i ∈ N0 we have
dimN Tor
R
i (N,L) = dimN Tor
S
i (N,S ⊗R L).
Proof. Let P∗ → L→ 0 be a resolution of L by free R-modules. Then
S ⊗R P∗ → S ⊗R L→ 0
is a free dimM -resolution of S⊗RL so the claim follows directly from the previous lemma. 
Returning to the case of just one intermediate ∗-algebra R, we have the following equivalent
characterizations of M→Nflatness of the ring inclusion R ⊆ N , which is nothing but a straight
forward dimension-adapted version of a classical result in homological algebra; see e.g. [13,
Exercise 3.2.1].
Proposition 3.11. For the tower M ⊆ R ⊆ N , where R is M -compatible, the following are
equivalent.
(i) The inclusion R ⊆ N is M→Nflat; i.e. the functor N ⊗R − is M→Nexact.
(ii) For every k > 1 and every left R-module K we have dimN Tor
R
k (N,K) = 0.
Before returning to the case of groupoids we record a minor result which will turn out
useful in the sections to come.
Lemma 3.12. Let M ⊆ N be a trace-preserving inclusion of von Neumann algebras with an
intermediate ∗-algebra R such that the inclusion R ⊆ N is M→Nflat, and let Γ be a discrete
countable group acting on N and preserving R globally. Then the inclusion R⋊Γ ⊆ N ⋊Γ is
also M→Nflat.
Proof. Let 0 → K
ι
−→ L
pi
−→ Q → 0 be a short dimM -exact sequence of R ⋊ Γ-modules. The
statement in the lemma is then just the observation that we have a commutative diagram of
N -modules
0 // (N ⋊ Γ)⊗R⋊Γ K
id⊗ι // (N ⋊ Γ)⊗R⋊Γ L
id⊗pi // (N ⋊ Γ)⊗R⋊Γ Q // 0
0
≀ id
OO
// N ⊗R K
≀ id
OO
id⊗ι // N ⊗R L
≀ id
OO
id⊗pi // N ⊗R Q
≀ id
OO
// 0.
≀ id
OO

Remark 3.13. Note that if an inclusion R ⊆ N is dimension flat then for any tracial inclusion
N ⊆ N˜ into another finite von Neumann algebra N˜ the inclusion R ⊆ N˜ is also dimension
flat. This is due to the fact that the inclusion N ⊆ N˜ is faithfully flat and the functor N˜⊗N−
is dimension preserving [7, Theorem 6.29]. Hence, dimension flatness of an inclusion R ⊆ N
is equivalent to dimension flatness of the inclusion of R into the von Neumann subalgebra it
generates in N .
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3.3. Applications to groupoids. We now return to the setup from Section 2. More pre-
cisely, we consider an inclusion of discrete measured groupoids H 6 G defined on the same
object space (X,µ) and we wish to apply the results from Section 3 to the following diagram
of inclusions.
CG
  // LG
L∞(X) 
 // CH
?
OO
  // LH
?
OO
The following result is the analogue of the well-known observation that for an inclusion of
groups H 6 G the functor L 7→ CG ⊗CH L is exact from CH-modules to CG-modules, i.e.
that the inclusion CH ⊆ CG is flat.
Proposition 3.14 (Dimension-flatness of CH 6 CG ). The tensor functor CG ⊗CH − is
L∞(X)→L∞(X)exact from the category of CH -modules to the category of CG -modules.
For the proof the following observation will be convenient.
Lemma 3.15. The maps ϕi,l : CG → CH given by ϕi,l(f)(γ) := (1
∗
Ei,l,1
∗ f)(γ) for γ ∈ H
are right CH -linear and satisfy
ϕi,l(1E(k,m),1) =
{
1s(E(i,l),1) if (i, l) = (k,m)
0 otherwise.
Proof. Let f ∈ CG and g ∈ CH be given. Consider γ ∈ H and put x = t(γ). There is at
most one arrow in E(i,l),1 with source x. Assume first that this arrow α(i,l),y ∈ E(i,l),1 exists.
Evaluating in γ we now get
ϕi,l(f ∗ g)(γ) =
∑
αβ=γ
1E(i,l),1(α
−1)(f ∗ g)(β)
= (f ∗ g)(α(i,l),yγ)
=
∑
αβ=α(i,l),yγ
f(α)g(β)
=
∑
β∈H
f(α(i,l),yγβ
−1)g(β)
On the other hand,
(ϕ(i,l)(f) ∗ g)(γ) =
∑
αβ=γ
(1∗E(i,l),1 ∗ f)(α)g(β)
=
∑
α,β∈H
αβ=γ
∑
ξ,η∈G
ξη=α
1E(i,l),1(ξ
−1)f(η)g(β)
=
∑
α,β∈H
αβ=γ
f(α(i,l),yα)g(β)
=
∑
β∈H
f(α(i,l),yγβ
−1)g(β)
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In the remaining case, i.e. when E(i,l),1∩ s
−1(x) is empty, both the above expressions are seen
to be zero and we conclude that ϕi,l is right CH -linear. The orthogonality relations follow
in the same manner: If α(i,l),y exists we have
ϕi,l(1
∗
E(i,l),1
∗ 1E(k,m),1)(γ) =
∑
αβ=γ
1E(i,l),1(α
−1)1E(k,m),1(β) = 1E(k,m),1(α(i,l),yγ).
The latter quantity is zero if (k,m) 6= (i, l) and if (k,m) = (i, l) it attains the value 1
exactly when γ = ids(α(i,l),y) = idx, and is otherwise zero. Again, the remaining case when
E(i,l),1 ∩ s
−1(x) is empty runs similarly and the proof is complete. 
Proof of Proposition 3.14. Suppose that the sequence of CH -modules
0 −→ K
ι
−→ L
pi
−→ Q −→ 0 (4)
is dimL∞(X)-exact. By Corollary 3.8 we may assume that the sequence (4) is in fact (dimC-
)exact. Then, since tensoring over a subring is always right-exact, it is enough to show that
dimL∞(X) ker(id⊗ι) = 0.
For this we use Sauer’s local criterion: Let ξ =
∑m
r=1 f
(r) ⊗ x(r) ∈ ker(id⊗ι) and 0 < ε 6 1
be given. By the decomposition lemma we can find Yr ⊆ X such that µ(Yr) > 1 − ε/m and
such that 1Yr ∗f
(r) is on H -reduced form. That is, there exists a finite set Dr ⊆ (⊔i∈NIi)×N
and functions f
(r)
i,l ∈ CH such that
1Yr ∗ f
(r) =
∑
(i,l)∈Dr
1E(i,l),1 ∗ f
(r)
i,l .
By enlarging the expansion by zero-functions we may assume D1 = · · · = Dm =: D. Putting
Y := ∩mi=1Yr we have µ(Y ) > 1− ε and furthermore
1Y .ξ = 1Y ∗

 m∑
r=1

 ∑
(i,l)∈D
1E(i,l),1 ∗ f
(r)
i,l

⊗ x(r)


=
∑
(i,l)∈D
(1Y ∗ 1E(i,l),1)⊗


m∑
r=1
f
(r)
i,l xr︸ ︷︷ ︸
=:yil

 . (5)
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As ξ ∈ ker(id⊗ι) we therefore have
0 = 1Y .(id⊗ι)(ξ)
= 1Y .

 ∑
(i,l)∈D
1E(i,l),1 ⊗ ι(yi,l)


=
∑
(i,l)∈D
(1Y ∗ 1E(i,l),1)⊗ ι(yi,l)
=
∑
(i,l)∈D
(1Y ∩t(E(i,l),1) ∗ 1E(i,l),1)⊗ ι(yi,l)
=
∑
(i,l)∈D
1E(i,l),1 ∗ 1α−1
i,l
(Y ∩t(E(i,l),1))
⊗ ι(yi,l)
=
∑
(i,l)∈D
1E(i,l),1 ⊗ ι(1α−1
i,l
(Y ∩t(E(i,l),1))
yi,l)
Slicing the first leg with the maps from Lemma 3.15 we therefore obtain for every (i, l) ∈ D
0 = ι(1s(E(i,l),1)1α−1i,l (Y ∩t(E(i,l),1))
yi,l) = ι(1α−1
i,l
(Y ∩t(E(i,l),1))
yi,l),
and thus 1α−1
i,l
(Y ∩t(E(i,l),1)
yi,l = 0 for every (i, l) ∈ D. Performing the exact same manipulations
in (5) we obtain
1Y ∗ ξ =
∑
(i,l)∈D
(1Y ∗ 1E(i,l),1)⊗
(
m∑
r=1
f
(r)
i,l xr
)
=
∑
(i,l)∈D
1E(i,l),1 ⊗ 1α−1
i,l
(Y ∩t(E(i,l),1))
yi,l = 0. 
For an inclusion of groups H 6 G one has CG⊗CH C ≃ C[G/H]. Again we have a similar
result for groupoids which takes the following form.
Proposition 3.16. The composition
CG ⊗CH L
∞(X)
mult
−−−→ CG
κG
H−−→ C [G /H ]
is a dimL∞(X)-isomorphism. Here mult denotes the map f ⊗ g 7→ f ∗ g.
For the proof we need the following observation.
Lemma 3.17. For all i ∈ N, l ∈ Ii and f ∈ CH we have κ
G
H
(1E(i,l),1 ∗f) = 1E(i,l),1 ∗κ
H
H
(f),
where both expressions are considered as functions on G .
The proof of Lemma 3.17 is a direct computation and we omit the details.
Proof of Proposition 3.16. Consider the augmentation map κH
H
: CH → L∞(X) (See remark
2.3). This fits into a short (dimC-)exact sequence
0 −→ ker κHH︸ ︷︷ ︸
=:K
ι
−→ CH
κH
H−→ L∞(X) −→ 0.
Applying the functor CG ⊗CH − to this short exact sequence, we obtain the following com-
mutative diagram in which the upper sequence is dimL∞(X)-exact by Proposition 3.14 and
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the lower one is (dimC-)exact:
0 // CG ⊗CH K
id⊗ι //
mult

CG ⊗CH CH
id⊗κH
H//
≀mult

CG ⊗CH L
∞(X) // 0
0 // ker κG
H
// CG
κG
H // C [G /H ] // 0
It is easy to see that the composition in the statement fits into this commutative diagram, so by
the 5-lemma for dimension-isomorphisms [9, page 3] it suffices to see that mult : CG ⊗CH K →
ker κG
H
is a dimL∞(X)-isomorphism. But this follows directly from the decomposition lemma
and Sauer’s local criterion: Take f ∈ ker κG
H
and ε > 0 and choose Y ⊆ X with µ(Y ) > 1− ε
such that 1Y ∗ f is on H -reduced form:
1Y ∗ f =
∑
(i,l)∈D
1E(i,l),1 ∗ fi,l and t(supp(fi,l)) ⊆ s(E(i,l),1).
Using Lemma 3.17 we now get
0 = κGH (1Y ∗ f) = κ
G
H

 ∑
(i,l)∈D
1E(i,l),1 ∗ fi,l

 = ∑
(i,l)∈D
1E(i,l),1 ∗ κ
H
H (fi,l),
and as the E(i,l),1’s are disjoint this implies 1E(i,l),1 ∗ κ
H
H
(fi,l) = 0 for all (i, l) ∈ D. But since
t(supp(fi,l)) ⊆ s(E(i,l),1) we get supp(κ
H
H
(fi,l)) ⊆ s(E(i,l),1) and hence κ
H
H
(fi,l) = 0 for all
(i, l) ∈ D; i.e. fi,l ∈ K. Thus
1Y ∗ f = mult

 ∑
(i,l)∈D
1E(i,l),1 ⊗ fi,l

 ∈ mult(CG ⊗CH K).
This proves that mult is dimL∞(X)-surjective. That it is also dimL∞(X)-injective is clear since
ker(mult) is contained in the zero-dimensional module ker(id⊗ι). 
4. From amenability to dimension flatness
As mentioned in the introduction, we are interested in the dimension flatness of inclusions
of the form C[Γ] ⊆ L(Γ) for a discrete group Γ, and, as was proven by Lu¨ck [6], this inclusion
is dimension-flat if Γ is amenable. More generally, we may ask for which subalgebras R of
L(Γ) the inclusion R ⊆ L(Γ) is dimension flat. In this section we provide partial answers for
subalgebras of L(A0 ≀ Γ) when A0 is a finite cyclic group and Γ is amenable.
4.1. On wreath products with finite cyclic groups. Consider a finite cyclic group A0
and put A = ⊕ΓA0. Recall that the wreath product A0 ≀Γ is defined as the semi-direct product
A ⋊ Γ where Γ acts on A by translations in the Γ-direction. Denote by Aˆ the Pontryagin
dual ΠΓAˆ0 of A, and recall that the topology on Aˆ is generated by sets of the form
∏
γ∈Γ Uγ ,
where Uγ ⊆ Aˆ0 and Uγ = Aˆ0 for all but finitely many γ ∈ Γ. By Tychonoff’s theorem this
turns Aˆ into a compact Hausdorff topological group, and by discreteness of A0 the open sets
in the canonical basis are all compact open. Note also that the compactness of Aˆ implies that
every compact open set is a finite union of compact open sets from the basis. We denote by
Bco the family of compact open Borel subsets and by C[Bco] the algebra generated by the
corresponding indicator functions in L∞(Aˆ). We briefly pause to remind the reader of the
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standard fact that the algebra C[Bco] exactly corresponds to the group algebra C[A] under
the Fourier transform:
Lemma 4.1. The Fourier transform F : L(A) ≃ L∞(Aˆ) maps C[A] onto the subalgebra
C[Bco] generated by characteristic functions arising from compact open subsets in Aˆ.
For an amenable group Γ it was proven by Lu¨ck in [6] that the inclusion CΓ ⊆ LΓ is
dimension flat. Since A0 is a finite cyclic group also the wreath product A0 ≀ Γ is amenable
and the inclusion C[A0 ≀Γ] ⊆ L(A0 ≀Γ) is therefore dimension flat as well. In the dual picture,
this corresponds to dimension flatness of the inclusion C[Bco] ⋊ Γ ⊆ L
∞(Aˆ)⋊¯Γ. In the
following we show that this is also the case for crossed products arising from other Boolean
algebras than Bco. These results, however, are most naturally formulated in a general measure
space theoretic setting, so we abandon the particular space Aˆ for the moment and consider
instead an abstract standard Borel probability space. Before entering the discussion regarding
dimension flatness let us fix a bit of notation.
Definition 4.2. Let (X,µ) be a standard, non-atomic Borel probability space. Denote by
Ball the system of all Borel subsets of X and by Bco the system of sets which are both open
and closed. For any system B of Borel sets in X which is stable under taking complements
and finite intersections we denote by C[B] the linear span of the the indicator functions arising
from B.
Remark 4.3. Note that when B is stable under complements and finite intersections then
C[B] is a ∗-subalgebra of L∞(X). Note also that both Ball and Bco have this property.
Theorem 4.4. Let B be a system of Borel sets in X which is stable under complements and
finite intersections and with the property that for any ε > 0 and any A ∈ Ball there exists
B ∈ B such that µ(A△B) < ε. Then the inclusion C[B] ⊆ L∞(X) dimension flat.
To prove Theorem 4.4 we will show that the inclusion C[B] ⊆ L∞(X) satisfies the strong
Følner condition from [1], and dimension flatness then follows from [1, Theorem 4.4]. For
the convenience of the reader, we briefly recall the strong Følner condition before giving the
proof of Theorem 4.4. A weakly dense ∗-subalgebra A in a finite tracial von Neumann algebra
(M, τ) is said to satisfy the strong Følner condition (see [1, Proposition 3.3.]) if the following
holds: For any T1, . . . , Tr ∈ A there exists a sequence Sn ⊆ Pn of non-zero finite dimensional
subspaces in A such that the following holds
(i) For every i ∈ {1, . . . , r} and every n ∈ N we have Ti(Sn) ⊆ Pn.
(ii) limn→∞
dimC(Sn)
dimC(Pn)
= 1.
(iii) The sequence of states ϕPn : M → C given by ϕPn(T ) =
Tr(PnTPn)
dimC(Pn)
converges in norm
to the trace τ . Here Pn denotes the projection onto the subspace Pn and Tr denotes
the semifinite trace in B(L2(M, τ)).
Proof of Theorem 4.4. First note that the assumption that every Borel set can be approx-
imated arbitrarily well in measure by a set from B implies that C[B] is strongly dense in
L∞(X). To see this, it is enough to show that every projection 1F ∈ L
∞(X) is in the strong
operator closure of C[B]. But the assumption on B implies that we can find a sequence of
projections 1Fn ∈ C[B] converging in 2-norm to 1F , and since the strong operator topology
coincides with the 2-norm topology on the unit ball of L∞(X), it follows that C[B] is strongly
dense in L∞(X). Thus, we are in the setup from [1] and we now prove that the inclusion
C[B] ⊆ L∞(X) satisfies the strong Følner condition
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Let T1, . . . , Tr ∈ C[B] be given and assume, without loss of generality, that ‖Ti‖∞ 6 1.
Choose a sequence δn ∈]0, 1] converging to zero. Since B is stable under finite intersections
we can find a partition F1, . . . , Fs ∈ B of X such that each Fi has positive measure and
such that T1, . . . , Tr ∈ spanC{1Fi | 1 6 i 6 s}. Now choose, for each i ∈ {1, . . . , s}, a
positive rational number p
(i)
n /qn such that 0 6 µ(Fi) − p
(i)
n /qn := δ
(i)
n < δn/2s (we choose
a common denominator right away) as well as a Borel set H
(i,n)
1 ⊆ Fi of measure 1/qn. By
the assumptions made on B, we can find G
(i,n)
1 ∈ B such that µ(H
(i,n)
1 △G
(i,n)
1 ) < δ
(i)
n /pnqn,
where pn denotes the sum
∑s
i=1 p
(i)
n . Upon replacing G
(i,n)
1 with G
(i,n)
1 ∩Fi we may furthermore
assume that G
(i,n)
1 ⊆ Fi. Moreover, since µ(H
(i,n)
1 ) = 1/qn we have
∣∣∣∣µ(G(i,n)1 )− 1qn
∣∣∣∣ < δ(i)npnqn
and hence
µ(Fi \G
(i,n)
1 ) > µ(Fi)− 1/qn − δ
(i)
n /pnqn = δ
(i)
n − δ
(i)
n /pnqn + (p
(i)
n − 1)/qn > (p
(i)
n − 1)/qn.
So, if p
(i)
n > 1 we can repeat the construction with Fi replaced by Fi \G
(i)
1 and iterating this
process we obtain p
(i)
n disjoint subset G
(i,n)
1 , . . . , G
(i,n)
p
(i)
n
∈ B of Fi such that
µ(Fi \ ∪
p
(i)
n
j=1G
(i,n)
j ) 6 µ(Fi)− p
(i)
n (1/qn + δ
(i)
n /pnqn) 6 2δ
(i)
n 6 δn/s.
Relabeling the G
(i,n)
j ’s as G
(n)
1 , . . . , G
(n)
pn (same pn as above) and denoting X \ ∪
pn
j=1G
(n)
j by
G
(n)
0 we have now obtained a family G
(n)
0 , . . . , G
(n)
pn ∈ B such that:
(i) G
(n)
i ∩G
(n)
j = ∅ when i 6= j;
(ii) For 1 6 i 6 p we have |µ(G
(n)
i )−
1
qn
| 6 δn2spnqn
(iii) µ(G
(n)
0 ) =
∑s
i=1 µ(Fi \ ∪
p
(i)
n
j=1G
(i,n)
j ) 6 δn.
Now define
Pn = spanC{1G(n)j
| 1 6 j 6 pn} ⊆ C[B].
Since the G
(n)
j ’s are disjoint this is a pn-dimensional subspace and since each Gj is contained
in exactly one Fi the operators Ti map Pn into itself. To see that C[B] ⊆ L
∞(X) satisfies
the strong Følner condition we therefore need to see that the sequence ϕPn converges to τ in
norm.
Since the characteristic functions 1
G
(n)
1
, . . . ,1
G
(n)
p
are orthogonal and span Pn, by normalizing
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them we obtain an orthonormal basis and for T ∈ (L∞(X))1 we therefore have
|τ(T )− ϕPn(T )| =
∣∣∣∣∣∣
∫
X
T dµ−
1
pn
pn∑
j=1
µ(G
(n)
j )
−1
〈
T1
G
(n)
j
, 1
G
(n)
j
〉∣∣∣∣∣∣
6
∣∣∣∣∣∣
∫
X
T dµ−
1
pn
pn∑
j=1
qn
∫
X
T1
G
(n)
j
dµ
∣∣∣∣∣∣+
+
∣∣∣∣∣∣ 1pn
pn∑
j=1
qn
∫
X
T1
G
(n)
j
dµ−
1
pn
pn∑
j=1
µ(G
(n)
j )
−1
〈
T1
G
(n)
j
, 1
G
(n)
j
〉∣∣∣∣∣∣
6
∣∣∣∣∣
∫
X
T dµ−
qn
pn
∫
X\G
(n)
0
T dµ
∣∣∣∣∣+
+
1
pn
pn∑
j=1
∣∣∣qn − µ(G(n)j )−1)∣∣∣
∣∣∣∣
〈
T1
G
(n)
j
, 1
G
(n)
j
〉∣∣∣∣
6 µ(G
(n)
0 ) +
∣∣∣∣1− qnpn
∣∣∣∣+ 1pn
pn∑
j=1
∣∣∣qn − µ(G(n)j )−1∣∣∣
∥∥∥∥1G(n)j
∥∥∥∥2
2
6 δn +
∣∣∣∣1− qnpn
∣∣∣∣+ qnpn
pn∑
j=1
∣∣∣∣µ(G(n)j )− 1qn
∣∣∣∣
6 δn +
∣∣∣∣1− qnpn
∣∣∣∣+ qnpnpn δn2spnqn .
The latter expression is independent of T and goes to zero since δn → 0 and 1 − pn/qn 6
δn/2. 
Remark 4.5. Note that when X = Aˆ (the dual of the infinite torsion group A = ⊕ΓA0 from
before) the conditions in Theorem 4.4 are fulfilled for every B containing Bco (and being
stable under complements and finite intersections). This follows from the regularity of µ.
We also record the following version of the dimension flat base change formula.
Corollary 4.6. Let Γ y (X,µ) be a probability measure preserving action and suppose that
B ⊆ Ball is a Γ-stable system of Borel sets satisfying the assumptions in Theorem 4.4. Then
dimL∞(X)⋊¯ΓTor
C[B]⋊Γ
p (L
∞(X)⋊¯Γ,K) =
dimL∞(X)⋊¯ΓTor
L∞(X)⋊Γ
p
(
L∞(X)⋊¯Γ, (L∞(X) ⋊ Γ) ⊗
C[B]⋊Γ
K
)
for every C[B]⋊ Γ-module K and every p > 0.
Note that the conditions in Corollary 4.6 are satisfied as soon as the system B is stable
under complements, finite intersections and the Γ-action and furthermore contains a set B
which is neither null or co-null and for which 1B has full central support in L
∞(X)⋊¯Γ.
Proof. The assumption on B implies that B satisfies the assumptions in Theorem 4.4 and by
Lemma 3.12 the inclusion C[B]⋊ Γ ⊆ L∞(X)⋊ Γ is therefore dimL∞(X)-flat. The statement
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now follows from Lemma 3.9 in the following way: Choose a free C[B]⋊ Γ-resolution F∗
d∗→
K → 0. Then the induced complex
L∞(X)⋊ Γ ⊗
C[B]⋊Γ
F∗
id⊗d∗−−−−→ L∞(X)⋊ Γ ⊗
C[B]⋊Γ
K −→ 0
is dimL∞(X)-exact, and by Lemma 3.9 we have
dimL∞(X)⋊¯Γ Tor
L∞(X)⋊Γ
p
(
L∞(X)⋊¯Γ, (L∞(X) ⋊ Γ) ⊗
C[B]⋊Γ
K
)
=
dimL∞(X)⋊¯ΓHp
(
L∞(X)⋊¯Γ ⊗
L∞(X)⋊Γ
(L∞(X) ⋊ Γ) ⊗
C[B]⋊Γ
, id⊗ id⊗d∗
)
=
dimL∞(X)⋊¯Γ Tor
C[B]⋊Γ
p (L
∞(X)⋊¯Γ ,K) .

Theorem 4.7. Let (X,µ) be a standard probability space without atoms and let Γ be an
amenable group acting freely and measure preservingly on X. If B is a family of Borel
subsets satisfying the assumptions in Theorem 4.4 then the inclusion C[B]⋊ Γ ⊆ L∞(X)⋊¯Γ
is dimension flat.
Proof. Since Γ is amenable, by [1, Corollary 6.6] the inclusion L∞(X) ⋊ Γ ⊆ L∞(X)⋊¯Γ is
dimension flat and applying Corollary 4.6 we obtain
dimL∞(X)⋊¯ΓTor
C[B]⋊Γ
p (L
∞(X)⋊¯Γ,K) =
dimL∞(X)⋊¯ΓTor
L∞(X)⋊Γ
p (L
∞(X)⋊¯Γ, L∞(X) ⋊ Γ ⊗
C[B]⋊Γ
K) = 0
for any C[B]⋊ Γ-module K and any p > 1. 
5. From dimension flatness to amenability
The aim of this section is to prove a converse to the statement in Theorem 4.7. That is, we
aim to show that if Γ is a non-amenable group then there exists a non-atomic Borel probability
space (X,µ) and a free p.m.p. action Γy (X,µ) and a stable family B of Borel sets in X such
that the inclusion C[B]⋊ Γ ⊆ L∞(X)⋊¯Γ is not dimension flat. More precisely, we will show
that there exists a finite cyclic group A0 and a stable system of Borel subsets in Aˆ (as before
A denotes ⊕ΓA0 and Aˆ its Pontryagin dual) such that the inclusion C[B]⋊Γ ⊆ L
∞(Aˆ)⋊¯Γ is
not dimension flat (see e.g. Definition 4.2 for details on the terminology and notation). The
crucial ingredient is Gaboriau-Lyons’ striking “measure theoretic converse” to von Neumann’s
problem which we recapitulate in the following.
5.1. Gaboriau-Lyons’ theorem. The main result in [4] is the following
Theorem 5.1 ([4]). If Γ is a countable discrete non-amenable group then the orbit equivalence
relation of the Bernoulli action Γ y [0, 1]Γ contains the orbit equivalence relation of an
essentially free action of F2.
For our purposes the following discrete-base-space version will also turn out relevant.
Theorem 5.1 ([4]). Let Γ be a finitely generated non-amenable group. Then there is an
n ∈ N and a non-empty open interval (p1, p2) ⊆ [0, 1] such that for every p ∈ (p1, p2) there
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is an essentially free, ergodic action σ of F2 on
∏n
1 ({0, 1}, µp)
Γ such that the orbit equival-
ence relation Rσ is contained (almost everywhere) in the orbit equivalence relation RΓ of the
diagonal Bernoulli action.
We elaborate on the proof of [4, Corollary 4] in order to get the Γ-action in a more conve-
nient form. First note that we have a Γ-equivariant isomorphism of measure spaces
ϕ :
(
{0, 1}n, µ⊗np
)Γ
→
n∏
1
({0, 1}, µp)
Γ
ϕ(x)(k)(γ) = x(γ)(k), 1 6 k 6 n, γ ∈ Γ.
Thus we may assume that we have our Rσ on Y
Γ
0 where Y0 = {0, 1}
n with the product
measure µ⊗np . Next we may assume that p =
s
t is a rational number, s, t ∈ N. Then there
is a surjective (but not necessarily injective) measure-preserving map ψ0 : Z/t
n
Z→ Y0 where
the domain is equipped with the equi-distributed probability measure νtn . This, in turn, then
induces a measure-preserving, Γ-equivariant map ψ : (X0 := Z/t
n
Z, νtn)
Γ → (Y0, µ
⊗n
p )
Γ. We
now use ψ to pull back the action of F2 as follows. Write X = X
Γ
0 , Y = Y
Γ
0 , and F2 = 〈a, b〉.
Then there are measurable partitions Y =
⊔
γ∈ΓAγ =
⊔
γ∈ΓBγ such that for all γ ∈ Γ and (al-
most) all y ∈ Aγ we have a.y = γ.y, and similarly for all y ∈ Bγ we have b.y = γ.y. Now define
partitions of X by taking pre-images Aoγ := ψ
−1(Aγ) and B
o
γ := ψ
−1(Bγ). We get an action
σo of F2 on X by defining σ
o(a).x = γ.x for x ∈ Aoγ and similarly for b. This clearly gives two
well-defined measure-isomorphisms since Γ acts by measure-isomorphisms, whence an action
since F2 is a free group. Finally, the action is essentially free since if σ
o(w)|Zo = id |Zo for
some set Zo ⊆ X and some w ∈ F2 we would have σ(w)|ψ(Zo) = id |ψ(Zo) and hence ψ(Z
o)
has measure zero in Y . But Zo ⊆ ψ−1(ψ(Zo)) and since ψ is measure preserving, Zo must
have measure zero in X. Note also that ψ is an F2-equivariant map by construction of the
F2-action on X.
We summarize all this as:
Corollary 5.2 ([4]). Let Γ be a non-amenable finitely generated group. Then there is a
k ∈ Z such that the orbit equivalence relation RΓ of the Bernoulli action of Γ on (Z/kZ, νk)
Γ
contains the orbit equivalence relation of an essentially free, measure-preserving action of F2.
5.2. Non-dimension flatness. In this section we show how one can obtain non-dimension
flat inclusions from the Gaboriau-Lyons theorem discussed above. The main result is as
follows.
Theorem 5.3. Let Γ be a finitely generated non-amenable group and let A0 be the finite cyclic
group obtained from Corollary 5.2. Denote by A the direct sum ⊕ΓA0, by Aˆ its Pontryagin dual
and by Ball the system of all Borel subsets in Aˆ. Then the inclusion C[Ball]⋊Γ ⊆ L
∞(Aˆ)⋊¯Γ
is not dimension flat.
Proof. Denote by G the translation groupoid of the Bernoulli action of Γ on Aˆ and by H the
sub-groupoid arising from the action of F2. We now get
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1 = β
(2)
1 (F2)
= dimLH Tor
CH
1 (LH , L
∞(Aˆ)) ([9, Theorem 5.5])
= dimLG Tor
CH
1 (LG , L
∞(Aˆ)) ([7, Theorem 6.29])
= dimLG Tor
CG
1
(
LG ,CG ⊗
CH
L∞(Aˆ)
)
(Proposition 3.14 & Corollary 3.10)
= dimLG Tor
L∞(Aˆ)⋊Γ
1
(
LG ,CG ⊗
CH
L∞(Aˆ)
)
. ([9, Theorem 4.11])
In the last line of the above computation we may, by [9, Lemma 4.1], replace the module
CG⊗CH L
∞(Aˆ) with any other L∞(Aˆ)⋊Γ-module which is dimL∞(Aˆ)-isomorphic to it without
changing the LG -dimension of the Tor-module. In order to apply [9, Lemma 4.1] we need to
know that L∞(Aˆ)⋊ Γ is dimension-compatible as an L∞(Aˆ)-bimodule, but this follows from
the remarks proceeding Lemma 3.7. Appealing to Proposition 3.16, we have a dimension-
isomorphism
CG ⊗
CH
L∞(Aˆ) ≃ C[G /H ].
Furthermore, the decomposition lemma shows that C[G ] is rank dense in C[G ]t and since κ
G
H
is
an L∞(Aˆ)-homomorphism (in particular rank continuous) the inclusion C[G /H ] ⊆ C[G /H ]t
is also a dimL∞(Aˆ)-isomorphism. Thus we obtain that
1 = dimLG Tor
L∞(Aˆ)⋊Γ
1 (LG ,C[G /H ]t) . (6)
Since L∞(Aˆ)⋊¯Γ = LG , if the inclusion C[Ball]⋊Γ ⊆ L
∞(Aˆ)⋊¯Γ were dimension flat then, for
an arbitrary C[Ball]⋊ Γ-module K, we would have
0 = dimL∞(Aˆ)⋊¯ΓTor
C[Ball]⋊Γ
1 (L
∞(Aˆ)⋊¯Γ,K)
= dimLG Tor
C[Ball]⋊Γ
1 (LG ,K)
= dimLG Tor
L∞(Aˆ)⋊Γ
1
(
LG , L∞(Aˆ)⋊ Γ ⊗
C[Ball]⋊Γ
K
)
,
where the last equation follows from the dimension flat base change formula in Corollary 4.6.
In order to prove that C[Ball] ⋊ Γ ⊆ L
∞(Aˆ)⋊¯Γ is not dimension flat it therefore suffices, by
(6), to show that there exists a C[Ball]⋊Γ-module K and a homomorphism of left L
∞(Aˆ)⋊Γ-
modules
L∞(Aˆ)⋊ Γ ⊗
C[Ball]⋊Γ
K −→ C[G /H ]t, (7)
which is a dimL∞(Aˆ)-isomorphism. To this end, we define
K := spanC{1E | E ⊆ G /H and 1E ∈ C[G /H ]t} ⊆ C[G /H ]t
It is easy to see that this becomes a module for the action (via κG
H
) of C[Ball] ⋊ Γ ⊆ C[G ]
and we now claim that the multiplication map
mult : L∞(Aˆ)⋊ Γ ⊗
C[Ball]⋊Γ
K −→ C[G /H ]t
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is a dimL∞(Aˆ)-isomorphism.
To see that mult is dimension-surjective, observe first that
κGH (L
∞(Aˆ)⋊ Γ) = (L∞(Aˆ)⋊ Γ).1Aˆ ⊆ rg(mult).
By [9, Lemma 5.4] and Lemma 2.5 the inclusions
L∞(Aˆ)⋊ Γ ⊆ C[G ] ⊆ C[G ]t
are dimL∞(Aˆ)-isomorphism and κ
G
H
(L∞(Aˆ) ⋊ Γ) is therefore rank dense in κG
H
(C[G ]t) =
C[G /H ]t. Thus mult is dimension-surjective.
To prove dimension-injectivity, let T ∈ ker(mult) be given. We actually aim to prove that
mult is properly injective; i.e. that T = 0. Write T as
∑n
i=1 fi ⊗ mi where fi ∈ L
∞(Aˆ)
and mi ∈ K; since the family of target-bounded Borel subsets in G /H is stable under finite
intersections, we can find mutually disjoint, target-bounded, Borel subsets F1, . . . , Fr in G /H
such that each mi can be written as
mi =
r∑
j=1
mi(Fj)1Fj
for some mi(Fj) ∈ C. Since T ∈ ker(mult) and κ
G
H
acts like the identity on C[G /H ]t we
have
0 = mult(T ) = κGH
(
n∑
i=1
fi ∗mi
)
=
r∑
j=1
(
n∑
i=1
fimi(Fj)
)
∗ 1Fj .
As the Fj ’s are disjoint this implies that the restriction of
∑n
i=1 fimi(Fj) to t(Fj) is zero for
every j ∈ {1, . . . , r}. Moreover, since each of the 1Fj ∈ K we may rewrite T as
T =
r∑
j=1
(
n∑
i=1
fimi(Fj)
)
⊗ 1Fj
=
r∑
j=1
(
n∑
i=1
fimi(Fj)
)
⊗ 1t(Fj) ∗ 1Fj
=
r∑
j=1
(
n∑
i=1
fimi(Fj)
)
1t(Fj) ⊗ 1Fj = 0. 
We remark that a converse to Theorem 4.7 could have been obtained without reference
to the finite group A0, by simply using the continuous base space version (Theorem 5.1)
of Gaboriau-Lyons’ theorem in the statement and proof of Theorem 5.3. However, in the
following section we will investigate how “close” to a group algebra we can choose the crossed
product C[B] ⋊ Γ exhibiting the non-dimension flatness, and the construction above shows
that at least the measure space can be chosen, naturally, to arise from a discrete group.
Returning to the purely measure theoretic context we obtain the following groupoid solution
to Lu¨ck’s amenability conjecture.
Porism 5.4. A discrete group Γ is amenable if and only if the following holds: for any free,
ergodic, p.m.p. action of Γ on a non-atomic standard Borel space (X,µ) the inclusion of the
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corresponding groupoid ring C[RΓyX ] into the groupoid von Neumann algebra L(RΓyX) is
dimension flat.
Proof. If Γ is amenable then by [1, Corollary 6.6] the inclusion L∞(X) ⋊ Γ ⊆ L∞(X)⋊¯Γ is
dimension flat and applying [9, Theorem 4.11] we get, for an arbitrary C[RΓyX ]-module K
and p > 1, that
dimL(RΓyX)Tor
C[RΓyX ]
p (L(RΓyX ),K) = dimL(RΓyX)Tor
L∞(X)⋊Γ
p (L(RΓyX ),K)
= dimL∞(X)⋊¯ΓTor
L∞(X)⋊Γ
p (L
∞(X)⋊¯Γ,K) = 0.
Conversely, if Γ is not amenable then by Theorem 5.1 the Bernoulli action of Γ on X := [0, 1]Γ
contains a free action of F2; hence we have C[RF2yX ] ⊆ C[RΓyX ] and, like in the proof of
Theorem 5.3, we therefore get
1 = β
(2)
1 (F2)
= dimL(RF2yX)Tor
C[RF2yX ]
1 (L(RF2yX), L
∞(X)) ([9, Theorem 5.5])
= dimL(RΓyX)Tor
C[RF2yX ]
1 (L(RΓyX), L
∞(X)) ([7, Theorem 6.29])
= dimL(RΓyX)Tor
C[RΓyX ]
1
(
L(RΓyX),C[RΓyX ] ⊗
C[RF2yX ]
L∞(X)
)
,
where the last equality follows from Proposition 3.14 and Corollary 3.10. Thus the inclusion
C[RΓyX ] ⊆ L(RΓyX) cannot be dimension flat. 
5.3. Improving the subalgebra. In the previous section we saw that whenever Γ is a
finitely generated non-amenable group then there exists a finite abelian group A0 such that
the Bernoulli action of Γ on the dual Aˆ of A := ⊕ΓA0 contains an action of F2, and as a
consequence the inclusion C[Ball]⋊Γ ⊆ L
∞(Aˆ)⋊¯Γ is not dimension flat. It would of course be
desirable to be able to replace C[Ball] with C[Bco] and thereby obtain non-dimension flatness
of the, somewhat more natural, inclusion C[A0 ≀ Γ] ⊆ L(A0 ≀ Γ). Although we were not able
to show this, certain improvements are still possible. As a first step we show that one can
replace C[Ball] with an algebra of step functions with a countable linear basis.
Proposition 5.5. Let Γ be finitely generated and non-amenable and let A0, A and Aˆ be as
above. Then there exists a countable B ⊆ Ball such that C[B]⋊ Γ is finitely generated as a
CΓ-module and for which the inclusion C[B]⋊ Γ ⊆ L∞(Aˆ)⋊¯Γ is not dimension flat.
Proof. By Theorem 5.3 there exists a C[Ball]⋊ Γ-module L such that
dimL∞(Aˆ)⋊¯ΓTor
C[Ball]⋊Γ
1 (L
∞(Aˆ)⋊¯Γ, L) > 0,
and by an inductive limit argument1 we may assume that L is finitely presented. We can
therefore find a presentation
(C[Ball]⋊ Γ)
k ·T−→ (C[Ball]⋊ Γ)
l −→ L −→ 0,
1See e.g. the last part of the proof of Theorem 6.37 in [7] for the details.
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where T = (Tij) is a k × l matrix with entries from C[Ball] ⋊ Γ. Hence there exists a finite
Borel partition F1, . . . , Fr of Aˆ such that every element Tij can be written as
Tij =
r∑
k=1
1Fk

∑
γ∈Sk
r(ij)γ uγ


for some finite subsets Sk ⊆ Γ and some r
(ij)
γ ∈ C. If there are at least two Fi’s we define B
to be the family of subsets obtained by closing the finite family
{F1, . . . , Fr}
under finite intersections, complements and Γ-translates. If there is only one Fi we simply
add an artificial subset F0 with measure neither zero nor one and close {F0, F1} under com-
plements, finite intersections and Γ-translates. Since the Bernoulli action of Γ is free, ergodic
and p.m.p. the crossed product von Neumann algebra L∞(Aˆ)⋊¯Γ is a II1-factor and hence the
assumptions in Corollary 4.6 are satisfied. Since Tij ∈ C[B]⋊ Γ we have, by right-exactness
of the tensor product, that
L∞(Aˆ)⋊ Γ ⊗
C[Ball]⋊Γ
L = L∞(Aˆ)⋊ Γ ⊗
C[Ball]⋊Γ
(C[Ball]⋊ Γ)
l
(C[Ball]⋊ Γ)kT
=
(L∞(Aˆ)⋊ Γ)l
(L∞(Aˆ)⋊ Γ)kT
= L∞(Aˆ)⋊ Γ ⊗
C[B]⋊Γ
(C[B]⋊ Γ)l
(C[B]⋊ Γ)kT︸ ︷︷ ︸
=:L′
Using the dimension flat base change formula (Corollary 4.6) twice we therefore obtain
0 < dimL∞(Aˆ)⋊¯ΓTor
C[Ball]⋊Γ
1
(
L∞(Aˆ)⋊¯Γ, L
)
= dimL∞(Aˆ)⋊¯ΓTor
L∞(Aˆ)⋊Γ
1
(
L∞(Aˆ)⋊¯Γ, L∞(Aˆ)⋊ Γ⊗C[Ball]⋊Γ L
)
= dimL∞(Aˆ)⋊¯ΓTor
L∞(Aˆ)⋊Γ
1
(
L∞(Aˆ)⋊¯Γ, L∞(Aˆ)⋊ Γ⊗C[B]⋊Γ L
′
)
= dimL∞(Aˆ)⋊¯ΓTor
C[B]⋊Γ
1
(
L∞(Aˆ)⋊¯Γ, L′
)

It would be desirable to have more information about the algebra C[B] ⋊ Γ from the
previous proposition. Ideally, we would like to know whether or not we can replace it with
the group algebra of A0 ≀ Γ, or if it is the complex group algebra of any countable discrete
group. In fact, we do not know of any general criteria to decide whether an algebra of this
form is a group algebra or not. The following proposition provides such a criterion.
Proposition 5.6. Let Γ y (X,µ) be a measure preserving action on a standard probability
space such that each element γ ∈ Γ\{1} acts ergodically. Let X = ⊔Nn=1Fn be a finite partition
of X and let R be the Γ-invariant unital ∗-algebra generated by the step functions 1Fn. Then
there exists a finite abelian group A0 such that C[A0 ≀ Γ] ≃ R ⋊ Γ ⊆ L
∞X⋊¯Γ if for every
m 6= n and every γ 6= 1 we have µ(Fm ∩ γ(Fn)) > 0.
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Proof. Let ζ be a primitive N ’th root of unity and let A0 = 〈ζ〉 = Z/NZ. We claim that the
assignment ζ 7→ u :=
∑N
n=1 ζ
n
1Fn extends to the desired isomorphism.
The map is seen to be surjective. To see injectivity we must show that, enumerating
Γ = {γk}k∈N, for any K ∈ N
dimC spanC{γ1(u
i1) · · · γK(u
iK ) | 1 6 ik 6 N} = N
K .
But this is clear because the subspace is spanned linearly by
{1∩Ki=1γi(Fj(i))
| j : {1, . . . ,K} → {1, . . . , N}}
and the hypothesis is seen to imply that these are linearly independent. 
Corollary 5.7. Let Γ y (X,µ) be a measure preserving action on a standard probability
space by homeomorphisms and such that each element γ ∈ Γ \ {1} acts ergodically. Let R be
the Γ-invariant unital ∗-algebra generated by the two step functions 1C and 1U where C ⊆ X
is a compact set with empty interior, µ(C) > 1/2, and U = C∁ is an open dense set. Then
R⋊ Γ ≃ C[Z/2Z ≀ Γ].
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