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Abstract Although the theoretical framework of cognitive load theory has acknowledged a
role for the learning environment, the specific characteristics of the physical learning environ-
ment that could affect cognitive load have never been considered, neither theoretically nor
empirically. In this article, we argue that the physical learning environment, and more
specifically its effects on cognitive load, can be regarded as a determinant of the effectiveness
of instruction. We present an updated version of the cognitive load model of Paas and Van
Merriënboer (Educational Psychology Review, 6:351–371, 1994a), in which the physical
learning environment is considered a distinct causal factor that can interact with learner
characteristics, learning-task characteristics, or a combination of both. Previous research into
effects of the physical learning environment on cognitive performance that could inspire new
cognitive load research is discussed, and a future research agenda is sketched.
Keywords Cognitive load theory . Physical learning environment . Instructional design
Introduction
In the model of the construct of cognitive load presented by Paas and Van Merriënboer
(1994a), learner characteristics, learning-task characteristics, and their interactions were iden-
tified as the main factors causing cognitive load. Imagine two groups of students learning to
solve a new type of complex problem. One group learns by solving conventional problems and
the other group by studying well-designed worked examples. In each group, there are students
with some prior knowledge of the problem domain as well as students without any prior
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knowledge. Based on cognitive load theory (CLT; Paas et al. 2003a, 2004; Sweller et al. 1998,
2011), it would be easy to predict the cognitive load and learning performance of both groups
of learners in both conditions, using the theoretical and empirical evidence on the specific
combination of learner characteristics (i.e., prior knowledge), learning-task characteristics (i.e.,
conventional problems vs. worked examples), and interactions between both (using the
“expertise-reversal effect”; Kalyuga et al. 2003).
However, what would happen with our CLT-based predictions if we knew that the students
had to learn in a noisy environment? Although it is clear that characteristics of the physical
environment (e.g., high level of noise or high temperature) will affect cognitive load and
learning, a prediction based on CLT would be difficult to make. In fact, with the exception of
research into the processing of task-irrelevant details in the physical learning environment
(Plass et al. 2013; Rey 2012, 2014), the role of the physical environment has largely been
ignored in cognitive load research.
This article aims at a reconceptualization of the role of the environment in a general model
of cognitive load. The first section revisits the original model of cognitive load presented by
Paas and Van Merriënboer (1994a), which describes task characteristics, learning-task char-
acteristics, and their interactions as causal factors of cognitive load. The second section
proposes a revised model. In this revised model, the physical learning environment is
considered as a distinct causal factor of cognitive load by redefining the term “environment”
in terms of its physical properties (i.e., the physical learning environment) and by separating
the characteristics of the physical learning environment from the learning-task characteristics.
The third section explores the effects of the physical environment on cognitive load and
learning, making a distinction between cognitive effects, physiological effects, and affective
effects. The fourth section discusses how changes in the physical environment can have a
positive impact on cognitive load and learning; here, a distinction is made between task-
environment interactions, learner-environment interactions, and three-way interactions be-
tween task, learner, and environment. The fifth and final section presents theoretical and
practical implications of the revised model and its limitations.
The Original Model of Cognitive Load
CLT (Ayres and Paas 2012; Paas et al. 2003a, 2004; Paas and Sweller 2012; Paas and Van
Merriënboer 1994a; Sweller et al. 1998; Van Merriënboer and Sweller 2005, 2010) is a
theoretical framework based upon our knowledge of human cognitive architecture. This
architecture consists of a long-term memory (LTM) and a working memory (WM). Contrary
to LTM, WM is severely limited in both capacity (Cowan 2001, this issue; Miller 1956) and
duration (Peterson and Peterson 1959); people can hold no more than five to nine information
elements for no more than 20 s, and even less when the information elements interact. When
dealing with unfamiliar information, the limits of WM are far below the requirements of
complex cognitive tasks; and without LTM, the human cognitive architecture would only
permit performance of relatively easy cognitive tasks. However, the limits of WM are
eliminated when it deals with familiar information organized in cognitive schemas in LTM.
Cognitive schemas are used to store and organize knowledge by incorporating or chunking
multiple elements of information into a single element with a specific function. Their incor-
poration in a schema means that only one element must be processed when a schema is
brought from LTM to WM to govern activity. Skilled performance develops through the
building of increasing numbers of ever more complex schemas by combining elements
consisting of lower level schemas into higher level schemas (i.e., schema construction). If
the learning process has occurred over a long period of time, a schema may incorporate a huge
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amount of information. The automation of those schemas (i.e., schema automation), so that
they can be processed unconsciously, further reduces the load on WM (i.e., cognitive load).
Because a schema can be treated by WM as a single element or used unconsciously (i.e.,
bypass WM) after automation, the limitations of WM disappear for more knowledgeable
learners when dealing with previously learned information stored in LTM. As a result, once
information is stored in LTM, WM can handle a complex material that exceeds its capacity
prior to the information being stored.
Within CLT, two main categories of cognitive load are identified, namely intrinsic load and
extrinsic load (e.g., Paas et al. 2003b). Whereas intrinsic cognitive load is determined by the
intrinsic nature of the learning task (i.e., the number of interacting information elements),
extrinsic cognitive load is determined by the way in which the learning task is presented (i.e.,
instructional design). Extrinsic cognitive load can be either ineffective (i.e., extraneous
cognitive load) or effective (i.e., germane cognitive load) for learning. In the most recent
version of CLT (Kalyuga 2011; Sweller 2010; Sweller et al. 2011; see also Leppink et al. 2013;
Leppink et al. 2014), only intrinsic and extraneous cognitive loads are distinguished. This new
distinction is based on the assumption that manipulations to increase germane load, such as
increasing practice problem variability (e.g., Paas and Van Merriënboer 1994b) or adding
process information to worked examples (e.g., Van Gog et al. 2006), actually increase intrinsic
load by adding interactive elements to the learning task. In this new conception, WM resources
allocated to deal with intrinsic cognitive load are called “germane resources.”
The original model of the construct of cognitive load proposed by Paas and Van
Merriënboer (1994a) is presented in Fig. 1. A distinction is made between causal factors and
assessment factors of cognitive load, corresponding to factors that affect cognitive load and
factors that can be measured to assess cognitive load. With regard to its measurement,
cognitive load can be conceptualized in the dimensions of mental load, mental effort, and
performance. According to Paas and Van Merriënboer (1994a), a cognitive load assessment
based on mental load is a task-centered, subject independent dimension, which is solely based
on the characteristics of the task (e.g., number of interacting information elements). Mental
Fig. 1 The original model of construct of cognitive load. Adapted from Paas and Van Merriënboer (1994a),
Educational Psychology Review, 6, p. 3. Copyright 1994 by Plenum Publishing Corporation
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effort is considered a human-centered dimension, which refers to the amount of capacity or
resources that is actually allocated by the learner to accommodate the task demands. A
cognitive load assessment based on mental effort is believed to reflect the amount of controlled
processing the learner is engaged in (Schneider and Shiffrin 1977; Shiffrin and Schneider
1977). Consequently, it is assumed to reflect the interaction between learner and learning-task
characteristics. The level of performance can also be used to assess the cognitive load. For
similar learners, faster task performance with less effort can be considered to indicate a lower
cognitive load than slower task performance with more errors.
With regard to the causal factors, task (environment) characteristics, learner characteristics,
and their interactions are identified. It should be noted that in real learning environments, both
characteristics always interact: There is no learning without a learner, and there is no learner if
there is nothing to learn. So, although learner and learning-task characteristics can be defined
in isolation, in practice, they are always related. Yet, in experimental designs, it is possible to
manipulate only one factor and keep the other factor constant. In some CLT studies, learner
characteristics are assumed to be constant, because participants are selected from a homoge-
neous pool and randomly assigned to experimental conditions that differ only regarding a
learning-task characteristic (e.g., conventional problem solving vs. worked example study). To
the best of our knowledge, there are no CLT studies that have varied learner characteristics,
while keeping the learning task constant. Other CLT studies have focused on the interaction
between learning-task characteristics and learner characteristics. The most notable examples of
such studies have looked at the interaction between task characteristics and learner expertise,
that is, the expertise-reversal effect (e.g., Kalyuga et al. 2003; Kalyuga et al. 2012) and
learning-task characteristics and learner age (e.g., Paas et al. 2001; Van Gerven et al. 2006).
Task characteristics that have been considered in CLT research were mostly related to the
nature of the practice problems. Most of the early cognitive load research focused exclusively
on task characteristics and resulted in CLTeffects such as the goal-free effect (e.g., Ayres 1993;
Sweller 1988), the worked example effect (e.g., Paas and Van Merriënboer 1994b; Sweller
1988), the completion effect (e.g., Paas 1992; Van Merriënboer 1990; VanMerriënboer and De
Croock 1992), and the variability effect (e.g., Paas and Van Merriënboer 1994b). Learner
characteristics that have been considered in CLT research are expertise (e.g., Kalyuga et al.
2003; Kalyuga et al. 2012), age (e.g., Paas et al. 2001; Van Gerven et al. 2006), motivation
(e.g., Paas et al. 2005), and affect (e.g., Fraser et al. 2012).
Towards a New Model of Cognitive Load
In the original model of Paas and Van Merriënboer (1994a), the task characteristics are
classified as the cognitive demands imposed not only by the learning task but also by the
learning environment. However, whereas the effects of the demands imposed by the relation-
ships between the learning task and the characteristics of the learner have been studied
extensively as causal factors of cognitive load (see left part of the model in Fig. 1), the effects
of the demands imposed by the physical learning environment have not been taken into
consideration in cognitive load research. Similarly, the associated measurements of the
cognitive load effects (i.e., assessment factors; see right part of the model in Figure 1) have
only been studied for the relationships between the learning task and the learner characteristics,
without considering the physical learning environment per se.
A new model of cognitive load needs to describe the physical properties of learning
materials or the physical environment in which the learning information should be expressed
and presented. Therefore, we argue that in identifying the environment-related causal factors of
cognitive load, the physical properties of the environment should be primarily considered, the
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conceptual meaning of the task characteristics needs to be narrowly redefined (e.g., intrinsic
task difficulties or the manner of instructional design), and the factors “learning task” and
“learning environment” need to be disentangled. In order to realize this, we propose a revised
version of the construct of cognitive load as presented in Fig. 2.
In the revised model, the factors learning task and learning environment are disentangled.
The term physical learning environment is proposed instead of environment or learning
environment in order to avoid any ambiguity. Under the assumption that learning tasks are
always learned by learners in a learning environment, the physical learning environment is
depicted as a factor that embraces task and learner characteristics (see the left part of Fig. 2).
The physical learning environment refers to the whole range of physical properties of a place
where teaching and learning takes place. These include physical characteristics of learning
materials or tools (e.g., texture, color, size, shape, weight, and sound), the physical attributes of
the built environment (e.g., volume, density, lighting conditions, arrangement, and thermal
conditions), natural spaces, and the physical presence of other people. It covers sensory stimuli
from the environment that can be perceived by human senses, that is, vision, hearing, smell,
taste, touch, temperature, and balance. In the new model, the task characteristics are redefined
Fig. 2 The construct of cognitive load. E the physical learning environment, T learning task, L learner. Adapted
and revised from Paas and VanMerriënboer (1994a), Educational Psychology Review, 6, p. 3. Copyright 1994 by
Plenum Publishing Corporation
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in a more narrow meaning, which refers to the intrinsic task difficulty, the type of task, or the
manner of instructional design in learning material according to the conceptual distinctions
made between task and environment. Although the new factor interacts with the characteristics
of the task (and the learner), it is clearly separated from the causal factor ‘learning task’.
With regard to this theoretical distinction, however, it should be noted that in practice, it is
not always simple to distinguish the physical learning environment from the learning task.
Consider, for instance, a computer-based learning task in a computer lab that can also be called
a computer-based learning environment. In this case, the computer-based learning environment
mainly refers to the computerized learning task, but it also reflects its physical properties such
as the background color of the computer screen, the furniture (desk and chair) used by the
learner, and even the physical properties of the computer lab. Furthermore, some elements of
the environment (i.e., tools and other objects) should be regarded as part of the learning task
when they are essential for learning. For example, the stethoscope and the patient are not just
seen as the environment for medical students learning how to perform chest auscultation on a
patient. In the same manner, if a learner is allowed to use a pocket calculator to solve a math
problem, the calculator should be regarded as not just a physical object in the environment but
as a learning tool which is an essential part of the task. In addition, some instructional designs
include elements of the environment that are not an essential part of the learning task. The
seductive details or coherence effect (Moreno and Mayer 2000; Plass et al. 2013; Rey 2012;
Um et al. 2012; for a review, see Rey 2014), for example, refers to the interference from
adjuncts that are not essential to achieve the learning goal, but nonetheless, these adjuncts (e.g.,
music, illustrations) are sometimes environmental stimuli designed by instructional designers.
The view that some elements in the physical environment actually belong to the cognitive
domain of the task has led some researchers to assert the claim that cognition can be extended
beyond a brain to be distributed over a system of people and objects within a task (see, Beer
2000; Clark and Chalmers 1998; see also, Wilson 2002, for a discussion). This assumption of
distributed cognition suggests that our cognitive processing does not reside solely inside the
brain, but instead is distributed and flowed across the individual and the physical environment
(e.g., “extended mind”: Clark and Chalmers 1998). Tools in the physical environment such as
pocket calculators and whiteboards can be used as an external cognitive processor to collect
and share the knowledge in both individual and collaborative learning (Dillenbourg and Traum
1997). Considering the learning aids in the ordinary classroom, pencil, paper, pocket calcula-
tor, and white board can be used as off-loading devices when learners want to solve a problem
easily or retain information longer. If a learning task has a cognitively demanding procedure
(e.g., lengthy training) or poor solving methods (e.g., calculating multiple numbers without a
calculator), learners can handle their limited cognitive resources more efficiently by off-
loading parts of the cognitive task onto tools that are available in the physical environment
(Wilson 2002).
How could we next identify the influence of environmental demands on learning especially
within the CLT framework? Although there are no empirical studies in the context of CLT that
considered cognitive load imposed by characteristics of the physical learning environment,
there exists an extensive body of research outside CLT research on the influence of the
physical environment on behavior, attitudes, and performance of both teachers and students
(for reviews, see Evans 2006; Jamieson et al. 2000; Mendell and Heath 2005; Rivlin and
Weinstein 1984; Tanner 2000, 2008; C. S. Weinstein 1979). At a basic level, the impact of the
environment on cognitive processing can be clearly illustrated by the fact that identical objects
can be perceived differently depending on the environment in which they are presented. For
example, the visual illusion created by Hermann Ebbinghaus (see Titchener, 1901, p. 169.,
figure 52-3) shows that a central circle is perceived to be smaller when it is surrounded by
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larger circles than when it is surrounded by smaller circles. Similar observations of the effects
of the environment have been found for the perception of lightness, weight, temperature,
loudness, and flavor (e.g., Anderson and Winawer 2005; Marks et al. 2012).
Although researchers have proposed different explanations as to whether and how envi-
ronmental factors affect learning, there are few theories based on the cognitive mechanisms
underlying the effects of the physical learning environment. We argue that the theoretical
framework of CLT, which provides human cognitive architecture-based interpretations for the
instructional effectiveness of particular instructional designs, could provide an explanation
of prior research findings as well as generate new research on this topic. In the next
section, we will first discuss effects the physical environment might have on cognitive load
and learning.
Effects of the Physical Environment
The next three sections discuss existing findings on the relationship between the physical
learning environment and performance, showing that the physical environment may affect
cognitive load and learning. Three types of effects of the physical environment are distin-
guished: cognitive effects, physiological effects, and affective effects. Whereas this is a useful
theoretical distinction, it should be noted beforehand that it is often difficult to determine the
influence of the physical learning environment on learning because of its complex multidi-
mensional character (Higgins et al. 2005). The cognitive, physiological, and affective effects of
the physical environment on learning may be closely intertwined (e.g., Evans and Stecker
2004).
Cognitive Effects of the Physical Learning Environment
Empirical studies have clearly shown that environmental stimuli from the physical learning
environment can impose a load on learners’ WM. Noise, whether visual or auditory, can be
considered as a typical irrelevant environmental stimulus that takes limitedWM resources away
from the learners’ cognitive process. An empirical demonstration of the role the environment
plays in cognitive performance is the finding in the field of forensic psychology that excluding
irrelevant stimuli from the environment through eye-closure reduces unproductive WM load
and improves performance on eyewitness memory tasks by freeing WM resources that would
otherwise have been involved in monitoring the environment (e.g., Vredeveldt et al. 2011).
Glenberg et al. (1998) provided another demonstration of this phenomenon in the visual system
by showing that memory retrieval could be improved when subjects averted their gaze from their
environmental surroundings during cognitively difficult tasks. In fact, gaze aversion has been
identified as a way of managing the WM load associated with the processing of visual environ-
mental information (e.g., Doherty-Sneddon and Phelps 2005). The irrelevant speech effect (e.g.,
Salamé and Baddeley 1982, 1986) is a well-known example of this phenomenon in the auditory
system,which refers to the interference from irrelevant auditory items (e.g., background speech or
white noise) during immediate recall tests. Using positron emission tomography, Gisselgard and
colleagues identified that neuro-physiological responses to the impact of irrelevant auditory
stimuli (pseudo-words speech or white noise) are related to increased or decreased activations
in regions of the brain associated with WM functioning (Gisselgard et al. 2003;
Gisselgard et al. 2004).
The effect of the physical learning environment on cognition can also be regarded from a
context-dependent memory perspective, which generally refers to the finding of better memory
performance when the (physical) learning and test environment are similar than when they
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differ (for a review; see S. M. Smith and Vela 2001). Memory retrieval is usually brought
about as a result of the integration of incoming environmental information with the “memory
network” driven by that information (Tulving and Thomson 1973). Due to automatic
(unconscious) target-context binding, environmental stimuli (e.g., smell, color, locations) are
encoded as part of the memory trace (i.e., cognitive schema) and can be used as contextual
cues to retrieve other information encoded at the same environment. A well-known demon-
stration of the effect of context on memory is the study of Godden and Baddeley (1980), who
manipulated context by having deep-sea divers learn and retrieve word lists on dry land or
underwater. Their results demonstrated an encoding specificity effect, indicating that remem-
bering word lists learned underwater was better when a recall test was performed under water
as well, and that the same effect existed for words learned and tested on dry land. With regard
to the auditory characteristics, Grant et al. (1998) found that retrieval performance was better in
the matching auditory conditions between learning and test session (silent-silent and noisy-
noisy) than in the mismatching auditory conditions (silent-noisy or noisy-silent). In addition to
visual and auditory contextual cues, Suss et al. (2012) demonstrated that olfactory contextual
cues can also affect learning performance.
Consistent with the CLT perspective, negative effects of physical environmental factors
imposing an extraneous load on WM should always be minimized or, if possible, eliminated.
Although learners are able to exclude irrelevant environmental stimuli from the information
processing cycle themselves by an effortful suppression process, this process imposes a load
on the executive component of WM and can better be prevented (E. E. Smith and Jonides
1999). With regard to the context-dependence of learning, the context in which learning takes
place should preferably mimic the context in which it is tested; if this is not possible, learning
best takes place in a variety of contexts so that transfer to new contexts is facilitated (Paas and
Van Merriënboer 1994b).
Physiological Effects of the Physical Learning Environment
Aspects of the physical environment may affect cognitive load and learning through physio-
logical factors. An example of such an effect is provided by the effect of the thermal condition
of the physical learning environment on performance through the arterial blood oxygen
saturation. The amount of arterial blood oxygen saturation is positively related to the quality
of cognitive performance (e.g., Scholey et al. 1999). Based on studies into the negative effects
of acute and chronic exposures to hypoxia (e.g., oxygen deprivation during high-altitude
mountaineering) on human learning and cognition (e.g., Kramer et al. 1993), we can
assume that the quality of the air and the thermal conditions of a learning environment
can affect an individual’s learning performance through oxygen-related physiological
mechanisms. This assumption was, amongst others, supported by a study of Lan et al.
(2011), who found that in a warm office environment (at 30ºC), participants had a lower
arterial oxygen saturation and were less willing to exert effort than in a thermally neutral
office environment (at 22ºC). Another example of a direct physiological effect of the
environment is related to the effects of food on the blood glucose level. Elevated blood
glucose, for example through a glucose drink, is associated with an improvement on a
number of cognitive tasks, particularly those that require effortful mental processing (e.g.,
Scholey et al. 2001). The positive relationship between blood glucose level, blood oxygen
saturation, and cognitive performance can be explained by the brain’s metabolic need to
accommodate the increased need for more oxygen and glucose by task-sensitive neural
mechanisms during an effortful cognitive processing (Scholey et al. 1999; Turner and
Carroll 1985).
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It seems clear that the effects of the thermal condition of the learning environment may have
a direct physiological impact on cognitive performance. However, for other factors, it is much
less obvious whether their impact on cognition is physiological or mediated by other process-
es. One example of such a factor is the lighting of the learning environment. Several studies
have shown that the color temperature of the lamps (e.g., warm-white vs. cool-white) and the
level of luminance (e.g., 300 vs. 1,500 Lx) have an impact on cognitive performance (e.g.,
Hygge and Knez 2001; Knez and Hygge 2002). This impact, however, may be physiological
but may also be explained by affective mood changes.
Affective Effects of the Physical Learning Environment
The effects of the physical learning environment on learning can be considered from its
affective influences on the learner. We can assume that a good quality of the physical learning
environment (e.g., fresh air and well-managed temperature in a classroom) may have a positive
effect on learners’ affect, their willingness to invest mental effort, and consequently on
learning. This perspective assumes that emotional state, mood, or motivation act as a mediator
of the relationship between the physical learning environment and learning performance (e.g.,
Erez and Isen 2002; Uline and Tschannen-Moran 2008). Evans and Lepore (1993) provide
evidences of non-auditory effects of noise on childrens’ affect and learning performance. For
example, in a noisy classroom environment, children are more likely to give up on a puzzle
task than children in a quiet classroom environment (Cohen et al. 1980). Evans and Stecker
(2004) also showed that noise can lead to diminished motivation, feelings of helplessness, and
consequently result in lower learning outcomes.
With regard to the symbolic meaning of specific physical features of the learning environ-
ment, the construal level theory perspective (e.g., Trope and Liberman 2010) provides
interesting evidence of the effect of spatial distance in learning. There is empirical evidence
that people tend to use a more abstract mental representation strategy when judging, perceiv-
ing, and recognizing distal objects or events; proximal objects or events, in turn, are repre-
sented by more concrete mental representations (Bar-Anan et al. 2006; Fujita et al. 2006). Jia
et al. (2009), for instance, investigated the effect of spatial distance on creative cognition and
insight problem solving. In two experiments, participants assigned to either a spatially near or
distant group were asked to perform a problem-solving task and informed whether the tasks
were developed from a far or close location. When a creative task was assigned from a far
rather than a close distance, participants provided more creative responses and performed
better on a problem-solving task requiring creative insight. Some contextual aspects of the
distance thus seem to play a role in the relationship between the social meaning of the physical
learning environment characteristics and cognitive performance.
With regard to the meaning of spatial distance in diverse classroom settings, it is known that
people select seats in ways that enable them to use physical distance as a strategy to maintain
social distance (e.g., Gump 1980; Mehrabian 1969; Schwebel and Cherlin 1972). Studies on
the influence of seating arrangements in classrooms showed that learners assigned to the front
row and the center of each row participated more (e.g., Montello 1988; Sommer 1967) and
were more attentive to learning activities (e.g., Marx et al. 1999) than peers in the middle and
back rows and peers at the side of each row. A recent study conducted by Adam and Galinsky
(2012) showed that physical features (i.e., symbolic meaning of clothing) can affect learners’
cognitive performances. Participants who wore a lab coat performed better on selective
attention tasks than participants who wore their regular cloths.
CLT provides a theoretical framework for understanding such affective influences of
specific characteristics of the physical learning environment. In the original model, Paas and
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van Merriënboer (1994a) mentioned that the subject-task (environment) interactions can affect
cognitive load through relatively unstable factors such as motivation of learners. With regard to
the current motivational perspective of cognitive load (e.g., Paas et al. 2005), the poor physical
learning environment may influence learners’ emotional states such as feeling of discomfort
and consequently reduce learners’ willingness to allocate cognitive resources to the learning
task and negatively impact learning. A well-managed or high-quality physical learning envi-
ronment, in turn, can be expected to have a positive effect on the learners’ willingness to
allocate cognitive resources to the learning task and positively impact learning. Recent studies
conducted by Fraser and colleagues (Fraser et al. 2011; Fraser et al. 2012; see also Smith and
Ayres this issue) provide an empirical support for the effect of emotions on cognitive load.
During a simulation learning session in a medical school, students who experienced the
simulated death of a manikin experienced higher cognitive load than students whose manikin
survived. With regard to the effect of emotional designs of learning materials on cognitive
load, Um and colleagues (2012; see also Plass et al. 2013) found that the use of an esthetically
appealing design in multimedia learning materials (e.g., use of a face-like pedagogical agent)
led to positive emotions and reduced the perceived difficulty of the learning task.
With regard to the learners’ anxiety, existing studies show that specific types of learning and
test environments can make students anxious. This anxiety impairs efficient functioning of
attention, and may lead to intrusive thoughts about failure in WM, thereby taking WM
capacity away from performing on the main task (Eysenck and Calvo 1992; Eysenck et al.
2007). Hancock (2001) found that students performed poorly and were less motivated when
exposed to highly evaluative classrooms and that this effect was more pronounced for test-
anxious students. Beilock et al. (2010) showed that the math anxiety of female elementary
school teachers carries negative consequences for the math achievement of their female
students. They found a positive relationship between the anxiousness of the teacher about
math and the likeliness that girls endorse the commonly held stereotype that “boys are good at
math, and girls are good at reading”. In addition, the girls who endorsed this stereotype showed
less math learning across the school year. If we consider the school teacher as a part of the
learning environment, it is clear that the learning environment can affect the students’ anxiety,
cognitive load, and learning.
Managing Cognitive Load by Changing the Physical Environment
If we accept that the physical learning environment is an independent source of WM load for
learners, it can be manipulated to manage learners’ cognitive load and so improve learning.
Our new model (Fig. 2) shows that both two-way and three-way interactions between the three
causal factors of cognitive load (i.e., physical environment, task, and learner) should be
considered. These interactions complement known cognitive load effects and may provide
researchers with novel perspectives on their findings.
E×T: Interactions Between the Physical Environment and the Task
Interactions between the physical environment and the learning task might first indicate that
the effectiveness of instructional techniques (e.g., solving problems vs. studying worked
examples) can be different depending on the characteristics of the physical learning environ-
ment (e.g., level of noise). In turn, they might also indicate that specific changes in the physical
learning environment (e.g., colors of the wall) in order to manage cognitive load have different
or even reversed effects depending on the type of task (e.g., creative problem solving vs. a
memory span task).
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With regard to the worked example effect (Paas and Van Merriënboer 1994b; Van Gerven
et al. 2002), which refers to the finding that novice students learn less from solving conven-
tional problems than from studying equivalent worked out problem solutions, it would be
interesting to study whether there are more or less suitable physical learning environments for
either studying worked examples or solving the equivalent problems. Possibly, the disadvan-
tage of problem solving may be compensated by manipulating specific characteristics of the
physical learning environment. The anecdote of Grigori Perelman fits this perspective. This
world-famous mathematician won the Field Medal (but refused it) for solving one of the
biggest problems in mathematics known as the Poincaré conjecture. In order to solve this
problem, he went into the woods because, according to him, this environment facilitated
creative problem solving.
Existing studies focusing on the effect of the specific characteristics of physical learning
environments on creative problem solving provide some further evidence. McCoy and Evans
(2002) studied the influence of the physical learning environment on innovative thought. They
hypothesized that there are certain characteristics of the physical environment that people
prefer when working on a specific task. They identified several environmental characteristics
that were believed to facilitate creative performance, including the complexity of visual details,
a natural environment (cf. Perelman’s woods), the use of natural materials, and a limited use of
cool colors. As expected, their study showed positive effects of these characteristics on the
level of creative performance. In a similar vein, Zhu and colleagues proposed that different
types of cognitive tasks (i.e., detailed/specific tasks vs. creative tasks) might be activated by
different colors (red vs. blue; Mehta and Zhu 2009), levels of noise (moderate (70 dB) vs. high
(85 dB)/low (50 dB)); Mehta et al. 2012), and height of the ceiling (high vs. low; Meyers–
Levy and Zhu 2007). They showed that blue color, moderate noise, and a high ceiling enhance
performance on a creative task, whereas a red color, low noise, and a low ceiling enhance
performance on a detailed/specific task. With regard to the ceiling height of the room, they
found that a high ceiling activates freedom-related concepts and improves relational processing
and a low ceiling activates confinement-related concepts and improves item-specific process-
ing. In their experiments, ceiling height of two of the rooms was lowered from 10 to 8 ft. With
regard to the effect of colors, they conducted series of studies about the effect of different
colors on different cognitive task performances. In a memory task or proofreading task,
participants in the red condition performed better than in the blue condition, and it was
reversed for a creative task. They explained that red and blue colors can induce learner’s
alternative motivations; red color (reminiscent of stop signs or warnings) activates an
avoidance motivation and can enhance performance on a detail-oriented task, blue
color (reminiscent of ocean or sky), by contrast, activates an approach motivation and
can enhance performance on a creative task. With regard to the level of noise, they
found that increasing levels of noise induce distraction, which induces a higher
construal level and abstract processing, and consequently enhances creativity. Howev-
er, more interestingly, although both moderate and high levels of noise lead to a more
abstract processing as compared to a low noise level, enhanced creativity was only
observed in moderate noise levels because very high levels of noise reduce the extent
of information processing. Based on these findings, it can be argued that the typical
classroom (i.e., a quiet or clamorous room with a relatively low ceiling) is not the
most beneficial environment for creative problem solving and that creativity may be
facilitated in a more desirable physical environment. The findings of Mehta et al.
(2012) have actually been implemented in a web/mobile application that can add a
desirable level of white noise (e.g., sounds of a café) to the environment in order to
facilitate creative thinking (see: http://www.coffitivity.com).
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At first sight, the positive effect of a moderate level of noise on creative tasks seems to be in
conflict with the notion of reducing extraneous load. Yet, in the context of CLT, it could also be
related to the presence of seductive details. Whereas some seductive details are part of the
instructional design (illustrations, sound effects etc.) and should thus be seen as aspects of the
task, others are not part of the instructional design and not associated with the learning
objectives. Although the latter type of seductive details is part of the physical environment,
it may still influence cognitive load and learning. In a review by Rey (2012), it has been argued
that some seductive details might attract attention and increase extraneous cognitive load,
while others may enhance learners’ interests and help them to invest more mental effort (cf.
‘desirable difficulties’; Bjork 1994)—even when they also impose an extraneous load. Mod-
erate noise might possibly be seen as a seductive detail or desirable difficulty helping learners
to invest more effort in learning. Future research into seductive details is needed to find out
whether they can indeed have differential effects on cognitive load and learning. In addition, it
can be argued that the effectiveness of desirable difficulty (i.e., extraneous load) can differ
depending on the types of task (e.g., math problem solving vs. brainstorming). The interaction
between task characteristic and the physical learning environment will be discussed in next
section.
E×L: Interactions Between the Physical Environment and the Learner
Consistent with the “person-environment fit account” (e.g., Nielsen and Moos 1978), re-
searchers found a close relationship between the preferred learning environment of a learner
and his or her achievement in this environment; learners perform higher in a preferred
environment compared to a non-preferred environment (Hattie and Watkins 1988; Wong and
Watkins 1996). Interestingly, Wong and Watkins (1996) also found that the impact of the
learner-environment fit was more salient among low self-monitoring individuals than among
high self-monitoring individuals, supposedly because the latter can more easily adapt them-
selves to different situations. It is conceivable that similar interactions can be found between
learners’ expertise and characteristics of the environment (cf. the expertise-reversal effect). For
simulator-based learning, for example, it can be argued that highly experienced learners learn
best in a high-fidelity environment with lots of irrelevant details (because they can ignore the
irrelevant details and profit from the resemblance between the simulated environment and the
real environment), whereas less experienced learners learn best in a lower fidelity environment
with much less irrelevant details (because they cannot ignore these details; Kirschner and Van
Merriënboer 2013).
With regard to learners’ anxiety, Dowaliby and Schumer (1973) compared university
students’ anxiety in a learner-centered vs. teacher-centered environment. They found a cross-
over interaction, showing that high-anxious students perform better in a teacher-centered
environment, whereas low-anxious students perform better in a learner-centered environment.
Their results may support the notion of the learner-environment fit in that a learner-centered
environment for low-anxious students fits a circle or square seating arrangement, whereas a
teacher-centered environment for high-anxious students fits a frontal or rows seating
arrangement.
More generally, previous studies demonstrated that specific learner characteristics such as
age, gender, and prior knowledge can make a learner more sensitive to the environment. It is
widely accepted that young learners are more sensitive to the impact of the physical learning
environment than adults. Doherty-Sneddon et al. (2002), for instance, found that primary
school children below the age of 8 years cannot manage their cognitive processing resources as
effectively as older children when the environment becomes more demanding. More
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specifically, in contrast to young children, older children and adults (Glenberg et al. 1998)
look away more often from the face of their instructor when answering difficult as
opposed to easy questions. Moreover, in its widest sense, cultural differences can also
affect learner characteristics mediating the influence of the physical environment on
learning. It has been pointed out that typical physical settings of classroom such as
lighting conditions or seating arrangements vary between countries depending on the
philosophies of education (Alexander 2001). In this regards, Mehta and Zhu (2009) also
mentioned that the effect of the same color on the cognitive task may have different
associations across cultures (e.g., red is associated with happiness in China, but with
excitement and danger in the USA).
E×T×L: Interactions Between the Physical Environment, the Task, and the Learner
A possible example of a three-way interaction can be deduced from studies on gender- and
age-related effects of indoor lighting on mood and cognitive performance (e.g., Knez and
Enmarker 1998; Knez and Kers 2000). Knez and Kers (2000) found that the color temperature
of indoor lighting differentially affected mood and cognitive performance as a function of
gender and age. Whereas younger adults best preserved a negative mood in “warm” white
lighting, the same effect was found with “cool” white lighting for older adults. If we assume a
positive relationship between mood and willingness to invest cognitive resources (the more
positive a learner’s mood, the more willing he/she is to invest cognitive resources; see e.g.,
Paas et al. 2005), it can be speculated that these effects could interact with task complexity, in
such a way that under warm white lighting conditions, younger adults perform better on
complex tasks than under cool white lighting conditions, whereas for the older adults the
opposite effect can be expected.
One well-known interaction in cognitive load research is the expertise-reversal effect
(Kalyuga et al. 2012). This effect indicates that novice learners in a domain learn more from
studying worked examples than from solving the equivalent problems, whereas more experi-
enced learners in a domain learn more from solving problems than from studying the
equivalent worked examples. The question is then whether manipulations of the physical
learning environment that further strengthen the value of worked examples for novice learners
will be different from manipulations that further strengthen the value of problem solving for
experienced learners? Coming back to the anecdote about Grigori Perelman: as a genius in the
field of mathematics, his creative problem solving profited from going into the woods. Yet, it is
well conceivable that for a novice student in the field of mathematics, the study of worked
examples might profit more from working in a classroom with as little distractions as possible
than from going into the woods. Although we are not familiar with existing research on such
three-way interactions, they open up a new research agenda for cognitive load researchers.
This is especially true when this research starts from task-learner interactions for which already
ample empirical evidence exists, such as the expertise-reversal effect.
Another recently identified cognitive load effect, which is related to the distributed cogni-
tion paradigm, is called the collective working memory effect (F. Kirschner et al. 2009, 2011a).
The effect can be used to provide an example of a possible three-way interaction. The
collective working memory effect occurs when individuals experience lower cognitive load
and obtain higher learning outcomes through collaborative work than when learning alone.
Interestingly, working collaboratively or individually can be considered as a variation of the
physical environment. F. Kirschner et al. (2009, 2011a) showed that a group of learners can be
considered as a collection of cooperating working memories, which enables learners to share
the working memory load and perform better on complex cognitive tasks than individual
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learners. In addition, they showed that on simple learning tasks, individual learners showed
higher learning outcomes than collaborative learners, due to the relatively high cognitive costs
of communicating about issues that could be dealt with quite easily by an individual, so
without communication. In one study, F. Kirschner et al. (2011b) showed that novice learners
achieved higher learning outcomes when they had to solve problems collaboratively in the
learning phase than when they had to study worked examples collaboratively during the
learning phase. For individual learners, the opposite effect was found. Interestingly, Retnowati
et al. (2010) conducted a similar study and showed that groups could benefit more from
learning from worked examples rather than problem solving. These studies can be considered
as reflecting a two-way interaction between learning-task characteristics (worked example
study vs. problem solving) and the physical learning environment (individually vs. collabora-
tively). It would be interesting to add a learner characteristic, such as learner expertise, to those
studies to explore possible three-way interactions.
Discussion
Until now, CLT researchers paid very little attention to the effects of the physical learning
environment on cognitive load and learning. In experiments, the physical environment is
typically treated as a control variable that is best kept constant. The major purpose of this paper
was to support our claim that the physical learning environment should be regarded as a
distinct causal factor of cognitive load, interacting with both learner characteristics and
learning-task characteristics. We presented a revised model of the construct of cognitive load
(Fig. 2), which identified interrelated influences of three distinct causal factors on cognitive
load. Our key question is not only if causal relationships exist between the physical environ-
ment, learning, and performance but also whether the influence of the physical learning
environment can be explained by a cognitive load perspective and whether the design of the
physical learning environment can positively affect cognitive load and learning. CLT essen-
tially argues that managing learners’ cognitive load is a key issue for learning due to the
capacity and duration limits of human WM. From the perspective of CLT, if the physical
environmental is a causal factor of cognitive load, it can play a role in the management of
cognitive load and thus be regarded as a determinant for learning and performance.
With regard to theoretical implications of the new model of cognitive load, CLT is extended
by including the physical learning environment as a distinct causal factor of cognitive load.
However, the significance of this extension can only be shown by empirical studies revealing
interactions between the physical learning environment and the characteristics of the learner
and/or the learning task. A new line of research is needed to test the new model and to
determine the impact of the physical learning environment on cognitive load, learning
processes, and performance. Adopting the concept of the learning efficiency of CLT (see
Paas et al. 2005; Paas and Van Merriënboer 1993), the specific physical learning environment
can be regarded as cognitively efficient if a higher performance is attained with a lower
invested mental effort.
What is yet missing are studies directly testing whether specific features of the physical
learning environment can be used to manage cognitive load in learning, either by reducing
extraneous load or increasing germane load. Cognitive load measurement can be used to
identify more direct and short-term cognitive responses to the existing physical learning
environment, which is distinguishing them from the effects possibly caused by other factors,
such as slower physiological processes. Interestingly, the identification of the physical learning
environment as a causal factor of cognitive load may also shed new light on the concept of
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germane load. The newer conception of germane load, defining it as—germane—
working memory resources allocated to dealing with intrinsic cognitive load (Kalyuga
2011; Sweller 2010), is typically believed to increase intrinsic load by adding inter-
active elements (e.g., from LTM or the context) to WM. If it is true that the physical
environment can also impose a germane cognitive load, for example by introducing a
moderate level of noise (Mehta et al. 2012), this new conceptualization of germane
load might need to be reconsidered, because it seems unlikely that noise increases the
number of interacting elements in WM.
Another interesting question is whether the new model of cognitive load is consistent with
an evolutionary explanation of WM (see Paas and Sweller 2012; Sweller 2008). Geary (2008)
makes a distinction between biologically primary knowledge which evolved over many
generations in order to survive in our environment (e.g., learning to speak) and biologically
secondary knowledge which is a culturally important knowledge that we have not specifically
evolved to acquire (e.g., learning mathematics). Biologically primary knowledge is much less
affected by WM limitations than biologically secondary knowledge. Paas and Sweller (2012)
have suggested that several cognitive load effects rely on biologically primary knowledge
being used to facilitate the acquisition of biologically secondary knowledge. An example of
such an effect can be found in collaborative learning environments, in which learners use the
biologically primary skill of communicating to share the total cognitive load imposed by the
learning task among each other (Paas and Sweller 2012). Similar mechanisms may play a role
in the “survival processing paradigm” (e.g., Nairne and Pandeirada 2010; Otgaar and Smeets
2010). In this paradigm, participants’ retention is tested after they have processed information
in terms of its relevance to fitness-based scenarios. Nairne and Pandeirada (2010; see also
Weinstein et al. 2008), for example, showed that participants remember information better after
processing its relevance in an ancestral environment (the grasslands) than in a modern urban
environment (the city). Although cognitive load was not measured in these studies, it may be
speculated that the ancestral environment imposed a lower load on WM than the modern
environment.
There are several limitations of the current study, which are mainly related to its restricted
scope and limited range of examples used to substantiate the role of the physical environment
in cognitive load and learning. With regard to the restricted scope, this article, for example,
only focused on short-term effects of the physical environment on learning. Yet, there might be
long-term effects as well, especially considering learners’ physiological responses to the
physical environment. For example, existing studies have shown that long-term exposure to
heavy metals or toxic materials negatively affects a child’s cognitive development such as IQ
(e.g., Evans 2006; Needleman et al. 1979). More recently, Hong et al. (2013) found that
environmental exposure to Bisphenol A can impact learning disability. In 1,089 children aged
8–10 years, urinary levels of Bisphenol Awere negatively associated with the learning quotient
from the scale of learning disability. With regard to the limited range of examples, we think
that this reflects the current status of the field of educational research, which makes it difficult
to find well-controlled studies that can be used to illustrate the role of the physical environment
on cognitive load and learning. Clearly more research is needed.
To sum up, we argued in this article that there are strong arguments to treat the
physical learning environment as a separate factor influencing cognitive load and
learning. A new model of cognitive load has been presented, making clear that
changes in the physical learning environment may moderate the effects of instruction
and its influence on cognitive load and learning. This new model opens up a new
research line for CLT and may eventually have not only theoretical but also important
practical implications for the design of learning environments.
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