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Abstract
This paper considers the problem of minimizing the weighted number of late jobs in the
two-machine job-shop with unit time operations. We show its NP-hardness and propose an
O(n5
P
wi) time algorithm, which is based on solving optimally a related problem where a
maximal set of early jobs is to be determined. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The present paper deals with the two-machine unit-time job-shop scheduling prob-
lem denoted by J2 j tij = 1 j
P
wiUi: The motivation to study this problem comes
mainly from the following results. Lenstra and Rinnooy Kan [10] show that J2 j tij 2
f1; 2g jCmax and J3 j tij=1 jCmax are NP-hard in the strong sense. Gonzalez and Sahni
[3] do the same for J2 j tij 2 f0; 1g jCmax by proving NP-hardness for J2 j pmtn jCmax.
Hefetz and Adiri [4] solve J2 j tij = 1 jCmax in time linear in the total number of op-
erations, i.e. in pseudo-polynomial time. Timkovsky [11] and Kubiak et al. [7] give
polynomial algorithm for the same problem. Brucker [1,2] extends the result of Hefetz
and Adiri [4] to J2 j tij = 1 jLmax. From the elementary reductions between scheduling
problems (see Lawler et al. [9]), it follows immediately that the problems J2 j tij 2
f0; 1g j PUi; J2 j tij 2 f1; 2g j PUi and J3 j tij = 1 j PUi are unary NP-hard. There-
fore J2 j tij=1 j
P
Ui is the maximal open problem with respect to the minimal number
of late jobs criterion. In this paper we give an ecient algorithm for this problem. We
show also that J2 j tij=1 j
P
wiUi is binary NP-hard and propose a pseudo-polynomial
algorithm for this problem.
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The two-machine unit-time job-shop scheduling model considered in this paper can
be formulated as follows. Suppose we are given two machines denoted by A and
B; and a set J = fJ1; : : : ; Jng of n jobs to be processed on those machines. Each
machine can process at the most one job at a time and each job Ji 2 J consists of
a chain (Oi1; : : : ; Oini) of ni unit-time operations which have to be processed in this
order. Operation Oij has to be processed on machine ij 2 fA; Bg; any two consecutive
operations Oij and Oi;j+1 being processed on dierent machines ij 6= i; j+1. Associated
with each job Ji there is a due date di and a weight wi. In a given schedule, job Ji
nishing by time di is called early or on time, otherwise, Ji is called late. We dene
Ui = 0 if Ji is early or on time and Ui = 1 if Ji is late. Thus, late job Ji contributes
wiUi to the weighted number of late jobs. The objective is to schedule the operations
so that the total weighted number of late jobs is minimized.
It is easy to see that without changing the
P
wiUi value it is possible to replace
each noninteger due date di by the greatest integer bdic not exceeding di. Thus, all
due dates we consider in the paper are integers.
The organization of this paper is as follows. In Section 2 we give some preliminary
results. Section 3 presents a pseudo-polynomial algorithm for J2 j tij=1 j
P
wiUi which
turns out to be polynomial for J2 j tij = 1 j
P
Ui. We also prove NP-hardness for the
former problem.
2. Preliminary results and notation
Now we consider the problem of nding the maximal set of early jobs in the
two-machine unit-time job-shop scheduling model. The optimal schedule then consists
of the set of jobs which meet their due dates and is scheduled rst, followed by the
set of remaining jobs which do not meet their due dates and is scheduled last. Now
we give some alternative form of scheduling model and justify their equivalence.
Let d=maxfdi j i 2 f1; : : : ; ngg be the maximal due date and z 2 f1; : : : ; dg. Associate
with each operation Oij, the label ij = di − ni + j which can be interpreted as the due
date of Oij. For any set of jobs E J set E(A; z)= j fOij j ij6z; ij =A; Ji 2 Eg j. So,
we dene E(A; z) to be the number of operations in E, having the property that each
operation has due date not greater than z and it is processed by machine A. In a similar
way, we denote by E(B; z) the number of operations in E having a due date not greater
than z and being processed by machine B, i.e. E(B; z)= j fOij j ij6z; ij=B; Ji 2 Eg j.
Now we can prove the following theorem.
Theorem 1. A set of jobs E J can be completed on time if and only if E(A; z)6 z
and E(B; z)6 z hold for all z 2 f1; : : : ; dg:
Proof. Necessity: Suppose we have some schedule where all jobs E meet their due
dates. Then all operations fOij j ij6z; ij =A; Ji 2 Eg are scheduled in the time inter-
vals [0; 1]; [1; 2]; : : : ; [z−1; z] and therefore E(A; z)6z holds for all z 2 f1; : : : ; dg: The
proof for E(B; z) is completely analogous to that for E(A; z):
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Suciency: The suciency can be proved by induction on d: It is trivially true
for d = 1: Assuming the result for d = k − 1; we remove two operations, if any, Ox1
and Oy1 with the smallest values of x1 and y1, provided that Jx 2 E; Jy 2 E and
x1 = A; y1 = B hold. Set di = di − 1 for all jobs Ji 2 E and denote the modied
set E by D. Without the loss of generality we suppose that x16y1 holds. Then, due
to the facts that there are only two machines and there are not machine repetitions,
i.e. ij 6= i; j+1 for all i and j, the following holds: D(A; z) = E(A; z + 1) − 1 for all
z 2 f1; : : : ; k−1g; D(B; z)=E(B; z+1)6E(A; z) for all z 2 f1; : : : ; y1−1g; D(B; z)=
E(B; z + 1) − 1 for all z 2 fy1; : : : ; k − 1g: These imply inequalities D(A; z)6z and
D(B; z)6z for all z 2 f1; : : : ; k − 1g: Because of the induction assumption, set D can
be completed on time. Now, shifting the obtained schedule to the right by one time
unit and scheduling operations Ox1 and Oy1 in the time interval [0; 1] we obtain the
new schedule where all jobs Ji 2 E are early. Therefore suciency also holds for
d= k.
Thus, the problem of nding the maximal set of early jobs is reduced to the
problem of nding the maximal set E J , provided that E(A; z)6z and E(B; z)6z
hold for all z 2 f1; : : : ; dg: For convenience reformulate this problem in the vec-
tor form, i.e. when each job Ji is represented by the vector Ji = (Ji(A); Ji(B)); where
Ji(A)=(Ji(A; 1); : : : ; Ji(A; d)) and Ji(B)=(Ji(B; 1); : : : ; Ji(B; d)); and Ji(A; z)= j fOij j j 2
f1; : : : ; nig; ij = A; ij6zg j and Ji(B; z) = j fOij j j 2 f1; : : : ; nig; ij = B; ij6zg j hold
for all z 2 f1; : : : ; dg; i 2 f1; : : : ; ng: It is easy to see that in a unique fashion each
job Ji is dened by the vector couple (Ji(A); Ji(B)). Further we identify these terms.
Now in the vector fashion the considered problem sounds:
Find the maximal weighted set of vectors Ji=(Ji(A); Ji(B)) whose sum does not
exceed vector C = (CA; CB), where CA= (1; : : : ; d); CB= (1; : : : ; d):
In Section 3 we solve the last problem.
Now we introduce some further notation. Denote by Li(A) the number of nonzero
components in vector Ji(A); by Di(A) the number of nonzero components equal to the
last one, and by Hi(A) the number of nonzero unequal components in vector Ji(A):
Formally one can write
Li(A) = j fz j Ji(A; z) 6= 0; z 2 f1; : : : ; dgg j;
Di(A) = j fz j Ji(A; z) = Ji(A; d); z 2 f1; : : : ; dgg j;
Hi(A) = j fOij jij = A; j 2 f1; : : : ; nigg j;
where i 2 f1; : : : ; ng:
The values Li(B); Di(B) and Hi(B) are introduced in a similar way
Li(B) = j fz j Ji(B; z) 6= 0; z 2 f1; : : : ; dgg j;
Di(B) = j fz j Ji(B; z) = Ji(B; d); z 2 f1; : : : ; dgg j;
Hi(B) = j fOij jij = B; j 2 f1; : : : ; nigg j:
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In case when for some job Ji(A; z) = 0 holds for all z; we set Li(A) = Li(B); Di(A) =
Li(B); Hi(A)=0. If Ji(B; z)=0 holds for all z; then we set Li(B)=Li(A); Di(B)=Li(A)
and Hi(B) = 0:
It is obvious that with the help of Li(A); Di(A) and Hi(A) the vector Ji(A) is re-
constructed in a unique manner, because, if Hi(A) 6= 0 then
Ji(A; z) = 0 for all z 2 f1; : : : ; d− Li(A)g;
Ji(A; z + 2) = Ji(A; z) + 1 for all z 2 fd− Li(A)− 1; : : : ; d− Di(A)g;
Ji(A; z) = Hi(A) for all z 2 fd− Di(A) + 1; : : : ; dg:
In this case Hi(A)=1+(Li(A)−Di(A))=2 holds, but if Hi(A)=0 then Ji(A; z)=0 holds
for all z 2 f1; : : : ; dg: Note that vector Ji = (Ji(A); Ji(B)); i 2 f1; : : : ; ng; is completely
dened by the six values Li(A); Di(A); Hi(A); Li(B); Di(B); Hi(B):
Before going any further, let us look at an example.
Example 1. The job Ji with ni=5; di=7; i1 =A provided that d=8 is represented by
the couple Ji(A) = (0; 0; 1; 1; 2; 2; 3; 3) and Ji(B) = (0; 0; 0; 1; 1; 2; 2; 2): Here Li(A) = 6;
Li(B) = 5; Di(A) = 2; Di(B) = 3; Hi(A) = 3 and Hi(B) = 2 hold.
In Section 3 we suppose that all vectors Ji; i 2 f1; : : : ; ng; are ordered in nonincreas-
ing order of maxfLi(A); Li(B)g:
3. The algorithm
In general the problem of nding the maximal vector set whose sum is not more
than some given vector is extremely hard to be solved optimally. However, in our case
all vectors have very special structure. In the next theorem we use this structure to
derive a property which permits us to use the dynamic programming approach to solve
the problem in question.
Suppose we have some set of vectors E=fJ1(A); : : : ; Jk(A)g ordered in nonincreasing
order of their maxfLi(A); Li(B)g values. Denote by FA(E) and PA(E) the smallest and
the second smallest values of fDi(A); Li(A) j Ji 2 Eg: Consider the following
Example 2. Let set E contains three vectors J1; J2 and J3; where J1(A)=(0; 1; 1; 2; 2; 2;
2; 2); J2(A) = (0; 0; 1; 1; 2; 2; 3; 3) and J3(A) = (0; 0; 0; 1; 1; 2; 2; 3) hold. Here D1(A) =
5; D2(A)=2; D3(A)=1; L1(A)=7; L2(A)=6; L3(A)=5 hold. Then FA(E)=D3(A)=1
and PA(E) = D2(A) = 2:
Let the sum of J1(A); : : : ; Jk−1(A) be a feasible vector. We say that a set of jobs
is feasible if there exists a schedule for this set in which all jobs are completed on
time. In particular, further we suppose that each vector Ji is a feasible one. Taking
into account Theorem 1 in this case inequality
Pk−1
i=1 Ji(A)6CA holds. Now, to decide
whether fJ1(A); : : : ; Jk−1(A)g [ fJk(A)g can be feasible, one can use the next theorem.
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Theorem 2. The sum of vectors E = fJ1(A); : : : ; Jk(A)g is less or equal to CA if and
only if the (d− PA(E) + 1)th component of the vector Pki=1 Ji(A) is less or equal to
CA(d− PA(E) + 1).
Proof. The necessity is evident.
Suciency: The suciency is deduced by induction on the number of vectors k. If
the number of vectors is 1, then J1(A; d−PA(E)+ 1)= 1 holds due to PA(E)= L1(A)
holds. Therefore J1(A; d− PA(E) + 1)6CA(d− PA(E) + 1) implies d>L1(A), which
means that J1(A)6CA:
Suppose the suciency holds for k − 1 vectors E = fJ1(A); : : : ; Jk−1(A)g: We show
that it is true for k vectors J1(A); : : : ; Jk−1(A); Jk(A): For this we need only to show
that
Pk
i=1 Ji(A; x)6CA(x) holds for all x 2 fd−Lk(A)+1; d−Lk(A)+2; : : : ; dg because
only at these points Jk(A; x) 6= 0 holds.
Note that
Pk
i=1 Ji(A; x)6CA(x) holds for all x 2 fd − PA(E) + 2; : : : ; dg because
the value
Pk
i=1 Ji(A; x) increases at the most to one with time unit x. The considered
inequality also holds for all x 2 fd − Lk(A) + 1; : : : ; d − PA(E)g because the sumPk
i=1 Ji(A; x) either decreases by one if x decreases by one or it decreases by two if
x decreases by two. Finally,
Pk
i=1 Ji(A; x)6CA(x) holds for all x6d − Lk(A) by the
induction assumption.
The same result can be stated and proved for the case E= fJ1(B); : : : ; Jk(B)g by the
replacement of A by B in Theorem 2 and it's proof. The proved theorem shows that in
order to check whether the sum of some vectors E exceeds vector C or not, we do not
need to know all components of
P
Ji2E Ji, but only the values
P
Ji2E Ji(A; d− PA(E)
+ 1) and
P
Ji2E Ji(B; d− PB(E) + 1), where PB(E) is dened analogous to PA(E):
The following example illustrates the use of the theorem.
Example 3. Consider three jobs E=fJ1; J2; J3g dened by the following data n1 =7;
d1 =7; 11 =A; n2 =5; d2 =5; 21 =B and n3 =2; d3 =6; 31 =B: The corresponding
vectors are J1(A)=(1; 1; 2; 2; 3; 3; 4); J1(B)=(0; 1; 1; 2; 2; 3; 3); J2(A)=(0; 1; 1; 2; 2; 2; 2);
J2(B)=(1; 1; 2; 2; 3; 3; 3); and J3(A)=(0; 0; 0; 0; 0; 1; 1); J3(B)=(0; 0; 0; 0; 1; 1; 1): Now we
nd that PA(E)=2 and PB(E)=3; so
P3
i=1 Ji(A; d−PA(E)+1)=
P3
i=1 Ji(A; 6)=6 andP3
i=1 Ji(B; d−PB(E)+1)=
P3
i=1 Ji(B; 5)=6 hold. Therefore by Theorem 2 set E is not
a feasible one because
P3
i=1 Ji(B; d−PB(E)+1)>CB(d−PB(E)+1) holds. Now shift
all jobs one time unit to the right, i.e. set d1=8; d2=6 and d3=7: In this case we nd
that
P3
i=1 Ji(A; 7)=6 and
P3
i=1 Ji(B; 6)=6: Therefore, now the set E is a feasible one.
In the next algorithm each set ’i(x1; x2; x3; x4; x5) = f(y1; y2); (y01; y02); : : :g repre-
sents a list of feasible subsets of fJ1; : : : ; Jig; where each pair (y1; y2) corresponds to
some feasible subset E with the following meanings: FA(E)=x1; PA(E)=x2; FB(E)=
x3; PB(E)=x4;
P
Jj2E wj=x5 and also
P
Jj2E Hj(A)=y1 and
P
Jj2E Hj(B)=y2: It is not
hard to see that if for two possible elements (y1; y2) and (y01; y
0
2) of ’i(x1; x2; x3; x4; x5)
the pair (y01; y
0
2) exceeds pair (y1; y2); i.e. y16y
0
1 and y26y
0
2 hold, then the couple
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(y01; y
0
2) is redundant and it can be rejected from further consideration. This implies that
we need to keep in mind only incomparable values of ’i(x1; : : : ; x5), i.e. for any two
values (y1; y2) and (y01; y
0
2) inequalities y16y
0
1 and y2>y
0
2 or y1>y
0
1 and y26y
0
2 must
hold. At Step 0 of the algorithm we suppose that there are no feasible subsets and set
’i(x1; : : : ; x5) = ; for all i 2 f1; : : : ; ng and for all (x1; x2; x3; x4; x5) 2 X: Here X can be
dened in the following way: x1 2 fD1(A); : : : ; Dn(A)g; x2 2 fL1(A); : : : ; Ln(A)g; x3 2
fD1(B); : : : ; Dn(B)g; x4 2 fL1(B); : : : ; Ln(B)g; x5 2 [0;
Pn
i=1 wi], and jx1 − x3j 2 f0; 1g;
jx2− x4j 2 f0; 1g hold. The last relations are caused by the fact that jLi(A)−Li(B)j=1
and jDi(A)−Di(B)j= 1 hold for all i 2 f1; : : : ; ng: Therefore jX j=O(n2
P
wi) holds.
Algorithm.
Step 0: For each i 2 f0; 1; : : : ; ng do
For each (x1; x2; x3; x4; x5) 2 X do
’i(x1; x2; x3; x4; x5):=;
Step 1: For i:=1 to n do
Begin
Step 2: ’i(Di(A); Li(A); Di(B); Li(B); wi):=f(Hi(A); Hi(B))g
Step 3: For each (x1; x2; x3; x4; x5) 2 X do
’i(x1; x2; x3; x4; x5):=’i−1(x1; x2; x3; x4; x5) [ ’i(x1; x2; x3; x4; x5)
Step 4: For each (x1; x2; x3; x4; x5) 2 X do
For each (y1; y2) 2 ’i−1(x1; x2; x3; x4; x5) do
Begin
Step 4.1: Arrange values x1; x2; Di(A); Li(A) in nondecreasing order and denote by
x01 and x
0
2 the rst and the second values correspondingly
Step 4.2: Arrange values x3; x4; Di(B); Li(B) in nondecreasing order and denote by
x03 and x
0
4 the rst and the second values correspondingly
Step 4.3: x05:=x5 + wi
Step 4.4: Check whether (y1 + Hi(A) − d(x02 − x01)=2e; y2 + Hi(B) − d(x04 − x03)=2e)
6(CA(d − x02 + 1); CB(d − x04 + 1)) holds. If it does then set ’i(x01; x02;
x03; x
0
4; x
0
5):=’i(x
0
1; x
0
2; x
0
3; x
0
4; x
0
5) [ f(y1 + Hi(A); y2 + Hi(B))g
Step 4.5: Among all values ’i(x01; x
0
2; x
0
3; x
0
4; x
0
5) leave only incomparable pairs
End
End.
The sets ’n(x1; x2; x3; x4; x5) 6= ; with the maximal value of x5 calculated by the
algorithm correspond to the optimal sets of early jobs.
In words the algorithm may be described as follows. At each iteration i of Step
1 the algorithm generates the set of feasible subsets of fJ1; : : : ; Jig; written by ’i:
At Step 2 it generates one element sets fJig: As it was supposed earlier any one
element set is a feasible one. At Step 3 the algorithm includes all sets, written by
’i−1 and generated earlier, into ’i: At each iteration of Step 4 for each set E de-
scribed by ’i−1 the algorithm forms new set E[fJig described by ’i(x01; x02; x03; x04; x05) 3
(y1 +Hi(A); y2 +Hi(B)): At Steps 4.1{4.3 ve values x01 =FA(E [fJig); x02 =PA(E [
fJig); x03=FB(E[fJig); x04=PB(E[fJig) and x05=
P
Jj2E[fJig wj are calculated. Now
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we show that at Step 4.4 the algorithm checks feasibility of E [ fJig: Consider the
vector
P
Jj2E[fJig Jj(A): By denitionX
Jj2E[fJig
Jj(A; d) =   =
X
Jj2E[fJig
Jj(A; d− FA(E [ fJig) + 1) = y1 + Hi(A)
holds. Then due to the structure of vector Ji we have the following:X
Jj2E[fJig
Jj(A; d− FA(E [ fJig)) =
X
Jj2E[fJig
Jj(A; d− FA(E [ fJig)− 1)
= y1 + Hi(A)− 1
X
Jj2E[fJig
Jj(A; d− FA(E [ fJig)− 2) =
X
Jj2E[fJig
Jj(A; d− FA(E [ fJig)− 3)
= y1 + Hi(A)− 2
: : :
X
Jj2EfJig
Jj(A; d− PA(E [ fJig) + 1) = y1 + Hi(A)−

x02 − x01
2

:
Therefore, by Theorem 2 the set E [ fJig is a feasible one if and only if
y1 +Hi(A)−d(x02−x01)=2e6CA(d−PA(E[fJig)+1) and y2 +Hi(B)−d(x04−x03)=2e6
CB(d− PB(E [ fJig) + 1) hold. Finally, at Step 4.5 we delete all redundant sets.
Next we estimate the complexity of the above algorithm. At Step 0 the equality
jX j = O(n2Pwi) holds. Hence at this step we need O(n3Pwi) time. Step 1 looks
over all values of i. There are only n possible values. Step 2 forms one set fig:
Step 3 looks over all elements of X: It takes jX j = O(n2Pwi) time. Step 4 looks
over all elements (y1; y2) of ’i−1(x1; x2; x3; x4; x5): Note that jy1 − y2j 2 f0; 1; : : : ; ng:
This is caused by the fact that jHi(A) − Hi(B)j 2 f0; 1g holds and hence jy1 − y2j =
jPJi2E Hi(A) −PJi2E Hi(B)j 2 f0; 1; : : : ; jEjg holds. For xed i; x1; : : : ; x5 there are
not more than O(n) incomparable pairs (y1; y2). Hence for xed i not more than
O(n3
P
wi) various values (y1; y2) with various (x1; x2; x3; x4; x5) must be considered.
Therefore Step 4 looks over O(n3
P
wi) values. At Step 4.4 we compare the newly
created pair (y1 +Hi(A); y2 +Hi(B)) with all pairs in ’i(x01; x
0
2; x
0
3; x
0
4; x
0
5): It takes O(n)
time. Hence for Step 4 we need O(n4
P
wi) time.
Therefore the overall complexity of the algorithm is O(n5
P
wi):
Now we prove NP-hardness for the problem J2 j tij = 1 j
P
wiUi. We do it in a
manner similar to that for 1jjPwiUi problem, see [5]. The proof is based on the
reduction of J2 j tij = 1 j
P
wiUi from the following Subset Sum problem: Given even
positive integers a1; : : : ; an; b; does there exist a subset S T = f1; : : : ; ng such thatP
j2S aj = b?
Given positive integers a1; : : : ; an; b; the following instance of J2 j tij=1 j
P
wiUi can
be constructed. There are n jobs Ji; i 2 f1; : : : ; ng; with i1=A; ni=2ai; di=2b; wi=2ai
and one more additional job J0 with 01 = B; n0 = 2
Pn
i=1 ai; w0 = 2b; d0 = 2
Pn
i=1 ai:
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A schedule with
P
wiUi>4b exists if and only if there exists a subset T 2 f1; : : : ; ng
such that
P
i2T ai = b:
So problem J2 j tij = 1 j
P
wiUi is NP-hard in the ordinary sense.
4. Conclusion
The algorithm in the previous section nds a maximum-weighted feasible set of jobs
in O(n5
P
wi) time. To schedule a feasible set in a feasible way we can use Brucker's
algorithm [1] which takes O(
P
ni) time. However Timkovsky [12] schedules a feasible
set in O(n2) time. Therefore with the help of the algorithm problem J2 j tij=1 j
P
wiUi
can be solved in O(n5
P
wi) time and problem J2 j tij=1 j
P
Ui can be solved in O(n6)
time.
A good survey of unit-time job shop scheduling problems can be found in [13]. We
point out only that the problem J2 j tij=1 j
P
Ci can be solved optimally in O(n log n)
time, see [8,6].
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