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Abstract –In co-infections, positive feedback between multiple diseases can accelerate outbreaks.
In a recent letter Chen, Ghanbarnejad, Cai, and Grassberger (CGCG) introduced a spatially
homogeneous mean-field model system for such co-infections, and studied this system numerically
with focus on the possible existence of discontinuous phase transitions. We show that their
model coincides in mean-field theory with the homogenous limit of the extended general epidemic
process (EGEP). Studying the latter analytically, we argue that the discontinuous transition
observed by CGCG is basically a spinodal phase transition and not a first-order transition with
phase-coexistence. We derive the conditions for this spinodal transition along with predictions
for important quantities such as the magnitude of the discontinuity. We also shed light on a true
first-order transition with phase-coexistence by discussing the EGEP with spatial inhomogeneities.
Introduction. – The recent outbreak of ebola in
Africa is the latest reminder of the devastation that epi-
demic infectious diseases have caused throughout the his-
tory of mankind. Theoretical studies of the dynamics of
epidemic processes may lead to clues for developing effec-
tive countermeasures. Such studies have focused in the
past mainly on the dynamics of a single disease. Recently,
however, the case of cooperative diseases, where positive
feedback between multiple infections can lead to more vio-
lent progressions, has gained increasing attention (see pub-
lications cited in [1]). One of the most fundamental and in-
teresting questions is whether cooperation in co-infections
can change the outbreak from being a continuous (“second
order”) to a discontinuous (“first order”) phase transition
because the amount of time one has to enact countermea-
sures depends critically on the transition type. As the
favorability of conditions passes the transition point, the
epidemic grows continuously in a second order transition,
whereas it can take over a population explosively in a first
order transition.
Recently, Chen, Ghanbarnejad, Cai, and Grassberger
(CGCG) [1], introduced a mean-field model of coop-
erative co-infection in a spatial homogeneous (“well
stirred”) situation by generalizing the “susceptible-
infected-removed”(SIR) model [2]. Assuming the symme-
try between two diseases, CGCG derived a set of ordi-
nary differential equations describing the reactions of their
model which then was integrated numerically to find out
the properties of the final steady states where all disease
activity has died out. As one of their main results, CGCG
report that their numerical results indicate the presence of
a first-order phase transition. Note though, that in non-
equilibrium systems, the notion of a first-order transition
is not unique, and different definitions are being used in
the literature. The most stringent definition that is closest
in spirit to an equilibrium first-order transition in the sense
of the traditional Ehrenfest classification is one that re-
quires the coexistence between phases at a nonequilibrium
transition too. However, the term first-order transition is
also often being used for discontinuous non-equilibrium
transitions without phase-coexistence, e.g. for a discon-
tinuous transition at a spinodal point. Perhaps somewhat
judiciously, we adopt here the stringent definition and re-
fer to a discontinuous transition only as a first-order tran-
sition when there is phase-coexistence and we refer to a
discontinuous transition at a spinodal point as a spinodal
transition.
In a non-equilibrium steady state one does not have a
”tool” such as a free energy potential to properly capture a
first-order transition with a spatially homogeneous model,
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and hence one has to resort to other approaches. For ex-
ample, one can discuss the first-order transition in terms
of the drift velocity of a moving interface between both
phases (provided that this interface is well defined in the
sense that it is not a too rugged fractal), as we will do
in the present paper. This velocity has to be zero at the
transition point [3].
Here, we will argue that CGCG’s model coincides in
mean-field theory with the spatially homogeneous limit of
the extended general epidemic process (EGEP) that we,
Janssen, Mu¨ller and Stenull (JMS) [4], introduced some 10
years ago to discuss tricritical and first-order behavior in
percolation processes. Recently, the EGEP has been stud-
ied numerically by Bizhani, Paczusky and Grassberger [5].
This numerical study has verified the existence of first-
order transitions in spatial dimensions larger than two as
predicted by JMS.
Given the recent results by CGCG, we think that it is
in order to revisit the EGEP. After briefly reviewing the
EGEP, we study the homogenous mean-field theory that
applies to both the CGCG model and the EGEP. The
set of differential equations defining the EGEP can be re-
duced to an equation of motion for the removed (dead or
immune) individuals. The temporal behavior of the pro-
cess and the properties of the ultimate final steady states
can then be understood simply by discussing the analyti-
cal behavior of the production-rate for the fraction of the
removed constituents, without the need for numerical in-
tegrations. It turns out hat the discontinuous transition
found by CGCG is a spinodal transition.
The EGEP. – We briefly review the EGEP to pro-
vide background information and to establish notation.
The standard GEP [6–9], assumed to take place on a d -
dimensional lattice, is described with help of the reaction
scheme
S(r) +X(r′)
κ−→ X(r) +X(r′) , (1a)
X(r)
λ−→ Z(r) , (1b)
with reaction rates κ and λ. S, X , and Z respectively
denote susceptible, infected, and removed individuals on
nearest neighbor sites r and r′ of a d-dimensional lattice.
A susceptible individual may be infected by an infected
neighbor with rate κ [reaction (1a)]. By this mechanism
the disease (henceforth also called the agent) spreads dif-
fusively. Infected individuals are removed with a rate λ
[reaction (1b)]. JMS extended the GEP-reaction-scheme
by introducing weak (or touched) individuals Y . Instead
of being infected right away by an agent, any suscepti-
ble individual may be weakened with a reaction rate µ by
such an encounter. When the disease passes by anew, a
weakened individual is more susceptible to attracting the
disease and gets sick with a rate ν > κ. Therefore, the
EGEP is described by the additional reactions
S(r) +X(r′)
µ−→ Y (r) +X(r′) , (2a)
Y (r) +X(r′)
ν−→ X(r) +X(r′) . (2b)
Note, that these two reactions introduce a kind of coop-
eration through repeated encounters of agents which then
can lead to instabilities.
Denoting by s, w, n, m the fractions of the total popu-
lation of the constituents S, Y, X, and Z, respectively, the
reaction-equations read
s˙(t, r) = −(κ+ µ)s(t, r)n¯(t, r) , (3a)
w˙(t, r) =
(
µs(t, r)− νw(t, r))n¯(t, r) , (3b)
n˙(t, r) =
(
κs(t, r) + νw(t, r)
)
n¯(t, r)− λn(t, r) , (3c)
m˙(t, r) = λn(t, r) , (3d)
where
n¯(t, r) =
1
2d
nn(r)∑
r
′
n(t, r′) =
1
λ
∂
∂t
m¯(t, r) . (4)
Here,
∑nn(r)
r
′ · · · denotes summation over the 2d nearest
neighbors of site r. Note, that in the homogeneous limit,
the first three reaction-equations of the scheme (3) are
identical to the reaction-equations of CGCG. At each lat-
tice site there is the additional constraint
s+ w + n+m = 1 . (5)
Equations (3a) and (3b) are readily integrated. Us-
ing the initial conditions s(0, r) = s0(r), w(0, r) = w0(r),
m(0, r) = 0, we obtain
s(t, r) = s0(r) exp
(−ρm¯(t, r)) (6)
and
w(r, t) = w0(r) exp
(−νm¯(t, r))
+
µ
ν − ρs0(r)
{
exp
(−ρm¯(t, r))
− exp(−νm¯(t, r))} , (7)
where we have defined ρ = κ+µ. The time scale λ has been
set to unity for simplicity. Equation (3d) together with the
constraint (5) finally leads to the mean field equation of
motion for the removed individuals of the EGEP:
m˙(t, r) = 1−m(t, r)− w0(r) exp
(−νm¯(t, r))
− s0(r)
{ν − κ
ν − ρ exp
(−ρm¯(t, r))
− ρ− κ
ν − ρ exp
(−νm¯(t, r))} . (8)
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Fig. 1: Order parameter K plotted against α for ε = 0.005 (top
left) and ε = 10−4 (top right). The collection of curves in each
diagram corresponds to c = ∞, 160, 60, 15, 5, 3, 2, 1, 0.1 (same
values as used in the simulation of CGCG) from left to right.
Homogeneity and spinodal transition. – First we
consider the spatially homogeneous case. We use the ini-
tial values s0 = 1 − ε, w0 = rε, implying n0 = (1 − r)ε.
To establish contact with the notation of CGCG, we set
ρ = 2α, κ = αδ, ν = αc, where c is a measure of coop-
erativity. For convenience, we include the factor α in the
definition of the fraction m of removed individuals, and
set
αm→ m. (9)
We make the simplifying replacements ε/(1− ε)→ ε and
α(1−ε)→ α as we can because we are interested in small ε,
ε ∼ 10−3 or so. Using the CGCG-value δ = 1 (in addition
CGCG use r = 1/2), the equation of motion reads
m˙
α
= R(m) = G(m, c)− m
α
+ ε
(
1− re−cm) , (10a)
G(m, c) =
{
1− c− 1
c− 2e
−2m +
1
c− 2e
−cm
}
. (10b)
This differential equation can be solved by a simple inte-
gration. Using m = 0 for t = 0, we obtain the inverse
function
t = I(m) :=
∫ m
0
dm′
αR(m′)
(11)
of m(t). From this result, one can readily extract ana-
lytical prediction for the time-dependent quantities in the
numerical study of CGCG.
Here, however, we are mainly interested in the final
steady state with n(t → ∞) = 0, where all activity has
died out. This state is determined by the m = m∞ :=
m(t → ∞) that solves the equation R(m∞) = 0. To
simplify the discussion of our analytical results and their
comparison to the numerics of CGCG, we switch from m
as our order parameter to the fraction of converted sus-
ceptibles
K = 1− s = 1− s0 exp
(−2m) (12)
as used by CGCG. Note that this mapping from m to K
is one-to-one. Figure 1 displays a collection of curves of
K = K∞ := K(t→ ∞) as functions of α with parameter
c for r = 1/2 and small ε, ε = 5 · 10−3 and ε = 10−4.
Comparing Fig. 1 with Fig. 2 of Ref. [1], we note that the
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Fig. 2: Schematic sketch of the order-parameter as a function
of α.
numerical curves of CGCG are implied in our analytical
curves.
We think that it is worthwhile to discuss the order pa-
rameter curves in some more detail. Figure 2 shows a
schematic sketch of a generic order parameter curve for
some given c. Only those parts of the curve that have
a positive gradient are locally stable. The part between
the spinodal points s and u is an unstable branch. In
the hatched part of the figure, the rate R(m) is nega-
tive and therefore nonphysical in the homogeneous case.
Let’s suppose we want to follow a process with a given
set of parameters from its beginning to its end. Every
such process starts with m = 0, i.e., K = ε, and its or-
der parameter is the final K = K∞. Each process with
fixed c and α corresponds to an upward directed vertical
line in Fig. 2. If α < αsp, the upper part of the curve
is inaccessible to the process and its final K lies on the
lower branch. If α > αsp, the final K lies on the upper
branch. Thus, the order parameter jumps right at the
spinodal point u, where the parameter α takes the value
αsp. This jump is in perfect agreement with the discon-
tinuities produced by the numeric integration procedure
of CGCG. Note that the numerical curves shown Fig. 2
of Ref. [1] and our analytical curves can literally be su-
perimposed, including the jumps. CGCG interpret these
discontinuities as first-order phase transitions with thresh-
olds α = α(c). We learn here, though, that they are tran-
sitions at a spinodal point, the point where the lower lo-
cally stable part of the curve becomes unstable. Since the
reactions are completely irreversible, the upper spinodal
point s with corresponding α = α⋆ is irrelevant, and no
hysteresis appears. αtr pertains to the EGEP when spa-
tial inhomogeneity is permitted, see further below, where
we will argue that true first-order transition appears in
the EGEP at values α = αtr(c) in the interval between
1/2 < α < 1 even in the limit ε → 0 where all the αsp(c)
tend to 1.
In addition to the order-parameter curves, all the other
numerical results by CGCG absolutely agree with and in
fact can be extracted from the analytical results presented
in Ref. [4] including the mean-field behavior near the tri-
critical point c = 2, α = 1 and the critical line c < 2,
α = 1. We note that the limit c → ∞ leads back to
the ordinary GEP with a continuous transition now at
α = 1/2.
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Fig. 3: The range of parameters (shaded area) for which there
is a discontinuous transitions.
Beyond these established results, we think it is inter-
esting to calculate the range of values of the cooperativ-
ity c over which the discontinuous behavior seen in the
numerics of CGCG exists. The end points of this range
are defined by the inflection point with vertical tangent
of the order-parameter curves. Hence, to determine these
points, we seek the solutions of R(m) = dR(m)/dm =
d2R(m)/dm2 = 0, and we obtain
ε =
[ c
2(c− 2) ln
( c2
4(c− 1)
)
+
c+ 2
4
][4(c− 1)
c2
]c/(c−2)
− 1 , (13a)
α =
2
c
[ c2
4(c− 1)
]c/(c−2)
, K = 1−
[4(c− 1)
c2
]2/(c−2)
.
(13b)
Figure 3 shows a plot of solution (13a). We observe that
discontinuous transitions occur only if ε is smaller than a
maximum value, ε ≤ εM ≈ 0.016. In the limit ε → 0 the
range of discontinuous transitions extends from c = 2 to
c =∞.
Inhomogeneity and first order transition. –
Next, we consider the spatially inhomogeneous case to elu-
cidate the spreading behavior and, in particular, the con-
ditions for phase coexistence. When going beyond the spa-
tially homogenous limit, the CGCG model is more com-
plex than the EGEP in that corresponds to two distinct
GEPs cooperating with one another whereas the EGEP
corresponds to one GEP cooperating with itself. We will
in the remainder set aside the CGCG model focus here on
the EGEP where a description in terms of a single ”field”,
i.e., the fraction of converted individuals m(t, r), is guar-
anteed to work.
Assuming at the lattice constant a is small compared to
the length of spatial variations of m(t, r), we approximate
m¯(t, r) =
1
2d
nn(r)∑
r
′
m(t, r′) ≈ m(t, r)+ a
2
2d
∇2m(t, r) . (14)
With this approximation, a gradient expansion of the
equation of motion, Eq. (8), results in the reaction-
diffusion equation
m˙
α
= R(m) + λG′(m)∇2m, (15)
c 3 5 15 60 160
αtr 0.964 0.882 0.724 0.609 0.566
mtr 0.251 0.337 0.274 0.152 0.095
Table 1: Values of the transition point αtr(c) and the discon-
tinuity mtr(c) for ε = 0.
where λ is some combination of constants and the prime
G′ denotes the derivative of G with respect to m. Note
that according to Eq. (8), R and G depend on the initial
distribution of the susceptibles and agents, and therefore
are, in general,functions of the spatial position. Because
we are interested in the final steady state determined by
m˙ = 0, we focus on the steady state condition
λ∇2m+ V ′(m) = 0 , (16)
where V (m;α, c) is a “potential” defined by the integral
V (m;α, c) =
∫ m
0
dm′
R(m′;α, c)
G′(m′; c)
, (17)
where we have explicitly displayed the dependence on the
parameters α and c. Next, we determine the point αtr
where the disease changes from endemic to pandemic be-
havior, that is where the spreading, initiated by an com-
pletely infected planar slab, begins to evolve but stops in a
formerly non-infected region (ε = 0). To this end, we seek
a solution of the steady state in the form of an interface
between the two phases with order-parameters m = m1
and m = m2 determined by R(m1) = R(m2) = 0 that is
planar and perpendicular to the coordinate x. Then the
steady state condition (16) leads to
d
dx
{λ
2
(dm
dx
)2
+ V (m)
}
= 0 . (18)
which is analogous in form to a typical equation of motion
with “energy”conservation in classical mechanics. Because
dm/dx→ 0 deep in each phase, we have V (m1) = V (m2),
which leads to
V (m2;α, c)− V (m1;α, c) =
∫ m2
m1
dm
R(m,α, c)
G′(m, c)
= 0 ,
(19)
as the condition of coexistence between the two phases.
Note that this coexistence condition (19) is completely
analogous to the equal area construction well known
from the van-der-Waals equation in thermostatics. To-
gether with R(m1, α, c) = R(m2, α, c) = 0, this condition
uniquely determines the locus α = αtr(c) and discontinu-
itymtr(c) of a true first-order transition. Table 1 compiles
values of αtr(c) and mtr(c) for ε = 0. Note that for ε = 0,
the spinodal point is for all c at αsp = 1. The usual inte-
gration of the ”energy-conservation law”, Eq. (18), finally
leads to the density profile between the two phases.
To further evaluate the coexistence condition analyti-
cally, we expand R(m) for ε = 0 in powers of m,
R(m) = −τm+ σ
2
m2 − g
6
m3 , (20)
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where we have discarded higher order terms, where G′(m)
was replaced by a constant included in λ, and where τ =
1/α − 1, σ = c − 2, and g = c2 + 2c − 4. With these
approximations, the potential defined in Eq. (17) becomes
V (m) = −τ
2
m2 +
σ
6
m3 − g
24
m4 . (21)
Note that our approximation, although certainly not
quantitatively correct, comprises all qualitative aspects of
the EGEP.
Now, we return to the coexistence condition and its eval-
uation. Equation (19) in conjunction with the fact that
m1 and m2 are solutions of V
′(m) ∼ R(m) = 0 leads to
τtr
g
=
1
3
(σ
g
)2
, m1 = 0 , m2 = 2
σ
g
, (22)
for the transition point and the order-parameters of the
two phases. These results imply that the discontinuity
dtr = m2 −m1 at the first order transition is
dtr = 2
σ
g
. (23)
From our approximation, Eq. (20), we can also extract
information about the spinodal transition. Our discussion
above (see Fig. 2) implies that the rate R(m) (20) fulfils
the conditions R(m3) = R
′(m3) = R(m4) = 0 at the
spinodal transition point τ = τsp = 0, where m3 and m4
denote the order-parameter values at that point. It follows
that
m3 = 0 , m4 = 3
σ
g
(24)
The spinodal discontinuity dsp = m4 −m3 therefore is
dsp = 3
σ
g
. (25)
in agreement with our discussion of the spatially homoge-
nous case.
Having discussed steady state and coexistence proper-
ties, we would like to close by mentioning that approx-
imate analytical results for the time-dependence of the
order-parameter are available. In Ref. [4], we have stud-
ied if and under which conditions a percolating interface
can emerge and spreads from a plane-like source, i.e., an
entire infected slab in the region −x/a ≫ 1. Indeed, the
reaction-diffusion equation (15) has such a traveling-front-
solution. With the notation used here, this solution reads
m(x, t) = A
{
1− tanh[b(x− vt)]
}
, (26)
where
A =
3
4
(√(σ
g
)2
− 8τ
3g
+
σ
g
)
, b =
√
g
12λ
A , (27a)
v =
3α
√
3gλ
4
(√(σ
g
)2
− 8τ
3g
− σ
3g
)
. (27b)
The positivity of m˙ requires that v ≥ 0. At the first-order
transition, v vanishes, whereas at the spinodal point τ = 0
it is
vsp = 3α
√
λ/2
σ
g
> 0 (28)
which shows that there is no phase-coexistence at this
point. The percolating front of the disease propagates
with a finite velocity (explosively) under spinodal condi-
tions. Near the first-order transition, τ ≤ τtr, the velocity
behaves as v ∼ (τtr − τ), which implies a depinning tran-
sition with a mean-field exponent β = 1.
Concluding remarks. – The present letter serves
three purposes. First, it comments on the recent letter by
CGCG. It demonstrates that the jumps in the numerical
curves by CGCG have to be interpreted basically as a spin-
odal rather than a true first-order phase transition with
phase coexistence. Second, it derives the conditions for
having a true first-order transition within the underlying
model system and it provides various results for physical
observables at this transition such as the magnitude of the
order-parameter discontinuity etc. Third, it contributes
to the basic understanding of discontinuous percolation
transitions, an area of statistical physics that has recently
enjoyed expanding activity [10].
To avoid any potentially lingering confusion, we would
like to stress here that first-order and spinodal transitions
in non-equilibrium systems are both discontinuous phase
transitions. Both display a discontinuity of the same or-
der parameter at the transition, however, both start with
different initial states. The following important difference
between them arises if one admits inhomogeneous states:
At a first-order transition, one has 2 distinct phases coex-
isting in the final steady state with a stationary interface
between them. At a spinodal transition, a spatially homo-
geneous initial state undergoes a discontinuous transition
to a new homogeneous final state, and a initial point-like
seed of the contagion would spread out infinitely far with
finite velocity.
It is worth to emphasize some more the interesting
connection between disease spreading and a depinning-
transition that emerged above. When assuming a (d− 1)-
dimensional planar slab of infected individuals as the ini-
tial state of the EGEP, the mean-field picture that we saw
was the following: Below the threshold αtr, the front of the
epidemic process progresses diffusively until it stops before
a macroscopically large area has become infected. Right
at αtr, the front progresses diffusively. When the process
stops, a macroscopically large area has become infected
with an interface between the infected and non-infected
regions that is shaped, on average, as described above.
This final state is what we have been alluding to as phase-
coexistence. Above αtr, the front progresses ballistically,
and the infection takes over the entire system. The quali-
tative change in the dynamics of the interface right at αtr
clearly has the character of a critical depinning-transition.
In this letter, we have restricted our discussion to mean-
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field theory. In a future publication [11], we will derive a
field-theoretic interface model for the EGEP, and we will
discuss the first-order transition and the accompanying
continuous depinning-transition of the percolating front
of the contagion beyond mean-field theory. Giving up the
mean-field condition, the CGCG-model and the EGEP be-
have differently. The CGCG-model corresponds to two
cooperatively coupled ordinary GEP’s [12] which leads
to a hybrid transition with both first-order and universal
second-order phase-transition aspects and a very rich phe-
nomenology. The EGEP, on the other hand, corresponds
to only one GEP cooperating with itself, and it leads to
a phase diagram with a line of true first-order transitions
with phase coexistence as the threshold of spreading that
is separated from a line of continuous ordinary percolation
transitions by a tricritical point. The critical depinning-
transition accompanying the discontinuous transition has
a rough interface which seems to belong to the universal-
ity class of critically pinned interfaces in isotropic random
media [5].
Recently, there has been considerable interest in the lit-
erature in hybrid phase transitions that show both first-
order and second-order behavior [10]. Though we have not
yet studied any of these systems in detail, we note here
the intriguing possibility that such hybrid transitions, in
particular in random and interdependent networks with-
out short loops (locally tree-like and therefore with generic
mean-field behavior) [13–18], are typically associated with
spinodal transitions [19–21].
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