In user-generated recipe websites, users post their-original recipes. Some recipes, however, are very similar in major components such as the cooking instructions to other recipes. We refer to such recipes as "near-duplicate recipes". In this study, we propose a method that extends the "Word Mover's Distance", which calculates distances between texts based on word embedding, to character 3-gram embedding. Using a corpus of over 1.21 million recipes, we learned the word embedding and the character 3-gram embedding by using a Skip-Gram model with negative sampling and fastText to extract candidate pairs of nearduplicate recipes. We then annotated these candidates and evaluated the proposed method against a comparison method. Our results demonstrated that near-duplicate recipes that were not detected by the comparison method were successfully detected by the proposed method.
Introduction
Many people access and search for recipes via recipe websites. On several recipe websites, users can post recipes they have created themselves. We refer to these recipe websites as "user-generated recipe websites".
On user-generated recipe websites, recipes are often posted that have a major component, such as the cooking instructions, that is very similar to those in other recipes. We refer to these recipes as "near-duplicate recipes" and a recipe considered to be the source recipe for near-duplicates as their "original recipe". Finally, we refer to a recipe pair comprising a near-duplicate recipe and its original recipe as a "near-duplicate recipe pair". Kusner et al. (2015) proposed a suitable method for similar-document searching called the "Word Mover's Distance" (WMD), which calculates distances between texts in terms of word embedding. Oguni et al. (2017) reported that the character 3-gram is suited to detecting Japanese-language near-duplicate recipes. Following these ideas, we propose a method that extends the WMD approach to character 3-gram embedding. We refer to this method as the "Character 3-gram Mover's Distance" method.
The contributions of our paper are that:
•we propose a near-duplicate detection method suitable for Japanese-language recipes
•we investigate differences in the performance of two embedding-based learning algorithms for Japanese-language near-duplicate recipe detection. Oguni et al. (2017) showed that the character 3-gram is suited to detecting Japanese-language near-duplicate recipes and utilized the Jaccard index between character 3-gram sets as a measure of cooking-instruction text similarity. However, in recipes, there is text that can be paraphrased and ingredients that can have variations in naming. Furthermore, because we are using a user-generated recipe dataset as the experimental dataset, recipes may have typographical errors and omissions. From these considerations, we cannot expect to detect near-duplicate recipes simply by comparing character 3-gram values between recipes. Kusner et al. (2015) proposed the WMD method as being suited to searching for similar documents. WMD measures the dissimilarity between two texts as the minimum distance that the embedded words of one document need to travel to reach the embedded words of the other document.
Related work
Several methods for extracting textual features from texts have been proposed (Kiros et al., 2015; Mekala et al., 2017; Arora et al., 2017;  (a) Proposed method: sentences divided by character 3-grams (b) Comparison method: sentences divided by words Figure 1 : Calculation methods for distances between cooking-instruction texts Logeswaran and Lee, 2018) . In these methods, the features of one document are concatenated into a single feature vector. Therefore, information about the replacement or rewriting of words will be lost when the similarity between cookinginstruction texts is calculated.
Following these ideas, we propose a method that extends the WMD approach to character 3gram embedding. In this way, our method should be robust against typographical errors and omissions when detecting near-duplicate recipes.
Proposed method
Figure 1 (a) shows the calculation of distances between cooking-instruction texts used by the proposed method. Note that both D 0 and D 1 denote "Cut a carrot", whereas D 2 denotes "Boil a potato" in Figure 1. Note also that "carrot" is written in Chinese characters in D 0 but is written in Hiragana in D 1 .
In the WMD-based method (see Figure 1 (b)), the sum of the replacement costs for words is defined as the distance between the documents. The replacement costs for words are given by the cosine distance between the word embeddings. Our method defines the distance between the cookinginstruction texts as the sum of the replacement costs for the character 3-grams. Using our approach, we consider that near-duplicate recipes can be detected robustly, even when paraphrasing, rewriting, typographical errors, and omissions are present in the recipe texts.
Experiment 1: Investigation of the effectiveness of the proposed method
We now describe our experimental evaluation of methods for near-duplicate recipe detection. Having annotated the candidate near-duplicate recipe pairs, we evaluated methods for near-duplicate recipe detection in terms of the number of detected near-duplicates.
Experimental dataset
We used the Rakuten Recipe dataset, which contained 1,214,650 recipes. We split the dataset into two datasets, based on the date of publication. We used 1,210,612 recipes (from June 30, 2010 to October 31, 2016) as the training dataset and used the remaining 4,038 recipes (from November 1, 2016 to November 8, 2016) as the test dataset.
Methods
We utilized the proposed method and a comparison method to extract near-duplicate recipes (see §4.2.1). First, using the training data, we used two embedding-learning algorithms, the Skip-Gram model with Negative Sampling (SGNS) (Mikolov et al., 2013) and fastText (Bojanowski et al., 2017) , to learn both word embedding and character 3-gram embedding. We set the hyperparameter values as follows. Both the word and character 3-gram embedding had 100 dimensions, with the window size set to 15.
Next, using each recipe in the test dataset as a query, we extracted the top 10 recipes based on the distances between the cooking-instruction texts in the training dataset. Note that the distances between the calculated cooking-instruction texts differed according to the embedding model used. We then extracted target recipe pairs for annotation from among the candidate near-duplicate recipe pairs based on ingredients distance (see §4.2.2).
Finally, we annotated these target recipe pairs based on annotation criteria (see §4.2.3) and evaluated the proposed method and the comparison method.
Comparison method
We adopted a baseline method that extracted candidates of near-duplicate recipe pairs by tf · idf based cosine similarity. We also extracted target recipe pairs for annotation based on the distances between the cooking-instruction texts, and ingredients distance.
In addition, we also adopted the WMD method as the comparison method. By using WMD as the comparison method, we could compare the effectiveness of the proposed method to that of a comparable existing method.
Ingredients distance
Among the ingredients used in recipes, there are ingredients whose description can be paraphrased or that have variations in naming. Therefore, we calculated the ingredients distance between the ingredient sets of a candidate original recipe and a candidate near-duplicate recipe by the following process.
First, delete characters in parentheses and symbols from both ingredient lists. Next, convert ingredient names in both recipes to Katakana and delete ingredients common to both recipes from both ingredient lists. Then, search for similar words for each ingredient in the candidate nearduplicate recipes based on word embedding. At this stage, if any of the top 3 search results for similar words contains an ingredient of a candidate original recipe, consider it as the same ingredient and delete it from the ingredient lists for both recipes. Finally, consider the count of ingredients in the ingredient lists of both recipes as the ingredients distance. Note that, in this study, whenever the ingredients distance was 2 or less, the recipes were considered as annotation targets.
Annotation criteria
We annotated the recipe pairs using four labels: near-duplicate, non-duplicate A, non-duplicate B, and non-duplicate C. The main annotation criteria are as follows.
•Near-duplicate: ingredients are exactly the same and cooking-instruction texts are also the same except for additional expressions.
•Non-duplicate A: the same dish, with some common ingredients and common cookinginstruction texts.
•Non-duplicate B: different main ingredients, but with common cooking-instruction texts (except for the handling of the different ingredients).
•Non-duplicate C: different cooking methods, different cooking-instruction texts, and different ingredients.
The first author and another participant in the experiment both annotated the same 300 recipe pairs using these annotation criteria. We then applied Cohen's κ coefficient (Cohen, 1960) to assess the degree of agreement between the two sets of annotations.
The resulting κ value of 0.903 indicated almost perfect agreement (Landis and Koch, 1977) . This was regarded as confirming the reliability of the annotation criteria and the first author completed the annotation of the remaining recipe pairs. Table 1 shows the results of the annotation. The percentage of recipe pairs that were labeled "nearduplicate" were 3.49% or more when using the proposed method (and the comparison method), whereas it was 2.87% when using the baseline method. This result indicates that the proposed method using the character 3-gram embedding and the comparison method using the word embedding are superior to the baseline method.
Experimental results
Based on the number of detected near-duplicate recipes, there was no quantitative difference between the proposed method and the comparison method; however, as a result of qualitative analysis, the following differences were found between detected near-duplicate recipes by the proposed method and those detected by the comparison method. Strengths. The near-duplicate recipe pairs detected only by the proposed method had the following features. One recipe contained typographical errors and one recipe replaced materials by abbreviations (e.g., "Cucumber and tomato ..." by "A. ..."). Moreover, the word-based distances are Table 2 : Near-duplicate recipe classification results using machine learning algorithms large for long words because of morphological analysis problems, even if the words are semantically similar.
Weaknesses. The near-duplicate recipe pairs detected only by the comparison method had the following features. The word order was changed in one recipe, phrases were rewritten in another recipe, and expressions were paraphrased to give similar expressions in sentence units.
Experiment 2: Investigation of the effectiveness of embedding-learning algorithms
We now describe our experiment for evaluating the calculation accuracy of the distance between cooking-instruction texts using machine learning algorithms.
Methods
We , 2006) . To avoid such potential problems, we applied undersampling to extract features from the negative examples at random to match the number of positive examples. We utilized leave-one-out cross-validation, grid-search, and tuned hyperparameters in the evaluation. Table 2 shows the results of the classification. Note that F1 scores of at least 0.7 were obtained for all machine learning algorithms. Moreover, in most cases, Recall was greater than Precision.
Experimental results
These results indicate that the number of non-nearduplicate recipes that were classified wrongly is larger than the number of near-duplicate recipes that were classified wrongly, which is a good result because it is the presence of near-duplicate recipes that represents the greater inconvenience for the recipe websites. Analyzing the classification results, we see that most of the non-near-duplicate recipes that were classified wrongly had been labeled as "nonduplicate A". As described in the annotation criteria, recipe pairs labeled non-duplicate A have the following features: the same dish, with some common ingredients, and with cooking-instruction texts in common. This criterion differs only slightly from that for near-duplicates and is therefore the most likely reason for the classification errors. However, near-duplicate recipes that were classified wrongly had a greater distance between their cooking-instruction texts and/or a greater number of ingredient similarities than other nearduplicate recipes. This would explain the classification errors.
Conclusion
We have proposed a method that extends WMD to character 3-gram embedding, enabling the Character 3-gram Mover's Distance to be utilized. Our experiments demonstrated that the proposed method can detect near-duplicate recipes containing typographical errors and omissions that cannot be detected by a comparison method. However, among the near-duplicate recipes detected by the comparison method were some that were not detected by the proposed method.
In future research, we plan to improve the algorithm for detecting near-duplicate recipes. In particular, we are considering combining WMD with the Character 3-gram Mover's Distance and the use of a language-representation model (e.g., ELMo (Peters et al., 2018) or BERT (Devlin et al., 2019) ).
