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The Alpha Magnetic Spectrometer (AMS-02) is a high energy particle
detector designed to study origin and nature of cosmic rays up to a few TV
from space. It was installed on the International Space Station (ISS) on
May 19th, 2011. During the first two years of operation AMS-02 performed
precise measurements of the proton flux. In the low rigidity range, from
1 GV to 20 GV, the proton flux was daily measured with a statistical
error less than 1%. In the same rigidity range a gradual decrease due
to Solar modulation effect and transit variations due to Solar Flares and
Coronal Mass Ejection were also observed. In the rigidity range from 20
GV up to 100 GV instead, AMS-02 data show no drastic variation and
the results are consistent with other experiments. Above 100 GV, AMS-
02 proton flux exhibits a single power low behavior with no fine structures
nor brakes.
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1 Proton Flux Introduction
Protons constitute the most abundant part of the galactic cosmic rays. Knowing their
absolute flux and their spectral shape is of fundamental importance for understanding
the origin and propagation of galactic cosmic rays in our Galaxy. In addition, primary
protons coming from the Sun are an important probe to study solar phenomena.
Proton spectral shape above 100 GeV has recently been under strong interest for the
space particle community. In this paper the accurate determination of the proton
flux measured by AMS-02 is presented [1].
2 AMS-02 Detector
AMS-02 was installed on the International Space Station (ISS) on May 19th, 2011
to perform a unique and long duration mission (∼20 years) in particle space physic
research. AMS-02 [2] is a magnetic spectrometer consisting of several detectors [2]. To
perform proton flux analysis the following sub-detectors were involved: the permanent
magnet of 1.4 kG [3], the nine layers of the silicon Tracker with a maximum track path
length of 3 m [4], the 4 layers of the time of flight system (TOF) which determines
particles direction, velocity and constitutes the AMS-02 trigger [5]. The particle
rigidity, which is defined as the momentum over the charge, is obtained by means
of a fitting procedure witch uses information of the three dimensional trajectory
reconstructed by the tracker and bent by the magnetic field. The AMS-02 maximum
detectable rigidity (MDR) for protons [6, 7] is about 2 TV.
3 Data Sample and Exposure Time
Two years of AMS-02 data collected from May 19th, 2011 to May 19th, 2013 are
analyzed in this work. During each of the 6.3×107 seconds of data taking the AMS-
02 live time was precisely measured. The exposure time period is selected with
second-by-second basis as follows:
• AMS-02 is required to be in the nominal data taking status,
• the AMS-02 vertical axis must lie within 25◦ of the Earth zenith axis,
• the measured rigidity is required to exceed by a factor 1.2 of the maximal
Stoermer cutoff[8].
The total exposure time varies according to the measured rigidity: at 1 GV it is equal
to 1.52× 106 seconds and rapidly increases with rigidity. For rigidities above 25 GV
it reaches the constant value of 5.12 × 107 seconds, which corresponds to an overall
average live time fraction of 81.6% for two years.
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4 Event Selection
To reach the highest possible rigidity resolution, events with at least one full span
track in the tracker where selected. The full span track is defined to have hits in both
outer most planes (layer 1 and 9 respectively).
Preselection
The preselected sample is composed of events that are requested to have:
• velocity measured by at least three TOF layers consistent with a down going
particle, and
• linearly extrapolated trajectory of the TOF hit positions passing both tracker
layer 1 and 9.
Proton Track Selection
Proton candidates are selected among the preselected sample to have:
• at least one track reconstructed in the tracker with four planes inside the magnet
bore, and
• charge measured by the tracker consistent with Z = 1 particle.
The tracker charge is determined by multiple measurements of energy loss in all
tracker layers of the double sided silicon detector [9]. To estimate the Z = 1 charge
selection efficiency a pure proton sample, selected by an independent charge mea-
surement performed with TOF [10], was used. As shown in Fig. 1, the Z = 1 charge
selection efficiency is more than 99.9 % over the whole rigidity range.
Final Sample Selection
The final proton events, used for flux analysis, are required to have:
• at least one track with measured hit positions in two coordinates both in layer
1 and 9, and
• normalized χ2 of the fitting track, in the bending plane, less than 10.
After all these cuts 3.03× 108 events were selected.
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Figure 1: Tracker charge distributions of proton -red curve- and Helium -blue curve-
pure sample selected by an independent charge measurement by TOF.
4.1 Backgrounds
Protons are the most abundant particles in primary cosmic rays. However the possi-
bility of backgrounds were studied and quantified.
As shown in Fig. 1 the probability that helium is mis-identified as proton is es-
timated to be less than 0.1 % over the whole rigidity range. This estimation was
performed with a pure helium sample selected with an independent TOF [10] charge
measurement.
Pions that are produced in the atmosphere and in the material around AMS-02
can be a source of contamination for the proton sample at low energy. Nevertheless
after the request of a measured rigidity to exceed the maximal Stoermer cutoff by a
factor 1.2, the pion contamination was estimated to be less than 1 % in the 1–2 GV
region.
Electrons are mostly rejected by requesting a positive measured rigidity. However
the possible misidentification of the charge sign, that may affect the high energy range
of the spectra, is considered to be negligible because the spectral index of electron is
steeper than the one of protons [11].
In this analysis, positrons were not separated from protons but their total contri-
bution is less than 1 %.
Deuterons were not separated from protons as well, but according to previous
measurements [12], the cosmic ray deuteron to proton ratio is 2∼3 % at 1 GV and it
decreases with increasing rigidity.
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5 Flux Normalization
Assuming an isotropic flux for rigidities greater than the geomagnetic cutoff, the
differential proton flux J as a function of rigidity R may be written as follows:
J(R) =
Nobs
Texp.Aeff.εtrg.εtrk.dR
(1)
where: Nobs is the number of selected events; Texp. is the exposure time; Aeff. is the
effective acceptance which includes both geometrical factor and efficiencies, without
large migration of energy, due to hadronic interactions; εtrg. is the trigger efficiency;
εtrk. is the selection efficiency of proton tracks, and dR is the rigidity bin width.
5.1 Acceptance
The effective acceptance is estimated by means of a simulation technique [13]. A
dedicated program based on the GEANT-4.9.4 package [14] was developed to simulate
Monte Carlo events. In this program electromagnetic and hadronic interactions of
particles in materials are simulated and AMS-02 detector response is generated as well.
After the simulation process, the digitized signal undergoes to the same reconstruction
as the one applied on data. The acceptance, Aeff. is obtained as :
Aeff. = Agen. ×
Nacc.
Ngen.
(2)
where: Agen. is a geometrical factor of the Monte Carlo generation plane; Ngen. is
the number of generated events, and Nacc. is the number of events which passed the
preselection.
The generation plane is a 3.9×3.9 m2 square surface on top of AMS-02 (z =
195 cm), which corresponds to Agen. = 47.8 m
2sr. The obtained acceptance depends
slightly (less than 5 %) on rigidity below 10 GV and is constant above 10 GV. A
systematic error of 2.8 % due to the uncertainty of energy dependence of the hadronic
interaction probability is taken into account.
5.2 Trigger efficiency
In the AMS-02 trigger logic different physics trigger conditions are implemented.
The trigger logic was designed to maximize the efficiency for each particle species
and to keep a sustainable rate of the recorded events. In order to measure the trigger
efficiency directly from data, 1/100 of the events with a coincidence of signals from
at least 3 TOF planes are tagged as unbiased. The trigger efficiency, εtrg. is obtained
as:
εtrg. =
Nphys.
Nphys. + 100×Nunb.
(3)
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Figure 2: Trigger efficiency as a function of measured rigidity.
where: Nphys. is the number of events that passed the proton selection and triggered
with any of the physics trigger conditions, and Nunb. is the number of events which
passed the proton selection and are triggered as unbiased sample. Fig. 2 shows the
trigger efficiency as a function of measured rigidity. It is constant above 20 GV within
1 %. The systematic error of 1 % is due to the limited statistics of the unbiased sample.
5.3 Track Reconstruction Efficiency
The track reconstruction efficiency is estimated as the ratio of the number of events
after the proton track selection over the number of events that passed the preselec-
tion and the independent TOF charge selection. This last sample includes events
passing out of the tracker sensitive area which is about 91 %. Fig. 3 shows the track
reconstruction efficiency as a function of rigidity that was estimated by the energy
deposition in the Electro-magnetic calorimeter (ECAL). This measure is consistent
with the rigidity estimated from the geomagnetic cutoff. The efficiency is constant
within 1 % over the whole energy range. The systematic error of 1 % is due to the
uncertainty of energy dependence.
5.4 Efficiency Stability
In Fig. 4, the daily variation of efficiencies εtrg., and εtrk. at rigidities greater than 20
GV are showed for the two years of data: εtrg. is constant within the statistical error
of 0.7 %. For εtrk. the small increase on July 24
th, 2011 is due to the improvement of
the tracker calibration and the small drop on December 1st, 2011 is due to a loss of
3 % of tracker readout channels [15]. All lost channels are in non-bending coordinate
so the impact on the rigidity measurement is negligible.
5
Estimated Rigidity (GV)
1 10 210 310
Tr
ac
k 
re
co
n
st
ru
ct
io
n
 
ef
fic
ie
n
cy
0.5
0.6
0.7
0.8
0.9
1
Estimated from Ecal energy
Estimated from cutoff rigidity
Figure 3: Track reconstruction efficiency estimated from the preselection sample and
TOF charge selection, which includes the events passing out of the tracker sensitive
area (about 91 %). Red squares: efficiency as a function of rigidity estimated by
ECAL energy deposition. Blue open squares: efficiency as a function of cutoff rigidity.
6 Binning and Unfolding
AMS-02 rigidity binning is chosen according to the resolution estimated with Monte
Carlo simulation [6]. Due to the finite spectrometer resolution, the normalized rigidity
distribution of selected protons was corrected for bin-to-bin migration effects. The
migration matrix was obtained with Monte Carlo simulation and parametrized with
two Gaussians. The incident differential proton flux was obtained by means of an
unfolding procedure based on the Bayes’ theorem [16] applied to the measured proton
flux. The unfolding errors were estimated by changing of about 10 % the sigma of the
resolution matrix. This 10 % corresponds to our test beam data extrapolation error to
that energy. In addition it was allowed a shift up to 1/20 TV−1 of the average inverse
rigidity measurement, which corresponds to the current tracker alignment knowledge
that was obtained by using electron and positron samples [6, 7].
7 Error Estimation
AMS-02 statistical errors are always less than 1 % in the whole energy range. The
Systematic error on the flux normalization, σnorm., instead, is estimated as :
σnorm. =
√
σ2acc. + σ
2
trg. + σ
2
trk. = 3.1 % (4)
where σacc. = 2.8 % is the error on the acceptance estimation σtrg. = 1.0 % is the error
on the trigger efficiency and σtrk. = 1.0 % is the error on the proton track efficiency.
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Figure 4: Daily variation of the trigger efficiency (εtrg.), and the proton track efficiency
(εtrk.) for rigidities above 20 GV.
As discussed in Section 6, the systematic error due to the unfolding procedure, σunfold.
is estimated by changing the parametrization of the migration matrix and it is less
than 1 % below 100 GV and 5.4 % at 1 TV.
The total systematic error is obtained as the quadratic sum of σnorm. and σunfold.
and it is 3.2 % below 100 GV and 6.3 % at 1 TV.
8 Daily Flux Variation
The AMS-02 proton flux is daily measured with a statistical error of ∼1 % up to
∼20 GV. Below 30 GV it is affected by the solar activity as can be seen in Fig. 5 which
shows the two years time variation of the normalized flux with increasing rigidity bins
between 1 and 100 GV, from blue to red. Fluxes at the beginning of the mission are
normalized to 1. As time passes by, it is possible to appreciate the gradual decrease
of the flux in the low rigidity region (R <∼10 GV) due to the solar modulation effect.
The large spike observed on March 7th, 2012 corresponds to the March Solar Event
(X5.4 and X1.3 class solar flares and two fast Coronal Mass Ejections) which was the
strongest of Solar Cycle 24th. After the March Solar Event AMS-02 has also observed
the large Forbush decrease up to 30 GV which lasted for about three weeks. Another
spike on May 17th, 2012 corresponds to the M5.1 solar flare which produced the first
Ground Level Enhancement (GLE) of Solar Cycle 24th. Other small spikes in the
plot correspond to further solar events on August 9th, 2011 (X6.9) and January 27th,
2012 (X1.7). Several other Forbush decreases, including the large one of September
27th, 2011, are also visible.
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Figure 5: Daily variation of the normalized flux. The gradual decrease of the flux in
the low rigidity region (R <∼10 GV) was observed as well as some spikes in ∼1 GV
which correspond to solar events on August 9th, 2011 (X6.9), January 27th, 2012
(X1.7), March 7th, 2012 (X5.4 and X1.3), and May 17th, 2012 (M5.1).
Figure 6: The average proton flux over the two years of AMS-02 observation as a func-
tion of kinetic energy (E) multiplied by E2.7 together with the previous experimental
data [18]–[35].
9 Result and Conclusion
Fig. 6 shows the average proton flux over the two years of AMS-02 observation as
a function of kinetic energy multiplied by the corresponding bin central value [17]
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taken to the 2.7 power and compared with previous experimental data [18]–[35]. In
the high energy region above 100 GeV the spectrum is consistent with a single power
law spectra and shows no fine structure nor break.
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