Abstract We develop an ELLAM Eulerian-Lagrangian localized adjoint method scheme to solve twodimensional advection-dispersion equations with all combinations of in ow and out ow Dirichlet, Neumann, and ux boundary conditions. The ELLAM formalism provides a systematic framework for implementation of general boundary conditions, leading to mass-conservative numerical schemes. The computational advantages of the ELLAM approximation have been demonstrated for a number of one-dimensional transport systems; practical implementations of ELLAM schemes in multiple spatial dimensions that require c areful algorithm development are discussed in detail in this paper. Extensive numerical results are p r esented t o c ompare the ELLAM scheme with many widely used numerical methods and to demonstrate the strength of the ELLAM scheme.
Introduction
Many di cult problems arise in the numerical simulation of advection-dispersion equations, which describe the transport of solutes in groundwater and surface water, the displacement of oil by uid injection in oil recovery, the movement of aerosols and trace gases in the atmosphere, and miscible uid ow processes in many other applications. In industrial applications, these equations are commonly discretized via nite di erence methods FDM or nite element methods FEM in large-scale simulators. Because of the enormous size of many eld-scale applications, large grid-spacings must be used in the simulations. When physical dispersion dominates the transport process, these methods perform fairly well. However, when advection dominates the transport process, these methods su er from serious numerical di culties. Centered FDM in space or time and corresponding FEM often yield numerical solutions with excessive oscillations. The classical space-upwinded or backward-in-time schemes can greatly suppress the oscillations, but they tend to generate numerical solutions with severe damping or a combination of both. Recent developments in e ectively solving advection-dispersion equations have generally been along one of the two approaches: Eulerian or characteristic methods. Eulerian methods use a xed spatial grid such as optimal test function methods of Christie and coworkers 1976, Barrett and Morton mass conservation.
The Eulerian-Lagrangian localized adjoint method ELLAM was rst introduced by Celia et al. 1990 , Russell 1990 , and Herrera et al. 1993 for the solution of onedimensional constant-coe cient advection-di usion equations. The ELLAM formalism provides a general characteristic solution procedure for advection-dominated problems, and it presents a consistent framework for treating general boundary conditions and maintaining mass conservation. Subsequently, Russell and Trujillo 1990, Wang 1992 , and Wang et al. 1992 derived di erent ELLAM schemes for one-dimensional linear variable-coe cient advection-di usion equations with general in ow and out ow boundary conditions, based on di erent forward or backward techniques for the tracking of characteristics of the velocity eld. Celia and Ferrand 1993 , and Healy and Russell 1993 extended ELLAM to a nitevolume setting for one-dimensional advection-di usion equations. Ewing 1991 and Dahle et al. 1995 addressed the ELLAM techniques for one-dimensional nonlinear advectiondi usion equations. Wang 1991, 1993a , 1993b also developed ELLAM schemes for the solution of one-dimensional advection-reaction equations with an initial condition and in ow boundary condition. In addition, Celia and Zisman 1990, and Wang 1993c,1994 generalized ELLAM schemes for one-dimensional advection-di usion-reaction transport equations. Wang et al. 1995a , and V ag and coworkers applied ELLAM schemes to solve the systems of one-dimensional reactive transport problems from bioremediation and other applications V ag et al..
While the computational advantages of ELLAM approximations have been demonstrated for one-dimensional advection-dominated problems by the extensive research mentioned above, practical implementation of ELLAM schemes in multiple spatial dimensions requires careful algorithm development, in which some research has been carried out in this direction. Russell and Trujillo 1990 addressed various issues in multidimensional ELLAM schemes. Wang 1992 developed an ELLAM simulator to solve t w o-dimensional linear advectiondispersion equations with general in ow and out ow boundary conditions by combining forward and backward tracking algorithms. Theoretically optimal-order error estimates for the derived scheme were also proved, and various numerical experiments were performed. Some of these results were reported in Wang 1993a,1993b . By using an explicit mapping of the nite elements at the current time level to the spatial grids at the previous time, Binning and Celia Binning 1994, Binning and Celia 1996 reported on a nite-volume ELLAM formulation for unsaturated transport in two dimensions. Relations and di erences between the two approaches are discussed in some detail in Section 4 of this paper. Celia 1994 also explored the development of an ELLAM scheme for three-dimensional advectiondispersion equations.
A di erent but related method is the`characteristic-mixed nite-element' method of Arbogast et al. 1992 , Yang 1992 , and Arbogast and Wheeler 1995, which uses piecewiseconstant space-time test functions. As with the standard mixed method, a coupled system results for both the concentration and the di usive ux. The theoretically proven error estimate is Ox 3=2 for grid size x, which is suboptimal by a factor Ox 1=2 . For ELLAM schemes with piecewise linear trial test functions for one-dimensional advectiondi usion equations, advection-di usion-reaction equations, and rst-order advection-reaction equations, optimal-order error estimates of Ox 2 h a v e been proven by Ewing and Wang 1991 ,1993a , Wang et al. 1995a , and Wang and Ewing 1995.
In this paper, we develop an ELLAM scheme for the solution of two-dimensional linear variable-coe cient advection-dispersion equations with general in ow and out ow boundary conditions based on the approach presented in Wang 1992 . The rest of the paper is as follows: In Section 2, we present a space-time variational formulation. In Section 3, we derive an ELLAM numerical scheme. In Section 4, we discuss implementational issues. In Section 5, we describe the results of the numerical experiments and compare the performance of the ELLAM scheme with the many other well-developed, extensively studied numerical methods.
Variational Formulation
A general linear, variable-coe cient advection-dispersion partial di erential equation in two dimensions can be written as follows:
Lux; t R x ; t u t + r V x ; t u , D x ; t r u = f x ; t ;
x ; t = x; y; t 2 = J ; The ELLAM formalism uses a time-marching algorithm. Let N t be a positive i n teger. We de ne a partition of time interval J = 0 ; T b y 0 = t 0 t 1 t 2 : : : t n : : : t N t , 1 t N t = T:
With space-time test functions w that vanish outside n J n with J n t n,1 ; t n and are discontinuous in time at time t n,1 , one can write a space-time variational formulation t Healy and Russell 1993 . This notation can refer to tracking either forward or backward in time. In particular, we de ne x = Xt n,1 ; x; t n ; x = X t n ; x ; t n , 1 :
Thus, x; t n backtracks to x ; t n , 1 and x; t n , 1 tracks forward to x; t n . In the numerical scheme, an exact tracking is preferred whenever possible. However, it is impractical in most applications. To accurately measure the time period taken for a particle from the previous time level or the in ow boundary to the current time level or the out ow boundary, w e i n troduce some space-time location-dependent time steps. For any x 2 at time t n , w e de ne a time step t I x t o b e t I x = t t n , t n , 1 if the characteristic X; x; t n does not backtrack to the space-time boundary , n during the time period J n This case is illustrated by point A at time t n in Figure 1 , and t I x = t n , t x otherwise This case is deomnstrated by point B at t n in Figure 1 , where t x 2 J n is the time when X; x; t n i n tersects the boundary , n i.e, Xt x; x; t n 2, n . Similarly, for any x ; t 2, O n , w e de ne t O x; t = t , t n , 1 if the characteristic X; x; t does not intersect , n during the time period t n,1 ; t This case is shown by point C on the sapce-time boundary y = 0 in Figure   1 , and t O x; t = t , t x ; t otherwise This case is represented by point D on the space-time boundary y = 0 in Figure 1 , where t x; t 2 t n , 1 ; t is the time when X; x; t intersects , n i.e Xt x; t ; x; t 2 , n .
By enforcing the backward Euler quadrature at the current time t n and at the out ow space-time boundary , O n , w e approximate the space-time volume integral of the source term the second term on the right-hand side in Equation 2.4 by a n i n tegral at time t n and one at , O n by following the characteristics. Here , i n = , i J n i = I;O;N represents the space-time in ow, out ow, and no ow boundaries during the time interval J n . T o a v oid confusion in the following derivation, we replace the dummy v ariables x 2 and t 2 J n in this term by y 2 and 2 J n . Thus, R n f wx; t d x dt = R n f wy; d y d. Let O n n be the set of points in the space-time strip n that will ow out of n during the time interval J n . We decompose n to be the union of O where N x and N y are two positive i n tegers. We de ne the test functions w ij to be piecewiselinear hat" functions at time t n w ij x kl ; t n = ik jl where x kl = x k ; y l , ik = 1 i f i = k and 0 otherwise and to be constant along the characteristics. At time t n , we also use piecewise-linear trial functions Ux; t n .
Interior Nodes and No ow Boundary
In this subsection we develop the scheme at the nodes inside or on the no ow boundary , N n that are neither related to the in ow boundary , I n nor the out ow boundary , O n . I t is assumed that the type of boundary in ow, out ow, or no ow will be kept unchanged during the time interval J n . Let , n q = n x; t 2 , n x = q o n x ; t x = q;y2 c; with w ijn x = w ij x; t n . Note that in 3.4, the integrals at time t n are actually de ned on ij with the obvious modi cation near the boundary @ since ij is the support of w ijn . The rst term on the right-hand side is actually de ned on the backtracked image at time t n,1 o f ij at time t n , which can be of a very complicated shape and not aligned with any elements in at time t n,1 due to the e ect of the velocity eld even though ij is rectangular. Consequently, the evaluation of this term is tricky and, in fact, crucial to the accuracy and mass conservation property of the scheme. This will be discussed in detail in Section 4. At this point, one can easily see that the scheme has a 9-banded, symmetric and positive-de nite coe cient matrix.
In ow Boundary Conditions
In contrast to many c haracteristic methods that treat boundary conditions in an ad hoc manner, the ELLAM scheme naturally incorporates boundary conditions into its formulation. Thus, one can approximate boundary conditions accurately. In fact, if nij intersects the in ow boundary , I n , the test function w ij assumes nonzero values on portions of , n . T h us, the fourth term on the left-hand side of Equation 2.9 does not vanish. For an in ow ux boundary condition, the scheme becomes Z R n U n w ijn x dx + Z t I x rw ijn D n rU n x dx = Z R n,1 U n,1 w + ij;n,1 x dx + Z t I x f n w n x dx , Z , I n g I 3 w ij x; t dS:
Keep in mind that the rst term on the right-hand side of Equation 3.5 is now de ned on the image at time t n,1 of the portion of ij that is not taken to the boundary , n .
The part of the integral that is missing from this term is picked up by the last term on the right-hand side of Equation 3.5, which is de ned on the image of the portion of ij which is taken to the boundary , n . Notice that the factor t I x at time t n now depends on x, since X; x; t n can encounter the boundary , n . t I x re ects the time period over which the di usion-dispersion and source act. For an in ow ux boundary condition the derived scheme still has a 9-banded, symmetric and positive-de nite coe cient matrix. imposed boundary values of U, one might i n troduce strong temporal truncation errors. To overcome this di culty, w e approximate rUx; t at the in ow boundary , I n implicitly by rUXt n ; x; t ; t n at time t n . This removes the di culty o f e v aluating an unknown di usive boundary ux. The error introduced is small since it is along the characteristics and, in fact, does not a ect the convergence rate of the scheme Wang et al. 1995 . Note that this term introduces nonsymmetry to the coe cient matrix near the in ow boundary.
As with the standard nite element methods, the Dirichlet boundary condition is essential and is imposed directly on the solution u with no degrees of freedom on the in ow boundary , I
n . However, all test functions should sum to one to conserve mass Celia et al. 1990 . Thus, on each element ij that intersects the in ow boundary , I n the test functions are chosen such that they sum to one e.g., the test function that is one at an interior grid point in ij would also be one at the adjacent boundary grid point i n ij .
A similar derivation to that of 
If , I
n can be decomposed as , I n = , I n;1 , I n;2 , I n;3 where in ow Dirichlet, Neumann, and Robin boundary conditions are imposed on , I
n;1 , , I n;2 , and , I n;3 , respectively, one can write out the scheme accordingly.
Out ow Boundary Conditions
The situation at the out ow boundary , O n is di erent from that at an in ow boundary , I n . The number of spatial degrees of freedom crossing the out ow boundary , O n is essentially the Courant n umber in the normal direction. To preserve the information, one should discretize in time at the out ow boundary , O n with about the same number of degrees of freedom. For Equation 2.1 with an out ow Dirichlet boundary condition, the equations at the out ow boundary de ne the unknowns to be the normal derivatives of the solutions and are decoupled from the equations at the interior domain given by Equation 3.4. They are omitted here since they are only needed for mass conservation.
If , O n can be decomposed as , I n = , O n;1 , O n;2 , O n;3 where out ow Dirichlet, Neumann, and Robin boundary conditions are imposed on , O n;1 , , O n;2 , and , O n;3 , respectively, one can write out the scheme accordingly.
Implementation

Evaluation Of Integrals and Tracking Algorithms
Some integrals in the numerical scheme derived in Section 3 are standard in FEM and can be evaluated fairly easily, while others can be di cult. In this subsection, we discuss the evaluation of the integrals in Equation 3.4 and will discuss the treatment of boundary terms in Equations 3.5 3.10 in the next subsection.
Note that the trial function Ux; t n and test functions w ij x; t n are de ned as standard tensor products of piecewise-linear functions at time t n ; the integrals in Equation 3.4 are standard in nite element methods except for the rst term on the right-hand side. In this term, the value of Ux; t n , 1 is known from the solution at time t n,1 . H o w ever, keep in mind that the test functions w + ij;n,1 = lim t!t + n,1 w ij x; t = w ij x; t n , wherex = Xt n ; x; t n , 1 i s the point at the head corresponding to x at the foot. The evaluation of this term becomes much more challenging in multiple dimensions, due to the multi-dimensional deformation of each nite element ij on which the test functions are de ned as the geometry is backtracked from time t n to time t n,1 .
In modi ed method of characteristics and many other characteristic schemes, this term has traditionally been rewritten as an integral at time t n , with the standard value of w ij x; t n but backtracking to evaluate Ux ; t n , 1 where x = Xt n,1 ; x; t n is the point at the foot corresponding to x at the head Ewing and Wang 1991 , 1993a , 1993b , Russell 1990 . However, for multidimensional problems the evaluation of this term with a backtracking algorithm requires signi cant e ort, due to the need to de ne the geometry at time t n,1 , which requires mapping of points along the boundary of the element and subsequent i n terpolation and mapping onto the xed spatial grid at the previous time level t n,1 . Binning and Celia Binning 1994, Binning and Celia 1996 used such a mapping in two dimensions in a procedure that was computationally very intensive, especially when part or all of the element being mapped intersects a space-time boundary , n . This approach is considered impractical in two and three dimensions Binning 1994 , Celia 1994 . For one-dimensional problems, the evaluation of this term is relatively simple since the boundaries of the spatial elements are points rather than lines or surfaces. In this case, these problems were overcome in the works cited above.
The most practical approach for evaluating this term is to use a forward tracking algorithm, which w as proposed by Russell and Trujillo 1990, and was implemented by Heally and Russell for a one-dimensional problem Healy and Russell 1993, and by Wang 1993a,1993b , and Wang 1992 for a two-dimensional problem. This would enforce the integration quadrature at t n,1 with respect to a xed spatial grid on which R n,1 and U n,1 are de ned, the di cult evaluation is the test function w + ij;n,1 . Rather than backtracking the geometry and estimating the test functions by mapping the deformed geometry onto the xed grid, discrete quadrature points chosen on the xed grid at t n,1 in a regular fashion say, standard Gaussian points can be forward-tracked to time t n , where evaluation of w ij is straight-forward. Algorithmically, this is implemented by e v aluating R and U at a quadrature point x p at time t n,1 , then tracking the point x p from t n,1 tox p = Xt n ; x p ; t n , 1 a t t n and determining which test functions are nonzero atx p at t n so that the amount of mass associated with x p can be added to the corresponding position in the right-hand side vector in the global discrete linear algebraic system. Notice that this forward tracking has no e ect on the solution grid or the data structure of the discrete system. Therefore, the forward tracking algorithm used here does not su er from the complication of distorted grids, which complicates many forward tracking algorithms, and is a major attraction of the backtracking in characteristic methods.
In ow Boundaries
If ij 6 ^ , either nij intersects the in ow boundary , I n , o r nij intersects the out ow boundary , O n . First, consider the former case given by Equations 3.5 or 3.6.
The rst term on the left-hand side of Equation 3.5 is standard in nite element methods. The second terms on both sides are standard except that the time step t I x de ned below Equation 2.6 depends on x. In the numerical implementation, we calculate these integrals with quadrature points at time t n . Hence, we e v aluate t I x b y backtracking at these points. For each quadrature point x p 2 ij at time t n , w e need to track the characteristic X; x p ; t n for 2 J n to determine if it reaches the boundary , n or not. If so, we calculate the time t x p when the characteristic reaches the boundary , n and assign t I x p = t n , t x p ; otherwise, t I x p = t . Notice that the backtracking algorithm is used only to calculate t I x, which appears in the di usion-dispersion term, and does not a ect mass conservation. The rst term on the right-hand side of Equation 3.5 can still be evaluated by a forward tracking algorithm as in Section 4.1.
Notice that in the last term on the right-hand side of Equation 3.5 g I 3 x; t is de ned at the space-time boundary , I n , but the test function w ij x; t = w ij x; t n , wherex = Xt n ; x; t is the point at the head at time t n corresponds to the point x at the foot at time t. Therefore, we use a forward tracking algorithm to calculate this term. This would enforce the integration quadrature at the space-time boundary , I
n with respect to a xed spatial grid on which g I 3 x; t is de ned and track forward the discrete quadrature points chosen on the xed grid at the space-time boundary , I n in a regular fashion to time t n , where one evaluates w ij .
Except for the last term on its left-hand side, the terms in Equation n intersect. The fact that in ow and out ow boundaries can intersect in multiple spatial dimensions makes the implementation more complicated than that for one-dimensional problems where in ow and out ow boundaries do not meet as long as the one-dimensional velocity eld keeps a de nite sign. As a result in evaluating the second terms on both sides of Equation 3.8, we need to use a backward tracking algorithm to calculate t I x near the corner of where the in ow boundary , I n and out ow boundary , O n meet. In Equation 3.8, the four integrals de ned on , O n with the rst , O n integral given by Equation 3.9 are standard since both the trial function U and the test functions w ij are de ned on , O n . We w ould enforce the integration quadrature on , O n . Recall that the factor t O x; t in some of these terms are de ned by below Equation 2.6 t O x; t = t , t n , 1 except when the characteristic X; x; t meets , I
n . In this case t O x; t = t , t x ; t where t x; t 2 J n is the time when X; x; t i n tersects , I n . In the numerical implementation, we simply let t O x; t = t , t n , 1 , except near the corner where the in ow boundary , I n and the out ow boundary , O n intersect. At the corner region, we use a backward tracking algorithm to locate t x; t and let t O x; t = t , t x ; t .
As mentioned in Section 4.2, the use of backtracking in the calculation of t I x and t O x; t does not e ect mass conservation.
The rst term on the right-hand side of Equation 3.8 can be evaluated by a forward tracking algorithm as in Sections 4.1 4.2. However, notice that at each quadrature point x p 2 ij at time t n,1 , the characteristic X; x p ; t n , 1 m a y i n tersect , O n . In the current context, we need to use a forward tracking to determine if X; x p ; t n , 1 will or will not intersect , O n . In the latter case we e v aluate w ij x p ; t n as in Sections 4.1 4.2. In the former case, we need to locate the head of the characteristic at the space-time boundary , O n and
calculate the values of w ij at , O n on which they are de ned.
Computational Results
In this section, we discuss extensive one-and two-dimensional numerical experiments to investigate the performance of the ELLAM scheme developed in this paper and to compare it with some well-known numerical methods, such as the standard linear Galerkin FEM GAL, the quadratic Petrov-Galerkin FEM QPG, the cubic Petrov-Galerkin FEM CPG, and the streamline di usion FEM SDFEM. We compare both the accuracy and the e ciency CPU time of the numerical methods. The numerical experiments contain examples with analytical solutions that are either smooth or have steep fronts.
Review of Some Numerical Methods
In this subsection, we brie y review the methods of GAL, QPG wx; t , U , 0 = u 0 x, and is typically chosen to be of Oh with h being the diameter of the space-time partition on the slab n . The third term on the left-hand side is carried out element-wise, since it is not well-de ned for piecewise-trilinear functions.
The choice of has signi cant e ects on the accuracy of the numerical solutions. If is chosen too small, the numerical solutions will exhibit oscillations. If is too big, the SDFEM will seriously damp the numerical solutions. Unfortunately, an optimal choice of is not clear and is heavily problem-dependent. Extensive research has been conducted on the SDFEM, including proper choices of Hughes and these values along with others. Moreover, the SDFEM generally increases the dimension of the problem by one although the measure in this dimension is small. For Problem 2.1' which i s t w o-dimensions in space, Equations 5.4 are de ned on three-dimensional spacetime domain n . Numerically, one has to partition the three-dimensional thick slices" into tetrahedrons or prisms. Usually, this will double the number of unknowns in GAL, QPG, CPG, and ELLAM schemes.
While the SDFEM can capture a jump discontinuity of the exact solution in a thin region, the numerical solution may develop over-and under-shoots about the exact solution within this layer. A modi ed SDFEM with improved shock-capturing properties was proposed 41, 4 5 , 4 6 , which consists of adding a shock-capturing" term to the di usion by i n troducing a cross-wind" control that is close to the steep fronts or shocks". This modi ed SDFEM scheme performs much better in terms of catching the steep fronts or the jump discontinuities of the exact solutions; however, it leads to a nonlinear scheme even though the underlying governing PDE is linear and involves another undetermined parameter. Thus, we will not use this scheme in our comparison and just remind the reader that the SDFEM may d o better than those shown in the examples here if one can do more work.
One-Dimensional Numerical Experiments
In this subsection, we carry out one-dimensional numerical experiments. We apply the B-E C-N GAL, QPG, CPG, SDFEM, and ELLAM schemes to solve one-dimensional analogue of Equation 2.1 and compare the performance of di erent methods. We deliberately choose problems with known analytical solutions that are either smooth or have steep fronts. is not presented for t = 1 = 20 in Figure 3 , because the CPG method works only when the Courant n umber is less than or equal to one. In fact, the B-E-CPG solution is out of range in this case. In addition, the initial condition which is the right-half of a Gaussian pulse is also plotted in Figure 3 . The left-half of the pulse which is not present is furnished via the in ow Dirichlet boundary condition. For t = 1 300 and 1 1000 , the B-E-GAL, B-E-QPG, and B-E-CPG solutions are plotted against the analytical one in Figures 4 and 5 , respectively. The ELLAM solution is plotted against the analytical one in Figure 6 , along with the C-N-GAL and C-N-QPG solutions for t = 1 20 , which gives a Courant n umber 3:4 a n d a P eclet number 190. The C-N-CPG solution is not presented in Figure 6 for the same reason as the B-E-CPG solution. The C-N-GAL, C-N-QPG, and C-N-CPG solutions are also plotted in Figures 7 and 8 for t = 1 100 and 1 400 , respectively. Moreover, the SDFEM solutions are plotted in Figures 9 11 for t = 1 20 , 1 60 , and 1 100 , respectively. Each of these gures contains the SDFEM solutions with K = 1 , 0 : 5, 0:1, and 0:0001.
These gures illustrate the following facts. With a time step t = 1 20 , the ELLAM scheme yields a very accurate numerical solution that coincides with the analytical one. With the same time step, the C-N-GAL and C-N-QPG schemes generate excessively oscillatory solutions that do not resemble the analytical one at all, while the C-N-CPG scheme generates a u n bounded solution since the Courant n umber is greater than one. With a time step t = 1 100 , all the C-N solutions converge to the analytical one with some undershoot behind the peak or some overshoot around the peak or a combination of both. The C-N-GAL solution has almost no overshoot around the peak but has the largest undershoot behind the peak. The C-N-QPG solution has very mild undershoot and overshoot. The C-N-CPG solution has both undershoot and overshoot that are bigger than the C-N-QPG solution. As the time step t decreases to 1 400 , the undershoot in all the C-N solutions is reduced but the overshoot increases slightly. The C-N-CPG solution tends to the C-N-GAL one as the time step t tends to zero, this is because the cubic perturbation in Equation 5.3 tends to zero quadratically as t tends to zero. To improve the accuracy of the C-N solutions one has to further reduce the size of spatial grids and temporal step simultaneously, which requires more computational e ort and is omitted here.
Due to the dominance of the strong temporal error, the B-E-GAL, B-E-QPG, and B-E-CPG schemes generate almost identical numerical solutions. This phenomenon also re ects the fact that the CPG method is derived for the C-N temporal discretization. In any case, with a time step t = 1 20 , the B-E-GAL and B-E-QPG solutions do not resemble the analytical one at all while the B-E-CPG solution is out of range. With a time step t = 1 100 , the B-E schemes generate excessively overdamped solutions with big phase errors and oscillations behind the peak. As the time step t decreases to 1 1000 , the oscillation and the phase error are reduced but some overshoot appears around the peak. Another advantage is that the B-E solutions do not have undershoot.
The SDFEM scheme yields more accurate numerical solutions than the C-N and B-E schemes. For example, with a time step t = 1 20 and a properly chosen K K = 1 0 , 4 in this case, the SDFEM generates a numerical solution that is better than the B-E solutions with t = 1 100 . With a time step of t = 1 100 and a properly chosen K, the SDFEM generates a quite accurate numerical solution, which i s e v en better than the C-N solutions with t = 1 400 and the B-E solutions with t = 1 1000 . However, these results also show that the accuracy of SDFEM solutions strongly depend on the selection of the parameter through the choice of K, whose optimal choice is not clear, in general. Moreover, the numerical solution with t = 1 60 , which gives an equal grid size in space and time, is quite close to that with t = 1 100 .
In this example, the optimal K seems to be the smallest one 10 ,4 . Secondly, the SDFEM scheme usually requires twice the number of unknowns than those in GAL, QPG, CPG, and ELLAM schemes. If one compares all these results, one sees that even with a much coarser time step the ELLAM scheme yields solutions that are much more accurate than those with all other methods in this section. This clearly shows the strength of the ELLAM schemes developed in this paper. 
5:7
We assume that the one-dimensional transport equation has constant coe cients so that we can nd the analytical solution in a closed form. Homogeneous in ow and out ow Dirichlet boundary conditions are speci ed at x = a and x = b. As long as the di used square wave does not intersect the out ow boundary during the time interval 0; T , the analytical solution ux; t can be expressed as ux; t = , the undershoot and overshoot of C-N-GAL solution are further reduced but those of C-N-QPG and C-N-CPG solutions do not change much. In essence, when the time step is relatively large the Courant n umber is up to one, the C-N-CPG scheme yields better solutions than the C-N-GAL and C-N-QPG schemes.
We n o w turn to the SDFEM solutions. With a time step t = 1 20 , the SDFEM solution starts to approximate the analytical solution. As the K in decreases from 1 to 0:001, the smearing in the numerical solutions is reduced considerably and the overshoot undershoot is also reduced slightly from 1:0952 and ,0:0577 to 1:0714 and ,0:0721. Thus, the optimal value of K seems to be 0:001 the smallest of the three K values. As the time step t decreases to 1 100 , the SDFEM solutions become more accurate and have m uch less damping. But some wiggles appear near the locations where the analytical solution has steep fronts.
Reducing K in from 1 to 0:001 gives a smaller L 2 error in the SDFEM solution but increases the overshoot undershoot slightly from 1:0493 and ,0:0493 to 1:0592 and ,0:0592. In Figure 20 , the magnitude of the overshoot and undershoot in SDFEM solutions is almost doubled from 1:0520 and ,0:0548 to 1:0932 and ,0:0952 when K is reduced from 1 to 0:001. This is di erent from the observation in Example 1 where the smallest K value seems to give the best SDFEM solutions. Unfortunately, there is no a universal rule on the choice of the K. Once again, we point out that the modi ed SDFEM with a shock capturing" property should generate better numerical solutions than those shown here. However, one has to solve a nonlinear system even though the underlying PDE is a linear one, and to face the choice of one additional undetermined parameter. In contrast, with a fairly large time step t = 1 10 the ELLAM scheme yields a very accurate numerical solution that is better than any one of the GAL, QPG, CPG, and SDFEM solutions with even much ner time steps. Moreover, ELLAM uses only half the number of unknowns as in the SDFEM and does not contain any inde nite constant.
Two-Dimensional Numerical Experiments
We apply the GAL, QPG, CPG, SDFEM, and ELLAM schemes to solve Equation 2.1 and to compare the performance of these schemes. The rst example is a rotating Gaussian pulse, where the analytical solution is known. The second one involves a discontinuous boundary condition. One does not know the analytical solution but knows the qualitative behavior based on the underlying physics. This problem provides an example for a two-dimensional advection-dispersion equation with a variable velocity eld and a known analytical solution. Moreover, this problem changes from the advection dominance in most of the domain to the di usion dominance in the region that is close to the origin. These types of problems often arise in many important applications and are more di cult to simulate compared with purely advection-dominated problems. Furthermore, the C-N-GAL solution has big phase errors and deformation. The C-N-QPG solution is given in Figures 26 and 28 , with a minimum value ,0:0978 and a maximum value 0:6197, respectively. The C-N-QPG solution has about 40 less undershoot than the C-N-GAL solution, but it also has serious damping, phase error, and deformation. The CPG solutions are not available unbounded. This is because the Courant n umber is almost 3 in the current simulation. We also performed the experiments with B-E schemes and obtained the numerical solutions which are excessively overdamped with maximum values less than 0:25. Hence, the numerical solutions are not presented here. The surface and contour plots of SDFEM solutions are plotted in Figures 29 33, and 35 , with a time step t = 200 and K in is equal to 0:5; 0:1, and 0:001, respectively. A s K decreases from 0:5 t o 0 : 001, the maximum and minimum values of the SDFEM solutions change from 0:7089 and ,0:0147 to 0:8281 and ,0:0019. Namely, the SDFEM solutions have eliminated almost all the damping and become more and more accurate. Moreover, they have almost no phase error or deformation. However, the ELLAM solution is still much better even though a large time step is used. From these plots, one sees the following facts. The ELLAM solution has a maximum value 1 and a minimum value 0, does not have a n y wiggles along the side where the solution has steep sides, and maintains the correct physical behavior. Meanwhile, for the other methods the numerical solutions have wiggles along these sides and have some overshoot undershoot. With a time step of t = 1 20 , the SDFEM scheme provides another example where the smallest value of K in yields a less accurate numerical solution. With this time step and K = 0 : 5, the SDFEM performs relatively well.
Finally, w e discuss the CPU time used by each method during the example runs. All the numerical experiments and the CPU times taken were performed and measured on a SGI Indy workstation. We present the results in Tables 1 and 2 for a one-dimensional problem a n d a t w o-dimensional problem, namely, Examples 1 and 3. We omit the results for Examples 2 and 4 since they show the same results. From Table 1 we see that in the one-dimensional case, the CPU cost per time step for ELLAM, GAL, QPG, and CPG are the same. In contrast, the SDFEM took more CPU time per time step. This is because the SDFEM has twice the number of unknowns as other methods above, and on each space-time cell the SDFEM has four basis functions which are the tensor product of one-dimensional hat functions. In contrast, on each space cell the other methods above h a v e only two onedimensional basis functions. Figures 5, 6, 8, and 10 show that the SDFEM with 60 time steps with the appropriate chosen K, which took 36 seconds, outperforms the CN-GAL or QPG or CPG with 400 time steps, which took 48 seconds, or the BE-GAL or QPG or CPG with 1000 time steps, which took 120 seconds. Thus, even though the SDFEM is more expensive per time step, it is still more CPU cost e ective than many other methods. On the other hand, the ELLAM with 20 time steps, which took 2.4 seconds, outperforms all other methods and is far more CPU cost e ective.
We n o w turn to Table 2 and Figures 21 33, and 35 , which contain a more realistic twodimensional example Example 3. From Table 2 we see that at each time step, on the average the preconditioned conjugate gradient squared methods PCGS solver needs 10 iterations for ELLAM, 20 iterations for CN-GAL and CN-QPG, and 58 iterations for SDFEM. This is partly because that the coe cient matrix with ELLAM is symmetric and positive de nite and almost well-conditioned, while the matrices for CN-GAL, CN-QPG, and SDFEM are nonsymmetric. Moreover, the SDFEM has twice the number of unknowns than those for all the other methods. Furthermore, on each space-time cell, the SDFEM has eight basis functions which are the tensor product of three univariate functions, while all other methods have four basis functions on each space cell which are the tensor product of two univariate functions. Thus, the ELLAM scheme is the most CPU cost e ective per time step and is much more cost e ective o v er all, since ELLAM scheme outperforms the other methods tested with much fewer time steps.
In summary, in this paper we develop an ELLAM scheme to solve advection-dispersion equations in two spatial dimensions. The derived scheme conserves mass and treats general boundary conditions in a systematic manner. We h a v e conducted extensive n umerical experiments to observe the performance of this scheme and to compare it with many w ell developed methods, such as the standard Galerkin nite element method, quadratic Petrov-Galerkin nite element method, cubic petrov-Galerkin method, and streamline di usion nite element method. One sees that the ELLAM scheme has generated very accurate numerical solutions compared with other methods considered even though a much larger time step is used in the ELLAM scheme. This strongly shows the strength of the ELLAM scheme developed. In the next step, the authors would like to generalize the scheme to solve nonlinear advection-di usion equations in the multiphase and multicomponent transport, to incorporate the domain decomposition and local re nement techniques to resolve the steep fronts more e ciently. 
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