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There are two main results in the paper. The first gives the infinitesimal 
character that can occur in the tensor product V 0 VA of an irreducible finite 
dimensional representation V,+ and an irreducible infinite dimensional re- 
presentation V of a semisimple Lie algebra 0. The statement is that the in- 
. 
fimtestmal characters are x”+~. , i = 1,2 ,..., k, where p( are the weights of 
Z’,+ and Y is the “pseudo” highefst weight of V. 
The second result proves that if V is a Harish-Chandra module (one which 
comes from a group representation), then V @ VA has a finite composition 
series. But then the irreducible components in the composition series have the 
infinitesimal characters given in the first results. 
I. INTRODUCTION 
1.1. Let g be a complex semisimple Lie algebra. We are 
concerned here with questions about the nature of the tensor product 
representation 
~@rr~:g+EndV@I-,,, (1.1.1) 
where T,,: g -+ End V, is a finite dimensional irreducible representa- 
tion, say with highest weight h, and rr: g -+ End I’ is any (finite or 
infinite dimensional) representation about which we have certain 
information. 
In certain special cases a considerable amount is known about (1.1.1). 
For example, if v is a Verma module (a certain infinite dimensional 
module with a highest weight vector), then a rather complete descrip- 
tion of T @ TT~ has been given by Gelfand, Gelfand, and Bernstein [l]. 
Also, if g is the Lie algebra of SL(2, C), TT,, is a four-dimensional 
representation of g, and T arises from certain unitary representations 
of SL(2, C) then physicists are aware of the decomposition of V @ vA 
into 4-components. Along the lines of possible further applications to 
physics one might expect, as suggested by I. E. Segal, that a finite 
mass spectrum will be obtained by decomposing I’ @ I’, for the case 
r This paper was partially supported by a grant from the NSF, Grant No. 28969. 
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where g is the complexification of the Lie algebra of SO(3,2) and n and 
‘ITS are suitably chosen. 
On mathematical grounds a new motive for studying (1 .l .l) arises 
from a theorem of Lepowsky and Wallach. They have shown, using 
Harish-Chandra’s subquotient theorem, that if g is the complexifica- 
tion of the Lie algebra of a linear Lie group G, and f, is the Lie algebra 
of a maximal compact subgroup of G,, then the &,-finite part of any 
irreducible representations of G,, occurs in the composition series of 
V @ VA , where 7~ is the &-finite part of an element of the non- 
unitary, spherical principal series. 
1.2. Regard V, n=,, , and n @ rA as representations, also, of the 
universal enveloping algebra U = U(g) of g. Let 2 be the center of U. 
One says that the arbitrary representation n admits an infinitesimal 
character and xfl is that character if, for every u E Z, r(u) reduces to a 
scalar operator x,,(u) on V. For example, it is a theorem of Dixmier 
that any irreducible representation 7 admits an infinitesimal character. 
Under certain conditions an infinitesimal character is a good invariant 
of 7. If one restricts oneself to irreducible rr such that every element in 
V is $-finite (using the notation above), then it is a theorem of Harish- 
Chandra that there is only a finite number of such n with the same 
infinitesimal character. 
One of the results here is that if 7~ is arbitrary but admits an 
infinitesimal character X~ then one can write down all the possible 
infinitesimal characters occurring in V @ VA explicitly in terms of x,, 
and A. In order to be explicit we have to recall how one parameterizes 
all the characters of Z. Let b = JJ + n be a Bore1 subalgebra of g, E, 
a Cartan subalgebra, and n the nil radical of b. We regard the 
enveloping algebra U(b) of h 1 a so as the ring of polynomial functions 
on the dual h to lj. Let p E lj’ be defined by (p, x) = $ tr ad x ) tt 
for x E lj and let @’ be the group (the translated Weyl group) of all 
affine transformations 6 of h’ of the form +) = u(p + CL) - p, where 
0 is in the Weyl group and p E 6’. Let V(b)@ be the m-invariant 
polynomial functions on IJ’. One then knows (a theorem of Harish- 
Chandra and Dynkin) that if u E Z then there exists a unique element 
f, E U(b) such that 
u -f,E utl, (1.2.1) 
where Urt is the left ideal generated in U by n. Furthermore, f, E U($)” 
and the map 
z - I” (1.2.2) 
is an algebra isomorphism. 
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For any v E h’ one thus obtains a character xy on Z by putting, for 
any u E Z, 
X”(U) = f&G* (1.2.3) 
It then follows that every character on Z is of the form xy and xy = xU 
if and only if v and p are m-conjugate. One thus parameterizes all the 
characters on Z by points in IJ’, or rather by the @-orbits in h’. See 
[3, Section 23.31. 
Remark 1.2.1. If (p, v) d enotes the inner product in h’ defined by 
the Killing form and we put 1 p I2 = (p, p) then the Casimir element 
p E Z is characterized by the property that for any v E $’ one has 
X”(U) = [ p -+ v 12 - i p 12. (1.2.4) 
Now return to our fixed finite dimensional representation 7~~ . 
We may regard X as the highest weight with respect to b so that we 
can take h G 9’. Let Ah = {pi , p2 ,..., pk) 2 h be the set of all the 
distinct weights of 7~,, . Assume 7~ (the arbitrary representation) admits 
an infinitesimal character xn . From above there exists v E Ij’, unique 
modulo the action of w, such that x,, = xy . Now consider the sequence 
of k characters 
Xv+LQ * xv+uz ,*.*, xv+lQ * (1.2.5) 
One observes first of all that apart from the order, (1.2.5) depends 
only on x,, and not on v. That is, if 6v were substituted for v in (1.2.5) 
we would obtain only a permutation of (1.2.5). 
The result mentioned above states that if u E Z the only possible 
eigenvalues or in fact generalized eigenvalues of (n @ ~J(u) are the 
scalars of the form x”+~,(u), i = 1, 2,..., k. More precisely, one has 
THEOREM 5.1. Let u E Z be arbitrary and let ~2 = (7~ @ TJ(u). 
Then the operator u” on V Q V,, satisfies the equation 
Remark 1.2.2. Thus if u is the Casimir element the only possible 
eigenvalues of u on V @ VA are of the form I p + v + p$ I2 - / p 12, 
for i = 1, 2 ,..., k. 
In case V is a Verma module Theorem 5.1 follows from [I]. The 
general case can be proved using [l] together with a result of Duflo 
and Dixmier which determines Ker 7~ in case V is a Verma module. 
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Indeed the Duflo-Dixmier result implies that 
where rrr: U + End V, is an arbitrary representative admitting the 
same infinitesimal character as rr. In this paper, however, Theorem 5.1 
will be proved by another method, which I think has independent 
interest. 
One can deal with 2 all at once. Combining Theorem 5.3 with 
Corollary 5.6, one has 
THEOREM 1.2. Assume Xl $ X, C V @ V,, are U-submodules and 
the representation of U on X,/X, admits a character x. Then x is 
necessarily of the form x = xv+Lci for some i = 1, 2,..., k. Furthermore, 
put P,, = 0 and 
Pi= YEV@VA 
i 
so that 
0 = P,CP,C ...CPk = V@ v, 
is a jiltration of V @ V, by U-submodules. Then tjc Pi 1 PipI # 0 it 
admits an in$nitesimal character and that character is just x”+,,~ . 
For a Zariski open set bO’ in h’ the characters xV+Ui , i = 1,2,..., k, 
are distinct for v E ho’ (i.e., v + pi and v + pj are not m-conjugate 
for i # j). In this case one obtains a direct sum. 
COROLLARY 5.5. If the characters xv+,+ , i = 1, 2 ,..., k, are distinct 
and we put 
Yi = {yfz V@ V, 1 Cy = ~Y+,~(u)yforaZZu~Z} 
so that, if not zero, Yi is the maximal submodule of V @ V, which 
admits the infinitesimal character x”+*~ , then 
1.3. In the results of Section 1.2 nothing was stated about 
irreducible submodules of V @ V, . In fact even if 7r is irreducible 
we do not know whether V @ V, has a finite composition series. 
However, if 7r is irreducible and V is a Harish-Chandra module, 
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that is, V is &-finitely semisimple, then we prove that V @ VA does 
indeed have a finite composition series. Thus the characters given in 
Section 1.2 are characters of the irreducible module occurring in the 
composition series in V @ VA . The assumption that V is a Harish- 
Chandra module of course is satisfied when V arises from a group 
representation. The proof that V @ V, has a finite composition series 
is ring theoretic and exploits the fact that U is noetherian. 
2. PRELIMINARIES ON INFINITESIMAL CHARACTERS 
2.1. Let g be a complex semisimple Lie algebra, IJ a Cartan 
subalgebra, 6’ the dual space to I$, d C h’ the set of roots with respect 
to (Q, g), and d, C d a system of positive roots. 
Let U = U(g) be the enveloping algebra of g and U(h) C_ U the 
enveloping algebra of IJ. We will also regard U(h) as the ring of 
polynomial functions on h’, the dual space to h. Thus the group A of 
invertible afline transformations of b’ operates, as a group of auto- 
morphisms, on U(h) where if T E A and u E U(h), h E h’, then (TU)(X) = 
U(T-rh). In particular the Weyl group IV, corresponding to ($, g), 
operates on U(Q). Similarly, the “translated Weyl group $V” operates 
on U(I)). We recall the definition of w. Let p = 4$ xVEd+ E h’ and for 
any v E h’ let 7,: h’ -+ h’ be the translation map given by T”(X) = h + v. 
Clearly T ,  E A. Then by definition I$’ is the conjugate T-pwTo of W in 
A. That is, w is the group of all elements in A of the form 6, where 
u E W and G = T-,UT, . One then has 
f$) = 0th f p) - p (2.1.1) 
for any X G h’, or if u E U(h) then 6-lu E U(b) is given by 
(G-‘u)(X) = u(o(h + p) - p). (2.1.2) 
Remark 2.1. One notes that --p, the “translated origin,” is the 
unique element in h’ fixed under all the elements in m. 
2.2. Now let 2’ be the center of U. Also let n C 9 be the 
nilpotent subalgebra spanned by all root vectors e, E g corresponding 
to roots y E d, . For any u E 2 one knows, then, that there is a unique 
element f, E U(f)) such that 
u -f,E un (2.2.1) 
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(Un is the left ideal in U generated by n). Also the map 2-t U(h), 
u tif, is a homomorphism of algebras (see, e.g., [3, p. 1301). In fact 
one has the following result of Dynkin and, independently, of Harish- 
Chandra. (If a group G operates on a set S then SC _C S denotes the 
subset of invariant elements in S. A similar notation is used for a Lie 
algebra operating on a vector space.) 
THEOREM 2.2. For any u E 2 one has f, E U(ij)” and the map 
z- WJ)“, 
u-fu 9 is an algebra isomorphism. 
Remark 2.2. Note that (using (2.1.2)) if g E U(E)) then g E U(b)” 
if and only if g = 3 for some f E U(Ij)W, where 3~ U(b) is defined by 
for any h E lj’. 
m = f@ + PI (2.2.2) 
2.3, Now if 1 = rank g = dim lj then one knows there 
exist fi ,..., fi E U@I)~ such that U(b) W is the algebra generated by the 
fY over C, i.e., in the usual notation of commutative ring theory, 
WV = wi ,...,fil, (2.2.3) 
and also that any such fi ,..., fi are necessarily algebraically inde- 
pendent. It follows therefore that U(lj)P = C[ji ,...,j’r] and theft are 
algebraically independent. 
Hence as a consequence of Theorem 2.2 one has 
COROLLARY 2.3. One has 2 = C[u, ,..., u!], where u( E 2 is defined 
bY 
fu, =.A 
and where fi ,..., fi E U(Q)” satisfy (2.2.3). Furthermore, the ui are 
algebraically independent. 
Remark 2.3. The Casimir element u E 2 defined by the Killing 
form is characterized by the property that 
f&v = I P + x I2 - I P I2 
for any h E lj’. (See, e.g., [6, Proposition 5.63.) Here 1 v I2 = (v, v) 
for v E lj’, where the inner product on lj’ is induced by the Killing 
form. 
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2,4. A character x of 2, here, will simply mean an algebra 
homomorphism x of 2 into the scalars @. Let 2 be the set of all charac- 
ters of 2. 
Now if ur ,..., ur E 2 are algebraically independent, as in Corollary 
2.3, then since they generate 2, a character x E 2 is determined by the 
values x(u{). Furthermore, since the ud are algebraically independent, 
these values are arbitrary. Thus if c = (ci ,..., cl) E Cz there exists a 
unique character xc E 2 such that 
That is, one has 
ci = X&i>. (2.4.1) 
COROLLARY 2.4. The map 
Cl + 2 (2.4.2) 
defined by c t-+ xc is a bijection. 
2.5. For any h E h’ one clearly defines Theorem 2.2 using a 
character X~ E 2 by putting 
x*04 = f&>- (2.5.1) 
The correspondence X w X~ defines a map 
I$’ -+ 2. (2.5.2) 
An easy consequence of Theorem 2.2 is the following result of 
Harish-Chandra. 
THEOREM 2.5. The map (2.5.2) is surjective. Furthermore, x,, = xv 
if and only if h and v are W-conjugate. 
Proof. Using Theorem 2.2 it suffices to show that any homo- 
morphism of U(b)” 
f E WV 
into @ is obtained by evaluating the elements 
at some point h E h’ and that two points define the same 
homomorphism if and only if they are n-conjugate. But this is a 
special case of the theorem that if G is a reductive algebraic group 
operating on an affine variety X, say over C, and A(X) denotes the 
affine ring of X, then any homomorphism into Q) of A(X)G is defined 
by evaluating the elements of A(X)G on a Zariski closed G-orbit in X 
and this sets up a bijective correspondence between all Zariski closed 
G-orbits and all homomorphisms of A(X)C into @ (see, e.g., [2]). 
In the case at hand, since I$’ is finite, all orbits are Zariski closed. 
Q.E.D. 
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Another proof of part of Theorem 2.5 is given in [3] (see also [3, 
Exercise 9, p. 1341). 
Remark 2.5. If X denotes the set of all orbits of #’ in h’, then 
Theorem 2.5 sets up a bijection 
x-+ 2. (2.5.3) 
One notes that (2.5.3) is invariantly defined whereas (2.4.2) depends 
upon the choice of u1 ,..., uI E 2 (or ratherf, ,...,fi E U(b)w satisfying 
(2.2.3)). 
2.6, Let 
n: U-+End V 
be any representation of U on a complex vector space (finite or 
infinite dimensional). We say that 7 admits an infinitesimal character 
if for any u E 2 there exists a scalar xn(u) E C such that 
where 1, is the identity operator on V. In such a case it is obvious that 
u + xc(u) is a character on 2 and xn is called the infinitesimal character 
of 77. 
It is a theorem of Dixmier’s that every irreducible representation of 
U admits an infinite character. Special cases of such representations 
are the representations rr,, , X E b’, of U. One knows (see [3]) that for 
any h E b’ there exists a unique, up to equivalence, irreducible 
representation 
T,: U+End V,, 
having a highest-weight vector V~ with weight X (i.e., 0 # We E VAm and 
x . V~ = (X, X)V~ for all x E h). One significance of the map (2.5.2) is 
PROPOSITION 2.6. Let h E I$’ be arbitrary. Then 
Proof. Since the left ideal Un in U annihilates the highest-weight 
vector oh E V, , one has, for any u E 2, TED* = n-,+(fu)vA . But 
clearly GALA = f,(W . Thus rI(u) takes the scalar value f,(h) on 
ZIP and hence on the whole vector space V, . That is, X,(U) = 
fa(4 = XA(4. Q.E.D. 
FINITE AND INFINITE DIMENSIONAL REPRESENTATION 265 
Remark 2.5. If u E: 2 is the Casimir element then Proposition 2.5 
recovers the well-known formula 
x&> = I p + A I* - : p i2. 
(See Remark 2.3.) 
3. ON NOETHERIAN AND ARTINIAN CONDITIONS 
IN TENSOR PRODUCTS 
3.1. The notion of noetherian rings and noetherian modules 
applies to noncommutative rings as well as to the more familiar 
commutative ring situation. A module M for a not necessarily com- 
mutative ring R (with unit) is noetherian if every submodule of M is 
finitely generated over R, or equivalently, if every collection of sub- 
modules has a maximal element. R itself is noetherian if as a module 
over itself, by left multiplication, it is noetherian; that is, if for any 
increasing sequence of left ideals I?,, C R there exists an integer N 
such that I, = 1, for all n >, N. 
One then knows, and easily establishes, that any finitely generated 
module Mover a noetherian ring is noetherian. 
A module M over R is said to have a finite composition series if 
we can find a finite sequence of submodules 
such that M,/M,-, , i = 1, 2 ,..., n, is an irreducible R-module. 
In such a case the sequence of submodules Mi is called a Jordan- 
Holder sequence and n is its length. Furthermore, one knows that any 
other Jordan-Holder sequence M,’ in M has length n and apart from 
the order the irreducible representations of R on Mi/Mi-, and 
M,‘/Miml , i = I, 2,..., n, are the same, including multiplicities. 
Thus if M has a composition series and u is some irreducible represen- 
tation of R it makes sense to speak of the multiplicity of v in M. One 
also knows that if 0 = N, g Ni g ... c NL = M is a sequence of 
submodules then k < n and the Ni can be embedded in a Jordan- 
Holder sequence. 
A module M of R is called artinian if every set of submodules has a 
minimal element. One knows 
PROPOSITION 3.1. Let M be an R-module. Then M has a finite 
composition series if and only if it is both noetherian and artinian. 
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3.2. The considerations in Section 3.1 will apply to the 
enveloping algebra U = U(g) since first of all one has 
PROPOSITION 3.2. U is noetherian. 
Proposition 3.2 is an easy consequence of the Birkhoff-Witt theorem 
and the fact that the symmetric algebra S(g), a polynomial ring in 
dim g generators, is noetherian. Using the natural filtration in U, 
every left ideal I in U defines an ideal f in S(g) and I g J if and only if 
f 5l J in S(9). 
3.3. Now U @ U is an algebra and one has a homomorphism 
(the diagonal homomorphism) 
d: U-+ U@ U, (3.3.1) 
where if x E g then dx = x @ 1 + 1 @ x. In general du for an 
arbitrary u E U is a more complicated expression which may be 
written 
du = 5 ui’ @ u; , (3.3.2) 
i-1 
where ui’, u; E U. For example, if xi , i = 1, 2 ,..., n, is an ortho- 
normal basis of g, say with respect to the Killing form in g, and 
u = xi”=, xs2 E 2 is the corresponding Casimir element, one has 
du=u@1+t@Ju+2&xi@si. 
i=l 
Now if V, and V, are two U-modules then the tensor product 
V=V1@V2isaU-module,whereifv,~V~,i=l,2,andx~g 
then X(ZQ @ u2) = xv1 @ u2 + oi @ xer2 . More generally, if u E U 
and du is as in (3.3.2) then 
u(v, @ et,) = i Ui’Vl @ up, . 
i=l 
Some time ago we observed that if V, is finite dimensional and V, 
is noetherian and satisfies a condition similar to that stated in 
Section 3.4 then VI @ V, is again noetherian. However, it was pointed 
out to me by G. W. McCollum that my argument was needlessly 
complicated and the latter assumption on VI is unnecessary. The 
following more general statement and very simple proof is due to 
McCollum. 
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PROPOSITION 3.3. If V, is noetherian and V, is jinite dimensional 
then the U-module VI @ V, is again noetherian. 
Proof. Now since V, is noetherian there exists a finite dimensional 
subspace Y, C V, such that UY, = V, . 
But since U is noetherian (Proposition 3.2) to prove that V, @ Vz 
is noetherian it suffices to prove only that VI @ V, is finitely generated. 
In fact we will show that 
Let W=U(Y,@V,) and let ~,={uEVJZ,@V~CW}. It 
clearly suffices to show that ‘i;i = V, . But since Yi C p1 it just 
suffices to show that P, is stable under g. Let zli E P, , V, E I/, , and 
x E g. We have only to show that xvi @ v2 E W. But xv1 @ vs := 
x(vl @ va) - a1 @ xv2 . However, vr @ xv2 and vi @ vs both are 
in W since vi E Pi . But also x(zyr @ ve) E W since W is g-stable. 
Thus xz’i @ a2 E W. Q.E.D. 
3.4+ A subalgebra f C g is called reductive in g if g is a 
completely reducible module under the adjoint action of f on g. We 
assume that f is such a subalgebra fixed throughout. Let t denote the 
set of equivalence classes of all finite dimensional irreducible represen- 
tations of f. 
A U-module V will be called f-finitely semisimple if V can be 
written as a sum of finite dimensional irreducible f-modules and each 
y E f occurs with finite multiplicity in V. Two examples are: (1) f is a 
Cartan subalgebra of g and V = VA for some X E h’, in the notation of 
Section 2.6. 
(2) Assume G, is a semisimple Lie group with a finite center 
such that g is the complexification of its Lie algebra. Here let f be the 
complexification of the Lie algebra of a maximal compact subgroup 
of G, . Then by a theorem of Ha&h-Chandra any irreducibie Banach 
space B representation of GO gives rise to a f-finitely simple U-module 
V by putting V equal to the space of all smooth vectors in B which are 
f-finite. Incidentally, one knows that all the elements in V are analytic 
and that V is dense in B. 
Assume that V is a f-finitely semisimple U-module. Thus we may 
write as a direct sum 
(3.4.1) 
where V, , y E P, is the set of all v E V which transform under f 
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according to the representation y. By assumption, V, is finite 
dimensional. 
Now if V* is the dual space to V then V* is a U-module, where if 
x E g, v’ E v*, one defines xv’ E V* so that for any v E V one has 
(xv’, v) = -(v’, xv). 
Now let V’ C V* be the subspace of all f-finite elements. Since any 
element u E U is f-finite under the adjoint action of u on U it is easy 
to see that V’ is a U-submodule of V*. In fact, using the direct sum 
decomposition (3.4.1) of V we may identify V* with the direct 
product of the dual spaces (V,,)’ over all y E P. It then follows easily, 
using say, the Chinese remainder theorem for U(f), that V’ is the set 
of all elements in V* with only a finite number of components different 
from zero. It then follows that V’ is f-finitely semisimple and if the 
primary decomposition of V’ is written as 
(3.4.2) 
where y’ E i is the representation class contragredient to y, then V:J 
is nonsingularly paired to V,, , so that dim V,, = dim Vi,; and VGt 
may be characterized as the set of all v’ E V* which are orthogonal to 
all V,, , where p # y. 
Now one clearly has a natural isomorphism (V’)’ = V” with V so 
that we may identify V” = V. For any subspace W 2 V let W 2 V’ 
be its orthogonal complement. It is clear that if Wis a U-submodule of 
V then IV0 is a U-submodule of V’. Furthermore one easily shows, 
using the Chinese remainder theorem for U(f), that 
and similarly, 
Wo = @ Wo n V;, . 
vet! 
But then clearly W” n Vin is the orthocomplement of W n V,, in 
V,‘. It then follows easily that one has 
LEMMA 3.4. If W is a U-submodule of V then W = Woo. 
Remark 3.4. As a consequence of Lemma 3.4 one notes that if 
WI , W, C V are submodules then WI 6 W, if and only if W,O $ W,O. 
Remark 3.4 immediately implies 
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PROPOSITION 3.4. Assume that V is a I-finitely semisimple U-module. 
Then V is noetherian (resp., artinian) if and only if V’ is artinian (resp., 
noetherian). 
In particular (using Proposition 3.1) V has a finite composition series ;f 
and only if V’ has aJinite composition series. 
Finally, V is U-irreducible if and only if V’ is UT-irreducible. 
3.5. It is convenient to introduce the category whose objects 
V are f-finitely semisimple U-modules V which admit a finite com- 
position series. The morphisms are just U-module homomorphisms. 
It is clear that if 0 -+ VI --+ V + V, + 0 is an exact sequence of 
U-modules then V E V if and only if both V, , V, E %?. By Proposition 
3.4, for any object V E V one has a dual object V’ and V---t V’ is a 
contravariant functor. We also note that all finite dimensional 
U-modules are in $7. The main point, however, is that %? is closed 
under tensor products with finite dimensional modules. 
THEOREM 3.5. Assume V, is any $nite dimensional U-module 
and that V, is a r-finitely semisimple U-module admitting a finite 
composition series. Then V = VI Q V, is again a ~-finitely semisimple 
module admitting a $nite composition series. 
Proof. If y, /3 E P it is easy to see that there are only a finite number 
of elements 6 E i’ such that /3 occurs in the tensor product decomposi- 
tion of y and 6 with nonzero multiplicity. Indeed, by Schur’s lemma, 
/? occurs in the tensor product of y and 6 if and only if the identity 
representation occurs in the triple tensor product of /Y, y, and 6. But 
again by Schur’s lemma this occurs if and only if 6’ occurs in the 
tensor product of /3’ and y. Since the latter is finite dimensional only 
a finite number of 6 have the property. 
Thus since only a finite number of y occur in V, this implies that 
any fixed /3 occurs with finite multiplicity in VI @ V, . In fact the 
argument above shows that there are only a finite number of 6 such 
that /3 occurs in (VI), @ V, . But dim( VI), @ V, is finite dimensional. 
Thus V, @ V, is f-finitely semisimple. Similarly V,’ @ V,’ is 
t-finitely semisimple. 
But VI @ V, and V,’ @ V,’ are paired, where 
(v,’ 0 v2’, q 0 v2) = (a,‘, v,i(v,‘, vzjg? 
for vi E Vi , vi’ E V,‘, i = 1, 2. 
(3.51) 
The pairing (3.5.1) induces a linear map T: VI’ @ V,’ + (VI @ V,)*. 
However, since 7 is clearly a U-module map and since VI’ @ V,’ is 
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f-finitely semisimple, the image of T is in (V, @ Vs)’ and hence the 
pairing (3.5.2) induces a U-module map 
V,’ @ V,’ + (V, @ V‘J’. (3.5.2) 
We assert that the map (3.5.2) is an isomorphism. Indeed to prove 
this it suffices to show that the pairing (3.5.1) is nonsingular, which in 
fact implies that the map (3.5.2) is injective. But it is surjective since 
if the image IV is not equal to (Vi @ Vs)’ one has IV C V, @ V, is 
not zero, by Lemma 3.4. But IV’ is orthogonal to V,’ @ I’,‘, contra- 
dicting the nonsingularity of the pairing. 
By symmetry, to prove that the pairing (3.5.1) is nonsingular it is 
enough to show if 0 # t = & ui Q wi E VI @ V, , where ui E VI 
and wi E V, , there exists s E V,’ @ V,’ such that (s, t) # 0. Since 
t # 0 we may assume that the wi are linearly independent and the 
u( are nonzero. But then we may find w’ E V,’ such that (w’, wi) = 0 
for i > I and (w’, wl) # 0, and since V, and V,’ are nonsingularly 
paired we may find U’ E VI such that (u’, ui} # 0. Thus (s, t} = 
(u’, ur)(w’, wr) # 0. Thus (3.5.2) is an isomorphism. 
But now by Proposition 3.3, VI @ V, is noetherian and hence 
(VI @ V,)’ is artinian by Proposition 3.4. However, by Proposition 3.3, 
V,’ @ V,’ is also noetherian. Since (3.5.2) is an isomorphism this 
implies that (VI @ V,)’ is also noetherian. Thus (VI @ V,)’ is both 
noetherian and artinian. Thus by Proposition 3.1, (VI @ V,)’ has 
a finite composition series and hence V, @ V, has a finite composition 
series, by Proposition 3.4. Q.E.D. 
COROLLARY 3.5. Assume VI and V, are irreducible U-modules 
which are f-jinitely semisimple. If V, is$nite dimensional then V, @ V, 
has a jinite composition series. 
3.6. Let VI and V, be as in Corollary 3.5 and put M = 
VI 0 v2 * By Corollary 3.5 one has a Jordan-Holder sequence 
0= M,&M&..&M,. Now consider the question: Assume the 
representations on VI .and V, are known. What can one say about the 
irreducible representation 7ri of U on the quotients M,/M,-, , 
i = 1, 2,..., n ? Although we cannot determine the n, it is the main 
point of the paper that we can say a good deal about the infinitesimal 
characters x,,, of the nd . The character xnd does not determine pi. 
However, by a theorem of Harish-Chandra there are at most a finite 
number of f-finitely semisimple irreducible representations of g with 
the same infinitesimal character. Thus in principle we can determine 
the ri up to finite ambiguity. 
FINITE AND INFINITE DIMENSIONAL REPRESENTATION 271 
Remark 3.6.1. Although it is quite speculative the knowledge of 
the infinitesimal characters x,.,, may be of direct significance in physics. 
I.E. Segal suggests that if G, = SO(3, 2) in Example (2) of Section 3.4 
then for suitable rr, x=(u), where u is the Casimir element, may be 
related to the mass of an elementary particle. He further suggests 
that if V, corresponds (in the sense of (2), Section 3.4) to the unitary 
representation associated to a free massless particle and V, is, say, the 
spin representation of SO(3,2) (so dim Vi = 4) then the components 
Mi/Mivl may possibly correspond to a finite grouping of particles with 
mass. The mass of these particles would then be related to the numbers 
X&4 
Remark 3.6.2. A mathematical motivation for considering the 
reduction of V, @ V, when V, is finite dimensional and V, is infinite 
dimensional arises from the unsolved question of determining all 
I-finitely semisimple irreducible representations V of CT. More 
restrictively, say that I’ is f-finitely semisimple in the strong sense if, 
for whenever y E f occurs in I’, it also occurs in some finite dimen- 
sional representation of U. The point is that using Harish-Chandra’s 
subquotient theorem, Lepowsky and Wallach have proved that every 
irreducible f-finitely semisimple module ‘c/’ in the strong sense occurs 
in the reduction of I’, @ V, , where I’, is finite dimensional and Vi 
belongs to the spherical nonunitary principal series. An advantage to 
this approach is that the spherical nonunitary principal series is a 
family of representations that are relatively easy to deal with. A 
drawback, however, is that Vi itself is not necessarily irreducible and 
one must first find its composition factors. However, in the split 
rank 1 case this has been done by Johnson and Wallach. 
4. THE MINIMAL POLYNOMIAL EQUATION SATISFIED BY 
S(u) IN U@ END V,, 
4.1. Recall that for any h E lj’, 
CT,,: U--+ End VA (4.1.1) 
denotes the irreducible representation of U having a highest-weight 
vector with weight X. 
Now one knows that I’, is finite dimensional if and only if h E Dz , 
where D, is the set of dominant integral linear forms in h (see, e.g., 
[3]). We recall that Dz has the structure of a finitely generated discrete 
semigroup in h’ and Dz spans lj’. Here we regard Dz as partially 
580/20/4-z 
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ordered (in a strong sense) with the order relation p > v in case 
p - v E Dz . We make use of the following easy proposition. 
PROPOSITION 4.1. Let v,, E D, be arbitrary and let f be any poly- 
nomial function on Ij’. Then f vanishes identically on h’ $ and only if 
f(v) = 0 for all v E D, , where v > v,, . 
Proof. We have only to observe that the set S of all v E D, such 
that v > v0 contains a basis vi ,..., 
f(L % * 
v1 of lj’. But by assumption one has 
vi) = 0 for all ni E 2, ni 3 0, i = l,..., 1. Expressing f as 
a polynomial in the dual basis to vi the proof reduces to observing 
that a polynomial function on C=” vanishes in case f (n, ,..., n,) = 0 
for all choices n, ,..., n, of nonnegative integers. Q.E.D. 
4.2. Now fix X E Dz for the remainder of the paper and let 
d = dim VA . For any v E Dz let d(v) d enote the number of irreducible 
U-components in V, @ VA . In [4, Lemma 4.11 we proved that one 
always has d(v) < d. Furthermore, in [4] we defined what was meant 
by saying that rA is totally subordinate to 7~, and we proved that rrA 
is totally subordinate to 7rV if and only if d(v) = d. For the purposes of 
this paper we define totally subordinate to mean that d(v) = d. But 
then [4, Theorem 5.11 implies 
PROPOSITION 4.2. Let h E D,; then there exists vO E Dz such that 
r,, is totally subordinate to r, (that is, d(v) = d = dim VA) whenever 
v > vo . 
4.3. In [4, theorem 5.11 there is more information than in 
Proposition 4.2 and some of this information will also be useful here. 
Let A, = (CL i ,..., ~3 C lj’ be the set of all weights of the representation 
nA and for each i = 1, 2,..., K let dd be the multiplicity of pi so that 
d= idis 
i=l 
(4.3.1) 
Now, given v E Dz let di(v) be the multiplicity of the representation 
7+,* in v, @I VA . 
Remark 4.3.1. If v + pi $ Dz then rr,,+,( is infinite dimensional. 
Hence one necessarily has d,(v) = 0 for such a value of i. 
The following result is implicit in [4, Lemma 4.11 if one considers 
it on a weight-by-weight basis. However, it is explicitly given in [7] 
(see [7, Formula (2.2.4), p. 3941). 
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THEOREM 4.3. Every irreducible com.onent on V, Q V, is of the 
f arm n,+,, for some i = 1, 2,..., k. Furthermore one always has di(v) < di 
so that ?;, is totally subordinate to TT,, if alzd OBZY if di(v) = di for 
i = l,..., k. 
Remark 4.3.2. Note that Theorem 4.3 implies that 
d(v) = i f&(v). 
i-l 
4.4. Now for each [ E D, let Z(t) denote the multiplicity of 
the zero weight in V, . That is, Z(S) = dim V,& where Vth is the space 
of 7r&) invariants. 
Now U is a g-module with respect to the adjoint representation of g 
in U. We recall the structure of U as a g-module given in [5, Theorem 
211. Let E C U denote the space (set of harmonic elements) spanned 
by all powers xk, where x E g is nilpotent. Then one has 
lJ=Z@E, (4.4.1) 
where Z is the center of U and the tensor product corresponds to 
multiplication. Another part of [5, Theorem 211 may be restated as 
THEOREM 4.4. E is stable under the adjoint representation g in U 
and for any 5 E D, the representation 7~~ occurs with multiplicity I( LJ) 
in E. 
4.5. Now let 
X: U+End V (4.5.1) 
be any (possibly infinite dimensional) representation of U. We recall 
that one says v admits an infinitesimal character if n(u) is a scalar for 
any u E 2. (Thus n admits an infinitesimal character if it is irreducible.) 
In such a case write xn for the infinitesimal character so that V(U) = 
~~(24) - 1 v for any u E 2. 
Now, given the arbitrary representation rr regard End V as a 
g-module, where if c11 E End V and x E g then x * 01 = [n(x), a]. It is 
clear, then, that the map m in (4.5.1) is a map of g-modules, and it 
follows that 7~( U) is a submodule of End V; since U is completely 
reducible as a g-module the same is true of 1~( U). For any .$ E D, let 
1,.,(t) denote the multiplicity (possibly infinite) of rE in r(U). 
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COROLLARY 4.5. Assume 7~ is any representation of U which admits 
an infinitesimal character. Thus for any .$ E Dz the multiplicity Z,,(t) is 
$nite and in fact 
47(t> 6 U). 
Furthermore the map (4.5.1) induces a surjection 
E+n(U) (4.5.2) 
of g-modules. 
Proof. By Theorem 4.4 it suffices only to observe that the map 
(4.5.2) is surjective. But this is immediate from the tensor product 
decomposition (4.4.1) since V(U) is a scalar for any u E 2. Q.E.D. 
If r is a representation which admits an infinitesimal character and 
e E Dz is arbitrary we will say that e occurs with full multiplicity in 
7r( U) in case Zn( 5) = Z(S). 
4.6. Now return to our finite dimensional module V,, , 
hED,. Also let V, as in (4.5.1), b e any other (possibly infinite 
dimensional) U-module and consider the tensor product module 
V @ V, and the set End V @ V, of all operators on V @ V, . The set 
of all operators on V @ V, which commute with the action of U, (the 
“commuting ring”) will be denoted by S. That is, in a often-used 
notation, 
S=End,V@V,,. (4.6.1) 
But now since V, is finite dimensional one easily has End V @ V, = 
End V@End V,. Furthermore regarding End V @ End V, as a 
tensor product of g-modules (under the adjoint action) one then has 
that S is the set (End V @ End V,)a of g-invariants. We shall be 
more concerned with the subring Rm of the commuting ring S defined 
by putting 
R, = (z-(U) @ End V,JO. (4.6.2) 
We will call R, the strongly commuting ring. 
Now let (tl ,..., 5,) C Dz be the set of all 5 E Dz such that 7~~ occurs 
with positive multiplicity in End V, . Also let Zj = &,(tj) be the 
multiplicity of 7rc1 in End V, . 
Remark 4.6. By Corollary 4.5 one of course has that Z* < Z(tj). 
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An important integer for us will be the integer 7 defined by putting 
r = 2 Z(Ej) 1, . 
j-1 
(4.6.3) 
For any 5 E Dz let 5’ ED, be such that 7~~’ be equivalent to the 
representation contragredient to ?T~ . 
PROPOSITION 4.6. Let rr, as in (4.5.1), be any representation of U 
which admits an inJinitesima1 character. Then the strongly commuting 
ring R, is jkzite dimensional and in fact 
dim R, < r. 
Furthermore dim R, = Y if and only if fj’ occurs with full multiplicity 
in ‘rr(U)for all j = I,2 ,..., 112. 
Proof. For any f, r) E Dz let (End V& and (~T(U))~ denote the 
primary components in End VA and n(U), respectively, corresponding 
to rrE and 7~,, . Then T(U) @ End VA is a direct sum of (n(U)), @ 
(End VA), over all t, 17 E D, . Thus R, is a direct sum of (7~( Lr), @ 
(End VA)@ over all .$, 71 E Dz . Using Schur’s lemma, ((n(U)), @ 
(End VA)@ = 0 unless 77 = e’ and 6 = & for some j = 1, 2,..., m. 
On the other hand if WC (n(U)) E, and Y C (End VA),, are irreducible 
then ( W @ Y)a is one-dimensional, again by Schur’s lemma. But since 
(r( U))53, is a direct sum of l,,(&‘) subspaces of the form I/T, and 
(End VA),j is a direct sum of lj subspaces of the form Y, it follows that 
dirn(rr(U&$# @ (End V,&Jg - ln(tj’) Zj . 
Hence R, is finite dimensional and in fact 
dim R, = zl L(Ej’) 4 
But by Corollary 4.5 l,(fj’) < l(tj’). However, one clearly has 
I( 5’) = l(c) for any 5 E D, . Thus dim R, < r and equality occurs if 
and only if I,( fj’) = I( Sj’) for all j. Q.E.D. 
4.7, The question as to when dim RR, = r has a particularly 
nice answer in case 7~ is irreducible and finite dimensional. Recall that 
d i , i = 1) 2 )..., k, are the multiplicities of the weights pLi occurring 
in z-A . 
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THEOREM 4.7. Let v E Dz . Then R,,, = End( V, @ VA) is the full 
commuting ring. Furthermore dim Rn, < r and equality occurs sf and 
only zf r, is totally subordinate to rrv . Moreover one has the equation 
(4.7.1) 
and sf A is totally subordinate to v then there is an isomorphism of algebras 
(4.7.2) 
where M(di , C) denotes the dI x di matrix algebra over C. 
In particular there exist vO E D such that one has an isomorphism for 
all v E D, where v > vO . 
Proof. Since V, is irreducible one has ‘rr,( U) = End V, and hence, 
in the notation of Section 4.6, R,,” = S = End&V, @ VA) is the full 
commuting ring for the action of g on V, @I VA . Now by Proposition 
4.6 one has dim Rry < r. Let 
I’ = {V E D, 1 dim RIIy = r}. (4.7.3) 
But by Proposition 4.6 one has that if v E Dz then v E I’ if and only if 
ZJ&‘) = I(&), j = 1, 2 ,..., m. 
One knows that r is not empty since by [5, Lemma 17, p. 4031 
one has ZJ&‘) = I(&‘), j = 1, 2,..., m for v sufficiently large. Thus 
there exists v1 E D, such that for all v > v1 , 
dim R,,” = T. (4.7.4) 
But one may view the commuting ring Rr, from another point of 
view. Using the notation of Section 4.3, we recall that pd , i = 1,2,..., k, 
are the weights of ?T,, and that they occur with multiplicity di . But by 
Theorem 4.3 the g-irreducible components of V, @ VA are all of the 
form rr,+,< and this representation occurs with multiplicity d,(v), where 
di(v) < di . But then one immediately has the existence of an isomor- 
phism 
Rwv - 6 MM4 a=>, (4.7.4) 
i=l 
and hence 
dim Rnv = i di(v)2. 
i=l 
(4.7.5) 
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Thus if r’ = &, di2 one has dim Rwv < r’ for all u f Dz and 
dim R,," = r’ if and only if di = &(v) for i = 1, 2 ,..., k. That is, 
dim R,,” = Y’ if and only if h is totally subordinate to Y. In particular, 
by Proposition 4.1 there exists Y,, E D, such that dim Rliy = Y’ for all 
v >, v0 . But then comparing this with (4.7.4) one must have P = r’, 
establishing (4.7.1), and I’ is the set of all v E D, such that TT,, is totally 
subordinate to v. The isomorphism (4.7.2) then follows from (4.7.4). 
The last statement of the theorem follows from Proposition 4.2. 
Q.E.D. 
4+8. Now let T be the algebra defined by putting 
T= U@EndVA, (4.8.1) 
and let 
be the homomorphism defined so that 
6x = x @ 1 + 1 0 7l+) (4.8.2) 
for any x E g. This is clearly well defined since 6 / g is a Lie algebra 
homomorphism. 
Now let R C T be the commuting algebra of 6(U) in T. We recall 
that Z C U is the center of U so that if we identify U with U @ 1 2 T 
then U and hence 2 is a subalgebra of T. Clearly 2 _C R. Regard R 
as a Z-module under left multiplication. Since 2 is in the center of T 
it is in the center of R and one could use right multiplication as well. 
THEOREM 4.8. R is a free Z-module of rank Y, where r is defined 
by (4.6.3). 
Proof. By (4.4.1) one has that T = Z @ E @ End V, . But then 
R = Z@((E@End VA)n R). (4.8.3) 
On the other hand, if for any .$ E Dz , E, denotes the primary rrrc-com- 
ponent of E as a g-module under the adjoint representation, then the 
argument in the proof of Proposition 4.6 also yields that 
(E @ End VA) n R = 6 (IT,; @ (End V&J n R. 
j=l 
(4.8.4) 
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But since the multiplicity of 7~~~’ in Et,* is Z(tj’) the argument in the 
proof of Proposition 4.6 also proves that 
dim((ECj, @ (End V&j) n R) = I(&‘) Zj . 
Hence by (4.8.7), (4.8.4), and (4.6.3) one has that R is a free Z-module 
of rank r. Q.E.D. 
4.9. Now since 6(Z) centralizes 6(U), one has 
S(Z) _C R. (4.9.1) 
Remark 4.9. Note that 6(Z) lies in the center of R since R by 
definition centralizes 6(U). 
Now fix u E Z and let X be an indeterminate. We wish to construct a 
manic polynomial (which in fact will be the minimal polynomial) 
pU(X) E Z[Xj with coefficients in 2 so that p,(&) = 0. 
Recall (see Section 2.1) that for any (T in the Weyl group W we have 
associated an element 5 in the translated Weyl group @‘. The affine 
map 6 is not linear but one has 
LEMMA 4.9. Let u E W and let v, p E Ij’; then 
qv + p) = Gv + up. 
Proof. 
qv + ,st) = u(v + /A + p> - p = (u(v + p) - P) + 0l-c = +J> + UP Q.E.D. 
Now recall A, = (,ui ,..., pk} are the (distinct) weights of ~~ . 
The set A, is stable under W. But now if p E lj’ let g” E U(h) be 
defined by 
g”(v) = .fJv + I4 (4.9.2) 
for any v E Ij’. But I$’ operates on U(h) and if 0 E W we assert that 
Gg:g” = g”“. (4.9.3) 
Indeed (egu)(v) = gu(%lv) = fu(6% + p) = f,(V(v + up)) by 
Lemma 4.9. But fu is m-invariant (see Theorem 2.2). Thus (Gg@)(v) = 
f,(v + q) = gou(v), establishing (4.9.3). 
But now since #‘operates on U(h) it also operates on the polynomial 
ring U(lj)[XJ. For any i = 1, 2,..., k let g, = guf. If upi = pj then by 
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(4.9.3) one has egg = gi and hence 5(X - gz) = X - gj . It then 
follows immediately that if 
4uw = fi (X - gi>? 
i=l 
(4.9.4) 
then Q&V E Vd”[Xl is a m-invariant. That is, 
q&Y) = X” + i fJk-j, (4.9.5) 
3=1 
where ji E U(h) I. But now there exists a unique zi E 2 such that 
fzj = jj by Theorem 2.2. 
Put 
p&y) = xx: + 1 ,J”-9 (4.9.6) 
j=l 
so that pa(X) is manic polynomial of degree k with coefficients in 2. 
Our main results will follow from 
THEOREM 4.9. Let u E Z be arbitrary and let p,,(X) be as above. 
Then p,(Su) = 0 in R C U @ End VA = T. 
Proof. Let si , i = 1, 2 ,..., Y, be a free Z-basis of R. Write 
P,(W = I& hisi , where hi E 2. We wish to prove that hi = 0 for 
any i. To do this it suffices by Theorem 2.2 to show that jhi = 0. 
But for this it suffices by Propositions 4.1 and 4.2 to show thatfi,i(y) = 0 
for all v e Dz such that rA is totally subordinate to 7rv . Let v E Dz 
satisfy this condition and let 
ii,: T -+ End(V, @ VA) (4.9.7) 
be the surjective homomorphism defined by putting sy = rrv x 1. One 
recalls that T = U @ End VA , that 
End(V” @ VA) = End V, @ End V, , 
and that .rr,( U) = End V, . The tensor product representation 
z-” @ 7~~: U + End( V, @ VA) may then be given by 
7r,@XA =fi,os. (4.9.8) 
But now both T and End(V, @ V,) are completely reducible as 
g-modules with respect to the adjoint action. Since +” is a surjective 
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g-module map it therefore carries invariants onto invariants and hen 
by restriction 6, induces a surjective homomorphism 
3/v: R -+ Rry (4.9. 
and by Proposition 2.6 one has 
But since 2 maps into scalars under yy and since RITy is r-dimensiona 
it follows from the surjectivity of yU that yy(sz), i = l,..., Y, is a basi 
of Rr,. Thus to prove &(Y) = 0 it suffices from (4.9.10) to prov 
that yy(pU(Su)) = 0. Put v = yy(pzc(8u)). From Proposition 2.6 
(4.9.6), and (4.9.8) one has 
v  = ii” + &(“) Sk-j, 
where u” = (7rV @ n,)(u). But then by (4.9.4) and 
‘22 = fi (22 - f& + Pi)), 
i=l 
(4.9.5) one has 
since g,(v) = f%(~ + pi) (see (4.9.2)). That is, one has 
ZJ = Ifi cc - X”+&)). 
i=l 
But by Theorem 4.3, Vy @ VA as a g-module decomposes into a 
direct sum of dim V, irreducible submodules any one of which is 
equivalent to 7rV+ti( for some i. Butkz,+,I(u) reduces to the scalar 
x~+.~,(u) by Proposition 2.6. Thus niXI (u” - x~+Ju)) = v vanishes. 
Q.E.D. 
5. THE INFINITESIMAL CHARACTERS IN THE TENSOR PRODUCT V @ VA 
5.1. Now assume that 
is any (finite or infinite dimensional) representation which admits 
an infinitesimal character x,, (e.g., if 7~ is irreducible). Then by 
Theorem 2.5 there exists u E I$ unique up to a transform by an element 
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6 E FVsuch that xn = xy . Again as above, X E Dz is fixed and the set of 
weights of the finite dimensional representation V~ is denoted by, 
AA = (Pl ,-**, ~~1. (The sequence pi excludes multiplicities.) 
Now consider the sequence 
xv+!Q 9 xv+rr, )..‘j xv+Lq. (5.1.1) 
of infinitesimal characters. We observe that this sequence, apart from 
the order but including multiplicities, is independent of the representa- 
tive v E I@“. That is, for any u E IV, the sequence xav+@, ..., xev+Ua is 
just a permutation of the sequence (5.1 .l). This follows from Lemma 
4.9 and the fact that d, is W-invariant. 
Now consider the tensor product representation 
THEOREM 5.1. Let u E 2 be arbitrary and let ii = (r @ n,)(u). Then 
the operator C in V Q V,, satisJies the equation 
Proof. We have only to reverse the argument given in the proof of 
Theorem 4.9. That is, ii = ;i(Su), where 
+ = m x 1: T+ End I/ @ End VA = End(V @ V,,). 
But now, by Theorem 4.9, p,(Su) = 0 and hence i;(p,(Su)) = 0. But 
then by Proposition 2.6, 
7?(pt‘(su)) = ii” + if&) Sk-j = 0. 
j=l 
(5.1.2) 
But then recalling that g,(u) = f,(v + pi) = x”+~~u) it follows from 
(5.1.2) and (4.9.4) that 
Cl (a - xY+&N = 0. Q.E.D. 
5.2. Put Y = V @ V,, . If u E U then since Y is a U-module 
with respect to v @ rA we will speak of u rather than zi: = (7~ @ nA)(u) 
as operating on Y. If Y, g Y2 C Y and Yr and Y, are u-stable sub- 
spaces then an eigenvalue of u in Yz/Y1 will be referred to as a 
generalized eigenvalue of u in Y. As a consequence of Theorem 5.1 
one has 
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COROLLARY 5.2. Let u E 2; then an eigenvalue or in fact generalized 
eigenvalue of u in V @ V,+ is necessarily of the form xv+,,(u), for 
i = 1, 2 ,..., K. 
In particular, if u is the Casimir element, any generalized eigenvalue 
of u is necessarily of the form 1 v + pi + p I2 - 1 p j2, i = I,..., k. 
(See Remark 2.3.) 
Proof. This is immediate from Theorem 5.1 since if c is a 
generalized eigenvalue of u we neceessarily have 
fJ cc - xY+&)) = 0. Q.E.D. 
5.3. Rather than dealing with individual elements in Z we can 
deal with 2 all at once. If x is an infinitesimal character of 2 we will 
say x occurs in Y if there exist U-sumodules Y1 $ Y2 _C Y such that 
the representation of U in Y,/Yi admits an infinitesimal character and 
x is that character. 
THEOREM 5.3. Any infinitesimal character x which occurs in 
V Q V, is necessarily of the form x”+~$ , i = 1, 2 ,..., k. 
Proof. Assume x is distinct from all the x,,+~. and x occurs in 
Y,/Yr in the notation above. But Z is the afhne king on the afline 
variety 2 of all infinitesimal characters of 2. The point x is distinct 
from the points xv++. Since points are Zariski closed (or by the 
Chinese remainder theorem) there exists u E 2 such that x(u) f 0 
and xV+Ju) = 0, i = 1, 2 ,..., k. But x(u) is a generalized eigenvalue 
of u in Y. This contradicts Corollary 5.2. Q.E.D. 
Remark 5.3. If V is, say, U-irreducible and f-finitely semisimple 
then, by Corollary 3.5, V @ V, has a finite composition series and the 
irreducible components are f-finitely semisimple. By a Theorem of 
Harish-Chandra there is only a finite number of such representations 
with a given infinitesimal character. Theorem 5.3 now limits the 
irreducible component occurring in V @ V, to the finite ambiguity 
stated in Harish-Chandra’s theorem in that the infinitesimal charac- 
ters are necessarily of the form x~+,,~ . 
5+4, Among the k characters xv+,,! let n be the number of 
distinct ones. Order the pi so that x~+~, ,I = 1, 2 ,..., n, are distinct. 
Remark 5.4. Thus for any 1 < i < k one has v + pi is J?’ con- 
jugate to v + ,uj for some unique j, where 1 < j < n. 
FINITE AND INFINITE DIMENSIONAL REPRESENTATIOX 283 
Let kj be the multiplicity of xVcGi among all the xVLlll so that 
cy=l kj = k. 
Also, for 1 < j < n, let Ii be the kernel of x”+,~ so that lj is a 
maximal ideal in Z of codimension 1. If Y = V @ I’, , put for 
1 <j<nandanyi 
Yi,, = {y E Iv I 24 . y  = 0 for all u E Iji>. (5.4.1) 
Since Ii is central in U it is clear that Yi,j is a CT-submodule of V @ I’,, . 
Put Yj = Yk,,j . One then has a filtration 
0 -< Yl,j C Yz,j C “’ C Yk,-l,j C Yj 
of Yj by U-submodules. 
(5.4.2) 
THEOREM 5.4. Y = V @ V,, is a direct sum of 
Y=&u, (5.4.3) 
j=l 
of the U-submodules Yj . Furthermore if Xi,j = Yi,ji~‘i-l,j is not zero 
then the representation of U in Xi,j admits an infinitesimal character 
and that character is xv++ . 
Proof. It is clear that Ii annihilates XiBj so that if Xi,j # 0 then 
Xi,j admits xv+,+ as an infinitesimal character. 
The only thing we have to prove is (5.4.3). Now let ur ,..., ur be as 
in Corollary 2.3 so that 2 = C[u, ,..., or]. Let N be the Z-dimensional 
subspace spanned by the uj . Now the map u + xV+Ju) defines a 
linear functional li on N. One has that Zi f lj for i # j, 1 < j < n. 
Indeed if Zi = Zj then x”+@~ = xV+Uj since N generates Z. Let No be the 
Zariski open set on N on which the function n71Gi.,jGn (Zi - Zi) does 
not vanish. Fix u E: N, so that the scalars X”+@.(U), i = 1, 2 ,..., n, are 
distinct. But now since u satisfies the polynomial equation 
ii (X - X”fujwkj 
j=l 
on Y it follows as in the standard finite dimensional argument that if 
Pj = {y E Y 1 (u - X”+&)yfy = O}, (5.4.4) 
then 
Y = &Pi. (5.4.5) 
j=l 
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It suffices only to show that Pi = Yj . First of all, since u is central 
Pi is a U-submodule. Now if v E N, is linearly dependent on u it is 
obvious that (U - x~+~,(o))~~ vanishes on Pi . Assume therefore that 
ZJ E N,, is linearly independent of u and that (V - x~+~,(v)~~ does not 
vanish on Pi . 
i = 1, 2,..., 
But since the product of (ZJ - x~+,,,(v))“~ over all 
n vanishes on Y and hence on Pi, there exists i # j, 
I < i < n, such that if Qi = {y E Pj 1 vy = ~~+~~(z))y} then Q1 # 0. 
But Q1 is U-stable and hence u-stable. But clearly the same argument 
shows that u has an eigenvector in Qr . But since Q1 Z Pi the only 
eigenvalue of u in Q1 is x v+&)~ Thus Q = {Y E QI I UY = xv+&4~) 
is not empty. But since U, z, E N, the linear function I on the plane B 
spanned by u and z, given by cu + dv +-+ CX~+~~(U) + dxY+Jv) is not 
equal to the restriction 1, 1 B for any m = 1, 2,..., K. Thus there 
exists w  E B such that Z(w) + xy+,Jw) for any i = 1, 2,..., lz. But Z(w) 
is an eigenvalue of w  in Q and hence in Y. This contradicts Corollary 
5.2. This proves that for any v E N,, , (v - x~++(v))~~ vanishes on Pj . 
Now obviously Yi _C Pj . On the other hand if Nj is the Z-dimensional 
subspace of Z spanned by v - x”+~! (v) for all v E N then 4 is the ideal 
in 2 generated by Ni and I? is the ideal in 2 generated by N?. But by 
the standard polarization argument Np is spanned by all elements in 2 
of the form (v - xV+uj (v))~$ for all v EN. However, by continuity 
one can restrict the v to lie in a Zariski open set, e.g., N,, . 
Thus 19 is the ideal in 2 generated by (v - x~+~,(w))~~ for all 
v E N, . This proves that Ij kf vanishes on Pi and hence Pi C Yi , so 
that Pj = Yi . Q.E.D. 
5.5. The nicest case occurs when all the characters x”+~~, 
i = 1, 2,..., K, are distinct. This is the generic situation since there is 
clearly a Zariski open set l&’ C Ij’ such that this is the case if v E 6s’. 
Theorem 5.4 reduces to 
COROLLARY 5.5. Assume the character xv+Ui , i = 1, 2 ,..., k, are all 
distinct. Put 
Y, = (y E V 0 VA I uy = xv+Ju)yfw all u E Z> (55.1) 
so that, zy not zero, Yi is the maximal submodule of V @ V,, admitting 
xv++ as inJinitesimaZ characters. Then V @ V, is a direct sum 
v @ VA = & Yi . (5.5.2) 
i=l 
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5.6. In the general situation the statement and proof of 
Theorem 5.4 easily yield 
COROLLARY 5.6. Let P,, = 0 and for i = 1, 2 ,..., k, let 
1 (b (u - xv+,~)))r = o, for all 11 E Zi (5.6.1) 
so that 
Then if Pi/Pi-l, i = I,2 ,..,, k is not zero the representation of li on 
P,/Pi_, admits alt injbitesimal character and the character is xv+,, . 
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