Introduction
Let K/k be an abelian extension of number fields with Galois group G and for each σ ∈ G let ζ(s; σ) denote the associated partial zeta-function. Letting σ vary, we obtain a meromorphic, group-ring-valued function Θ K/k : C → CG by setting Θ K/k (s) := σ∈G ζ(s; σ)σ −1 (for more details of this construction, see Section 2). We first note the rationality property satisfied by the value at s = 0, namely Θ K/k (0) ∈ QG. This follows from work of Siegel [Si] and Klingen (or of Shintani [Sh, Cor. to Thm. 1]). Next, let µ(K) denote the group of roots of unity in K and let ann ZG (µ(K)) be its annihilator ideal as a module for the group-ring ZG. Deligne-Ribet and Pi. Cassou-Noguès proved the following integrality property concerning Θ K/k (0) (see [D-R] and [CN] ):
In particular, if w K = |µ(K)| then w K Θ K/k (0) lies in ZG. One can show that Θ K/k (0) is essentially always zero unless k is totally real and K is totally complex and that in this case (1 + c)Θ K/k (0) vanishes for every complex conjugation c ∈ G. (We say that Θ K/k (0) lies in the 'minus part' of QG w.r.t. such c). In fact, one loses little generality in assuming that K is a CM field with whose unique complex conjugation c lies in G (see Remark 3.1(ii)). In this context, the Brumer-Stark Conjecture takes the form of a conjectural generalisation of Stickelberger's Theorem and may be stated as follows. If a is any fractional ideal of K, then a w K Θ K/k (0) is a principal ideal generated by some element a in the minus part of K × w.r.t. c. (One also imposes other conditions on a. See [Gr] for more details and an account of recent work demonstrating this conjecture in many cases.)
This paper initiates the study at s = 0 of a function Φ K/k (s) related to Θ K/k (s) and in which, roughly speaking, the partial zeta-functions are replaced by the twisted zeta-functions introduced and studied in [So2] - [So4] and [R-S] (see ibid. and Section 2). We shall establish what, in the broadest terms, may be described as a 'rationality property' and an 'integrality property' for Φ K/k (0) and also formulate a new 'Stark-type conjecture' related to it. The statements of these properties and our conjecture are, however, far from being obvious variants of the corresponding statements for Θ K/k (0) mentioned above. In particular they are all fundamentally p-adic in nature.
Here is a slightly more detailed summary of this paper. Section 2 contains more on the definitions of the functions Θ K/k (s) and Φ K/k (s) and gives two relations between them. The first is a 'functional equation' relating Θ K/k (s) to Φ K/k (1 − s) (Theorem 2.1). It means that one could equally well regard this paper as initiating the study of the function Θ K/k (s) at s = 1 (but see Remark 3.1(iv)). Our second relation, Theorem 2.2, is, roughly speaking, a formula linking Φ K/k (s) at to the functions ΘK /k (s) asK/k runs through certain subextensions of K/k.
As in the case of Θ K/k (0), our study of Φ K/k (0) loses very little from the assumption that k is totally real which we shall therefore make for the rest of this summary. The 'rationality property' mentioned above is Proposition 3.4. In order to state it, we first define a p-adic group-ring-valued regulator R K/k,p on the group U p (K) of p-semilocal units of K. Then we show that the product
, where d k denotes the absolute discriminant of k and other notations will be defined later. If we denote this product by s K/k (θ) then we have defined for each prime p a map s K/k from d ZG U p (K) to Q p G. The image S K/k of s K/k is a Z p G submodule of Q p G which is somewhat analogous to the generalised Stickelberger ideal ann ZG (µ(K))Θ K/k (0). Unlike Θ K/k (s) however, Φ K/k (s) has no 'trivial zeroes' at s = 0. Consequently S K/k has the pleasing property of spanning the entire minus part of Q p G (w.r.t all complex conjugations. See Remark 3.3(ii) for more details).
Section 4 contains our main result. This is Theorem 4.1 -the 'integrality property' for S K/k -which implies in particular that S K/k is contained in Z p G, provided that certain hypotheses are satisfied (principally that p is odd and splits completely in k). It is not yet clear to what extent these hypotheses are necessary for the conclusion of Theorem 4.1. They do however figure prominently in its proof which is by far the most substantial in this paper and draws on two different sources. On the one hand it borrows ideas from Coleman's method in [Cole1] for studying the the dual of the image of the local logarithm using one-variable p-adic formal power-series. On the other, it uses Shintani's method (with improvements from Colmez) for generating twisted zeta-values by means of cone decompositions and multivariable formal power series. The algebraic properties of the two sets of power-series marry together very naturally and actually lead to a neat formula for s K/k (θ) under our hypotheses.
The final section of this paper contains further discussion of integrality questions and three conjectures. The last of these, Conjecture 5.4, is 'of Stark-type' and was motivated by the results of [So4] . Assuming that p = 2 splits in k, that K contains the p n+1 th roots of unity and that S K/k ⊂ Z p G, it proposes certain congruences for s K/k (θ) modulo p n+1 in terms of Hilbert symbols and the Rubin-Stark units of K + /k, where K + denotes the maximal real subfield of K.
In addition to those introduced above, the following notations and conventions will be used throughout this paper. All number fields will be considered as finite extensions of Q within the algebraic closureQ of Q in C. Concerning the 'base field' k, we shall write O = O k for its ring of integers, E(k) = O × for its unit group and S ∞ = S ∞ (k) for the set of its infinite places, r 1 (k) of which we shall initially assume to be real and r 2 (k) complex so that r 1 (k) + 2r 2 (k) = d := [k : Q]. We also fix once and for all elements τ 1 , . . . , τ d of Gal(Q/Q) extending the d distinct embeddings k →Q.
A cycle for k will be a formal product fz where f is a non-zero ideal of O and z is (the formal product of) a subset of the real places of k. The ray-class group and the ray-class field of k modulo m will be denoted Cl m (k) and k(m) respectively. If If K is any abelian extension of k we shall, by a slight abuse of notation, write S ram (K/k) for the set of finite places of k which ramify in K together with all those in S ∞ . For any place v of k, whether finite or infinite, D v (K/k) will denote the decomposition subgroup of G associated to some (hence any) place of K above v. IfK/k is a subextension of K/k then π K,K will denote the restriction Gal(K/k) → Gal(K/k) (linearly extended to group rings where appropriate). We shall write m(K) = f(K)z(K) for the conductor of K over k, namely the minimal cycle m such that K ⊂ k(m). The support of m(K) consists of the places ramified in K/k (finite or infinite) and for any fractional ideal a of k whose support is disjoint from this set, we write σ a,K for the corresponding element of G under the Artin
For each prime number p we denote by C p the completion of a fixed algebraic closureQ p of Q p with respect to the p-adic metric. We denote by | · | p the unique absolute value on C p normalised such that |p| p = p −1 . Finally, for any positive integer f , we shall write µ f for the group of f th roots of unity, whether in C, or in C p for some p.
It is my pleasure to thank Martin Taylor for a useful discussion during the preparation of this paper.
The Functions
We first record some basic facts about these functions, referring to [Tate, Ch. IV] and to [So2] , [So3] , [So4] for more details on Θ K/k (s) and Φ K/k (s) respectively. If m = fz is any cycle for k and c is any ideal class in Cl m (k), we define the corresponding partial zetafunction of a complex variable s by the following Dirichlet series (absolutely convergent for
where the sum runs over the set of integral ideals a (prime to f) in c. This extends to a meromorphic function on C having only a simple pole at s = 1 and we define a CG m -valued meromorphic function Θ m on C by setting
where the Euler product (over primes ideals of k not dividing f) converges for Re(s) > 1. If m =fz is another cycle withm|m then clearly
For any (finite) abelian extension K of k with group G we set
(a meromorphic function of s ∈ C with values in CG). We thus have the following expressions intrinsic to K
as in the introduction, where, for Re(s) > 1, the partial zeta-function ζ(s; σ) = ζ K/k (s; σ) equals the sum Na −s as a runs through the ideals of O with support disjoint from S ram (K/k) and such that σ a,K = σ. IfK/k is a sub-extension of K/k then clearly
Remark 2.1 Note that Θ m and Θ K/k are the functions Θ k(m)/k,S∞∪S f and Θ K/k,Sram(K/k) of [Tate, Ch. IV] , where S f := {p : p|f}. The containment S f ⊃ S ram (k(m)/k) may be strict for a general cycle m (though not if m is a conductor) in which case it follows that Θ m (s) is not equal to Θ k(m)/k (s) but is obtained from it by multiplying by (1 − Np
For any cycle m = fz, we defined in [So2] a finite set denoted W m and consisting, in brief, of the z-equivalence classes of those additive characters of fractional ideals of k whose precise O-annihilator is f. We equipped W m with a distinguished element, denoted w 0 m , and a free, transitive action of Cl m (k). For each w ∈ W m we shall here write simply Z(s; w) for the case T = ∅ (the empty set) of the twisted zeta-function Z T (s; w). We refer to [So2] for the precise definition of this latter Dirichlet series (see also the proofs of Theorem 2.2 and Lemma 4.14, and Example 3.1 for a special case). As in [So2] , we set
to get a meromorphic, CG m -valued function Φ m with at most a simple pole at s = 1. (In fact, Φ m is holomorphic if f = O). Form|m, Theorem 3.2 of [So2] gives the following analogue of (3)
For any abelian extension K/k as above, we now define a meromorphic, CG-valued function by setting
(This agrees with the case T = ∅ of equation [So4, eq. 4] although there K was assumed to be totally real). Note in particular the factor (|d k |Nf(K)) s−1 in this definition which, when combined with (8) gives the following analogue of (6) in the same situation
Unlike Θ m (s) and Θ K/k (s), however, there is no Euler product for
and loosely called 'a twisted zeta-function of K/k'. Now let χ : G → C × be any (irreducible) character of G which may also be regarded as a character of G m(K) and hence of Cl m(K) (K). We write m(χ) = f(χ)z(χ) for the conductor of the extension K ker(χ) /k cut out by χ. Then χ =χ • π m(K),m(χ) whereχ is the primitive character associated to χ, as defined on Cl m(χ) (k), hence on G m(χ) and also on the group of fractional ideals prime to f(χ). The corresponding L-function is L(s,χ) which equals
−1 for Re(s) > 1. Using this notation and extending χ linearly to CG, equation (5) gives
An analogous equation for χ(Φ K/k (s)) follows from [So2, Thm. 3.3] and (9) above, namely
where g(χ) = g m(χ) (χ) ∈Q × is the Gauss sum attached toχ as a character of Cl m(χ) (k) or G m(χ) . (For a definition, see [So2, §6.4] or our Remark 2.3(ii)). The last two equations give alternative definitions of Θ K/k (s) and Φ K/k (s) respectively since for any x ∈ CG we have x = χ χ(x)e χ where e χ := |G| −1 g∈G χ(g)g −1 is the idempotent of CG associated to χ. However, for many purposes the 'equivariant' definitions (2) and (7) are more helpful.
The function Θ K/k -and in particular, its rôle in the Stark Conjectures -is far better known than Φ K/k so we now give two relations between these functions. For each place v ∈ S ∞ , we write c v = c v,K for the unique generator of D v (K/k). Thus if v|z(K) then c v is the associated complex conjugation. Otherwise (and in particular, if v is itself complex) c v is trivial. We also define a function C v : C → CG by 
Proof It suffices to prove the χ-part of this equation for each character χ. By means of equations (11) and (12) we are reduced to showing
This is in fact the functional equation for the L-function. To put it into a more familiar form we may use the identities Γ(z)Γ(1 − z) = π/ sin(πz) and Γ(z)Γ(z + 1 2
(where q = |z(χ)| = |z(χ −1 )|) and this, after rearranging, is the functional equation in the form of [Tatu, Eq. (5) ], with 'χ' and 'χ' replaced by ourχ −1 andχ respectively. (The Gauss sum which would be denoted F (χ −1 ) in [Tatu] is our g(χ) by [So2, Rem. 6.3] .) 2 Remark 2.2 One could of course use Theorem 2.1 to define Φ K/k (s) in terms of Θ K/k (s) but the definition given via Φ m (s) and the twisted zeta-functions seems a little more natural. In any case, Φ m (s) has several important properties which we shall exploit in our study of Φ K/k (s), especially in Theorem 4.1.
For any abelian group H and commutative ring R we define an involutive automorphism * of RH by setting ( a h h) * = a h h −1 . Our second relation expresses Φ m (s) * in terms of the functions Θ gz (s) as g runs over the ideals dividing f. For the rest of this section we shall use the notation n generically to represent the cycle gz for an ideal g dividing f. Let ν n,m : CG n → CG m be the linear extension of the map sending an element of G n to the sum of its pre-images under π m,n . Thus ν n,m := | ker(π m,n )|
−1ν
n,m is a ring homomorphism right inverse to π m,n . As in [So2] , we write k × n for the group of elements of k which are congruent to 1 mod × n and E n for E(k) ∩ k × n . For any fractional ideal I we denote by T (g, I) the set of precise g-torsion classes in the O-module k/I (in particular T (g, I) ⊂ g −1 I/I). These sets parametrize Cl n (k) as explained in [So2, Prop./Def. 6 .1]. In particular, each y ∈ T (g, gJ −1 ) gives a well-defined class [y; J] n ∈ Cl n (k) lying in the fibre of π n,z over [J] z (which we denote π 
Theorem 2.2 With notations and hypotheses as above,
It follows that the coefficients of A n are real in this case.
(ii) For any character χ :
A rather complicated 'functional equation for Θ' might be obtained by combining Theorem 2.2 (with 1 − s for s) and Theorem 2.1.
Proof of Thm. 1.2 By meromorphic continuation we can assume Re(s) > 1 so that all the sums below are absolutely convergent. The definition of the twisted zeta-function Z ∅ in [So2] together with Lemma 6.1 of ibid. with H = E m , T = ∅ yields the expresssion
where J is any set of fractional ideals representing Cl z (k) and a runs over a set of representatives for the action of
. Now, for fixed y, the value of e(Tr(ay)) depends only on the class w of a in the O-module f
k J as the union of such classes w and grouping them according to their O-annihilator g (which must divide f) we see that the sum over a in the last equation may be written as
e(Tr(wy))
by part (iv) of [So2, Prop./Def. 6 .1] applied to w in place of y, mutatis mutandis. Hence
Now for fixed g and J, the reduction map δ :
. Let us gather up the terms in the last sum of (16) according to the value of z = δ(y). We note that e(Tr(wy)) = e(Tr(wz)) and we claim that for each z ∈ T (g, gJ −1 ),
(proof deferred). Furthermore, if z is fixed, then as w ranges through
n (see Props. 6.1 and 6.2 (i) of [So2] ). Therefore the term in square brackets in (16) can be rewritten as
Notice that the term in braces is simply the coefficient of σ [z,J]n in A n Θ n (s). Note also as J runs through J and z through T (g, gJ −1 ) for each J, so σ [z,J]n runs exactly [E z : E n ] times through G n (by [So2, Prop./Def. 6 .1] again). Therefore, substituting the R.H.S. of the last equation for the term in square brackets in (16), the factor [E z : E n ] −1 is cancelled, giving (14). Equation (15) follows easily from the latter and the equality [E n :
which follows in turn from the exact sequence
and a similar one with n and g in place of m and f. It only remains to establish equation (17) . But this follows from the commutativity of the square (19) of surjective maps (with α(y) := [y; J] m , β(z) =: [z; J] n ) together with the following lemma.
Lemma 2.1 Given z ∈ T (g, gJ −1 ) and c ∈ π
This lemma is in turn easily deduced from [So2, Prop./Def. 6 .1] with some diagram chasing. 2 Now suppose that K/k is an abelian extension with group G such that m(K) = m. Then we can use Theorem 2.2 to obtain rather complicated expressions for Φ K/k (s) * in terms of the ΘK /k (s) asK/k runs over certain sub-extensions of K/k. As an example we record the specialisation at s = 0 of one such expression which will be useful in the next section and, potentially, for computation. For each n|m as in Theorem 2.2, we set K[n] = K ∩ k(n) and for anyK with K ⊃K ⊃ k we defineνK ,K : CGal(K/k) → CG in a manner entirely analogous toν n,m . It is easy to see that
as maps from CG n to CG. Therefore, equations (14) and (9) give
Since m(K[n]) divides -but is not in general equal to -n, we use (3) and (4) to calculate 
where, for each g|f, the element
The main object of interest in this paper is the value of Φ K/k (s) at s = 0, particularly from a p-adic viewpoint. We shall suppose to start with that K/k is any abelian extension with notation as in the previous section. For any character χ : G → C × , equation (12) shows that the order of vanishing of χ(Φ K/k (s)) at s = 0 is the same as that of L(s,χ). One knows (e.g. by the functional equation) that for χ = χ 0 (the trivial character of G) the latter order equals the number of places v ∈ S ∞ for which D v (K/k) ⊂ ker(χ) while if χ = χ 0 then it equals |S ∞ | − 1. A first consequence is that Φ K/k (0) vanishes unless k is either a totally real or an imaginary quadratic field. Moreover, in the latter case it is given as an explicit rational multiple of (12) and is of no great interest in the present context. We shall therefore assume henceforth the following
Hypothesis 3.1 The base field k is totally real.
This condition implies that d k is a positive integer. Siegel-Klingen and Shintani's results mentioned in the introduction, imply that Θ L/k (m) has rational coefficients for any abelian L/k and any m ∈ Z ≤0 . It follows from Cor.
Proof Except in the case k = Q and χ = χ 0 , the previous discussion gives the equivalences
The Proposition follows easily, using equation (12) 
Remark 3.1 (i) Let H + and H − be the subgroups of G generated by the sets {c v : v ∈ S ∞ } and
(⇔ 1 is the product of an odd number of c v 's) then e − K/k vanishes and so will Φ K/k (0), by Proposition 3.1, unless k = Q. Thus one loses very little in assuming that |H + : H − | = 2. This condition is equivalent to the statement that K contains a CM subfield and so, in particular, is totally complex. Indeed the unique maximal CM subfield is K − := K H − and K + := K H + is its maximal real subfield. In this case, one can show that e − K/k is non-zero. The Proposition therefore implies that Φ K/k (0) is non-zero and fixed by H − . It follows from (10) (withK = K − ) that in this case
Furthermore, |H − | divides 2 d−1 . For certain purposes, this formula allows one to further reduce to the case where K is a CM field.
(ii) Using equation (11) in place of (12) one can show similarly that Θ K/k (0) = 0 unless k is totally real or k is imaginary quadratic and K/k is unramified. Assuming the former, one finds that Θ K/k (0) lies in e − K/k QG (unless K = k = Q) and the analogue of (21) holds with Θ in place of Φ and the product replaced by (1 − σ −1 p,K − ). Since the latter lies in ZG, the reduction to the CM case is even easier than for Φ K/k (0) (cf. [Tate, Thm. IV.5 
may not generate the whole of e − K/k QG over QG. More precisely, a comparison of equations (11) and (12) shows that χ(Θ K/k (0)) vanishes not only when χ(Φ K/k (0)) does but also when D p (K/k) ⊂ ker(χ) for some finite prime p ∈ S ram (K/k). This also explains the necessity of using not only
(iv) On the other hand, Theorem 2.1 gives a simple relation between Φ K/k (0) and Θ K/k (s) at s = 1. To avoid some relatively unimportant complications coming from the pole of the latter, we write Θ Every element α of Gal(Q/Q) induces an automorphism of Q(µ f (K) )G by its action on coefficients. To describe its effect on Φ K/k (0), we let Q ab and k ab denote the maximal abelian extensions of Q and k respectively insideQ and we write Ver for the transfer homomorphism from Gal(Q ab /Q) (identified with the abelianisation Gal(Q/Q) ab ) to Gal(k ab /k) (identified with Gal(Q/k) ab ). If F is any extension of k within k ab we compose Ver with the restriction to get a homomorphism
We now turn to the p-adic properties of Φ K/k (0) where p is a prime number, fixed throughout this paper. We fix also an embedding j :Q →Q p which extends coefficientwise to a homomorphism of group rings j :QH →Q p H for any group H. In particular, for any abelian extension
K/k,p mentioned in the introduction. We use the natural topological ring isomorphism to identify Q p ⊗ Q K with the product P|p K P of the completions of K at the primes P of O K dividing p. This allows us to regard each
For each i = 1, . . . , n, we write P i for the prime of K above p corresponding to the embedding
The the embedding jτ i extends to a homomorphism Q p ⊗ Q K →Q p which is the composite of the projection onto K P i with the natural isomorphism
induced by jτ i . Both this extension of jτ i and this isomorphism will, by abuse, also be denoted jτ i . We define a ZG-homomorphism
and actually takes values in j(τ i (K))G. Furthermore, its restriction to U p (K) also factors through the natural projection of this group onto U 1 p (K) and its restriction to the latter is
K/k,p and is determined by the same formula. Remark 3.2 The precise kernel and image of R (j) K/k,p are hard to determine but it is not difficult to see that the former is finite and the latter spansQ p G overQ p . We sketch a proof. For the image, it obviously suffices to construct
, {y 1 , . . . , y d } is any Q-basis of k and α generates a normal basis for K over k (i.e. K = kGα), these being chosen so that
. That this lies inQ p G × follows from a simple calculation, the fact that g∈G g(α)g −1 lies in KG × , see [Fr, Prop. I.4 .1] etc.For the kernel, one shows easily that Exp p extends to a Z p G-linear injection on pO K ⊗ Z Z p and then that the u t for t = 1,
K/k,p on j is determined as follows.
Proof The proof of the first statement uses the definition of the transfer map and differs in little but notation from that of the second statement of [So3, Prop. 3.2] , to which we refer. The second statement above follows from the first, using also the class field theoretic fact that
cit. for details, noting that there K is assumed to be a totally real ray-class field).
2
K/k,p (θ) ofQ p G actually has coefficients in Q p and is independent of the choice of the embedding j.
Proof Propositions 3.2 and 3.3 show that j(
is unchanged when j is replaced by j • α for any α ∈ Gal(Q/Q) which proves the second statement. For the first, note that any β ∈ Gal(Q p /Q p ) commutes with log p . Hence, letting it act on coefficients we find:
by the second statement. Now let β run through Gal(Q p /Q p ). 2
As a consequence, the following makes sense and is independent of the choice of j above: 
This result illuminates Prop. 3.4 which may be deduced from it as follows: take x t to be the Nth truncation of the logarithmic series evaluated at an element
Then apply j to the result and let N → ∞.
(ii) Proposition 3.1 and Remark 3.2 imply that the
Similarly they determine the kernel of s K/k up to finite index.
(iii) We note that the maps λ
K/k,p and s K/k , depend on the choice and/or ordering of the coset representatives τ i , . . . , τ d . However, changing these choices clearly only multiplies these maps by an element of G and/or ±1 and this does not affect S K/k at all.
Example 3.1 The Case k = Q. Suppose k = Q and m is the cycle f Z.∞ for some integer f > 1. Thus k(m) is the field Q(µ f ). We may identify Cl m (Q) with (Z/f Z)
× by [(a)] m ↔ā for integers a > 0 with (a, f ) = 1. The Artin map then sendsā to σ a ∈ G m where σ a (ζ) = ζ a for every ζ ∈ µ f . Working through the definitions in this case and setting ξ f = e(1/f ), equation (7) becomes
Standard methods of analytic continuation (e.g. a very simple case of [Sh, Prop. 
To simplify, we now suppose that the prime number p is odd and we take K = Q(µ p n+1 ) for some n ≥ 0 in the above. Thus m = m(K) = p n+1 Z.∞ and Q(m) equals K which has a unique, totally ramified prime P = P 1 above p. If we also take τ 1 to be the identity then j = jτ 1 defines an isomorphism from K P to j(K) = Q p (µ p n+1 ) and by total ramification we have an isomorphism
On the other hand, if we let ζ n := j(ξ p n+1 ) then equation (22) gives
If we write α c for the coefficient of σ
in s K/Q (u) then the last two equations imply that
where, of course, jσ c (u) lies in U 1 (Q p (µ p n+1 )). The right-hand side is familiar from the explicit reciprocity law proved by Artin and Hasse in [A-H] (see also Thm. 10, Ch. 12] for the case n = 0). More precisely, their law states firstly (and implicitly) that α c ∈ Z p for all c and all u ∈ U 1 (K P )
which is not a priori obvious, and secondly that
where (23) is simply the statement that S K/Q is contained in Z p G. This motivates the more general question of the p-integrality of S K/k which we shall address in the next section and in Subsection5.2. Equation (24) amounts to a congruence for s K/Q (u) modulo p n+1 of which we shall give a conjectural generalisation in Subsection5.3.
Integrality Properties of S K/k
We shall investigate an integrality condition on S K/k as a Z p G-submodule of Q p G. Largely for the sake of simplicity, we shall assume henceforth Hypothesis 4.1 p is odd.
and we introduce the notation δ(
If k = Q then Prop. 3.1 gives Φ K/k (0) = 0 and the result is trivial. On the other hand,
The result follows from this formula, properties of log p and the fact that
We omit the details since Cor 4.1 is much more general.
2 Equation (1) implies that Θ K/k (0) has coefficients in w −1 K Z. Equation (20) (and the obvious fact that w K[n] |w K for all n) therefore implies
Furthermore, in this case, jτ i (K) is an unramified extension of Q p for each i. This implies
. From these considerations, we deduce easily
Returning to the case in which p may ramify in K/Q, the above argument makes it clear that we can expect non-p-integral coefficients both in Φ K/k (0) * (coming from w −1
). The proof of the following result is therefore much more delicate than the above and occupies the rest of this section. 
Proof of Corollary 4.1 If Condition (27) fails then Q(µ p ) ⊂ K. In particular, K is complex so if Condition (26) also fails then m(K) = p n+1 .∞ for some n ≥ 0, hence
The last two inclusions -and the minimality of n in the second -imply K = Q(µ p n+1 ) and this case was dealt with explicitly in Example 3.1.
Proof of Theorem 4.1 Since p splits in k, the primes p 1 , . . . , p d are distinct and we can uniquely write
where f ′ (K) is prime to p and n i (K) ≥ −1 for i = 1, . . . , d. Condition (26) holds if and only if f ′ (K) = O. If it fails, we proceed as follows. Lemme IV.1.1 of [Tate] implies that
where Q denotes the set of of all prime ideals of k such that q ∤ pw K , q ∈ S ram (K/k) and σ q,K/k = 1. By assumption, Condition (27) must hold, so we can find q 0 ∈ Q such that p ∤ Nq 0 − 1. Now set Thus f ′ = O and (f ′ , p) = 1 in both cases and we define an ideal f and a cycle m by
where n i = max{n i (K), 0} and ∞ denotes the 'product' of all the infinite (real) places of k. Since m(K)|m, we have k(m) ⊃ K. (In fact, it is not hard to see that m = m(K(µ p )) or q 0 m(K(µ p )) according as Condition (26) holds or fails. In the second case, m is not necessarily a conductor but in either case we actually have k(m) ⊃ K(µ p )). Theorem 4.1 is now a consequence of the two following statements.
Claim 4.1 k(m)/K is at most tamely ramified at all primes dividing p.
Let us see how Claims 4.1 and 4.2 imply the Theorem. Using equation (8) we find (26) holds or fails. In any case it is easy to see that j(A) lies in
which lies inZ p G by Claim 4.2 and also in Q p G hence in Z p G. This gives the Theorem. Some preliminary notation and lemmas will establish Claim 4.1 and pave the way for the proof of the harder Claim 4.2. Suppose that L/F is a finite, abelian field extension. If L and F are local fields and l ≥ −1 is an integer, we write G(L/F ) l for the lth ramification group in the 'upper numbering' and if L and F are number fields and q a prime of O F , then G(L/F ) l q will denote the lth ramification group at any prime Q of O L above q, naturally identified with G(L Q /F q ) l . Taking F to be k, local and global class field theory give the formula
For any integer r ≥ −1 we shall use the abbreviation µ(r) for µ p r+1 , either as a subgroup of Q × or ofQ × p . Similarly, ζ r will denote either e(1/p r+1 ) or its embedding inQ p under j. It is well known that, for any l ≥ 0
(see [Se, Ch. IV] ). It follows easily from the above that m(k(ζ r )) = p r+1 O∞. Given any i = 1, . . . , d and a cycle n = gz we shall write n (i) for its prime-to-p i part so that n = p r i +1 i n (i) where r i + 1 = ord p i (g). We also write D n,i for
. By mapping the sequence (18) for m = n onto the one for n (i) , we see that T n,i is a quotient of (O/p r i +1 i ) × and since p i splits in k we obtain Lemma 4.1 The inertia group T n,i is a quotient of (Z/p r i +1 Z) × where r i + 1 = ord p i (n). 2
We also set f n,i := |D n,i : T n,i | = |D n (i) ,i | (the residual degree of k(n)/k above p i ). Now let n = max{n 1 , . . . , n d } = max{0, n 1 (K), . . . , n d (K)} and letm be the cycle
Lemma 4.2 For each
Proof Since m(k(ζ n )) = p n+1 O∞ dividesm it follows that k(ζ n ) ⊂ k(m) and k(ζ n )/k is totally ramified at each p i since p splits in k. Hence the reduction map Tm ,i → Gal(k(ζ n )/k) is onto. But the previous lemma shows that Tm ,i is a quotient of (Z/p n+1 Z) × ∼ = Gal(k(ζ n )/k) so this map must be an isomorphism. We have already observed that Tm ,i = Gal(k(m)/k(m (i) )) so the result follows.
The lemma shows that the action of Tm ,i on µ(n) defines an isomorphism onto (Z/p n+1 Z) × . Its inverse gives rise to a surjectionσ i : Z × p → Tm ,i fitting into the exact sequence
The isomorphism T m,i → Gal(k(ζ n )/k) respects higher ramification groups in the upper numbering, so (30) implies
and is of index p.
, so Lemma 4.3 gives the inclusion
were strict then we would have (n i ≥ 1 and) G(k(m)/K)
by Lemma 4.3 again. This would imply G(K/k)
n i p i = 1 so that n i (K) + 1 = ord p i (m(K)) could be at most n i , by (29), contradicting our assumption. We conclude that G(k(m)/K)
and the result follows.
Proof of Claim 4.1 The equality of the first and the third groups in (31) show that if n i (K) ≥ 0 then the extension k(m)/K is at most tamely ramified above p i . On the other hand, if n i (K) = −1 then n i = 0 so the same holds of the whole extension k(m)/k (e.g. by Lemma 4.1 with n = m). 2
From now on we can forget the fields K and k(m(K)) and concentrate on k(m) and k(m).
Since m(k(ζ p )) = pO.∞ which divides m, we have k(ζ p ) ⊂ k(m). In particular, p − 1 divides e p i (k(m)/k) for all i so Lemma 4.1 implies that the tame ramification indices above p in k(m)/k(m) are all 1. Thus
Hence by Lemma 4.3 we may deduce the exactness of the sequence
Now Lemma 4.2 implies that for each i = 1, . . . , d there exists a unique elementφ i of Dm ,i which restricts to the Frobenius σ p i ,m (i) ∈ Dm(i) ,i on k(m (i) ) and fixes µ(n).
Lemma 4.5 Fix i ∈ {1, . . . , d}, let Z be any set of representatives of
Proof The exact sequence (32) shows that |Z × L| = |T m,i |f m,i = |D m,i | so it suffices to prove injectivity. But if πm ,m (σ i (z ′ )φ
We next introduce some notation and preparatory lemmas in the local situation. We shall write Pm ,i and P m,i for those primes above p i in k(m) and k(m) respectively which are induced by jτ i . We set Mm ,i := jτ i (k(m)) which contains M m,i := jτ i (k(m)), isomorphic via jτ i to the completions k(m) Pm ,i and k(m) P m,i respectively. Lemma 4.2 and the splitting hypothesis show that Mm ,i = H fm ,i (ζ n ) and where H f denotes the unique unramified extension of Q p of degree f insideQ p . The group Dm ,i is isomorphic to Gal(
. Now choose an unramified extension H of Q p which contains H fm ,i for i = 1, . . . , d. Let µ(∞) := m≥0 µ(n) be the group of all p-power roots of unity and write H(ζ ∞ ) for
H) and shall writeφ for the unique lift to Gal(H(ζ ∞ )/Q p (ζ ∞ )) of the local Frobenius element φ ∈ Gal(H/Q p ). These notations clearly link up with the global ones as followŝ
Lemma 4.6 For each i we have inclusions
Proof Since e(H(ζ n i )/Q p ) = (p − 1)p n i = e(M m,i /Q p ) by the exact sequence (32), it suffices to prove the first of the two inclusions. Now M m,i ⊂ Mm ,i = H fm ,i (ζ n ) so let σ be any element of Gal(H fm ,i (ζ n )/H fm ,i (ζ n i )). Clearly, σ may be lifted toσ(z) ∈ Gal(H(ζ ∞ )/H) for some z ∈ 1 + p n i +1 Z p . The sequence (32) shows thatσ i (z) fixes k(m) and it follows from (33) thatσ(z) fixes M m,i i.e. σ ∈ Gal(H fm ,i (ζ n )/M m,i ). The result follows 2 Remark 4.1 There is in general no reason to suppose that M m,i is contained in H f m,i (ζ n i ), even though these two fields have the same residual degree over Q p . Since their absolute ramification indices are also equal, such an inclusion would actually imply equality and occurs if and only if ζ n i ∈ M m,i .
We define a unique action (denoted ' · ') of Gal(H(ζ ∞ )/Q p ) on the power series ring
converges for all ζ ∈ µ(∞) and σ(F (ζ − 1)) = (σ · F )(ζ − 1) (which also equals F (σ(ζ − 1)) if σ ∈ Gal(H(ζ ∞ )/H)). The following result, which is a key ingredient in the proof of Claim 4.2, has its origins in Coleman's proof of [Cole1, Thm. 26] . 
Proof Since H(ζ n i )/M m,i is unramified by Lemma 4.6, we may chooseũ ∈ U 1 (H(ζ n i )) such thatû = N H(ζn i )/M m,i (ũ). Since ζ n i − 1 is a uniformizer for H(ζ n i ), we may clearly
In particular, h(ζ n i − 1) =û. Let
where log :
] is the homomorphism sending the power series a(X) to 
(Identities such as log(h)(ζ n i − 1) = log p (h(ζ n i − 1)) etc. may be rigorously treated using e.g. the one-variable analogue of [So1, Prop. 5.3] ). Property (iii) follows by combining (35) and (34) as does Property (iv) after a short computation, noting that h(0) = 1. 2
Proof of Claim 4.2 First note that U 1 p (k(m)) is generated as a ZG m -module by the subgroups U 1 (k(m) P m,l ) for l = 1, . . . , d so we only need to treat the case θ = u 1 ∧ . . . ∧ u d where each u i lies in U 1 (k(m) P m,s(i) ) for some map s : {1, . . . , d} → {1, . . . , d}. Moreover λ i vanishes on U 1 (k(m) P ) for P|p unless P = P m,i . It follows from the splitting hypothesis that the P m,i are distinct, hence that R 
where
then it suffices to show that a h ∈Z p for all h ∈ G m . Now the definition (7) 
say, where, in an obvious notation, the last sum ranges over all t = (t 1 , . . . , t d ) such that 0 ≤ t i ≤ n i ∀ i and a h,t := p
(which makes sense, by Lemma 4.7 (iii)). For each i = 1, . . . , d we fix once and for all a set Z i of representatives of Z (33) we get a h,t := p
Our aim is to rewrite this expression for a h,t in terms of certain d-variable power series with coefficients in a finite extension of H. This requires an interlude during which we recall some facts about W m and give some more auxiliary results: An element of W m is an equivalence class {ξ, I} m where the pair (ξ, I) consists of a fractional ideal I of k and a character of finite order ξ : So2] for more details here and in the following). The equivalence relation is given (for z = ∞) by
(recall that k × ∞ is the group of totally positive elements of k). Suppose w ∈ W m is represented by (ξ, I) (i.e. w = {ξ, I} m ) and g = σ a,m ∈ G m for some integral ideal a of O prime to f. Then our definitions and those of [So2] give
One checks that this depends only on the class [a] m ∈ Cl m (k) and gives a well-defined action of G m , via Cl m (k), on W m . This action turns out to be free and transitive; moreover W m contains a distinguished element w 0 m (see [So2] ). Now suppose that we are given a fractional ideal J of k. For simplicity we shall assume that J is prime to p which incurs no real loss of generality in the sequel. Let ρ : J → C × be a character of finite order with ann O (ρ) = f ′ . This means that the image of ρ is precisely µ f ′ where, as previously, f ′ ∈ Z denotes the positive generator of f ′ ∩ Z. But p ∤ f ′ so µ f ′ is uniquely p-divisible and we may extend ρ uniquely to a character Lemma 4.9 Suppose given ρ :
Proof Since ' · ' is an action, it suffices to treat the case l = (0, . . . , 0, 1, 0, . . . , 0) ('1' in the ith position) and z = (1, . . . , 1, z, 1, . . . , 1) (z ∈ Z × p in the ith position) for some i. To simplify notation, we shall further assume i = 1 (the other i being treated identically). In this case, we choose an integral ideal a of k prime to f such that σ a,m =σ 1 (z)φ 1 ∈ Dm ,1 ⊂ Gm so that πm ,m (σ 1 (z)φ 1 ) = σ a,m . The definitions ofφ 1 andσ 1 (z) mean that a = xp 1 for some x ∈ k × with x ≡ 1 mod
and σ a,m acts on µ(n) by ζ → ζ z . By explicit class field theory over Q, this latter condition translates as
We need to show that
and
Now px ∈ a ⊂ O and (41) 
equation (41) also says that if i ≥ 2 then ord p i (x − 1) ≥ n + 1 so that
and since x ∈ k is clearly spanned over
Moreover, for such c we can find a sequence of polynomials F l ∈ O N [X] tending to F w.r.t. || · || c as l → ∞ (e.g. a sequence of truncations of F ). On the other hand, the µ(n) d action preserves the norm || · || c (see e.g. [So1, Sec. 3 .2]) from which it follows that V r is || · || c -continuous. Thus V r F l tends to V r F with respect to || · || c , hence also coefficientwise. But
The following Proposition is crucial to the proof of Claim 4.2 and of some interest in its own right. For ease of reading we shall defer its proof to the end of this section. 
Returning now to equation (38) we choose a fractional ideal J of k and a character of finite order ξ : J → C × with ann O (ξ) = f and such that h · w 0 m = {ξ, J} m in W m . Weak approximation and the equivalence relation (39) allow us to assume that J is prime to p so that, by Lemma 4.8, we have ξ = ξ ρ,s,0 for some ρ : J → C × with ann O (ρ) = f ′ and s ∈ S(n). Thus h · w 0 m = w ρ,s,0 . Let {F m : m ∈ Z d } be a family of power series satisfying in Proposition 4.3 w.r.t. J and ρ. Using also Lemma 4.9 etc., equation (38) becomes
Since t i is strictly less than n i + 1 it follows that, for each i, µ(t i − 1) acts (multiplicatively and freely) on the difference set µ(n i ) \ µ(n i − 1) of primitive p n i +1 th roots of unity and we choose a set Γ(n i , t i ) of orbit representatives for this action for each i. Fixing i we see that ζ z i n i lies in µ(n i ) \ µ(n i − 1) for every z i ∈ Z i and so may be written
runs once through µ(n i ) \ µ(n i − 1), hence the pair (γ i , ν i ) runs once through Γ(n i , t i ) × µ(t i − 1), and the same must obviously be true of the pair (γ i , ν
which is independent of ν i and clearly runs exactly once through µ(n i − t i ) \ µ(n i − t i − 1) as γ i runs through Γ(n i , t i ). Putting this together and using Proposition 4.3 (ii), the last equation gives
Substituting this equation into (37) and noting that g i (0) = 0 (by Lemma 4.7 (ii)) we get
where we have set n + 1 := (n 1 + 1, . . . , n d + 1) and
The power series (1 + X i )
i − 1 has coefficients in Z p for all i so it follows from Lemma 4.7 (i) and Proposition 4.
(As well as J,ρ and s, the power series F depends on the choices of the L i , the
by Lemma 4.10 (ii). Thus Claim 4.2 will be established once we have proved Proposition 4.3.
We shall shortly see that the existence of the power series F m (X) appearing in Proposition 4.3 is a very natural consequence of the method of Shintani [Sh] (with refinements from [Colm] ) for evaluating Dirichlet series like Z(s; w ρ,s,m ) by means of cone decompositions of fundamental domains for the action of units on k and the fact that the character ρ appearing in Proposition 4.3 has been uniquely extended to a homomorphism from Z[
We shall write simply jρ for the composite j • ρ. Since we are assuming that J is prime to p and jτ i induces p i for each i, it follows that
. Given ρ, we make the following informal pseudo-definition:
The R.H.S. of (50) is an infinite sum of formal power series in C p [[X] ] each of whose constant terms is a root of unity. Since there is no obvious sense in which it converges, the value of equation (50) is largely conceptual. To give a meaningful definition of F m,v (X) we note first that, for any m ∈ Z d and l ∈ {1, . . . , The sum defining G m,w (X) is finite since P (w) has compact closure and τ (p m J) is discrete in R d . Since H m,w (X) is non-zero, we may certainly consider F m,v (X) as an element of the fraction field of C p [[X] ] which might, a priori, depend on the choice of w. In fact:
Lemma 4.11 For ρ, v, m and w as above
(ii). F m,v (X) is independent of the choice of w (given ρ, v and m).
(iii). If
Proof Part (i) follows from equation (49 
Combining the last equation with (51) 
The first statement of the lemma now follows from that of [Sh] , Proposition 1. Furthermore, this Proposition actually implies the regularity of Z w (s, a, ξ ρ,s,m ) at s = 1 − m for all m ∈ Z ≥1 and (taking m = 1) the formula
where B 1 (A, 1 − x, χ) (i) denotes the constant term of a certain Laurent series. But since ρ(w l ) is a non-trivial f ′ th root of unity and p ∤ f ′ , it follows from (40) that χ l = 1 ∀ l which means that these Laurent series are actually all power series in Shintani's variables u and t i , . . . , t i−1 , t i+1 , . . . , t d . Setting these all equal to zero we deduce that B 1 (A, 1 − x, χ) (i) is simply equal to (
−1 independently of i and a, which is therefore also the value of Z w (0, a, ξ ρ,s,m ) for all a. Thus
The result follows from the definition of F m,v on applying j to both sides of the above equation, noting that if a ∈ p m J then j(ξ ρ,s,m (a)) is the value of the power series jρ(a)(1 Shintani proved in [Sh] that cone decompositions exist for any such E. Their relevance to our situation comes from a corresponding decomposition of twisted zeta-functions. Recall that for ρ : J → C × , s ∈ S(n) and m ∈ Z d as above, Lemma 4.8 implies that ann O (ξ ρ,s,m ) = f where m = f∞. In this situation:
Lemma 4.14 For any subgroup E of finite index in E m (hence in E ∞ ) and any cone decomposition C for E we have the following equality (as meromorphic functions of s ∈ C)
Proof By meromorphic continuation, it suffices to prove the equality for Re(s) > 1. Now by definition, w ρ,s,m = {ξ ρ,s,m , p m J} m ∈ W m . Therefore, the definitions, notations and equations of [So2, pp. 15, 16] give
is the |I|-tuple consisting of the bf i,σ ordered by increasing i ∈ I. It is easy to see that C is a cone decomposition for E (sinceC is). Moreover, since f i,σ lies in E m , we have bf i,σ ∈ J and bf i,σ − b ∈ fJ ⊂ f ′ J for each i and σ. Hence ρ(bf i,σ ) = ρ(b) = 1 ∀ i, σ which implies Condition (54) and thus completes the proof of the Lemma.
2 Remark 4.4 (i) The above proof clarifies the purpose of Conditions (26) and (27): they allow us to take f ′ and hence ρ to be non-trivial so that the useful Condition (54) can be satisfied. (ii) In practice, the construction of Lemma 4.15 may yield a subgroup E whose index in E m is far larger than the minimum required to satisfy Conditions (53) and (54) for some C. Indeed, in the interesting case d = 2 (k real quadratic) we can always take E to be E m itself (so, explicitly, C = {(b), (b, bε)} where E m = ε and ρ(b) = 1).
Proof of Prop. 4.3 Lemma 4.15 gives a cone decomposition C for E ⊂ E m such that p ∤ [E m : E] and H(ρ,v) holds for the given character ρ and all v ∈ C. We set
Then Condition (i) of the Proposition follows from the first statement of Lemma 4.12 while Condition (ii) follows from the second statement and the linearity of V r . Finally, Lemmas 4.14 and 4.13 imply that j(Z(0; w ρ,s,m )) lies in Q(µ f ′ p n+1 ) and that, for any m ∈ Z d and s ∈ S(n), 
whenever p ∤ w k(m) . Suppose on the other hand that p = 2 splits completely in k and that m is as in (28) (in particular, the prime-to-p part f ′ of f is non-trivial). Then we may deduce from Lemma 4.8 and Propostion 4.3 parts (i) and (iii) that j(Z(0; w)) lies inZ p for all w ∈ W m so (55) still holds even though we are assuming p|m, which is equivalent to p|w k(m) in this case. In fact, equation (8) and Lemme IV.1.1 of [Tate] can be used as in the proof of Theorem 4.1 to reduce the condition on m in this case to: either f ′ = O or p ∤ w k(m) . The above considerations suggest the following synthesis (with no splitting hypothesis on p).
Conjecture 5.1 Suppose k is totally real and p = 2. Then (55) holds if either
This conjecture might be established by adapting the techniques used in the proof of Theorem 4.1 to the case where p does not split completely in k. On the other hand, even when it does, (55) will not hold without some condition on f ′ and/or w k(m) . (Consider the case k = Q, f = p n+1 Z, cf. Example 3.1). The condition p = 2 may however be unnecessary.
Theorem 4.1 Revisited
The question arises as to whether the p-integrality property stated in Theorem 4.1 really is a new phenomenon or whether it too might follow from a combination of (1) and Theorem 2.2 (presumably allowing us to dispose of the splitting hypothesis). In support of the first alternative we now suppose that p splits in k as p 1 . . . p d and examine the case where K = k(m) and m = f∞ is a conductor (for simplicity). In this case, G = G m , so Definition 3.1, (9) and (15) give (suppressing j from the notation)
(Recall that n generically denotes the cycle g∞). Let us write Υ(m, g, θ) for the term corresponding to g in this sum. It lies a priori inQ p G. The most obvious hope is to use (1) to show that Υ(m, g, θ) actually lies inZ p G for all g and thus deduce Theorem 4.1. We shall now show that in fact the coefficients of Υ(m, g, θ) may be arbitrarily large in p-adic absolute value (and this for fixed k and g = O). To do so, we fix also an ideal a of O prime to p such that a∞ is a conductor. Then m n := p n+1 a∞ is also a conductor for all n ≥ 0 (that of k(a∞)(µ p n+1 )). Write also K n for k(m n ) and G n for Gal(K n /k). Then, taking m = m n and θ n ∈ d ZGn U 1 p (K n ), we have A ∞ = 1 and so
is the norm map previously described and c ∈ Q × p is independent of n ≥ 0. The idea is now to choose a sequence {θ n } n≥0 such
The existence of such sequences is particularly easy to establish under the following additional assumptions (i). Leopoldt's Conjecture holds for k at p, (ii). k(∞) is a totally complex quadratic extension of k and (iii). for each i = 1, . . . , d there is a unique prime P i of k(∞) lying above p i .
These assumptions -as well as the splitting hypothesis -are valid when k = Q( √ 7) and p = 3, for example. Conditions (ii) and (iii) imply that k(∞) P i /Q p is unramified of degree 2 for each i so that
p while Condition (i) implies that the quotient of lim ← G n by a finite group is isomorphic to Z p . It follows from local class field theory that for each i there exists u i ∈ U 1 (k(∞) P i ) \ {1} which is the (local) norm of a principal local unit of k(m n ) (completed at any prime above P i ) for every n ≥ 0. Setting
is non-zero. Suppose this were not the case. Condition (ii) implies that the unique nontrivial character χ of G ∞ is totally odd so χ(Θ ∞ (0)) = L(0, χ) = 0 and we would have χ(λ i,p (u i )) = 0 for some i. On the other hand N k(∞) P i /kp i u i is, by construction, a norm from Q(µ p n+1 ) (the completion of k(µ p n+1 ) ⊂ k(m n )) for every n ≥ 0. Since
follows from local class field theory that N k(∞) P i /kp i u i = 1. Therefore the trivial character also vanishes on λ i,p (u i )), so λ i,p (u i ) = 0 and in particular log p (jτ i (u i )) = 0. Since P i /p is unramified, this contradicts the fact that u i ∈ U 1 (k(∞) P i ) \ {1} and the desired result follows.
We note also a particular feature of our proof of Theorem 4.1: By means equations (47) and (48) it gives a neat and more-or-less explicit expression for the coefficients of
. This assumes of course that the g i 's and the F l 's are known explicitly. In practice, one might first choose a power series 'h' as in Lemma 4.7 to determine each u i as well as the corresponding series g i . Furthermore, the proof of Proposition 4.3 would give a quite explicit choice for F l once a suitable subgroup E and cone decomposition C had been found (e.g. by Remark 4.4 for d = 2).
Finally, on the basis of Theorem 4.1 and Corollary 4.1 we hazard the Conjecture 5.2 Suppose that k is totally real and that p is odd and splits completely in k. Then S K/k ⊂ p δ(K/k) Z p G for any K.
Proposition 4.2 might be taken as a (rather weak) hint that the splitting hypothesis can be dropped from the above conjecture but we prefer to keep it pending further evidence.
The best tool we currently have for this construction is Rubin's restatement of the Stark Conjecture for K + /k where K + is the maximal real subfield of K. Not only is this conjecture itself unproven in almost all the relevant cases but, as we shall see, its very nature makes our conjectural congruences for s K/k vaguer and more awkward than Example 3.1 might reasonably lead one to expect. With these caveats, let us recall Rubin's formulation using the higher derivatives of the function Θ K + /k (s) at s = 0, referring to [Ru] and [So2, §4] for more details and relevant remarks. (See also [So2, §5] and [So4] for a reformulation using Φ K + /k (s) at s = 1, essentially by Theorem 2.1). Let us write S 0 for S ram (K/k) and U S 0 (K + ) for the group of (global) S 0 -units of K + . Our assumptions force p i ∈ S 0 ∀ i. This means that |S 0 | ≥ 2d (and also that U S 0 (K + ) is not contained in the product of local units, U p (K + ), despite the notation). Set G + := Gal(K + /k) and define the archimedean analogue of λ K + /k,i,p by λ K + /k,i (a) = g∈G + log |τ i (ga)|g −1 ∈ RG + for any a ∈ K +,× . We obtain a unique, archimedean regulator
. On the other hand, we may define
(This is the function Θ K + ,S 0 ,∅ (s) of [Ru] ). Since S 0 contains at least d + 1 places of k, and the the d real ones split completely in K + , it follows that Θ K + /k,S 0 (s) has at least a d-fold zero at s = 0. We set Θ (0)) = 0. Let us take the extension 'K/k' of [Ru] to be K + /k,'S' to be S 0 ,'T ' to be ∅, 'r' to be d and the chosen places 'w 1 , . . . , w d ' of K + to be the real ones defined by τ 1 , . . . , τ d . The torsion subgroup of U S 0 is {±1} so the conditions of Rubin's Conjectures B and B ′ 'over Z' (see [Ru, Hyp. 2 .1]) are actually not quite met with T = ∅. However, we shall only need his Conjecture A ′ 'over Q', for which the choice of T is irrelevant. The latter is in fact equivalent to Stark's conjecture for each χ ∈ X(S 0 , d, G + ) (see [Tate, Conjecture I.5 .1]) and states We assume henceforth that η K + /k,S 0 satisfies the two conditions of this conjecture. This actually makes η K + /k,S 0 unique and we define η + K/k to be its image under the natural map
Consider the case K/k = Q(ζ p n+1 )/Q. We have d = 1, S 0 = {∞, p} and one can check that Conjecture 5.3 always holds with η K + /Q,S 0 = − 1 2 ⊗ (1 − ζ n )(1 − ζ −1 n ) (cf. [Tate, §III.5] and [So3, §3.5] . In fact, Θ K + /Q,S 0 (s) = Θ K + /Q (s) except in the trivial case p n+1 = 3). It follows that η
Moreover the reader may check that if we take τ 1 to be 1 ∈ Gal(Q/Q) then (24) is precisely the statement that s K/Q = H n ((1−ζ n ) −1 , u) in (Z/p n+1 Z)G for all u ∈ U 1 p (K) = × . The author knows of no case satisfying our hypotheses where this condition actually fails. On the other hand, [Ru, Prop. 4.4] shows that in a very different case, the counterpart of the element η K + /k,S 0 satisfying Rubin's general conjecture need not even lie in the counterpart of Z[ 
It clearly suffices to check this conjecture for a set of elements x generating I(η + K/k ) over ZG. Note that condition (i) only determinesη x up to Z-torsion in d ZG K × , which does not lie in the kernel of H n (·, θ) for all θ, even in the case K/k = Q(ζ p n+1 )/Q. This means firstly that condition (ii) cannot be expected to hold for all liftsη x satisfying condition (i) and secondly that one could weaken the conjecture by allowingη x satisfying the equality in (ii) to depend on θ as well as x (subject to (i)).
We briefly explain the two pieces of evidence that motivate Conjecture 5.4, postponing a more detailed account for a future paper. Firstly, if k = Q then the conjecture holds with I(η
−1 where ξ f (K) = e(1/f (K)). This may be deduced from equation (22) and a generalisation of Artin-Hasse's explicit reciprocity law to Q p (µ f (K) ) which is proved by Coleman in [Cole2] . Secondly, Conjecture 5.4 actually follows from the same result of Coleman together with those of [So4] provided that it is weakened by using a slightly smaller ideal than I(η + K/k ) and that certain extra hypotheses are satisfied. The most important of these are: (a) that K = L(µ p n+1 ) for some totally real or CM extension L of k which is unramified above p and (b) that a certain strongly norm-coherent form of Conjecture 5.3 over k, together with its p-adic analogue, holds in the cyclotomic Z p -tower over K + . For a more precise form of hypothesis (b) we refer to properties P 1(K + /k, p), and e.g. P 2(K + /k, p) of [So4, §3] . By using Example 3.2 of ibid., one can construct a large infinite class of extensions K/k with K absolutely abelian and k = Q which satisfy all the above hypotheses and hence also the weakened form of Conjecture 5.4.
Finally, we mention that methods from e.g. [R-S] could be used to test Conjecture 5.4 numerically and also the necessity of the condition that p split completely in k.
