The continuous emerging of peer-to-peer (P2P) applications enriches resource sharing by networks, but it also brings about many challenges to network management. Therefore, P2P applications monitoring, in particular, P2P traffic classification, is becoming increasingly important. In this paper, we propose a novel approach for accurate P2P traffic classification at a fine-grained level. Our approach relies only on counting some special flows that are appearing frequently and steadily in the traffic generated by specific P2P applications. In contrast to existing methods, the main contribution of our approach can be summarized as the following two aspects. Firstly, it can achieve a high classification accuracy by exploiting only several generic properties of flows rather than complicated features and sophisticated techniques. Secondly, it can work well even if the classification target is running with other high bandwidth-consuming applications, outperforming most existing host-based approaches, which are incapable of dealing with this situation. We evaluated the performance of our approach on a real-world trace. Experimental results show that P2P applications can be classified with a true positive rate higher than 97.22% and a false positive rate lower than 2.78%.
Introduction
In recent years, statistical studies on Internet traffic have outlined that peer-to-peer (P2P) filesharing applications still account for a large part of Internet traffic. For example, during the first half of 2014, P2P file-sharing traffic accounted for around 29% of the total Internet traffic in Asia-Pacific area (Sandvine, 2014) . Appropriate network management, resource optimization, and intrusion detection can be performed only when P2P traffic is identified with high accuracy. However, characterizing and classifying P2P traffic is still a great challenge due ‡ Corresponding author * Project supported by the National Natural Science Foundation of China (Nos. 61170286 and 61202486) ORCID: Jie HE, http://orcid.org/0000-0003- c Zhejiang University and Springer-Verlag Berlin Heidelberg 2015 to both the large number of newly emerging P2P protocols and their intentional use of random port numbers and encryption for communication.
Currently, there are mainly four types of approach in traffic classification according to application protocols (Gomes et al., 2013) . First, traditional port-based classification is a simple approach built upon the assumption that applications use their standard port numbers assigned by the Internet Assigned Numbers Authority (IANA). However, 90% of the modern P2P traffic may be using random ports (Basher et al., 2008) . The second type, deep packet inspection (DPI), is based on the inspection of packet payload. These methods can usually achieve high accuracy, but their drawbacks are well-known. They are resource-consuming and time-expensive, and thus often unfeasible in high-speed networks.
In addition, they cannot handle encrypted traffic. To address these challenges, many studies have proposed alternative mechanisms based on statistical information of the transport layer. Such approaches, also referred to as 'in the dark' (Karagiannis et al., 2005) , classify the traffic by statistical features extracted from host behaviors or transport layer data, including the sum of neighbor hosts connected in time window, variance of packet sizes in a flow, etc. The methods for classification in the dark are independent of the port number and payload, and always achieve high accuracy. However, they are growing in complexity, compromising one of their main motivations (Gomes et al., 2013) . The aforementioned approaches are all passive. Some researchers have proposed active crawlers for traffic classification (Ohzahata et al., 2005) . This kind of method is generally adopted for very constrained purposes, such as the identification of hosts running a specific P2P application.
In this paper, we aim to develop a simple, effective, and fine-grained P2P traffic classifier. Our approach aims to identify which host is running a P2P client and what it is, based solely on counting special flows generated by hosts within given time windows. These 'special' flows are defined as the most frequent and steady flows in the corresponding P2P traffic, which constitute strong evidence of existence of corresponding P2P applications. Different from previous in-the-dark approaches, this classifier exploits only generic properties of flows, and it does not require any complicated behavior features or traffic statistical features. Furthermore, unlike previous host-based classifiers, our engine is capable of identifying P2P hosts within complex traffic. We evaluate our classifier on real traffic traces collected from our campus network. Experimental results show that our classifier achieves good performance, even in the presence of multiple P2P clients running on the same host.
Related work

Deep packet inspection based approaches
Traditional DPI-based approaches, which rely on signatures for specific applications, can identify only traffic generated by these applications, and will become incapable when the traffic is encrypted. To eliminate these limitations, some new DPI-based methods are emerging (Dhamankar and King, 2007; Finamore et al., 2010; Hullár et al., 2011) , which use the payload data from different perspectives. Dhamankar and King (2007) used entropy to explore the randomness of the encrypted payloads of Skype traffic. Some other researchers have studied learning relevant protocol patterns automatically from traffic traces. KISS (Finamore et al., 2010) is a classifier that automatically extracts statistical signatures from User Datagram Protocol (UDP) streams by means of a Chi-square like test, which allows classification of the application protocol 'format', while ignoring the synchronization and semantic rules. The authors tested the mechanism using traffic traces from the real world, and obtained an excellent result. The average true positive rate was 99.6% and the average false positive rate was 0.4%. Hullár et al. (2011) addressed the classification of P2P applications using the first 16 bytes of payload of the first few packets of each flow, by applying techniques including the Markov model and random forests. Although these new DPI-based approaches work well with encrypted traffic, they still need sophisticated algorithms and inspection of payload information, which inevitably brings about excessive computation cost.
In-the-dark approaches
According to the granularity of classification objects (Dainotti et al., 2012) , the in-the-dark approaches can be roughly divided into two categories. The first type, which is known as flow-based classification, classifies traffic based on statistical features extracted from flows or bidirectional flows, such as packets inter-arrival time, flow duration, and idle time (Huang et al., 2008; Chen, 2011; Tabatabaei et al., 2012) . These approaches ascribe flow objects to different applications. Moore et al. (2005) have listed a comprehensive set with 249 flow-level statistical features, intended to provide a reference for the community. Este et al. (2009) focused on the stability of the information carried by these flow-level features.
Another type can be summarized as hostbased approaches, which classify a host by the predominant traffic it generates. This method aims to identify hosts running certain applications and provide results at the host level. Unlike flow-based classification, the objects from which statistical features are extracted usually include all traffic generated by a host, instead of flows. These host-level features reveal the social behaviors (also referred to as behavioral patterns) of the hosts. BLINC is a significant host-based classifier presented by Karagiannis et al. (2005) . It analyzes patterns of host behavior at three levels (social, functional, and application), and extracts behavior features like the relation with other hosts, the role in the connection, and the transport layer information. BLINC is able to classify most traffic with a true positive rate ranging from 90% to 95%. Ban et al. (2012) presented another host-based mechanism to identify BitTorrent and PPLive. They revealed the behavior patterns of the hosts by employing entropy over source ports, TCP flags, source IPs, etc. Abacus (Bermolen et al., 2011 ) is a new approach to identifying P2P-TV hosts by simply counting the number of packets generated by the hosts during short time windows and uses support vector machine (SVM) to train the mechanism. The experiments presented showed a true positive rate of 91.3%-99.6%, with a false positive rate of only 0.3%-8.7%. Similar to what has been done by Moore et al. (2005) and Este et al. (2009) , Valenti and Rossi (2011) investigated a group of 109 host-level behavioral features for identifying P2P hosts, and assessed the stability of them by quantifying the amount of information contained in them.
Although the methods for in-the-dark classification usually work well with high accuracy, most of them (both flow-based and host-based) employ extra complicated techniques to extract features, such as entropy theory (Ban et al., 2012) , flow graph (Iliofotou et al., 2011) , and link homophily (Gallagher et al., 2010) . Moreover, a large part of them conduct traffic classification based on different supervised or unsupervised machine learning (ML) techniques, like SVM (Finamore et al., 2010; Bermolen et al., 2011; Tabatabaei et al., 2012; He et al., 2013) , Bayesian (Auld et al., 2007) , and clustering (Nguyen and Armitage, 2008) . Similarly, these sophisticated techniques and mechanisms require excessive computational and memory resources, which may make them unavailable in high-speed networks. On the other hand, approaches based on host behavior patterns often become ineffective when the host is in a complex network context. The host-level statistical features employed by them, such as the total number of destination IPs, variances of packet size, and mean payload length, will become invalid when the traffic is mixed with other unexpected applications, especially the high bandwidth-consuming ones, like video streaming and file hosting web services.
Our work can be ascribed to the host-based approaches with an important improvement. This study distinguishes itself from the aforementioned works by its simplification in classification mechanism and feasibility in a complex host network context. In the classification phase of our methodology, we are able to achieve a high classification accuracy by simply counting the number of some 'special' flows. Neither complicated statistical features nor sophisticated ML algorithms are needed.
Classification methodology
Our aim is to classify P2P hosts from ordinary hosts and identify which P2P applications are running on them. In this paper, we focus mainly on P2P file-sharing applications, and choose five popular platforms for evaluation, including BitComet (BC), BitTorrent (BT), eMule (EM), Vagaa (VG), and Thunder (TD). Other categories of P2P applications will be addressed in the near future. Our classification methodology is a two-phase process. Firstly, we define 'special' flows that can significantly represent the existence of corresponding P2P applications and highlight them for each P2P application. After that, we conduct traffic classification with the help of these 'special' flows.
Definition of 'special' flows
Different P2P applications prefer different transport layer protocols to communicate with each other and transfer data. Therefore, we concentrate on both UDP traffic and Transmission Control Protocol (TCP) traffic. The whole traffic generated by host H is captured and collected to be a set of flow records. In this study, a flow is defined as a set of IP packets sharing the same source, destination IP addresses, associated port numbers, and protocols. A 5-tuple is employed to represent flows, namely Proto, IP src , Port src , IP dst , Port dst . A flow is considered expired when:
1. The flow is inactive for a certain time period (no new packets received for the flow), which is set to 10 min in this study.
2. The flow is long lived (active) and lasts longer than the active timer, which is set to 30 min.
3. A TCP flag that indicates the termination of the flow has been seen, i.e., FIN, RST flag.
We restrict our attention to successful flows, which have completed SYN, SYN/ACK, and ACK handshakes in the TCP case, or completed at least one packet exchanging in the UDP case.
To keep the effectiveness and robustness of P2P networks, each host of a P2P network has to exchange a lot of signal packets (e.g., peer discovery packets, content request packets, notification packets) periodically or frequently with other hosts in the same P2P network (Yang et al., 2009) . Although abundant analogous signal activities exist in all P2P networks, there are some inherent differences among them due to the dissimilarity of P2P protocols. In previous work, complicated features like ratio, variance, and even entropy of flow-level or hostlevel statistical features, were employed to highlight these differences. In contrast, we rely solely on several basic properties of flows that can be efficiently computed.
We notice that usually there are a large amount of flows with similar characteristics (e.g., the amount and size of packets) in the signal traffic generated by P2P hosts. Furthermore, the characteristics of these similar flows are the same for hosts in the same P2P network, and vary for hosts using different P2P protocols. In other words, if two flows are generated by the same P2P application and correspond to the same signal activity, they tend to have the same transport layer protocol, packet amount, and size. There may be a lot of groups of similar flows in the traffic generated by a P2P application, since a number of different signal activities are performed. Therefore, we concentrate only on the signal flows, and exclude 'long' flows which are usually used to transmit data chunks in a P2P network (Hurley et al., 2011) . Additionally, to obtain more download resources and faster download speed, each host has to send out a lot of signal flows due to their 'client' characteristic in a P2P network. Therefore, we consider only outgoing traffic from hosts. The remaining traffic is collected for each host H within the monitored network, referred to as F (H).
To make a temporal estimate of the distribution of the flows after reduction, we collect and examine flows generated by BC and EM during 1 h. The results are shown in Fig. 1 . Fig. 1a shows that 45.85% flows generated by BC in 1 h are UDP flows, which send only one packet with 140 bytes and receive one packet with 333 bytes. The same phenomenon occurs in the traffic generated by EM (Fig. 1b) , where 28.63% of the flows send only an 85-byte UDP packet and receive an 86-byte UDP packet. Fig. 1 implies that a large part of the flows generated by P2P applications share similar amount and size of packets, and this phenomenon varies for different P2P applications. Each flow generated by host H is described as a vector v(H) with five generic elements, namely P, S pkts , S bts , R pkts , R bts , in which P represents the transport layer protocol of the flow, S pkts and S bts represent the amount and size of the packets being sent respectively, and R pkts and R bts represent the amount and size of the packets received respectively. Then the flow set F (H) generated by host H can be expressed as a set of flow vectors
To partition V (H) into clusters of similar flow vectors, we apply BIRCH (Zhang et al., 1996) as a clustering algorithm, which is an efficient data clustering method for very large databases. Each of the sub-clusters of flow vectors C q(H) output by BIRCH, represents a group of flows with similar protocol, packet amount and size. When the hourly amount of flows in C q(H) is larger than a threshold m, we consider this group of flows as belonging to a certain type of signal activity. For each of these sub-clusters, we aggregate flows in it and represent it using an average vector, which we name 'clustering flow', CF for short:
where P is the protocol of the flows in the sub-cluster, and the other four elements are computed by averaging values of corresponding properties in the subcluster. In this way, we can obtain a set of CF for every P2P application, denoted by CF P2P as follows:
where h is the time measured by hour. In other words, CF P2P is a brief summary of major signal activities of this P2P network. Fig. 2 provides a pictorial representation of the flow clustering process of a P2P host which is performing two kinds of signal activities. Flows corresponding to peer discovery and notification are grouped into two sub-clusters (C 1 (H) and C 2 (H)), due to their similar properties (protocol, packet size and number). 
Classification mechanism
After extracting CF P2P for each P2P application, we can identify their existence by simply counting the number of CF. We define CF set as the set of all CF extracted from P2P applications at the previous phase, i.e., CF set = CF P2P . Recall that our aim is to identify which host is running a P2P application and what it is. To this end, we monitor the network traffic generated by host H and count the number of every CF appearing in time window T , which is recorded as N q , where q = 1, 2, ..., |CF set |. As CF is an average vector of flow vectors in C q(H) , we consider all approximate v(H) included in Eq. (3) as CF, i.e.,
S pkts and R pkts of v(H) need to precisely equal S pkts and R pkts of CF respectively, since the number of packets of CF is always small. λ 1 and λ 2 represent the approximate range of the size of all packets, which we conservatively set to S bts 100 and R bts 100 (' · ' means the corresponding value is rounded down). Then a score function is defined to estimate whether host H is running certain P2P applications or not. The score function is depicted as
where N q is the appearance time of the corresponding CF q in CF P2P , and α q is the weight of CF q , q = 1, 2, . . . , |CF P2P |. Apparently, the more frequent and steady CF q is, the more important it is. The assignation of α q will be discussed in Section 4.3.1. For every P2P application, this score function will be calculated once to obtain its score value Score P2P at the end of time window T . When Score P2P is greater than a certain threshold S P2P , we draw the conclusion that host H is running this P2P application. The value of threshold S P2P will be discussed in Section 4.3.2. If none of the five P2P applications is detected in time window T , we consider that the traffic generated by host H belongs to other applications.
The overall workflow of our classification mechanism is depicted in Fig. 3 . In phase 1, representative traces of P2P applications are collected and further reduced by filtering out unconcerned flows. The remaining flows, expressed as flow vectors, are fed into BIRCH to extract CF for this P2P application. In the classification phase, the traffic of a suspected host is monitored to detect and count the appearance of CF extracted in the first phase. After every time window T , the decision module will make a classification decision according to the values of the score function.
Trace P2P The clustering process of BIRCH may be a slow and computation-intensive process. However, it is performed only once for every P2P trace in the CF extraction phase rather than the classification phase. Once all CF are extracted from traces, no more clustering processes are needed. Besides, no machine learning algorithm is employed in phase 2. All we need in the classification phase are several generic properties of flow records and a score function. Thus, our classification mechanism supports real-time processing.
Dataset and parameter selection
Dataset collection
To evaluate our classification methodology, we choose five popular P2P file-sharing applications, including BitComet (BC), BitTorrent (BT), eMule (EM), Vagaa (VG), and Thunder (TD). We assume that it is easy to distinguish the difference among applications based on different P2P protocols, but relatively difficult to tell the difference among applications based on the same P2P protocol. Therefore, to demonstrate the efficacy of our classification methodology to the greatest extent, we intentionally choose several P2P applications based on the same protocols. For example, BC and BT are different implementations of the BitTorrent protocol, while EM and VG are both based on the eDonkey protocol. Nevertheless, the range of the P2P applications we could classify is not limited to the five samples. The characteristic of the flow clustering behavior is common in all P2P applications due to their inherent nature. Therefore, our approach has good generality and can be easily applied to classify other P2P applications.
Two datasets are collected in our experiments. First, training traces are collected in a completely operational network, and used to extract CF P2P for each P2P application. The other dataset is the realworld traffic trace collected from our campus network, which is used to evaluate the performance of our classification method.
Collection of training traces
To extract CF for the five P2P applications, we first collect training traces in a fully controlled environment. We set up five Windows XP virtual machines with public IP addresses, and separately run each of the five P2P applications on them for a long period (7 d) . By means of AutoIt scripts (Autoit Consulting Ltd., England), the five hosts automatically and randomly select content to download or upload at random time intervals, using the P2P applications running on them. All traffic generated by them is captured and collected in the unit of flow with a C program we have developed, named Traffic Logger. Table 1 summarizes the five training traces and reports brief information of them. Using a trace from a fully controlled environment has the advantage of providing a reliable ground truth, as there is no doubt on the application generating the traffic.
Collection of real-world traces
We evaluate the performance of our classification mechanism using the real-world traffic trace collected from our campus network. This comes from a span port mirroring all traffic crossing the gateway router for the campus network. 'Traffic Logger' is used to collect flow-level trace for every running host within the campus network for 24 h. Overall, we observe 315 active hosts in the campus network.
Establishing the ground truth (i.e., what is the actual application that generates the traffic), is a crucial and difficult part of traffic classification studies. Some previous work obtained the ground truth using existing DPI tools. Unfortunately, the results may be unreliable due to the shortcomings of DPI engines. So, we obtain the ground truth by manually investigating each of these hosts. Through manual validation, we identify 8 BC hosts, 2 BT hosts, 21 EM hosts, 13 VG hosts, and 56 TD hosts. Brief information on these hosts is given in Table 2 . All other traffic that is not generated by the five P2P applications, such as web surfing, online games, and video streaming, is defined as background (BG) traffic. 
CF extraction
To extract CF P2P for P2P applications, we undertake the following steps. First, we reduce the volume of the five training traces by excluding all other flows except successful UDP and TCP flows. Then long flows, whose S pkts or R pkts is larger than 100, are filtered out. After that, we apply a BIRCH clustering algorithm on the reduced traces, with the help of Rstudio with the BIRCH package. The main clustering results are illustrated in Fig. 4 . For lack of space, we just present the top 10 sub-clusters for each P2P application. It is apparent from this figure that all the five applications have generated many groups of similar flows. To facilitate the evaluation, we aggregate sub-clusters whose hourly average number is greater than m, which we set to 10, to an average vector CF as mentioned in Section 3.1, i.e.,
We extract CF BC , CF BT , CF EM , CF VG , and CF TD from the five training traces, respectively. The summary information of each CF P2P is given in Table 3. For the sake of brevity, not all CF are reported here.
We notice that some applications are sharing several common CF. For example, TCP, 5, 346, 3, 182 is shared by BC, BT, and TD, while UDP, 1, 64, 1, 80 is shared by both EM and VG. The possible reason is that both BC and BT are developed based on the BitTorrent protocol, while TD is also developed to support the BitTorrent protocol, and both EM and VG are implemented based on the eDonkey protocol. Therefore, parts of their signal activities exhibit similarity in frequency and size of packets. Another interesting finding is that all CF P2P are dominated by UDP CF. A reasonable explanation for this may be that UDP is becoming a preferred transport layer protocol for P2P applications.
We further observe that the payload of flows corresponding to some selected CF uses the Wireshark. Table 4 shows that both of the dominating CF in CF BC and CF BT , i.e., UDP, 1, 140, 1, 333 and UDP, 1, 145, 1, 329 , represent flows for the peer discovery activity of the BitTorrent protocol. In other words, although BC and BT are implemented based on the same protocol, subtle differences still exist between their common signal activities. Nevertheless, we can distinguish these differences using CF.
There is a possibility that some CF of certain applications may change when this application updates its release, since the new release might have made some adjustments in its protocol. However, the inherent characteristics of flow clustering behavior will not change even when an application is updated. To resolve this problem, we can re-extract CF P2P for this application once its classification accuracy declines sharply.
Parameter selection
Assignment of weight α q
As stated previously, α q is the weight of the corresponding CF q in the score function. The more frequent and steady CF q is, the more important it should be, i.e., the larger α q should be. To estimate the frequency and stability of CF, we count the hourly quantity of every CF in the 1, 93, 1, 352 TCP, 5, 346, 3, 182 TCP, 5, 346, 3, 182 TCP, 5, 346, 3, 182 UDP, 1, 85, 1, 85 TCP, 5, 402, 5, 596 TCP, 5, 346, 4, 242 TCP, 5, 346, 4, 242 UDP, 1, 85, 1, 91 TCP, 5, 346, 4, 242 TCP, 3, 238, 2, 138 TCP, 3, 238, 2, 138 · · · S U M 5 0 1 2 9 5 1 8 UDP 47 9 9 5 11 T C P 3 3 0 0 7 α q = 1. In sum, we define α q as in Eq. (6), in which Mean z and Stdev z represent the mean and standard deviation of the hourly quantity of CF z in the corresponding training trace, respectively.
Determination of threshold S P2P
When the value of the score function Score P2P is greater than the threshold S P2P , we consider that the monitored host is running this P2P application. Thus, S P2P is an important metric in our method, which directly influences the classification accuracy.
By applying the score function Score P2P to the corresponding training trace, and calculating their score values in every time window T , which we set to 1 h, we obtain 168 scores for each application. Their minimum values are taken as S P2P for each Score P2P for the following two reasons:
1. Since these five training traces are collected in a fully controlled environment, there is no doubt about the application generating the traffic. In other words, the scores calculated from them are all 'true positive'. Thus, it is reasonable to set the minimum score value as S P2P .
2. We assume that our five training traces are representative of their general traffic. It is not only because of the large temporal span of our training traces, which include traffic generated during midday, midnight, weekend, etc., but also because of the universality of our P2P hosts' behaviors, which include searching, downloading, and uploading of a variety of types of content. To verify this assumption, we test the distribution of the scores stated above, and assess whether they meet the normal distribution, using quantile-quantile plots (Fig. 5) . The slope of a straight line in the figure is the standard deviation of the score, while its intercept indicates the mean. The more the spread of points close to the straight line, the more the scores close to a normal distribution. It is apparent from these figures that all of them are basically in line with a normal distribution.
Consequently, we take the minimum score of the corresponding training traces as a threshold for each score function Score P2P , that is, S P2P = min TrainingTrace {Score P2P } T =1 h . Table 5 illustrates the values of S P2P . 
Experimental results and analysis
The performance of our classification mechanism is evaluated with the real-world trace collected from our campus network. For every host in the monitored network, we draw a conclusion as to whether it is running a P2P application and what it is after every time window T , which we set to 1 h. To complete downloading, P2P applications usually run continuously for hours or even days. The traffic generated by short-lived ones is so small that we assume it has negligible impact on the whole network. Therefore, it is acceptable to set T to 1 h.
Metrics
We evaluate the classification performance in terms of the 'true positive rate (TPR)' and 'false positive rate (FPR)'. A sample is 'true positive (TP)' if it is correctly classified as belonging to a corresponding class. A sample is 'false positive (FP)' if it is incorrectly classified as belonging to the corresponding class. Similarly, a sample is said to be 'true negative (TN)' if it is correctly classified as not belonging to the corresponding class. A sample is said to be 'false negative (FN)' if it is incorrectly classified as not belonging to the corresponding class. Therefore, TPR and FPR are defined as follows:
Results
The confusion matrix of classification results is illustrated in Table 6 . The results are excellent. All five applications are detected in all time windows except one time window of VG. The TPR is always higher than 99.04%. Unfortunately, the FPR is not very satisfactory. 12.5% of BC time windows are classified into TD simultaneously, while 5.95% of VG and 11.54% of EM are mixed with each other, which leads to relatively high FPR of these applications (5.67% for VG, 10.35% for EM, and 11.11% for TD). One possible reason for this is that they share some common CF. Thus, a false positive occurs when the number of these common CF is large enough to meet the decision condition: Score P2P > S P2P .
To solve this problem, we introduce the notion of KEY CF, which is defined as the unique and most significant (i.e., with the largest α) CF in each CF P2P . The number of KEY CF, denoted by N key , will be further checked after a time window once Score P2P > S P2P . N key should be close to 0 in other P2P traffic, since KEY CF is unique. Furthermore, KEY CF should appear frequently and steadily in its corresponding traffic, since it is the most significant CF. Therefore, after each time window, if the decision condition is met, but N key is still smaller than n, which is set to 10, we consider that there is no such P2P traffic. The KEY CF of each P2P application is shown in Table 7 . Table 8 illustrates the results after introducing the KEY CF mechanism. From this table we can see that there is no longer any false positive among the five applications, which exactly demonstrates the excellent discrimination of our KEY CF. Meanwhile, all of the TPR remain at 100% except for a negligible decrease of VG. That is probable because the KEY CF of VG is not sufficiently steady, whose amount is less than n in a few time windows.
Dynamic time window
We notice that some P2P applications generate so many CF in 1 h that its score function gains a value much larger than its threshold S P2P . To improve the classification efficiency, we employ a dynamic time window mechanism. That is, during a fixed length time window (1 h), we draw a conclusion that the host is running a certain P2P application as soon as the value of the score function of this P2P application is greater than its threshold (i.e., Score P2P > S P2P ) and the amount of its KEY CF is larger than the threshold n (i.e., N key > n). Then we open a new dynamic time window for the identification of this P2P application immediately. The new dynamic time window is solely used for identifying this P2P application, and parallels with the original fixed length time window, which will last till its end (1 hour) to identify other possible P2P applications. This mechanism could greatly accelerate the identification of P2P applications generating plenty of traffic, since there is no need to wait until the end of every whole time window. The classification results and summary of dynamic time windows are illustrated in Fig. 6 and Table 9 , respectively. Fig. 6 shows that the average classification time window is greatly reduced from 44.94% to 88.89% after employing the dynamic time window mechanism. In the best case, it takes only 8 s to identify an active BC host. Table 9 shows that the classification performance keeps excellent while the time cost is considerably reduced.
Classification in complex network context
Most of the existing host-based approaches for P2P traffic classification are based on behavioral features extracted from the whole traffic generated by hosts. These features are significant when the traffic is dominated by the classification target. Unfortunately, users of hosts do not usually run only one application at the same time. For example, they may surf the Internet and watch some videos at YouTube while waiting for P2P files to download. In this case, these behavioral features may lose effectiveness, due to the influence of unexpected traffic. By contrast, our approach is able to work well with complex host traffic. Neither statistical nor behavioral feature is required in our approach. What we have to do is just recognizing specific flows through their packets sum and size. These flows, i.e., CF, are strong evidence of the existence of corresponding P2P applications. Therefore, our classification methodology would not be affected by the impact of unexpected traffic. We estimate the performance of our approach in a complex host traffic context using mixed traces, collected from hosts where P2P file-sharing applications are run with other high bandwidth-consumers for 1 h. For instance, host H 1 runs BC together with BT, host H 2 simultaneously runs both BC and TD, while host H 3 watches videos through a web browser while waiting for P2P files to download by EM. The results are illustrated in Table 10 . The percentages reported in the table represent the identification accuracy rates of corresponding P2P applications in all of their time windows. Since we employed a dynamic time window mechanism, the sums of time windows of every P2P application vary from each other, although they all run for 1 h. The time windows of different P2P applications on the same host are parallel and overlapped. Therefore, we are able to identify two or more different P2P applications simultaneously running on the same host. As shown in the table, all targets are completely identified in all of their dynamic time windows, even the applications running on the same host and based on the same P2P protocol. 
Conclusions
In this paper, we presented a fine-grained hostbased P2P traffic classification approach. This study aims to locate all P2P hosts within a monitored network and identify the types of P2P applications they are running. The novelty of our approach lies in two aspects. First, we classify P2P applications by simply counting some special flows, i.e., clustering flows. No additional complicated information except several generic properties of flows is needed. Second, our approach can work well with hosts in a complex network context, while most existing host-based approaches cannot deal with this situation.
The performance of our approach has been evaluated with real-world traffic. The experimental results show that we can classify P2P file-sharing applications with a TPR higher than 97.22% and a FPR lower than 2.78%. In addition, our approach is capable of classifying P2P applications even when their hosts are simultaneously running other high bandwidth-consuming applications.
Our approach provides a promising reference for traffic classification in a high-speed network, because of its simplicity and flexibility. More types of P2P applications will be considered in our future work, including P2P-TV, VoIP, etc.
