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Visual quantiﬁcation of parasitemia in thin blood ﬁlms is a very tedious, subjective and time-consuming
task. This study presents an original method for quantiﬁcation and classiﬁcation of erythrocytes in
stained thin blood ﬁlms infected with Plasmodium falciparum. The proposed approach is composed of
three main phases: a preprocessing step, which corrects luminance differences. A segmentation step that
uses the normalized RGB color space for classifying pixels either as erythrocyte or background followed
by an Inclusion-Tree representation that structures the pixel information into objects, from which eryth-
rocytes are found. Finally, a two step classiﬁcation process identiﬁes infected erythrocytes and differen-
tiates the infection stage, using a trained bank of classiﬁers. Additionally, user intervention is allowed
when the approach cannot make a proper decision. Four hundred ﬁfty malaria images were used for
training and evaluating the method. Automatic identiﬁcation of infected erythrocytes showed a speciﬁc-
ity of 99.7% and a sensitivity of 94%. The infection stage was determined with an average sensitivity of
78.8% and average speciﬁcity of 91.2%.
 2008 Elsevier Inc. All rights reserved.1. Introduction standard in malaria drug research [5]). These tests are rarely usedMalaria is a leading cause of morbidity and mortality in tropical
and sub-tropical countries, with an estimated of 1–2 million deaths
per year [1]. It is caused by any of the four different species of the
Plasmodium parasite: vivax, ovale, malariae and falciparum. It is
estimated that every year 700,000 to 2.7 million people are in-
fected by Plasmodium falciparum, which is the most lethal species.
In the last years, strategies for malaria control have been addressed
to design new therapeutic alternatives since both vector and para-
sites have developed resistance to traditional therapeutic tools
[1,2].
Development of new therapeutic alternatives involves the use
of experimental models such as the inhibition of in vitro Plasmo-
dium falciparum growing [3] or the test of Peters in mice [4]. These
models allow evaluation of the drug activity by the quantiﬁcation
of the parasite growth in blood smears. Many methods have been
used to estimate this growth, namely biochemical tests (parasitic
lactate dehydrogenase LDH), ﬂuorometric methods (Fluorocrom
Hoechst 33258-ADN of Plasmodium falciparum), or incorporation
of radio labeled precursors (Hypoxanthine tritiated, actual goldll rights reserved.
).in developing countries because of their high cost, their specialized
infrastructure needs and difﬁcult handling [6]. An efﬁcient and
reliable alternative to these methods is the visual microscopic
quantiﬁcation in thin blood smear stained with Giemsa [7]. The
staining process highlights the Plasmodium falciparum parasite
and allows to distinguish erythrocytes and parasites. Unfortu-
nately, visual analysis is time consuming, difﬁcult to reproduce
and subjective, which result in large inter and intra-observer vari-
abilities [8,9]. Therefore, automatic parasitemia quantiﬁcation
from thin blood ﬁlms stained with Giemsa come to be of great
importance for the research of new therapeutic malaria
alternatives.
1.1. The quantiﬁcation problem
Automatic quantiﬁcation of smeared blood ﬁlms infected with
Plasmodium falciparum is a 2-fold problem [10], it is not only
needed a precise counting of the number of infected erythrocytes
but also an estimation of which life parasite stage an erythrocyte
is infected with. From an image processing standpoint, this repre-
sents multiple challenges. Firstly, digital images present large
luminance differences even though they are captured from the same
slide. These differences are mainly due to the inevitable variations
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tion of the image capture. The capturing parameters are a determi-
nant factor to take into account, for example illumination
differences between slides or even within the same slide result
in images with different color distributions such as those observed
in Fig. 1 (panels a–c). On the other hand, most laboratories need to
adapt the stain technique to the particular environment condi-
tions. These modiﬁcations of the staining can mistake the entire
technique and generate a different kind of artifacts, as for instance
dye remains (Fig. 1, panel c) or appearance of crenated or superim-
posed erythrocytes (Fig. 1, panels b and c).
In terms of the evaluation of antimalarial therapies it is also
important an estimation of the life parasite stage per infected
erythrocyte. Fig. 2 shows samples of healthy and infected erythro-
cytes at any of the three stages of Plasmodium falciparum. As
observed, the different infection stages are determined by their
morphological characteristics. However, a correct classiﬁcation is
highly dependent on the observer experience because of the slight
differences among life stages, which in addition may present fea-
ture overlapping. Large variations in shape, color and textures are
frequently observed in healthy erythrocytes, as shown in Fig. 2
(row a). Some of these erythrocytes present remains of hemozoin
which can be confused with parasites in young stages. Row b
shows examples of erythrocytes infected with parasites in ring
stage, characterized by an oval shape in which two typical chroma-
tin dots highlight. Sometimes, multiple rings are observed within
the erythrocyte. This stage is particularly difﬁcult to segment be-
cause the two chromatin dots rarely present well deﬁned contours.Fig. 1. Typical digital images of malaria blood smears, which present different coloration
Panel b shows some overlapped cells and background artifacts produced by digitization
Fig. 2. Samples of healthy and infected erythrocytes. Healthy erythrocytes present large
by parasite oval shapes and bright chromatine dots (row b). Trophozoite samples are a tr
(see row c). Schizont infections are characterized by complex shapes with multiple chroLikewise, some examples of infected erythrocytes with trophozo-
ites are shown in row c, a stage very difﬁcult to diagnose since this
stage is a transition between rings and schizonts so that its charac-
teristics vary between well deﬁned rings (young trophozoites) and
mature shapes. Finally, row d shows examples of infections in a
schizont stage, for which the parasites are characterized by com-
plex shapes inside the red cell, composed of many chromatin dots.
In addition, it should be pointed out that any automatic quanti-
ﬁcation approach demands very low error levels since parasitemia
in case of Plasmodium falciparum is under a 6% so that detection of
any parasitemia variation should be under a 1%.
1.2. Previous work
Application of different automatic image segmentation algo-
rithms have led to fast quantiﬁcations in routine histological sam-
ples. Some approaches for malaria parasite detection have been
lately reported in blood smears [11–15], but these endeavors have
been mainly dedicated to quantiﬁcation and very little to the clas-
siﬁcation life stage problem. Indeed, poor detection sensitivities
have been reported with these methods, especially for detecting
early parasite life stages.
Cecilia Di Ruberto et al. [11], using digitized RGB images, pro-
posed to segment erythrocytes from the green color component
with a watershed algorithm, constrained by the average size of
the erythrocytes which were obtained from a gray-scale granulom-
etry analysis. Parasite nuclei were also detected by a similar anal-
ysis but using a pre-deﬁned structural element on the H and Sand illumination conditions. In panel a parasites in different life stages are observed.
conditions. In panel c, staining artifacts and crenated erythrocytes are observed.
different shapes, color and textures (row a). Ring stage infections are characterized
ansition stage between well deﬁned rings (young trophozoites) and mature shapes
matin dots (row d).
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performed using morphological operations and the Hausdorff dis-
tance, while other stages were differentiated using similarity mea-
sures between histograms of the HSV color space. A similar
detection approach was presented by Ross et al. [14], but local
threshold levels were used for enhancing the early life stage detec-
tion. In this work, the classiﬁcation problem was focused on distin-
guishing parasite species (vivax, falciparum, malariae or ovale)
using a two phase machine learning strategy. The ﬁrst stage classi-
ﬁed infections either as positive or negative, based on color and
texture features, while the second stage assigned the parasite spe-
cies using several a priori features such as relative sizes, shapes and
colors of the entire infected erythrocytes, number of parasites per
cell, sizes and shapes of parasites and relative position of the par-
asite within the cell. Mathematical morphology has also been used
for malaria quantiﬁcation [15]. A conventional edge ﬁlter was ap-
plied to the original color image, on which erythrocytes were seg-
mented by applying a thresholding function. Afterward, a series of
binary morphological operations along with the correlation coefﬁ-
cient between edges were used for deciding whether the erythro-
cyte was infected or not. Halim et al. [12] proposed a template
matching strategy for detection of erythrocytes. A gray scale tem-
plate was constructed from the actual image based on cross corre-
lations between predeﬁned binary templates and the image. Then,
colors were quantized to a eight level palette and a 3  3 window
co-occurrence matrix was calculated on the quantized image. Fi-
nally, a threshold average of the co-occurrence matrix allowed to
classify a pixel as parasite or non parasite. Detection of parasites
was performed using a machine learning strategy [13]. This meth-
od carried out a ﬁrst pixel detection (i.e. parasites and stained arti-
facts) using a Bayesian classiﬁer and the RGB color representation
as the parameter space. Then, several conventional mathematical
morphology operators allowed that pixels were gathered together
into objects, which were classiﬁed as parasite, or no-parasite, by a
K-nearest neighbor classiﬁer.
This paper introduces a new paradigm for the problem of malar-
ia quantiﬁcation and life stage classiﬁcation. Instead of attempting
to separately detect and quantify parasite and cell, we dedicate our
efforts to develop a semantic strategy which classiﬁes erythrocytes
as either healthy or infected in a speciﬁc life stage, based on their
internal structure but with no explicit parasite detection. Besides,
the present investigation also explores side quantiﬁcation prob-
lems such as the clumping of cells and proposes an original
approach which separates many of the frequently superimposed
shapes. The paper is organized as follows. In Section 2.1, an overall
view of the proposed method is presented. Section 2 describes in
detail the different techniques and methodology proposed for seg-
mentation and classiﬁcation of erythrocytes. Experimental results
are reported in Section 3. Finally, Section 4 present a discussion
and the conclusions of this work.
2. Materials and methods
2.1. Method overview
A general overview of the procedure for estimation of parasite-
mia in malaria images is shown in Fig. 3. The image analysis and
recognition process include three main components: (a) image
preprocessing, (b) recognition of erythrocytes, and (c) classiﬁcation
of erythrocytes.
Brieﬂy, the image preprocessing step attempts to correct lumi-
nance differences produced by the acquisition process by means of
a local adaptive low-pass ﬁlter. The erythrocyte recognition phase
is carried out in three steps: ﬁrstly, a color pixel classiﬁcation pro-
cess uses a machine-learning strategy for classifying a particular
color space, which is then used as a look-up table for labeling eachpixel as either foreground or background. Secondly, pixels labeled
as foreground are grouped into one simpliﬁed Inclusion-Tree [16].
The resulting tree is simpliﬁed to satisfy the restrictions imposed
by the erythrocyte morphological structure and their spatial rela-
tionships. Finally, clumped shapes, a possible result of the binariza-
tion process, are split using an efﬁcient template matching
strategy. This approach searches for the better matching between
a chain code representation of the clumped shape contour and
an ideal erythrocyte, estimated from the original image by an
Expectation-Maximization algorithm. The last phase is the classiﬁ-
cation of erythrocytes among any of the four possible classes. This
classiﬁcation is achieved upon 25 features which correspond to the
statistics of the distributions of color, texture, illumination and
edges, extracted from the erythrocytes detected in previous step.
The whole process consists of two steps: ﬁrstly, a binary classiﬁer
decides whether the erythrocyte is healthy or not. Then a multi-
class classiﬁer strategy assigns each erythrocyte to one of the three
infection life stages: ring stage, trophozoite or schizont.
2.2. Histological material
Thin blood ﬁlms were obtained by placing a drop of infected red
cells with Plasmodium falciparum, washed in RPMI 1640 (GIBCO)
and cultured under standard conditions as described elsewhere
[17]. The basic technique for growing Plasmodium falciparum in set-
tled layers of red cells in petri dishes under an atmosphere of 18%
02/3% CO2 has already been described [3]. The in vitro cultured
material was placed on a clean microscope slide, which was then
smeared with the edge of a second slide and ﬁnally colored with
Giemsa dye. Slides were mounted and stored for future use.
2.3. Image acquisition
Images were digitized using a home made motorized micro-
scope. A Sony high resolution digital video camera Handycam
DCR-HC85 (640  480 pixels to 1200  16000) was coupled to a
Carl Zeiss Axiostar Plus microscope, provided with Carl Zeiss
426126 and 456006 adapters (Carl Zeiss, Light Microscopy, Gottin-
gen, Germany). Use of intermediate lens and a 100 power objec-
tive yielded a total magniﬁcation of 1000. Optical image
corresponded to 102  76 lm2 for a 640  480 image size, result-
ing in a total resolution of 0.0252 lm2/pixel.
2.4. Image preprocessing
Morphometry in microscopic studies, implicitly or explicitly,
lies on a standardization of methods which includes microscope
settings. Inherent variability of many factors such as environment
illumination conditions, dye duration, ﬁlm thickness or ﬁlm inho-
mogeneities result in different image luminance and color distribu-
tion. This particular problem poses difﬁculties for classiﬁcation
since it is very hard to deal with proper segmentations of objects
with very similar colors, even worst if one considers that in actual
applications these colors are mixed up by the luminance level.
Thus, a local low-pass ﬁlter was applied to adaptively correct lumi-
nance differences.
The local low-pass ﬁlter was essentially a local adaptive ﬁlter,
deﬁned for a window size which contained the largest image
feature, i.e. a typical erythrocyte size. Given that illumination
differences were mainly seen in the luminance channel, the lumi-
nance correction process was applied to this component. Them  n
RGB image was decorrelated into luminance and chrominance
components using the YCbCr transformation speciﬁed in the ITU-
R BT.601 standard. Then, the luminance image was split into dis-
joint regions of approximately the largest image feature and a
mean pixel value was calculated from each. These low frequency
Fig. 3. Overview of proposed method.
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using a moving window whose size was adjusted in order to elim-
inate the tiling effect of the ﬁlter. Afterward, luminance was cor-
rected by ruling out the found low frequencies. Finally, the color
image was reconstructed using this luminance correction and theoriginal chrominance information. Filter was selectively applied
on higher luminance values that commonly represent the back-
ground pixels. Fig. 4 shows one example of preprocessing results
for a typical image. The original image is shown in panel a and
the resulting image in panel b.
Fig. 4. Results of preprocessing step. The left panel displays an original digitized
image, which after the local low-pass ﬁlter applied to the luminance channel, is
shown at the right panel.
Fig. 5. Upper panels show the resulting images after the pixel labeling process.
Segmented erythrocytes are superimposed upon these images at bottom panels.
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After image luminance was corrected, the objects of interest
(erythrocytes) were detected as follows: ﬁrstly, a pixel classiﬁca-
tion allowed to label each image pixel as either background or fore-
ground, based on its color features. Afterward, an Inclusion-Tree
structure [16] represented the hierarchical object relations
between background and foreground so that a ﬁltering process
allowed to remove irrelevant structures such as artifacts generated
at the staining or digitization processes.
2.5.1. Color space classiﬁcation
Color space classiﬁcation attempts to ﬁnd the set of boundaries
that optimally separates background from foreground objects in a
particular color-space representation. In this color pixel classiﬁca-
tion problem, the number of possible patterns was much smaller
than the number of patterns to classify. Therefore, it resulted more
efﬁcient to pre-compute a look-up table for every possible pattern
in a whole color space, and then to classify image pixels by access-
ing the location of their values at the look-up table.
In general, classiﬁcation problems can be placed between two
situations: either there is a complete knowledge of the random
variable or the unique statistical knowledge is the one which can
be inferred from some samples. In the former case, a standard
Bayes analysis will yield an optimal choice, while in the latter
the decision to assign the observation x into a given category h is
dependent on the model. Real classiﬁcation problems mainly fall
into this category and statistical knowledge is usually comple-
mented with some heuristic information. Many strategies are
available today and machine learning gathers together many of
them. As discussed before, different color spaces are used to build
a pixel classiﬁcation model because a particular color space may
emphasize features that facilitate identiﬁcation of searched ob-
jects. In a previous work, a set of techniques which are representa-
tive of the most used machine-learning algorithms and several
color spaces were both evaluated for ﬁnding the best performance
combination. Machine learning techniques included a naive Bayes,
a k-NN, a neural network and a SVM classiﬁers whilst color spaces
comprised RGB, normalized RGB, HSV and YCbCr . That work found
that best performance was obtained with normalized RGB and k-
NN [18], so that we used this combination for the present
investigation.
2.5.2. Pixel image labeling
The classiﬁed color space is used as a look-up table which
assigns labels to each image pixel, i.e. background or foreground,
as illustrated in Fig. 5.
2.5.3. Inclusion-Tree representation
The resulting binary image contains a number of components
that can be better handled in terms of regions, their properties
and relationships. A formalism, known as connected morphologicaloperators [19,20], is herein used for approaching the problem at
the level of objects. These operators are ﬁltering techniques that
eliminate regions, called ﬂat zones, without creating or modifying
the boundaries of the remaining regions. Formally, a morphological
operator is called connected if the resulting partition P(X) is coarser
than the original, for any set X. In other words, connected zones are
either left untouched or changed altogether. Likewise, an operator
w is a connected operator if for every image f, the partition Pwðf Þ of
the output image w(f) is coarser than the partition Pf of the input
image f [20].
Connected components are structured as a zonal graph, which is
the graph that takes the regions of P(X) as vertices and whose arcs
represent the adjacency of the regions. In the common case where
connectivity is based on adjacency, connected operators can be
described and implemented by re-coloring and merging vertices
in the zonal graph. When objects in the image are hierarchically
related, connected operators can be seen as pruning strategies of
a tree representation, which are implemented by re-coloring and
merging operations on the nodes of the tree.
After the binarization process, many erythrocyte centers result
being labeled as background (Fig. 5), herein called erythrocyte
holes. The geometrical Inclusion-Tree used in this work is built
as follows: two conventional connected component trees of lower
(0) and upper (255) values are ﬁrstly built (as observed in Fig. 6).
Afterward, regions corresponding to erythrocyte holes (grey
regions in Fig. 6) are searched into the lower value tree for each
of the connected components. These holes are connected compo-
nents in the upper value tree since both trees are dual. The found
connected components and their children in the upper value tree
are then assigned as the spring of the connected component in
the lower value tree. Finally, all these regions i.e. the connected
component in the lower value tree in which a hole has been de-
tected and its equivalent spring in the upper value tree, are merged
together as illustred in Fig. 6 [16]. The resulting Inclusion-Tree is
reduced to a two level structure representing the background
(root) and the foreground objects. Once the tree representation is
complete, a number of connected operators are then successively
applied for removing redundant information and identifying the
erythrocytes:
 Background noise in the original image may lead to small misla-
beled areas in the binary image. They are removed by applying
the area operator, which is calculated by measuring the area
of each node N1. If the area Ak is smaller than a threshold, the
Fig. 6. Inclusion-Tree construction: the resulting labeled image is shown at the top.
Mid panels show the corresponding upper and lower value trees (holes are colored
in gray). The Inclusion-Tree, obtained by merging these trees is shown at the
bottom.
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els is switched to the background. The value for which areas are
recolored is chosen smaller than the smallest erythrocyte.
 Erythrocytes touching image boundaries are incomplete forms
and are removed with a black leave increasing operator.
 Foreground objects with a largest area than a threshold are con-
sidered clumped erythrocytes that should be separated for total
quantiﬁcation. This process is presented in Section 2.5.4.
2.5.4. Splitting of clumped erythrocytes
As already mentioned, one major problem associated with the
total quantiﬁcation of stained cells is the number of agglutinated
or connected cells. In this work, a novel method for separating
clumped erythrocytes is proposed, based on a template matching
approach. The basic idea is that a template segments these shapes
by ﬁnding the better correlation between a clumped shape and the
template, which is an ‘‘ideal” erythrocyte constructed from the im-
age under examination. Correlation is determined on a chain code
representation of both erythrocyte and connected cells. This gold
standard erythrocyte is inferred from a set of isolated erythrocytes
coming from the image tree and which have been previously se-
lected for matching some criteria, used for conserving the essential
erythrocyte shape properties. This set is used to maximize the
expectation of the searched shape likelihood using an EM
algorithm.
2.5.4.1. Template construction via the EM algorithm. For the cell tem-
plate construction, we assume that each single cell drawn from the
image is one instance of a true model. Each is assumed to be gen-
erated from a process that modiﬁes the true model by adding a
random noise, which models the complex interaction of factors
such as the biological variability, the histological procedure and
the illumination capturing conditions.Let Di ¼ ðD1i ; . . . ;Dni Þ be a vector of n elements, which stores the
n binary pixel values of a single cell image, with i = 1. . .N and N the
number of single cells extracted from the image. Let I be a vector of
n elements too, which stands for the pixel values of the ideal cell
(true model) so that
Dji ¼ TiðIjÞ ð1Þ
where T is a stochastic function that generates the model instance
and is deﬁned as follows
Tið1Þ¼
1 with probability pi
0 with probability 1pi

Tið0Þ¼
1 with probability 1qi
0 with probability qi

ð2Þ
Where pi and qi control the probability of error on the generated in-
stance. A Ti with pi ¼ qi ¼ 1 means that instances generated by Ti
corresponds to the true model. The problem is then to ﬁnd the pi
and qi values which maximize the likelihood of the instances being
generated from the model:
ðp; q; IÞ ¼ argmax
p;q;I
ðLðDjp; q; IÞÞ ð3Þ
where the likelihood
LðDjp; q; IÞ ¼
YN
i¼1
Yn
j¼1
PðDjijpi; qi; IjÞ
¼
YN
i¼1
Yn
j¼1
PðDjijpi; qi; Ij ¼ 1ÞI
j
PðDjijpi; qi; Ij ¼ 0Þ1I
j
¼
YN
i¼1
Yn
j¼1
p
IjDj
i
i q
ð1IjÞð1Dj
i
Þ
i ð1 piÞI
jð1Dj
i
Þð1 qiÞð1I
jÞDj
i
ð4Þ
A ﬁrst naive approximation to this problem could be an intensive
search of the parameters, but this is not feasible because of the size
of the parameter space, which is potentially inﬁnite. An alternative
approach is to iteratively improve the estimation of the optimal
parameters. For this purpose, an Expectation-Maximization (EM)
strategy was adapted from [21].
The main idea of the approach is to consider the true model (I)
as a hidden variable, which is estimated from the observed data
and a set of values for the parameters pi and qi. The initial values
of pi and qi are further improved by local optimization. The process
of alternatively estimate I (expectation step) and improve the pi
and qi values (maximization step) is iterated until convergence.
This convergence is guaranteed since the likelihood function has
an upper bound, as stated in [22].
The initial parameter estimates pi and qi are set to 0.9, as the
fundamental hypothesis in this work is that the instances do not
differ too much from the true model. The ﬁnal estimation of I cor-
responds to the true model that will be later used as a template to
ﬁnd cells in the input image.
2.5.4.2. Splitting via template matching strategy. Traditionally tem-
plate matching techniques have been considered as expensive
regarding computational resources since the template must slide
over the whole image. However, the approach herein used is
mainly based on a simpliﬁed version of both the template and
the clumped shape through a chain code representation, which
searches for an anchorage point that results in a ‘‘best match”
when the two shapes are superimposed. A chain code is typically
used to represent the object boundary by a sequence of straight-
line segments with their associated directions. A randomly
selected pixel from the object boundary is chosen as the initial
point. Afterward, the pixel’s neighbors are numbered from 0 to 7
(8-neighbor mask) and the pixels belonging to the boundary are
selected following a clockwise direction. Finally, the obtained
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regarding the initial point and orientation.
The proposed method searches for the best correlation between
chain codes of the clumped shape and several scale variations,
fs1; . . . ; sng, of the template shape. The i-th scaled template shape
and the clumped chain code are aligned starting at point j, the corre-
lation is calculated and stored at the position (i, j) of a matrix. The
noise produced by small variations in the correlation function is ﬁl-
tered by applying a gaussian function. Then, a local maximum is lo-
cated for each scale and labeled as a possible match point. Using
these match points as a ﬁxation, a registration strategy calculates
thebest rotationbetween the twochain codes i.e. the clumpedshape
and the scaled ideal erythrocyte. This registering algorithm aims to
maximize the intersecting area between the two shapes, ﬁnding
the best scale, position and rotation of the original ideal erythrocyte.
After a ﬁrst cell is found, its corresponding intersection surface is
eliminated from the clumped shape as well as the optimal match
point from a list of possible match points. Likewise, possible match
points next to the optimalmatch point are removed. This procedure
is iterated until possible match points exist or the remaining area is
proportionally lower than a given threshold, a.
The performance of the proposed splitting method depends on
the scale variation values, fs1; . . . ; sng, and the minimum ratio
threshold, a. The method was applied to a set of representative
images using different values for these parameters. The best per-
forming set of parameters was found by varying the scale between
0.9 and 1.1 with increment steps of 0.02 and a = 0.2. Values of a
larger than 0.2 prevented separation of highly-clumped cells and
values less than 0.2 produced oversplitting.
2.6. Classiﬁcation of erythrocytes
Visual classiﬁcation of erythrocytes requires identiﬁcation of
complex patterns that involves color, shape, intensity, texture fea-
tures or neighbor relationships. Complex combinations of these
attributes constitute high-level concepts such as ‘‘infected erythro-
cyte with schizonts”, which represent the semantic content of the
image. An automatic classiﬁcation system should be able to iden-
tify these high-level concepts within the context of real images,
i.e. noisy images with great variability. This problem may be ap-
proached from two different perspectives: analytic and inductive.
The analytic standpoint requires to fully understand how the
low-level features are combined to structure high-level concepts.
The inductive standpoint automatically builds a model of high-le-
vel concepts based on a number of training samples, a perspective
herein used through several machine learning approaches.
2.6.1. Feature extraction
The aim of the feature extraction process is to identify and ex-
tract relevant information from the image that allows discrimina-
tion of healthy from infected erythrocytes and infection stages.
Visual identiﬁcation and classiﬁcation of Plasmodium falciparum
is based on the variations of the cytoplasm and the presence of
crhomatine dots or hemozoine remains. These variations manifest
themselves as changes in the distribution of color, intensity, tex-
ture and edges in the cell image so that these features were se-
lected for the extraction process.
Provided that an image is mainly a stochastic process, it is con-
venient to model it as a random variable which is described by its
corresponding probability density function. Therefore, any eryth-
rocyte feature is a random variable described by a set of histo-
grams, as follows:
 Color histogram (CH): Histograms are represented using parti-
tions of the color space as described in [23]. Normalized RGB
color representation was evaluated using different histogramresolutions. Partitions of 64 (8  8), 256 (16  16) and 576
(24  24) bins were assessed. Only the r and g values were used
for constructing the histogram.
 Saturation level histogram (SLH): This descriptor is able to spe-
ciﬁcally discriminate malaria parasites since the dark pink color-
ation of the parasite nuclei is easily observable in the saturation
channel of the HSV space [11]. For saturation images, the SLH
was partitioned in 256 bins, as described in [23].
 Gray scale (GH): Represents the intensities distribution on the
image, a 256 bin histogram was extracted from gray-scale
images.
 Tamura texture histogram (TTH): There are six different Tamura
features: coarseness, contrast, directionality, linelikeness, regu-
larity and roughness. Only the ﬁrst three were used since they
are strongly correlated to human perception [24], according to
the adapted formulation in [25]. Textures histogram was calcu-
lated from a 8  8  8 = 512 partition.
 Sobel histogram (SH): The Sobel operator is one of themost popu-
lar imageprocessing operator for edgedetection [26]. It calculates
apixelderivativeestimationbyﬁnding intensitydifferences in the
horizontal and vertical directions. A 3  3 mask was used to ana-
lyze the 8-neighborhood and a 512 bin histogramwas computed.
Although histogram features can be used as features vectors, for
the sake of saving computational resources, it is better to reduce
the dimensionality problem, i.e. to generate feature vectors with
a least number of possible features. We used mean, standard devi-
ation, skewness, kurtosis and entropy as basic descriptors of the
histogram properties. In summary, an image is represented by 25
features that characterize 5 histograms, each represented by 5 his-
togram-features.
2.6.2. Classiﬁcation
Overall, parasite quantiﬁcation basically aims to separate
healthy from infected erythrocytes. However, development of
new antimalarics demands a precise determination of the parasite
stage since these drugs are designed to speciﬁcally attack a partic-
ular parasite stadium. The approach herein developed carries out
the parasite classiﬁcation into two steps: ﬁrstly, a classiﬁer was
used for deciding whether or not an erythrocyte was infected.
Then, the type of the infection was determined using a set of clas-
siﬁers composed of four learning models identifying the different
classes, three of them specialized on classifying each of the three
different stages of infection and another on detecting possible arti-
facts. Only those erythrocytes classiﬁed as infected in the previous
step are taken into account for this phase. Provided that some
healthy erythrocytes may be wrongly classiﬁed in the ﬁrst step,
this phase include an artifact class into the analysis. Those erythro-
cytes that are missclassiﬁed into none, two or more classes are
ruled out and left to the user for a later visual decision. Two
state-of-the-art nonlinear classiﬁers were evaluated for these
phases: a multilayer perceptron neural network (MLP) [27] and a
support vector machine (SVM) [28].
2.6.3. Model evaluation
Each classiﬁer was separately trained through an exhaustive
search of their learning parameters. For the SVM training, two
commonly used kernel types were evaluated: radial basis function
(RBF) and polynomial functions. For the RBF kernel, the c parame-
ter was varied from 0.1 to 2 with increment steps of 0.1, while the
polynomial kernel degree was set at 1, 2 and 3. Finally, the regular-
ization parameter C, was varied between 1 and 20 with increment
steps of 0.2. On the other hand, the MLP performance was tuned by
varying the number of neurons in the hidden layer between 1 and
9 and the value of the learning rate between 0.1 and 2.0 with a step
of 0.1.
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fold approach. First a conventional 10-fold cross validation was
performed for every parameter combination and the best values
for each algorithm were again evaluated using a different data
set. Finally, the best classiﬁer was selected and evaluated using
the test data set.
The performance of the classiﬁcation tasks is commonly quan-
tiﬁed in terms of its predictive accuracy. However, this approach
is inappropriate here because of the unbalanced class distribution
between the infected and healthy erythrocytes. The contribution of
each class to the entire accuracy rate is a function of its cardinality
(misclassiﬁcation of minority class instances has insigniﬁcant im-
pact on the performance). As an alternative, some authors [29]
have proposed the use of statistical metrics related to effectiveness
as the F-measure, which is computed as:
Fb ¼ TPR  PRb  TPRþ ð1 bÞ  PR ð5Þ
with
TPR ¼ TP
TP þ FN PR ¼
TP
TP þ FP
where TP stands for the true positives, FN for the false negatives,
and FP for the false positives. The b coefﬁcient (0 < b < 1) allows to
assign relative weights to both the true positive and precision rates
[29]. In this work, Fb was calculated setting b to 0.4, so the search
was addressed to detection of TP.
3. Experimental results
The performance of the proposed method was assessed in the
two main sub-tasks: recognition of erythrocytes and parasitemiaFig. 7. Application of splitting process. Red color corresponds to the clumped shape con
original digital images. Row b depicts the binarized images after the color classiﬁer ha
procedure and ﬁnally, row f shows the superimposed results of the splitting cells and the
legend, the reader is referred to the web version of this article.)estimation, for which, ﬁve different thin blood ﬁlms were digitized.
These samples were stained about a year ago and presented typical
stain variations, close to routine laboratory conditions. Four hun-
dred ﬁfty digitized images were randomly selected from these
slides for evaluation.
3.1. Recognition of erythrocytes
The performance of the proposed clump splitting method was
evaluated. Fig. 7 illustrates the entire splitting process: ﬁrst row
(a) shows different clumped erythrocytes and the whole process
is illustrated by the sequence of rows. Notice the high degree of
overlapping in row a, which along with the color and luminance
variabilities result in the clumped shapes of row b. Row b shows
binary images after the segmentation process. In some cases the
binarization strategy can even increase the overlapping between
cells as the obtained shape in panel eight. The sequence of phases
of the splitting process is shown in rows c, d and e for each of the
clumped shapes i.e. a ﬁrst best matching in row c, a second best
matching in row d and a third best matching in row e. Note that
the results are highly independent of the degree of overlapping,
as observed in clumped shapes of the fourth and ﬁfth panels. Fur-
thermore, the strategy is robust against partially hidden structures
such as the middle cell within the clumped cell of the second panel,
in which the cell was occluded in about a 80%. Likewise, observe
that there is not a systematic trend about a preferred initial loca-
tion among the set of assessed shapes. Finally, row f shows the ori-
ginal clumped contour superimposed with the different locations
at which the template has found a relevant shape. These results
demostrate that the proposed technique is able to ﬁnd variable de-
grees of overlapping. Even better, distorted cells such as the shown
in third panel can be quantiﬁed with this technique. A total of 192tour and green color stands for the contour of the found cells. Row a displays the
s segmented objects, rows c, d and e show ﬁrst, second and third iterations of the
clumped contour shape. (For interpretation of the references to colour in this ﬁgure
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compared against a visual quantiﬁcation performed by two ex-
perts, with a reported experience of at least ﬁve years in the do-
main. Automatic quantiﬁcation (the number of found cells for
clumped shapes) coincided in 182 of the 192 clumped cells found,
resulting in a 95% agreement.
A semi-automatic quantiﬁcation of erythrocytes was performed
on a total of 100 digital images, randomly selected and compared
with the visual results. Both, manual or semi-automatic counts
did not take into account erythrocytes touching the image bound-
ary. The method capability for ﬁnding erythrocytes was estimatedTable 1
Differences in the quantiﬁcation of erythrocytes between the proposed approach and
visual quantiﬁcations.
Average difference % Difference
Expert 1 0.23 1.25 ± 5.43
Expert 2 0.27 1.78 ± 6.64
Expert mean 0.02 0.18 ± 5.48
Table 2
Correlation coefﬁcient between the quantiﬁcation performed by the two experts and
the automatic method.
Expert 1 Expert 2 Automatic
Expert 1 1
Expert 2 0.993 1
Automatic 0.992 0.988 1
Fig. 8. Contour plots of the Fb measure for SVM and MLP. x-axis corresponds to the co
learning rate. the y-axis in the two upper graphics correspond to variations of the c para
number of neurons of the hidden layer. Each Fb value corresponds to the average of 10
parameters with the better performance for each case. (For interpretation of the referen
article.)as a cumulated average of the differences between the semi-auto-
matic and visual methods. Table 1 shows this cumulated average in
the second column for expert 1, expert 2 and their arithmetic
mean. In the third column the counting error, expressed as a per-
centage of the number of cells in the image, is shown. The pro-
posed approach achieves a quantiﬁcation close to the arithmetic
mean of the two experts and an average error of 0.18% with a stan-
dard deviation of 5.48, corresponding to an average of less than one
missing erythrocyte per image. Also, a correlation analysis was car-
ried out and a very high correlation (0.99) was observed between
each of the experts and the semi-automatic approach (Table 2).
In general, large differences were mainly due either to overlapping
cells that were not correctly split or to cells touching the image
boundaries that were counted by the experts.
3.2. Estimation of parasitemia
Experiments for total parasitemia quantiﬁcation and life stage
differentiation were performed with the overall dataset, which
was randomly divided into training (40%), validation (30%) and test
(30%) image sets. Training and validation sets were used for
parameter tuning of the classiﬁers while the test set was used for
the ﬁnal evaluation of the method performance. Objects of interest
(erythrocytes) were automatically cropped out from the pictures
by the recognition process (see Section 2.5) and used to create
new image ﬁles which were preclassiﬁed by the expert either as
healthy, ring, trophozoite or schizont infection. A set of 12,557
erythrocytes composed of 11,844 healthy erythrocytes, 521 in ring
stage infection, 109 in trophozoite stage infection and 83 in schiz-
ont stage infection, was used.mplexity levels in the two upper panels while in the bottom one, it stands for the
meter and polynomial degrees, while at the bottom panel the y-axis stands for the
experiments from a 10-fold cross validation process. The dark red color represents
ces to colour in this ﬁgure legend, the reader is referred to the web version of this
Table 5
Fb measures of training, validation and test sets after user intervention.
Infected erythrocytes Ring stage Throphozoite Schizont
Training set 0.952 0.974 0.792 0.780
Validation set 0.962 0.928 0.552 0.739
Test set 0.972 0.949 0.754 0.882
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The ﬁrst stage of the classiﬁcation process was carried out on
the full set of erythrocytes. Effectiveness of the learning models
was assessed using the Fb measure and varying the parameters of
each algorithm. Fig. 8 shows the contour plots of Fb measure for
SVM and MLP, dark regions correspond to the values of parameters
that report best performance. Each Fb value corresponds to the
average of 10 experiments from a 10-fold cross validation process.
Results show that the effectiveness was always above 0.89 and sta-
ble in many points of the parameter space. In these cases it is use-
ful to pick those that present the largest performance with lower
complexity. Fig. 8 (a) shows the performance of SVM with radial
base kernel, in this case better performance was reached for c val-
ues between 1.2 and 1.8 and low complexity values. So, optimum
combination of the parameters c and Cwas set at 1.2 and 3, respec-
tively, which presented an average Fb of 0.941. In the case of SVM
with polynomial kernel (shown in Fig. 8 (b)), better performance
was reported by degree 2 and many complexities values. So, com-
plexity was set at 3, which presented a Fb measure of 0.937. Finally,
optimum parameters for the MLP were set at 7 neurons in the hid-
den layer and a learning rate of 0.1 with Fb of 0.925 (see Fig. 8 (c)).
With the optimized learning models, the validation and test sets
were classiﬁed and the results shown in Table 3. The three learning
models achieved excellent results, i.e. effectiveness above 0.92 in
the three cases. In general, there was a low number of false nega-
tives, most of them in the early stages of infection. Also there were
few false positives mainly caused by staining artifacts. As it is
shown in Table 3, better performance was achieved by the SVM
classiﬁer with a 2 degree polynomial kernel and a complexity of
3. This classiﬁer achieved a sensitivity of 94% and a speciﬁcity of
99.7% in detection of infected erythrocytes on the full data set.
3.2.2. Identiﬁcation of infection stage
A total of 670 erythrocytes, classiﬁed as infected in the previous
step, were evaluated for determining the infection stage. The best
learning parameters for each classiﬁer were selected using the
same process described in Section 2.6.3. Six hundred ﬁfty-six
erythrocytes were automatically classiﬁed whilst 44 were consid-
ered as ‘‘no- decision”, i.e. classiﬁed as undeﬁned class or more than
one class. Table 4 shows the best classiﬁers for each infection class
and the Fb measure obtained for training, validation and test sets
from automatically classiﬁed instances. Performance for ring stage
was better than for the other classes. This may be explained by the
fact that the number of samples of this class was considerable
higher that the number of samples of the other classes. This al-
lowed to build a more accurate classiﬁcation model for this class.Table 3
Fb optimal measures for SVM with polynomial kernel, SVM with radial kernel and
MLP, validation and test sets of the infected erythrocyte detection process.
SVM_RBF
c = 0.8, C = 4
SVM_Poly
P = 2, C = 3
MLP neurons = 7,
l_rate = 0.1
Training set 0.940 0.937 0.925
Validation set 0.937 0.954 0.936
Test set 0.934 0.961 0.937
Table 4
Fb measures for training, validation and test sets of the automatic infection stage
classiﬁcation process.
Ring stage Throphozoite Schizont
MLP neurons = 7,
l_rate = 0.1
SVM_RBF c = 0.2,
C = 14
SVM_RBF c = 0.2,
C = 12.4
Training set 0.973 0.771 0.780
Validation set 0.923 0.519 0.739
Test set 0.947 0.677 0.882Four hundred sixty-four erythrocytes infected in this stage were
automatically classiﬁed using a MLP classiﬁer with 7 neurons in
the hidden layer and a learning rate of 0.1, achieving an effective-
ness of 95% a sensitivity of 99.1% and a speciﬁcity of 80.4%. As it
was expected, performance on the trophozoite class was poorer,
probably because this class corresponds to a transitional stage of
the parasite from ring to schizont stages, i.e. erythrocytes from this
class share many characteristics with erythrocytes from the other
infection classes. Ninety-three erythrocytes infected in this stage
were automatically classiﬁed using a SVM_RBF with c and com-
plexity parameters set at 0.2 and 14. Effectiveness, sensitivity
and speciﬁcity values in this case were of 67.1%, 62.4% and
95.7%. Finally, classiﬁcation of schizont infection was performed
using a SVM_RBF with c and complexity parameters set at 0.2
and 12.4. This classiﬁer showed an effectiveness of 78.4% and sen-
sitivity and speciﬁcity of 75% and 97.4%, respectively. All erythro-
cytes infected in this stage were automatically classiﬁed and
false negatives were always identiﬁed as trophozoites, as expected.
A 2 degree polynomial SVM with a complexity of 1.2 was used
for detecting those healthy erythrocytes incorrectly classiﬁed in
the previous step i.e. artifact class. There were 29 non-infected
erythrocytes in the data set, 15 of them classiﬁed as ring stage
infections and 14 correctly considered as ‘‘no-decision”. None of
them was classiﬁed as artifact.
3.2.3. Quantiﬁcation assisted by the user
As explained in Section 2.6.2, when the set of classiﬁers was not
able to determine the erythrocyte membership to a unique class, it
was left to the user for visual classiﬁcation. From 12,557 evaluated
erythrocytes, only 44 had to be classiﬁed by the user, which repre-
sent a 0.3% of the total cells. This set was composed of 18 ring stage
infections, 12 trophozoite and 14 healthy erythrocytes. Quantiﬁca-
tion assisted by the user improved the overall performance in
detection of infected erythrocytes and determination of ring and
trophozoite stages. Table 5 shows the ﬁnal system effectiveness
for each class after of user assisted classiﬁcation. Infected erythro-
cyte detection effectiveness and speciﬁcity increased to a 96.2%
and 99.9%, respectively. Likewise, identiﬁcation of the infection
stage performance was improved. In the trophozoite stage effec-
tiveness improved from 67.1% to 71.1% and sensitivity from
62.4% to 66.7%, whereas in the ring stage effectiveness and sensi-
tivity increased to 94.9 and 99.2, respectively.
4. Discussion
This study presents an original method for quantiﬁcation of in-
fected erythrocytes in thin blood ﬁlms as well as a precise determi-
nation of their infection stage. Discrimination of each erythrocyte
class is achieved through a bank of classiﬁers, using a set of low le-
vel features which is computed for erythrocytes automatically ex-
tracted from digitized images. The proposed approach was tested
on a total of 450 images, composed of 12,557 erythrocytes with a
parasitemia of 5.6%, obtaining a sensitivity of 94% and a speciﬁcity
of 99.7%. These images were randomly selected from ﬁve thin
blood ﬁlms, they presented typical color and luminance variations
as well as different erythrocyte density. The proposed method is
simple and allows an adequate identiﬁcation of both the infected
erythrocytes and their infection stage.
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formed either at the histological procedures or at the microscopical
acquisition settings. Images were digitized from an unrelated study
carried out a year ago. The resulting images were very noisy and
presented many stain differences and artifacts which made them
difﬁcult even for visual diagnosis. A ﬁrst step for reducing such
artifacts was performed by locally low-pass ﬁltering these images
so that background luminance differences were reduced while
foreground objects were preserved. The main role of this phase
was to smooth the background out and to improve the pixel clas-
siﬁer performance.
Automatic malaria parasite detection has been broadly studied
[11,13,12,14,15], but most of these methods focus on the problem
of determination of the infection level. As far as we know, there ex-
istsonlyone investigation thatattempted to identify infectionstages
[11]. Overall, a common strategy for all thesemethods has consisted
in segmenting the image into three components: background, eryth-
rocytes and parasites and therefore the found stage is dependent on
the achieved accuracy.When detecting infectionswhich are charac-
terizedby thepresenceofmature trophozoites and schizonts, a com-
plete separation of the erythrocyte and parasite has been reported
[11], but these reports have not included early infections. As ob-
served in Fig. 2(c) and (d), the basic features of trophozoites and
schizonts are very different from the occupied erythrocytes since
they are stained in a strong purplewhile erythrocytes present a pink
tone. In these cases, it is relatively easy to separate parasite and
erythrocyte, but very difﬁcult to identify the parasite stage since dif-
ferences are mainly based on size. Besides, in early infections (rings
and young trophozoites) such boundaries are even much more dif-
fuse (see Fig. 2(b) and (c)). Importantly, for the case of developing
antimalaric drugs, a high presence of young stages is observed. In
thepresent study for instance, a71%of the infectederythrocytes cor-
responded to ring stages. Furthermore, since the stain process is var-
iable and it is frequent to observe healthy erythrocytes with
hemozoin or dye remains, the entire strategy needs to include rules
which permit to discriminate young parasites from these artifacts
(see Fig. 2 (a)). This is why thewhole strategy herein proposed is ad-
dressed to analyze the erythrocyte-parasite as a whole and use this
to determine whether or not an erythrocyte is infected along with
its infection stage.
The obtained results outperform what has been so far reported
in the literature for both detection of infected erythrocytes and
determination of infection stages. In addition, the number of eval-
uated images in the present work is larger than previous ones
(450). Speciﬁcally, the proposed method exhibits a sensitivity of
94% for detection of infected erythrocytes, larger than that re-
ported by Tek et al. (74%) [13], Ross et al. (85%) [14] and Halim
et al. (91%) [12].1 Di Ruberto’s method was compared with two ex-
perts in a set of 12 images, detecting young trophozoites, mature tro-
phozoites and schizonts. That investigation informed that
correlation with each of the experts was higher than correlation be-
tween the two experts. Nevertheless, an average correlation of 0.5
for parasite detection and 0.56 for discrimination of the parasite spe-
cies, turn out to be not enough provided that no early stages were
considered. Likewise, Di Ruberto’s method showed a quantiﬁcation
average difference of 9.3 ± 1%, Sio’s work reported a difference of
2.04 ± 2.8% and the present investigation found a 0.26 ± 0.67% when
difference where computed on 100 images visually quantiﬁed by
two experts, a better performance in a larger group of evaluations.
The developed method allows reliable erythrocyte recognition,
as inferred from Tables 1 and 2, where high correlation between vi-
sual (two expert microscopists) and automatic analysis is observed
(0.99). Erythrocyte recognition has been previously approached1 This method was devised for detection of gametocytes and schizonts.using conventional segmentation techniques such as thresholding
[11,14,12] and edge detection. However, these techniques are
highly dependent on image quality, they need a particular param-
eterization for each image and are computationally expensive. On
the contrary, the approach herein proposed performs an image
binarization using the expert knowledge through a trained classi-
ﬁer which is capable to assign a pixel to a particular class within
the RGB normalized space. A minimal user intervention is needed
to select the sample pixels for training the statistical classiﬁer.
Afterward, objects are constructed from pixels by inclusion trees
which bring together a set of rules representing again prior knowl-
edge about these objects. These trees allow to ﬁlter artifacts or
noise generated by the acquisition process. On the other hand, time
is saved through the construction of a lookup table (LUT) in which
pixel classes are precalculated for the whole parameter space i.e.
the normalized RGB color space. In the present study this was fully
justiﬁed because the number of possible classes is smaller than the
number of possible prototypes.
Full automation of erythrocyte quantiﬁcation is limited by the
presence of overlapping cells. Previous works have attempted to
solve this problem by application of a series of morphological oper-
ators [11,14] or a concavity analysis [15] which depends on implicit
conditions about cell shape or size. Morphological operations are
limited by the overlapping degree between cells since it is a well
known fact that two shapes can be separated if their centers are sep-
arated [30]. This constitutes a limitation for actual applications be-
cause cells tend to aggregate in random conﬁgurations which
occlude center shapes so that they arenot available anymore. In con-
trast,weattempt toﬁndcellswithinclumpedshapes similar to those
erythrocytes found in the same image. The matching approach is
independent of the existence of cell centers, andmanydifﬁcult cases
such as the second panel in Fig. 7were successfully achieved. On the
other hand, a concavity analysis supposes variability is so small as to
applya set of rigid rules toeverycase. Yet anerythrocyte is a cellwith
awell deﬁned shapeandsmall size variation, these clumpedcells are
present in placeswhere they are deformed by the agglutination pro-
cess and both shape and size patterns are altered. The approach pre-
sented here was capable of splitting a 95% of the clumped shapes in
the test images.
Automatic classiﬁcation approaches are evaluated using four
metrics: sensitivityor truepositive rate (TPR), speciﬁcityor trueneg-
ative rate (TNR), false positive rate (FPR) and false negative rate
(FNR) [31]. However, only the former two are generally used since
they are explicitly derived from the two latter ones. Thesemeasures
indicate the accuracy of a quantitative lab test i.e. the probability
thataparticular classiﬁcation is correct. Agoodclassiﬁerhas tomake
a proper trade off between sensitivity and speciﬁcity, a key point
which depends on a pre-deﬁned threshold over the problem. This
threshold is a difﬁcult decision when class representation is biased.
In this class imbalance problem, it is important to assess themethod
capability for identifying the rare cases since this class is usually the
most relevant. In this paper, we use an effectiveness measure in
whichTPRandPPVmaybe combined i.e. the Fb-measure. Thismetric
allows to weight the relevance of a correct classiﬁcation, which
means that larger effectiveness values are correlated to better sensi-
tivity, even if there exists some accuracy loss. This evaluationmeth-
od ensures that the selected classiﬁcation models report better
performance when detecting infected erythrocytes as well as deter-
mining its correct life stage. Importantly, this metric allowed to ob-
serve a large stability of the evaluatedmodels to the variation of the
learningparameters, as observed in Fig. 8. These results indicate that
the performance of this method could highly improve by standard-
izing the acquisition conditions of the histological sample before
training the model.
A set of features that not only included color, luminance, tex-
ture or edge distributions, but also other characteristics such as
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importance of the saturation channel was previously described
[11] and turns out to be a speciﬁc chemical reaction of the parasite
DNA to the Giemsa stain which is observable in the saturation
channel. Two commonly non linear classiﬁers, including support
vector machines (SVM) and multi layer perceptron (MLP), were
evaluated for ﬁnding the best learning parameters that allow to
identify each erythrocyte class. The ﬁrst step towards erythrocyte
classiﬁcation is to divide the erythrocytes in infected and non in-
fected. Infected erythrocytes were effectively detected by the opti-
mized classiﬁers, as shown in Table 3. The best performing
classiﬁer was the SVM with a polynomial kernel, which exhibited
an effectiveness of 0.95, a sensitivity of 94%, and a speciﬁcity of
99.7%. Identiﬁcation of the infection stage presented a smaller per-
formance, indicating that infected parasite features are strongly
mixed up, a condition which is more evident for the trophozoites.
In this case it is nearly impossible to ﬁnd a boundary between
young trophozoites and ring stages, Similar to the case of mature
trophozoites and schizonts. As shown in Table 4 the best perfor-
mance is obtained for ring stage identiﬁcation. These results can
be explained by the fact that the number of instances of trophozo-
ites and schizonts was relatively small.
One important feature of the proposed method is that it is able
to determine when there is not enough conﬁdence on the auto-
matic results. In this case, the user is asked to visually classify
these samples. In the present study only a 0.3% of erythrocytes
were assessed by the expert i.e. 44 among 12 557, increasing the
overall effectiveness by one percentage point.
Efﬁciency of semi-automatic approaches can be 2-fold evalu-
ated: the required time of human supervision2 and the computa-
tional time [31]. In the present investigation, human intervention
is required at three processes: selection of points for training the col-
or model, visual classiﬁcation of erythrocytes and the ﬁnal user as-
sisted diagnosis. The required time for training is about 30 min for
the models while the assisted ﬁnal intervention takes less than
1 min per slide. Most of the computational cost lies on the splitting
and feature extraction phases. Using a Intel Core Duo at 2.4 Ghz pro-
cessor, each 640  480 image was processed in 9 ± 1.4 s while a clas-
siﬁcation model is approximately constructed in 60 s.
The use of generic pattern recognition algorithms makes this
method easily adaptable to discrimination of other organisms in
microscopical images, in particular for detection other malaria spe-
cies. The system is currently being evaluated for quantiﬁcation and
infection stage determination of Plasmodium Berguei, a malaria
species which infects mice with a biological behavior very similar
to the Plasmodium falciparum and extensively used for developing
new antimalaric drugs. Preliminary results show a similar perfor-
mance for discriminating infection stages. Likewise, inclusion of
other features such as the parasite shape or its location within
the infected cell could permit an automatic classiﬁcation of differ-
ent parasite species. Also the modeling of the infection stages as
fuzzy sets could improve the accuracy of the classiﬁcation process
given the non-precise and subjective characterization of interme-
diate infection stages.
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