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Abstract
In [C. E. Kenig and E. M. Stein, Multilinear estimates and fractional integration,
Math. Res. Lett., 6(1):1-15, 1999], the following type of multilinear fractional integral∫
Rmn
f1(l1(x1, . . . , xm, x)) · · · fm+1(lm+1(x1, . . . , xm, x))
(|x1|+ . . .+ |xm|)λ
dx1 . . . dxm
was studied, where li are linear maps from R
(m+1)n to Rn satisfying certain conditions.
They proved the boundedness of such multilinear fractional integral from Lp1 × . . .×
Lpm+1 to Lq when the indices satisfy the homogeneity condition. In this paper, we show
that the above multilinear fractional integral extends to a linear operator for functions
in the mixed-norm Lebesgue space L~p which contains Lp1 × . . . × Lpm+1 as a subset.
Under less restrictions on the linear maps li, we give a complete characterization of
the indices ~p, q and λ for which such an operator is bounded from L~p to Lq. And
for m = 1 or n = 1, we give necessary and sufficient conditions on (l1, . . . , lm+1),
~p = (p1, . . . , pm+1), q and λ such that the operator is bounded.
Keywords. Fractional integrals; Riesz potentials; mixed norms.
1 Introduction and the Main Results
The fractional integral operator is useful in the study of differentiability and smoothness
of functions. In [36], Kenig and Stein studied the multilinear fractional integral of the
following type,∫
Rmn
f1(l1(x1, . . . , xm, x)) · · · fm+1(lm+1(x1, . . . , xm, x))
(|x1|+ . . .+ |xm|)λ
dx1 . . . dxm,
where li(x1, . . . , xm, x) =
∑m
i=1Ai,jxj +Ai,m+1x and Ai,j are n× n matrices.
They proved that the above fractional integral is bounded from Lp1 × . . . × Lpm+1 to
Lq if 1 < pi ≤ ∞, 1 ≤ i ≤ m+ 1, 0 < q <∞, 0 < λ < mn,
1
p1
+ . . .+
1
pm+1
=
1
q
+
mn− λ
n
, (1.1)
and the coefficient matrices Ai,j satisfy the followings,
∗This work was partially supported by the National Natural Science Foundation of China (11525104,
11531013, 11761131002 and 11801282).
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(i) A = (Ai,j)1≤i,j≤m+1 is an (m+ 1)n × (m+ 1)n invertible matrix,
(ii) each Ai,m+1 is an n× n invertible matrix for 1 ≤ i ≤ m+ 1, and
(iii) (Ai,j)1≤i≤m+1,i 6=i0
1≤j≤m
is an mn×mn invertible matrix for every 1 ≤ i0 ≤ m+ 1.
In this paper, we show that the miltilinear operator can be extended to a linear operator
defined on the Lebesgue space L~p with mixed norms. Recall that for ~p = (p1, . . . , pk), where
0 < p1, . . . , pk ≤ ∞ and k ≥ 1, L
~p consists of all measurable functions f for which
‖f‖L~p :=
∥∥∥‖f‖Lp1x1 · · ·
∥∥∥
L
pk
xk
<∞.
For convenience, we also write the L~p norm as ‖ · ‖Lpkxk (...(L
p1
x1
)) or ‖ · ‖L(p1,...,pk)
(x1,...,xk)
.
Benedek and Panzone [3] introduced the Lebesgue spaces with mixed norms and proved
that such spaces have similar properties as ordinary Lebesgue spaces. Further develop-
ments which include the boundedness of classical operators and other generalizations can
be found in [2, 16,25,27,37,48,50,52]. Recently, mixed-norm spaces have been studied in
various aspects [1,5–11,18,26,28,29,34,35,41,44,49,53]. And we refer to [30] for a survey
on mixed-norm spaces.
We focus on the factional integral on Lebesgue spaces with mixed norms. Before stating
our results, we introduce some notations. For x = (x
(1)
1 , . . ., x
(n)
1 , . . . , x
(1)
m+1, . . . , x
(n)
m+1)
∗ ∈
R
(m+1)n, where ∗ denotes the transpose of a vector or a matrix, we also write
x =


x1
...
xm+1

 , where xi =


x
(1)
i
...
x
(n)
i

 . (1.2)
Let A = (Ai,j)1≤i,j≤m+1 be an (m+ 1)n × (m+ 1)n matrix. Define
Tλf(xm+1) =
∫
Rmn
f(Ax)
(|x1|+ . . .+ |xm|)λ
dx1 . . . dxm. (1.3)
Denote
rm+2 = 0 and rk = rank


Ak,m+1
...
Am+1,m+1

 , 1 ≤ k ≤ m+ 1. (1.4)
For certain matrix A, we give necessary and sufficient conditions on the indices ~p, q and λ
such that Tλ is bounded from L
~p(R(m+1)n) to Lq(Rn). Specifically, we prove the following.
Theorem 1.1 Let 1 ≤ pi ≤ ∞ for 1 ≤ i ≤ m + 1, q > 0 and 0 < λ < mn be constants
which satisfy (1.1). Set ~p = (p1, . . . , pm+1). Suppose that both A and its (1,m+ 1)-minor
(Ai,j)2≤i≤m+1,1≤j≤m are invertible matrices. Then Tλ is bounded from L
~p to Lq if and
only if the following items are satisfied,
(i) The rank of the mn× n matrix (Ai,m+1)2≤i≤m+1 is n.
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(ii) There is some 2 ≤ k ≤ m+ 1 such that 1 < pk <∞. Let k0 = max{k : pk > 1, 2 ≤
k ≤ m+ 1} and 2 ≤ k1 < . . . < kν ≤ m+ 1 be such that
r2 = . . . = rk1 > rk1+1 = . . . > . . . = rkν > rkν+1 = . . . = rm+2. (1.5)
Then the indices ~p and q satisfy
min{pkl : 1 ≤ l ≤ ν} < q and max{pkl : 0 ≤ l ≤ ν} ≤ q < p1. (1.6)
When applying the above theorem to the multilinear case, we get the norm estimate
even if some pi is equal to 1. Moreover, we relax the restrictions on the matrix A. In
particular, we have no hypothesis on the matrices Ai,m+1 for 1 ≤ i ≤ m+ 1.
There are two main points in the proof of Theorem 1.1. First, we have to simply the
integral in (1.3) since all the variables are tangled through the matrix A. Second, to prove
the sufficiency for the case of q = pkν while q > pkµ for some 1 ≤ µ ≤ ν−1, we have to weave
the integration order of the variables x
(1)
1 , . . ., x
(n)
1 and xj for 2 ≤ j ≤ m+1 very carefully
since the integration order of x1, . . ., xm+1 is not switchable in general. Moreover, both
the maximal function and the theory of interpolation spaces and interpolation theorems
for mixed-norm Lebesgue spaces are involved.
We point out that the hypothesis that the (1,m+ 1)-minor (Ai,j)2≤i≤m+1,1≤j≤m of A
is invertible is also necessary if m = 1. Moreover, for the case of m = 1 or n = 1, we give
complete characterizations of A, ~p, q and λ such that Tλ is bounded from L
~p to Lq, see
Theorems 5.1 and 6.1 for details. As a consequence, we show that the bi-linear fractional
integral
(f1, f2)→
∫
Rn
f1(x− t)f2(x+ t)
|t|λ
dt
studied by Kenig and Stein [36], Grafakos and Kalton [22] and Grafakos and Lynch [23]
extends to a linear operator on mixed-norm Lebesgue spaces.
The multilinear Riesz potentials of the following type
Jλ(f1 ⊗ . . .⊗ fm)(x) =
∫
Rmn
f1(y1) . . . fm(ym)
(|x− y1|+ . . .+ |x− ym|)λ
dy1 . . . dym
was studied extensively. It was shown in [19,22,36] that whenever 1 < pi ≤ ∞, 0 < q <∞,
0 < λ < mn and
1
p1
+ . . .+
1
pm
=
1
q
+
mn− λ
n
, (1.7)
Jλ maps L
p1× . . .×Lpm continuously to Lq. And we refer to [12–14,17,24,32,38–40,42,43]
for various aspects of Riesz potentials.
In this paper, we show that Jλ can be extended to a linear operator defined on L
~p with
~p = (p1, . . . , pm). Specifically, for f ∈ L
~p(Rmn), define
Jλf(x) =
∫
Rmn
f(y1, . . . , ym)
(|x− y1|+ . . . + |x− ym|)λ
dy1 . . . dym.
We show that Jλ is bounded from L
~p to Lq for certain indices. In fact, we prove the
boundedness for more general operators.
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Let y ∈ Rmn be defined similarly to x in (1.2) and set
D =


D1
...
Dm

 , (1.8)
where D1, . . . ,Dm are n× n matrices. For 0 < λ < mn, define
Jλ,Df(x) =
∫
Rmn
f(y)
|Dx− y|λ
dy
=
∫
Rmn
f(y1, . . . , ym)
(|D1x− y1|+ . . .+ |Dmx− ym|)λ
dy1 . . . dym.
We give a complete characterization of D, ~p, q and λ such that Jλ,D is bounded from L
~p
to Lq.
Let
γm+1 = 0, γi = rank


Di
...
Dm

 , 1 ≤ i ≤ m. (1.9)
Suppose that for 1 ≤ i1 < . . . < iν ≤ m,
γ1 = . . . = γi1 > γi1+1 = . . . > . . . = γiν > γiν+1 = . . . = γm+1. (1.10)
Theorem 1.2 Suppose that ~p = (p1, . . . , pm) with 1 ≤ pi ≤ ∞, 1 ≤ i ≤ m, 0 < q ≤ ∞
and 0 < λ < mn. Then Jλ,D is bounded from L
~p to Lq if and only if the following items
are satisfied,
(i) The rank of D is equal to n.
(ii) The indices ~p, q and λ meet (1.7).
(iii) There is some 1 ≤ i ≤ m such that 1 < pi <∞. Set i0 = max{i : pi > 1}.
(iv) Let γi and il be defined by (1.9) and (1.10), respectively. Then
min{pil : 1 ≤ l ≤ ν} < q and max{pil : 0 ≤ l ≤ ν} ≤ q <∞. (1.11)
We point out that Theorem 1.2 is used in the proof of Theorem 1.1. In fact, it is
related to the case of p1 =∞ in Theorem 1.1.
By setting D1 = . . . = Dm = I in Theorem 1.2, we get necessary and sufficient
conditions for Jλ to be bounded from L
~p to Lq.
Corollary 1.3 Suppose that 0 < λ < mn, ~p = (p1, . . . , pm) with 1 ≤ pi ≤ ∞, 1 ≤ i ≤ m,
and 0 < q ≤ ∞. Then the norm estimate
‖Jλf‖Lq . ‖f‖L~p , ∀f ∈ L
~p(Rmn) (1.12)
is true if and only if
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(i) The indices ~p, q and λ meet (1.7),
(ii) There is some 1 ≤ i ≤ m such that 1 < pi <∞. Set i0 = max{i : pi > 1, 1 ≤ i ≤ m}.
Then pi0 ≤ q <∞ (for i0 < m) or pm < q <∞ (for i0 = m).
The paper is organized as follows. In Section 2, we give some preliminary results.
In particular, we give the relationship between the corresponding indices whenever an
operator commutes with translations, which generalizes a classical result [20, Theorem
2.5.6]. In Sections 3 and 4, we give proofs of Theorems 1.2 and 1.1, respectively. In
Section 5, we consider the case of m = 1. In this case, we show that the hypothesis
that the (1,m + 1)-minor (Ai,j)2≤i≤m+1,1≤j≤m of A is invertible is also necessary. In
other words, we give necessary and sufficient conditions on A, ~p, q and λ such that Tλ
is bounded from L~p to Lq. In Section 6, we consider the case of n = 1. Again, we get
complete characterizations of A, ~p, q and λ for which Tλ is bounded from L
~p to Lq.
2 Preliminary Results
2.1 The Riesz Potential
The boundedness of the fractional integral can be found in many textbooks, e.g., see [21,
Theorem 6.1.3], [47, Proposition 7.8] or [51, Chapter 5.1].
Proposition 2.1 Let λ be a real number with 0 < λ < n and let 1 ≤ p, q ≤ ∞. Then
f 7→
∫
Rn
f(y)
|x− y|λ
dy
maps Lp(Rn) continuously to Lq(Rn) if and only if 1 < p < q <∞ and
1
p
=
1
q
+
n− λ
n
.
2.2 Operators That Commute with Translations
It is known that if a linear operator is bounded from Lp(Rn) to Lq(Rn) and commutes
with translations, then q ≥ p (See [20, Theorem 2.5.6]). We show that a similar result is
true for operators on Lebesgue spaces with mixed norms.
Theorem 2.2 Let T be a linear operator which is bounded from L~p to L~q and commutes
with translations, where 1 ≤ pi, qi <∞. Then we have qi ≥ pi, 1 ≤ i ≤ m.
Before proving this theorem, we present some preliminary results.
It is well known that for f ∈ Lp with 0 < p <∞, lim|y|→∞ ‖f + f(· − y)‖p = 2
1/p‖f‖p.
For Lebesgue spaces with mixed norms, we show that the limit is path dependent.
Lemma 2.3 Let y = (y1, . . . , ym) ∈ R
mn. Suppose that yk 6= 0 for some 1 ≤ k ≤ m and
yi = 0 for all k + 1 ≤ i ≤ m. Then for any f ∈ L
~p(Rmn), where ~p = (p1, . . . , pm) with
0 < pi <∞, 1 ≤ i ≤ m, we have
lim
a→∞
‖f(· − ay) + f‖L~p = 2
1/pk‖f‖L~p .
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Proof. First, we prove the conclusion for f ∈ Cc(R
mn). For a large enough, we have
|f(x− ay) + f(x)|p1 = |f(x− ay)|p1 + |f(x)|p1 .
Hence for k > 1,
‖f(x− ay) + f(x)‖Lp1x1
= ‖f(·, x2 − ay2, . . . , xm − aym)‖Lp1x1
+ ‖f(·, x2, . . . , xm)‖Lp1x1
.
Note that the above equations are true for all 0 < p1 <∞. Moreover, since f is compactly
supported, one of ‖f(·, x2−ay2, . . . , xm−aym)‖Lp1x1
and ‖f(·, x2, . . . , xm)‖Lp1x1
must be zero
when k ≥ 2 and a is large enough. Taking the Lpi norm with respect to xi on both sides of
the above equation successively, 2 ≤ i ≤ k, and keeping in mind that yk 6= 0 while yj = 0
for k + 1 ≤ j ≤ m, we get
‖f(· − ay) + f‖Lpkxk(...(L
p1
x1
)) = 2
1/pk‖f(·, . . . , ·, xk+1, . . . , xm)‖Lpkxk (...(L
p1
x1
)).
Hence for a large enough,
‖f(· − ay) + f‖L~p = 2
1/pk‖f‖L~p .
Next we consider the general case. Fix some f in L~p. Since Cc(R
n) is dense in L~p, for
any ε > 0, there is some g ∈ Cc(R
n) such that ‖f − g‖L~p < ε.
We see from the previous arguments that for a large enough,
‖g(· − ay) + g‖L~p = 2
1/pk‖g‖L~p .
Hence ∣∣∣‖f(· − ay) + f‖L~p − 21/pk‖f‖L~p∣∣∣
≤
∣∣∣‖f(· − ay) + f‖L~p − 21/pk‖g‖L~p∣∣∣+ 21/pk ∣∣∣‖g‖L~p − ‖f‖L~p∣∣∣
=
∣∣∣‖f(· − ay) + f‖L~p − ‖g(· − ay) + g‖L~p∣∣∣+ 21/pk ∣∣∣‖g‖L~p − ‖f‖L~p∣∣∣
≤ ‖f(· − ay)− g(· − ay)‖L~p + ‖f − g‖L~p + 2
1/pkε
≤ (2 + 21/pk)ε.
Therefore,
lim
a→∞
‖f(· − ay) + f‖L~p = 2
1/pk‖f‖L~p , ∀f ∈ L
~p.

We are now ready to give a proof of Theorem 2.2.
Proof of Theorem 2.2. Fix some 1 ≤ k ≤ m. Let z ∈ Rmn be such that zi = 0 for
i 6= k and zk = (1, . . . , 1)
∗ ∈ Rn. For any f ∈ L~p and a > 0, denote faz = f(· − az). We
see from Lemma 2.3 that as a→∞,
‖Tf + Tfaz‖L~q ≤ ‖T‖L~p→L~q‖f + faz‖L~p → 2
1/pk‖T‖L~p→L~q‖f‖L~p .
On the other hand, since T commutes with translations, we have
‖Tf + Tfaz‖L~q = ‖Tf + (Tf)(·+ az)‖L~q .
Using Lemma 2.3 again, we get
lim inf
a→∞
‖Tf + Tfaz‖L~q ≥ 2
1/qk‖Tf‖L~q .
Hence pk ≤ qk, 1 ≤ k ≤ m. 
6
2.3 The Interpolation Theorem
To prove the main results, we need the interpolation theorem in several aspects. The
following result is useful in dealing with the case of pkν = q for Theorem 1.1 or piν = q for
Theorem 1.2, which is a consequence of the theory of interpolation spaces [4,15,31,33,45,
46].
Lemma 2.4 Suppose that T is a bounded linear operator from Ls(Lsi) to Lti,∞(L~u), where
i = 1, 2, 1 ≤ s1 6= s2 < ∞, 1 ≤ t1 6= t2 < ∞, 1 ≤ s < ∞ and ~u = (u1, . . . , um) with
1 ≤ ui ≤ ∞, 1 ≤ i ≤ m. Suppose also that for some 0 < θ < 1, we have
1
s
=
1− θ
s1
+
θ
s2
,
1
t
=
1− θ
t1
+
θ
t2
and s ≤ t.
Then T extends to a bounded operator from Ls(Ls) to Lt(L~u).
Proof. We use common notations for interpolation spaces: given two quasi-normed
spaces X0 and X1 and constants 0 < θ < 1, q > 0, [X0,X1]θ,q stands for the real inter-
polation space (see [4, 31] for details). Since T is bounded from Ls(Lsi) to Lti,∞(L~u), by
interpolation, T is bounded from (Ls(Ls1), Ls(Ls2))θ,s to (L
t1,∞(L~u), Lt2,∞(L~u))θ,s. By a
well-known result of Lions and Peetre [45] (see also [31, Theorem 2.2.10]),
(Ls(Ls1), Ls(Ls2))θ,s = L
s(Ls).
On the other hand, we see from [4, Theorem 5.3.1] (which was stated for ordinary functions,
but also valid for functions with values in a Banach space) that
(Lt1,∞(L~u), Lt2,∞(L~u))θ,s = L
t,s(L~u).
Recall that Lt,s stands for the Lorentz space. Hence T is bounded from Ls(Ls) to Lt,s(L~u).
Since s ≤ t, Lt,s(L~u) ⊂ Lt(L~u). This completes the proof. 
3 Extension of The Multilinear Riesz Potentials to Linear
Operators
In this section, we give a proof of Theorem 1.2. We begin with some preliminary results.
The following lemma gives a method to compute the L~p norm for certain functions
whenever the last components of ~p are equal to infinities.
Lemma 3.1 Suppose that 1 ≤ pi ≤ ∞, 1 ≤ q ≤ ∞ and 0 < λ < mn which meet (1.7).
Suppose that pi0+1 = . . . = pm = 1 for some 1 ≤ i0 ≤ m − 1. Let Di be n × n matrices,
1 ≤ i ≤ m. Denote ~˜p = (p1, . . . , pi0). Then the following two items are equivalent:
(i) there is a constant Cλ,~p,q,n such that for any h ∈L
q′ and almost all (yi0+1, . . . , ym) ∈
R
(m−i0)n, ∥∥∥∥
∫
Rn
h(x)dx
(
∑m
i=1 |Dix− yi|)
λ
∥∥∥∥
L
(p′
1
,...,p′
i0
)
(y1,...,yi0
)
≤ Cλ,~p,q,n‖h‖Lq′ .
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(ii) for any h ∈ Lq
′
,∥∥∥∥∥
∫
Rn
h(x)dx
(
∑i0
i=1 |Dix− yi|+
∑m
i=i0+1
|Dix|)λ
∥∥∥∥∥
L~˜p′
. ‖h‖Lq′ .
Proof. First, we assume that (i) is true. Note that p′i =∞ for i0+1 ≤ i ≤ m. Clearly,
(i) is equivalent to ∥∥∥∥
∫
Rn
h(x)dx
(
∑m
i=1 |Dix− yi|)
λ
∥∥∥∥
L~p
′
y
≤ Cλ,~p,q,n‖h‖Lq′ .
Or equivalently,∥∥∥∥
∫
Rmn
f(y1, . . . , ym)dy1 . . . ym
(
∑m
i=1 |Dix− yi|)
λ
∥∥∥∥
Lqx
≤ Cλ,~p,q,n‖f‖L~p , f ∈ L
~p.
By setting
f(y1, . . . , ym) = f˜(y1, . . . , yi0)
m∏
i=i0+1
1
δn
χ{|yi|≤δ}
and letting δ → 0, we see from Fatou’s lemma that∥∥∥∥∥
∫
Ri0n
f˜(y1, . . . , yi0)dy1 . . . yi0
(
∑i0
i=1 |Dix− yi|+
∑m
i=i0+1
|Dix|)λ
∥∥∥∥∥
Lqx
≤ Cλ,~p,q,n‖f˜‖L~˜p , f˜ ∈ L
~˜p,
Hence for any f˜ ∈ L
~˜p and h ∈ Lq
′
, we have∣∣∣∣∣
∫
R(i0+1)n
f˜(y1, . . . , yi0)h(x)dxdy1 . . . yi0
(
∑i0
i=1 |Dix− yi|+
∑m
i=i0+1
|Dix|)λ
∣∣∣∣∣ ≤ Cλ,~p,q,n‖f˜‖L~˜p‖h‖Lq′ .
Therefore, (ii) is true.
Next we assume that (ii) is true. If Di0+1 = . . . = Dm = 0, then (i) is obvious. Next
we assume that not all of Di0+1, . . ., Dm are zeros.
For any f ∈ L
~˜p and h ∈ Lq
′
, we have∣∣∣∣∣
∫
R(i0+1)n
f(y1, . . . , yi0)h(x)dxdy1 . . . dyi0
(
∑i0
i=1 |Dix− yi|+
∑m
i=i0+1
|Dix|)λ
∣∣∣∣∣ ≤ Cλ,~p,q,n‖f‖~˜p‖h‖Lq′ .
Hence, ∥∥∥∥∥
∫
Ri0n
f(y1, . . . , yi0)dy1 . . . dyi0
(
∑i0
i=1 |Dix− yi|+
∑m
i=i0+1
|Dix|)λ
∥∥∥∥∥
Lqx
≤ Cλ,~p,q,n‖f‖L~˜p . (3.1)
Let
D˜ =


Di0+1
...
Dm

 and y˜ =


yi0+1
...
ym

 .
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Suppose that rank (D˜) = r. Then there are (m− i0)n× (m− i0)n invertible matrix U and
n× n invertible matrix V such that
UD˜V =
(
Ir
0
)
.
Observe that
∑m
i=i0+1
|Dix| ≈ |UD˜x|. By a change of variable of the form x→ V x, (3.1)
turns out to be∥∥∥∥∥
∫
R
i0n
f(y1, . . . , yi0)dy1 . . . dyi0
(
∑i0
i=1 |DiV x− yi|+
∑r
l=1 |x
(l)|)λ
∥∥∥∥∥
Lqx
≤ Cλ,~p,q,n‖f‖L~˜p . (3.2)
Note that
m∑
i=i0+1
|Dix− yi| ≈ |D˜x− y˜| ≈ |UD˜x− Uy˜|.
For any f ∈ L
~˜p and y˜ ∈ R(m−i0)n, by a change a variable of the form x→ V (x+ z), where
z = (z(1), . . . , z(r), 0, . . . , 0)∗ ∈ Rn with z(1), . . . , z(r) being the first r components of Uy˜,
we have ∥∥∥∥
∫
Ri0n
|f(y1, . . . , yi0)|dy1 . . . dyi0
(
∑m
i=1 |Dix− yi|)
λ
∥∥∥∥
Lqx
≈
∥∥∥∥∥
∫
Ri0n
|f(y1, . . . , yi0)|dy1 . . . dyi0
(
∑i0
i=1 |DiV x− yi +DiV z|+ |UD˜V (x+ z)− Uy˜|)
λ
∥∥∥∥∥
Lqx
≈
∥∥∥∥∥
∫
Ri0n
|f(y1, . . . , yi0)|dy1 . . . dyi0
(
∑i0
i=1 |DiV x− yi +DiV z|+
∑r
l=1 |x
(l)|+ |z − Uy˜|)λ
∥∥∥∥∥
Lqx
.
∥∥∥∥∥
∫
Ri0n
|f(y1, . . . , yi0)|dy1 . . . dyi0
(
∑i0
i=1 |DiV x− yi +DiV z|+
∑r
l=1 |x
(l)|)λ
∥∥∥∥∥
Lqx
. (3.3)
By a change of variable of the form (y1, . . . , yi0)→ (y1 +D1V z, . . . , yi0 +Di0V z) in (3.3),
we get ∥∥∥∥
∫
Ri0n
|f(y1, . . . , yi0)|dy1 . . . dyi0
(
∑m
i=1 |Dix− yi|)
λ
∥∥∥∥
Lqx
.
∥∥∥∥∥
∫
Ri0n
|f(y1 +D1V z, . . . , yi0 +Di0V z)|dy1 . . . dyi0
(
∑i0
i=1 |DiV x− yi|+
∑r
l=1 |x
(l)|)λ
∥∥∥∥∥
Lqx
.
By (3.2), we have ∥∥∥∥
∫
Ri0n
|f(y1, . . . , yi0)|dy1 . . . dyi0
(
∑m
i=1 |Dix− yi|)
λ
∥∥∥∥
Lqx
. Cλ,~p,q,n‖f(·+D1V z, . . . , ·+Di0V z)‖L~˜p
= Cλ,~p,q,n‖f‖L~˜p .
9
Hence for any f ∈ L
~˜p, h ∈ Lq
′
and (yi0+1, . . . , ym) ∈ R
(m−i0)n,∣∣∣∣
∫
R(i0+1)n
f(y1, . . . , yi0)h(x)dy1 . . . dyi0dx
(
∑m
i=1 |Dix− yi|)
λ
∣∣∣∣ ≤ Cλ,~p,q,n‖f‖L~˜p‖h‖Lq′ .
Therefore, for any (yi0+1, . . . , ym) ∈ R
(m−i0)n,∥∥∥∥
∫
Rn
h(x)dx
(
∑m
i=1 |Dix− yi|)
λ
∥∥∥∥
L~˜p′
≤ Cλ,~p,q,n‖h‖Lq′ .
This completes the proof. 
To estimate Jλ,Df(x), we need to estimate |Dx − y|. The following lemma gives the
structure of |Dx− y|.
Lemma 3.2 Suppose that ~p = (p1, . . . , pm) with 1 ≤ pi ≤ ∞, 1 ≤ i ≤ m, 1 ≤ q ≤ ∞
and 0 < λ < mn. Suppose also that rank (D) = n. Let γi and il be defined by (1.9) and
(1.10), respectively. Then Jλ,D if bounded from L
~p to Lq if and only if for any f ∈ L~p and
h ∈ Lq
′
, ∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dy1 . . . dymdx
W (x, y)λ
∣∣∣∣ . ‖f‖L~p‖h‖Lq′ ,
where
W (x, y) =
n∑
l=1
|x(l) − y
(kl)
jl
|+
∑
1≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |
and
{(jl, kl) : 1 ≤ l ≤ n} =
⋃
1≤s≤ν
{(is, t) : n+ 1− (γis − γis+1) ≤ t ≤ n}. (3.4)
satisfying jl ≤ jl+1 and if jl = jl+1, then kl < kl+1.
Proof. Since q ≥ 1, Jλ,D if bounded from L
~p to Lq if and only if for any f ∈ L~p and
h ∈ Lq
′
, ∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy1 . . . dym
(|D1x− y1|+ . . .+ |Dmx− ym|)λ
∣∣∣∣ . ‖f‖L~p‖h‖Lq′ . (3.5)
Denote the k-th row of Dj by Dj,k. By the hypothesis of D, there exists a sequence of
row vectors {Djl,kl : 1 ≤ l ≤ n}, which is linearly independent, such that for 1 ≤ i ≤ m,
{Djl,kl : jl ≥ i, 1 ≤ l ≤ n} is the maximal linearly independent set of {Ds,k : i ≤ s ≤
m, 1 ≤ k ≤ n}.
To avoid too complicated notations, we consider only the case of
γ1 > γ2 = . . . = γm > 0.
Other cases can be proved similarly. In this case, the maximal linearly independent set
comes from rows of D1 and Dm.
Observe that for each 1 ≤ i ≤ m, the integration order of y
(1)
i , . . ., y
(n)
i is switchable
in the computation of the L~p norm of f . We may assume that the maximal linearly
independent set is {D1,j : n− r+1 ≤ j ≤ n}∪ {Dm,j : r+1 ≤ j ≤ n}, where r = γ1− γ2.
10
Denote yi = (y
(1)
i , . . . , y
(n)
i )
∗ and y = (y
(1)
1 , . . . , y
(n)
1 , . . . , y
(1)
m , . . . , y
(n)
m )∗. We have
|Dx− y| ≈
m∑
i=1
|Dix− yi|.
By the choice of the maximal linearly independent set, there is some mn×mn invertible
matrix P , which is the product of elementary matrices, such that
P (D, −Imn) = (PD, U),
where only the (n − r + 1)-th, . . ., the n-th and the last n − r rows of PD are non-zero
vectors and U is an upper triangular matrix whose diagonal entries are −1’s. Denote the
submatrix consisting of the n non-zero rows of PD by G. We have
PD =


D˜1
...
D˜m

 , U =


−1 ∗ ∗ . . . ∗
−1 ∗ . . . ∗
−1 . . . ∗
...
−1

 .
where D˜i = 0, 2 ≤ i ≤ m− 1,
D˜1 =


0
...
0
D1,n−r+1
...
D1,n


, D˜m =


0
...
0
Dm,r+1
...
Dm,n


,
and
D˜1G
−1 =
(
0 0
Ir 0
)
, D˜mG
−1 =
(
0 0
0 In−r
)
.
Since |Dx − y| ≈ |P (Dx − y)|, by substituting P (Dx − y) for Dx − y and a change of
variable of the form x→ G−1x in (3.5), we may assume that (3.5) is of the form∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy1 . . . dym
W (x, y)λ
∣∣∣∣ . ‖f‖L~p‖h‖Lq′ ,
where
W (x, y) =
n−r∑
l=1
|y
(l)
1 − w1,l(y)|+
r∑
l=1
|x(l) − y
(n−r+l)
1 +w1,n−r+l(y)|
+
m−1∑
i=2
n∑
l=1
|y
(l)
i − wi,l(y)|+
r∑
l=1
|y(l)m − wm,l(y)|
+
n∑
l=r+1
|x(l) − y(l)m + wm,l(y)|
11
and wi,l(y) is a linear combination of y
(l+1)
i , . . ., y
(n)
i , y
(1)
i+1, . . ., y
(n)
i+1, . . ., y
(1)
m , . . ., y
(n)
m
(wm,n = 0). Observe that
‖f‖L~p = ‖f(y
(1)
1 + w1,1(y), . . . , y
(n)
1 + w1,n(y), . . . , y
(1)
m + wm,1(y), . . . , y
(n)
m + wm,n(y))‖L~p .
By a change of variable of the form (y
(1)
1 , . . . , y
(n)
1 , . . . , y
(1)
m , . . . , y
(n)
m )→ (y
(1)
1 +w1,1(y), . . .,
y
(n)
1 +w1,n(y), . . . , y
(1)
m +wm,1(y), . . . , y
(n)
m +wm,n(y)), we may further assume thatW (x, y)
is of the form
W (x, y) =
n−r∑
l=1
|y
(l)
1 |+
r∑
l=1
|x(l) − y
(n−r+l)
1 |
+
m−1∑
i=2
n∑
l=1
|y
(l)
i |+
r∑
l=1
|y(l)m |+
n∑
l=r+1
|x(l) − y(l)m |.
This completes the proof. 
We split the proof of Theorem 1.2 into two parts: one is for the necessity, and the
other one is for the sufficiency.
3.1 Proof of Theorem 1.2: The Necessity
In this subsection, we give a proof for the necessity part in Theorem 1.2.
First, we show that q <∞. Assume on the contrary that q =∞. Then for any f ∈ L~p
and h ∈ L1(Rn), we have∫
R(m+1)n
f(y1, . . . , ym)h(x)dy1 . . . dymdx
(|D1x− y1|+ . . .+ |Dmx− ym|)λ
. ‖f‖L~p‖h‖L1 .
Hence ∥∥∥∥
∫
Rn
h(x)
(|D1x− y1|+ . . .+ |Dmx− ym|)λ
dx
∥∥∥∥
L~p′
. ‖h‖L1 . (3.6)
Set h = χ{|x|<1}. We have
g(y1, . . . , ym) :=
∫
Rn
h(x)
(|D1x− y1|+ . . . + |Dmx− ym|)λ
dx
&
1
(|y1|+ . . .+ |ym|)λ
, for |yi| > 2, 1 ≤ i ≤ m.
On the other hand, we see from the homogeneity condition (1.7) that
λ−
n
p′1
− . . .−
n
p′m
= 0.
Hence ‖g‖L~p′ =∞, which contradicts with (3.6).
(i) If rank (D) < n, then there is some n×n invertible matrix U such that one column
of DU is zero. Without loss of generality, assume that the last column of DU is zero.
Then Jλ,DUf(x) is independent of x
(n). By a change of variable of the form x→ Ux, we
have for positive f ,∫
Rn
|Jλ,Df(x)|
qdx ≈
∫
Rn
|Jλ,DUf(x)|
qdx
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=∫
R
dx(n)
∫
Rn−1
|Jλ,DUf(x)|
qdx(1) . . . dx(n−1)
=∞,
which contradicts with the boundedness of Jλ,D. Hence rank (D) = n.
(ii) For any a > 0 and f ∈ L~p, considering the function fa = a
n/p1+...+n/pmf(a·), we
get the homogeneity condition (1.7).
(iii) Now we show that there is some 1 ≤ i ≤ m such that 1 < pi < ∞. Assume on
the contrary that pi = 1 or ∞ for every 1 ≤ i ≤ m. Let k = #{i : pi = ∞, 1 ≤ i ≤ m},
where # stands for the cardinality of a set. We see from the homogeneity condition (1.7)
that λ− kn = n/q.
Set f = χE, where E = {(y1, . . . , ym) : |yi| < 1 if pi = 1}. Then we have
Jλ,Df(x) &
1
(1 + |x|)λ−kn
=
1
(1 + |x|)n/q
6∈ Lq.
Consequently, there is some i such that 1 < pi <∞.
(iv) It remains to prove (1.11). First, we show that q ≥ pil for all 1 ≤ l ≤ ν.
By the definition of γi, there is some n×n invertible submatrix of D which consists of
γi − γi+1 rows of Di, 1 ≤ i ≤ m. Consequently, there is some mn×mn upper triangular
matrix P such that
P


D1 −I
D2 −I
. . .
Dm −I

 =


D˜1 −Q1 ∗ ∗
D˜2 −Q2 ∗
. . . ∗
D˜m −Qm

 ,
where Qi are n×n invertible matrices, D˜i are n×n matrices and there are exactly γi−γi+1
rows of D˜i which are none zero vectors. Hence ‖Jλ,Df‖Lq . ‖f‖L~p is equivalent to∥∥∥∥∥
∫
Rmn
f(y1, . . . , ym)
(
∑m
i=1 |D˜ix−Qiyi +wi(y)|)
λ
dy1 . . . dym
∥∥∥∥∥
Lq
. ‖f‖L~p ,
where wi(y) is a linear combination of yi+1, . . . , ym for 1 ≤ i ≤ m− 1 and wm(y) = 0.
By a change of variable of the form yi → Q
−1
i yi +Q
−1
i wi(y), we get∥∥∥∥∥
∫
Rmn
f(Q−11 y1 +Q
−1
1 w1(y), . . . , Q
−1
m ym +Q
−1
m wm(y))
(
∑m
i=1 |D˜ix− yi|)
λ
dy1 . . . dym
∥∥∥∥∥
Lq
. ‖f‖L~p .
By substituting f(Q1·, . . . , Qm·) for f and f(y1+w1(y), . . . , ym+wm(y)) for f successively,
we get ∥∥∥∥∥
∫
Rmn
f(y1, . . . , ym)
(
∑m
i=1 |D˜ix− yi|)
λ
dy1 . . . dym
∥∥∥∥∥
Lq
. ‖f‖L~p .
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If pil =∞ for some l, by setting
~˜p = (p1, . . . , pil−1, pil+1, . . . , pm) and f(y) = f˜(. . . , yil−1,
yil+1, . . .), we get∥∥∥∥∥∥∥
∫
R(m−1)n
f˜(. . . , yil−1, yil+1, . . .)dy1 . . . dyil−1dyil+1 . . . dym
(
∑
1≤i≤m
i 6=il
|D˜ix− yi|)λ−n
∥∥∥∥∥∥∥
Lq
. ‖f˜‖
L~˜p
. (3.7)
But the rank of the (m − 1)n × n matrix (D˜i)i 6=il is less than n. Hence (3.7) can not be
true. Therefore, pil <∞ for all 1 ≤ l ≤ ν.
Take some 1 ≤ l ≤ ν. Then there is some z ∈ Rn such that
Dilz 6= 0 and Dkz = 0, il + 1 ≤ k ≤ m.
Denote
fa = f(· − aDz).
It is easy to see that Jλ,Dfa = (Jλ,Df)(· − az). Hence
‖Jλ,Dfa + Jλ,Df‖Lq = ‖(Jλ,Df)(· − az) + Jλ,Df‖Lq
→ 21/q‖Jλ,Df‖Lq , a→∞. (3.8)
On the other hand, we see from Lemma 2.3 that
‖f(· − aDz) + f‖L~p → 2
1/pil‖f‖L~p , as a→∞.
Hence
‖Jλ,Dfa + Jλ,Df‖Lq ≤ ‖Jλ,D‖ · ‖f(· − aDz) + f‖L~p → 2
1/pil‖Jλ,D‖ · ‖f‖L~p .
By (3.8), we get
21/q‖Jλ,Df‖Lq ≤ 2
1/pil‖Jλ,D‖ · ‖f‖L~p .
Hence q ≥ pil , 1 ≤ l ≤ ν.
Next we prove that q ≥ pi0 . We begin with the case of i0 = m. There are two subcases.
(A1) Dm 6= 0.
In this case, γm > γm+1 = 0. We see from previous arguments that q ≥ pm.
(A2) Dm = 0. Since q ≥ max{pil : 1 ≤ l ≤ ν} ≥ 1, Jλ,D is bounded if and only if∥∥∥∥
∫
Rn
h(x)
(|D1x− y1|+ . . .+ |Dmx− ym|)λ
dx
∥∥∥∥
L~p′
. ‖h‖Lq′ .
By Lemma 3.2, we have ∥∥∥∥
∫
Rn
h(x)
W (x, y)λ
dx
∥∥∥∥
L~p′
. ‖h‖Lq′ ,
where
W (x, y) =
n∑
l=1
|x(l) − y
(kl)
jl
|+
∑
1≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |
and {(jl, kl) : 1 ≤ l ≤ n} is defined by (3.4).
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If q = 1, by setting h ≡ 1, we get
∥∥∥∥
∫
Rn
dx
W (x, y)λ
∥∥∥∥
L~p′
≈
∥∥∥∥∥∥∥∥
1
(
∑
1≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |)
λ−n
∥∥∥∥∥∥∥∥
L~p′
=∞,
which is a contradiction. Hence q > 1.
Set h(x) = 1/|x|n/q
′
(log 1/|x|)(1+ε)/q
′
for |x| < 1/2 and 0 for others, where ε > 0 is a
constant, we have h ∈ Lq
′
.
For |x| <
∑m
i=1 |yi| < 1/2, we have
∑m
i=1 |Dix− yi| .
∑m
i=1 |yi|. Hence∫
Rn
h(x)dx
(
∑m
i=1 |Dix− yi|)
λ
dx
&
∫
(
∑m
i=1 |yi|)
2<|x|<
∑m
i=1 |yi|
dx
(
∑m
i=1 |Dix− yi|)
λ|x|n/q
′
(log 1/|x|)(1+ε)/q
′
&
1
(
∑m
i=1 |yi|)
λ+n/q′−n(log 1/(
∑m
i=1 |yi|))
(1+ε)/q′
. (3.9)
Therefore, ∥∥∥∥∥
χ{
∑m
i=1 |yi|<1/2}
(y1, . . . , ym)
(
∑m
i=1 |yi|)
λ+n/q′−n(log 1/(
∑m
i=1 |yi|))
(1+ε)/q′
∥∥∥∥∥
L
p′1
y1
&
∥∥∥∥∥
χ{
∑m
i=2 |yi|<1/4}
(y2, . . . , ym)χ{(
∑m
i=2 |yi|)
2<|y1|<
∑m
i=2 |yi|}
(y1)
(
∑m
i=1 |yi|)
λ+n/q′−n(log 1/(
∑m
i=1 |yi|))
(1+ε)/q′
∥∥∥∥∥
L
p′
1
y1
&
χ{
∑m
i=2 |yi|<1/4}
(y2, . . . , ym)
(
∑m
i=2 |yi|)
λ−n/q−n/p′1(log 1/(
∑m
i=2 |yi|))
(1+ε)/q′
.
Computing the L
p′i
yi norm successively, 2 ≤ i ≤ m− 1, we get∥∥∥∥∥
χ{
∑m
i=1 |yi|<1/2}
(y1, . . . , ym)
(
∑m
i=1 |yi|)
λ+n/q′−n(log 1/(
∑m
i=1 |yi|))
(1+ε)/q′
∥∥∥∥∥
L
(p′1,...,p
′
m−1)
(y1,...,ym−1)
&
χ{|ym|<1/2m}(ym)
|ym|
λ−n/q−n/p′1−...−n/p
′
m−1(log 1/|ym|)(1+ε)/q
′
.
Note that λ−n/q−n/p′1− . . .−n/p
′
m−1 = n/p
′
m. If q < pm, then p
′
m < q
′. Hence we can
choose ε > 0 small enough such that p′m(1 + ε)/q
′ < 1. Therefore,
∥∥∥ χ{|ym|<1/2m}(ym)
|ym|
λ−n/q−n/p′1−...−n/p
′
m−1(log 1/|ym|)(1+ε)/q
′
∥∥∥
L
p′m
ym
=∞.
Consequently, ∥∥∥∥
∫
Rn
h(x)
(|D1x− y1|+ . . .+ |Dmx− ym|)λ
dx
∥∥∥∥
L~p′
=∞,
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which is a contradiction.
Now we consider the case of i0 < m. In this case,
1
p1
+ . . .+
1
pi0
=
1
q
+
i0n− λ
n
.
There are two subcases.
(B1) γi0 > γi0+1.
In this case, there is some 1 ≤ l ≤ ν such that i0 = il. Hence q ≥ pi0 .
(B2) γi0 = γi0+1.
By Lemma 3.1, for any h ∈ Lq
′
,∥∥∥∥∥
∫
Rn
h(x)dx
(
∑i0
i=1 |Dix− yi|+
∑m
i=i0+1
|Dix|)λ
∥∥∥∥∥
L~˜p′
. ‖h‖Lq′ , (3.10)
where ~˜p = (p1, . . . , pi0).
By Lemma 3.2, (3.10) is equivalent to∥∥∥∥
∫
Rn
h(x)dx
W (x, y)λ
∥∥∥∥
L~˜p′
. ‖h‖Lq′ , (3.11)
where
W (x, y) =
∑
1≤l≤n
jl≤i0
|x(l) − y
(kl)
jl
|+
n∑
l=n−γi0+1
|x(l)|+
∑
1≤j≤i0,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |
and {(jl, kl) : 1 ≤ l ≤ n} is defined by (3.4).
If q = 1, by setting h ≡ 1, we get∥∥∥∥
∫
Rn
h(x)dx
W (x, y)λ
∥∥∥∥
L~˜p′
≈
∥∥∥∥ 1
(
∑
1≤j≤i0,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |)
λ−n
∥∥∥∥
L~˜p′
=∞,
which is a contradiction. Hence q > 1.
Assume that q < pi0 . Let h be defined as in Case (A2). For |x| <
∑i0
i=1 |yi| < 1/2, we
have
∑i0
i=1 |Dix− yi|+
∑i0
i=i0+1
|Dix| .
∑i0
i=1 |yi|. Hence∫
Rn
h(x)dx
(
∑i0
i=1 |Dix− yi|+
∑i0
i=i0+1
|Dix|)λ
dx
&
∫
(
∑i0
i=1 |yi|)
2<|x|<
∑i0
i=1 |yi|
dx
(
∑i0
i=1 |Dix− yi|+
∑i0
i=i0+1
|Dix|)λ|x|n/q
′(log 1/|x|)(1+ε)/q′
&
1
(
∑i0
i=1 |yi|)
λ+n/q′−n(log 1/(
∑i0
i=1 |yi|))
(1+ε)/q′
.
That is, the inequality (3.9) is true with m being replaced by i0. Therefore, with almost
the same arguments (replacing m by i0) we get a contradiction. Hence q ≥ pi0 .
Finally, we show that min{pil : 1 ≤ l ≤ ν} < q.
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Since q ≥ pi0 > 1, it suffices to consider the case of min{pil : 1 ≤ l ≤ ν} > 1. In this
case, il ≤ i0 for all 1 ≤ l ≤ ν.
Assume on the contrary that min{pil : 1 ≤ l ≤ ν} = q. Since max{pil : 1 ≤ l ≤ ν} ≤ q,
we have q = pi1 = . . . = piν .
By Lemmas 3.1 and 3.2, Jλ,D is bounded from L
~p to Lq if and only if∥∥∥∥
∫
Rn
h(x)dx
W (x, y)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ , (3.12)
where
W (x, y) =
n∑
l=1
|x(l) − y
(kl)
jl
|+ w(y), w(y) =
∑
1≤j≤i0,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |,
and {(jl, kl) : 1 ≤ l ≤ n} is defined by (3.4).
Let h(x) = χ{|x(l)|≤1,1≤l≤n}(x) and δ = 1/(n + 2). We have
{
x(l) : |x(l) − y
(kl)
jl
| <
n∑
s=l+1
|x(s) − y
(ks)
js
|+ w(y),
|x(s) − y
(ks)
js
| < δ, l + 1 ≤ s ≤ n,
w(y) < δ, |y
(kl¯)
jl¯
| ≤ δ, 1 ≤ l¯ ≤ n
}
⊂ {x(l) : |x(l)| < 1}, 1 ≤ l ≤ n.
Let E = {(y1, . . . , ym) : w(y) < δ, |y
(kl)
jl
| ≤ δ, 1 ≤ l ≤ n}. When y = (y1, . . . , ym) ∈ E and
|x(s) − y
(ks)
js
| < δ, 2 ≤ s ≤ n, we have
∫
R
h(x)
W (x, y)λ
dx(1) ≥
∫
|x(1)−y
(k1)
j1
|<
∑n
s=2 |x
(s)−y
(ks)
js
|+w(y)
h(x)
W (x, y)λ
dx(1)
&
1
(
∑n
s=2 |x
(s) − y
(ks)
js
|+w(y))λ−1
.
Integrating with respect to x(2), . . ., x(n) successively, we get∫
Rn
h(x)dx
W (x, y)λ
&
χE(y)
w(y)λ−n
. (3.13)
Set ni = n − (γi − γi+1), 1 ≤ i ≤ i0. We have w(y) =
∑i0
i=1
∑ni
l=1 |x
(l)
i |. Since q = pi1 =
. . . = piν and λ =
∑i0
i=1 n/p
′
i + n/q, we have
λ− n =
i0∑
i=1
n
p′i
+
n
q
− n
=
i0∑
i=1
n− (γi − γi+1)
p′i
+
i0∑
i=1
γi − γi+1
p′i
+
n
q
− n
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=i0∑
i=1
n− (γi − γi+1)
p′i
+
ν∑
l=1
γil − γil+1
p′il
+
n
q
− n
=
i0∑
i=1
ni
p′i
.
Hence ∥∥∥∥ χE(y)w(y)λ−n
∥∥∥∥
L~p′
=∞,
which contradicts with (3.12). This completes the proof for the necessity. 
3.2 Proof of Theorem 1.2: The Sufficiency
In this subsection, we prove the sufficiency in Theorem 1.2. The proof is split into two
parts. One is for the case of piν < q, and the other one is for the case of piν = q.
3.2.1 The Case of piν < q
We begin with the case of i0 = m. That is, 1 < pm <∞. There are three subcases.
(A1) rank (Dm) = n.
In this case, iν = m. We see from (1.7) that
1
pm
=
1
q
+
n− (λ− n/p′1 − . . .− n/p
′
m−1)
n
.
Since 1 < pm < q <∞, we have
0 < λ−
( n
p′1
+ . . .+
n
p′m−1
)
< n.
Fix some f ∈ L~p. For 1 < p1 <∞, we see from Ho¨lder’s inequality that∫
Rn
|f(y1, . . . , ym)|
(|D1x− y1|+ . . .+ |Dmx− ym|)λ
dy1
≤ ‖f(·, y2, . . . , ym)‖Lp1y1
(∫
Rn
dy1
(|D1x− y1|+ . . . + |Dmx− ym|)λp
′
1
)1/p′1
≈ ‖f(·, y2, . . . , ym)‖Lp1y1
(∫ ∞
0
rn−1dr
(r + |D2x− y2|+ . . . + |Dmx− ym|)λp
′
1
)1/p′1
.
‖f(·, y2, . . . , ym)‖Lp1y1
(|D2x− y2|+ . . .+ |Dmx− ym|)λ−n/p
′
1
.
Observe that the above inequality is also true for p1 = 1 or p1 = ∞. By induction, it is
easy to see that ∫
R(m−1)n
f(y1, . . . , ym)
(|D1x− y1|+ . . .+ |Dmx− ym|)λ
dy1 . . . dym−1
≤
‖f(·, . . . , ·, ym)‖
L
(p1,...,pm−1)
(y1,...,ym−1)
|Dmx− ym|
λ−n/p′1−...−n/p
′
m−1
.
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Since Dm is invertible, we get the conclusion as desired from Proposition 2.1.
(A2) 0 < rank (Dm) < n.
In this case, we also have iν = m. We consider only the case of
γ1 > γ2 = . . . = γm > 0.
Other cases can be proved similarly.
Set r = γ1 − γ2. By Lemma 3.2, it suffices to show that for any f ∈ L
~p and h ∈ Lq
′
,∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy1 . . . dym
W (x, y)λ
∣∣∣∣ . ‖f‖L~p‖h‖Lq′ , (3.14)
where
W (x, y) =
n−r∑
l=1
|y
(l)
1 |+
r∑
l=1
|x(l) − y
(n−r+l)
1 |
+
m−1∑
i=2
n∑
l=1
|y
(l)
i |+
r∑
l=1
|y(l)m |+
n∑
l=r+1
|x(l) − y(l)m |.
Let us estimate the integral in (3.14). First, we estimate∣∣∣∣∣
∫
Rn−r
f(y1, . . . , ym)h(x)dy
(1)
1 . . . dy
(n−r)
1
W (x, y)λ
∣∣∣∣∣ .
We see from Ho¨lder’s inequality that∣∣∣∣∣
∫
Rn−r
f(y1, . . . , ym)h(x)dy
(1)
1 . . . dy
(n−r)
1
W (x, y)λ
∣∣∣∣∣
.
‖f(y1, . . . , ym)‖Lp1
(y
(1)
1 ,...,y
(n−r)
1 )
|h(x)|
W1,n−r(x, y)λ−(n−r)/p
′
1
,
where
W1,n−r(x, y) =
r∑
l=1
|x(l) − y
(n−r+l)
1 |+
m−1∑
i=2
n∑
l=1
|y
(l)
i |
+
r∑
l=1
|y(l)m |+
n∑
l=r+1
|x(l) − y(l)m |.
Next we estimate the integration with respect to x(1) and y
(n−r+1)
1 . Choose some real
number s such that
1
p1
+
1
s
=
1
q
+ 1.
Since γ1 > γ2, we see from the hypothesis q ≥ max{pil : 1 ≤ l ≤ ν} that q ≥ p1. Hence
s ≥ 1. By Young’s inequality, we get∣∣∣∣∣∣∣
∫
R2
‖f(y1, . . . , ym)‖Lp1
(y
(1)
1 ,...,y
(n−r)
1 )
|h(x)|
W1,n−r(x, y)λ−(n−r)/p
′
1
dx(1)dy
(n−r+1)
1
∣∣∣∣∣∣∣
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.‖f(y1, . . . , ym)‖Lp1
(y
(1)
1 ,...,y
(n−r+1)
1 )
‖h(x)‖
Lq
′
x(1)
W1,n−r+1(x, y)λ−(n−r+1)/p
′
1−1/q
,
where
W1,n−r+1(x, y) =
r∑
l=2
|x(l) − y
(n−r+l)
1 |+
m−1∑
i=2
n∑
l=1
|y
(l)
i |
+
r∑
l=1
|y(l)m |+
n∑
l=r+1
|x(l) − y(l)m |.
Similar arguments show that∣∣∣∣∣
∫
Rn+r
f(y1, . . . , ym)h(x)dx
(1) . . . dx(r)dy1
W (x, y)λ
∣∣∣∣∣
.
‖f(y1, . . . , ym)‖Lp1y1
‖h(x)‖
Lq
′
(x(1) ,...,x(r))
W2,1(x, y)λ−n/p
′
1−r/q
,
where
W2,1(x, y) =
m−1∑
i=2
n∑
l=1
|y
(l)
i |+
r∑
l=1
|y(l)m |+
n∑
l=r+1
|x(l) − y(l)m |.
Next we compute the integral with respect to y
(1)
2 , . . ., y
(n)
2 , . . ., y
(1)
m , . . ., y
(r)
m , succes-
sively. We see from Ho¨lder’s inequality that∣∣∣∣∣
∫
R(m−1)n+2r
f(y1, . . . , ym)h(x)dx
(1) . . . dx(r)dy1 . . . dym−1dy
(1)
m . . . dy
(r)
m
W (x, y)λ
∣∣∣∣∣
.
‖f(y1, . . . , ym)‖
Lpm
(y
(1)
m ,...,y
(r)
m )
(L
(p1,...,pm−1)
(y1,...,ym−1)
)
‖h(x)‖
Lq
′
(x(1) ,...,x(r))
(
∑n
l=r+1 |x
(l) − y
(l)
m |)(n−r)/q+(n−r)/p
′
m
.
Replacing n by n− r in Proposition 2.1, we see from the above inequality that∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy1 . . . dym
W (x, y)λ
∣∣∣∣ . ‖f‖L~p‖h‖Lq′ .
(A3) Dm = 0.
In this case, iν < m. Using Lemma 3.2 again, we only need to show that∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy1 . . . dym
W (x, y)λ
∣∣∣∣ . ‖f‖L~p‖h‖Lq′ , (3.15)
where
W (x, y) =
n∑
l=1
|x(l) − y
(kl)
jl
|+
∑
1≤j≤m−1,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |+ |ym|
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and {(jl, kl) : 1 ≤ l ≤ n} is defined by (3.4).
Using Young’s inequality for dx(l)dy
(kl)
jl
with jl < iν , where the condition q ≥ pil
is used, and using Ho¨lder’s inequality for dy
(k)
j with (j, k) 6∈ {(jl, kl), 1 ≤ l ≤ n} and
j ≤ iν − 1, respectively, we get∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy1 . . . dym
W (x, y)λ
∣∣∣∣
.
∫
R
(m−iν+1)n+γiν
‖f‖
L
(p1,...,piν−1)
(y1,...,yiν−1)
· ‖h(x˜, x¯)‖
Lq
′
x˜
dx¯dyiν . . . dym
W1(x, y)α
,
where
W1(x, y) = |x¯− y¯iν |+ |y˜iν |+
m∑
i=iν+1
|yi|,
x˜ = (x(1), . . . , x(n−γiν )),
x¯ = (x(n−γiν+1), . . . , x(n)),
y˜iν = (y
(1)
iν
, . . . , y
(n−γiν )
iν
),
y¯iν = (y
(n−γiν+1)
iν
, . . . , y
(n)
iν
).
and
α = λ−
n
p′1
− . . . −
n
p′iν−1
−
n− γiν
q
.
Consequently, to prove (3.15), it suffices to show that∥∥∥∥∥
∫
R
γiν
‖hx˜, x¯‖
Lq
′
x˜
dx¯
W1(x, y)α
∥∥∥∥∥
L
(p′
iν
,...,p′m)
(yiν ,...,ym)
. ‖h‖Lq′ . (3.16)
Choose two positive numbers s1 and s2 such that 1 ≤ s1 < q
′ < s2 ≤ p
′
iν and t(s) :=
n/(n/p′m − γiν/q
′ + γiν/s) > 1 for s = s1, s2.
Consider the operator S defined by
Sg(ym) =
∥∥∥∥
∫
R
γiν
g(x¯)dx¯
W1(x, y)α
∥∥∥∥
L
(p′
iν
,...,p′m−1)
(yiν ,...,ym−1)
, g ∈ Ls.
Recall that piν ≤ q. By Young’s inequality, we have∥∥∥∥
∫
R
γiν
g(x¯)dx¯
W1(x, y)α
∥∥∥∥
L
p′
iν
y¯iν
.
‖g‖Ls
(|y˜iν |+
∑m
i=iν+1
|yi|)
α−γiν /p
′
iν
−γiν /s
′
Computing the norms with respect to y˜iν , yiν+1, . . ., ym−1 directly, we get
|Sg(ym)| .
‖g‖Ls
|ym|n/t(s)
,
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where we use the fact that
α =
n
p′iν
+ . . .+
n
p′m
+
γiν
q
.
Hence S is of weak type (sl, t(sl)), l = 1, 2. Since s1 < q
′ < s2 and t(q
′) = p′m ≥ q
′, by
the Marcinkiewicz interpolation theorem [20, Corollary 1.4.21], S is of type (q′, p′m). By
setting g(x¯) = ‖h(x˜, x¯)‖
Lq
′
x˜
, we get (3.16).
Next we consider the case of i0 < m. By Lemmas 3.1 and 3.2, it suffices to show that∫
R(i0+1)n
f(y1, . . . , yi0)h(x)dxdy1 . . . dyi0
W (x, y)λ
. ‖f‖
L~˜p′
‖h‖Lq′ , h ∈ L
q′ , (3.17)
where ~˜p = (p1, . . . , pi0),
W (x, y) =
∑
1≤l≤n
jl≤i0
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl>i0
|x(l)|+
∑
1≤j≤i0,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |.
and {(jl, kl) : 1 ≤ l ≤ n} is defined by (3.4).
There are four subcases.
(B1) γi0 = γi0+1 = 0.
In this case, iν < i0 and W (x, y) is of the following form,
W (x, y) =
n∑
l=1
|x(l) − y
(kl)
jl
|+
∑
1≤j≤i0−1,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |+ |yi0 |.
By setting m = i0 in Case (A3) we get the conclusion as desired.
(B2) γi0 = γi0+1 > 0.
In this case, iν ≥ i0 + 1, piν = 1 and W (x, y) is of the following form,
W (x, y) =
∑
1≤l≤n
jl<i0
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl>i0
|x(l)|+
∑
1≤j≤i0−1,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |+ |yi0 |
=
n−γi0∑
l=1
|x(l) − y
(kl)
jl
|+
n∑
l=n−γi0+1
|x(l)|+
∑
1≤j≤i0−1,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |+ |yi0 |.
Using Young’s and Ho¨lder’s inequalities alternately, we get∫
Ri0n
f(y1, . . . , yi0)h(x)dxdy1 . . . dyi0−1
W (x, y)λ
. ‖f(. . . , yi0)‖
L
(p′
1
,...,p′
i0−1
)
(y1,...,yi0−1
)
∫
R
γi0
‖h(x˜, x¯)‖
Lq
′
x˜
dx¯
(|x¯|+ |yi0 |)
n/p′i0
+γi0/q
, (3.18)
where
x˜ = (x(1), . . . , x(n−γi0 )), x¯ = (x(n−γi0+1), . . . , x(n)).
Take two positive numbers s1 and s2 such that 1 < s1 < q
′ < s2 < ∞ and t(s) :=
n/(n/p′i0 − γi0/q
′ + γi0/s) > 1 for s = s1, s2.
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Define the operator S by
Sg(yi0) =
∫
R
γi0
g(x¯)dx¯
(|x¯|+ |yi0 |)
n/p′i0
+γi0/q
, g ∈ Ls(Rγi0 ).
We see from Ho¨lder’s inequality that
|Sg(yi0)| ≤
‖g‖Ls
|yi0 |
n/t(s)
, s1 ≤ s ≤ s2.
Hence S is of weak type (s, t(s)). Note that t(q′) = p′i0 ≥ q
′. By the interpolation theorem,
S is of type (q′, p′i0). By setting g(x¯) = ‖h(x˜, x¯)‖Lq
′
x˜
, we get
∥∥∥∥∥
∫
R
γi0
‖h(x˜, x¯)‖
Lq
′
x˜
dx¯
(|x¯|+ |yi0 |)
n/p′i0
+γi0/q
∥∥∥∥∥
L
p′
i0
yi0
. ‖h‖Lq′ .
It follows from (3.18) that (3.17) is true.
(B3) γi0 > γi0+1 = 0.
In this case, iν = i0 and W (x, y) is of the following form,
W (x, y) =
∑
1≤l≤n
jl<i0
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl=i0
|x(l) − y
(kl)
jl
|+
∑
1≤j≤i0,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |.
By setting m = i0 in Case (A1) (for γi0 = n) or in Case (A2) (for 0 < γi0 < n), we get the
conclusion as desired.
(B4) γi0 > γi0+1 > 0.
In this case, iν > i0, piν = 1 and W (x, y) is of the following form,
W (x, y) =
∑
1≤l≤n
jl<i0
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl=i0
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl>i0
|x(l)|+
∑
1≤j≤i0,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |
=
∑
1≤l≤n
jl<i0
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl=i0
|x(l) − y
(kl)
jl
|+
∑
1≤j≤i0−1,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |
+
n∑
l=n−γi0+1+1
|x(l)|+
n−γi0+γi0+1∑
l=1
|y
(l)
i0
|.
Denote
x˜ = (x(1), . . . , x(n−γi0+1)), x¯ = (x(n−γi0+1+1), . . . , x(n)),
y˜i0 = (y
(n−γi0+γi0+1+1)
i0
, . . . , y
(n)
i0
), y¯i0 = (y
(1)
i0
, . . . , y
(n−γi0+γi0+1)
i0
).
Using Young’s and Ho¨lder’s inequalities alternately, we get∫
R(i0+1)n
f(y1, . . . , yi0)h(x)dxdy1 . . . dyi0−1dy˜i0
W (x, y)λ
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. ‖f‖
L
(p′1,...,p
′
i0−1
,p′
i0
)
(y1,...,yi0−1
,y˜i0
)
∫
R
γi0+1
‖h(x˜, x¯)‖
Lq
′
x˜
dx¯
(|x¯|+ |y¯i0 |)
(n−γi0+γi0+1)/p
′
i0
+γi0+1/q
. (3.19)
For 1 < s <∞, let t(s) be such that
n− γi0 + γi0+1
t(s)
=
n− γi0 + γi0+1
p′i0
−
γi0+1
q′
+
γi0+1
s
.
Take tow positive numbers s1 and s2 such that 1 < s1 < q
′ < s2 < ∞ and t(sl) > 1,
l = 1, 2.
For any s ∈ [s1, s2], define the operator S by
Sg(y¯i0) =
∫
R
γi0+1
g(x¯)dx¯
(|x¯|+ |y¯i0 |)
(n−γi0+γi0+1)/p
′
i0
+γi0+1/q
, g ∈ Ls(Rγi0+1).
We see from Ho¨lder’s inequality that
|Sg(y¯i0)| .
‖g‖Ls
|y¯i0 |
(n−γi0+γi0+1)/t(s)
.
Hence S is of weak type (s, t(s)) for s = s1, s2. Since t(q
′) = p′i0 ≥ q
′, it follows from the
interpolation theorem that S is of type (q′, p′i0). By setting g(x¯) = ‖h(x˜, x¯)‖Lq
′
x˜
, we see
from (3.19) that (3.17) is true. This completes the proof. 
3.2.2 The Case of piν = q
The proof of the case piν = q is similar to the case of piν < q, but with more technical
details. Specifically, we have to show that∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy
W (x, y)λ
∣∣∣∣ . ‖f‖L~p‖h‖Lq′ . (3.20)
Since min{pil : 1 ≤ l ≤ ν} < q, there is some 1 ≤ µ ≤ ν − 1 such that piµ < q and
piµ+1 = . . . = piν = q. As in the case of piν < q, we first consider the case of i0 = m.
There are two subcases.
(C1) 0 < rank (Dm) < n.
In this case, iν = m, q = pm and the function W (x, y) in (3.20) is of the following
form,
W (x, y) =
∑
1≤l≤n
jl<iµ
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl=iµ
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl>iµ
|x(l) − y
(kl)
jl
|
+
∑
1≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |,
where {(jl, kl) : 1 ≤ l ≤ n} is defined by (3.4).
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Using Young’s inequality when computing the integral with respect to x(l) and y
(kl)
jl
for 1 ≤ l ≤ n with jl < iµ, and using Ho¨lder’s inequality for computing the integral with
respect to y
(k)
j for j < iµ with (j, k) 6∈ {(jl, kl) : 1 ≤ l ≤ n}, we get that for any f ∈ L
~p,∣∣∣∣∣
∫
R
iµn−γiµ
f(y1, . . . , ym)h(x)dx
(1) . . . dx(n−γiµ )dy1 . . . dyiµ−1
W (x, y)λ
∣∣∣∣∣
.
‖f(. . . , yiµ , . . . , ym)‖
L
(p′
1
,...,p′
iµ−1
)
(y1,...,yiµ−1)
‖h(x˜, x¯, x¯)‖
Lq
′
x˜
W1(x, y)
λ−n/p′1−...−n/p
′
iµ−1
−(n−γiµ )/q
, (3.21)
where
W1(x, y) =
∑
1≤l≤n
jl=iµ
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl>iµ
|x(l) − y
(kl)
jl
|+
∑
iµ≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |,
x˜ = (x(1), . . . , x(n−γiµ )),
x¯ = (x(n−γiµ+1), . . . , x(n−γiµ+1 )),
x¯ = (x(n−γiµ+1+1), . . . , x(n)).
Denote
y¯ = (y
(n+1−γiµ+1+γiµ+2 )
iµ+1
, . . . , y
(n)
iµ+1
, . . . , y
(n+1−γiν )
iν
, . . . , y
(n)
iν
).
We have dim y¯ = dim x¯. We rewrite W1 as
W1(x, y) = |x¯− y¯|+
∑
1≤l≤n
jl=iµ
|x(l) − y
(kl)
jl
|+
∑
iµ≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |.
Set h1(x¯, x¯) = ‖h(x˜, x¯, x¯)‖Lq
′
x˜
. We see from (3.21) that
∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy1 . . . dym
W (x, y)λ
∣∣∣∣
.
∫
R
(m+1−iµ)n+γiµ
‖f(. . . , yiµ , . . . , ym)‖
L
(p′1,...,p
′
iµ−1
)
(y1,...,yiµ−1)
h1(x¯, x¯)dx¯dx¯dyiµ . . . dym
W1(x, y)
λ−n/p′1−...−n/p
′
iµ−1
−(n−γiµ )/q
. (3.22)
Recall that for a radial decreasing function φ(x) ∈ L1, we have |
∫
Rn
g(x)φ(y − x)dx| .
‖φ‖L1Mg(y), where M is the Hardy-Littlewood maximal function. Hence∣∣∣∣∣
∫
R
γiµ+1
h1(x¯, x¯)dx¯
W1(x, y)
λ−n/p′1−...−n/p
′
iµ−1
−(n−γiµ )/q
∣∣∣∣∣ . M2h1(x¯, y¯)W2(x, y)α , (3.23)
where
W2(x, y) =
∑
1≤l≤n
jl=iµ
|x(l) − y
(kl)
jl
|+
∑
iµ≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |,
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α = λ−
n
p′1
− . . .−
n
p′iµ−1
−
n− γiµ
q
− γiµ+1 ,
and M2h1 stands for the maximal function M acting on the second variable of h1, i.e.,
M2h1(x¯, y¯) = (M2h1(x¯, ·))(y¯).
For any g(x¯, y¯) ∈ Lq
′
y¯ (L
s
x¯) with 1 ≤ s ≤ p
′
iµ , define the operator S by
Sg(yiµ , . . . , ym) =
∫
R
γiµ−γiµ+1
g(x¯, y¯)dx¯
W2(x, y)α
. (3.24)
Denote y˜iµ = (y
(n−riµ+riµ+1+1)
iµ
, . . . , y
(n)
iµ
). We rewrite W2 as
W2(x, y) = |x¯− y˜iµ |+
∑
iµ≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |.
By Young’s inequality, we have
‖Sg(yiµ , . . . , ym)‖
L
p′
iµ
y˜iµ
.
‖g(x¯, y¯)‖Lsx¯
(
∑
iµ≤j≤m,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |)
α−(γiµ−γiµ+1 )/p
′
iµ
−(γiµ−γiµ+1 )/s
′
Recall that iν = m and pil = q for µ + 1 ≤ l ≤ ν. Computing the norm with respect
to y
(k)
j directly, we get
‖Sg(yiµ , . . . , ym)‖
L
(p′
iµ
,...,p′m−1,p
′
m)
(yiµ ,...,ym−1,y
1
m)
.
‖g‖Lq′ (Ls)
|y2m|
β
,
where
y1m = (y
(1)
m , . . . , y
(n−γiµ+γiµ+1−γiν )
m , y
(n+1−γiν )
m , . . . , y
(n)
m ),
y2m = (y
(n−γiµ+γiµ+1−γiν+1)
m , . . . , y
(n−γiν )
m )
and
β = α−
γiµ − γiµ+1
p′iµ
−
γiµ − γiµ+1
s′
−
m−1∑
i=iµ
n− (γi − γi+1)
p′i
−
n− γiµ + γiµ+1 − γiν
p′m
= λ−
n
p′1
− . . .−
n
p′iµ−1
−
n− γiµ
q
− γiµ+1 −
γiµ − γiµ+1
p′iµ
−
γiµ − γiµ+1
s′
−
m−1∑
i=iµ
n
p′i
+
m−1∑
i=iµ
γi − γi+1
p′i
−
n− γiµ + γiµ+1 − γiν
p′m
=
γiµ
q
− γiµ+1 −
γiµ − γiµ+1
p′iµ
−
γiµ − γiµ+1
s′
+
ν−1∑
l=µ
γil − γil+1
p′il
+
γiµ − γiµ+1 + γiν
p′m
=
γiµ − γiµ+1
s
.
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Hence S is bounded from Lq
′
(Ls) to Ls,∞
y2m
(L
(p′iµ ,...,p
′
m−1,p
′
m)
(yiµ ,...,ym−1,y
1
m)
) whenever 1 ≤ s ≤ p′iµ . Since
1 < q′ = p′m < p
′
iµ
, by the interpolation theorem (Lemma 2.4), S is bounded from Lq
′
(Lq
′
)
to Lq
′
y2m
(L
(p′iµ ,...,p
′
m−1,p
′
m)
(yiµ ,...,ym−1,y
1
m)
). That is,
‖Sg(yiµ , . . . , ym)‖
L
(p′
iµ
,...,p′m)
(yiµ ,...,ym)
. ‖g‖Lq′ .
Set g =M2h1. We have∥∥∥∥
∫
R
γiµ−γiµ+1
M2h1(x¯, y¯)dx¯
W2(x, y)α
∥∥∥∥
L
(p′
iµ
,...,p′m)
(yiµ ,...,ym)
. ‖M2h1‖Lq′ ≈ ‖h1‖Lq′ .
It follows from (3.23) that∥∥∥∥∥
∫
R
γiµ
h1(x¯, x¯)dx¯dx¯
W1(x, y)
λ−n/p′1−...−n/p
′
iµ−1
−(n−γiµ )/q
∥∥∥∥∥
L
(p′
iµ
,...,p′m)
(yiµ ,...,ym)
. ‖h1‖Lq′ .
By (3.22), we get∣∣∣∣
∫
R(m+1)n
f(y1, . . . , ym)h(x)dxdy1 . . . dym
W (x, y)λ
∣∣∣∣ . ‖f‖L~p‖h‖Lq′ .
(C2) rank (Dm) = 0.
In this case, iν ≤ m − 1. (3.23) is still true. Define the operator S as in (3.24). We
have
‖Sg(yiµ , . . . , ym)‖
L
(p′
iµ
,...,p′m−1)
(yiµ ,...,ym−1)
.
‖g‖Lq′ (Ls)
|ym|n/t(s)
,
where t(s) satisfies
n
t(s)
=
n
p′m
+
γiµ − γiµ+1
s
−
γiµ − γiµ+1
q′
.
Hence S is bounded from Lq
′
(Ls) to L
t(s),∞
ym (L
(p′iµ ,...,p
′
m−1)
(yiµ ,...,ym−1)
) whenever 1 ≤ s ≤ p′iµ . Observe
that t(q′) = p′m. We can choose positive numbers s1 and s2 such that 1 < s1 < q
′ < s2 <
p′iµ and t(sl) > 1 for l = 1, 2. Since p
′
m ≥ q
′, using the interpolation theorem (Lemma 2.4)
again, we get that
‖Sg(yiµ , . . . , ym)‖
L
(p′
iµ
,...,p′m)
(yiµ ,...,ym)
. ‖g‖Lq′ .
Now with the same arguments as that in Case (C1) we get the conclusion as desired.
Next we consider the case of i0 < m. Since piν = q ≥ pi0 > 1, we have iν ≤ i0.
Consequently, γi0+1 = . . . = γm = 0. Moreover, there is some 1 ≤ µ ≤ ν − 1 such that
piµ < q and piµ+1 = . . . = piν = q.
By Lemmas 3.1 and 3.2, it suffices to show that∫
R(i0+1)n
f(y1, . . . , yi0)h(x)dxdy1 . . . dyi0
W (x, y)λ
. ‖f‖
L~˜p′
‖h‖Lq′ , h ∈ L
q′ , (3.25)
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where ~˜p = (p1, . . . , pi0),
W (x, y) =
∑
1≤l≤n
jl<iµ
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl=iµ
|x(l) − y
(kl)
jl
|+
∑
1≤l≤n
jl>iµ
|x(l) − y
(kl)
jl
|
+
∑
1≤j≤i0,1≤k≤n
(j,k)6=(jl,kl),1≤l≤n
|y
(k)
j |,
and jl and kl are defined by (3.4).
By setting m = i0 in Case (C1) (for γi0 > 0 ) or in Case (C2) ( for γi0 = 0 ), we get
the conclusion as desired.
4 Extension of The Multilinear Fractional Integrals to Lin-
ear Operators
In this section, we give a proof of Theorem 1.1. We begin with some preliminary results.
The following result is a generalization of Lemma 3.1.
Lemma 4.1 Suppose that 1 ≤ pi ≤ ∞, 1 ≤ i ≤ m + 1, 1 ≤ q ≤ ∞ and 0 < λ < mn
which meet (1.1). Suppose that pi0+1 = . . . = pm+1 = 1 for some 1 ≤ i0 ≤ m. Let Di be
n × n matrices, 2 ≤ i ≤ m + 1. Denote p˜ = (p1, . . . , pi0). Then the following two items
are equivalent:
(i) there is a constant Cλ,~p,q,n such that for any h ∈L
q′ and almost all (xi0+1, . . . , xm+1)
∈ R(m+1−i0)n, ∥∥∥∥∥ h(x1)(∑m+1i=2 |Dix1 − xi|)λ
∥∥∥∥∥
L
(p′
1
,...,p′
i0
)
(x1,...,xi0
)
≤ Cλ,~p,q,n‖h‖Lq′ .
(ii) for any h ∈ Lq
′
,∥∥∥∥∥ h(x1)(∑i0i=2 |Dix1 − xi|+∑m+1i=i0+1 |Dix1|)λ
∥∥∥∥∥
L~˜p′
≤ Cλ,~p,q,n‖h‖Lq′ .
Proof. Note that p′i =∞ for i0 + 1 ≤ i ≤ m+ 1. (i) is equivalent to∥∥∥∥∥ h(x1)(∑m+1i=2 |Dix1 − xi|)λ
∥∥∥∥∥
L~p′
≤ Cλ,~p,q,n‖h‖Lq′ .
Or equivalently, for any f ∈ L~p and h ∈ Lq
′
,∣∣∣∣∣
∫
R(m+1)n
f(x1, . . . , xm+1)h(x1)dx1 . . . dxm+1
(
∑m+1
i=2 |Dix1 − xi|)
λ
∣∣∣∣∣ ≤ Cλ,~p,q,n‖f‖L~p‖h‖Lq′ .
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By setting
f(x1, . . . , xm+1) = f˜(x1, . . . , xi0)
m+1∏
i=i0+1
1
δn
χ{|xi|≤δ}(xi)
and letting δ → 0, we see from Fatou’s lemma that∣∣∣∣∣
∫
Ri0n
f˜(x1, . . . , xi0)h(x1)dx1 . . . dxi0
(
∑i0
i=2 |Dix1 − xi|+
∑m+1
i=i0+1
|Dix1|)λ
∣∣∣∣∣ ≤ Cλ,~p,q,n‖f˜‖L~˜p‖h‖Lq′ ,
where p˜ = (p1, . . . , pi0). Hence for any f˜ ∈ L
~˜p and h ∈ Lq
′
, we have∣∣∣∣∣
∫
Ri0n
f˜(x1, . . . , xi0)h(x1)dx1 . . . dxi0
(
∑i0
i=2 |Dix1 − xi|+
∑m+1
i=i0+1
|Dix1|)λ
∣∣∣∣∣ ≤ Cλ,~p,q,n‖f˜‖L~˜p‖h‖Lq′ .
Consequently, (ii) is true.
Next we assume that (ii) is true. If Di0+1 = . . . = Dm+1 = 0, then (i) is obvious. Next
we assume that not all of Di0+1, . . ., Dm+1 are zero matrices.
For any f˜ ∈ L
~˜p and h ∈ Lq
′
, we have∣∣∣∣∣
∫
Ri0n
f˜(x1, . . . , xi0)h(x1)dx1 . . . dxi0
(
∑i0
i=2 |Dix1 − xi|+
∑m+1
i=i0+1
|Dix1|)λ
∣∣∣∣∣ ≤ Cλ,~p,q,n‖f˜‖~˜p‖h‖Lq′ . (4.1)
Let
D˜ =


Di0+1
...
Dm

 and y =


xi0+1
...
xm+1

 .
Suppose that rank (D˜) = r. Then there are (m− i0)n× (m− i0)n invertible matrix U and
n× n invertible matrix V such that
UD˜V =
(
Ir
0
)
.
Note that
∑m+1
i=i0+1
|Dix1| ≈ |D˜x1| ≈ |UD˜x1|. By a change of variable of the form x1 →
V x1 and replacing f and h by f(V
−1·, . . .) and h(V −1·), respectively, (4.1) turns out to
be ∣∣∣∣∣
∫
Ri0n
f(x1, . . . , xi0)h(x1)dx1 . . . dxi0
(
∑i0
i=2 |DiV x1 − xi|+
∑r
l=1 |x
(l)
1 |)
λ
∣∣∣∣∣ ≤ Cλ,~p,q,n‖f‖L~˜p‖h‖Lq′ . (4.2)
For any f ∈ L
~˜p and (xi0+1, . . . , xm+1) ∈ R
(m+1−i0)n, denote
∆f,h :=
∫
Ri0n
|f(x1, . . . , xi0)h(x1)|dx1 . . . dxi0
(
∑m+1
i=2 |Dix1 − xi|)
λ
.
Note that
m+1∑
i=i0+1
|Dix1 − xi| ≈ |D˜x1 − y| ≈ |UD˜x1 − Uy|. (4.3)
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By a change a variable of the form x1 → V (x1+z), where z = (z
(1), . . . , z(r), 0, . . . , 0)∗ ∈ Rn
with z(1), . . . , z(r) being the first r components of Uy, we have
∆f,h ≈
∫
Ri0n
|f(x1, . . . , xi0)h(x1)|dx1 . . . dxi0
(
∑i0
i=2 |Dix1 − xi|+ |UD˜x1 − Uy|)
λ
≈
∫
R
i0n
|f(V (x1 + z), x2, . . . , xi0)h(V (x1 + z))|dx1 . . . dxi0
(
∑i0
i=2 |DiV x1 − xi +DiV z|+ |W (y)|+
∑r
l=1 |x
(l)
1 |)
λ
≤
∫
Ri0n
|f(V (x1 + z), x2, . . . , xi0)h(V (x1 + z))|dx1 . . . dxi0
(
∑i0
i=2 |DiV x1 − xi +DiV z|+
∑r
l=1 |x
(l)
1 |)
λ
, (4.4)
whereW (y) is a vector in R(m+1−i0)n−r consisting of the last (m+1− i0)n−r components
of Uy.
By a change of variable of the form (x2, . . . , xi0)→ (x2 +D2V z, . . . , xi0 +Di0V z), we
get
∆f,h
.
∫
Ri0n
|f(V (x1 + z), x2 +D2V z, . . . , xi0 +Di0V z)h(V (x1 + z))|dx1 . . . dxi0
(
∑i0
i=2 |DiV x1 − xi|+
∑r
l=1 |x
(l)|)λ
. (4.5)
Note that the constants invoked in (4.3) – (4.5) are independent of (xi0+1, . . ., xm+1). By
(4.2), we have
∆f,h ≤ Cλ,~p,q,n‖f(V (·+ z), · +D2V z, . . . , ·+Di0V z)‖L~˜p‖h‖Lq′
= Cλ,~p,q,n‖f‖L~˜p‖h‖Lq′ .
Hence for any (xi0+1, . . . , xm+1) ∈ R
(m+1−i0)n,∥∥∥∥∥ h(x1)(∑m+1i=2 |Dix1 − xi|)λ
∥∥∥∥∥
L~˜p′
≤ Cλ,~p,q,n‖h‖Lq′ .
This completes the proof. 
To study conditions on the matrix A for which there exist ~p, q and λ such that Tλ is
bounded from L~p to Lq, we need the following two lemmas, which gives the structure of
A−1.
Lemma 4.2 Suppose that A in an invertible (n1 + n2)× (n1 + n2) matrix such that
A =
(
A1 A2
A3 A4
)
, A˜ := A−1 =
(
A˜1 A˜2
A˜3 A˜4
)
,
where A1 is an n1 × n2 matrix, A2 is an n1 × n1 matrix, A3 is an n2 × n2 matrix, A4 is
an n2 × n1 matrix, A˜1 is an n2 × n1 matrix, A˜2 is an n2 × n2 matrix, A˜3 is an n1 × n1
matrix, and A˜4 is an n1 × n2 matrix. We have
(i) A3 is invertible if and only if A˜3 is invertible.
(ii) if A˜3 is invertible, then A˜2 − A˜1A˜
−1
3 A˜4 is invertible and
(A˜2 − A˜1A˜
−1
3 A˜4)
−1A˜1A˜
−1
3 = −A4.
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As a consequence, for n1 = n2, A3 and A4 are invertible if and only if A˜1 and A˜3 are
invertible.
Proof. First, we assume that A3 is invertible. Note that(
0 In2
In1 0
)(
In1 −A1A
−1
3
0 In2
)
A =
(
A3 A4
0 A2 −A1A
−1
3 A4
)
.
Since A is invertible, so is A2 −A1A
−1
3 A4. Moreover, we have
A−1 =
(
∗ ∗
(A2 −A1A
−1
3 A4)
−1 −(A2 −A1A
−1
3 A4)
−1A1A
−1
3
)
.
Hence A˜3 = (A2 −A1A
−1
3 A4)
−1 is invertible.
On the other hand, if A˜3 is invertible, similar arguments show that A˜2 − A˜1A˜
−1
3 A˜4 is
invertible, A3 = (A˜2 − A˜1A˜
−1
3 A˜4)
−1 and
A4 = −(A˜2 − A˜1A˜
−1
3 A˜4)
−1A˜1A˜
−1
3 .
This proves (i) and (ii).
For the case of n1 = n2, if A3 is invertible, then we see from the above arguments that
A˜3 is invertible and A4 = −(A˜2 − A˜1A˜
−1
3 A˜4)
−1A˜1A˜
−1
3 . Hence A4 is invertible if and only
if A˜1 is invertible. This completes the proof. 
Lemma 4.3 Let A be an (m+1)n×(m+1)n invertible matrix, Am+1,m+1 be the submatrix
consisting of the last n rows and the last n columns of A, and B be the submatrix consisting
of the first mn rows and the first mn columns of A−1. Then we have rank (B) = mn if
and only if rank (Am+1,m+1) = n.
Proof. Set P = A
(
Imn
In
)
. Then we have
P =
(
∗ ∗
Am+1,m+1 ∗
)
and P−1 =
(
In
Imn
)
A−1 =
(
∗ ∗
B ∗
)
.
Now the conclusion follows from Lemma 4.2. 
Remark 4.4 We point out that for Tλ to be bounded, A must be invertible.
Assume on the contrary that rank (A) < (m + 1)n. Then the Lebesgue measure of
AR(m+1)n is zero. Set f(x) = 1 for x ∈ AR(m+1)n and 0 for others. Then we have
Tλf(xm+1) =∞ while ‖f‖L~p = 0, which contradicts with the boundedness of Tλ.
The following result is a variant of Lemma 3.2, which can be proved with almost the
same arguments and we omit the details.
Lemma 4.5 Suppose that ~p = (p1, . . . , pm+1) with 1 ≤ pi ≤ ∞, 1 ≤ i ≤ m, 0 < q ≤ ∞
and 0 < λ < mn. Let rk and kl be defined as in Theorem 1.1 such that r2 = n. Then∥∥∥∥∥ h(x1)(∑m+1i=2 |Ai,m+1x1 − xi|)λ
∥∥∥∥∥
L~p′
. ‖h‖Lq′ ∀h ∈ L
q′
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if and only if ∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ ∀h ∈ L
q′ ,
where
W (x1, . . . , xm+1) =
n∑
l=1
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |
and
{(il, jl) : 1 ≤ l ≤ n} =
⋃
1≤s≤ν
{(ks, t) : n+ 1− (rks − rks+1) ≤ t ≤ n} (4.6)
satisfying il ≤ il+1 and if il = il+1, then jl < jl+1.
4.1 Proof of Theorem 1.1: The Necessity
In this subsection, we give a proof for the necessity part of Theorem 1.1. We split the
proof into several parts.
(P1) We show that pki <∞, 1 ≤ i ≤ ν.
Denote A = (B0 B1), where B0 and B1 are (m+1)n×mn and (m+1)n×n matrices,
respectively. Since A is invertible, rank (B1) = n. Hence there is an n × n invertible
submatrix of B1, for which rk−rk+1 rows come from Ak,m+1, 1 ≤ k ≤ m+1. Consequently,
there is some invertible (m+ 1)n × (m+ 1)n matrix U of the form
U =


∗ ? ? . . . ?
0 ∗ ? . . . ?
0 0 ∗ . . . ?
. . . . . .
0 0 0 . . . ∗

 ,
where ∗ stands for an n×n invertible matrix, such that UB1 has exactly n non-zero rows.
More precisely, there are exactly rk − rk+1 non-zero rows among the (kn− n+ 1)-th, . . .,
the kn-th rows of UB1. Since ‖f‖L~p ≈ ‖f(U ·)‖L~p , we have ‖Tλ(f(U ·))‖Lq . ‖f‖L~p . That
is, ∥∥∥∥
∫
Rmn
f(UAx)
(|x1|+ . . . + |xm|)λ
dx1 . . . dxm
∥∥∥∥
Lqxm+1
. ‖f‖L~p . (4.7)
Assume that pki = ∞ for some 1 ≤ i ≤ ν. Set
~˜p = (p1, . . . , pki−1, pki+1, . . . , pm+1) and
f(x) = f˜(x1, . . . , xki−1, xki+1, . . . , xm+1) with f˜ ∈ L
~˜p. Then we have f ∈ L~p. Let A˜ be
the submatrix consisting of the first (ki − 1)n and the last (m− ki +1)n rows of UA. We
see from (4.7) that∥∥∥∥∥
∫
Rmn
f˜(A˜x)
(|x1|+ . . . + |xm|)λ
dx1 . . . dxm
∥∥∥∥∥
Lqxm+1
. ‖f˜‖
L~˜p
.
Note that the rank of the last n columns of A˜ is less than n. Hence there is some n × n
invertible matrix V such that the last column of
A¯ := A˜
(
Imn
V
)
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is ~0. By a change of variable of the form xm+1 → V xm+1, we get∥∥∥∥∥
∫
Rmn
f˜(A¯x)
(|x1|+ . . . + |xm|)λ
dx1 . . . dxm
∥∥∥∥∥
Lqxm+1
. ‖f˜‖
L~˜p
.
But f˜(A¯x) is independent of x
(n)
m+1. Therefore,∥∥∥∥∥
∫
Rmn
f˜(A¯x)
(|x1|+ . . .+ |xm|)λ
dx1 . . . dxm
∥∥∥∥∥
Lqxm+1
=∞,
which is a contradiction.
(P2) We show that q ≥ pki .
For 1 ≤ i ≤ m+ 1, define the matrix Bi by
Bi =


Ai,m+1
...
Am+1,m+1

 .
Since rank (Bki) > rank (Bki+1) for 1 ≤ i ≤ ν, there is some z ∈ R
n such that Bkiz 6= 0
while Bki+1z = 0.
For a > 0, set fa(x) = f(x+ aB1z). We have
‖Tλf + Tλfa‖Lq ≤ ‖Tλ‖L~p→Lq‖f + fa‖L~p
= ‖Tλ‖L~p→Lq‖f + f(·+ aB1z)‖L~p
→ 21/pki‖Tλ‖L~p→Lq‖f‖L~p , a→∞,
where we use Lemma 2.3 in the last step. On the other hand, denote the submatrix
consisting of the first mn columns of A by B0. We have
Tλf(xm+1) + Tλfa(xm+1) =
∫
Rmn
f(B0y +B1xm+1) + f(B0y +B1xm+1 + aB1z)
|y|λ
dy
= Tλf(xm+1) + Tλf(xm+1 + az).
Hence
lim
a→∞
‖Tλf + Tλfa‖Lq = 2
1/q‖Tλf‖Lq .
Therefore,
21/q‖Tλf‖Lq ≤ 2
1/pki ‖Tλ‖L~p→Lq‖f‖L~p .
It follows that q ≥ pki , 1 ≤ i ≤ ν.
(P3) We show that Tλ is bounded if and only if∥∥∥∥∥ h(x1)(∑m+1i=2 |Ai,m+1x1 − xi|)λ
∥∥∥∥∥
L~p′
. ‖h‖Lq′ . (4.8)
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Since n = r1 > rm+2 = 0, there is some 1 ≤ i ≤ m + 1 such that ri > ri+1. Hence
q ≥ pi ≥ 1. By the duality, Tλ is bounded from L
~p to Lq if and only if for any f ∈ L~p and
h ∈ Lq
′
, ∫
R(m+1)n
f(Ax)h(xm+1)
(|x1|+ . . .+ |xm|)λ
dx1 . . . dxm+1 . ‖f‖L~p‖h‖Lq′ .
By a change of variable of the form x→ A−1x, we get∫
R(m+1)n
f(x)h((A−1x)m+1)
(|(A−1x)1|+ . . .+ |(A−1x)m|)λ
dx1 . . . dxm+1 . ‖f‖L~p‖h‖Lq′ , (4.9)
where (A−1x)i stands for the n-dimensional vector consisting of the (in − n + 1)-th, . . .,
the in-th entries of A−1x. Note that (4.9) is equivalent to∥∥∥∥ h((A−1x)m+1)(|(A−1x)1|+ . . .+ |(A−1x)m|)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ , ∀h ∈ L
q′ . (4.10)
Let y = (y∗1 , . . . , y
∗
m)
∗ be the mn-dimensional vector consisting of the last mn coordi-
nates of x, i.e., yi = xi+1 for 1 ≤ i ≤ m. Denote A
−1 =
(
A˜1 A˜2
A˜3 A˜4
)
, where A˜3 is an n× n
matrix. By Lemma 4.2, A˜3 is invertible. We have∥∥∥∥ h((A−1x)m+1)(|(A−1x)1|+ . . .+ |(A−1x)m|)λ
∥∥∥∥
L
p′1
x1
=
∥∥∥∥∥h(A˜3x1 + A˜4y)|A˜1x1 + A˜2y|λ
∥∥∥∥∥
L
p′
1
x1
≈
∥∥∥∥∥ h(x1)|A˜1A˜−13 x1 + (A˜2 − A˜1A˜−13 A˜4)y|λ
∥∥∥∥∥
L
p′
1
x1
≈
∥∥∥∥∥ h(x1)|(A˜2 − A˜1A˜−13 A˜4)−1A˜1A˜−13 x1 + y|λ
∥∥∥∥∥
L
p′1
x1
=
∥∥∥∥∥ h(x1)(∑m+1i=2 |Ai,m+1x1 − yi−1|)λ
∥∥∥∥∥
L
p′
1
x1
(using Lemma 4.2)
=
∥∥∥∥∥ h(x1)(∑m+1i=2 |Ai,m+1x1 − xi|)λ
∥∥∥∥∥
L
p′1
x1
.
Hence Tλ is bounded if and only if (4.8) is true.
(P4) We show that q < p1.
We see from (P3) and Lemma 4.5 that∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ ∀h ∈ L
q′ , (4.11)
where
W (x1, . . . , xm+1) =
n∑
l=1
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |
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and {(il, jl) : 1 ≤ l ≤ n} is defined by (4.6).
There are two cases.
(A1) p1 > 1.
Set h(x1) = 1/|x1|
α for |x1| < 1 and 0 for others, where α > 0 is a constant to be
determined later. We have
I1 :=
∫
Rn
|h(x1)|
p′1dx1
W (x1, . . . , xm+1)λp
′
1
&
∫
|x1|<1
dx1
|x1|αp
′
1(1 + |x2|+ . . .+ |xm+1|)λp
′
1
.
If q > p1, then q
′ < p′1. Hence there is some α > 0 such that αp
′
1 > n while αq
′ < n.
Consequently, h ∈ Lq
′
and I1 =∞, which contradicts with (4.11).
If q = p1, then we have λ = n/p
′
2 + . . . + n/p
′
m+1. Since λ > 0, there is some
2 ≤ i ≤ m+ 1 such that pi > 1. There are two subcases.
(A1)(a) pm+1 > 1.
Suppose that αq′ < n. Then
I1 &
1
(1 + |x2|+ . . .+ |xm+1|)λp
′
1
.
It follows that
Ih :=
∥∥∥∥∥∥. . .
∥∥∥∥∥
∫
Rn
|h(x1)|
p′1dx1
W (x1, . . . , xm+1)λp
′
1
∥∥∥∥∥
L
p′
2
/p′
1
x2
. . .
∥∥∥∥∥∥
L
p′
m+1
/p′
1
xm+1
&
∥∥∥ 1
(1 + |x2|+ . . .+ |xm+1|)λ
∥∥∥p′1
L
p′
m+1 (...(Lp
′
2 ))
.
Denote a = 1 + |x3|+ . . .+ |xm+1|. A simple computation shows that∫
Rn
1
(1 + |x2|+ . . .+ |xm+1|)λp
′
2
dx2
≈
∫ ∞
0
tn−1
(t+ a)λp
′
2
dt
≥
∫ 2a
a
tn−1
(t+ a)λp
′
2
dt
&
1
(1 + |x3|+ . . .+ |xm+1|)λp
′
2−n
.
Hence ∥∥∥∥ 1(1 + |x2|+ . . . + |xm+1|)λ
∥∥∥∥
L
p′
2
x2
&
1
(1 + |x3|+ . . .+ |xm+1|)λ−n/p
′
2
.
Note that the above inequality is true for all 1 ≤ p2 ≤ ∞. Computing the L
p′l norm with
respect to xl successively, 3 ≤ l ≤ m+ 1, we get
Ih &
(∫
Rn
1
(1 + |xm+1|)n
dxm+1
)p′1/p′m+1
=∞,
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which contradicts with (4.11).
(A1)(b) pm+1 = 1
In this case, there is some 2 ≤ k0 ≤ m such that pk0 > 1 while pk0+1 = . . . = pm+1 = 1.
By Lemma 4.1, we have∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L~˜p′
. ‖h‖Lq′ ∀h ∈ L
q′ ,
where ~˜p = (p1, . . . , pk0) and
W (x1, . . . , xk0) =
n∑
1≤l≤n
il≤k0
|x
(l)
1 − x
(jl)
il
|+
n∑
1≤l≤n
il>k0
|x
(l)
1 |+
∑
2≤i≤k0,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |.
When |x1| ≤ 1, we have
W (x1, . . . , xk0) . 1 +
k0∑
i=2
|xi|.
By replacing m+ 1 with k0 in Case (A1)(a), we get a contradiction.
(A2) p1 = 1.
Use the notations introduced in Case (A1). Set h(x1) = χ{|x1|≤1}(x1)/|x1|
α. If q > 1,
then we can find some α > 0 such that αq′ < n. Consequently,∥∥∥∥ |h(x1)|W (x1, . . . , xm+1)λ
∥∥∥∥
L
p′
1
x1
&
∥∥∥∥ 1(1 + |x2|+ . . .+ |xm+1|)λ|x1|α
∥∥∥∥
L
p′
1
x1
=∞,
which contradicts with (4.11).
If q = 1, by setting h ≡ 1, we get
∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
&
∥∥∥∥∥ 1(∑m+1i=1 |xi|)λ
∥∥∥∥∥
L~p′
=∞.
Again, we get a contradiction.
(P5) We show that the rank of the mn × n matrix D := (Ai,m+1)2≤i≤m+1 is n, i.e.,
r2 = n.
Assume on the contrary that rank (D) < n. Then there is some n×n invertible matrix
V such that the first column of DV is zero. Consequently,
∑m+1
i=2 |Ai,m+1V x1 − xi| is a
function of x
(2)
1 , . . ., x
(n)
1 .
Replacing h by h(V −1·) in (4.8), we get∥∥∥∥∥ h(V
−1x1)
(
∑m+1
i=2 |Ai,m+1x1 − xi|)
λ
∥∥∥∥∥
L~p′
. ‖h‖Lq′ .
By a change of variable of the form x1 → V x1, we get∥∥∥∥∥ h(x1)(∑m+1i=2 |Ai,m+1V x1 − xi|)λ
∥∥∥∥∥
L~p′
. ‖h‖Lq′ . (4.12)
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Take some g ∈ Lq
′
\ Lp
′
1(R), h1 ∈ L
q′(Rn−1) and let h = g ⊗ h1. Then we have h ∈ L
q′ .
Since
∑m+1
i=2 |Ai,m+1V x1 − xi| is a function of x
(2)
1 , . . ., x
(n)
1 , we have∥∥∥∥∥ h(x1)(∑m+1i=2 |Ai,m+1V x1 − xi|)λ
∥∥∥∥∥
L~p′
=
∥∥∥∥∥ g(x
(1)
1 )h1(x
(2)
1 , . . . , x
(n)
1 )
(
∑m+1
i=2 |Ai,m+1V x1 − xi|)
λ
∥∥∥∥∥
L~p′
=∞,
which contradicts with (4.12).
(P6) We show that there is some 2 ≤ i ≤ m+ 1 such that pi > 1.
Assume on the contrary that pi = 1 for 2 ≤ i ≤ m+ 1. We see from Lemma 4.1 that
(4.8) is equivalent to ∥∥∥ h(x1)
(
∑m+1
i=2 |Ai,m+1x1|)
λ
∥∥∥
Lp
′
1
. ‖h‖Lq′ .
Since r2 = n, we have
m+1∑
i=2
|Ai,m+1x1| ≈ |x1|.
Therefore, ∥∥∥h(x1)
|x1|λ
∥∥∥
Lp
′
1
. ‖h‖Lq′ . (4.13)
Moreover, we see from (P4) that q < p1. Set
h(x1) =
1
|x1|n/q
′(log 1/|x1|)(1+ε)/q
′ · χ{|x1|<1/2}(x1),
where ε is a positive constant such that (1 + ε)p′1/q
′ < 1. Then we have h ∈ Lq
′
and
‖h(x1)/|x1|
λ‖
Lp
′
1
=∞, which contradicts with (4.13).
(P7) We show that q ≥ pk0 .
By Lemma 4.5, ∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L~˜p′
. ‖h‖Lq′ , ∀h ∈ L
q′ , (4.14)
where ~˜p = (p1, . . . , pk0) satisfies that
1
p1
+ . . .+
1
pk0
=
1
q
+
(k0 − 1)n − λ
n
and
W (x1, . . . , xk0) =
∑
1≤l≤n
il≤k0
|x
(l)
1 − x
(jl)
il
|+
∑
1≤l≤n
il>k0
|x
(l)
1 |+
∑
2≤i≤k0,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |
with {(il, jl) : 1 ≤ l ≤ n} being defined by (4.6).
If q = 1, by setting h ≡ 1, we get∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L~˜p′
=∞,
which contradicts with (4.14). Hence q > 1.
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Set h(x1) =
χ
{|x1|<1/2}
(x1)
|x1|n/q
′
(log(1/|x1|))(1+ε)/q
′ , where ε > 0. Then we have h ∈ Lq
′
. Moreover,
for a :=
∑k0
i=2 |xi| < 1/2
2 and |x1| < a, we have
W (x1, . . . , xk0) ≤ 2a.
Hence ∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L
p′1
x1
&
(∫
a2<|x1|<a
dx1
(
∑k0
i=2 |xi|)
λp′1+np
′
1/q
′
(log(1/|x1|))(1+ε)p
′
1/q
′
)1/p′1
&
1
(
∑k0
i=2 |xi|)
λ+n/q′−n/p′1(log(1/
∑k0
i=2 |xi|))
(1+ε)/q′
.
Similarly arguments show that for
∑k0
i=3 |xi| < 1/2
3,∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L
(p′1,p
′
2)
(x1,x2)
&
1
(
∑k0
i=3 |xi|)
λ+n/q′−n/p′1−n/p
′
2(log(1/
∑k0
i=3 |xi|))
(1+ε)/q′
.
Note that the above inequality is also true for p′2 =∞. By induction, it is easy to see that
for |xk0 | < 1/2
k0 , ∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L
(p′
1
,...,p′
k0−1
)
(x1,...,xk0−1
)
&
1
|xk0 |
λ+n/q′−
∑k0−1
i=1 n/p
′
i(log(1/|xk0 |))
(1+ε)/q′
=
1
|xk0 |
n/p′k0 (log(1/|xk0 |))
(1+ε)/q′
.
If q < pk0 , then we can choose ε > 0 small enough such that (1 + ε)p
′
k0
/q′ < 1. Conse-
quently, ∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L~˜p′
=∞,
which contradicts with (4.14). Hence q ≥ pk0 .
(P8) We show that min{pkl : 1 ≤ l ≤ ν} < q.
Assume on the contrary that min{pkl : 1 ≤ l ≤ ν} ≥ q. Since max{pkl : 1 ≤ l ≤ ν} ≤
q, we have q = pk1 = . . . = pkν .
By Lemma 4.5, we have∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ ∀h ∈ L
q′ , (4.15)
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where
W (x1, . . . , xm+1) =
n∑
l=1
|x
(l)
1 − x
(jl)
il
|+ w(x2, . . . , xm+1),
w(x2, . . . , xm+1) =
∑
2≤i≤m+1,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |,
and {(il, jl) : 1 ≤ l ≤ n} is defined by (4.6).
Let h(x1) = χ{|x(l)1 |≤1,1≤l≤n}
(x1), 0 < δ < 1/(n + 2), and E = {(x2, . . . , xm+1) :
w(x2, . . . , xm+1) < δ, |x
(jl)
il
| ≤ δ, 1 ≤ l ≤ n}. Similarly to (3.13), we get
(∫
Rn
|h(x1)|
p′1dx1
W (x1, . . . , xm+1)λp
′
1
)1/p′1
&
χE(x2, . . . , xm+1)
w(x2, . . . , xm+1)λ−n/p
′
1
.
Since λ =
∑m+1
i=1 n/p
′
1 − n/q
′ and pk1 = . . . = pkν = q, we have
λ−
n
p′1
=
m+1∑
i=2
n
p′i
−
n
q′
=
m+1∑
i=2
n
p′i
−
m+1∑
i=2
ri − ri+1
q′
=
m+1∑
i=2
n
p′i
−
ν∑
l=1
rkl − rkl+1
p′kl
=
m+1∑
i=2
n− (ri − ri+1)
p′i
,
where we use the fact that ri − ri+1 = 0 if i 6∈ {kl : 1 ≤ l ≤ ν}. Note that
w(x2, . . . , xm+1) =
m+1∑
i=2
n−(ri−ri+1)∑
j=1
|x
(j)
i |.
We have ∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
=∞,
which contradicts with (4.15). This completes the proof of the necessity.
4.2 Proof of Theorem 1.1: The Sufficiency
We see from (P3) in the proof of the necessity of Theorem 1.1 that Tλ is bounded if and
only if ∥∥∥∥∥ h(x1)(∑m+1i=2 |Ai,m+1x1 − xi|)λ
∥∥∥∥∥
L~p′
. ‖h‖Lq′ . (4.16)
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If p1 ≥ pi for all 2 ≤ i ≤ m+ 1, then (4.16) is equivalent to∥∥∥∥∥
∫
Rn
|h(x1)|
p′1dx1
(
∑m+1
i=2 |Ai,m+1x1 − xi|)
λp′1
∥∥∥∥∥
L
(s′2,...,s
′
m+1)
(x2,...,xm+1)
. ‖|h|p
′
1‖
Lq
′/p′
1
, (4.17)
where s′i = p
′
i/p
′
1. By duality, (4.17) is equivalent to∥∥∥∥∥
∫
Rmn
f(x2, . . . , xm+1)dx2 . . . dxm+1
(
∑m+1
i=2 |Ai,m+1x1 − xi|)
λp′1
∥∥∥∥∥
L
(q′/p′1)
′
x1
. ‖f‖L~s ,
where ~s = (s2, . . . , sm+1). Note that
1
s2
+ . . .+
1
sm+1
=
1
(q′/p′1)
′
+
mn− λp′1
n
.
Now the conclusion follows from Theorem 1.2.
Next we assume that there is some 2 ≤ i ≤ m+ 2 such that pi > p1. We begin with a
simple lemma.
Lemma 4.6 Let R be a positive constant, ~p = (p1, . . . , pm) with 1 ≤ pi ≤ ∞, and α >∑m
i=1 ni/pi, where ni are positive integers. Then we have∥∥∥∥∥
χ{
∑m
i=1 |xi|≥R}
(x1, . . . , xm)
(
∑m
i=1 |xi|)
α
∥∥∥∥∥
L~p
. Rn1/p1+...+nm/pm−α,
where xi ∈ R
ni.
Proof. If
∑m
i=2 |xi| < R, we have∥∥∥∥∥
χ{
∑m
i=1 |xi|≥R}
(x1, . . . , xm)
(
∑m
i=1 |xi|)
α
∥∥∥∥∥
p1
L
p1
x1
=
∫
|x1|≥R−
∑m
i=2 |xi|
χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm)dx1
(
∑m
i=1 |xi|)
αp1
.
χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm)
Rαp1−n1
.
And if
∑m
i=2 |xi| ≥ R, we have∥∥∥∥∥
χ{
∑m
i=1 |xi|≥R}
(x1, . . . , xm)
(
∑m
i=1 |xi|)
α
∥∥∥∥∥
p1
L
p1
x1
=
∫
Rn1
χ{
∑m
i=2 |xi|≥R}
(x2, . . . , xm)dx1
(
∑m
i=1 |xi|)
αp1
.
χ{
∑m
i=2 |xi|≥R}
(x2, . . . , xm)
(
∑m
i=2 |xi|)
αp1−n1
.
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Hence
I1 :=
∥∥∥∥∥
χ{
∑m
i=1 |xi|≥R}
(x1, . . . , xm)
(
∑m
i=1 |xi|)
α
∥∥∥∥∥
L
p1
x1
.
χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm)
Rα−n1/p1
+
χ{
∑m
i=2 |xi|≥R}
(x2, . . . , xm)
(
∑m
i=2 |xi|)
α−n1/p1
.
Note that the above inequality is true for all 1 ≤ p1 ≤ ∞. Since∥∥∥∥∥
χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm)
Rα−n1/p1
∥∥∥∥∥
L
(p2,...,pm)
(x2,...,xm)
. Rn1/p1+...+nm/pm−α,
we have
‖I1‖L(p2,...,pm)
(x2,...,xm)
. Rn1/p1+...+nm/pm−α +
∥∥∥∥∥
χ{
∑m
i=2 |xi|≥R}
(x2, . . . , xm)
(
∑m
i=2 |xi|)
α−n1/p1
∥∥∥∥∥
L
(p2,...,pm)
(x2,...,xm)
.
By induction, we get ‖I1‖L(p2,...,pm)
(x2,...,xm)
. Rn1/p1+...+nm/pm−α. 
The following estimate is used in the proof of Theorem 1.1.
Lemma 4.7 Suppose that 1 < pm+1 < q < p1 ≤ ∞ and 1 ≤ pi ≤ ∞ for 2 ≤ i ≤ m. Let
n1, . . ., nm be positive integers and
α =
m∑
i=1
ni
p′i
+
n1
p′m+1
−
n1
q′
> 0. (4.18)
Then for any h ∈ Lq
′
, we have∥∥∥∥ h(x1)(|x1 − xm+1|+∑mi=2 |xi|)α
∥∥∥∥
L~p′
. ‖h‖Lq′ , ∀h ∈ L
q′ , (4.19)
where ‖ · ‖L~p′ =
∥∥∥‖ · ‖
L
p′
1
x1
. . .
∥∥∥
L
p′
m+1
xm+1
, x1, xm+1 ∈ R
n1 and xi ∈ R
ni for 2 ≤ i ≤ m.
Proof. Let R > 0 be a constant to be determined later. We have∫
Rn1
|h(x1)|
p′1dx1
(|x1 − xm+1|+
∑m
i=2 |xi|)
αp′1
=
(∫
|x1−xm+1|<R
+
∫
|x1−xm+1|≥R
)
|h(x1)|
p′1dx1
(|x1 − xm+1|+
∑m
i=2 |xi|)
αp′1
= I1 + I2. (4.20)
For fixed x2, . . ., xm, I1 can be considered as the convolution of |h|
p′1 and χ{|x1|<R}(x1)/(|x1|
+
∑m
i=2 |xi|)
αp′1 . Hence
I1 .M |h|
p′1(xm+1)
∫
|x1|<R
dx1
(|x1|+
∑m
i=2 |xi|)
αp′1
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=M |h|p
′
1(xm+1)
(∫
|x1|<R
χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm)dx1
(|x1|+
∑m
i=2 |xi|)
αp′1
+
∫
|x1|<R
χ{
∑m
i=2 |xi|≥R}
(x2, . . . , xm)dx1
(|x1|+
∑m
i=2 |xi|)
αp′1
)
:=M |h|p
′
1(xm+1)(I11 + I12),
whereM is the Hardy-Littlewood maximal function. Observe that (a+ b)α ≤ Cα(a
α+ bα)
for any a, b, α > 0. We have
‖I
1/p′1
1 ‖
L
(p′2,...,p
′
m)
(x2,...,xm)
.
(
M |h|p
′
1(xm+1)
)1/p′1
×
(
‖I
1/p′1
11 ‖
L
(p′
2
,...,p′m)
(x2,...,xm)
+ ‖I
1/p′1
12 ‖
L
(p′
2
,...,p′m)
(x2,...,xm)
)
.
First, we estimate ‖I
1/p′1
11 ‖
L
(p′2,...,p
′
m)
(x2,...,xm)
. Since q > pm+1, by (4.18), we have
α <
n1
p′1
+ . . .+
nm
p′m
. (4.21)
There are two cases.
(A1) For any 1 ≤ k ≤ m− 1, α 6=
∑k
i=1 ni/p
′
i.
If αp′1 > n1, we have
I11 =
∫
|x1|<R
χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm)dx1
(|x1|+
∑m
i=2 |xi|)
αp′1
.
χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm)
(
∑m
i=2 |xi|)
αp′1−n1
. (4.22)
By (4.21), there is some 1 ≤ k ≤ m− 1 such that
n1
p′1
+ . . .+
nk
p′k
< α <
n1
p′1
+ . . .+
nk+1
p′k+1
.
By (4.22), we have for k ≥ 2,
‖I
1/p′1
11 ‖
L
p′
2
x2
.
χ{
∑m
i=3 |xi|<R}
(x3, . . . , xm)
(
∑m
i=3 |xi|)
α−n1/p′1−n2/p
′
2
.
Similar arguments show that
‖I
1/p′1
11 ‖
L
(p′2,...,p
′
k
)
(x2,...,xk)
.
χ{
∑m
i=k+1 |xi|<R}
(xk+1, . . . , xm)
(
∑m
i=k+1 |xi|)
α−n1/p′1−...−nk/p
′
k
and
‖I
1/p′1
11 ‖
L
(p′2,...,p
′
k+1
)
(x2,...,xk+1)
. Rn1/p
′
1+...+nk+1/p
′
k+1−αχ{
∑m
i=k+2 |xi|<R}
(xk+2, . . . , xm).
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Hence
‖I
1/p′1
11 ‖
L
(p′
2
,...,p′m)
(x2,...,xm)
. Rn1/p
′
1+...+nm/p
′
m−α = Rn1/q
′−n1/p′m+1 . (4.23)
If αp′1 < n1, we have
I11 =
∫
|x1|<R
χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm)dx1
(|x1|+
∑m
i=2 |xi|)
αp′1
. Rn1−αp
′
1χ{
∑m
i=2 |xi|<R}
(x2, . . . , xm).
Hence (4.23) is also true.
(A2) There is some 1 ≤ k ≤ m− 1 such that
∑k−1
i=1 ni/p
′
i < α =
∑k
i=1 ni/p
′
i.
In this case, p′k <∞. As in Case (A1), we have
‖I
1/p′1
11 ‖
L
(p′
2
,...,p′
k
)
(x2,...,xk)
.
(
log
R∑m
i=k+1 |xi|
)1/p′k
χ{
∑m
i=k+1 |xi|<R}
(xk+1, . . . , xm). (4.24)
Denote a =
∑m
i=k+2 |xi|. If p
′
k+1 <∞, we have
‖I
1/p′1
11 ‖
p′k+1
L
(p′2,...,p
′
k+1
)
(x2,...,xk+1)
.
∫
|xk+1|≤R−a
(
log
R
|xk+1|+ a
)p′k+1/p′k
dxk+1 · χ{a<R}(xk+2, . . . , xm)
=
∫ R−a
0
(
log
R
t+ a
)p′k+1/p′k
tnk+1−1dt · χ{a<R}(xk+2, . . . , xm)
≤ Rnk+1−1
∫ R−a
0
(
log
R
t+ a
)p′k+1/p′k
dt · χ{a<R}(xk+2, . . . , xm)
= Rnk+1
∫ R/a
1
(log t)p
′
k+1/p
′
k
dt
t2
· χ{a<R}(xk+2, . . . , xm).
Hence
‖I
1/p′1
11 ‖
L
(p′
2
,...,p′
k+1
)
(x2,...,xk+1)
. Rnk+1/p
′
k+1χ{
∑m
i=k+2 |xi|<R}
(xk+2, . . . , xm).
Therefore, (4.23) is also true.
If p′k+1 =∞, we have
‖I
1/p′1
11 ‖
L
(p′
2
,...,p′
k+1
)
(x2,...,xk+1)
.
(
log
R∑m
i=k+2 |xi|
)1/p′k
χ{
∑m
i=k+2 |xi|<R}
(xk+2, . . . , xm).
By (4.21), there is some k + 1 ≤ i ≤ m such that p′i < ∞. Suppose that p
′
k+1 = . . . =
p′l−1 =∞ while p
′
l <∞. Then we have
‖I
1/p′1
11 ‖
L
(p′
2
,...,p′
l−1
)
(x2,...,xl−1)
.
(
log
R∑m
i=l |xi|
)1/p′k
χ{
∑m
i=l |xi|<R}
(xl, . . . , xm).
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Hence
‖I
1/p′1
11 ‖
L
(p′
2
,...,p′
l
)
(x2,...,xl)
. Rnl/p
′
lχ{
∑m
i=l+1 |xi|<R}
(xl+1, . . . , xm).
Again, we get (4.23) as desired.
Next we estimate ‖I
1/p′1
12 ‖
L
(p′2,...,p
′
m)
(x2,...,xm)
. Since
∑m
i=2 |xi| ≥ R and |x1| < R, we have |x1|+∑m
i=2 |xi| ≈
∑m
i=2 |xi|. Hence
I12 =
∫
|x1|<R
χ{
∑m
i=2 |xi|≥R}
(x2, . . . , xm)dx1
(|x1|+
∑m
i=2 |xi|)
αp′1
≈
Rn1
(
∑m
i=2 |xi|)
αp′1
χ{
∑m
i=2 |xi|≥R}
(x2, . . . , xm).
By the hypothesis, q < p1. Hence
α−
n2
p′2
− . . . −
nm
p′m
=
n1
p′m+1
+
n1
p′1
−
n1
q′
> 0.
By Lemma 4.6, we get
‖I
1/p′1
12 ‖
L
(p′
2
,...,p′m)
(x2,...,xm)
. Rn1/p
′
1+...+nm/p
′
m−α = Rn1/q
′−n1/p′m+1 .
Hence
‖I
1/p′1
1 ‖
L
(p′
2
,...,p′m)
(x2,...,xm)
.
(
M |h|p
′
1(xm+1)
)1/p′1
Rn1/q
′−n1/p′m+1 . (4.25)
Next we consider I2. By Ho¨lder’s inequality, we have
I2 =
∫
|x1−xm+1|≥R
|h(x1)|
p′1dx1
(|x1 − xm+1|+
∑m
i=2 |xi|)
αp′1
.
‖h‖
p′1
q′
(R+
∑m
i=2 |xi|)
αp′1−n1+n1p
′
1/q
′ .
Hence
‖|I2|
1/p′1‖
L
(p′2,...,p
′
m)
(x2,...,xm)
. ‖h‖q′
∥∥∥∥∥ 1(R +∑mi=2 |xi|)n2/p′2+...+n1/p′m+1
∥∥∥∥∥
L
(p′2,...,p
′
m)
(x2,...,xm)
≈ ‖h‖q′R
−n1/p′m+1 . (4.26)
Set
R =
(
‖h‖q′(
M |h|p
′
1(xm+1)
)1/p′1
)q′/n1
.
We see from (4.20), (4.25) and (4.26) that∥∥∥∥ h(x1)(|x1 − xm+1|+∑mi=2 |xi|)α
∥∥∥∥
L
(p′
1
,...,p′m)
(x1,...,xm)
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. ‖h‖
1−q′/p′m+1
q′ ·
(
M |h|p
′
1(xm+1)
)q′/(p′1p′m+1)
.
Hence ∥∥∥∥ h(x1)(|x1 − xm+1|+∑mi=2 |xi|)α
∥∥∥∥
L~p′
. ‖h‖
1−q′/p′m+1
q′ ‖M |h|
p′1(xm+1)
q′/p′1‖
1/p′m+1
L1
. ‖h‖q′ .
This completes the proof. 
To prove the main result, we also need Minkowski’s inequality of the following form.
Lemma 4.8 Suppose that ~p = (p1, . . . , pm) and pi ≥ pi+1 for some i. Then we have
‖f‖
Lpmxm(...L
pi
xi
(L
pi+1
xi+1
(...)))
≤ ‖f‖L~p .
Proof. We prove the lemma only for m = 2. Other cases can be proved similarly.
Suppose that p1 ≥ p2. By Minkowski’s inequality, we have∥∥∥∥
∫
Rn
|f(x1, x2)|
p2dx2
∥∥∥∥
L
p1/p2
x1
≤
∫
Rn
( ∫
Rn
|f(x1, x2)|
p1dx1
)p2/p1
dx2.
Hence
‖f‖Lp1x1 (L
p2
x2
) ≤ ‖f‖Lp2x2(L
p1
x1
) = ‖f‖L~p .

We split the proof for the sufficiency into two parts: one is for the case pkν < q, and
the other one is for the case pkν = q. We point out that the proof for the second case is
more technical, where both the maximal function and the theory of interpolation spaces
and interpolation theorems for mixed-norm Lebesgue spaces are involved.
4.2.1 The Case of pkν < q
First, we consider the case of k0 = m+ 1. That is, pm+1 > 1. There are three subcases.
(A1) rank (Am+1,m+1) = n.
In this case, ν = 1, iν = m+1 and pm+1 < q < p1. By Lemma 4.5, (4.16) is equivalent
to ∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ ,
where
W (x1, . . . , xm+1) = |x1 − xm+1|+
m∑
i=2
|xi|.
Now we see from Lemma 4.7 that the above inequality is true since 1 < pm+1 < q < p1 ≤
∞.
(A2) 0 < rank (Am+1,m+1) < n.
In this case, we also have kν = m+ 1 and pm+1 < q < p1.
By Lemma 4.5, (4.16) is equivalent to∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ , (4.27)
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where
W (x1, . . . , xm+1) =
n∑
l=1
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |
and {(il, jl) : 1 ≤ l ≤ n} is defined by (4.6).
Let {τ2, . . . , τm} be a rearrangement of {2, . . . ,m} such that τ2 < . . . < τι0 , τι0+1 <
. . . < τm, pτi ≤ p1 for 2 ≤ i ≤ ι0 and pτi > p1 for ι0 + 1 ≤ i ≤ m. Then p
′
τi < p
′
1 ≤ p
′
τl
for
l ≤ ι0 < i. Since q ≥ pkl for 1 ≤ l ≤ ν, we have {k1, . . . , kν−1} ⊂ {τ2, . . . , τι0}.
By Lemma 4.8, we have
‖·‖L~p′ ≤ ‖·‖
L
(p′
1
,p′τ2
,...,p′τm,p
′
m+1
)
(x1,xτ2 ,...,xτm,xm+1)
.
Since p′1 ≤ p
′
τi for 2 ≤ i ≤ ι0, we have
si :=
(p′τi
p′1
)′
∈ [1,∞]. (4.28)
Set ~s = (sτ2 , . . . , sτι0 ). We have∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L
(p′
1
,p′τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
=
∥∥∥∥∥
∫
Rn
|h(x1)|
p′1dx1
W (x1, . . . , xm+1)λp
′
1
∥∥∥∥∥
1/p′1
L
(s′τ2
,...,s′τι0
)
(xτ2 ,...,xτι0
)
=
(
sup
‖f‖
L~s
=1
∫
R
ι0n
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx1dxτ2 . . . dxτι0
W (x1, . . . , xm+1)λp
′
1
)1/p′1
. (4.29)
Note that rτ2 = n. If τ2 ∈ {kl : 1 ≤ l ≤ ν}, then s
′
τ2 = p
′
τ2/p
′
1 ≥ q
′/p′1. We estimate
the integration dx
(n−rτ2+1)
1 dx
(n−rτ2+rτ2+1+1)
τ2 . . . dx
(n−rτ2+1)
1 dx
(n)
τ2 with Young’s inequality
and estimate the integration dx
(1)
τ2 . . . dx
(n−rτ2+rτ2+1)
τ2 with Ho¨lder’s inequality. We get
∫
R
n+rτ2−rτ2+1
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx
(n−rτ2+1)
1 . . . dx
(n−rτ2+1)
1 dxτ2
W (x1, . . . , xm+1)λp
′
1
.
‖f(xτ2 , . . . , xτι0 )‖L
sτ2
xτ2
‖h(x1)‖
p′1
Lq
′
(x
(n−rτ2+1)
1 ,...,x
(n−rτ2+1
)
1 )
W1(x1, . . . , xm+1)
p′1(λ−n/p
′
τ2
−(rτ2−rτ2+1)(1/p
′
1−1/q
′))
,
where
W1(x1, . . . , xm+1) =
n∑
l=n−rτ2+1+1
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
i 6=τ2
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |.
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If τ2 6∈ {kl : 1 ≤ l ≤ ν}, then rτ2 = rτ2+1. Using Ho¨lder’s inequality when estimating
the integration dxτ2 , we get∫
Rn
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dxτ2
W (x1, . . . , xm+1)λp
′
1
.
‖f(xτ2 , . . . , xτι0 )‖L
sτ2
xτ2
|h(x1)|
p′1
W1(x1, . . . , xm+1)
p′1(λ−n/p
′
τ2
−(rτ2−rτ2+1)(1/p
′
1−1/q
′))
.
For 3 ≤ i ≤ ι0, computing the integration with respect to dx
(n−rτi+1)
1 dx
(n−rτi+rτi+1+1)
τi
. . . dx
(n−rτi+1)
1 dx
(n)
τi and dx
(1)
τi . . . dx
(n−rτi+rτi+1)
τi using Young’s and Ho¨lder’s inequalities,
respectively, we get
∫
Rι0n
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx1dxτ2 . . . dxτι0
W (x1, . . . , xm+1)λp
′
1
. ‖f‖L~s ·
∫
R
rkν
‖h(x1)‖
p′1
Lq
′
(x
(1)
1
,...,x
(n−rkν
)
1
)
dx
(n−rkν+1)
1 . . . dx
(n)
1
W2(x1, . . . , xm+1)αp
′
1
,
where
W2(x1, . . . , xm+1) =
n∑
l=n−rkν+1
|x
(l)
1 − x
(l)
m+1|+
m∑
i=ι0+1
|xτi |+
n−rkν∑
j=1
|x
(j)
m+1|
and
α = λ−
ι0∑
i=2
n
p′τi
−
n− rkν
p′1
+
n− rkν
q′
=
rkν
p′1
+
m∑
i=ι0+1
n
p′τi
+
n
p′m+1
−
rkν
q′
.
Set x˜ = (x
(1)
1 , . . . , x
(n−rkν )
1 ) and x¯1 = (x
(n−rkν+1)
1 , . . . , x
(n)
1 ). It follows from (4.29) that
∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L
(p′
1
,p′τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
.
∥∥∥∥∥
‖h(x˜1, x¯1)‖Lq
′
x˜1
W2(x1, . . . , xm+1)α
∥∥∥∥∥
L
p′
1
x¯1
. (4.30)
Since pm+1 > 1, by setting
y1 = x¯1,
yi = xτι0+i−1 , 2 ≤ i ≤ m− ι0 + 1
ym−ι0 = (x
(1)
m+1, . . . , x
(n−rkν )
m+1 ),
ym−ι0+1 = (x
(n−rkν+1)
m+1 , . . . , x
(n)
m+1),
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(n1, . . . , nm−ι0+1) = (rkν , n, . . . , n, n− rkν , rkν ),
~u = (p1, pτι0+1 , . . . , τm, pm+1, pm+1),
we see from Lemma 4.7 that for g ∈ Lq
′
(Rrkν ),∥∥∥∥∥ g(y1)(|y1 − ym−ι0+1|+∑m−ι0i=2 |yi|)α
∥∥∥∥∥
L~u′
. ‖g‖Lq′ . (4.31)
Take g(x¯1) = ‖h(x˜1, x¯1)‖Lq
′
x˜1
. We get
∥∥∥∥∥
‖h(x˜1, x¯1)‖Lq
′
x˜1
W2(x1, . . . , xm+1)α
∥∥∥∥∥
L
(p′
1
,p′τι0+1
,...,p′τm,p
′
m+1
)
(x¯1,xτι0+1
,...,xτm,xm+1)
. ‖h‖Lq′ .
It follows from (4.30) that∥∥∥∥∥∥
∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L
(p′
1
,p′τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
∥∥∥∥∥∥
L
(p′τι0+1
,...,p′τm,p
′
m+1
)
(xτι0+1
,...,xτm,xm+1)
. ‖h‖Lq′ .
Hence (4.27) is true.
(A3) rank (Am+1,m+1) = 0.
In this case, we have kν ≤ m. Therefore, pkν < q and pm+1 ≤ q < p1.
As in Case (A2), there is a rearrangement {τ2, . . . , τkν} of {2, . . . , kν} such that τ2 <
. . . < τι0 , τι0+1 < . . . < τkν , pτi ≤ p1 for 2 ≤ i ≤ ι0 and pτi > p1 for ι0 + 1 ≤ i ≤ m.
Then τι0 = kν and p
′
τi < p
′
1 ≤ p
′
τl
for l ≤ ι0 < i ≤ kν . Let τi = i for kν + 1 ≤ i ≤ m. By
Lemma 4.8,
‖·‖L~p′ ≤ ‖·‖
L
(p′
1
,p′τ2
,...,p′τm,p
′
m+1
)
(x1,xτ2 ,...,xτm,xm+1)
. (4.32)
By Lemma 4.5, Tλ is bounded if and only if∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ , (4.33)
where
W (x1, . . . , xm+1) =
n∑
l=1
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |+ |xm+1|
and {(il, jl) : 1 ≤ l ≤ n} is defined by (4.6).
Let si be defined by (4.28) and ~s = (sτ2 , . . . , sτι0 ). We have∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L
(p′1,p
′
τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
=
(
sup
‖f‖
L~s
=1
∫
Rι0n
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx1dxτ2 . . . dxτι0
W (x1, . . . , xm+1)λp
′
1
)1/p′1
. (4.34)
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Using Young’s inequality when computing the integration dx
(l)
1 dx
(jl)
il
for 1 ≤ l ≤ n
with il ≤ kν−1 and Ho¨lder’s inequality for others terms, respectively, we have for h ∈ L
q′ ,
sup
‖f‖
L~s
=1
∫
Rι0n
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx1dxτ2 . . . dxτι0
W (x1, . . . , xm+1)λp
′
1
. sup
‖f‖
L~s
=1
∫
R
rkν
+n
‖f(. . . , xτι0 )‖L
(sτ2 ,...,sτι0−1
)
(xτ2 ,...,xτι0−1
)
‖h(x˜1, x¯1)‖
p′1
Lq
′
x˜1
dx¯1dxτι0
W1(x1, . . . , xm+1)αp
′
1
, (4.35)
where
W1(x1, . . . , xm+1) = |x¯1 − x¯τι0 |+ |x˜τι0 |+
m∑
i=ι0+1
|xτi |+ |xm+1|,
x˜1 = (x
(1)
1 , . . . , x
(n−rkν )
1 ), x¯1 = (x
(n−rkν+1)
1 , . . . , x
(n)
1 ),
x˜τι0 = (x
(1)
τι0
, . . . , x
(n−rkν )
τι0
), x¯τι0 = (x
(n−rkν+1)
τι0
, . . . , x(n)τι0 ),
α = λ−
ι0−1∑
i=2
n
p′τi
−
n− rkν
p′1
+
n− rkν
q′
.
Combining (4.34) and (4.35), we get
∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L
(p′1,p
′
τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
.
∥∥∥∥∥∥∥
∫
R
rkν
‖h(x˜1, x¯1)‖
p′1
Lq
′
x˜1
dx¯1
W1(x1, . . . , xm+1)αp
′
1
∥∥∥∥∥∥∥
1/p′1
L
s′τι0
xτι0
=
∥∥∥∥∥∥
‖h(x˜1, x¯1)‖Lq
′
x˜1
W1(x1, . . . , xm+1)α
∥∥∥∥∥∥
L
(p′
1
,p′τι0
)
(x¯1,xτι0
)
.
It follows from (4.32) that∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
.
∥∥∥∥∥∥
‖h(x˜1, x¯1)‖Lq
′
x˜1
W1(x1, . . . , xm+1)α
∥∥∥∥∥∥
L
(p′
1
,p′τι0
,...,p′τm,p
′
m+1
)
(x¯1,xτι0
,...,xτm,xm+1)
. (4.36)
Choose positive numbers u1 and u2 such that p
′
1 < u1 < q
′ < u2 ≤ p
′
kν
and v(u) :=
n/(n/p′m+1 − rkν/q
′ + rkν/u) > 1 for u = u1, u2.
For g ∈ Lu with u1 ≤ u ≤ u2, define the operator S by
Sg(xm+1) =
∥∥∥∥ g(x¯1)W1(x1, . . . , xm+1)α
∥∥∥∥
L
(p′
1
,p′τι0
,...,p′τm )
(x¯1,xτι0
,...,xτm )
.
Recall that τι0 = kν . Using Young’s inequality when computing the L
s′τι0 norm with
respect to x¯τι0 and then computing the L
s′τι0 norm with respect to x˜τι0 directly, we get∥∥∥∥∥
∫
R
rkν
|g(x¯1)|
p′1dx¯1
W1(x1, . . . , xm+1)αp
′
1
∥∥∥∥∥
1/p′1
L
s′τι0
xτι0
.
‖g‖Lu
(
∑m
i=ι0+1
|xτi |+ |xm+1|)
α−n/p′τι0
−rkν /p
′
1+rkν /u
.
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That is,∥∥∥∥ g(x¯1)W1(x1, . . . , xm+1)α
∥∥∥∥
L
(p′
1
,p′τι0
)
(x¯1,xτι0
)
.
‖g‖Lu
(
∑m
i=ι0+1
|xτi |+ |xm+1|)
α−n/p′τι0
−rkν /p
′
1+rkν /u
.
Now Compute the L
p′τi
xτi
norms successively for ι0 + 1 ≤ i ≤ m. We have
Sg(xm+1) .
‖g‖Lu
|xm+1|
α−n/p′τι0
−rkν /p
′
1+rkν /u−n/p
′
τι0+1
−...−n/p′τιm
=
‖g‖Lu
|xm+1|
n/p′m+1−rkν /q
′+rkν /u
=
‖g‖Lu
|xm+1|n/v(u)
.
Hence S is of weak type (u, v(u)) whenever u1 ≤ u ≤ u2. Since q ≥ pm+1 and v(q
′) = p′m+1,
we see from the interpolation theorem that S is of type (q′, p′m+1).
Take g(x¯1) = ‖h(x˜1, x¯1)‖Lq
′
x˜1
. We have
∥∥∥∥∥∥∥∥
∥∥∥∥∥∥
‖h(x˜1, x¯1)‖Lq
′
x˜1
W1(x1, . . . , xm+1)α
∥∥∥∥∥∥
L
(p′1,p
′
τι0
,...,p′τm )
(x¯1,xτι0
,...,xτm )
∥∥∥∥∥∥∥∥
L
p′
m+1
xm+1
. ‖h‖Lq′ .
Now we see from (4.36) that (4.33) is true.
Next we consider the case of k0 < m+ 1, i.e., pm+1 = 1. By Lemmas 4.1 and 4.5, Tλ
is bounded if and only if ∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L~˜p′
. ‖h‖Lq′ , (4.37)
where ~˜p = (p1, . . . , pk0),
W (x1, . . . , xk0) =
n−rk0+1∑
l=1
|x
(l)
1 − x
(jl)
il
|+
n∑
l=n−rk0+1+1
|x
(l)
1 |+
∑
2≤i≤k0,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |
and {(il, jl) : 1 ≤ l ≤ n} is defined by (4.6).
There are four subcases.
(B1) rk0 = rk0+1 = 0.
In this case, kl < k0 for 1 ≤ l ≤ ν and W (x, y) is of the following form,
W (x1, . . . , xm+1) =
n∑
l=1
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤k0−1,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |+ |xk0 |
By Setting m = k0 − 1 in Case (A3), we get (4.37).
(B2) rk0 = rk0+1 > 0.
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In this case, kν ≥ k0 + 1, pkν = 1 and W (x, y) is of the following form,
W (x1, . . . , xk0) =
n−rk0∑
l=1
|x
(l)
1 − x
(jl)
il
|+
n∑
l=n−rk0+1
|x
(l)
1 |+
∑
2≤i≤k0−1,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |+ |xk0 |.
There is a rearrangement {τ2, . . . , τk0−1} of {2, . . . , k0 − 1} such that τ2 < . . . < τι0 ,
τι0+1 < . . . < τk0−1, pτi ≤ p1 for 2 ≤ i ≤ ι0 and pτi > p1 for ι0 + 1 ≤ i ≤ k0 − 1. Then
p′τi < p
′
1 ≤ p
′
τl
for l ≤ ι0 < i. By Lemma 4.8, we have
‖·‖
L~˜p′
≤ ‖·‖
L
(p′1,p
′
τ2
,...,p′τk0−1
,p′
k0
)
(x1,xτ2 ,...,xτk0−1
,xk0
)
. (4.38)
Since pkl ≤ q < p1 for 1 ≤ l ≤ ν, we have kl ∈ {τ2, . . . , τι0} if kl < k0.
Let si be defined by (4.28) and ~s = (sτ2 , . . . , sτι0 ). We have∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L
(p′1,p
′
τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
=
(
sup
‖f‖
L~s
=1
∫
Rι0n
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx1dxτ2 . . . dxτι0
W (x1, . . . , xk0)
λp′1
)1/p′1
. (4.39)
Using Young’s inequality when computing the integration dx
(l)
1 dx
(jl)
il
for 1 ≤ l ≤ n − rk0
and Ho¨lder’s inequality for others terms, we have for h ∈ Lq
′
,
sup
‖f‖
L~s
=1
∫
Rι0n
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx1dxτ2 . . . dxτι0
W (x1, . . . , xk0)
λp′1
.
∫
R
rk0
‖h(x˜1, x¯1)‖
p′1
Lq
′
x˜1
dx¯1
W1(x1, . . . , xk0)
αp′1
, (4.40)
where
x˜1 = (x
(1)
1 , . . . , x
(n−rk0 )
1 ), x¯1 = (x
(n−rk0+1)
1 , . . . , x
(n)
1 ),
α = λ−
ι0∑
i=2
n
p′τi
−
n− rk0
p′1
+
n− rk0
q′
,
W1(x1, . . . , xk0) = |x¯1|+
k0−1∑
i=ι0+1
|xτi |+ |xk0 |.
Combining (4.39) and (4.40), we get
∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L
(p′
1
,p′τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
.
∥∥∥∥∥∥
‖h(x˜1, x¯1)‖Lq
′
x˜1
W1(x1, . . . , xk0)
α
∥∥∥∥∥∥
L
p′
1
x¯1
. (4.41)
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Take two positive numbers u1 and u2 such that p
′
1 < u1 < q
′ < u2 and v(u) :=
n/(n/p′k0 − rk0/q
′ + rk0/u) > 1 for u = u1, u2.
For g ∈ Lu with u1 ≤ u ≤ u2, define the operator S by
Sg(xk0) =
∥∥∥∥ g(x¯1)W1(x1, . . . , xk0)α
∥∥∥∥
L
(p′
1
,p′τι0+1
,...,p′τk0−1
)
(x¯1,xτι0+1
,...,xτk0−1
)
.
By Ho¨lder’s inequality, we have
(∫
R
rk0
|g(x¯1)|
p′1dx¯1
W1(x1, . . . , xk0)
αp′1
)1/p′1
.
‖g‖Lu
(
∑k0−1
i=ι0+1
|xτi |+ |xk0 |)
α−rk0/p
′
1+rk0/u
.
It follows that
Sg(xk0) .
‖g‖Lu
|xk0 |
α−rk0/p
′
1+rk0/u−n/p
′
τι0+1
−...−n/p′τk0−1
=
‖g‖Lu
|xk0 |
n/p′k0
−rk0/q
′+rk0/u
=
‖g‖Lu
|xk0 |
n/v(u)
.
Hence S is of weak type (u, v(u)) whenever u1 ≤ u ≤ u2. Since v(q
′) = p′k0 and pk0 ≤ q,
we see from the interpolation theorem that S is of type (q′, p′k0).
Take g(x¯1) = ‖h(x˜1, x¯1)‖Lq
′
x˜1
. By (4.41), we have
∥∥∥∥∥∥
∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L
(p′1,p
′
τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
∥∥∥∥∥∥
L
(p′τι0+1
,...,p′τk0−1
,p′
k0
)
(xτι0+1
,...,xτk0−1
,xk0
)
. ‖h‖Lq′ .
Now we see from (4.38) that (4.37) is true.
(B3) rk0 > rk0+1 = 0.
In this case, kν = k0 and W (x, y) is of the following form,
W (x1, . . . , xk0) =
∑
1≤l≤n
il<k0
|x
(l)
1 − x
(jl)
il
|+
∑
1≤l≤n
il=k0
|x
(l)
1 − x
(jl)
k0
|+
∑
2≤i≤k0,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |.
By Setting m = k0 − 1 in Case (A1) (for rk0 = n) or in Case (A2) (for 0 < rk0 < n), we
get (4.37).
(B4) rk0 > rk0+1 > 0.
In this case, kν > k0, pkν = 1 and W (x, y) is of the following form,
W (x1, . . . , xk0) =
∑
1≤l≤n
il≤k0
|x
(l)
1 − x
(jl)
il
|+
n∑
l=n−rk0+1+1
|x
(l)
1 |+
∑
2≤i≤k0,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |
=
∑
1≤l≤n
il<k0
|x
(l)
1 − x
(jl)
il
|+
∑
1≤l≤n
il=k0
|x
(l)
1 − x
(jl)
k0
|+
∑
2≤i≤k0−1,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |
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+n∑
l=n−rk0+1+1
|x
(l)
1 |+
n−rk0+rk0+1∑
l=1
|x
(l)
k0
|.
Let the rearrangement {τ2, . . . , τk0−1} of {2, . . . , k0 − 1} be defined as in Case (B2).
Set
x˜k0 = (x
(n−rk0+rk0+1+1)
k0
, . . . , x
(n)
k0
), x¯k0 = (x
(1)
k0
, . . . , x
(n−rk0+rk0+1)
k0
).
Since pk0 ≤ q, we have p
′
k0
≥ q′ > p′1 > p
′
τi for i ≥ ι0. By Lemma 4.8, we have
‖·‖
L~˜p′
≤ ‖·‖
L
(p′
1
,p′τ2
,...,p′τι0
,p′
k0
,p′τι0+1
,...,p′τk0−1
,p′
k0
)
(x1,xτ2 ,...,xτι0
,x˜k0
,xτι0+1
,...,xτk0−1
,x¯k0
)
. (4.42)
Note that pkl ≤ q < p1 for 1 ≤ l ≤ ν. We have kl ∈ {τ2, . . . , τι0} if kl < k0.
Let si be defined by (4.28) and ~s = (sτ2 , . . . , sτι0 , sk0). We have∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L
(p′1,p
′
τ2
,...,p′τι0
,p′
k0
)
(x1,xτ2 ,...,xτι0
,x˜k0
)
=
(
sup
‖f‖
L~s
=1
∫
R
ι0n+rk0
−rk0+1
f(xτ2 , . . . , xτι0 , x˜k0)|h(x1)|
p′1dx1dxτ2 . . . dxτι0dx˜k0
W (x1, . . . , xk0)
λp′1
)1/p′1
.

∫
R
rk0+1
‖h(x˜1, x¯1)‖
p′1
Lq
′
x˜1
dx¯1
W1(x1, . . . , xk0)
αp′1


1/p′1
, (4.43)
where we use Young’s inequality when computing the integration dx
(l)
1 dx
(jl)
il
for 1 ≤ l ≤ n
with il ≤ k0 and Ho¨lder’s inequality for others terms in the last step and
x˜1 = (x
(1)
1 , . . . , x
(n−rk0+1)
1 ),
x¯1 = (x
(n−rk0+1+1)
1 , . . . , x
(n)
1 ),
α = λ−
ι0∑
i=2
n
p′τi
−
rk0 − rk0+1
p′k0
−
n− rk0+1
p′1
+
n− rk0+1
q′
,
W1(x1, . . . , xk0) = |x¯1|+
k0−1∑
i=ι0+1
|xτi |+ |x¯k0 |.
We rewrite (4.43) as
∥∥∥∥ h(x1)W (x1, . . . , xk0)λ
∥∥∥∥
L
(p′1,p
′
τ2
,...,p′τι0
,p′
k0
)
(x1,xτ2 ,...,xτι0
,x˜k0
)
.
∥∥∥∥∥∥
‖h(x˜1, x¯1)‖Lq
′
x˜1
W1(x1, . . . , xk0)
α
∥∥∥∥∥∥
L
p′
1
x¯1
. (4.44)
For u ≥ 1, define the function v(u) by
n− (rk0 − rk0+1)
v(u)
=
n− (rk0 − rk0+1)
p′k0
−
rk0+1
q′
+
rk0+1
u
.
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Take two positive numbers u1 and u2 such that p
′
1 < u1 < q
′ < u2 and v(u) > 1 for
u = u1, u2.
For g ∈ Lu(Rrk0+1) with u1 ≤ u ≤ u2, define the operator S by
Sg(x¯k0) =
∥∥∥∥ g(x¯1)W1(x1, . . . , xk0)α
∥∥∥∥
L
(p′1,p
′
τι0+1
,...,p′τk0−1
)
(x¯1,xτι0+1
,...,xτk0−1
)
.
Computing the norm with respect to x¯1 by Ho¨lder’s inequality and computing the norms
with respect to xτι0+1 , . . . , xτk0−1 directly, we get
Sg(x¯k0) .
‖g‖Lu
|x¯k0 |
β
,
where
β = α−
rk0+1
p′1
+
rk0+1
u
−
k0−1∑
i=ι0+1
n
p′τi
=
n− (rk0 − rk0+1)
p′k0
−
rk0+1
q′
+
rk0+1
u
=
n− (rk0 − rk0+1)
v(u)
.
Hence S is of weak type (u, v(u)) for u = u1, u2. Since u1 < q
′ < u2 and v(q
′) = p′k0 ≥ q
′,
by the interpolation theorem, S is of type (q′, p′k0). That is,∥∥∥∥ g(x¯1)W1(x1, . . . , xk0)α
∥∥∥∥
L
(p′
1
,p′τι0+1
,...,p′τk0−1
,p′
k0
)
(x¯1,xτι0+1
,...,xτk0−1
,x¯k0
)
= ‖Sg‖
L
p′
k0
x¯k0
. ‖g‖Lq′ .
By setting g(x¯1) = ‖h(x˜1, x¯1)‖Lq
′
x˜1
, we get
∥∥∥∥∥∥
‖h(x˜1, x¯1)‖Lq
′
x˜1
W (x1, . . . , xk0)
α
∥∥∥∥∥∥
L
(p′1,p
′
τι0+1
,...,p′τk0−1
,p′
k0
)
(x¯1,xτι0+1
,...,xτk0−1
,x¯k0
)
. ‖h‖Lq′ .
Now we see from (4.42) and (4.44) that (4.37) is true.
4.2.2 The Case of pkν = q
Since min{pkl : 1 ≤ l ≤ ν} < q, there is some 1 ≤ µ ≤ ν− 1 such that pkµ < pkµ+1 = . . . =
pkν = q.
First, we consider the case of k0 = m+ 1. There are two subcases.
(C1) 0 < rank (Am+1,m+1) < n.
In this case, kν = m+ 1.
Let the rearrangement {τ2, . . . , τm} of {2, . . . ,m} be defined as in Case (A2)(b). Then
we have {k1, . . . , kν−1} ⊂ {τ2, . . . , τι0} and (4.32) is true.
By Lemma 4.5, Tλ is bounded if and only if∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ , (4.45)
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where
W (x1, . . . , xm+1) =
n∑
l=1
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |
and {(il, jl) : 1 ≤ l ≤ n} is defined by (4.6).
Let si be defined by (4.28) and ~s = (sτ2 , . . . , sτι0 ). We have∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L
(p′
1
,p′τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
=
(
sup
‖f‖
L~s
=1
∫
Rι0n
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx1dxτ2 . . . dxτι0
W (x1, . . . , xm+1)λp
′
1
)1/p′1
. (4.46)
Assume that τd = kµ for some 2 ≤ d ≤ ι0. Using Young’s inequality when computing
the integration dx
(l)
1 dx
(jl)
il
for 1 ≤ l ≤ n with il ≤ kµ−1 and Ho¨lder’s inequality for others
terms, respectively, we have for h ∈ Lq
′
,
∫
Rι0n
f(xτ2 , . . . , xτι0 )|h(x1)|
p′1dx1dxτ2 . . . dxτι0
W (x1, . . . , xm+1)λp
′
1
.
∫
R
rkµ
+(ι0−d+1)n
‖f(xτ2 , . . . , xτι0 )‖L
(sτ2 ,...,sτd−1
)
(xτ2 ,...,xτd−1
)
‖h(x˜1, x¯1, x¯1)‖
p′1
Lq
′
x˜1
dx¯1dx¯1dxτd . . . dxτι0
W1(x1, . . . , xm+1)αp
′
1
,
(4.47)
where
x˜1 = (x
(1)
1 , . . . , x
(n−rkµ )
1 ),
x¯1 = (x
(n−rkµ+1)
1 , . . . , x
(n−rkµ+1 )
1 ),
x¯1 = (x
(n−rkµ+1+1)
1 , . . . , x
(n)
1 ),
α = λ−
d−1∑
i=2
n
p′τi
−
n− rkµ
p′1
+
n− rkµ
q′
,
W1(x1, . . . , xm+1) =
∑
1≤l≤n
il>kµ
|x
(l)
1 − x
(jl)
il
|+
∑
1≤l≤n
il=kµ
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
i 6∈{τ2,...,τd−1}
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |.
Denote
y = (x
(n−rkµ+1+rkµ+2+1)
kµ+1
, . . . , x
(n)
kµ+1
, . . . , x
(n−rkν+1)
kν
, . . . , x
(n)
kν
) ∈ R
rkµ+1 .
We rewrite W1 as
W1(x1, . . . , xm+1) = |x¯1 − y|+
∑
1≤l≤n
il=kµ
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
i 6∈{τ2,...,τd−1}
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |.
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Set h1(x¯1, x¯1) = ‖h(x˜1, x¯1, x¯1)‖
p′1
Lq
′
x˜1
. It follows from (4.46) and (4.47) that
∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L
(p′
1
,p′τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
.
∥∥∥∥
∫
R
rkµ
h1(x¯1, x¯1)dx¯1dx¯1
W1(x1, . . . , xm+1)αp
′
1
∥∥∥∥
1/p′1
L
(s′τd
,...,s′τι0
)
(xτd
,...,xτι0
)
. (4.48)
Observe that the integration with respect to x¯ in the above inequality can be considered as
the convolution of h1(x¯1, ·) and | · |+
∑
1≤l≤n
il=kµ
|x
(l)
1 −x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
i 6∈{τ2,...,τd−1}
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |. Hence
∫
R
rkµ+1
h1(x¯1, x¯1)dx¯1
W1(x1, . . . , xm+1)αp
′
1
.
M2h1(x¯1, y)
W2(x1, . . . , xm+1)
αp′1−rkµ+1
,
where M2 means the maximal function with respect to the second variable, i.e.,
M2h1(x¯1, y) = (M2h1(x¯1, ·))(y),
and
W2(x1, . . . , xm+1) =
∑
1≤l≤n
il=kµ
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤m+1,1≤j≤n
i 6∈{τ2,...,τd−1}
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |.
By (4.48), we have∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L
(p′
1
,p′τ2
,...,p′τι0
)
(x1,xτ2 ,...,xτι0
)
.
∥∥∥∥∥
∫
R
rkµ
−rkµ+1
M2h1(x¯1, y)dx¯1
W2(x1, . . . , xm+1)
αp′1−rkµ+1
∥∥∥∥∥
1/p′1
L
(s′τd
,...,s′τι0
)
(xτd
,...,xτι0
)
=
∥∥∥∥∥ (M2h1(x¯1, y))
1/p′1
W2(x1, . . . , xm+1)
α−rkµ+1/p
′
1
∥∥∥∥∥
L
(p′
1
,p′τd
,...,p′τι0
)
(x¯1,xτd
,...,xτι0
)
. (4.49)
It follows from (4.32) that∥∥∥∥ h(x1)W (x1, . . . , xm+1)λ
∥∥∥∥
L~p′
.
∥∥∥∥∥ (M2h1(x¯1, y))
1/p′1
W2(x1, . . . , xm+1)
α−rkµ+1/p
′
1
∥∥∥∥∥
L
(p′
1
,p′τd
,...,p′τm,p
′
m+1
)
(x¯1,xτd
,...,xτm,xm+1)
. (4.50)
Take two numbers u1, u2 such that p
′
1 < u1 < q
′ < u2 ≤ p
′
kµ
. For u1 ≤ u ≤ u2 and
g(x¯1, y) ∈ L
q′
y (Lux¯1), define the operator S by
Sg(x¯1, xτd , . . . , xτm , xm+1) =
g(x¯1, y)
W2(x1, . . . , xm+1)
α−rkµ+1/p
′
1
.
Recall that kν = m+ 1 and τd = kµ. W2(x, y) is of the following form,
W2(x1, . . . , xm+1) = |x¯1 − x¯τd |+W3(x2, . . . , xm+1),
56
where
W3(x2, . . . , xm+1) =
∑
2≤i≤m,1≤j≤n
i 6∈{τ2,...,τd−1}
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |+
n−rkν∑
j=1
|x
(j)
m+1|,
x¯τd = (x
(n−rτd+rτd+1+1)
τd , . . . , x
(n)
τd
),
x˜τd = (x
(1)
τd
, . . . , x
(n−rτd+rτd+1)
τd ).
Denote
x˜m+1 = (x
(rkµ−rkµ+1+1)
m+1 , . . . , x
(n)
m+1),
x¯m+1 = (x
(1)
m+1, . . . , x
(rkµ−rkµ+1)
m+1 ).
Since n− rkν ≥ rkµ − rkµ+1 , all the entries of x¯m+1 are contained in {x
(1)
m+1, . . . , x
(n−rkν )
m+1 }.
We see from Young’s inequality that
‖Sg‖
L
(p′
1
,p′τd
)
(x¯1,x¯τd
)
=
∥∥∥∥∥
∫
R
rkµ
−rkµ+1
g(x¯1, y)
p′1dx¯1
W2(x1, . . . , xm+1)
αp′1−rkµ+1
∥∥∥∥∥
1/p′1
L
s′τd
x¯τd
.
‖g(x¯1, y)‖Lux¯1
W3(x2, . . . , xm+1)
α−rkµ/p
′
1−(rkµ−rkµ+1)/p
′
τd
+(rkµ−rkµ+1 )/u
.
Recall that pkµ+1 = . . . = pkν = q. Computing the norm with respect to x˜τd , xτd+1 , . . . , xτm ,
x˜m+1 directly, we get
‖Sg‖
L
(p′
1
,p′τd
,p′τd
,p′τd+1
,...,p′τm,p
′
m+1
)
(x¯1,x¯τd
,x˜τd
,xτd+1
,...,xτm,x˜m+1)
.
‖g‖Lq′ (Lu)
|x¯m+1|β
,
where
β = α−
rkµ
p′1
−
rkµ − rkµ+1
p′τd
+
rkµ − rkµ+1
u
−
n− (rkµ − rkµ+1)
p′τd
−
m∑
i=d+1
n− (rτi − rτi+1)
p′τi
−
ι0∑
i=2
n
p′τi
−
n− rkν − (rkµ − rkµ+1)
p′m+1
=
rkν + rkµ − rkµ+1
p′m+1
+
rkµ − rkµ+1
u
−
rkµ
q′
+
m∑
i=d+1
rτi − rτi+1
p′τi
=
rkµ − rkµ+1
u
,
and we use the fact that pm+1 = pkν = q, τd = kµ, {kµ+1, . . . , kν−1} ⊂ {τd+1, . . . , τι0}, and
rτi = rτi+1 provided τi 6∈ {kµ+1, . . . , kν−1}. Moreover, if τi = kl for some µ+1 ≤ l ≤ ν−1,
then pτi = q and rτi − rτi+1 = rkl − rkl+1 .
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It follows that S is bounded from Lq
′
(Lu) to Lu,∞x¯m+1(L
(p′1,p
′
τd
,...,p′τm ,p
′
m+1)
(x¯1,xτd ,...,xτm ,x˜m+1)
) for u ∈ [u1, u2].
Since u1 < q
′ = p′m+1 < u2, we see from the interpolation theorem (Lemma 2.4) that S is
bounded from Lq
′
(Lq
′
) to L
(p′1,p
′
τd
,...,p′τm ,p
′
m+1)
(x¯1,xτd ,...,xτm ,xm+1)
.
Take g(x¯1, y) = (M2h1(x¯1, y))
1/p′1 . We see from (4.50) that (4.45) is true.
(C2) rank (Am+1,m+1) = 0.
In this case, kν ≤ m and q ≥ pm+1. The proof is almost the same as that for Case
(C1). The main difference is that {k1, . . . , kν} ⊂ {τ2, . . . , τm}. Therefore, W3 is of the
form
W3(x2, . . . , xm+1) =
∑
2≤i≤m,1≤j≤n
i 6∈{τ2,...,τd−1}
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |+ |xm+1|.
Consequently, we need not to split xm+1 into two parts. We have
‖Sg‖
L
(p′
1
,p′τd
,p′τd
,p′τd+1
,...,p′τm )
(x¯1,x¯τd
,x˜τd
,xτd+1
,...,xτm )
.
‖g‖Lq′ (Lu)
|xm+1|n/v(u)
,
where v(u) satisfies that
n
v(u)
=
n
p′m+1
+
rkµ − rkµ+1
u
−
rkµ
q′
+
m∑
i=d+1
rτi − rτi+1
p′τi
=
n
p′m+1
+
rkµ − rkµ+1
u
−
rkµ − rkµ+1
q′
.
Choose two positive numbers u1, u2 such that p
′
1 < u1 < q
′ < u2 ≤ p
′
kµ
and v(ui) > 1 for
i = 1, 2. Again, we get the desired conclusion by the interpolation theorem.
Next we consider the case of k0 < m+ 1. Since pk = 1 for k > k0 and pkν = q > 1, we
have kl ≤ k0 for all 1 ≤ l ≤ ν. Consequently, the function W is of the following form,
W (x1, . . . , xm+1) =
n∑
l=1
|x
(l)
1 − x
(jl)
il
|+
∑
2≤i≤k0,1≤j≤n
(i,j)6=(il,jl),1≤l≤n
|x
(j)
i |,
thanks to Lemma 4.5. Therefore, the arguments in Cases (C1) and (C2) work if we replace
m+ 1 by k0. This completes the proof.
5 The Case of m = 1
In this section, we show that the hypothesis that the (1,m+1) minor of A is invertible is
also necessary when m = 1. In other words, for the case of m = 1, we get necessary and
sufficient conditions on A, (p1, p2) and q such that Tλ is bounded from L
~p to Lq.
Theorem 5.1 Suppose that 1 ≤ p1, p2 ≤ ∞, 0 < λ < n and 0 < q ≤ ∞ such that
1
p1
+
1
p2
=
1
q
+
n− λ
n
.
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Let Tλf be defined by (1.3) with m = 1, where A =
(
A11 A12
A21 A22
)
and Aij are n × n
matrices, 1 ≤ i, j ≤ 2.
Then Tλ is bounded from L
~p(R2n) to Lq(Rn) if and only if 1 < p2 < q < p1 ≤ ∞ and
A, A21, A22 are invertible matrices.
Proof. Denote A−1 =
(
A˜11 A˜12
A˜21 A˜22
)
. By (4.10), Tλ is bounded if and only if for any
h ∈ Lq
′
, ∥∥∥∥∥
∫
Rn
|h(A˜21x1 + A˜22x2)|
p′1
|A˜11x1 + A˜12x2|λp
′
1
dx1
∥∥∥∥∥
L
p′
2
/p′
1
x2
. ‖h‖
p′1
Lq′
. (5.1)
By Theorem 1.1, we only need to prove the necessity, for which it suffices to show that
A21 is invertible. Assume on the contrary that A21 is singular. By Lemma 4.2, A˜21 is
singular. There are two cases.
(i) A˜11 is invertible.
In this case, we conclude that p1 > 1. Assume on the contrary that p1 = 1. Then we
have
1
p2
=
1
q
−
λ
n
<
1
q
.
Consequently, q < p2. If A22 6= 0, we see from Theorem 1.1 that q ≥ p2, which is a
contradiction. If A22 = 0, then A12 and A21 are invertible. Consequently, A˜21 is non-
singular, which is a contradiction.
Since p1 > 1, we have p
′
1 <∞ and∫
Rn
|h(A˜21x1 + A˜22x2)|
p′1
|A˜11x1 + A˜12x2|λp
′
1
dx1 ≈
∫
Rn
|h(A˜21x1 + A˜22x2)|
p′1
|x1 + A˜
−1
11 A˜12x2|
λp′1
dx1
≈
∫
Rn
|h(A˜21x1 + (A˜22 − A˜21A˜
−1
11 A˜12)x2)|
p′1
|x1|λp
′
1
dx1.
Hence (5.1) is equivalent to∥∥∥∥∥
∫
Rn
|h(A˜21x1 + (A˜22 − A˜21A˜
−1
11 A˜12)x2)|
p′1
|x1|λp
′
1
dx1
∥∥∥∥∥
L
p′
2
/p′
1
x2
. ‖|h|p
′
1‖q′/p′1 .
Since A˜21 is singular, there exists some integer r < n, positive numbers λ1, . . ., λr
and orthonormal matrices U and V such that A˜21 = U
(
Λ
0
)
V . Replacing h and x1 by
h(U−1·) and V −1x1, respectively, we get
‖Ih(x2)‖
L
p′2/p
′
1
x2
. ‖|h|p
′
1‖q′/p′1 , (5.2)
where
Ih(x2) :=
∫
Rn
∣∣∣h(( Λ
0
)
x1 + U
−1(A˜22 − A˜21A˜
−1
11 A˜12)x2
)∣∣∣p′1
|x1|λp
′
1
dx1.
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It follows that r > 0.
If λp′1 ≤ n− r, then∫
Rn−r
dx
(r+1)
1 . . . dx
(n)
1
|x1|λp
′
1
=
∫
Rn−r
dx
(r+1)
1 . . . dx
(n)
1
(|x
(1)
1 |+ . . . + |x
(r)
1 |+ |x
(r+1)
1 |+ . . .+ |x
(n)
1 |)
λp′1
=∞.
Hence Ih(x2) =∞ for all x2 ∈ R
n and h 6= 0, which contradicts with (5.2).
If λp′1 > n− r, then∫
Rn−r
dx
(r+1)
1 . . . dx
(n)
1
|x1|λp
′
1
≈
1
(|x
(1)
1 |+ . . .+ |x
(r)
1 |)
λp′1−n+r
.
Since (
I 0
−I I
)(
A˜21A˜
−1
11 0
0 I
)(
A˜11 A˜12
A˜21 A˜22
)
=
(
A˜21 A˜21A˜
−1
11 A˜12
0 A˜22 − A˜21A˜
−1
11 A˜12
)
,
we have
rank (A˜21) + n = rank (A˜21) + rank (A˜22 − A˜21A˜
−1
11 A˜12).
Hence D := U−1(A˜22 − A˜21A˜
−1
11 A˜12) is invertible. Therefore, (5.2) is equivalent to∥∥∥∥∥
∫
Rr
|h((λ1x
(1)
1 , . . . , λrx
(r)
1 , 0, . . . , 0)
∗ +Dx2)|
p′1
(|x
(1)
1 |+ . . .+ |x
(r)
1 |)
λp′1−n+r
dx
(1)
1 . . . dx
(r)
1
∥∥∥∥∥
L
p′
2
/p′
1
x2
. ‖|h|p
′
1‖q′/p′1 .
Replacing h and x2 by h(diag [Λ
−1, I]·) and D−1diag [Λ, I]x2, respectively, we get∥∥∥∥∥
∫
Rr
|h((x
(1)
1 , . . . , x
(r)
1 , 0, . . . , 0)
∗ + x2)|
p′1
(|x
(1)
1 |+ . . . + |x
(r)
1 |)
λp′1−n+r
dx
(1)
1 . . . dx
(r)
1
∥∥∥∥∥
L
p′
2
/p′
1
x2
. ‖|h|p
′
1‖q′/p′1 . (5.3)
Define the operator S by
Sh(x2) =
∫
Rr
|h((x
(1)
1 , . . . , x
(r)
1 , 0, . . . , 0)
∗ + x2)|
p′1
(|x
(1)
1 |+ . . .+ |x
(r)
1 |)
λp′1−n+r
dx
(1)
1 . . . dx
(r)
1 .
Then for any z ∈ Rn, S(h(· − z))(x2) = (Sh)(x2 − z), i.e., S commutes with translations.
Therefore, (5.3) is true only if p′2/p
′
1 ≥ q
′/p′1, which is equivalent to q ≥ p2.
For the case of q > p2, set
h(x1) =
1
(|x
(r+1)
1 |+ . . .+ |x
(n)
1 |)
α
χ
{x1: |x
(i)
1 |<1,1≤i≤n}
(x1),
where α is a number such that αq′ < n− r < αp′2. Then we have h ∈ L
q′ and∥∥∥∥∥
∫
Rr
|h((x
(1)
1 , . . . , x
(r)
1 , 0, . . . , 0)
∗ + x2)|
p′1
(|x
(1)
1 |+ . . .+ |x
(r)
1 |)
λp′1−n+r
dx
(1)
1 . . . dx
(r)
1
∥∥∥∥∥
L
p′
2
/p′
1
x2
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=∥∥∥∥∥ 1(|x(r+1)2 |+ . . .+ |x(n)2 |)αp′1 χ{x2: |x(i)2 |<1,r+1≤i≤n}(x2)
×
∫
|x
(i)
1 +x
(i)
2 |<1,1≤i≤r
dx
(1)
1 . . . dx
(r)
1
(|x
(1)
1 |+ . . . + |x
(r)
1 |)
λp′1−n+r
∥∥∥∥∥
L
p′
2
/p′
1
x2
=∞.
And for the case of q = p2, we have λ/n = 1/p
′
1 and therefore λp
′
1 = n. Since λp
′
1 > n− r,
we have r ≥ 1. Let α be such that αq′ < n− r. Then the above equalities are also valid,
which contradicts with (5.3).
(ii) A˜11 is singular.
As in Case (i) we have p1 > 1 and A22 6= 0. Hence q ≥ p2 ≥ 1. Therefore, (5.1) is true.
Suppose that A˜21 = Udiag [λ1, . . . , λr, 0, . . . , 0]V , where r < n and U and V are
orthonormal matrices. If r = 0, then A˜21 = 0 and therefore, A˜11 is invertible, which
contradicts with the assumption. Hence r > 0. By a change of variable of the form
x1 → V
−1Λ˜x1, where Λ˜ = diag [1/λ1, . . . , 1/λr , 1, . . ., 1], and replacing h by h(U
−1·), we
see from (5.1) that∥∥∥∥∥
∫
Rn
|h((x
(1)
1 , . . . , x
(r)
1 , 0, . . . , 0)
∗ + U−1A˜22x2)|
p′1
|A˜11V −1Λ˜x1 + A˜12x2|λp
′
1
dx1
∥∥∥∥∥
L
p′2/p
′
1
x2
. ‖|h|p
′
1‖q′/p′1 . (5.4)
Denote A˜11V
−1Λ˜ = (v1, . . . , vn), where v1, . . ., vn are n-dimensional column vectors.
If the last n − r columns vr+1, . . ., vn are linearly dependent, then we can find some
(n− r)× (n− r) invertible matrix Q′ such that the last column of (vr+1, . . . , vn)Q
′ consists
of zeros. By a change of variable of the form (x
(r+1)
1 , . . . , x
(n)
1 )
∗ → Q′(x
(r+1)
1 , . . . , x
(n)
1 )
∗,
we get
∫
Rn
|h((x
(1)
1 , . . . , x
(r)
1 , 0, . . . , 0)
∗ + U−1A˜22x2)|
p′1
|A˜11V −1Λ˜x1 + A˜12x2|λp
′
1
dx1
=
∫
Rn−1
{A function of (x
(1)
1 , . . . , x
(n−1)
1 ) and x2} dx
(1)
1 . . . dx
(n−1)
1
∫
R
dx
(n)
1
=∞.
Next we assume that rank (vr+1, . . . , vn) = n − r. Then there are n × n orthonormal
matrix P , (n− r)× (n− r) orthonormal matrix Q and positive numbers λr+1, . . ., λn such
that
(vr+1, . . . , vn) = P


λr+1
· · ·
λn
0
· · ·
0


Q.
Note that
|A˜11V
−1Λ˜x1 + A˜12x2| ≈ |P
−1(A˜11V
−1Λ˜x1 + A˜12x2)|.
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Let B and B′ be the submatrices consisting of the last r rows and the first n − r rows
of P−1(v1, . . . , vr), respectively. Denote P
−1A˜12 =
(D4
D3
)
, where D3 and D4 are r × n and
(n−r)×n matrices, respectively. By a change of variable of the form (x
(r+1)
1 , . . . , x
(n)
1 )
∗ →
Q−1diag [λ−1r+1, . . . , λ
−1
n ](x
(r+1)
1 , . . . , x
(n)
1 )
∗, we get∫
Rn−r
1
|A˜11V −1Λ˜x1 + A˜12x2|λp
′
1
dx
(r+1)
1 . . . dx
(n)
1
≈
∫
Rn−r
1
|P−1(A˜11V −1Λ˜x1 + A˜12x2)|λp
′
1
dx
(r+1)
1 . . . dx
(n)
1
≈
∫
Rn−r
dx
(r+1)
1 . . . dx
(n)
1
(|(x
(r+1)
1 , . . . , x
(n)
1 )
∗ +B′y +D4x2|+ |By +D3x2|)λp
′
1
≈
1
|By +D3x2|λp
′
1−n+r
,
where y = (x
(1)
1 , . . . , x
(r)
1 )
∗.
Denote U−1A˜22 =
(D1
D2
)
, whereD1 andD2 are r×n and (n−r)×nmatrices, respectively.
Then (5.4) turns out to be∥∥∥∥∥
∫
Rr
|h(y +D1x2,D2x2)|
p′1
|By +D3x2|λp
′
1
dy
∥∥∥∥∥
L
p′
2
/p′
1
x2
. ‖|h|p
′
1‖q′/p′1 .
That is, ∥∥∥∥∥
∫
Rr
|h(y,D2x2)|
p′1
|By + (D3 −BD1)x2|λp
′
1
dy
∥∥∥∥∥
L
p′
2
/p′
1
x2
. ‖|h|p
′
1‖q′/p′1 . (5.5)
Note that
(
P−1
U−1
)(
A˜11 A˜12
A˜21 A˜22
)(
V −1Λ˜
In
)Ir Q−1
In

=


B′ Λ D4
B 0 D3
Ir 0 D1
0 0 D2

 ,
where Λ = diag [λr+1, . . . , λn]. We have
rank

B D3Ir D1
0 D2

 = rank

B D3 −BD1Ir 0
0 D2

 = n+ r.
Hence rank
( D2
D3−BD1
)
= n. By a change of variable of the form x2 →
( D2
D3−BD1
)−1( z
z′
)
,
where z ∈ Rn−r and z′ ∈ Rr, we get∥∥∥∥∥
∫
Rr
|h(y, z)|p
′
1
|By + z′|λp
′
1
dy
∥∥∥∥∥
L
p′
2
/p′
1
(z,z′)
. ‖|h|p
′
1‖q′/p′1 .
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Set h(y, z) = h1(y)h2(z). We have∥∥∥∥∥
∫
Rr
|h1(y)|
p′1
|By + z′|λp
′
1
dy
∥∥∥∥∥
L
p′
2
/p′
1
z′
‖h2‖
p′1
p′2
. ‖|h1|
p′1‖q′/p′1‖h2‖
p′1
q′ .
Recall that q ≥ p2. If q > p2, by taking some h2 ∈ L
q′ \ Lp
′
2 , we get a contradiction.
If q = p2, then λp
′
1 = n. It follows that∥∥∥∥∥
∫
Rr
|h1(y)|
p′1
|By + z′|n
dy
∥∥∥∥∥
L
p′2/p
′
1
z′
. ‖|h1|
p′1‖q′/p′1 . (5.6)
Note that n > r > 0. If B is invertible or 0, by setting h1 = χ{|y|≤1} we get a contradiction.
Next we assume that B is singular. Suppose that rank (B) = r1. Then there are
orthonormal matrices P1, Q1 and diagonal matrix Λ1 = diag [b1, . . ., br1 ] such that
B = P1
(
Λ1 0
0 0
)
Q1.
Denote y = (y˜, y¯) and P−11 z
′ = (z˜, z¯), where y˜, z˜ ∈ Rr1 and y¯, z¯ ∈ Rr−r1 . Set h1(y) =
h11(y˜)h12(y¯). By a change of variable of the form y → Q
−1
1 y and replacing h1 by h1(Q1·),
we see from (5.6) that∥∥∥∥∥
∫
Rr
|h11(y˜)h12(y¯)|
p′1
(|Λ1y˜ + z˜|+ |z¯|)n
dy
∥∥∥∥∥
L
p′
2
/p′
1
(z˜,z¯)
. ‖|h11|
p′1‖
Lq
′/p′1
‖|h12|
p′1‖
Lq
′/p′1
.
Note that the above inequality is true for all h12 ∈ R
r−r1 . Hence p′1 = q
′ = p′2. Therefore,∫
Rr1+r
|h11(y˜)|
p′1
(|Λ1y˜ + z˜|+ |z¯|)n
dy˜dz˜dz¯ . ‖|h11|
p′1‖L1 ,
which is impossible since ∫
Rr
1
(|Λ1y˜ + z˜|+ |z¯|)n
dz˜dz¯ =∞.
This completes the proof. 
Kenig and Stein [36], Grafakos and Kalton [22] and Grafakos and Lynch [23] studied
the bi-linear fractional integral of the following form,∫
Rn
f1(x− t)f2(x+ t)
|t|λ
dt.
They showed that for 1 < p1, p2 ≤ ∞, 0 < q <∞ and 0 < λ < n which satisfy
1
p1
+
1
p2
=
1
q
+
n− λ
n
, (5.7)
the above bi-linear fractional integral is bounded from Lp1 × Lp2 to Lq.
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As a consequence of Theorem 5.1, we get that the above bi-linear operator extends to
a linear operator defined on L~p.
Let f be a measurable function defined on R2n. Define
Lλf(x) =
∫
Rn
f(x− t, x+ t)
|t|λ
dt.
Corollary 5.2 Let 1 ≤ p1, p2 ≤ ∞, 0 < q ≤ ∞ and 0 < λ < n be constants which meet
(5.7). Denote ~p = (p1, p2). Then the inequality
‖Lλf‖q . ‖f‖L~p (5.8)
holds for any f ∈ L~p(R2n) if and only if 1 < p2 < q < p1 ≤ ∞.
6 The case of n = 1
In this section, we study the case of n = 1. In this case, we give necessary and sufficient
conditions on A, ~p, q and λ such that Tλ is bounded from L
~p to Lq.
Let A
(j1,...,jk)
(i1,...,ik)
stand for the submatrix consisting of the i1-th, . . ., ik-th rows and the
j1-th, . . ., jk-th columns of A.
Theorem 6.1 Let 1 ≤ pi ≤ ∞ for 1 ≤ i ≤ m+ 1 and q, λ > 0 be constants which satisfy
(1.1). Set ~p = (p1, . . . , pm+1). Suppose that A is an (m + 1) × (m + 1) matrix. Then Tλ
is bounded from L~p to Lq if and only if the following four conditions are satisfied.
(i) The matrix A is invertible.
(ii) There exist some m˜ ≤ m and {j1, . . . , jm˜} ⊂ {1, . . . ,m} such that A
(j1,...,jm˜)
(m−m˜+2,...,m+1)
and A
(j1,...,jm˜,m+1)
(m−m˜+1,...,m+1) are invertible matrices and (Am−m˜+2,m+1, . . . , Am+1,m+1) 6=
~0.
Letm0 be the maximum of all such m˜. Denote k1 = max{i : Ai,m+1 6= 0,m−m0+2 ≤
i ≤ m+ 1}.
(iii) There is some k ≥ m−m0 + 2 such that pk > 1. Let k0 be the maximum of such k.
(iv) 0 < λ−
∑m−m0
i=1 1/p
′
i < m0 and the indices ~p and q satisfy
pk1 < q and pk0 ≤ q < pm−m0+1. (6.1)
Proof. Necessity. (i) This is a consequence of Remark 4.4.
(ii) We prove the conclusion by induction on m.
For m = 1, we see from Theorem 5.1 that (ii) is true for m˜ = 1 and j1 = 1.
Now assume that the conclusion is true whenever m is replaced by m − 1. Let us
consider the case of m. We see from the proof of Theorem 1.1 that ‖Tλ‖L~p→Lq <∞ if and
only if ∥∥∥∥ h((A−1x)m+1)(|(A−1x)1|+ . . .+ |(A−1x)m|)λ
∥∥∥∥
L~p′
. ‖h‖Lq′ , ∀h ∈ L
q′ . (6.2)
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If rank (A
(1,...,m)
(2,...,m+1)) = m, we see from Theorem 1.1 that (ii) is true for m˜ = m and
ji = i, 1 ≤ i ≤ m.
Next we suppose that rank (A
(1,...,m)
(2,...,m+1)) < m. Then there is some column, say the i-th
column of A
(1,...,m)
(2,...,m+1), which is a linear combination of other columns of A
(1,...,m)
(2,...,m+1). Set
{j1, . . . , jm−1} = {1, . . . ,m} \ {i} and
B = A
(j1,...,jm−1,m+1)
(2,...,m+1) .
Since the submatrix consisting of the last m rows of A is of rank m, we have
rank (B) = m.
Let Q be obtained by swapping the first and the i-th rows of the m×m identity matrix.
Then the first column of A
(1,...,m)
(2,...,m+1)Q is a linear combination of the second, . . ., the (m−1)-
th columns. Hence there is an m × m matrices P , which is the product of elementary
matrices and is of the form
P =


a1
a2 1
· · ·
am 1

 ,
such that
A
(
Q
1
)(
P
1
)
=
(
1 ∗
0 B
)
.
Hence (
P−1
1
)(
Q−1
1
)
A−1 =
(
1 α
0 B−1
)
,
where α is a 1×m vector.
Denote U =
(
P−1
1
)(
Q−1
1
)
. Then we have
m∑
i=1
|(A−1x)i| ≈
m∑
i=1
|(UA−1x)i|. (6.3)
Set y = (x2, . . . , xm+1)
∗. We have
∫
R
|h((A−1x)m+1)|
p′1
(|(A−1x)1|+ . . .+ |(A−1x)m|)λp
′
1
dx1
≈
∫
R
|h((A−1x)m+1)|
p′1
(|(UA−1x)1|+ . . . + |(UA−1x)m|)λp
′
1
dx1
=
∫
R
|h((B−1y)m)|
p′1
(|x1 + αy|+ |(B−1y)1| . . .+ |(B−1y)m−1|)λp
′
1
dx1
=
|h((B−1y)m)|
p′1
(|(B−1y)1| . . . + |(B−1y)m−1|)λp
′
1−1
.
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Hence (6.2) is equivalent to∥∥∥∥ |h((B−1y)m)|(|(B−1y)1| . . .+ |(B−1y)m−1|)λ−1/p′1
∥∥∥∥
L~˜p′
. ‖h‖Lq′ , ∀h ∈ L
q′ , (6.4)
where ~˜p = (p2, . . . , pm+1).
Define the operator T˜λ by
T˜λg(ym) =
∫
Rm−1
g(By)
(|y1|+ . . .+ |ym−1|)λ−1/p
′
1
dy1 . . . dym−1.
Then T˜λ is bounded from L
~˜p to Lq if and only if (6.4) is true.
Since (6.2) and (6.4) are equivalent, ‖Tλ‖L~p→Lq′ < ∞ if and only if ‖T˜λ‖L~˜p→Lq′ <∞.
By the inductive assumption, we get the conclusion as desired.
(iii) If m0 = m, then we see from Theorem 1.1 that there is some 2 ≤ k ≤ m+1 such
that pk > 1.
Next we assume that m0 < m. Since the submatrix consisting of the last m0 + 2
rows of A is of rank m0 + 2 and rank (A
(j1,...,jm0 ,m+1)
(m−m0+1,...,m+1)
) = m0 + 1, there exists some
jm0+1 6∈ {ji : 1 ≤ i ≤ m0} such that rank (A
(j1,...,jm0+1,m+1)
(m−m0,...,m+1)
) = m0 + 2. Note that m0 is
the maximum of m˜ which meets (ii). So we have rank (A
(j1,...,jm0+1)
(m−m0+1,...,m+1)
) < m0 + 1.
Ifm0+1 < m, then we consider submatrix consisting of the lastm0+3 rows of A, which
is of rankm0+3 and has a submatrix A
(j1,...,jm0+1,m+1)
(m−m0,...,m+1)
whose rank is equal tom0+2. There
exists some jm0+2 6∈ {ji : 1 ≤ i ≤ m0 + 1} such that rank (A
(j1,...,jm0+2,m+1)
(m−m0−1,...,m+1)
) = m0 + 3
and rank (A
(j1,...,jm0+2)
(m−m0,...,m+1)
) < m0 + 2.
Repeating the above procedure many times, we get a rearrangement {jl : 1 ≤ l ≤ m}
of {1, . . . ,m}, such that
rank
(
A
(j1,...,jm0)
(m−m0+2,...,m+1)
)
= m0, (6.5)
rank
(
A
(j1,...,jm0+l)
(m−m0+2−l,...,m+1)
)
< m0 + l, 1 ≤ l ≤ m−m0, (6.6)
rank
(
A
(j1,...,jm0+l,m+1)
(m−m0+1−l,...,m+1)
)
= m0 + l + 1, 0 ≤ l ≤ m−m0. (6.7)
For 0 ≤ l ≤ m−m0, define the operator Tλ,l on L
(pm−m0−l+1,...,pm+1) by
Tλ,lf(ym0+l+1) =
∫
Rm0+l
f
(
A
(j1,...,jm0+l,m+1)
(m−m0+1−l,...,m+1)
y
)
dy1 . . . dym0+l
(|y1|+ . . .+ |ym0+l|)
λ−
∑m−m0−l
i=1 1/p
′
i
.
Then we have Tλ,m−m0 = Tλ. Moreover, we see from arguments in (ii) that for 1 ≤ l ≤
m−m0,
‖Tλ,l‖L(pm−m0−l+1,...,pm+1)→Lq
<∞
if and only if
‖Tλ,l−1‖L(pm−m0−l+2,...,pm+1)→Lq
<∞.
66
Since ‖Tλ‖L~p→Lq<∞, we have ‖Tλ,0‖L(pm−m0+1,...,pm+1)→Lq<∞. Applying Theorem 1.1(ii)
for Tλ,0, we get that there is some k ≥ m−m0 + 2 such that pk > 1.
(iv) Use notations introduced in (iii). Since ‖Tλ,0‖L(pm−m0+1,...,pm+1)→Lq < ∞, by
applying Theorem 1.1 with Tλ being replaced by Tλ,0, we get (6.1).
Sufficiency. Suppose that (i) - (iv) are true. Use notations introduced in the proof of
the necessity. Then we have Tλ is bounded from L
~p to Lq if and only if Tλ,0 is bounded
from L(pm−m0+1,...,pm+1) to Lq.
On the other hand, by applying Theorem 1.1 for Tλ,0, we see from the hypotheses that
Tλ,0 is bounded from L
(pm−m0+1,...,pm+1) to Lq. Hence Tλ is bounded from L
~p to Lq. 
The following is an immediate consequence.
Corollary 6.2 Suppose that A is an (m + 1) × (m + 1) matrix such that Am+1,m 6= 0,
Am+1,m+1 6= 0, and rank (A
(m,m+1)
(m,m+1)) = 2. Then there exist some ~p = (p1, . . . , pm+1) and
q, λ > 0 such that Tλ is bounded from L
~p to Lq.
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