New determinations of chemical abundances for He, N, O, Ne, Ar and S are derived for all galactic planetary nebulae (PNe) so far observed with a relatively high accuracy, in an effort to overcome differences in these quantities obtained over the years by different authors using different procedures. These include: ways to correct for interstellar extinction, the atomic data used to interpret the observed line fluxes, the model nebula adopted to represent real objects and the ionization corrections for unseen ions. A unique 'good quality' classical-type procedure, i.e. making use of collisionally excited forbidden lines to derive ionic abundances of heavy ions, has been applied to all individual sets of observed line fluxes in each specific position within each PN. Only observational data obtained with linear detectors, and satisfying some 'quality' criteria, have been considered. Such observations go from the mid-1970s up to the end of 2001. The observational errors associated with individual line fluxes have been propagated through the whole procedure to obtain an estimate of the accuracy of final abundances independent of an author's 'prejudices'. Comparison of the final abundances with those obtained in relevant multi-object studies on the one hand allowed us to assess the accuracy of the new abundances, and on the other hand proved the usefulness of the present work, the basic purpose of which was to take full advantage of the vast amount of observations done so far of galactic PNe, handling them in a proper homogeneous way. The number of resulting PNe that have data of an adequate quality to pass the present selection amounts to 131. We believe that the new derived abundances constitute a highly homogeneous chemical data set on galactic PNe, with realistic uncertainties, and form a good observational basis for comparison with the growing number of predictions from stellar evolution theory. Owing to the known discrepancies between the ionic abundances of heavy elements derived from the strong collisonally excited forbidden lines and those derived from the weak, temperature-insensitive recombination lines, it is recognized that only abundance ratios between heavy elements can be considered as satisfactorily accurate. A comparison with theoretical predictions allowed us to assess the state of the art in this topic in any case, providing some findings and suggestions for further theoretical and observational work to advance our understanding of the evolution of low-and intermediate-mass stars.
One way to overcome this loss consists in taking into account all observational data which satisfy certain quality criteria. In other words, previous observations are not necessarily of lower quality than subsequent ones, even if subsequently calculated atomic data or more refined technical procedures are of course expected to be better and then to produce more reliable physical properties and chemical abundances. Our approach has been to take into account all individual observations of line fluxes in single PNe carried out with linear detectors (thus since the mid-1970s) satisfying some 'quality criteria' and to derive chemical abundances in each specific position within every PN with a unique well-founded procedure. To produce averages from fluxes taken in different location within a PNe and then operate with these average values of course limits the accuracy of the final results by mixing up information from physically (and potentially also chemically) different parts of the same object. Attention is given to the problem of ionic abundances of heavy elements derived from strong collisionally excited forbidden lines versus those obtained by the faint, temperature-insensitive recombination lines (Liu et al. 1995a; Liu 1998; Liu et al. 2000; Liu et al. 2001) . Observational errors have been propagated across the adopted procedure, so that a meaningful uncertainty could be associated to each elemental abundance. The resulting abundances constitute, in our opinion, a homogeneous set of values across the whole sample of galactic PNe. We feel that it allows an useful comparison with recently growing detailed predictions from stellar evolution theory, although with limitations imposed by the present status of the mentioned discrepancies between abundances of heavy ions derived with different types of lines. In Section 2 we illustrate the adopted methodology to derive ionic and elemental abundances. Section 3 presents the selection of the observational works considered in the present paper. Section 4 gives the derived abundances with their errors. A comparison with theoretically predicted abundances is presented in Section 5. Conclusions follow in Section 6. Appendix A illustrates in some detail various aspects of the procedures used to derive chemical abundances.
M E T H O D O L O G Y F O R N E W D E T E R M I NAT I O N O F C H E M I C A L A B U N DA N C E S I N P N E

Generalities
It is well known that there are basically two methods to derive chemical abundances (CAs) in PNe. The more sophisticated method compares observed line fluxes with those predicted by a detailed model whose basic inputs are: (i) the radiation field from the central star and (ii) the space distribution of the nebular matter. Elemental abundances enter as a parameter and may either be kept fixed across the nebula or varied within it. The first use of this method goes back to the early calculation of detailed models (Flower 1969; Harrington 1969) . In spite of the highly satisfactory level of this approach from a physical point of view, it has been applied so far to very few PNe, basically to NGC 7662 (Flower 1969; Harrington 1969) , IC 3568 (Harrington & Feibelman 1983) , NGC 3918 and NGC 7027 (Middlemass 1990 ). Very recently a Monte Carlo photoionization code has started to be applied (to NGC 3918 by Ercolano et al. 2003) . We are aware of detailed photoionization models for two extragalactic PNe in the Magellanic Clouds: SMC N2 and N5 (Liu et al. 1995b) .
The degree of the success achieved is of course judged by the comparison between observed and calculated individual line fluxes. In the case of Middlemass's work, out of 72 lines, the agreement was better than 10 per cent in 17 lines, between 10 per cent and 20 per cent in 11 lines, between 20 per cent and 50 per cent in 26 lines and worse than 50 per cent in 18 lines. Considering only lines stronger than 0.3 H β , the agreement was better than 20 per cent in 15 lines, and worse than that in 10 lines. Considering instead all the 72 lines, the agreement is better than 20 per cent in 28 lines and worse than that in the remaining 44 lines. From this one sees that fainter lines are in general more difficult to match, but that occasionally also 'strong' lines are not well matched by the theoretical model. All in all one may consider than the agreement achieved is, to a good extent, satisfactory. The above agreement reflects of course in the level of accuracy one can attribute to the abundances of individual chemical elements.
Nevertheless, extremely few objects have been studied for chemical abundances with this detailed method. The reason for that is that the required inputs include some poorly known, yet critical, quantities to derive precise abundances, namely the behaviour of the stellar radiation field shortward of the hydrogen Lyman limit, the distance of the object and the precise distribution of the matter around the central star. As is known, the observation of the ionizing far-ultraviolet (far-UV) radiation is prevented by interstellar extinction, which is significant already for sources at a few × 10 pc from us, except occasionally in a few directions. On the other hand, the high temperatures of central stars, coupled with the expected differences in the chemical abundances of their atmospheres, make it hard to predict the wavelength behaviour of the ionizing radiation, which in particular suffers from poorly known jumps corresponding to the ionization edges of various abundant ions (cf. Kudritzki 1989) . The well-known uncertainty in the distances of galactic PNe makes uncertain the knowledge of the size of the nebulae and then of the actual amount of the nebular matter, required by the above condition (ii). Furthermore, the variety of structural behaviour of real objects, made particularly evident by the numerous high spatial resolution images recently secured by the Hubble Space Telescope, renders it difficult to properly represent the mass distribution around central stars of individual PNe, again required by condition (ii), unless specific 3D reconstructions are built up for the various PNe.
In any case, theoretical detailed models have been so far developed essentially only for 1D geometry. Until these last two drawbacks are overcome, as well as the others mentioned above, we have to rely on simpler methods to derive the chemical abundances of PNe.
A simpler approach does not require the specification of such poorly known quantities. The nebula is approximated to consist of shells whose physical properties are derived directly by the observed flux ratios of specific forbidden lines. Of course it also suffers limitations: (i) spherical geometry is implicitly assumed, (ii) the faintness of several relevant forbidden lines essentially limits the number of shells within which the physical parameters can be directly determined from the observations to 2. It is then to some extent surprising that when this simpler method is carefully applied, it provides chemical abundances quite close to those obtained with the detailed method (cf. Pottasch 1984) .
It makes sense then, while waiting for the application to many PNe of the detailed method, to make use of the simpler method to derive chemical abundances for a large sample of galactic PNe. Yet, as already noted, this must be achieved with an unique well-founded procedure.
Almost all determinations of CA in PNe rest indeed on the simple model. We also adopt it in this work. In common practice the nebula is represented by at least two shells whose physical properties are directly given by observations of both of them. It is used to refer to one zone where the abundant element oxygen is mostly present as O ++ and to another where nitrogen is mostly present as N + . Ions of ionization potential close to those of O ++ and N + are assumed to be formed in the corresponding zones, while for other ions corrections may be devised in the physical parameters relevant for the formation of the observed line radiation, mainly the electron temperature.
From this it follows that a basic requirement for a list of observed line fluxes to be able to provide 'good quality' elemental abundances is to include both the faint auroral λ 4363 Å [O III] and λ 5755 Å [N II] lines observed with reasonable accuracy. We call these two lines critical lines. To clarify, in addition to the error quoted by the authors, in each specific work one should look at the number of digits used to represent the flux of these lines and at whether lines fainter than those have been actually recorded. In the large majority of the considered PNe, various lines had been observed fainter than the critical ones. Only occasionally was one of the critical lines indeed the faintest observed line. We kept these works as well, when their accuracy as given by the authors was of the order or better than 50 per cent. We have excluded all cases where the fluxes of the critical line (or of the other useful lines) had been reported with only one meaningful digit. In cases where the authors have specified errors in one of the critical lines larger than 50 per cent, the work has been rejected.
Once a line fluxes list is accepted, according to the above criteria, the procedure to derive abundances with the simple method requires the following steps : (i) to correct the observed fluxes for interstellar (and internebular) extinction, (ii) to derive T e and N e for the basic shells, (iii) to calculate ionic abundances relative to H + and (iv) to correct for unseen ions via the so-called ionization correction factors (ICF) quantities.
The adopted procedure
We have adopted the procedure of the simple method described above with the following specifications.
(i) Only papers containing observed line fluxes satisfying the criteria mentioned in Section 2.1 have been considered.
(ii) The data have been considered individually in each nebular position observed by the authors without mixing/averaging data measured in different nebular positions in the same nebula.
(iii) Correction for reddening has been performed exclusively using the extinction curve by Mathis (1990) , with the logarithmic extinction at H β , C β , derived from the hydrogen Balmer line intensities assuming case B for their formation (Hummer & Storey 1987) . We have then recalculated back the original observed fluxes from when the authors published only dereddened fluxes, and they had been dereddened with extinction curves different from that of Mathis.
(iv) As with the atomic data, we have used exactly those listed in the outstanding paper by Kingsburgh & Barlow (1994) (hereafter KB94) . This choice was made because subsequently there have been, to our knowledge, no significant changes, and also to have a 'many PNe' single work with which to compare our calculated abundances safely.
(v) Regarding the ICF, we have also adopted the scheme of KB94. We note that in a number of PNe the important λ 9069,9531 Å [S III] lines have been observed, which was not the case in KB94.
(vi) Differently from KB94, we have not implemented observations made with the IUE satellite, because its opening apertures are quite different from those used in optical observations and we consider it important not to mix up data coming from different regions within a nebula. This means that we disregard in this work the determination of the abundance of carbon, whose strong lines fall in the space UV region. The same applies to data from the ISO satellite. In spite of this lack, we consider that abundances of He, N, O, Ne, Ar, S are rather well determined with only ground-based observations.
(vii) Observational errors in the line fluxes have been propagated across the whole procedure, including the ICF corrections, up to final elemental abundances. This was not done previously, to our knowledge, except in a couple of papers (Corradi et al. 1997; Perinotto & Corradi 1998) , whereas it is evidently necessary to have an objectively realistic evaluation of uncertainties. We feel that this point constitutes an important improvement of the present work relative to previous studies.
Items (iv), (v) and (vi) are expanded upon in Appendix A to illustrate details of the procedure.
Errors in final abundances
The evaluation of errors is a difficult task, because they depend on various items, including: (i) the validity of the homogeneous model nebula adopted, (ii) the validity of the adopted scheme of the T e behaviour across the nebula, which neglects inhomogeneities, such as knots or condensations of various kinds, (iii) the effect of errors in the atomic data used to derive the needed physical quantities, (iv) the inaccuracies of the single observed emission lines used to derive the physical parameters (T e , N e ) and to derive the ionic abundances, and (v) the inaccuracies in the ICF scheme used to correct for unobserved ions for deriving the total elemental abundances. In spite of these difficulties, we have mentioned in Section 2.1 that the 'simple' procedure here adopted gave results in satisfactory agreement with those from the best detailed photoionization models in the few studies of this type so far made. It is outside the limit of the present paper to discuss in any detail the effect of (i) on the final abundances, an effect which is in any case largely dependent on the individuality of the single PNe. The same with (v) and also with (ii) because this would require one to examine the WBCM paper, announced by KB94, which has not yet appeared (but see Appendix A for details). Also (iii) cannot be dealt with meaningfully, because to try to allow for the individual errors of the various atomic quantities entering the system of equations producing the desired physical quantities would provide unrealistically large uncertainties in the resulting physical quantities. This is because compensation effects enter which can hardly be handled in any mathematically acceptable scheme. However, we felt it important to allow at least for the observational uncertainties of each individual line used to derive T e and N e and to derive the ionic abundances. First, we have calculated an 'observational' uncertainty attached to each such quantity T e ) that we have calculated. Calculation of ionic abundances and their errors where then performed allowing both for the observational uncertainties in the lines used to derive ionic abundances and for the above mentioned uncertainties in T e . The uncertainty in N e was not considered in the above aim, essentially because N e cancels out in deriving abundances relative to hydrogen. When ionic abundances are derived from various lines, the adopted ionic abundance comes from a weighted average of the abundances from individual lines. An estimate of the accuracy of the final abundances was obtained taking into account also the errors of the ICF quantities, evaluated mathematically by propagating the ionic errors across the various ICF expressions reported in Appendix A. In this way we aim to have properly accounted at least for the important error source (iv) and for its consequences on the ICFs.
T H E C O N S I D E R E D P N E
All papers with observations of optical emission line in galactic PNe made with linear detectors, published from the mid-1970s up to 2001 December 31st, have been examined. This amounts to 416 papers dealing with observation of line emission from PNe in one or more positions. When the individual lists of line fluxes did satisfy the 'quality criteria' illustrated in Section 2.2, they have been accepted for the present reanalysis of chemical abundances. This resulted in 90 accepted papers. Of these, 22 papers have been subsequently excluded because all individual PNe in them were found to have an electron temperature exceeding 20 000 K at least in one of the two relevant line ratios pertaining to O III or N II, and were then considered to be unacceptable. We thus rest on 68 papers pertaining to 131 PNe. They are listed in Table 1 together with their optical diameter and the H β flux as reported in the Acker et al. (1992) Catalogue. In Table 1 the objects are ordered alphabetically by name.
T H E R E S U LT I N G A B U N DA N C E S
The abundances determined with the procedure given in Section 2.2 for the elements He, O, N, Ne, Ar, S are reported in Table 2 , relative to the abundance of hydrogen, with their calculated percentage errors given in the subsequent row. The abundances refer to each individual position observed by the authors within every nebula. Table 2 is ordered, as Table 1 , alphabetically by name of the PN. Indeed the used designation starts with a prefix (initial of surname of first four authors and year of publication), then contains the usual name of the PN followed by the designation used by the author(s) to specify the observed position (letters or numbers), when more than one position in the nebula is observed. The first part of the designation with the initials of the authors, followed by two digits for the year are reported within (. . .) in the references. Other articles not containing line fluxes are reported in the references without the (. . .).
The full version of Table 2 contains 272 entries relative to individual positions in our 131 PNe, and it can be found at http://www. blackwellpublishing.com/products/journals/suppmat/MNR/ MNR7470/MNR7470sm.htm The errors reported in Table 2 are formal percentage errors derived with the procedure illustrated in Section 2.2. Sometimes the errors exceed 100 per cent. This occurs in a number of cases (over the 272 entries) specified for the various elements in parenthesis as follows: He/H (0), O/H (0), N/H(56), Ne/H(22), Ar/H(32), S/H(72). For practical reasons we leave these values in Table 2 , recalling that their meaning is only formal.
By comparing the results within the same nebula using the fluxes observed by the various authors, we see that in a number of cases the chemical abundances differ among them by more than the associated errors. This occurs for helium in 20 per cent of the nebulae and for oxygen in 40 per cent. This in principle indicates that one should expect real differences in chemical abundances in different positions across individual nebulae. In any case these differences are to the level of 1σ . No differences remain to within 2σ . We accept conservatively that the above fact simply indicates that the errors given by the authors and/or evaluated by us are underestimated relative to the true errors. Thus we don't claim to have found differences in chemical abundances within the individual objects.
For the sake of completeness, we report in Table 3 the location and size of the opening aperture of the spectrograph, as quoted by the authors. This information is occasionally lacking or incomplete.
Of course while this is not relevant in stellar-like PNe, it is instead an unfortunate circumstance in the cases of relatively extended objects.
We have then formed weighted means which are our adopted abundances. They are given with their errors in Table 4 . The number of PNe with errors for their adopted abundances within specified intervals is presented in Table 5 .
It is seen that final errors, in spite of the efforts made to select the best observational works and to analyze them with a single good level procedure, remain relatively high particularly for argon and sulphur. Finally, in Table 6 the same elemental abundances are presented in the usual notation for heavy elements A/O with A = N, Ne, Ar, S. The derived abundances represent anyhow in our opinion realistic homogeneous chemical abundances for a large body of galactic PNe for the first time with somewhat 'objective' errors.
C O M PA R I S O N W I T H A B U N DA N C E S F RO M ' M A N Y O B J E C T S ' S T U D I E S
We did compared our chemical abundances with those by authors of relevant recent papers dealing with several PNe: i.e. with KB94 and (hereafter KH01 Kwitter & Henry 2001 hereafter KH01) . In both cases we compare the abundances of He, O and N in the objects we have in common with these authors. Fig. 1 In the comparison with the abundances of KH01 (Fig. 2 , three panels) we see that all determinations of He/H (upper left-hand panel) by KH01 are quite larger than our adopted values, M1-54 and M1-50 being the most discrepant ones. For oxygen (upper right-hand panel), the comparison looks better, except for M1-50 and M1-80, but again with a tendency for their values to be higher than our adopted ones. For nitrogen (Fig. 2 , lower panel) the same tendency, values by KH01 higher than ours, occurs. We don't enter into the possible reasons for that here. We simply feel we may claim, on the basis of the results of Figs 1 and 2, that our adopted abundances are in reasonable agreement with bona fide, high-quality, many-PNe studies and that it has been appropriate to make the effort we have made in the present work.
T H E O R E T I C A L LY P R E D I C T E D A B U N DA N C E S I N P N E
The theory of the stellar evolution of low-and intermediate-mass stars (IMS) (cf. Chiosi 1998 for the definition of these types of stars) did proceed to the prediction of chemical abundances, resulting in the envelope of the progenitor star at the moment of its expulsion which subsequently produces the observed PN (e.g. Iben & Truran 1978) . A noteworthy work by (hereafter RV81 Renzini & Voli 1981 hereafter RV81) allows the prediction of the expected modifications in chemical abundances of the single most abundant elements, starting from a solar initial composition.
This was carried out making use of 'synthetic' models, i.e. models which handle the results of complete stellar structure calculations introducing simple analytical relationships among the relevant physical quantities. These predictions did require some level of parametrization, because the theory could not (and still cannot) avoid some assumptions which are then represented with values of some parameters. A few basic relationships between observed abundances of elements in PNe have been seen to follow qualitatively the theoretical expectations. Subsequently the theoretical expectations have been pursued by various studies, the most relevant to our purpose being those by Marigo, Bressan & Chiosi (1996) , Marigo, Bressan & Chiosi (1998) , (2000), hereafter Ma96, Ma98, Ma01, HG97 and H00, respectively. All these works calculate the yields of the IMS stars with different prescriptions, following different assumptions as the basic physical ingredients entering into the model calculations: (i) treatment of the convective layers, (ii) mass-loss properties, particularly important at the end of the RGB phase and across the AGB evolution (early and thermal-pulsed phases), (iii) efficiency of the third dredge-up process and (iv) the efficiency of the HBB process (hot-burning at the base of the envelope).
In particular, the way of handling (i) determines the mass interval of the progenitors on the main sequence of the IMS stars, i.e. the quantity M up (cf. Chiosi 1998) equal to the maximum initial mass of a star which develops a degenerate C-O core and thus experiences the AGB phase. Actually M up by the above authors amounts (in solar units) to 8 (RV81), 7 (HG97), 5 (Ma01) and 6.5 (H00), where the parentheses contain the designation of the single papers.
Different prescriptions for other relevant aspects by RV81, HG97 and Ma01 are summarized in table 1 of Ma01. H00 calculates models for 3 and 4 M stars from the main sequence, with overshooting, but with a different physical treatment from that adopted by the group of Marigo. This results in M up of 6.5, somewhat different from the 5 M of Ma01. Chemical abundances in galactic PNe 801 The above-mentioned authors in the cited papers or in other works have discussed to some extent the sensitivity of their results on their assumptions.
While it has been found that models with 'overshooting' are able to account for observational facts which cannot be explained using the simple Schwarschild criterion for convection, the different (Shaviv & Salpeter 1973) . It is to be noted that other processes, in addition to the classical three dredge-ups, contribute to the mixing of chemical elements within the star (cf. Pinsonneault 1997), such as microscopic diffusion, mass loss, mixing driven by waves, mixing driven by rotation (producing meridional circulation and other kind of instabilities, e.g. Tassoul 1978; Zahn 1992; Tassoul & Tassoul 1995) . A consequence of this is the quite different values of M up accepted by the different authors that we have seen. This is unfortunate because of the importance of M up to many aspects of astrophysics, related to the lower limit to the stellar masse able to produce Type II Supernovae, i.e. of the upper limit to the main-sequence mass of expected progenitors of PNe. The differences in the yields calculated e.g. by HG97 and the group of Marigo are made clear in figs 4 and 5 of Henry et al. (2000, hereafter HKB00) , where these quantities as calculated by HG97 and Ma96 are compared. The effect is substantial in C, amounting up to a factor of 3 more C predicted by HG97 than by Ma96, due evidently to differences in handling the third dredgeup process. Differences in N and O (oxygen is, in any case, little modified during the evolution of IMS stars) are significantly less.
C O M PA R I S O N B E T W E E N O B S E RV E D A N D P R E D I C T E D A B U N DA N C E S
All of the above demonstrates the importance of being able to constrain theory with observable quantities. A basic one is indeed the chemical composition, for which it is evidently essential to have observed abundances with an objectively established accuracy of a high number of PNe to potentially cover a large mass interval of progenitors on the main sequence.
Comparisons between observed and predicted abundances in PNe have been carried out in various works in the past and also recently by HKB00 and Ma01.
HKB00 compared the predictions of HG97 and Ma96 with 20 PNe observed by them (or by Henry and collaborators in previous studies) finding 'modest but encouraging agreement between theory and observations', without really distinguishing whether HG97 or Ma96 gave better agreement with the observations. Given the above status of the theoretical predictions, we have compared our adopted abundances with the predictions by a single group group, that of Marigo in Ma01 and Ma96. We need to consider also Ma96, although the physics in Ma01 has been slightly improved because Ma01 did not consider neon, which belongs to our study.
We restrict our comparison to He, O and N, and Ne. We make use of Ma01 for He, O and N, and Ma96 for Ne.
In the following diagrams we distinguish type I PNe (Peimbert 1978; Peimbert & Torres-Peimbert 1983) , i.e. PNe having either He/H 0.125 or log(N/0) − 0.3 (full points) from type II and III (open circles). Very few PNe are known to be of type IV. Their progenitors are supposed to belong to population II. Their chemical abundances are recognized to be rather peculiar (cf. Clegg 1992). We will not discuss them here.
In the following we keep in mind that abundance ratios of heavy elements can be considered independently from the mentioned discrepancy between abundances of heavy ions derived with different types of lines (e.g. Luo et al. 2001 ).
N/O versus He/H
The well-known relationship of N/O versus He/H is presented in Fig. 3 (upper left-hand panel) where our new adopted abundances have been plotted with their errors. Most values concentrate between He/H = 0.09 up to 0.16 and between log(N/O) = − 1 up to 0.3. PNe which lie somewhat far from the line connecting these points are recognized by their names marked in the plot (lower left-hand panel). For comparison we give in Fig. 3 (upper right-hand panel) the theoretical predictions by Ma01 of the chemistry of PNe coming from stars of different initial mass in the main sequence and different initial chemical composition. The theoretical values are the averages of values pertaining to the three adopted mixing length parameters, α = 1.68, 2.00 and 2.50. The error bars on the theoretical predictions are due to the admitted excursions of the mixing length parameter α between 1.68 and 2.50.
It is at once evident that essentially no progenitors of very low metal abundance (Z = 0.004) are suggested within our sample of objects, judging from the lack of observed PNe with low N/O and high He/H (upper and lower right-hand panels). This is quite naturally expected, because progenitors of PNe belong essentially to the intermediate disc population. It is also interesting to note that no observed PNe lie in the zone of high N/O predicted for progenitors with Z = 0.004 and a relatively large mass on the main sequence (4-5 M ). In any case, the PNe He 2-111 and He 2-152 appear to have too high a He/H overabundance to fit in the above predictions. Instead, the observations are consistent with the possibility of progenitors with Z = 0.008 and high initial masses. Some PNe fall above the predictions for the solar Z = 0.019 and have relatively high initial masses. This again supports the possibility of progenitors with initial abundances less than solar.
In Fig. 3 (lower left-hand panel) we overplot the observed values on the theoretical predictions for the PNe which are observed to have very low or very high He/H abundances. Such objects are identified in the figure by their names, and merit particular attention.
One expects that most of the first group are of low excitation, so that a significant fraction of helium is not detected, being neutral. That is likely the case for M1-26, NGC 40, IC 418 and H 2-1 whose observed λ 4959 Å [O III]/ H β flux ratio is rather low, i.e. 0.16 (KB94), 0.04 (Aller & Czyzak 1979 hereafter AC79), 0.48 (Aller & Czyzak 1983 hereafter AC83), 0.19 (KB94), respectively in these PNe. The explanation for NGC 6818 and He 2-118 should be different from that given above because these PNe do have a high value for that flux ratio, i.e. 7.9 and 4.0, respectively, similar to the values occurring in the two PNe which are instead found to display a very high He/H: He 2-111 and He 2-152. Here the observed λ 4959 Å [O III]/ H β ratios are 4.0 (KB94) and 3.8 (Acker et al. 1989 , hereafter AKSJ89), respectively. Their central stars, to our knowledge, have not been reported to have Wolf-Rayet characteristics, as one might think from the above. Finally we compare in Fig. 3 (lower right-hand panel) the same PNe of Fig. 3 (upper left-hand panel) except for those marked with their names, i.e. we compare the most 'regular' ones with the theoretically predicted abundances for solar composition of progenitors. For the sake of clarity, we avoided the error bars associated with the observed adopted chemical abundances, retaining instead the 'uncertainties' associated with the theoretical predictions.
We see here, quite evident for the most frequent low-mass progenitors, that the observed He/H is smaller than predicted for solar type initial composition. Also, we claim that the observed (N/O) is higher than predicted for initial solar composition. Otherwise the PNe with higher mass progenitors (4-5 M ) would be too numerous relative to the lower mass ones.
N/O versus N/H
We report in Fig. 4 (upper left-hand panel) the different choices of the parameters are accounted for by using, as in the previous subsection, error bars. In Fig. 4 (upper right-hand panel) we overplot our adopted abundances with the theoretical predictions. Only for a few cases, whose observed values clearly disagree with the behaviour of all the others, do we report the error bar. As with predictions for very low metal content (Z = 0.004), we don't see observed PNe matching them for lower mass progenitors. The same goes for higher mass progenitors. We therefore exclude the idea that such progenitors have played a significant role, excluding very remote epochs, in our Galaxy, in spite of the indication offered by 3-4 M progenitor predictions, which we infer only fictitiously fit the observations. Obviously this is nothing more than seen in the previous subsection. The same goes with the N/O abundances that are higher than predicted by about a factor of 2 (again upper righthand panel). Finally, in Fig. 4 (lower panel) the observed (N/H) is lower than predicted for initial solar composition progenitors. This result is subject to the known uncertainty between abundances from collisionally excited or recombination lines in heavy ions. Either the latter abundances are correct or the possibility of PNe with lower than solar initial composition is reinforced by the above finding. 
N/O versus O/H
In Fig. 5 (upper left-and right-hand panels) we have the same ordinate as in previous figures, whereas for the abscissa we now have O/H. Fig. 5 indicates an underabundance in O/H relative to the solar value. Note that the solar oxygen abundance used here has been 8.93 in the usual units (Grevesse & Anders 1989) , the value accepted by KB94 and also, we understand, by Ma01. Recently Allende Prieto, Lambert & Asplund (2001) have suggested a rather lower value, 8.69, based on a photospheric forbidden line. If this new value is confirmed, the considerations we have in this paper involving oxygen will have to be modified.
This again recalls the known discrepancy with the higher elemental abundances (of N, O, Ne) found using the recombination lines (see the introduction). Indeed the reason of this discrepancy has been so far not yet identified.
We stress, however, that the above result, (N/O) higher than predicted, is practically unaffected by this discrepancy (cf. Luo et al. 2001) .
O/H versus He/H
In Fig. 5 (lower left-and right-hand panels) we have marked with their names the PNe which deviate significantly from the bulk of the rest. We don't see new facts relative to those already mentioned.
Ne/H versus He/H
In Fig. 6 (upper left-and right-hand panels) we compare our adopted observed abundances with the theoretical predictions by Ma96. It's rather clear that the theoretical predictions for Ne/H for solar type progenitors match only a small fraction of the observed PNe, belonging both to types II-III and type I of Peimbert. It appears that progenitors with Z = 0.008 would fit the observations for a larger number of type II-III PNe better, while type I PNe exhibit a He/H abundance quite higher than so far predicted, whatever the initial composition of the progenitors. This seems to us an important point to be carefully pursued.
Ne/H versus O/H
From Fig. 6 (lower panel), models with initial composition Z = 0.008 again appear to fit the observations better than those with solar composition. Note the extreme abundance observed in NGC 6644. 
N/O versus Ne/O
Finally we display in Fig. 7 (three panels) ratios between heavy elements both in abscissa and ordinate. In this case the uncertainty due to the use of collisional versus recombination lines to derive ionic abundances in heavy elements is not of concern. From the comparison of the observed with the predicted abundances, we think we can infer that the predicted N/O abundance ratios fall rather below the observations, both for initial composition of the progenitors Z = 0.008 or solar. This is independent of the relatively low upper mass (4 M ) of the mass interval used for these calculations. In fact, we infer that the number of observed PNe (with higher N/O) not reached by these predictions could not be accounted for by higher mass progenitors, because the ratio of the observed PNe with higher N/O over the observed PNe with lower N/O is much too high to be consistent with such a possibility.
C O N C L U S I O N S A N D F U T U R E W O R K
We have reanalyzed all existing optical emission line fluxes measured so far with a 'sufficient accuracy' in galactic PNe to derive what seems to us a quite reliable homogeneous extensive set of PNe abundances. An effort was made to associate to each abundance an 'objective' evaluation of its error based on a propagation of the observational errors across the whole procedure. Considering that in a previous study (Perinotto 1991) it was found that 209 galactic PNe had been observed in at least two chemical elements, we judge that the present sample of 131 well-observed PNe could be easily doubled with existing average size telescopes.
A comparison with the most recent abundances predicted by stellar evolution models was performed. From this we obtain that: (i) type I PNe are observed to have He/H much higher than predicted by present theoretical models, whatever the initial chemical composition and mass of the progenitors is, provided the last follows the standard distribution; and (ii) the observed N/O in galactic PNe is rather above the theoretical predictions, independent of the assumed initial chemical composition and the present upper mass limit adopted for the progenitors. We suggest that progenitors with an initial metal content of Z = 0.008 may have played a role into producing observed nebular abundances in galactic PNe.
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A.1 Abundances from lines formed by electron-ion recombination
In the present paper this is the case only for helium. The abundance of the ion He m+ relative to H + , follows from:
where F λ (He m ) and F(Hβ) are the observed dereddened fluxes in the recombination lines of helium and hydrogen, respectively; α eff (He m , λ) and α eff (Hβ) their effective recombination coefficients, weakly dependent on the electron temperature. They are taken from Hummer & Storey (1987) 
A.2 Abundances from collisionally excited lines
The abundance of ion X m+ relative to hydrogen N (X m+ )/N (H + ) is obtained from:
where F(λ ij ) and F(Hβ) are the observed dereddened fluxes in the collisionally excited ionic λ ij line of the X m+ ion and in the Hβ recombination line, respectively; A ji is the radiative transition probability of the λ ij line; λ ij its wavelength in Å; f j is linked to the population of the upper j level of the (ji) transition relative to the ground population N j (X m+ )/N 1 (X m+ ) ≡ N j1 via the equation N j1 = f j N e . The quantity N j1 comes from the solution of a fivelevel statistical equilibrium equation computed with the code EQUIB kindly given to us by M. Barlow.
A.3 Nebular electron temperatures and densities
Electron temperatures and densities have been derived from the following flux ratios: F(λ5755) , N e (S II): F(λ6731)/F(λ6717). The density information from the ions: ArIV: F(λ4740)/F(λ4711) and Cl III: F(λ5537)/F(λ5517) has been neglected because of the faintness of these lines and blending problems with λ 4713 Å He I line. On the other hand, Stanghellini & Kaler (1989) (N II) and T e (O III) we have used the previously mentioned N e . When deriving abundances, T e (N II) has been used for neutral and singly ionized ions and T e (O III) for the other ionic species with the following adjustments based on relative ionization potentials following KB94: for S 2+ and Ar 2+ , a temperature one third of the way between T e (N II) and T e (O III) was adopted. For the triply ionized species we used T e (O III)+1000 K and for the quadruply ionized species T e (O III)+2270 K. Abundances of neutral species have been calculated for some heavy elements, but not included in the total elemental abundances relative to H considering that some compensation arises from our neglect of the abundance of H 0 which is not observed. Mendoza & Zeippen (1982a) Butler & Zeippen (1989) 
A.4 Atomic data
The transition probabilities and collision strengths needed for the determination of T e and N e and for the abundance analyses are precisely the same used by KB94. Their sources are here listed again in Table A1 for convenience of the reader.
A.5 Ionization correction factors (ICF)
The way to allow in total elemental abundances for unobserved ions has long been considered since early studies of abundances in PNe. A basic scheme is the one from Barker (1980) based essentially on the ionization potentials of the various ions. The ionization stratification in a nebula is however sensitive also to other quantities and/or physical processes such as photoionization cross-sections, dielectronic recombination coefficients, charge exchange with hydrogen and in some cases helium, etc. Consequently ICFs able to account for all that must necessarily be calculated using detailed photoionization models. This was carried out in a scheme proposed by KB94 based on several such calculations. Their details were postponed to a subsequent paper (denoted by them as 'WBCM, in preparation') which unfortunately has not yet appeared. Thus it is not possible to fully appreciate the accuracy of the proposed scheme for the various elements. Indeed Alexander & Balick (1997) have examined the accuracy of the ICF method using only optical lines and the photoionization code CLOUDY (Ferland 1996) . They find that when the line fluxes are integrated over the whole nebula, the abundances derived with the ICF method differ from the right ('input') abundances by 5 per cent for He and O and up to 25 per cent for Ne, S and Ar. For spatially resolved observations the discrepancy is larger and depends on local properties of the nebula and of the central star as well. In any case the KB94 scheme is to our knowledge the best credited one in the literature. KH01 have checked it with detailed photoionization models and found it to be quite in order. Yet they do not quantify precisely its accuracy in the various elements. These authors adopt it in their study of chemical abundances in PNe. Only they propose a different ICF for sulphur. On the other hand the differences in the total S abundance introduced by their ICF(S) relative to that by Stasinska (1978) , adopted by KB94, is unappreciable for PNe with log(O/O + ) less than 1, amounts to a maximum of 25 per cent when log (O/O + ) is midway between 1 and 2, and becomes unappreciable again for log (O/O + ) realistically higher than 2. In our sample of PNe log (O/O + ) falls mostly in the first group. We have therefore adopted the KB94 scheme also for ICF(S), because of the small difference just mentioned, considering in addition that it contains also an expression allowing to consistently handle the cases where S + is observed while S 2+ is not. Just for the sake of clearness we mention that the ICF(S) by Stasinska (1978) is not correctly quoted by KH01 in their expression equation (3), while the corresponding (dashed) curve in their fig. 3 correctly uses the true Stasinka expression. We recall below the ICF(X) used for element X, indicating with A(X) the total abundance by number of element X, relative to hydrogen. As we have decided not to include in this paper UV and infrared (IR) line fluxes observed by satellites for the reasons given in Section 2.2, the scheme we adopt is sometimes simpler than that presented by KB94. 
A.5.1 Oxygen
A(O) = ICF(O) (O + + O 2+ ) H + .(A3)
A.5.2 Nitrogen
Only the strong N + optical λ6548, λ6583 Å lines are considered to evaluate the N + / H + ionic abundance. We use:
A(N) = ICF(N)(N + /H + ).
A.5.3 Neon
If only Ne 2+ / H + is observed, as is always the case in the present paper, because we don't use the space UV lines for the reasons given in Section 2.2, and the [Ne V]λ3426 Å line is always very weak, the ICF correction goes as follows:
A(Ne) = ICF(Ne)(Ne 2+ /H + ).
A.5.4 Argon
If Ar 2+ , Ar 3+ and Ar 4+ are observed: 
A(Ar) = ICF(Ar)(Ar 3+ /H + ).
The following strongest individual lines have been used for Ar 2+ , Ar 3+ , Ar 4+ : λ 7135, 4740, 7005 Å, respectively.
A.5.5 Sulphur
The ion S + is observed in the moderately strong lines λ 6716, 6731 Å, while S 2+ is observed in the lines λ 6312, 9069, 9531 Å. The λ 6312 Å line is very faint and rather temperature sensitive because it comes from an auroral transition, while the last two (nebular) lines are much stronger. For that reason we have decided to consider them, when they have been measured, and as well the λ 6312 Å line to derive the abundance of the typically dominant S III ion. This was not done by KB94, who have used only the λ 6312 Å line. Instead we have used the IR lines in all cases where both the IR lines or only the λ 9069 Å line have been observed with the same instruments aperture etc. used to obtain the optical spectrum. See below for details.
As said, the two IR lines are strong, but fall in the far-red region where they are influenced by two effects: (i) blending with telluric water vapour absorption lines and (ii) difficulty with correction for the night sky emission spectrum. The first effect is in general more severe than the second one. We recall that these lines come from transitions with the same upper level, then their flux ratio is fixed to 2.5 (with the used atomic data). It has been found (Liu et al. 1995c) that, irrespective of the radial velocity of the PN, the telluric lines may affect only one of the two lines at a time, depending on the epoch of the year at which the observation is carried out. Consequently, when the line ratio is close to the prescribed value, both lines can be rather safely used. Indeed, we did so when the ratio was between 2.2 and 2.9; when above 2.9, we have accepted only the λ 9531 Å line; and we only accepted the λ 9069 Å when the ratio was below 2.2. The first circumstance did occur in 14 cases, out of the 41 where both lines had been measured.
When only one line of the doublet is observed, we accept it if it is the λ 9069 Å line and we neglect it in the other case. This owing to the mentioned difficulty (ii), because a typical night sky spectrum emission increases from λ 9100 Å up to λ 9500 Å (cf. Benn & Ellison 1998) by about a factor of 3. At the same time the sensitivity of the CCD detectors falls significantly with λ in the far-red region of the spectrum. For instance, in a Ford 3K × 1K chip, like the one used by KH01, the quantum efficiency drops from about 40 per cent at λ 9050 Å to 20 per cent at λ 9550 Å. Moreover, the nebular hydrogen P8 line at λ 9546 Å might disturb the λ 9531 Å line, if the spectral resolution is not high enough.
In summary, we have in the full version of Table 2 (http://www. blackwellpublishing.com/products/journals/suppmat/MNR/ MNR7470/MNR7470sm.htm) 170 entries where S 2+ has been observed only in the λ 6312 Å line, 43 cases in which this line has been observed together with the two IR lines or with only the λ 9069 Å line, and five cases where this occurred without the optical line.
In general the abundances from the λ 6312 Å line compare well with those from the IR lines. We saw that in the majority of the cases the S 2+ abundances coming only from the optical line or only from the IR line(s) differ from the average S 2+ abundance by less than 30 per cent. We are thus confident that the adopted procedure is reasonably the best that one can use with the available information on the [S III] lines. Because of the various problems, we admit however that the final accuracy we quote for the total elemental abundance of sulphur might be underestimated by an amount difficult to precisely indicate. The used ICF(S) are as follows.
If both S + and S 2+ are observed: 
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