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Abstract
Ionic liquids have gained a reputation as ‘designer solvents’ due to the wide
range of properties that are accessible and the fine degree of ‘tuning’ allowed by
varying the constituting ions.
To further widen the parameter space, yet allow the prediction of properties,
mixtures of ionic liquids are analysed in this project. An extensive literature
review is performed, covering the full range of available publications on this
subject at the time of writing. The available literature is extended by original
research on mixtures covering a range of structurally different anions and cations
that have not been reported in mixtures before. Chemical and physical properties
such as conductivity, viscosity, density and solvent properties are evaluated. The
physical properties are found to behave largely ideally with few exceptions, while
the solvent properties of mixtures are found to behave in a systematic manner
according to simple equilibrium laws.
A potential explanation for the dependence of the H-bond acidity of ionic liquid
cations on the basicity of the corresponding anion based on multiple available
acidic protons of the cation is discussed and evaluated.
Computational methods to predict the acidity and basicity parameters α and
β of pure ionic liquids are developed and evaluated. For the H-bond acidity α the
electrostatic potential, complex formation with NCH and electronic excitations
of the complex with Reichardt’s Dye are found successful. For β, properties of
the complex with HF are found to correlate well with the H-bond basicity.
The properties of a siloxane substituted cation are analysed by DFT calculations
to explain the low viscosity of the corresponding ionic liquids. The cation is found
to form intramolecular interactions and have lowered barriers for the movement
of the substituent, thus minimising cation–cation interactions, increasing entropy
and facilitating the movement of anions.
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1. Introduction
Ionic Liquids (ILs) are by definition liquids composed exclusively of ions. Though
this definition in principle applies to molten NaCl at >801℃ as well, the term
usually refers to compounds that are liquid at temperatures below 100℃. Most
notable and scientifically interesting are the so called room temperature ionic
liquids (RTIL).
These RTIL have a range of different properties that make them potentially
valuable for industrial and laboratory applications:[5,6]
• Due to their aliphatic side chains, their strong charge separation and their
often aromatic functionalities, ionic liquids will dissolve a wide range of
different solutes, including organic as well as inorganic substances. Despite
this variety, it is still possible to find immiscible combinations with other
classical solvents such as water or dichlormethane to allow extraction and
separation.
• Since ILs are liquid mainly due to the fact that their ions interact very
weakly with each other and therefore form weak crystal lattices, they also
tend to be very weakly coordinating for dissolved metal ions and are less
likely to suppress possible reactions by blocking available coordination sites
with solvent molecules.
• Due to their usually extremely low vapour pressure, mass loss through
evaporation is usually negligible, thus allowing easy storage and handling
and eliminating one of the main vectors for solvent loss, environmental
pollution and biological harm.
Figures 1.1 and 1.2 show a selection of cations and anions known to potentially
form ionic liquids. Considering that none of these lists can be considered
exhaustive, it becomes obvious that a vast number of ionic liquids is possible, each
with different chemical and physical properties, thus gaining ILs the reputation
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Figure 1.1.: Potential ionic liquid cations based on imidazolium, pyrazolium,
pyrrolidinium, pyrazolium, DBU and tri-ethanol-methylammonium.
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Figure 1.2.: Potential ionic liquid anions based on sulfonate, sulfate, triflate, hexa-
flourophosphate, tetraflouroborate, bis(trifluoromethylsulfonyl)imide,
di-cyanamide, di-alkylphosphate and acetate.
of being ‘designer solvents’.[7] This large synthetic flexibility in terms of possible
anion–cation combinations however comes at the price of making it difficult to
find the best ionic liquid for a given application.
To solve this problem it is necessary to be able to predict the properties of an
ionic liquid, without actually having to synthesise it. Therefore the development
of predictive tools is an absolute necessity to make full use of the potential of
ionic liquids in research and industry. One such approach can be mixing ionic
liquids. Creating new liquids by mixing existing substances holds the advantage
of using existing synthetic procedures and having well defined parameters for
the pure liquids. Mixing such well defined liquids could then either open up
the access to mixtures with entirely new properties, or allow the fine-tuning of
properties within the boundaries of the pure liquids.
Therefore mixing of ionic liquids could potentially have a huge economical
and scientific impact on the application of ionic liquids, if its effects can be
understood.
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To understand mixtures of ionic liquids, it is first necessary to develop an
understanding for the situation in pure ionic liquids. However even though this
field has been active for a considerable amount of time and with significant
success, the details still pose a challenge to our understanding.
2.1. Ion pairing and intermolecular interactions
As the intermolecular interaction is a key factor to understanding the properties of
pure ionic liquids, it is reasonable to expect that understanding these interactions
is a key factor to explaining the results of mixing them with another IL. Though
the properties of this class of solvents are still not fully understood in all detail
many aspects have been thoroughly investigated and conclusions can be drawn
from this.[8]
Ionic liquids exhibit a unique combination of different interactions, some
complementary and some opposed. These are the coulombic interactions of the
separated charges, the London forces between the non-polar side chains and
hydrogen bonds. The perhaps most obvious interaction of the charges is to a
certain extent directly comparable to molten salts like NaCl. For such systems
it has long been known that even in the liquid phase a certain degree of long
range ordering is conserved.[9] The same result could be found for ionic liquids by
neutron scattering experiments, which indicate an ordering of alternating shells
of anions and cations of up to 20Å.[10–13]
While these results found for ionic liquids are qualitatively in good agreement
with the behaviour one can expect for simple point charges, the details are more
complicated for ionic liquids, as the charge is delocalised over multiple atoms
of a molecule and furthermore shows spatial anisotropy, asymmetry and allows
directional interactions. These have been analysed in great detail especially for
different imidazolium based ionic liquids. Depending on the employed techniques,
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N N
Figure 2.1.: Schematic view of the stable chloride positions of the [C4mim Cl]
complex.
different details were analysed. Using ab-initio calculations ion pairs as well
as smaller clusters of up to ∼ 20 molecules were accessible. Analysis of the
[C4mim]Cl ion pair showed that seven different positions of the anion around
the cation are stable (figure 2.1) and that the butyl chain gives rise to a number
of differen conformers.[14–16] These two structural descriptors can be largely
freely combined, resulting in a number of possible geometries. The energies
clearly indicate a preference for the chloride ion to be close to the NCN (‘front’)
region of the imidazolium ring, either in the two in-plane positions or above
and below the ring, with the positions close to the C2H2 (‘back’) side of the
ring significantly higher in energy. These findings corresponded well with earlier
neutron diffraction experiments.[12]
While for other anions the general pattern of interaction with the imidazolium
cation is similar, the relative weighting of the positions may be significantly
different.[13,17,18] As a trend larger and less basic anions are more likely to be in
the positions above and below the ring, instead of in-plane.
One feature many of these ab-initio studies showed were relatively short
contacts between both the most strongly polarised protons of the ring and the
first CHX groups of the side chains and the anion. Early work on the AlCl3
content of chloroaluminate based ILs showed that NMR[19] and IR[20] signals
shifted with the changing composition of the mixture. This behaviour was
attributed to the formation of H-bonds between the most acidic ring proton
and the anions. These H-bonds supposedly lead to the formation of extended
networks of anions and cations.[21] Opposed to that, the existence of H-bonds is
disputed based on mainly geometric arguments.[17,22]
To some extent the discussion of H-bonds in ionic liquids is further complicated
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by the fact that various definitions of the term ‘hydrogen bond’ exist. In a
recent recommendation, the international union of pure and applied chemistry
(IUPAC) defined H-bonds as follows:[23] ‘The hydrogen bond is an attractive
interaction between a hydrogen atom from a molecule or a molecular fragment
X−H in which X is more electronegative than H, and an atom or a group of
atoms in the same or a different molecule, in which there is evidence of bond
formation.’ While a strict decision based on this definition is difficult, it seems
likely that at least some of the interactions between anion and cation can be
classified as hydrogen bonds that are mainly of an electrostatic nature, but can
be overridden by stronger coulombic interactions of the charge carrying moieties
of the ions.[21,24,25]
While the most obvious parameter for the structure of ionic liquids may
be the nature of the charge carrying moiety of the ions, one may not ignore
the aliphatic side chains as a mere detail for fine tuning the properties. As
it is known for surfactants in water, apolar functional groups like aliphatic
side chains aggregate in a polar medium forming micelles. Molecular dynamics
studies indicate that [CnC1im]
+ based ionic liquids with n ≥ 4 start to show
the formation of non-polar regions that grow and interconnect with longer
non-polar side chains.[26] Similar results could be found experimentally in the
crystal structures of fluorinated cations,[27] via freeze fracture transmission
electron microscopy micellar structures could be identified for [C14C1im]Br in
[C4C1im] [BF4][28] and X-ray diffraction indicates nanoscale heterogeneities for
[CnC1im]Cl ILs with n ≥ 4.[29] Together with the intermolecular interactions
presented before, Dupont describes [CnC1im]
+ based ILs as strongly structured
and consisting of polymeric supramolecules.[21]
From what is known about salt solutions in conventional molecular solvents,
one may expect the formation of discreet ion pairs. These could be identified
by IR spectroscopy,[30] but neither by dielectric relaxation spectroscopy[31–34]
nor by NMR spectroscopy.[35] As the temporal resolution of these three methods
decreases from IR to NMR, this indicates an equilibrium of forming and decom-
posing ion pairs in the strongly interacting medium of the ionic liquid. In this
medium the opposite of an ion pair would not be an isolated ion, but an ion in a
network of charge carriers, interconnected by the aforementioned forces.
To quantify the degree of interaction in ionic liquids, two approaches have been
commonly chosen. Both are ultimately based on the Nernst–Einstein equation,
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correlating the self-diffusion coefficients of charged species in solution with the
bulk molar conductivity:
Λ = NAe
2
kT
(D+ +D−) (2.1)
In the first approach to quantify the degree of interaction, the ‘Haven Ratio’
(RH) is calculated. It is defined as the ratio between the measured conductivity
and the conductivity calculated from the diffusion coefficients using the Nernst-
Einstein equation (2.1).[36]
RH =
Λm
Λm,NMR
(2.2)
In a system of fully dissociated and independent ions RH should equal one,
but will decrease with growing interaction. Tokuda et al. could show that
RH decreases with increasing length of the side chain[37] as well as stronger
ionic interaction as established by solvatochromic probes.[38] Both factors would
increase the intermolecular interactions and therefore lead to a stronger correlation
of movement. This correlation does however not indicate the formation of long
lived discreet ion pairs as mentioned above. It is rather a short lived and
unspecific correlation that could be found in models of simple point charges as
well.[9]
While Tokuda et al. could find no significant dependence of RH on the
temperature,[39] such a dependence could be found by other groups.[40,41] It is
however counterintuitive as RH decreases with growing temperature, though one
might expect the available thermal energy to break the correlated movement
by overcoming the interionic interactions and therefore increase RH . A possible
explanation for this behaviour may be given by IR spectroscopy, as these results
indicate that higher temperature breaks down networks, but increases the relative
amount of discreet ion pairs.[30] In this case the monomer that the network breaks
down to would not be a charged ion, but an uncharged ion pair that contributes
to the diffusion but not the conductivity. Furthermore this is consistent with
the fact that under distillation conditions the vapour of imidazolium based ILs
consists solely of ion pairs.[42,43]
The second approach to quantify the degree of free ions, or ionicity, uses
in addition to (2.1) the Stokes–Einstein equation, correlating the self diffusion
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constants of charge carriers in solution with the viscosity:
Di =
kBT
6piηri
(2.3)
These two equations are the basis of the Walden rule, correlating the conduct-
ivity of an electrolyte solution with its viscosity:
Λη = const. (2.4)
By using a reference standard, commonly a KCl solution in water, it is possible
to quantify the relative ionicity of an ionic liquid.[44] Both methods find typical
values of around 70% measured conductivity versus predicted conductivity.
While the qualitative analysis of these results is largely undisputed, Abbott
argues that a quantitative analysis of the values in terms of percentage of ion
pairing is not possible.[45,46] This is based on the fact that both Nernst–Einstein
(2.1) and Stokes–Einstein (2.3) equation where initially devised for infinitely
dilute solutions of ions in a uniform and non-structured dielectric. Neither of
these assumptions can be readily applied to ionic liquids.
In Abbott’s work, dynamic processes like conductivity and viscosity in ionic
liquids are interpreted in terms of hole theory, wherein the movement of a
molecule or ion requires a hole of sufficient size adjacent to it to move into.
These holes are created in the process of melting the crystal and therefore always
present in the liquid.
As a hole in an ionic lattice can be regarded as the absence of charge that is
required for electro-neutrality, charge transport can be described equivalently as
either the motion of charge carriers, or the motion of holes. Due to the relatively
large size of the ions and the low temperature compared to classical molten salts,
the number – and therefore the concentration – of available holes of sufficient
size is very small in ionic liquids, hence Abbott argues that their movement can
be regarded as entirely uncorrelated. For these it should thus be possible to
apply the Stokes–Einstein equation, therefore allowing prediction of conductivity
and viscosity from there.
A third interpretation of the relationship between conductivity and self-diffusion
constants was offered in a recent paper by Margulis et al.[47] As the overall
momentum of a physical system has to be conserved under all circumstances,
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this equally applies to the charge transport in ionic liquids as well as electrolyte
solutions.
For a very dilute solution, this restriction has no significant effect, as the
solvent can always equilibrate the momentum and thus no net effect on the
charge transport remains. This is however not the case for ionic liquids, as every
particle that could potentially be affected by the conservation of momentum is
always a charge carrier as well.
In a dilute system, one would expect the distinct diffusion coefficients of cations
and anions to be negative and of anions with cations to be positive, in other words
would molecules of the same charge diffuse in opposite direction while particles
of opposite charge would diffuse together, as can be expected from electrostatic
considerations. In an ionic liquid however, Margulis et al. found every distinct
diffusion coefficient to be negative, however in the same relative order as in
the dilute system. This might indicate that conservation of momentum cannot
be ignored when analysing charge transport in ionic liquids, as the imposed
restrictions might be strong enough to override the positive correlation caused
by coulombic interactions.
No final interpretation of these matters has so far emerged, and one needs to
be aware of all of them, when interpreting and speculating on ion pairing in ionic
liquids.
2.2. Nomenclature
The unique nature of ionic liquids – consisting of two chemically separate, if not
independent species – makes the nomenclature of mixtures a not unambiguously
defined matter.
The first is based on what is commonly used for molten salts, referring to a
mixture of two ionic liquids with one ion in common, so three ions in total as
‘binary’ and a mixture of two ionic liquids without any common ions, in other
words four ions in total, as ‘reciprocal’.
The alternative nomenclature refers to a mixture containing three ions as
‘ternary’ and a mixture of four ions as ‘quaternary’.
While essentially a semantic issue that can be resolved simply by definition,
both naming schemes reflect a different way of thinking of ionic liquids both
mixed and pure. If consistently applied, the latter scheme would refer to pure
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ionic liquids as ‘binary’. It reflects a school of thought in which pure ionic liquids
are a mixture of two species, albeit with a fixed mixing ration and without the
possibility of varying the ratio in any way. By extension would the properties of
a pure ionic liquid then be the result of the properties of the ‘pure’ constituents,
even though these isolated ions are not experimentally accessible. Nonetheless
would every property of pure ionic liquids, if this scheme is strictly applied, be
in the first order approximation the result of properties of the ions and only in
the second order a result of ion–ion interactions.
The alternative naming scheme implies that a pure ionic liquid is a species by
its own right, with its own properties that mainly arise from the combination of
two specific ions and only in the second order from properties that can clearly
be ascribed to one of them.
From a certain point of view the second scheme therefore treats pure ionic
liquid as a more or less ideal mixture. An ideal mixture is however per definition
a mixture in which all interactions present already exist in the pure compounds,
thus not creating new and specific interactions. As these ‘pure’ compounds would
be either pure anions or pure cations, it is obvious that this description does not
apply to ionic liquids. However within the framework of ionic liquids, the main
interaction – the coulombic monopole–monopole interaction – remains largely
constant. One can therefore think of ionic liquids as first and foremost liquids
composed of ions, with the exact nature of the ions of secondary importance, yet
the defining property to distinguish the different ionic liquids.
It is in this spirit that the second naming scheme, referring to mixtures of
two ionic liquids as either ‘ternary’ or ‘quaternary’, shall be employed in this
work, though the author accepts that an equally good argument could be made
in favour of the alternative. A ‘ternary mixture of [C4C1im][Me2PO4] with
[NTf2]
–’ is therefore a mixture of the two ionic liquids [C4C1im][Me2PO4] and
[C4C1im][NTf2]. Furthermore if used in the title of a graph or table, the ionic
liquid mentioned first ([C4C1im][Me2PO4]) corresponds to χ = 0.
2.3. Mixtures of ionic liquids
Considering the large amount of publications concerned with ionic liquids, the
number of publications specifically on their mixtures is small. It was thus possible
to review – to the best of the author’s knowledge – every article available on
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this topic. Not included is some of the work on dye sensitised solar cells and
batteries, as not all of it is relevant in the context of mixtures. However key and
recent papers on these topics are mentioned. The same applies to mixtures of
ionic liquid chlorides with chlorometallates.
2.3.1. Phase behaviour
As a general trend found for many mixtures of ionic liquids, it is often difficult
to obtain a full phase diagram, as crystallisation is not always easily reached
and often suppressed entirely – leaving only a glass transition – thus making
ionic liquids potentially accessible for specific applications below their melting
point.[48–53] The glass transition temperature was found by MacFarlane et al.
to be a weighted average of the pure values for the mixtures of [C2C1im][NTf2]
and [C2C1im][OTf] over the full composition range.[54] The same was found for
ternary mixtures of [C2C1im][B(CN)4] with the [C4C1py]
+ cation, though no
glass transition was found for low imidazolium concentrations.[53]
A possibility offered by Dunstan and Caja is creating two ionic liquids that
melt above room temperature, using recrystallisation to purify them, and then
mixing them at their eutectic composition to create a highly pure ionic liquid
mixture. For mixtures of [C2C1im][PF6] and [C2C1pz][PF6] this brought the
melting point down from 61℃ and 79℃ respectively to 23℃ at a composition
of 47% (n/n) of the imidazolium salt.[55] A eutectic mixture was also found for
[C3C1py][NTf2] and [C3C1py][FSI].[56]
Eutectic mixtures were found for a wide range of mixtures containing up to five
different ions from a variety of quaternary ammonium cations with [NTf2]
– and
[BF4]
– anions. While further depression of melting points was possible by adding
additional ions to the mixture, the most pronounced effect was found for the
addition of the first newly introduced ion, irrespective of whether an anion or a
cation was added. So was the eutectic point for the mixture of [N2222][NTf2] with
[N4444]
+ found to be 40℃ below the lower melting pure compound. Addition
of [N1111]
+, [N3333]
+ or the tosylate anion to the eutectic mixture lowered the
melting point further by 14℃, 11℃ and 22℃ respectively.[57]
As a direct opposite to that, mixtures of two ionic liquids were found to undergo
a salt metathesis in which one of the products is a solid. These systems can then
form a stable gel-like structure in which the largely pure solid is suspended in a
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very fine powder form in the liquid without undergoing full phase separation for
months.[58]
While it is possible to crystallise pure [C4C1im]Cl from [C4C1im][PF6],[59]
indications for a solid solution have been found for mixtures of [C2C1im][NTf2]
and [C6C1im][NTf2].[60]
Classical chloroaluminate based ionic liquids show a relatively well understood
phase behaviour due to formation of different aluminium species.[5] As more
AlCl3 is added to a chloride salt of a suitable cation, systems up to 50% (n/n)
AlCl3 can be considered ternary mixtures of the common cation with a mixture
of chloride and [AlCl4]
–. For systems richer in aluminium, further complex
formation occurs and they can be considered mixtures of [AlCl4]
– and [Al2Cl7]
–
up to a point (∼ 0.67% n/n) where species richer in aluminium start to appear.
AlCl3 + Cl− −−⇀↽− [AlCl4]− (C 2.1)
AlCl3 + [AlCl4]
− −−⇀↽− [Al2Cl7]− (C 2.2)
The full composition series can therefore be considered not one mixture, but
two mixtures overlapping at a common point at 50% (n/n) AlCl3, the pure
[AlCl4]
– salt. Consequently a eutectic mixture with suppression of crystallisation
can be found at both sides of the equimolar mixture at approximately 35% and
65% (n/n) AlCl3.[52]
Mixtures of [C4C1py][NTf2] and AlCl3 show a series of different phase separa-
tions depending on composition, going from one phase over a two-phase region
to one phase for nearly equimolar ratios to two phase at equimolar mixtures
of [C4C1py][NTf2] and [AlCl3]. This could partly be attributed to a series of
equilibria involving a series of species of the form [AlClx(NTf2)4-x]
–. Due to this
speciation, aluminium deposition was possible from some phases and certain
mixtures, even though this is known not to occur for [AlCl4]
– in chloroaluminate
ionic liquids.[61] In further work on mixtures of [C4C1pip][NTf2] with AlCl3,
evidence for similar species formation could be found, and the species active in
electrodeposition of aluminium was identified as [AlCl3(NTf2)1]
–. Furthermore it
was found that through temperature the equilibria could be influenced such that
deposition of aluminium was possible from compositions that did not allow so at
room temperature.[62] Similar results were found by Endres et al. for mixtures of
[C2C1im][NTf2] or [C4C1py][NTf2] with AlCl3.[63]
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Similar to chloroaluminate ionic liquids, speciation is also known for chloro-
indate ionic liquids. In mixtures of [CnC1im]Cl with InCl3 the indium species
were found to be more highly charged in the basic regime, such as [InCl6]
3–,
and no species richer in indium could be identified for acidic mixtures, as
these precipitated InCl3. The basic mixtures however equally show eutectic
behaviour.[64] Speciation could also be identified for other chlorometalates based
on gallium and zinc.[65,66]
Mixtures of [CmC1im][NTf2] and chloroform show different phase separation
behaviour for different values of m. This is not only the case for integer values
of m, but could also be shown two have a smooth transition for broken values,
using mixtures of [C4C1im][NTf2] and [C5C1im][NTf2].[67]
While not a mixture as such, it is necessary to mention the existence of non-
miscible ionic liquids. These are often pairs of short chain imidazolium based
cations versus long chain phosphonium based ionic liquids, such as [CnC1im]Cl
and [P6,6,6,14]Cl with n < 6.[68,69] Replacing the chloride ion with the bulkier
[NTf2]
– however makes mixtures with n = 4 fully miscible.[49] For these mixtures
∆H of dissolving the imidazolium salt in the phosphonium ionic liquid is usually
small, as the main interaction of each ion is with another ion of the opposite
charge, and no new combinations are available. The corresponding ∆S however
is significantly negative, thus preventing mixing.[68]
Biphasic systems of two pure ionic liquids contain at least three, potentially four
species if all ions are different. Under these circumstances the partition coefficients
can be significantly different for ions of the same liquid.[68] Furthermore the
phase separation can be fine-tuned by adding a third ionic liquid, thus mixing
up to six ions. Even though not devised for concentrated electrolyte systems,
the non-random two-liquid equation shows good predictive power for the phase
behaviour of ionic liquid mixtures.[49]
In evaporation experiments on a mixture of [C2C1im][NTf2] with [C8C1im]
+
(0.05:0.95 n/n), the heats of evaporation for the species from the mixture were
found to be the same as for the pure components, thus obeying Raoult’s law.[43]
2.3.2. Structure
The analysis of optical Kerr effect (OKE) spectra for mixtures of ionic li-
quids by Quitevis et al. showed qualitatively different behaviour for different
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Figure 2.2.: Simplified structure of an ionic liquid mixture. Reprinted with
permission from [71]. Copyright 2008 American Chemical Society.
mixtures.[70,71] OKE spectra are governed by the intermolecular vibrational modes
and are usually not additive for mixtures even of non-interacting liquids,[72] how-
ever for mixtures of [C5C1im]Br and [C5C1im][NTf2] almost perfect additivity
was found,[70] while the same did not apply to mixtures of [C5C1im][PF6] and
[CF3CO2]
–.[71]
Quitevis et al. argue that any non-additivity would have to arise from cross-
interactions between the mixed species and that perfect additivity was therefore
a sign that only interactions occur that are present in the pure liquids as well.
In a simple description of ionic liquids as one-to-one ion pairs, neglecting
anion–anion and cation–cation contacts for electrostatic reasons, both possible
combinations of ion pairs in these mixtures are already present in one of the pure
liquids; one might therefore expect perfect linear mixing of the pure spectra.
In the bulk ionic liquid phase however, every cation is in contact with a number
of anions. The intermolecular modes of a cation are thus governed not by one
anion, but by a number of anions, not necessarily all equal. Thus indirect anion–
anion contacts are formed that can be expected to cause cross-interactions of
species that are only possible in the mixture, thus making the spectra of mixtures
non-additive.
Quitevis et al. propose that in the case of the Br–/[NTf2]
– the size difference
is so significant that no efficient packing of both anions in the same spatial region
is possible, thus causing micro-separation into block-copolymers with relatively
few ‘intersections’ at which the different species interact. In contrast, [PF6]
– and
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[CF3CO2]
– are of similar size, thus creating a largely random mixture with many
such indirect anion–anion interactions, thus making these spectra non-additive
as shown in figure 2.2.
For ternary mixtures of [C4C1im][NTf2] with the bromide ion, the mid-IR
spectra were found to be non-additive for the [NTf2]
– related bands, thus not
supporting an almost full spatial separation. The same was found to be true for
the anion related bands of ternary [C4C1im][PF6]/[C4C1im][BF4] mixtures and
mixtures of [C4C1im][PF6] with chloride.[73]
An interpretation similar to that by Quitevis et al., in terms of possible and
impossible cross-interactions was used for molecular dynamics calculations by
Canongia Lopes et al.[74] In these, 1:1 (n/n) mixtures of [C2C1im][NTf2] and
[C6C1im][NTf2] were compared with the results found for pure [CnC1im][NTf2]
(n = 2,4,6).
For the interactions where no cross-interactions would be expected – namely
anion–anion and anion–cation interactions – no significant difference was found
for the radial distribution functions (RDF) between the mixture and the pure
compounds, with the mixture being most similar to the n = 4 pure liquid,
however with all four systems very similar to each other.
The cation–cation interactions however offer the possibility for cross interac-
tions. The RDFs for the imidazolium rings could be expected to be very similar,
as these remain largely unchanged by the nature of the side-chain. The RDFs
of these however did not allow a clear interpretation, though the cation-cation
interaction between different species yields a significantly weaker signal than the
cation–cation interactions between equal ions.
As it is known that in long chain imidazolium based ionic liquids micro phase-
separation occurs, the RDFs between the methyl groups at the end of the side
chains were analysed. For the mixture it turned out that the contacts between
equal cations were almost super-imposable with the corresponding RDFs for the
pure compounds. The cross signal was of weak intensity, slightly more intense
than the signal for ethyl-ethyl contacts, but significantly weaker than the signal
in the butyl substituted pure ionic liquids. This is consistent with the formation
of non-polar domains according only to the length of the side chain, not to the
overall volume occupied by the aliphatic chains. In other words the ethyl groups
remain dispersed in the polar framework as they would in the pure liquid and
are not dragged into the non-polar domains formed by the hexyl groups.[74]
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Figure 2.3.: Simplified structure of the double layers formed in [N1,n,n,n][NTf2].
[76] – Reproduced by permission of the PCCP Owner Societies.
In an ab-initio molecular dynamics calculation by Kirchner et al., mixtures of
[C2C1im][SCN] with [C2C1im]Cl were calculated. For both pure liquids it is well
established that the main anion–cation interaction takes place through the most
acidic C2 proton of the imidazolium ring, with less pronounced contact through
the two equivalent protons at the back of the ring. This is well reproduced by
the RDFs of the pure liquids, with the intensities of the first peak following the
order H2 > H4 ∼ H5.[75]
For the 1:1 (n/n) mixture however, this was not found to be the case for
both ion pairs. While the qualitative results did not change for the chloride ion,
the relative order inverted for the thiocyanate ion to H4 ∼ H5 ∼ H2. This is
indicative of the different ions competing for the available sites of interaction in
the form of chemical equilibria, with the chloride ion as the more H-bond basic
species replacing the thiocyanate ion at the most acidic position.
In an X-ray diffraction study of mixtures of [N1nnn][NTf2] (n = 4,6,8) a
structure of interdigitated bi-layers was found for all three pure ionic liquids,
with a constant ratio of interdigitation vs. thickness of the non-polar layer, the
thickness a linear function of n and the two other correlation distances, both
properties of the densest packing of charged head groups in a layer, remaining
unchanged (figure 2.3).[76]
For the mixtures of the ‘adjacent’ pure liquids, i.e. n = 4 with n = 6 and
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n = 6 with n = 8, the two latter distances remain constant as well, however the
distance from one layer to the next increases linearly, with the pure compounds
and the mixtures falling on one function, indicating a smooth transition with no
preference of any cation species for a specific position.
For mixtures of [C6C1im]Cl with [C10C1im]Cl, a smooth transition of the
correlation lengths was found as well, however with a significant positive deviation
from ideal linear behaviour, indicating a preference for larger non-polar structures
and not falling on the same line as the [C8C1im]Cl data point.[77]
For mixtures of the protic ionic liquids [N2HHH][NO3] and [N5HHH][NO3] such
a linear transition could not be found either.[78] While the peak assigned to the
non-polar regions indicates larger distances for the pentyl based liquid as opposed
to the ethyl based one, the mixtures show only a small drop in correlation
length for molar concentrations of up to ∼ 50% [N2HHH][NO3], followed by a
relatively steep decline for higher concentrations, together with the decline in
peak intensity, indicating a lower degree of ordering. This is indicative of the long
chained cations forcing open the non-polar regions, big enough to accommodate
the alkyl chain. These however collapse at a too low concentration and the
structure is then dominated by the less ordered and smaller non-polar domains of
the ethyl based ionic liquid. From an entirely qualitative point of view this could
be similar to the behaviour of surfactants in a polar solvent, where a certain
critical concentration is necessary to form larger structures like micelles, and thus
properties like surface tension often show two separate linear regimes differing in
slope depending on the concentration of solute.
Considering the intensity of the first peak in SAXS/WAXS studies, a measure
of order related to the non-polar regions, an approximately linear relationship
between the intensity and the molar composition is found for small absolute
changes ([N2HHH][CHO2]/ [N(2OH)HHH][CHO2], [N2HHH][NO3]/ [N2HHH][CHO2],
[N5HHH][CHO2]/ [N(5OH)HHH][CHO2]) however a potentially logarithmic change
is found for [N5HHH][NO3]/ [N(5OH)HHH][NO3], with the system ‘preferring’ lower
degrees of order. The qualitative behaviour could however equally indicate a
sudden change in the microscopic structure of the IL mixture with two linear
regimes.[78]
For the activity of the [C8C1im]
+ cation in a water saturated mixture with
[N6666][NTf2], slight deviations from Raoult’s law were found. A qualitative
change in the dependence of the activity coefficient on the composition was found
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at 30% (n/n) of the imidazolium salt, indicative of a change in the microstructure
of the mixture. It is unclear what constitutes this change.[79]
A similar result was found for water-saturated mixtures of [N7777]
+ and
[C14isoquinolinium][NTf2] where a change in the slope of the water-IL surface
tension was found at ammonium concentrations of ∼ 10% and ∼ 80%, indicating
a change in the structure of the IL liquid phase.[80] While the authors cannot
offer a conclusive explanation for their findings, they consider a simple micelle
formation unlikely.
For mixtures of surfactant-like with more polar ionic liquids, indications for
aggregate formation have been found. The critical aggregation concentration
was approximately 10 - 100 times larger in ionic liquids than in water.[28,81]
Mixtures of [C16C1im]Cl or [C16C1im][BF4] in ethyl-ammonium nitrate showed
different surface tensions depending on the anion of the imidazolium salts for
concentrations up to 8% (w/w), the whole concentration range analysed. This is
taken as an indication that specific ion effects lead to a higher concentration of
the two ions close to the surface despite the high concentration of nitrate anions
present.[81]
The behaviour of non-ionic surfactants in mixtures of ionic liquids can be
‘fine-tuned’ over a wide range by changing the composition of the mixture.[82] Hexa-
methylene-alkyl ethers were found to be insoluble in [C2C1im][BF4], while showing
no aggregation in [C6C1im][BF4]. Mixtures however showed decreasing critical
micelle concentrations (cmc) and growing micelles with increasing concentration
of the ethyl substituted ionic liquid in the mixture. The estimated standard
free energy of micelle formation changed in a linear fashion with the molar
composition of the mixture, thus allowing the prediction of the cmc. Furthermore
indications were found in the NMR chemical shift of the protons for a stronger
interaction of the surfactant with the hexyl substituted cation than with the
ethyl substituted one, indicating preferential solvation.
For mixtures of [C4C1im][NTf2] with [C4C1im]I perfect additivity was found
for the UV absorption and IR spectra, indicating a spatial closeness of the
[C4C1im]I ion pair that is equally pronounced in the mixture as in the pure
liquid.[83]
For the ternary mixtures of [C6C1im][BF4] with [C2C1im]
+, [C6C1im][BF4]
with [C4C1im]
+, [C4C1im][BF4] with [PF6]
– and [C4C1im][BF4] with [MeSO4]
–,
the excess enthalpies of mixing were measured and were found to be between
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+400 J/mol and −400 J/mol. They were positive for mixtures with a common anion
and negative for systems with a common cation, indicating loss of interactions in
the former and stronger intermolecular interactions in the latter case.[84]
Berg et al. used Raman spectroscopy to analyse the conformers of [C6C1im]
+
in mixtures of the chloride and [PF6]
– salts. While it is known from the crystal
structure that the chloride ion forms H-bonds to the aliphatic side-chain, and
the [PF6]
– ion is considered to be very weakly H-bond accepting in ionic liquids,
the conformation of the hexyl chain remained constant over the full range of
compositions.[85]
For the phase interface between a mercury electrode and a mixture of
[C2C1im][BF4] with [C8C1im][BF4], preferential interaction of the octyl-group
with the electrode and consequently enrichment of the corresponding cation could
be found.[86] However no such enrichment could be found on the surface of a
mixture of [C2C1im][NTf2] with [C12C1im]
+ in X-ray photoelectron spectroscopy
studies.[87]
2.3.3. Density
In a first extensive work on the excess volumes of ionic liquid mixtures, Canongia
Lopes et al. analysed mixtures of the type[CmC1im][NTf2]/[CnC1im][NTf2] and
the mixtures of ionic liquids based on [C4C1im]
+ with [NTf2]
–, [BF4]
– and [PF6]
–
regarding their volumetric properties. All of these mixtures were found to have
nearly ideal, linear mixing behaviour of their molar volumes.[88]
Videal = χV1 + (1− χ)V2 (2.5)
The remaining deviation VE = Vexp − Videal was found to be always positive,
always small – less than 0.1% of the volume – and essentially insensitive to pressure
and temperature. The excess volume was furthermore found to qualitatively
correlate with the size difference of the ions involved in the mixture, with larger
differences resulting in larger excess volumes.
The excess volumes of mixtures containing different chain-lengths were com-
pared to those found for mixtures of alcohols CmOH/CnOH and it was found
that the reduced excess volumes VE/Vexp plotted versus |m−n| were almost super-
imposable for both families of values. Furthermore Flory theory was employed
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to allow semi-quantitative analysis of the results, however a final estimation of
its applicability was not yet possible.[88]
In contrast to that, Romaní et al. found negative excess volumes of the same
order of magnitude for a series of mixtures.[84] These were [C6C1im][BF4] with
[C2C1im]
+, [C6C1im][BF4] with [C4C1im]
+ and [C4C1im][BF4] with [MeSO4]
–.
As the corresponding cation mixtures were not included in the work of Canongia
Lopes et al. it is possible that they would form outliers in the linear correlation
found in that work, it seems however more likely that the different behaviour is
due to the variation in the chosen anion.
When considering the different compositions of [C2C1im]Cl with [AlCl3] as
two different mixtures for χ([AlCl3]) above and below 0.5, the resulting molar
volumes are approximately linear for both regimes, however deviations are more
pronounced than for ionic liquids without the potential for speciation.[52]
2.3.4. Viscosity
While not considered a mixture of ionic liquids at the time of writing, the work
by Seddon et al. on chloride impurities in [C4C1im][BF4] should be considered in
this context. An increase of the viscosity of the solution with increasing chloride
concentration was found, with an approximately logarithmic relation between
viscosity and concentration of the chloride salt (n/n).[89] The same could be
found for ternary mixtures of the lithium salt with [C2C1im][BF4].[48]
The viscosity of four series of ternary mixtures, [C6C1im][BF4] with [C2C1im]
+,
[C6C1im][BF4] with [C4C1im]
+, [C4C1im][BF4] with [PF6]
– and [C4C1im][BF4]
with [MeSO4]
–, was measured and compared to different mixing laws from
literature.[90] While simple linear mixing gave no qualitatively correct descrip-
tion of the experimental results, two other mixing laws gave very similar and
quantitatively good results.
One is the ideal Katti and Chaudhri mixing law, based on Eyring theory, and
using the viscosities and molar volumes of the pure compounds:[91–93]
log ηV = χ log(η1V1) + (1− χ) log(η2V2) + ∆g
E
RT
(2.6)
In Eyring theory, based on the rate constants for the diffusion of one molecule
into an adjacent hole in the liquid structure of the substance, it can be shown
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that using Planck’s constant h, the molar volume Vm and the molar Gibbs free
energy of activation of flow f , the viscosity can be written as:[92]
η = hNa
Vm
e
f
RT (2.7)
Assuming that the free energy of activation for a mixture is the linear combin-
ation of the corresponding energies of the pure liquids:
fmix
RT
= χ f1
RT
+ (1− χ) f2
RT
(2.8)
It therefore follows:
ln ηVm
hNa
= χ ln η1Vm,1
hNa
+ (1− χ) ln η2Vm,2
hNa
(2.9)
Allowing for an additional term due to non-linear mixing of the activation
energy, this gives rise to (2.6).
The other, similar, mixing law is the Grunberg and Nissan mixing law and
requires only the viscosities of the pure compounds:[94]
log η = χ log(η1) + (1− χ) log(η2) (2.10)
While not based on Eyring theory, (2.10) can be developed on its foundation
under the assumption of similar molar volumes of all species in the mixture.
Assuming linear mixing of the molar volumes, as often found for ionic liquids,
the difference between the Grunberg and Nissan (2.10) and the ideal Katti and
Chaudhri mixing law (2.6) is the following factor:
f · ηKC = ηGN (2.11)
f =
V χm,1V
1−χ
m,2
χVm,1 + (1− χ)Vm,2 (2.12)
As f < 1, the Katti and Chaudhri mixing-law will always yield lower viscosities
than the law developed by Grunberg and Nissan. However for a ternary mixture
of [C4C1im][OTf] with [NTf2]
–, f corresponds to a difference of 1.2% at a [OTf]–
concentration of 52.6%, and cannot be expected to exceed a few percent for the
40
2.3. Mixtures of ionic liquids
commonly used ionic liquids. This is however only true for mixtures of ionic
liquids that obey the mixing rule for density (2.5).
For most ionic liquids, both mixing laws give almost super-imposable results
and are in excellent agreement with the experimental data. While the excess
Gibbs molar free energy of mixing ∆gE is found to be small for the four mixtures,
it agrees qualitatively well with the sign of the four corresponding excess volumes,
leading to positive enthalpies for negative excess volumes, corresponding to less
than ideal viscosities for mixtures in which more free volume is available than to
be expected for an ideal mixture.[84,90]
In good qualitative agreement with the afore mentioned mixing laws, the
mixture of [C2C1im]Cl with [AlCl3] shows two linear regimes on the logarithmic
scale for mixtures above and below an equimolar composition.[52]
A third mixing law found to be in equally good agreement with the data for
mixtures of [C2C1im][BF4] and [C2C1im][dca] is the mixing law according to
Bingham, developed in analogy to electric resistors in a parallel circuit:[95,96]
1
η
= χ 1
η1
+ (1− χ) 1
η2
(2.13)
As these two liquids are however very similar in viscosity, none of the three
mixing laws gives significantly different results within the error of the experiment,
and indeed do half of the data points fall on the curve of the Grunberg and
Nissan mixing law, while the others seem to indicate the Bingham model. For
larger differences of the pure compounds however, the Bingham model would give
significantly lower viscosities for mixtures. This behaviour could approximately
be found for ternary mixtures of [C2C1im][AlCl4] with the corresponding lithium
salt.[97]
For the temperature dependence of the viscosity of IL mixtures, a Vogel-
Fulcher-Tamman behaviour was found, consistent with the results for pure ionic
liquids.[48]
η(T ) = η0e
B
T−T0 (2.14)
2.3.5. Conductivity
For the conductivity of mixtures, there is no clear description what would
constitute ‘ideal’ behaviour and therefore excess conductivity. MacFarlane et al.
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find positive deviation of the molar conductivity from a simple linear mixing rule
for mixtures of [C2C1im][NTf2] and [C2C1im][OTf] exceeding the value for the
higher conducting pure liquid.[54] According to the authors this can potentially
be explained by either a larger number of charge carriers or facilitated movement
of the charge carriers. As the self-diffusion constants did not change significantly
over the different compositions, MacFarlane et al. argue that only a reduced
amount of correlated ion movement can explain the increased conductivity.
A positive deviation from the linear mixing was also found for mixtures of
[C2C1im][BF4] and [C2C1im][dca], however confined within the conductivities of
the pure compounds.[95]
For mixtures of [C2C1im][BF4] and [C3C1im]Br, the conductivity was found
to be less than to be expected from simple linear mixing, however not less
than for the less conducting pure compound. No minima or maxima could be
identified, and the behaviour is largely logarithmic with only the pure bromide
based ionic liquid showing a significantly lower conductivity.[98] For mixtures
of [C2C1im][BF4] with [C2C1im][NTf2] a negative deviation was found as well,
however exceeding the conductivity of the less conducting liquid.[99]
A linear behaviour on the logarithmic scale was found for ternary mixtures
of [C3C1py][NTf2] with [FSI]
– and [C2C1im][B(CN)4] with [C4C1py]
+.[53,56] The
same was found for mixtures of cyano-substituted quaternary ammonium salts
with [C2C1im][NTf2] over a wide composition from the equimolar to compositions
high in the imidazolium salt, however a steep drop is found when going to pure
[C2C1im][NTf2].[100]
Mixtures of [C2C1im]Cl with [AlCl3] fall into two distinct regions with linear
behaviour on the logarithmic scale for acidic and basic mixtures.[52]
Mixtures of [C4C1py][NTf2] and [C3C1py][FSI] doped with 0.3M of Lithium
salts show approximately logarithmic behaviour in the room temperature region,
however not for temperatures below −10℃. For these temperatures below the
melting points of at least one of the pure components, the mixtures show
significantly higher conductivities. While no phase diagram was recorded, this
can be assumed to stem from the formation of a eutectic mixture.[101]
While the theoretical validity as a measure of ion association is under discussion,
the calculated ratio of measured bulk conductivity to predicted conductivity
from diffusion constants was calculated for the mixtures of [C2C1im][NTf2] and
[C2C1im][OTf] as well as the ternary mixture of [C2C1im][BF4] with the lithium
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salt. In the first case a tendency towards ratios higher than to be expected
from linear mixing was found,[54] while in the latter case no clear trend became
apparent.[48]
For the temperature dependence of the conductivity of IL mixtures a Vogel-
Fulcher-Tamman behaviour was found, consistent with the results for pure ionic
liquids.[48]
σ(T ) = AT−
1
2 e
− B
T−T0 (2.15)
2.3.6. Diffusion
For mixtures of [C2C1im][BF4] and LiBF4 the self-diffusion coefficients were
found to qualitatively exhibit the expected behaviour of slower self-diffusion
with higher viscosity on addition of the lithium salt.[48] The relative order of the
self-diffusion constants remains D([C2C1im]
+) > D([BF4]
−) > D(Li+) for all
mixtures, a reversal of what could be predicted from the van-der-Waals radii and
the Stokes-Einstein equation, however in line with what is known from pure ionic
liquids. The activation energies for diffusion, as calculated from the Arrhenius
plots, show a linear increase with the concentration of the lithium salt for the
diffusion of the imidazolium cation. The two other ions however show a maximum
for a LiBF4 concentration of 0.75mol/l and exhibit a parallel behaviour, taken as
an indication of mutual diffusion.[48]
For mixtures of [C3C1py][NTf2] and [C3C1py][FSI] the same qualitative result
could be found of the diffusion constants of the two anions changing in parallel
– with the [FSI]– always diffusing faster – and the cation showing a different
behaviour. The diffusion coefficient of the anions changes almost linearly on
a logarithmic scale with molar composition, with the less viscous liquid exhib-
iting faster diffusion. Opposed to that the cation shows a significantly less
pronounced acceleration and a small maximum near the composition of the
eutectic mixture.[56]
While no strict mixing rule is available for the diffusion in mixtures of ionic
liquids, the Stokes-Einstein relation is able to give an estimate of the self-diffusion
that can be expected for a given viscosity.
Dη = const. (2.16)
For the diffusion of iodine in mixtures of [C4C1im][BF4] and [C3C1im]I it was
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found that this equation did not hold, with the viscosity increasing almost 10
fold in an logarithmic manner when going from [C4C1im][BF4] to [C3C1im]I, but
the iodide diffusion slowing down by only 30%. This however is most likely not a
general property of this mixture, but a specific property of the (tri-)iodide being
able to move by a Grotthus-type mechanism.[102]
For mixtures of [C3C1py][NTf2] and [C4C1py][NTf2] the average diffusion
constants show a logarithmic change with the composition, however in propyl rich
composition the [C4C1py]
+ cation diffuses notably slower. This was attributed to
the larger cation having to diffuse through a phase rich in the smaller cation.[103]
2.3.7. Solvent–solute interaction
Solvatochromic probes are of potentially heightened interest for the analysis of
mixtures of ionic liquids, due to their necessarily microscopic nature. Variations
from ideal mixing and potential properties genuine only to IL mixtures that might
be relevant for reactions in such media and for the conceptual understanding of
these might therefore be accessible to such chemical probes that are not to the
bulk measurements of many physical methods.
Pandey et al. argue non-ideal behaviour could be induced by the probe molecule
itself, by either specific or non-specific interaction with the different solvent
molecules, thus enriching its solvation shell in a way that is not representative of
the bulk liquid. Alternatively the solvent itself could form ‘micro-heterogeneities’
which the probe molecule detects, but not causes.[104]
One case in which a strong deviation from the ideal behaviour was found
are solutions of pyrene (figure 2.4) in ternary and quaternary mixtures of
[C4C1im][PF6], [C4C1im][NTf2] and [C2C1im][NTf2]. The fluorescence spectrum
of pyrene is used as a measure of polarity, showing for all three possible mixtures
a strong deviation towards higher than expected polarities. It is noteworthy that
the polarity measured this way exceeds the value found for the pure compounds.
Figure 2.4.: Structure of pyrene.
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Another solvatochromic parameter set used by Pandey et al. were the Kamlet-
Taft parameters, using three dyes to calculate H-bond acidity, basicity and
general polarity/polarizability. While it could be expected that the polarity
parameter pi∗ would reflect the behaviour found for pyrene, this was not the
case, as largely linear mixing behaviour was found. The same was found with
pyrene-1-carboxaldehyde, indicative of the dielectric constant of a solvent. Very
little deviation from ideal linear behaviour was also found for the H-bond basicity,
due to the small differences between the ionic liquids employed. The H-bond
acidity however showed a strong deviation from linearity, deviating to higher
acidity, however not significantly exceeding the values for the pure liquids. This
is indicative of the dye ‘preferring’ the energetically more favourable interaction
with the more H-bond acidic species, without strong implications of a synergetic
effect of the mixture. Qualitatively the same results were found for the ET (30)
results, measured with the same dye but not corrected for polarity and thus
exhibiting stronger positive deviation.
For mixtures of [C2C1im]
+ based ionic liquids with amino acid anions, no
systematic behaviour of the Kamlet Taft parameters could be identified. While
Ala/Val mixtures show no significant change in polarity as represented by the pi∗
parameter, Asp/Lys as well as Glu/Lys show strong deviation towards higher
polarity, exceeding what can be found for the pure components. It seems likely
that this is due to the fact that Asp and Glu both contain acid functionalities,
while Lys carries an amine group, thus allowing chemical interaction between
the anions in the mixture.[105]
The H-bond acidity α is only given for the Asp/Lys mixture, showing a severely
reduced acidity with increasing amounts of Lys. While this can be rationalised
with the additional basic amine functionality of Lys, it is noteworthy that all
mixtures have a acidity at least as low as the pure IL, the mixtures at 75% and
87.5% (n/n) even lower than that.[105]
Kamlet Taft parameters were also measured for a series of 1:1 (n/n) mixtures
containing the ions [C4C1im]
+, [C6C1im]
+, [C4pyr]
+, [PF6]
– and [NTf2]
–. As
none of these ions differ strongly in their respective properties, the corresponding
results are to be analysed carefully, however they do seem to indicate a tendency
towards positive deviation from linear mixing. For the H-bond acidity and
basicity this can again be rationalised by the dye being more likely to interact
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with the ionic species it interacts the strongest with. There is however no obvious
explanation for the general polarity/polarizability.[106]
IR studies of water in ternary mixtures of [C4C1im][NTf2] with bromide and
of [C4C1im][PF6] with chloride, using the water modes to assign to which anion
hydrogen bonds were formed, a clear deviation from ideal behaviour towards
interactions with the halide ion could be found.[73]
1,3-Bis(1-pyrenyl)propane, used as a molecular probe for micro-viscosity,
shows a positive curvature of the viscosity for all mixtures of [C4C1im][PF6],
[C4C1im][NTf2] and [C2C1im][NTf2] for almost the full composition range, but
exhibiting a local maximum for compositions very rich in [C4C1im][PF6] or
[C2C1im][NTf2] (∼ 95%), overall indicating lowered viscosities for mixtures.[104]
Mixtures of [C4C1im][NTf2] with chloride in varying compositions have been
used as stationary phases in gas chromatography.[107] The system constants of
these stationary phases were then evaluated according to the following equation:
log k = c+ lL+ eE + sS + aA+ bB (2.17)
From a series of chromatographic retention factors k and well established
solute descriptors (L, E, S, A, B), the system constants could be evaluated.
The descriptors were the excess molar refraction (E), polarity/polarizability
(S), hydrogen bond acidity (A) and basicity (B) and the gas-liquid distribution
coefficient on hexadecane at 298K (L).
As the chloride ion is significantly more basic than [NTf2]
–, the mixtures differ
mainly in their H-bond basicity parameter a. This parameter changes largely
linear with the composition, with the mixture being increasingly basic for higher
chloride contents.
The other parameter changing significantly is the polarity parameter s, however
no similarly clear trend can be found (table 2.1).
Using these mixtures it was possible to improve the separation and reten-
tion for certain compounds, largely H-bond acidic short-chain alcohols that
interact only weakly with the [NTf2]
– ionic liquid. Some combinations such
as nitrobenzene/cyclohexanol exhibit a decreased resolution for intermediate
chloride contents and an inversion of relative retention times for high chloride
contents, due to the multi-parameter relationship between stationary and mobile
phase.[107]
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Table 2.1.: System constants for a stationary GC phase of a ternary
[C4C1im][NTf2]
––chloride mixture at 40℃ for varying chloride
contents.[107]
Cl % (n/n) c e s a b l
0 -2.70 0.22 1.89 2.16 0.56 0.59
21 -2.74 0 2.18 3.98 0.24 0.57
44 -2.80 0.11 2.00 4.63 0.44 0.59
62 -2.99 0.09 2.21 5.23 0.55 0.62
71 -2.85 0.22 2.20 5.61 0.22 0.55
88 -3.05 0.29 2.59 6.83 0 0.53
An analysis of the gas solubility of N2, CO2 and CH4 in mixtures of
[C2C1im][NTf2] with [C2C1im][BF4] could show that these obey the regular
solution theory (RST) framework and can be predicted based on the molar
volume of the mixtures. The data points thus obtained fall well onto the graph
for pure ionic liquids.[108] The selectivity for mixtures of CO2 with one of the
other gases however shows a notable dependence on the composition of the ionic
liquid mixture. While the selectivity is generally better, the lower the amount
of [NTf2]
– in the mixture – due to the lower molar volume – and can be well
predicted using RST, there is a sharp drop in the selectivity when going to pure
[C2C1im][BF4].[108]
CO2 is known to dissolve remarkably well in acetate based ionic liquids due to
the formation of a strong chemical complex. This is not true for the trifluoro-
acetate anion, which shows a significantly reduced CO2 solubility. For the
1:1 mixture of [C2C1im][OAc] and [C2C1im][TFA] the CO2 solubility can be
calculated to a good extent using a simple weighted average of the solubility in
the pure compounds.[109]
The Gutmann acceptor number, a measure of Lewis acidity established from
the phosphor NMR chemical shift of triethylphosphine oxide, was measured for
mixtures of [C8C1im]Cl with MCl3 (M = Al,Ga, In).[110] It was found to change
according to the metal species present at a given concentration for indium and
gallium, however remained constant for aluminium, as the interaction of the
metal with the dye was always enough to displace a chloride ion.
47
2. Literature review
2.3.8. Thermal stability
For mixtures of [C4C1py][NTf2] and [C3C1py][FSI] containing 0.3M of salt LiX,
thermo-gravimetric heating traces were recorded to analyse their decomposition
behaviour.[51] For X=[PF6]
– the decomposition seems to progress in two distinct
steps with the onset temperatures almost identical to the pure compounds. It is
likely that these are the two ionic liquids decomposing separately. For X=[NTf2]
–
mixtures containing up to 13.2% (n/n) [C3C1py][FSI] only one common decom-
position temperature was found, however for higher concentrations the same
step-wise decomposition of both ionic liquids occurs.
2.3.9. Application
Ionic liquids can be used as electrolyte in dye sensitised solar cells where good
transport properties for iodine species are necessary.[111] For optimum perform-
ance, a high concentration of iodide as well as high conductivity and diffusion
coefficients are required. Mixtures of ionic liquids are known to perform relatively
well in these systems, as the beneficial transport properties of iodide based ionic
liquids for I2 are combined by mixing with lower viscosity ionic liquids.[112–115]
A second approach is not to mix two ionic liquids that each provide one
property, but to mix two or more ionic liquids based on iodide that are not liquid
at the desired temperature, but show high conductivity above their melting
points. Provided these form a eutectic mixture, this high conductivity can be
combined with the inherently high iodide concentration, allowing the construction
of highly efficient solar cells.[116] These can be further mixed with low viscosity
ILs, combining both approaches.[117]
It is well documented that some ionic liquids, notably [C4C1im]Cl, can dis-
solve cellulose. However to use cellulose as a feedstock for industrially more
valuable chemicals, further processing is necessary, usually in the form of a
second independent reaction step. By using mixtures of [(C4SO3H)C1im][HSO4]
(3.5mmol) in [C4C1im]Cl (20 g) it was possible to implement this process in a
one-pot reaction, where the cellulose is dissolved by the chloride and the acidic
IL then catalyses a dehydration reaction.[118]
The addition of lithium salts to ionic liquids in battery applications has been
found to extend their electrochemical window.[119–121]
For application in batteries it is often necessary to employ additives together
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with the ionic liquid. These form a solid electrolyte interface covering the electrode
and protecting the ionic liquid. As only the electrode has to be covered, often a
critical concentration of the additive exists above which it is fully functional and
above which additional additive has no significant effect. For certain ionic liquids
like [C2C1im][FSI] however these additives are not necessary.[122] For mixtures of
this ionic liquid with the [NTf2]
– or [BF4]
– ion no critical concentration could be
found. The reversibility did however change pronouncedly with the concentration
and depended on the nature of the other anion, with the [NTf2]
– showing better
stability at lower [FSI]– concentations.[123]
O N+ O
O
Figure 2.5.: Structure of [SMK]+.
A mixture of [SMK][NTf2] (figure 2.5) and [C3C1py][NTf2] with added lithium
salt was used as the electrolyte in a lithium battery cell. While the pure spiro
salt successfully suppressed dendrite formation, the high melting point, poor
capacities and increasing passivation of the electrode prohibited its use, whereas
the pyrrolidinium salt by itself caused dendrite formation at the lithium electrode,
resulting in shorting of the cell.[120] The same was true for mixtures with less
than 0.2mol/kg of the spiro salt, however higher concentrations largely suppressed
dendrite formation while showing good cycling of the cell with high capacities.
From certain mixtures of [C4C1py][BF4] with [C3C1pip][NTf2], the deposition
of Mg was possible with an over-potential significantly lower and cycle numbers
significantly higher than for the pure liquids.[124]
The lipase-catalysed esterification of glucose with a fatty acid shows the highest
glucose solubility and initial enzyme activity for hydrophilic ILs, while showing the
highest enzyme recyclability in hydrophobic ILs. In mixtures of [C4C1im][NTf2]
with [OTf]– intermediate levels for solubility, activity and lifetime were found.[125]
Compared to an assumed linear mixing behaviour the solubility showed negative,
the initial activity positive and the recyclability strongly positive deviations, all
of them within the confinements of the pure solvents. However after the third
cycle, the 1:1 (V /V ) mixture showed the highest conversion rates due to the
beneficial combination of initial activity and stability over multiple cycles.
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For the enzymatic hydrolysis of penicillin it was found that the by-product
removal at a given pH value and thus the selectivity of the process could be
fine-tuned by varying the composition of a ternary mixture of [C4C1im][BF4]
and [C4C1im][PF6] when employed as an extraction layer.[126]
Katsuta et al. could show that the extraction characteristics of Pd and Pt
from hydrochloric acid solutions into hydrophobic protic ternary ionic liquid
mixtures could be fine-tuned by varying the ratio of the anions, either chloride
or [NO3]
– with [NTf2]
–.[127]
Ru-catalysed hydroformylation reactions in mixtures of [C4C1im][NTf2] with
chloride showed increasing conversion rates with decreasing chloride concentra-
tions indicating higher reactivity due to better solubility of the reactants. For
less than approximately equimolar amounts of chloride however, the yield of
the alcohol decreases again, potentially due to the aldol condensation of the
intermediate products.[128]
For the formation of metal organic frameworks in ionic liquids it could be shown
that the anion, even though not part of the final product, significantly influences
the resulting structure, with mixtures of anions adding an additional dimension
of freedom and yielding different structures from the pure ionic liquids.[129]
A relatively recent application of ionic liquid mixtures is the dispersive liquid-
liquid micro-extraction.[130,131] In this method a hydrophobic IL is injected
together with a hydrophilic IL into an aqueous sample, to form a dispersion in
which the large interface allows a rapid extraction of solutes from the water-phase
into the IL. Zhao et al. could show that such mixtures can not only be used
as an analytic tool, but that the extraction performance can be influenced by
varying the disperser as well as extraction solvent.
2.3.10. Overview
The analysis of the available literature on the topic shows that mixtures of ionic
liquids show a remarkable degree of predictability in many of their properties,
especially where bulk properties are concerned.
The prime examples for this are certainly density and viscosity, both repeatedly
found in very good agreement with their corresponding mixing laws, namely the
linear mixing of molar volumes and the linear mixing on the logarithmic scale of
viscosities. The only example where a significant deviation from this logarithmic
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behaviour was found involved the lithium cation, which is significantly smaller
than the other ions in the corresponding mixture, and would usually not be
considered a typical ion for the synthesis of ionic liquids.
While not easily predictable quantitatively, the phase transitions of mixtures
of ionic liquids show promising potential in terms of the formation of eutectic
mixtures. This could allow technical applications of ionic liquids that are normally
not accessible at the temperature of a given process or would allow to lower the
temperature, thus conserving energy, for a process that already exists. Especially
cations with short alkyl substituents might thus become accessible.
The conductivity of ionic liquids presents a somewhat less clear picture in terms
of what ‘normal’ behaviour would be. The majority of authors find approximately
linear behaviour on the logarithmic scale. While this finding can be accepted at
face value it is furthermore in good qualitative agreement with the Stokes-Einstein
and Nernst-Einstein equations as well as the hole theory-based interpretation by
Abbott[46] that both predict:
Λ ∼ 1
η
(2.18)
As the viscosity changes linear with composition on a logarithmic scale,the
conductivity can therefore be expected to do likewise:
log Λ ∼ − log η ∼ χ (2.19)
Of the available literature on the conductivity of mixtures, only two authors
find cases with significant positive deviation not only from logarithmic but also
from linear mixing. One is the mixture of [C2C1im][BF4] with [dca]
–.[95] While
the other two ions have both shown approximately logarithmic behaviour of their
mixtures in other studies, no other mixtures involving the [dca]– anion have so
far been published. It is therefore possible that the observed behaviour could be
related to specific properties of this anion.
The other mixture showing positive deviation from linear mixing is the mixture
of [C2C1im][NTf2] with [OTf]
–. MacFarlane et al. explain their findings by
properties that should be general to every ternary mixture, however no similar
behaviour is found for any other such system. Furthermore other mixtures with
similar ions have been analysed in subsequent work by other groups, and no
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analogous behaviour was found. It is therefore unclear what the cause of their
findings is.
An effect found for at least two mixtures is that while showing logarithmic
behaviour over almost the full composition range, a sudden drop in conduct-
ivity is found for one of the pure compounds. This was found to be the
case for pure [C2C1im]Br in its mixture with [BF4]
–[98] and more pronounced
for [C2C1im][NTf2] in mixtures with cyano-substituted quaternary ammonium
salts.[100] While an entirely different property, this could be related to a qual-
itatively similar behaviour of the CO2 selectivity in mixtures of [C2C1im][BF4]
with [NTf2]
– that show a steep change of selectivity for the pure [BF4]
– salt.[108]
Assuming no errors in measurement caused this behaviour, it might be indicative
of a structural change in the ionic liquid upon mixing it, and would therefore be
worth further investigation.
Structure in ionic liquid mixtures generally follows trends that are already
well known from the pure liquids with the formation of non-polar micro domains.
The formation of these domains, when mixing ionic liquids which show such
structures in the pure liquid with those that do not, seems to be comparable to
the formation of micelles in polar liquids, with a well defined on-set of structure
formation at a certain critical concentration. When two ionic liquids are mixed
that both show such structuring in the pure liquid, the transition is not always the
same. While always smooth, the change of X-ray diffraction parameters over the
composition of a mixture does not always fall on the same line as an intermediate
pure ionic liquid (i.e. a 50% (n/n) mixture of a butyl- with an octyl-substituted
ionic liquid does not always behave similar to a hexyl-substituted one).
For non-ionic surfactants in ionic liquid mixtures, the critical aggregation
concentration shows a smooth and predictable transition, as does the phase
separation behaviour with molecular solvents, thus allowing easy tuning of
separation behaviour and similar properties.
Due to the limited amount of data available on the self-diffusion constants
in mixtures of ionic liquids, it is difficult to give a precise assessment of their
behaviour. For the relative order of the diffusion constants at a given mixture
ratio, a similar picture emerges as for the pure liquids, with the cations diffusing
faster than the anions and the relative order within each group consistent with
the corresponding pure liquids.
On grounds of the Stokes-Einstein equation and in analogy to the conductivity
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of mixtures, a logarithmic change of the diffusion constants with the molar
composition can be expected. This is indeed found for some species,[56] or
averaged over all ions,[103] however single ions can show different behaviour.
Considering their interaction with solutes and especially solvatochromic probes,
mixtures of ionic liquids show a systematic behaviour that can mostly be ra-
tionalised in terms of preferential interaction of the dye with one of the ionic
species in the mixture. Even if no obvious rationalisation is available, often the
transition from one pure compound to another is smooth, allowing to interpolate
between data points.
The different applications of mixtures of ionic liquids clearly show that there
is a potential for them to optimise different processes and applications in a way
that allows a systematic approach to a problem at hand, resolving the need for
trial-and-error tests of a set of different ionic liquids. However especially in fields
such as electro chemistry and dye sensitised solar cells, not all effects observed
can yet be rationalised and thus fully harnessed.
As a conclusive view on the literature available on mixtures of ionic liquids, it
can be said that most properties change in a highly ordered and smooth fashion,
often allowing prediction, and if not prediction then extrapolation between
relatively few data points. Furthermore can the majority of non-ideal behaviour
be found to remain confined within the corresponding values of the pure liquids
and only in few cases can synergetic effects be found that allow mixtures to
extend the range of properties available from the pure substances.
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3.1. Kamlet-Taft measurements
The fact that the majority of chemical reactions on a laboratory as well as an
industrial scale are conducted within a liquid solvent medium, combined with the
fact that the list of possible liquids for such applications is essentially unlimited,
makes it necessary to be able to predict how certain properties will change or be
influenced by the solvent environment. One way of doing this is the the linear
solvation energy relationship (LSER), in which a property XY Z is related to
certain solvent properties:[132]
XY Z = XY Z0 + a · α+ b · β + s · pi∗ + · · · (3.1)
The Greek letters in equation (3.1) are suitably chosen properties of the solvent,
while the Latin letters describe how the property XY Z depends on them and
are thus a property of the process in question and independent of the solvent.
This property could for example be solubility, chromatographic retention times,
reaction rates, wavelengths of light absorption, NMR chemical shifts or a range
of other properties.[132]
The solvent descriptors – α, β and pi∗ in the example above – can be a range of
different properties, usually defined by inverting (3.1), thus measuring a property
like absorption wavelength of a dye, NMR chemical shift or retention time in
various different solvents and then using the data thus obtained to define a scale
on which to quantify solvent properties (vide infra).
The solvent scale used in this work is the parameter set by Kamlet and
Taft,[133–135] based on the longest wavelength absorptions of a series of solvato-
chromic probes. In this work the probes shown in figure 3.1 are used. The
Kamlet-Taft parameters are α for H-bond donor acidity of the solvent, β for
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Figure 3.1.: The dye set used in the measurements of Kamlet and Taft parameters.
N,N -diethyl-4-nitroaniline, 4-nitroaniline and Reichardt’s betaine
dye.
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Figure 3.2.: Scheme of the p→pi∗ absorption of N,N -diethyl-4-nitroaniline.
H-bond donor acceptor capability and pi∗ for polarity/polarizability of the solvent.
3.1.1. Solvent polarity/polarizability
To be able to measure the polarity/polarizability of a solvent by means of a
solvatochromic probe, the charge distribution of the probe is required to change
substantially on absorption of a quantum of light at a suitable wavelength.
Furthermore this optical transition has to be experimentally ‘suitable’ in terms
of the wavelength, which has to be higher than the cut-off of the majority of
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solvents, and in terms of clarity and intensity of the UV/Vis spectra it yields.
This is the case for N,N -diethyl-4-nitroaniline as illustrated in figure 3.2.
Under these circumstance the relative energy of the ground and the excited
state will depend on the capability of the solvent to stabilise charges/partial
charges and so will the wavelength of the absorption (XY Z in equation 3.1). It
is thus at least XY Z = XY Z(pi∗).
However even though the linear dependance and good correlation of the
absorption maximum with the solvent polarity is the first and most obvious
condition for a dye to be suitable for use in the Kamlet and Taft parameter
scheme, it is by itself not sufficient. As it can be taken from (3.1), the property
under scrutiny – in this case the optical absorption – can often depend on more
than one property of the solvent. To maximise the precision of the calculation,
it is however strongly desirable to keep the number of parameters involved to
a minimum. This is even more so in the case of establishing the parameter
scale in the first place, as any contamination of one parameter by others will
propagate to future applications. It is therefore strongly desirable to find a dye,
for which a · α = 0 and b · β = 0, which in other words does neither donate, nor
accept hydrogen bonds to or from the solvent or which’s optical absorption is
not influenced by such an H-bond formation.
While the N,N -diethyl-4-nitroaniline dye presented in figure 3.1 does not carry
any significantly acidic protons, it could potentially accept H-bonds through
the oxygen of the NO2-group, though not through the lone-pair of the amine
functionality which is deactivated due to the electron withdrawing effect of the
NO2 substituent.[135] This effect however is apparently too weak to significantly
influence the solvatochromic shift. It was found that a · α ≈ 0 and therefore:
νdye = ν0,dye + spi∗ (3.2)
This was not only true for N,N -diethyl-4-nitroaniline, but also a wide range of
other dyes.[135]
To establish a scale, the absorption maxima of 7 dyes (remaining 6 shown
in figure 3.3) were measured in a wide range of solvents. Furthermore was
pi∗ = 0.000 defined for cyclohexane and pi∗ = 1.000 defined for dimethyl sulfoxide.
The errors of the seven linear functions were then simultaneously minimised, thus
yielding a set of well defined pi∗ values for a diverse group of solvents ranging
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Figure 3.3.: Remaining 6 dyes initially used to define pi∗.
N
H H
N
OO
N+
H H
N
O-O
hν
Figure 3.4.: Scheme of the p→pi∗ absorption of 4-nitroaniline.
from hexane (pi∗ = −0.081) to formamide (pi∗ = 1.118) that can be used as
references to establish new correlation functions for new dyes.[135]
3.1.2. Solvent H-bond basicity
The next property in the Kamlet and Taft scheme is the H-bond basicity β.
While it is in principle possible to devise a scale for H-bond basicity that is in
strict analogy to the structure of the pi∗ scale, no dye is available to yield a
solvatochromic shift that depends solely on the H-bond basicity of the solvent,
νdye = νdye(β). All available dyes were strongly influenced by the polarity and
polarizability of the solvent as well, therefore νdye = νdye(β,pi∗). One such dye is
4-nitroaniline (figure 3.4).
As it can be taken from the chemical structure of the dye, it is capable of
donating H-bonds from its amine functionality to a potential H-bond basic solvent.
This will then result in a stabilisation/de-stabilisation of the excited relative to
the ground state and thus the H-bond basicity of the solvent directly influences
the solvatochromic shift of the dye. As might however be suspected from the
great chemical similarity between 4-nitroaniline and the pi∗ dye N,N -diethyl-4-
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nitroaniline, the solvatochromic shift depends on the polarity and polarizability
of the solvent as well.
Mathematically it would be possible to calculate an equation similar to νdye =
ν0,dye + bβ + spi∗, working out the dependence of the absorption maximum on
pi∗ and then defining a β scale from a modified equation such as νdye − spi∗ =
ν0,dye + bβ. While this would be theoretically possible and chemically sensible,
it is not ideal, as the pi∗ scale is the result of averaging multiple dyes, and it
can thus not be guaranteed that the dependence of the β-dye’s absorption on
polarity is exactly the same as the averaged pi∗ dyes’ absorption.
To avoid this problem, it is possible not to use the final pi∗ values, but the
raw absorptions of the dyes. Due to the strong chemical similarity between the
two dyes used for the two scales,1 it can be assumed that the polarity effects on
the absorption of both dyes are closely related and any difference between the
two thus – as precisely as experimentally possible – includes, and only includes,
H-bond acceptor effects of the solvent.
Plotting the absorption maxima of 4-nitroaniline versus N,N -diethyl-4-
nitroaniline in a series of non H-bond accepting solvent such as hexane, benzene
or CCl4 does indeed yield a straight line with good correlation. It is thus pos-
sible to calculate the absorption maximum of 4-nitroaniline from the absorption
maximum of N,N -diethyl-4-nitroaniline and thus from pi∗ in any solvent, under
the assumption that no H-bond formation from the dye to the solvent occurs.
Any occurring deviation ∆∆ν from this line can therefore be regarded as a
measure of H-bond basicity of the solvent:
νcalc = a · νpi∗,dye + b (3.3)
∆∆ν = νcalc − νexp (3.4)
As the plot of ∆∆ν versus the H-bond basicity parameter β will necessarily
have to go through the origin, as a zero deviation is defined from non-H-bond
accepting solvents, only one additional point is necessary to define a β scale. The
H-bond basicity of hexamethylphosphoramide was thus defined as β = 1.000.
The H-bond basicity is thus a linear function in ∆∆ν:[133]
β = a ·∆∆ν (3.5)
1More than one such pair is available.
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Figure 3.5.: Graphic representation of calculating β.
To get an accurate measurement it is therefore necessary to measure the
absorption of two, chemically similar, dyes in the respective solvent and then
calculate the deviation in the absorption of the H-bond donating dye from the
predicted absorption based on the non-donating dye and calculate the H-bond
basicity from there. A visual representation of this process is given in figure
3.5, with the series of non-hydrogen-bonding solvents and the H-bond accepting
solvents HMPA and butyl ether.
While this yields a precise definition of β it is not a unique definition, as
the values calculated from different dye pairs will differ. This difference is
however very small for most solvents, thus allowing either averaging over multiple
measurements using different dyes or using a single dye set consistently.
3.1.3. Solvent H-bond acidity
The third and last Kamlet-Taft parameter is the H-bond acidity α. This could in
principle be defined in strict analogy to β, as the available dyes show absorptions
depending on the H-bond acidity as well as the polarity, νdye = νdye(α,pi∗).
However as no equally analogous pair of dyes exist for α and pi∗ as it does for β,
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chemically less similar dyes had to be employed in the definition that otherwise
is very similar to that of the β scale, with methanol providing the reference point
of α = 1.000.[134]
As in practice the assumption of similar reactions to the polarity of the
α and the reference dye is less rigidly true for the chemically different dyes
than it is the case for the β scale, and as the pi∗ dye used in our group is not
included in the initial set of calculations by Kamlet and Taft,[134] an alternative
definition introduced by Marcus is used.[132] This definition is not based on the
raw absorption data of a specific reference dye, but on the pi∗ value calculated
from this, thus allowing the usage of any suitable pi∗ dye with Reichardt’s dye to
calculate α.
3.1.4. Kamlet-Taft parameters in ionic liquids and ionic liquid
mixtures
As might be expected from a purely electrostatic point of view, the H-bond
acidity of ionic liquids mainly depends on the nature of the cation, while the
H-bond basicity mainly depends on the anion, with the pi∗ value close to unity
and often not changing strongly from one ionic liquid to another.[136]
Even though they are a conceptually significantly different class of solvent when
compared to molecular solvents, ionic liquids can still be treated equivalently
in the framework of Kamlet and Taft parameters and even fall on the same
correlation functions when calculating an LSER,[137] as long as no specific charge
interactions are involved in the reaction.[3,138]
As to whether Kamlet-Taft parameters are meaningful for mixtures of solvents,
strictly speaking this has to be denied. As with all measurements based on probe
molecules, what is measured is not a property of the solvent, but a property of a
solute in a solvent and their interaction with each other. It is thus possible that
a solvent is ‘perceived’ by one solute in a way that is qualitatively significantly
different from how the solvent interacts with another solute, for reasons such as
specific steric compatibility or other specific interactions between solvent and
solute.
While this possibility is real for pure solvents and one of the reasons why the
parameters calculated for the same solvent differ from one dye set to another,
this is even more so for mixtures of solvents. In a mixture it is always possible
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that spatial heterogeneities form from the solvents themselves, due to favour-
able interaction of one of the solvents with itself, ultimately resulting in phase
separation. Furthermore it is possible that even microscopically homogeneous
solvent mixtures become non-homogeneous on the introduction of a solute, a
heterogeneity by itself. If therefore the solute interacts significantly stronger
with one solvent than with the other, its solvation sphere can be enriched in that
solvent to an extent that is not representative of the bulk.
Under these circumstances the property measured is even more likely to not
be descriptive of the solvent, but only a property of the specific solute in the
solvent. The results could thus only be transferred to chemically very similar
solutes and would be meaningless in terms of their predictive capabilities for a
wider range of systems.
This problem is even more pronounced for the measurements of α and β,
as these depend on two dyes each that could potentially enrich their respect-
ive solvation shells differently, thus making the calculated properties even less
meaningful.
This does however not mean that measurements of Kamlet-Taft parameters in
mixtures of solvents, or ionic liquids specifically, are meaningless or impossible
to interpret. This is especially true, as the microscopically least well defined
parameter, pi∗, is relatively constant from one ionic liquid to another, thus limiting
the problems arising from that angle. The two remaining parameters α and β
however are fairly well characterised in terms of their microscopic and chemical
origin, thus allowing interpretation in terms of complex formation and reaction
equilibria.
All that is necessary is to keep in mind that the property measured is not a
property of the ionic liquid or the ionic liquid mixture, but a property of the
system, of ‘everything in the flask’ and this fact has to be accounted for in the
interpretation of the results.
3.2. Conductivity measurements
While consisting only of charge-carriers, ionic liquids are not as highly conducting
as aqueous salt solutions of comparably lower charge carrier concentration, due
to their high viscosity. Furthermore measuring their conductivity is not entirely
straight forward, as they can not be described as a simple resistor, but are best
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Figure 3.6.: Circuit diagram of an ionic liquid in a conductivity cell.
represented as a parallel circuit of a resistance R and a capacitance C, resulting
in a complex impedance (figure 3.6).[139]
The capacitance C is due to spatial and vibrational polarisation effects of the
ionic liquids, while the resistance R is due to the transport of charge and the
property of interest for the measurements conducted in this work.
For an electrical circuit of a parallel capacitance and resistance the resulting
complex impedance Z at a given angular frequency ω is:
1
Z(ω) =
1
R
+ iωC (3.6)
This can be split up in a real contribution Z ′(ω) and an imaginary contribution
Z ′′(ω):
Z ′(ω) = R1 + (ωCR)2 (3.7)
Z ′′(ω) = − ωCR
2
1 + (ωCR)2 (3.8)
In theory it would thus be possible to measure at very low frequencies, where
Z ′′ ≈ 0 and Z ′ ≈ R. In a real system however the electrodes used to measure the
conductivity show capacitive behaviour as well, due to the formation of a double
layer, thus increasing Z ′′ again in an approximately linear fashion. However
when plotting Z ′′ against Z ′ in the so-called Nyquist plot as shown in figure 3.7,
between this linear regime and the semi-circular region at higher frequencies, a
minimum indicates the value of the resistance R and can be extrapolated from
the available data.
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Figure 3.7.: Idealised representation of the Nyquist plot of an ionic liquid.
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Figure 3.8.: Schematic representation of the PGSE experiment.
3.3. Diffusion measurements
The diffusion in a system is often described by Fick’s law, in which J is the
flux of molecules moving through a ‘window’ in space in a given amount of
time, in mol/m2s due to a gradient of concentration c along a direction in space x
perpendicular to the ‘window’.
J = −D ∂c
∂x
(3.9)
The coefficient D is the diffusion coefficient, describing how fast one species
diffuses into another. In pure liquids this coefficient is the so-called self diffusion
constant, describing the mobility of the molecules in a system and how fast the
liquid or gas diffuses into itself.
The NMR experiment used to measure the diffusion coefficient is a variation
of the pulsed gradient spin echo (PGSE) experiment, shown in figure 3.8.[140]
In a normal spin echo experiment, the NMR active cores are first subjected
to a 90° pulse, turning the vector of the magnetisation in the x,y plane of the
rotating reference frame. Due to local inhomogeneities of the magnetic field, the
different protons precess at slightly different Larmor frequencies, thus slowly
losing coherence and overall magnetisation.
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If the 90° pulse is followed by a 180° pulse after a short delay, thus rotating
the vector of magnetisation, the process of losing coherence is reversed, with the
system reaching full coherence again, thus creating a measurable NMR signal,
the so-called spin echo.
If the sample is subject to an additional spatial magnetic gradient, this briefly
changes the Larmor frequency of every nucleus in accordance to its spatial
position, thus giving the vector of magnetisation a spatial information.
If the 180° pulse is followed by an identical gradient pulse, this can reverse the
effect of the first pulse, thus leaving no resulting effect on the spin echo. This
however is only true, if the nucleus in question did not move during the time
span between the two gradient pulses. If the spatial position, or more precisely
the magnetic field, is different at the moment of the gradient pulse, the effect is
not entirely reversed. The system will therefore not reach full coherence anymore
and the resulting spin-echo will be of decreasing intensity the more mobile the
nuclei – and thus the molecules – are.
The intensity of the spin echo signal can now be calculated as follows:[141]
ln IG
I0
= −γ2δ2G2
(
∆− δ3
)
D (3.10)
When plotting ln IGI0 against a series of gradient strengths G
2 it is thus possible
to calculate the diffusion constant D from the slope of the resulting linear
function.
While the PGSE experiment is conceptually relatively simple to understand,
its performance is not optimal for diffusion measurements of ionic liquids and it is
thus replaced by a similar, but more complicated pulsed gradient stimulated echo
(PGSTE) experiment.[103] In this experiment the 180° pulse is replaced by one
90° pulse immediately after the first gradient and a second 90° pulse immediately
before the second gradient. The details of this method and the differences are
discussed in more detail in reference [103].
3.4. Viscosity measurements
The viscosity η of a liquid is defined as the ratio between shear stress σ and the
shear rate γ˙:[142,143]
σ = ηγ˙ (3.11)
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ɣ
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Figure 3.9.: Schematic drawing shear stress and shearing for a sample (grey).
The shear stress is herein defined as the force per area applied to the surface
of a sample perpendicular to the normal of that surface:
σ = F
A
(3.12)
The shear rate is defined as the change of velocity perpendicular to the normal
of the surface through the thickness of the sample:
γ˙ = dvxdy (3.13)
As shown in figure 3.9 this can be visualised as the force that is needed to
move two plates with a lubricating liquid layer between them against each other
at a certain velocity. The viscosity η is therefore a measure for the ‘liquidity’ of
a fluid, or the ease of flow.
Depending on the behaviour of η, fluids can be classified in different categories.
In the simplest case, η is only a function of temperature and pressure and remains
constant for all shear rates, making γ˙ and σ perfectly proportional. This is the
case for all ionic liquids in this work2 and is referred to as Newtonian behaviour
(label ‘a’ in figure 3.10).
This is however by no means the case for all fluids, as for some of them the
viscosity increases with increasing shear rate (shear thickening, label ‘b’ in figure
3.10) and for some the viscosity decreases (shear thinning, label ‘c’ in figure
3.10). Other substances will show solid like behaviour up to a certain shear stress
and then liquify and show Newtonian behaviour (Bingham plastics, label ‘d’ in
2To the best of the author’s knowledge, all ionic liquids tested so far fall into this category.
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Figure 3.10.: Qualitative plot of σ vs. γ˙ for different viscosity behaviour. See
text for explanation of labels.
figure 3.10). Furthermore the viscosity can change over time, either increasing
(rheopectic behaviour) or decreasing (thixotropic behaviour).[144]
While it is possible to measure the viscosity η by putting the liquid between
two metal plates and to then measure force and speed for moving them relative
to each other, this experimental set-up makes it very difficult to control all the
necessary parameters needed in the subsequent calculation. Furthermore the
longest possible measurement would be determined by the size of the plates and
the speed of relative movement.
It is therefore common to conduct viscosity measurements in rotationally
symmetric set-ups, in which one part of the set-up is rotated relative to the
rest, as the properties of such geometries remain constant over the length of the
measurement and the rotations can be performed essentially indefinitely if the
sample remains stable.
A very common set-up is the so-called cone and plate geometry as shown
in figure 3.11. In this geometry the sample is confined between the usually
stationary plate and a rotating cone, with a very small cone angle α (< 4°).
Ideally the cone would touch the plate with its tip, leaving no remaining gap
between them. However such a set-up would heavily be subject to wearing and
small particles as well a the friction between cone and plate would grind down the
tip of the cone, significantly changing the apparent viscosity that is measured. To
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α
Figure 3.11.: Schematic drawing of the cone and plate geometry. The sample
volume is shown in grey.
circumvent this problem, the tip of the cone is flattened, and a gap left between
cone and plate according to where the ‘virtual’ tip of the cone would be.
While the seemingly more straightforward plate and plate set-up is possible and
indeed in widespread use, it has the significant drawback of an inhomogeneous
shear rate distribution throughout the sample. With a constant angular velocity
Ω, the tangential velocity v is directly dependent on the position on the rotating
cone or plate. It is therefore obvious that γ˙ varies from the centre to the edge
of the rotating plate if the distance y remains constant. For the cone and plate
set-up however it can be shown that the growing gap between cone and plate
approximately offsets the change in velocity, and that therefore:
γ˙ = Ω
α
(3.14)
With the applied torque τ and the radius of the plate r, the shear stress can
furthermore be shown to be:
σ = 3τ2pir3 (3.15)
The viscosity of a sample can therefore be calculated as:
η = 3τα2pir3Ω (3.16)
The precision of the viscosity measurement mainly depends on the precision of
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the torque τ provided by the instrument. It is therefore desirable to measure at a
torque that is considerably higher than the minimum for a given instrument. For
low viscosity samples – which some ionic liquids are on the scale of rheological
measurements – this can however result in high angular velocities Ω that in turn
can result in sample being ejected from the geometry or secondary currents being
created in the sample. It is therefore necessary to strike a balance between a
high enough torque and a low enough angular velocity.
One way to circumvent both problems is to pick a cone diameter r that is
big enough to create sufficient resistance even from low viscosity samples. This
however does require a considerably larger amount of sample volume and is only
feasible if enough sample is available.
As it can be taken from equation (3.16), the apparent viscosity strongly depends
on the sample radius, η ∼ 1
r3 . All measurements are therefore highly susceptible
to under-filling of the gap.
3.5. Density measurements
The density measurements in this work were performed using a vibrating tube
densitometer. In this set-up a U-shaped glass tube in a temperature controlled
bath is filled with the sample in question, made to vibrate and its eigenfrequency
is measured.
In the approximation of the harmonic oscillator the period τ of this vibration
is given by the mass of the oscillator m and the oscillator constant k as:[145]
τ = 2pi
√
m
k
(3.17)
The mass m is the sum of the mass of the tube itself and the liquid inside,
(3.17) can thus be written as:
τ = 2pi
√
m0 +ml
k
= 2pi
√
m0 + V ρ
k
(3.18)
As all properties but the density in (3.18) are constants for a given apparatus,
the density can thus be calculated at a given temperature as follows, with A and
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B being constants for the given set-up:[146]
ρ = τ
2 −B
A
(3.19)
Using known density values of at least two substances at different temperatures
it is subsequently possible to calibrate the densitometer and thus allow the
calculation of densities from the natural frequency of the substance filled glass
tube.
Equation 3.17 is only correct under the assumption of an undamped vibration.
This assumption however is not correct for highly viscous substances, as is the
case for ionic liquids.[146] Romaní et al. found that the deviation can be up to
6 · 10−4 g/cm3 for ionic liquids.[84] As however the error in the calculated density,
∆ρ, levels off at – for ionic liquids – comparatively low viscosities, this was not
found to have a pronounced influence on the calculated excess magnitudes.
3.6. Basic computational chemistry
Computational chemistry, at least in its ab-initio form, in its essence is an attempt
to calculate the electronic wave function of a chemical system as accurately as
affordable. Once this wave function is available, it allows access to most further
properties of the molecule.[147]
3.6.1. Hamilton-operator and Slater-determinant
The approach to obtaining the wave function of a system, and thus allowing
access to its other properties, is solving the Schrödinger equation (3.20).
HˆΨ(q,t) = −~
i
∂Ψ(q,t)
∂t
(3.20)
Equation 3.20 is the Schrödinger equation in its time dependent form. In this
form the wave function Ψ depends on the spatial- and spin-coordinate q as well
as the time t. This equation fully defines the system, and in principle allows
access to every property of the isolated system in vacuum.
This equation can for most application be further simplified to a time inde-
pendent form:
HˆΨ(q) = EΨ(q) (3.21)
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The Hamilton operator Hˆ describes the kinetic as well as potential energy of
electrons and nuclei. Due to the large mass difference between these two particles,
their movement can be treated as almost entirely uncoupled. This assumption is
generally called the Born-Oppenheimer approximation. Furthermore the nuclei
are assumed to be static in the field of the electrons, referred to as the clamped
nucleus approximation. In this framework it is possible to calculate the electronic
wave function with position and charge of the nuclei as parameters, remove the
nuclei movement from the Hamilton-Operator and add the repulsion of the nuclei
as a fixed term at the end.
Under this assumption, the electronic Hamilton operator can be written as a
sum of one- and two-electron contributions. With N the number of electrons, M
the number of nuclei and Z the charge of the nuclei it can be written in atomic
units as:
Hˆelec = hˆ1 + hˆ2 (3.22)
hˆ1 = −
N∑
i
1
2∇
2
i +
N∑
i
M∑
A
ZA
riA
(3.23)
hˆ2 =
N∑
i
N∑
j>i
1
rij
(3.24)
The two terms in hˆ1 are the kinetic energy of the electrons and the the
coulombic interaction of the electrons with the nuclei, while hˆ2 is a description
of the electron – electron interactions.
The wave function Ψ for equation (3.21) is usually written as a product of
single electron wave functions. A simple product of single electrons in single
one-electron functions however is not sufficient to fulfill the Pauli exclusion
principle which demands that the wave function is antisymmetric with respect to
the exchange of the coordinates of any two electrons. Furthermore the assignment
of specific orbitals to specific electrons violates the principle that these are by
definition indistinguishable. Both problems can be solved by writing the wave
function as the determinant of a matrix containing all single electron orbitals in
the columns and all electron coordinates in the rows, thus containing all possible
combinations and ensuring antisymmetry at the same time. It is conventional to
only write the diagonal elements of this ‘Slater determinant’, as shown in (3.25)
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and (3.26).
Ψ = 1√
N !
∣∣∣∣∣∣∣∣∣∣∣
χ1(q1) χ2(q1) · · · χN (q1)
χ1(q2) χ2(q2) · · · χN (q2)
...
... . . .
...
χ1(qN ) χ2(qN ) · · · χN (qN )
∣∣∣∣∣∣∣∣∣∣∣
(3.25)
|Ψ〉 = |χ1,χ2, · · · ,χN 〉 (3.26)
Each single orbital χ can in turn be written as a product of a spatial function
ψ depending on r and a spin function depending on a spin variable ω.
χ(q) =
{
ψ(r)α(ω)
ψ(r)β(ω)
(3.27)
The two spin functions α and β are defined through their mutual orthonormality
which can be written as follows:
∫
α∗(ω)α(ω) dω =
∫
β∗(ω)β(ω) dω = 1 (3.28)
〈α|α〉 = 〈β|β〉 = 1 (3.29)∫
α∗(ω)β(ω) dω =
∫
β∗(ω)α(ω) dω = 0 (3.30)
〈α|β〉 = 〈β|α〉 = 0 (3.31)
This anti-symmetrisation arising from the spin of electrons causes an effect
called correlation. The probability of finding one electron in a section of space
dr1 at a position r1 while at the same time finding a second electron within dr2
at r2 is defined as:
P (r1,r2)dr1dr2 =
∫
|Ψ|2dω1dω2dr1dr2 (3.32)
It can be shown that depending on the relative spin of the electrons, two
different expressions arise for P (r1,r2). For a two electron wave-function with
two different spins, one can find:
P (r1,r2) =
1
2
(
|ψ1(r1)|2|ψ2(r2)|2 + |ψ1(r2)|2|ψ2(r1)|2
)
(3.33)
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The two terms in the sum represent the two possibilities of distributing two
electrons on two orbitals. As the electrons are indistinguishable, both are weighted
equally. The two probabilities (the product terms) show that finding electron one
at r1 at the same time as finding electron two at r2 is simply the product of the
two independent probabilities. The movement of the two electrons is therefore
entirely uncorrelated and there is a finite, non-zero probability of finding both
electrons at the same time at the same position in space.
For two electrons with the same spin however equation (3.32) results in:
P (r1,r2) =
1
2
(
|ψ1(r1)|2|ψ2(r2)|2 + |ψ1(r2)|2|ψ1(r2)|2−[
ψ∗1(r1)ψ2(r1)ψ∗2(r2)ψ1(r2) + ψ1(r1)ψ∗2(r1)ψ2(r2)ψ∗1(r2)
])
(3.34)
The additional cross term appearing – or rather not disappearing – in this
equation now makes the movement of the two electrons partially correlated, most
noticeably in the fact the for r1 = r2 the probability equals zero. It is therefore
impossible for two electrons with the same spin to be at the same point in space
at the same time. This can thus be considered the mathematical equivalent of
Pauli repulsion in this framework.
To calculate the energy of a system with a given Slater determinant, one needs
to calculate the expectation value of the Hamilton operator for the wave function.
The expectation value 〈O〉 of a mathematical operator Oˆ for a wave function can
be written as:
〈O〉 =
〈
Ψ|Oˆ|Ψ
〉
=
∫
Ψ∗OˆΨ dq (3.35)
Using the electronic Hamilton operator given in (3.22), and the electronic wave
function written as a Slater determinant, the electronic ground state energy E0
of a system is:
E0 =
〈
Ψ|Hˆ|Ψ
〉
=
∑
a
〈
χa|hˆ1|χa
〉
+ 12
∑
a,b
〈χaχb||χaχb〉 (3.36)
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Where:
〈χaχb||χaχb〉 = 〈χaχb|χaχb〉 − 〈χaχb|χbχa〉 (3.37)
〈χaχb|χaχb〉 =
∫
χ∗a(q1)χa(q1)
1
r12
χ∗b(q2)χb(q2) dq1dq2 (3.38)
〈χaχb|χbχa〉 =
∫
χ∗a(q1)χb(q1)
1
r12
χ∗b(q2)χa(q2) dq1dq2 (3.39)
With equation (3.36) it is possible to calculate the energy for a system, given
that the corresponding wave-function is known. For all but the simplest molecules
there is however no direct and simple route to predict the wave function, or even
a complete mathematical description of the whole system, yielding the correct
wave function.
The approach usually chosen is thus the variational theorem. It states that –
for a given method – the real wave function of a chemical system must always
yield the lowest possible energy, thus:
E[Ψreal] ≤ E[Ψcalc] (3.40)
It can therefore be assumed that the lowest energy wave function for a given
system and a given level of theory is the ‘best’ one available at that level of
theory and thus the ‘right’ one in a sense that it is as close as possible to the
physical system. The problem of predicting the wave function of a molecule
or any other physical system is thus reduced to the problem of minimising the
energy calculated in equation (3.36).
Equation (3.36) consists of three distinct terms. The first is the one electron
contribution as given in (3.23), consisting of the electron–nuclei coulombic at-
traction and the kinetic energy of the electrons. Both of these terms are negative
and thus stabilising the system.
The second term (3.38) is the coulombic interaction between all pairs of
electrons. This term is referred to as the coulomb term and destabilises the
system. It is entirely independent of the spin of the electrons, as all terms
involving spin are either of the form 〈α|α〉 or 〈β|β〉.
The third term (3.39) is referred to as the exchange term, as it arises from
the anti-symmetrisation of the wave function. Due to the electrons ‘switching
orbitals’, all spin terms are either of the type 〈α|β〉 or 〈β|α〉 if the two electrons
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involved have opposite spin. For this reason the exchange term vanishes for all
pairs of electrons of unequal spin. Due to the fact that it gets subtracted from,
rather than added to the energy, the exchange term is stabilising for the overall
system. It would however be misleading to think of this term as an attractive
force between two electrons. It should rather be described as a correctional term
to the coulomb repulsion between electrons.
The coulomb repulsion is calculated as an interaction between two average
density distributions in space, as the two terms of the type χ∗a(q1)χa(q1) in (3.38)
are the probability distributions of the electrons. This description does however
not allow for a direct correlation of the two electrons, i.e. in a description of the
electrons as solid particles, one would expect the electrons to keep the biggest
possible distance at any given time, thus moving according to where the other
electron is now as opposed to where it is on average. This dependence of one
electron not only on the average field created by other electrons, but rather on
their instantaneous position in space is called correlation, and is not described at
all in (3.36) for electrons of opposite spin, therefore overestimating the coulomb
repulsion for these electrons.
For electrons of the same spin, correlation makes a bigger contribution to the
energy of the system, due to the Pauli exclusion principle preventing electrons of
the same spin from being too close together, therefore making the error in (3.38)
more pronounced. This additional error is partly recovered by (3.39), which
therefore acts as a correctional term to the overestimated coulomb repulsion.
It is furthermore noteworthy that, since 〈χaχb|χbχa〉〈χaχb|χaχb〉 the overall
interaction of two electrons is always repulsive.
3.6.2. The Hartree-Fock equation
Equation (3.36) can be minimised under the restriction that all the orbitals
involved remain orthonormal, therefore:
〈χa|χb〉 = δab (3.41)
Under this restriction and using Lagrange’s method of undetermined multipliers
it is possible to show after lengthy mathematical manipulations that the problem
can be simplified to solving a series of (pseudo-) eigenvalue equations of the form:
74
3.6. Basic computational chemistry
fˆ |χa
〉
= a|χa〉 (3.42)
These one electron eigenvalue equations consist of the Fock-operator fˆ , the
one electron orbital χa and its energy eigenvalue a.
The full form of the Fock-operator is:
fˆ = hˆ1 +
∑
b
Jˆb − Kˆb (3.43)
In addition to hˆ1 introduced in (3.23), this equation introduces two new
operators, the Coulomb-operator Jˆ and the exchange-operator Kˆ. These are
the operators equivalent to (3.38) and (3.39), best defined by their effect when
operating on an orbital:
Jˆbχa(q1) =
∫
χ∗b(q2)
1
r12
χb(q2)χa(q1) dq2 (3.44)
Kˆbχa(q1) =
∫
χ∗b(q2)
1
r12
χa(q2)χb(q1) dq2 (3.45)
Equation (3.42) however can only be solved exactly for atoms. For molecules
usually the introduction of a set of basis functions is necessary, from which the
optimal orbital is calculated via linear combination (vide infra).
Furthermore, while (3.43) takes the form of a simple linear eigenvalue equation
for a single one-electron orbital, through (3.44) and (3.45) the solutions to all
other orbitals in the system enter the equation. Thus one eigenvalue equation
depends on the solution to all other eigenvalue equations, which in turn include
the solution to this first one. It is thus necessary to solve this problem in an
iterative fashion.
3.6.3. Basis sets and functions
It is common practice to express the spatial component of each orbital in a
system in terms of a linear combination of K basis functions φ.
ψi =
K∑
µ
cµiφµ (3.46)
In principle there is no mathematical limitation to the shape or position of the
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Figure 3.12.: Slater-type function (ζ = 1) versus the best approximation by a
Gauss-type function (α = 0.270950).
basis functions used – as long as they can be orthonormalised – and it is common
to use for example plane wave functions to describe crystal lattices. However
for the – in chemistry more standard – application of gas phase calculations on
finite molecules, the basis functions largely agree with the shape of the atomic
orbitals of a hydrogen atom, and behave as might be expected from ‘chemical
intuition’. The basis functions are therefore centred on single atoms, are moved
around with ‘their’ atom and are usually added and removed to and from the
system with the atom they are centred on. None of these restrictions however
are physical requirements. They simply proved to be successful and are therefore
commonly used.
Two commonly used functions are the Slater and Gauss type functions as
shown in (3.47) and (3.48) respectively.
φSF1s (ζ,r−RA) =
(
ζ3
pi
) 1
2
e−ζ|r−RA| (3.47)
φGF1s (α,r−RA) =
(2α
pi
) 3
4
e−α|r−RA|
2
(3.48)
As can be taken from figures 3.12 and 3.13, both functions show a qualitatively
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Figure 3.13.: Difference between Slater- and Gauss-type functions.
different behaviour. While the α parameter of the Gauss type function was
chosen to maximise the overlap integral S, the remaining differences are still
significant.
S =
∫
φSF1s (ζ = 1.0,r−RA) · φGF1s (α,r−RA) dr (3.49)
The most relevant qualitative differences are the slope of the two functions at
the origin, with the Slater-type function exhibiting a cusp and a finite but non-
zero slope and the Gauss-type function exhibiting a zero slope at |r−RA| = 0.
Furthermore the Gauss-type orbitals converge to zero significantly quicker than
the Slater-type orbitals.
Of these two potential orbital descriptions, the Slater type orbitals are closer
to the physical reality as calculated for an isolated hydrogen atom, however
the Gauss type orbitals have computational advantages, as four-centre integrals
can be calculated significantly faster. For this reason it is possible to contract
– that is form a linear combination of – a number of Gauss-type orbitals to
approximate one Slater-type orbital. In the simplest possible case, this gives rise
to the minimal basis sets such as STO-3G, in which three Gauss-type orbitals
are used to describe one Slater-type orbital, of which one is added per atomic
orbital needed for a specific atom.3
3Hence the term ‘minimal basis’, as only the minimal number of basis functions needed to
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This contraction of Gauss-type orbitals would be determined once for every
orbital of every element and then be used for all future calculations, not further
optimising them in the process of finding the best possible molecular orbitals.
This sort of fixed contraction is especially relevant for core orbitals, close to
the nucleus of the atom. As in these orbitals the negatively charged electrons
are the closest to the positively charged protons in the nucleus, they have the
largest contribution to the overall energy of an atom. As however most chemical
processes and the majority of chemical bonding interactions almost exclusively
involve the valence orbitals of an atom, the inner orbitals change relatively little
from one chemical environment to another. Under these circumstances it is
therefore possible to pre-optimise the core orbitals with a relatively large number
of primitive functions, resulting in a highly accurate, largely static description
of these orbitals, while adding only a modest number of additional degrees of
freedom to the calculation.
The same however is not possible for the valence orbitals of an atom. While the
over-all energy of the system depends less on these orbitals, the relative energy
of the atom in two different environments – often the more relevant property –
highly depends on them. As these change shape significantly, a static contraction
is not possible. It is therefore necessary to add more basis functions than strictly
needed to a basis set, thus allowing for spatial variations.
Both of these approaches are often combined in split-valence basis sets, like
the ‘6-311G’ basis set. In this the static core orbitals are described using basis
functions with a fixed contraction of six primitive functions, with the contribution
of every primitive to the basis functions remaining constant. Per valence orbital
however three basis functions are provided, one being a contraction of three
primitives and the other two being a ‘contraction’ of one primitive each. Such
a basis set, in which three times as many basis functions are employed than
necessary is called a ‘triple-ζ’ basis set.
A further addition to a basis set are polarisation functions. Their function
can most easily be described using a hydrogen atom as an example. The highest
occupied orbital in this case is the 1s orbital, and thus no orbitals of higher
angular momentum are involved or necessary to describe an isolated hydrogen
atom. As all orbitals of the s type show full spherical symmetry, it would however
contain all electrons of an atom (or rather the next noble gas in the periodic system) is used
in the calculations.
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become necessary to use orbitals located on neighbouring atoms to describe a
proton in a less symmetrical bonding situation. This can lead to unwanted or
unexpected results that hinder the interpretation of the calculation. It is thus
possible to add basis functions of a higher angular momentum than strictly
necessary from an element’s position in the periodic table. Such a basis set could
for example be called ‘6-311G(d,p)’, adding d functions to heavier elements and
p functions to hydrogens.
A third possible variation to this basis set is the addition of ‘diffuse’ basis
functions. These are basis functions with small α or ζ parameters, thus extending
further into space, away from the atom they are located on. This behaviour is
especially relevant for molecules or atoms with a high negative net-charge at
some position. This mainly, but not exclusively, applies to anions. Such a basis
set would for example be ‘6-311+G(d,p)’, adding diffuse functions to all atoms
but hydrogens, and ‘6-311++G(d,p)’, adding diffuse functions to all atoms.
For heavier elements the core orbitals often change so little that it can become
viable to reduce their computational degrees of freedom even further. It is then
possible to remove the inner electrons entirely and replace them by an effective
potential, referred to as the effective core potential (ECP). These ECPs can
furthermore include relativistic effects that occur for the innermost electrons of
heavy elements. The number of electrons included in, and therefore replaced
by, the effective core potential can to some extent be varied, depending on the
quality of calculation needed. If for an element of the n’th period all electrons
up to, but not including (n − 1)s, (n − 1)p and (n − 1)d are part of the ECP,
this is referred to as a ‘small-core’ ECP. If these electrons are part of the ECP
as well, the result is called a ‘large-core’ ECP.
3.6.4. Roothaan and Pople–Nesbet equations
Using (3.46) the problem of solving (3.42) is now simplified to optimising the
parameters cµi for every orbital, which can be rewritten in terms of matrix
equations.
For restricted closed-shell systems, these matrix equations are called Roothaan
equations. ‘Restricted closed-shell’ in this context means that an even number
of electrons is distributed on a set of molecular orbitals that are restricted so
that one α and one β orbital share the same spatial component ψ. This is in
79
3. Methods
good agreement with the interpretation of molecules in terms of electron pairs
and bonds containing multiples of two electrons. Computationally it is usually
a sufficiently good description for most singlet molecules with a well defined
electronic ground state. It does however break down for bond dissociation and
bi-radicals for example.
Within the framework of this restriction, the new expressions for the Fock
operator – now only summing over the number of spatially different orbitals N2 –
and the overall Energy of the system are:
fˆ = hˆ1 +
N
2∑
b
2Jˆb − Kˆb (3.50)
E0 = 2
N
2∑
a
〈
ψa|hˆ1|ψa
〉
+
N
2∑
a,b
2 〈ψaψb|ψaψb〉 − 〈ψaψb|ψbψa〉 (3.51)
Using the expansion in (3.46), and multiplying on the left with φ∗ν , the Fock
eigenvalue equation can be rewritten as:
∑
µ
cµi
∫
φ∗ν fˆφµ dr1 = i
∑
µ
cµi
∫
φ∗νφµ dr1 (3.52)
This can be put in terms of a matrix equation:
FC = SC (3.53)
F is the Fock matrix and S is the overlap matrix, their elements are defined
as:
Fνµ =
∫
φ∗ν fˆφµ dr1 (3.54)
Sνµ =
∫
φ∗νφµ dr1 (3.55)
Furthermore the matrix of expansion coefficients C with its elements cµi, and
the diagonal matrix of orbital energies  are defined as follows:
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C =

c11 c12 · · · c1K
c21 c22 · · · c2K
...
... . . .
...
cK1 cK2 · · · cKK
 (3.56)
 =

1 0
2
. . .
0 K
 (3.57)
After orthogonalisation of the basis, equation (3.53) can be transformed into:
F′C′ = C′ (3.58)
By diagonalising F′ this equation can be solved for C′. On closer inspection of
(3.54) however it becomes obvious that the solution of (3.53) depends on itself.
This is circumvented by starting out with a (more or less educated) guess for C,
then calculating an improved matrix of coefficients, starting over from there and
repeating this cycle until C changes less than a predefined threshold from one
iteration to the next. This is then referred to as the self-consistent field (SCF).
The resulting wave-function minimises the energy at a given level of theory and
can be used to calculated further properties.
3.6.5. Limitations of Hartree-Fock theory
While conceptionally relatively easy to understand and economically viable even
for relatively large systems, Hartree-Fock theory is considered to be inadequate
for all but the most basic calculations.
One of the limitations that is obvious from the description given here, is the
limited size of the basis set. Only if K in (3.46) is chosen sufficiently large and
the basis functions appropriate for the system, is the quality of the calculation not
limited by the description of the orbitals. It is therefore possible to improve the
calculations by using more and more refined – and bigger, hence more expensive –
basis sets. Most calculated properties, especially energy and geometry, will
however converge to a certain value and cannot be improved any further this way.
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This is referred to as the basis set limit and is the true upper boundary of quality
that can be expected from a certain method. But even under these circumstances
it is not possible to get sufficiently precise results using the Hartree-Fock method.
This is largely due to the fact that HF by definition does not include electron
correlation.
Electron correlation refers to the fact that the averaging description of electrons
in the Hartree-Fock framework using a single determinant is not sufficient to
describe the instantaneous effects of one electron on another. In other words:
The independent movement of one electron in the average electrostatic field of
the other is not correct, as the movement of electrons is correlated.[148]
Electron correlation can be roughly split up in two contributions. The first is
dynamic correlation of electrons and refers to the effect described above, of the
instantaneous position of one electron influencing the instantaneous positions of
other electrons in a way that can not easily be described by averaging and that
leads to a weaker Coulomb repulsion and thus a stabilisation of the system.
The other effect is static correlation that is mainly relevant when two (or more)
electronic states of a system are very close in energy, thus nearly degenerate, and
a description using only one determinant is insufficient. An example where this is
relevant is bond dissociation. In a minimal basis description of a dissociating H2
molecule, the two possible combinations of the two s-type basis functions become
closer in energy, the further apart the two atoms are. Under these circumstances
a single determinant description breaks down and it becomes necessary to include
the possible (weakly) excited determinant.
A range of different methods is available to at least partly deal with the problem
of electron correlation. A large group of these post Hartree-Fock methods tries to
directly improve on the results provided by HF calculations. The most important
methods for ground-state calculations are Møller-Plesset perturbation theory,
Configuration Interaction and Coupled Cluster calculations. Though differing
significantly in detail, all of these methods have in common that they use excited
state determinants, or orbitals that are not occupied in the ground state and
‘mix’ them into the single ground state determinant to improve the calculations.
While the performance of some of these methods can be tremendous, occasionally
exceeding experimental work in terms of reliability, this comes at significant cost.
While HF scales with the fourth power of the number of basis functions N in the
system, all of the other methods listed scale at least with N5, highest quality
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calculations at least with N7 or higher, making their use prohibitive for larger
systems.[149]
3.7. Density functional theory
One way around this problem can, at least potentially, be the use of Density
Functional Theory (DFT) calculations.[150] DFT is based on two theorems by
Hohenberg and Kohn. The first one states that a system’s Hamilton-operator
depends directly on the distribution of its electron density and as the energy
depends on the Hamilton operator, it becomes a functional of the electron density.
E = E[ρ] (3.59)
The electron density in turn is defined as:
ρ(r) = N
∫
|Ψ(q1,q2, . . . ,qN )|2 dω1dq2 . . . dqN (3.60)
The second Hohenberg and Kohn theorem is basically a DFT version of the
variational principle, stating that the electron density with the lowest energy is
the electron density of the ground state.
In addition to the electron density ρ, it is helpful to introduce the pair density
ρ2:
ρ2(q1,q2) = N(N − 1)
∫
|Ψ(q1,q2, . . . ,qN )|2 dq3 . . . dqN (3.61)
This is the probability of finding one electron of a given spin at position r1,
while at the same time finding a second electron with a certain spin at position
r2. If the movement of electrons was entirely uncorrelated, this could be written
as a simple product of ρ at the two positions in space, however as the movement
of electrons is strongly correlated (vide supra), this is not the case.
ρ2(q1,q2) 6= N − 1
N
ρ(q1)ρ(q2) (3.62)
The energy of the groundstate can now be written as a sum of different
contributions:
E0[ρ0] =
∫
ρ0(r)VNe dr+ J [ρ0] + T [ρ0] + Encl[ρ] (3.63)
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The first term in (3.63) is the interaction of the electrons with the nuclei of
the system. In the frame work of the Born-Oppenheimer approximation, this is
the exact expression.
The second term is the electron–electron interaction in the approximation of
non-interaction electrons, as the exact expression would require the knowledge
of the correlated pair density ρ2.
J [ρ] = 12
∫
ρ(r1)ρ(r2)
r12
dr1dr2 6= 12
∫
ρ2(r1,r2)
r12
dr1dr2 (3.64)
The third term is the kinetic energy. A mathematical expression exists for spe-
cial cases like the uniform electron gas, where the kinetic energy is as follows:[148]
TUEG[ρ] =
3
10
(
3pi2
) 2
3
∫
ρ(r) 53 dr (3.65)
For more general cases however no simple expression based on the electron
density exist, so a different approach is required (vide infra).
The last term in (3.63) is a non-classical energy term that acts as a ‘catch-all’
term for contributions that were not included in the other terms of the equation.
This includes the necessary correction to the electron–electron interaction as
well as the corrections to the kinetic energy, both due to the neglect of electron
exchange and coulomb correlation.
3.7.1. The Kohn–Sham approach to DFT
DFT calculations performed using the formalism outlined above failed entirely
for any application that relied on quantitative results. Indeed it turned out that
the energy of fragments was always more favourable than the energy of their
product. The chemical bond as a stable structure therefore did not exist in this
most basic form of DFT. Detailed analysis could show that this was mostly due
to the poor description of kinetic energy in (3.65).
This problem was approached by the work of Kohn and Sham who introduced
the concept of the non-interacting reference system, which should be defined
by having the same electron density as the real, interacting, system and was
described by a Slater determinant similar to that used in the Hartree–Fock
method.
While at first glance the introduction of a Slater determinant and thus orbitals
84
3.7. Density functional theory
into the DFT framework might seem like a step backwards, as a description
that only depends on one three dimensional property,4 the electron density ρ, is
replaced by the need to calculate a large number of orbitals from a potentially
very large number of basis functions. This setback is however more than balanced
by the fact that it is now possible to calculate the exact kinetic energy of an
electron in the non-interacting reference state using the same formalism as is
already known from Hartree–Fock theory.
T = −
N∑
i
1
2
〈
χi|∇2|χi
〉
(3.66)
In strict analogy to the HF formalism, it is possible to formulate the Kohn–
Sham operator fˆKS , with the molecular orbitals as eigenfunctions that has to be
solved in an iterative fashion:
fˆKSχi = iχi (3.67)
fˆKS = −
M∑
A
ZA
r1A
+
∫
ρ(r2)
r12
dr2 − 12∇
2 + VXC(r1) (3.68)
The different terms of equation (3.68) are essentially the same as those already
known from (3.63), with the key difference that now an analytical expression for
the kinetic energy of the electrons can be given. This kinetic energy is however
only exact for the non-interacting reference system. It is not the kinetic energy of
the electrons in the real system, although most of the energy is correctly accounted
for. The remaining correction to the kinetic energy, all other correlation effects
and the potential necessary to enforce the same electron density for the non-
interacting as for the real system are summed up in the exchange–correlation
potential VXC.
Up to this point the Kohn–Sham DFT formalism is in principle exact, at least
within the restriction of the basis set, if an approach similar to the Roothaan
equations for HF is chosen. No assumptions were made that make it in principle
impossible to get an exact result from DFT calculations. This would however
require the exact knowledge of the correct expression for VXC which is only
available for very special systems like the uniform electron gas and not for
4Two three dimensional properties, if a non restricted closed-shell system is calculated, as in
this case different densities for both spins ρα and ρβ are usually employed.
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general – and chemically more relevant – systems. Different approximations and
mathematical expressions for VXC are therefore at the heart of DFT method
development and the key difference between different available functionals.
3.7.2. Local (spin) density approximation
The group of density functionals referred to as ‘local density approximation’
(LDA) is the conceptionally most simple group of functionals. They depend on
the electron density at given positions in space. The quality of these calcula-
tions can be further improved by including the spin distribution of a system,
yielding the ‘local spin-density approximation’ (LSDA) functionals.5 The general
mathematical expression for these functionals is:[150]
ELSDAXC [ρα,ρβ] =
∫
ρ(r)XC (ρα(r),ρβ(r)) dr (3.69)
It is common to split the exchange-correlation functional up into an exchange
and an independent correlation functional that are often freely combined to yield
a complete DFT method.
A common LSDA exchange functional is the Slater functional:[149]
ELSDAX [ρα,ρβ] = −2
1
3CX
∫
ρα(r)
4
3 + ρβ(r)
4
3 dr (3.70)
CX =
3
4
( 3
pi
) 1
3
(3.71)
This is often combined with a local correlation functional by Vosko, Wilk and
Nusair which was obtained by fitting high precision simulation data.[151]
Considering the relative conceptual simplicity of these functionals, the resulting
method, called ‘SVWN’, often performs remarkably well for many systems. This
is partly due to the fact that EX is typically underestimated, while EC is typically
overestimated, thus partly cancelling the resulting error.[149]
5It is noteworthy that in the theoretical framework of DFT only the electron density is needed,
not the spin-density. This however would only be the case if the exact exchange-correlation
functional was available. The approximate functionals in use today benefit from including
the spin-density.[150]
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3.7.3. Generalised gradient approximation
As the LSDA approximation often only gave results of quantitative quality for
solid state systems like crystals, its use for chemical problems was limited. One
route to improve on the early local methods is to include not only the electron
density at a given point, but also its gradient, therefore in the most general
terms:[150]
EGGAXC [ρα,ρβ] =
∫
f (ρα(r),ρβ(r),∇ρα(r),∇ρβ(r)) dr (3.72)
The most common form of the functionals including the gradient of the electron
density are the generalised gradient approximation (GGA) functionals, which are
modified to obey certain physical restrictions.
There are roughly two families of GGA exchange functionals. One is developed
with a stronger emphasis on first principles and with a number of restrictions
in mind, such as the correct behaviour for a uniform electron gas or the correct
results for very high or low electron density, and these functionals typically
perform best for solid-state properties.[149] Typical examples of this family of
functionals would be Becke86 (B86),[152] Perdew86 (P86)[153] or Perdew–Burke–
Ernzerhof (PBE).[154]
The second group of exchange functionals under the generalised gradient
approximation are of more empirical nature, where some physical restrictions
are fulfilled, but certain remaining parameters are found by fitting to data sets.
One point of reference are precise calculations of exchange energies for noble
gases.[155] One important example for this group is the Becke88 (B88) exchange
functional, where the GGA is included as a correction to the LSDA term:[155]
EB88X [ρα,ρβ] = ELSDAX − β
∑
σ=α,β
∫
ρ
4
3
σ
x2σ
1 + 6βxσ sinh−1 xσ
dr (3.73)
xσ =
|∇ρσ|
ρ
4
3
σ
(3.74)
β = 0.0042 (3.75)
Partly due to the parametrisation, these functionals tend to perform best for
atomisation energies and reaction barriers for molecules. However they often fall
short for solid-phase calculations.[149]
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A range of different correlation functionals belong to the GGA class, among
them the Becke88 (B88),[156] Perdew86 (P86)[153] and the very common Lee–
Young–Parr (LYP),[157] however the mathematical expressions are very complic-
ated and uninstructive:[158]
ELYPC [ρα,ρβ] = −a
∫ 4
1 + dρ− 13
ραρβ
ρ
dr− ab
∫
ω
(
ραρβ
[
2
11
3 CF
(
ρ
8
3
α + ρ
8
3
β
)
+
(47
18 −
7
18δ
)
|∇ρ|2 −
(5
2 −
1
18δ
)(
|∇ρα|2 + |∇ρβ|2
)
−
δ − 11
9
(ρα
ρ
|∇ρα|2 + ρβ
ρ
|∇ρβ|2
)]
− 23ρ
2|∇ρ|2 +
(2
3ρ
2 − ρ2α
)
|∇ρβ|2+
(2
3ρ
2 − ρ2β
)
|∇ρα|2
)
dr
(3.76)
ω = e
−cρ− 13
1 + dρ− 13
ρ−
11
3 (3.77)
δ = cρ−
1
3 + dρ
− 13
1 + dρ− 13
(3.78)
CF =
3
10
(
3pi2
) 2
3 (3.79)
a = 0.04918 (3.80)
b = 0.132 (3.81)
c = 0.2533 (3.82)
d = 0.349 (3.83)
LYP differs from other GGA functionals as it contains local (non-gradient)
elements as well, and is neither based on, nor does it require a uniform electron
gas derived functional.[150]
3.7.4. Hybrid functionals
As exchange correlation is the more important correlation effect in terms of
energy, it is consequently the most important factor for the precision of any DFT
method. Considering the description of exchange correlation given in HF theory,
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where it is exact under the assumption of non-interacting electrons, the electron
exchange correlation is an entirely non-local property. It would be impossible to
plot a map of exchange energy or exchange effects in HF theory.
This is however not the case in the description used in DFT so far, as it
entirely depends on properties of the electron density at one give position in
space. It is therefore tempting to assume that this can be improved upon by
using the exact HF exchange in the framework of DFT. The success of DFT
however is partly due to the fact that the description of wave-function, exchange
functional and correlation functional form a consistent description, in which
every facette only makes sense in the context of the others. It is therefore not
possible to entirely replace local and gradient corrected exchange correlation with
Hartree-Fock exchange. However hybrid functionals describe a certain percentage
of exchange with the HF formalism, thus ‘mixing’ it with the DFT exchange.
The most widespread of these functionals is Beckes three parameter functional
B3LYP:[149,159,160]
EB3LYPXC [ρα,ρβ] = (1− a) · ESX[ρα,ρβ] + a · EHFX + b ·∆EB88X [ρα,ρβ]+
(1− c) · EVWNC [ρα,ρβ] + c · ELYPC [ρα,ρβ]
(3.84)
a = 0.20 (3.85)
b = 0.72 (3.86)
c = 0.81 (3.87)
The different terms are in order of their appearance: The local Slater exchange,
the exact HF exchange, the B88 GGA correction to the exchange correlation,
the VWN local electron correlation functional and the LYP GGA correlation
functional.
B3LYP has a remarkable dominance of the more chemical that is molecular,
non-solid-phase applications of DFT, accounting for roughly 80% of all ISI Web of
Knowledge occurrences of DFT between 1990 and 2006.[149] This is certainly partly
due to its excellent performance in many fields, the fact that at the time it was
devised it out-performed many of the alternatives that it is nowadays available in
virtually every quantum chemical software package that offers DFT calculations
and in a recursive way due to its own popularity, allowing comparisons with
many other publications available, thus removing the doubt whether a new result
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may just be the effect of a new functional. However the development of new
functionals did not end with B3LYP, making it increasingly necessary to choose
a functional for specific tasks, with no single new functional available with the
potential for a similar dominance of the field.[149,161]
3.7.5. Meta GGA functionals
Another addition to the existing functionals are meta functionals.[148] In these
not only the first derivative of the electron density is included, as it is the case
for GGA functionals, but also the second derivative, often in the form of the
orbital kinetic energy density τ :
τ = 12
occ∑
i
|∇χi|2 (3.88)
This can be included either in GGA or hybrid functionals, thus creating meta-
GGA or meta-hybrid-GGA functionals respectively. This addition of the kinetic
energy density can improve the description of metal–metal and metal–organic
bonds that tend to be less well described by hybrid functionals compared to
GGA functionals. Furthermore the functional M05–2X seems to be particularly
successful in describing ion pairing energies in ionic liquids.[149,161–163]
3.7.6. Double hybrid orbitals
Most methods to improve on the HF description of a system account for electron–
electron correlation by introducing excited states into the calculation, accounting
for effects like dispersion.
Similar attempts are in development for density functionals as well. In these
double hybrid functionals not only the exchange correlation is partly accounted
for by adding a term that is equivalent to the exact HF exchange, but the DFT
correlation is partly replaced or augmented by a non-local term that is very
similar to Møller-Plesset perturbation theory. This is necessary because effects
like dispersion/van-der-Waals interactions can not be sufficiently well described
by (semi-) local GGA functionals.
One of these functionals is B2-PLYP in which the additional term (3.89) is
added in a non-self-consistent fashion into the calculation and replaces 27%
of the GGA correlation, significantly improving the overall performance of the
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method:[164]
EPT2C =
1
4
occ∑
i,j
virt∑
r,s
| 〈χiχj ||χrχs〉 |2
i + j − r − s (3.89)
While improving the performance of DFT, these additional calculations are
expansive in terms of CPU time. The key advantage of DFT – precise calculations
at a moderate cost – is therefore diminished and other HF based methods can
be similarly expensive.
3.7.7. Dispersion correction in DFT
A key problem of DFT calculations is that, due to the local nature or their
functionals, they give a very poor performance when calculating dispersion/van-
der-Waals interactions, as these are inevitably non-local and long range in nature.
While it should in principle be possible to account for this shortcoming by using
double hybrid functionals, the employed amount of non-local correlation is not
large enough, to counter the lack of attractive interaction in the basic GGA
functionals.[164]
However as most ionic liquids consist at least partly of (saturated) alkane
side chains that can have significant influence on their meso-structure,[26] a good
description of the dispersive interactions in these systems will be important for
certain applications.[165]
One particularly successful approach to solve this problem is a parameterised
dispersion correction that can be added to any existing functional in the following
fashion:[166,167]
EDFT-D = EDFT + Edisp (3.90)
Edisp = −s6
K−1∑
i
K∑
j>i
Cij6
r6ij
fdmp(rij) (3.91)
In (3.91) only the parameter s6 has to be optimised for every DFT functional
the dispersion corrections shall be applied to, the rest of the equation remains
constant for every functional. The index K in the equations runs over all atoms
of the system, which contribute according to an atom pair specific factor Cij6 and
their distance raised to the sixth power r6ij , modulated by a damping function
fdmp.
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The pairwise dispersion coefficient Cij6 is taken as the geometric mean of two
atom specific parameters:
Cij6 =
√
Ci6C
i
6 (3.92)
The damping function fdmp is necessary to avoid (near-) singularities for very
short atom–atom distances. Furthermore a GGA functional can account for an
increasing amount of electron correlation for shorter atom–atom distances and
thus higher electron density, resulting in an over-estimation of dispersion effects
in combination with an undamped dispersion correction. The mathematical
expression for the damping function is:
fdmp(rij) =
1
1 + e−d(
rij
Rr
−1) (3.93)
The damping depends on a universal parameter d and the sum of the van-der-
Waals radii of the atoms involved Rr.
The entire parameterization of this method, consisting of the atom specific
parameters Ci6 and the van-der-Waals radius as well as the system independent
parameter d only has to be performed once, and can hence forward be taken
from the literature, and only the parameter s6 is required to be adapted to every
new method, making it possible to use this kind of dispersion correction with a
wide range of available and well performing functionals.[168]
3.8. Coefficient of determination
The quality of correlation functions in this work is indicated by the corresponding
coefficient of determination R¯2. This is defined as follows, with n the number of
data points, p the number of parameters to be fitted not counting the constant
term, yi the values to be correlated, y¯i the arithmetic mean of those values and
fi the predicted value from the correlation function:
R¯2 = 1− (1−R2) n− 1
n− p− 1 (3.94)
R2 = 1−
∑
i (yi − fi)2∑
i (yi − y¯i)2
(3.95)
Equation (3.94) will converge towards one, the closer the correlation function
resembles the actual data. These values however can only be compared among
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similar data sets as they change significantly if an additional data point is added
far away from the arithmetic mean. Due to the nature of the denominator in
(3.95), adding a data point that falls exactly on the correlation function will
bring R2 closer to unity, the further the data point is away from the arithmetic
mean.
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4. Mixtures of ionic liquids
To understand the influence mixing has on various physical and chemical para-
meters of ionic liquids, a series of mixtures was prepared and analysed. The
anions and cations were chosen in order to cover a wide range of commonly used
structures.
4.1. Densities of mixtures
Density data for the mixtures of ionic liquids can be found in its graphical
representation in figures 4.1 to 4.14 and the corresponding numerical data can
be found in the appendix in tables A.14 to A.24.
Due to the temperature restrictions of the apparatus used, it was not possible
to obtain density data for all samples in the set. For these the available data was
extrapolated and the corresponding values given in parenthesis in the appendix.
As can be taken from the data, all sets follow a linear mixing rule for the molar
volumes, as has been found in literature.
Vm,mix = χVm,1 + (1− χ)Vm,2 (4.1)
Most mixtures show perfectly linear behaviour within the precision of the
instrument of ±0.001 g/cm3. Only two mixtures deviate systematically from
linear behaviour, these are the quaternary mixture of [C4C1im][NTf2] with
[Me−DBU][MeSO4] and the ternary mixture of [C4C1im][MeSO4] with [NTf2]–.
As the density of [Me−DBU][MeSO4] could not be measured directly, it was
linearly extrapolated from the data of the mixture of [Me−DBU][MeSO4] with
[C4C1im]
+. The corresponding data is therefore to be treated with due care.
To quantify the deviation further, the excess volume ∆Vm was calculated as
follows:
∆Vm = Vm,exp − Vm,lin (4.2)
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Figure 4.1.: Molar volume of a ternary mixture of [Me−DBU][MeSO4] with
[C4C1im]
+.
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Figure 4.2.: Molar volume of a ternary mixture of [C4C1im][OTf] with [NTf2]
–.
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Figure 4.3.: Molar volume of a quaternary mixture of [C4C1py][NTf2] with
[C4C1im][OTf].
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Figure 4.4.: Molar volume of a ternary mixture of [C4C1im][Me2PO4] with
[MeSO4]
–.
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Figure 4.5.: Molar volume of a ternary mixture of [C4C1im][OTf] with Cl–.
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Figure 4.6.: Molar volume of a ternary mixture of [C4C1py][Me2PO4] with
[NTf2]
–.
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Figure 4.7.: Molar volume of a ternary mixture of [C1C1C1pz][OTf] with
[C4C1im]
+.
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Figure 4.8.: Molar volume of a ternary mixture of [C4C1im][MeSO4] with
[(C2OH)3C1N]
+.
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Figure 4.9.: Molar volume of a quaternary mixture of [C4C1im][NTf2] with
[Me−DBU][MeSO4].
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Figure 4.10.: Excess volume of a quaternary mixture of [C4C1im][NTf2] with
[Me−DBU][MeSO4].
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Figure 4.11.: Molar volume of a ternary mixture of [C4C1im][MeSO4] with
[NTf2]
–.
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Figure 4.12.: Excess volume of a ternary mixture of [C4C1im][MeSO4] with
[NTf2]
–.
100
4.1. Densities of mixtures
0.0 0.2 0.4 0.6 0.8 1.0
220
230
240
250
260
270
280
290
300
V m
 / 
m
L 
m
ol
-1
([C4C1im][NTf2])
Figure 4.13.: Molar volume of a ternary mixture of [C4C1im][Me2PO4] with
[NTf2]
–.
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Figure 4.14.: Excess volume of a ternary mixture of [C4C1im][Me2PO4] with
[NTf2]
–.
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The corresponding data is plotted in figure 4.10 and 4.12. As can be taken
from these graphs, the molar volume is larger than to be expected from linear
mixing and therefore the density of charge carriers lower, however not systematic
explanation presents itself on comparison with the other data set, as to why
specifically the mixtures of [MeSO4]
– with [NTf2]
– show such a deviation.
While showing no systematic deviation from linear behaviour for the whole
data set, the data point for pure [C4C1im][Me2PO4] in the mixture with [NTf2]
–
deviates significantly from the linear fit (4.13 and 4.14). This can however not
be described by a smooth parabolic curve that applies to the whole data set, but
seems to be a single outlier. As it was possible to reproduce the value in repeated
measurements on the sample of [C4C1im][Me2PO4] that was used to prepare all
mixtures, it has to be assumed that the effect is real. However no explanation
can be given at the current time as to what could cause the observed behaviour.
4.2. Viscosity of mixtures
Viscosity data for the mixtures of ionic liquids can be found in its graphical
representation in figures 4.15 to 4.25 and the corresponding numerical data can
be found in the appendix in tables A.25 to A.35.
Together with the data are shown two correlation functions. One is the ideal
Katti and Chaudhri mixing law, under the assumption of perfectly linear mixing
of the molar volumes, shown as a dashed line:
log ηVm = χ log η1Vm,1 + (1− χ) log η2Vm,2 (4.3)
As can be taken from the graphs, the data shows good qualitative agreement
with the Katti and Chaudhri law, however significant deviation towards both
higher and lower viscosities can be seen in some cases. Agreement almost within
the error of the measurements was found for the mixtures of [C4C1im][OTf]
with [NTf2]
–, [C4C1py][NTf2] with [C4C1im][OTf] and [C1C1C1pz][OTf] with
[C4C1im]
+. All of these mixtures have in common that they include only very –
and similarly – weakly H-bond accepting anions and that the overall change in
viscosity is small. From the former, one can expect a near ideal behaviour as the
qualitative and quantitative effects of mixing can be expected to be small. The
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Figure 4.15.: Viscosity of a ternary mixture of [C4C1im][Me2PO4] with [NTf2]
–.
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Figure 4.16.: Viscosity of a ternary mixture of [Me−DBU][MeSO4] with
[C4C1im]
+.
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Figure 4.17.: Viscosity of a ternary mixture of [C4C1im][OTf] with [NTf2]
–.
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Figure 4.18.: Viscosity of a quaternary mixture of [C4C1py][NTf2] with
[C4C1im][OTf].
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Figure 4.19.: Viscosity of a ternary mixture of [C4C1im][Me2PO4] with [MeSO4]
–.
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Figure 4.20.: Viscosity of a ternary mixture of [C4C1im][OTf] with Cl–.
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Figure 4.21.: Viscosity of a ternary mixture of [C4C1py][Me2PO4] with [NTf2]
–.
0.0 0.2 0.4 0.6 0.8 1.0
84
86
88
90
92
94
96
 / 
m
Pa
 s
([C4C1im][OTf])
Figure 4.22.: Viscosity of a ternary mixture of [C1C1C1pz][OTf] with [C4C1im]
+.
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Figure 4.23.: Viscosity of a ternary mixture of [C4C1im][MeSO4] with
[(C2OH)3C1N]
+.
-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
0
200
400
600
800
1000
 / 
m
P
a 
s
([Me-DBU][MeSO4])
Figure 4.24.: Viscosity of a quaternary mixture of [C4C1im][NTf2] with
[Me−DBU][MeSO4].
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Figure 4.25.: Viscosity of a ternary mixture of [C4C1im][MeSO4] with [NTf2]
–.
latter can be expected to mask non ideality, as the overall change is on the same
order of magnitude as the error of the measurements.
The potential effect of the molar volume in equation (4.3) was evaluated for
the two mixtures of [NTf2]
– with [MeSO4]
– that showed a pronounced deviation
from linear behaviour. However replacing the linear fit of Vm with a quadratic
function in equation (4.3) did not visibly change the resulting graph, with the
two functions being virtually super-imposable.
To quantify the non-ideality of the mixtures, a variation of the Grunberg and
Nissan mixing law was employed, including an additional parameter f to account
for non-ideality:
log η = χ log η1 + (1− χ) log η2 + χ(1− χ) f
RT
(4.4)
Equation (4.4) was optimised for all data sets and is shown as a continuous line
in the corresponding graphs. As can be taken from the graphs, the additional
parameter allowed near quantitative fitting of the data in all cases with the
exception of the ternary mixture of [C4C1im][Me2PO4] with [NTf2]
–. For this
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Table 4.1.: Non-ideality parameter f in kJ/mol and change in viscosity ∆η in
mPa · s for the various mixtures.
Cation 1 Cation 2 Anion 1 Anion 2 f ∆η
[C4C1im]
+ [Me−DBU]+ [NTf2]– [MeSO4]– -0.553 667.6
[C4C1im]
+ [OTf]– Cl– -0.4866
[Me−DBU]+ [C4C1im]+ [MeSO4]– -0.451 525.5
[C4C1py]
+ [C4C1im]
+ [NTf2]
– [OTf]– -0.101 10.3
[C1C1C1pz]
+ [C4C1im]
+ [OTf]– -0.064 5.9
[C4C1im]
+ [NTf2]
– [OTf]– 0.004 36.1
[C4C1im]
+ [Me2PO4]
– [MeSO4]
– 0.198 454.5
[C4C1im]
+ [MeSO4]
– [NTf2]
– 0.369 142.1
[C4C1im]
+ [Me2PO4]
– [NTf2]
– 0.513 596.5
[C4C1im]
+ [(C2OH)3C1N]
+ [MeSO4]
– 0.576 804.9
[C4C1py]
+ [Me2PO4]
– [NTf2]
– 0.745 641.6
mixture the viscosity of the pure phosphate ionic liquid is too low relative to the
remaining data points to be well described by (4.4). This could potentially stem
from the fact that this ionic liquid is particularly hygroscopic, thus most likely
to be wet and thus show a lower viscosity than to be expected for the pure ionic
liquid. Such an effect of increasing hygroscopicity should however apply to the
whole series and should thus show a smooth transition itself. Considering that
the molar volume of this series showed the same sudden drop for this data point,
and further considering that a contamination with water could be expected to
have the opposite effect on density, it does seem plausible to assume that some
sort of abrupt change in structure occurs in the phosphate ionic liquid on addition
of [C4C1im][NTf2], as has been found in the literature for some properties of
other ionic liquids.
Table 4.1 lists the parameter f established for the different data sets together
with the constituting ions of the mixture and the overall change in viscosity
∆η. As can be taken from that list, f is found to be negative, with the mixture
exhibiting a less than ideal viscosity, for almost all mixtures in which more than
one cation is present, while mixtures in which only anions are mixed mostly show
a positive deviation from ideality.
This finding is to some extent not compatible with data from literature, as
mixtures of [C4C1im][BF4] with [PF6]
–[90] as well as mixtures of [C2C1im][BF4]
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with [dca]–[95] show negative deviation from the ideal Grunberg and Nissan mixing
law. However a mixture of [C4C1im][BF4] with [MeSO4]
–[90] shows positive
deviation. Comparable mixtures containing different cations are not widely
available from literature, as often cations with the same charged head-group but
different (alkyl-) substituents are mixed. This is however significantly different
from the mixtures presented here, as changing the substituent influences the
cation–cation interaction that takes place largely through non-polar interactions,
while changing the charge carrying fragment of the cation influences the largely
coulombic cation–anion interactions. However a mixture of [C2C1im][AlCl4] with
the lithium salt does indeed show a pronounced negative deviation from ideality,
in good agreement with the results presented here.[97]
As no correlation between f and the density data is apparent, it seems that
packing effects can be ruled out as the cause of the viscosity deviations. A
possible explanation arises from the fact that the anions exhibit a high degree of
symmetry or pseudo-symmetry as they can potentially form multiple contacts of
similar strength, while most cations form one primary contact and additional
contacts are of reduced intensity (see discussion on Kamlet-Taft parameters
of mixtures, section 4.4.3). In a mixture of two anions of different H-bond
basicity, the more basic could replace the less basic from its hydrogen bonds, thus
interacting with multiple cations at the same time and creating a higher degree
of connectivity in comparison to a situation in the pure liquid. This additional
connectivity however is not possible for most cations, with the exception of
[(C2OH)3C1N]
+, and indeed is the mixture containing this ion the only one
in which cations are mixed that shows a significant positive deviation from
ideality. This explanation however is still highly speculative and will need further
investigation in subsequent work.
4.3. Conductivity of mixtures
Conductivity data for the mixtures of ionic liquids can be found in its graphical
representation in figures 4.26 to 4.35 and the corresponding numerical data can
be found in the appendix in tables A.25 to A.35. The conductivity measured by
impedance spectroscopy is marked as Λm,Imp. Furthermore the conductivity was
calculated from the self-diffusion constants using the Nernst-Einstein equation
(2.1), and presented as Λm,NMR.
110
4.3. Conductivity of mixtures
0.0 0.2 0.4 0.6 0.8 1.0
0.00000
0.00005
0.00010
0.00015
0.00020
 m, Imp
 m, NMR
m
 / 
S 
m
2  m
ol
-1
([C4C1im][NTf2])
Figure 4.26.: Conductivity of a ternary mixture of [C4C1im][Me2PO4] with
[NTf2]
–.
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Figure 4.27.: Conductivity of a ternary mixture of [C4C1im][OTf] with [NTf2]
–.
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Figure 4.28.: Conductivity of a quaternary mixture of [C4C1py][NTf2] with
[C4C1im][OTf].
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Figure 4.29.: Conductivity of a ternary mixture of [C4C1im][Me2PO4] with
[MeSO4]
–.
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Figure 4.30.: Conductivity of a ternary mixture of [C4C1im][OTf] with Cl–.
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Figure 4.31.: Conductivity of a ternary mixture of [C4C1py][Me2PO4] with
[NTf2]
–.
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Figure 4.32.: Conductivity of a ternary mixture of [C1C1C1pz][OTf] with
[C4C1im]
+.
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Figure 4.33.: Conductivity of a ternary mixture of [C4C1im][MeSO4] with
[(C2OH)3C1N]
+.
114
4.3. Conductivity of mixtures
0.0 0.2 0.4 0.6 0.8 1.0
0.00000
0.00002
0.00004
0.00006
0.00008
0.00010
0.00012
0.00014
0.00016
0.00018
0.00020
0.00022
0.00024
 m, Imp
 m, NMR
m
 / 
S 
m
2  m
ol
-1
([Me-DBU][MeSO4])
Figure 4.34.: Conductivity of a quaternary mixture of [C4C1im][NTf2] with
[Me−DBU][MeSO4].
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Figure 4.35.: Conductivity of a ternary mixture of [C4C1im][MeSO4] with
[NTf2]
–.
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As logarithmic mixing behaviour has already been identified as a likely mixing
behaviour in literature, both conductivity curves were fitted by an equation
adapted from (4.4):
log Λ = χ log Λ1 + (1− χ) log Λ2 + χ(1− χ) f
RT
(4.5)
Based on the Stokes-Einstein and Nernst-Einstein equation, one would expect
that a lower viscosity causes a higher conductivity and vice versa. Therefore
the non-ideality parameters f for the two conductivities should always be of
the opposite sign relative to the corresponding parameter from the viscosity
calculation. However as it can be taken from table 4.2, this is not the case.
As a general tendency bulk conductivities as measured by impedance spectro-
scopy tend to be higher than ideal, while the ones calculated from self-diffusion
constants tend to be lower. With the exception of the quaternary mixture of
[C4C1im][NTf2] with [Me−DBU][MeSO4], the non-ideality parameters f could
be interpreted in such a fashion that only for comparatively highly non-ideal
viscosities the corresponding parameters for conductivity cross zero. However no
linear or other correlation between fvisc and fImp or fNMR is apparent. It must
therefore remain unclear, whether a relationship exists.
As the overall deviation from the ideal behaviour is relatively small, the
expected linear relationship between Λm and 1/η holds well nonetheless, with the
exception of the most strongly deviating mixtures such as [C4C1im][Me2PO4]
with [NTf2]
–, as can be taken from the three exemplary graphs 4.36 to 4.38 and
the remaining graphs A.1 to A.7 in the appendix.
The conductivity as calculated from the diffusion data Λm,NMR was found to
be approximately linearly related to the bulk impedance conductivity Λm,Imp
with the exception of the cases where no significant change in conductivity was
found (4.39 and 4.40 as well as A.8 to A.14). It can be shown that this behaviour
is to be expected in the case where the quadratic term in χ vanishes, or f = 0.
Therefore:
Λm,Imp = m · Λm,NMR + n (4.6)
Assuming this linear behaviour, the haven ratio can now be calculated as:
RH =
Λm,Imp
Λm,NMR
= m+ nΛm,NMR
(4.7)
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Figure 4.36.: Conductivity versus viscosity of a ternary mixture of
[C4C1im][Me2PO4] with [NTf2]
–.
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Figure 4.37.: Conductivity versus viscosity of a ternary mixture of
[C4C1im][MeSO4] with [(C2OH)3C1N]
+.
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Figure 4.38.: Conductivity versus viscosity of a quaternary mixture of
[C4C1im][NTf2] with [Me−DBU][MeSO4].
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Figure 4.39.: Λm,NMR versus Λm,Imp of a ternary mixture of [C4C1im][MeSO4]
with [(C2OH)3C1N]
+.
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Figure 4.40.: Λm,NMR versus Λm,Imp of a quaternary mixture of [C4C1im][NTf2]
with [Me−DBU][MeSO4].
If n = 0 the RH can therefore be expected to remain constant over the full
composition. For n 6= 0, the last term n/Λm,NMR shows exponential behaviour in
χ.
4.4. Kamlet-Taft parameters of mixtures
In this section the Kamlet-Taft parameters, mainly H-bond acidity α and H-bond
basicity β, of mixtures will be discussed. For a discussion of the properties for
pure ionic liquids see section 4.4.3 and chapter 5.
To analyse the behaviour of the Kamlet Taft parameters for mixtures, it is
first necessary to develop a concepts of what constitutes ‘ideal’ behaviour as a
reference to compare the results to.
Figure 4.41 shows a set of Kamlet Taft parameters recorded for mixtures of
[C4C1im][Me2PO4] mixed with the corresponding [NTf2]
– ionic liquid. As these
ionic liquids differ only in the constituting anion, one can expect to find the most
pronounced difference for the H-bond basicity β, which is indeed the case. It is
however obvious that the behaviour of β cannot be adequately described by a
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Figure 4.41.: Kamlet Taft parameters of a ternary mixture of [C4C1im][Me2PO4]
with [NTf2]
–.
linear approximation. A strong divergence towards higher than linear β values is
apparent and a similar trend can be seen for the α values of the mixtures.
At least for β this can be rationalised, when interpreted as a chemical equi-
librium. The dye forms an H-bond complex with the solvent, in this case the
anion of an ionic liquid, and the stronger this complex is, the more the optical
absorption of the dye is shifted and the higher the calculated β value will be. If –
as it is the case in a mixture of ionic liquids – more than one potential parter for
complex formation is available, a chemical equilibrium should form, with the dye
interacting with different species according to the energy of said interaction. As
the higher β value corresponds to the stronger complex, the equilibrium would
therefore tip towards that species, making it more likely that the dye interacts
with the [Me2PO4]
– anion, thus indicating a higher than ideal (linear) H-bond
basicity.
As can be taken from figure 4.42, the signal for the β dye 4-nitroaniline in
the ionic liquid mixture is not just a super-position of the two signals in the
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Figure 4.42.: Absorption spectrum of 4-nitroaniline in a mixture of
[C4C1im][Me2PO4] with [NTf2]
– at χ = 0.69, as well as the spectra
of the pure ILs.
pure compounds. Indeed is the signal slightly more symmetric than in pure
[C4C1im][Me2PO4], presumably due to the lower viscosity.
From this fact two possible conclusions can be drawn. Either the interaction
between the solvent and the dye is – by a mechanism as of yet unknown –
somehow weakened or strengthened to an averaged value that is then measured.
This seems the likely mechanism for the pi∗ dye, as it responds to the polarity
and polarisability of the solvent and its spectrum is thus a result of the entire
solvation shell of the dye. While the composition of the solvation shell can not
be guaranteed to be representative of the bulk composition of the solvent in case
of mixtures, it can certainly be assumed to consist of more than one molecule
of the solvent and might therefore show a static but averaged response from a
mixture when compared to the pure constituting solvent.
For the α and β dyes it is however unclear how a static situation should be
able to yield an averaged response. As the spectroscopic response, after being
corrected for pi∗, is the result of a complex between the dye and an H-bond
acceptor or donor species of the solvent, and as the available species of the
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mixture are the same as the species in the pure compound, only a limited number
of mechanisms to influence the spectroscopic response offer themselves.
As outlined in the methods section 3.1, the break-down of the assumption
that the general solvation shell of the pi∗ dye is at least qualitatively similar to
the other two could lead to a change in perceived rather than actual H-bond
acidity or basicity. This does however seem unlikely as the overall change in pi∗
is relatively small.
Furthermore secondary interactions of the ion–dye complex with other solvent
molecules could influence its α or β value. Any such complex however could
be expected to be limited in its influence. Using the concept of possible cross-
interactions introduced by Quitevis,[71] and applying it to the example of the β
dye, the complex would have to interact with a second anion to create a new
interaction that can not be found in the pure liquids. Should the complex interact
through the anion, a cation would be required as an intermediate species for
electrostatic reasons. Should the interaction occur through the dye it would have
to be through a direct interaction to not be included in the pi∗ value, however no
acidic or basic interaction site is available on the dye molecule.
It seems more likely that the spectrum seen experimentally is the result of two
possible interactions of the dye with the different ions in the mixture. Furthermore
these interactions have to be dynamic on the time-scale of the experiment, as
otherwise the signal would have to be the sum of two discernible peaks lying
underneath it.
The wavelength measured to calculate α and β however cannot simply be
regarded as a weighed average of the two wavelengths measured for the pure
compounds, as it depends on the chemical composition of the whole solvation
shell as well. Assuming however that the basic assumption of Kamlet-Taft
measurements holds for ionic liquid mixtures – that the solvation shell of the
different dyes is roughly equivalent – it should be possible to interpret the
resulting α and β parameters as a weighed average of the values for the pure
liquids.
While it is not possible to tell from the available data, whether a different
enrichment of the solvation shell of two different dyes occurs, the qualitative
change of pi∗ can at least indicate, whether such an occurrence is likely, as a
deviation from linear mixing can indicate enrichment of the solvation shell with
one of the available species, and if such an enrichment occurs, it would be more
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likely to be different for the different dyes, than perfectly linear behaviour. This
however can at best be a weak guide to which data point might need special
attention and is by no means a safe indicator of a break-down of the assumptions
the Kamlet and Taft parameters are based an.
To quantify the composition dependents of the α and β parameters a mixing
parameter δ is introduced. In analogy to the composition parameter χ this is
defined as follows for a system in which the dye can interact with two ion species
1 and 2:
δ = [D1][D1] + [D2] (4.8)
1
δ
= 1 + [D2][D1] (4.9)
The spectroscopical mixing parameter δ can be identical to the composition
χ if the bonding of the dye is entirely equal for the two solvent species, this is
however not necessarily the case:
δ 6= χ = [1][1] + [2] (4.10)
As outlined above, it should however correlate directly with the Kamlet-Taft
parameter α or β:
α = δα1 + (1− δ)α2 (4.11)
β = δβ1 + (1− δ)β2 (4.12)
For cases where δ = χ this corresponds to a linear change of the H-bonding
parameters with molar composition of the mixture.
It should be possible to describe a situation in which the dye can interact with
either of two ion species by two equilibria:
K1 =
[D1]
[1][D] (4.13)
K2 =
[D2]
[2][D] (4.14)
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And therefore:
K = K1
K2
= [2][D1][1][D2] (4.15)
[D2]
[D1] =
1
K
[2]
[1] (4.16)
Under certain assumptions that will be discussed in section 4.4.2, the composi-
tion of the mixture (4.10) can be rewritten as follows:
[2]
[1] =
1− χ
χ
(4.17)
Using (4.17) – under the assumption that [1] [D] and [2] [D] also to be
discussed in greater detail in section 4.4.2 – and (4.16), equation (4.9) can be
rewritten as:
1
δ
= 1 + 1− χ
K · χ (4.18)
Which can be rewritten as:
δ =
K χ1−χ
1 +K χ1−χ
(4.19)
Using the H-bond acidity and basicity of the constituting ionic liquids and
equation (4.19), the α and β values of a mixture as calculated by (4.11) or (4.12)
now exclusively depend on the parameter K.
As there is no clear description of what microscopically gives rise to the pi∗
parameter, or how exactly any preferential solvation would relate to the resulting
parameter, the experimental data will be approximated by a linear function
mainly for reasons of comparison. There is however no solid physical foundation
for this assumption.
4.4.1. Results
As can be taken from figures 4.43 to 4.53 and the numerical data in the appendix
in table A.3 to A.12, the α and β parameters can be well correlated with the
function introduced in section 4.4.
For nearly all α and β series, the deviation from the straight line is towards
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Figure 4.43.: Kamlet Taft parameters of a ternary mixture of [C4C1im][Me2PO4]
with [NTf2]
–.
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Figure 4.44.: Kamlet Taft parameters of a ternary mixture of [Me−DBU][MeSO4]
with [C4C1im]
+.
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Figure 4.45.: Kamlet Taft parameters of a ternary mixture of [C4C1im][OTf]
with [NTf2]
–.
higher H-bond parameters, corresponding to the dye interacting with the en-
ergetically more favourable species. Only three exceptions to this rule can be
found in the mixing series.
Two are the β parameters in the ternary mixture of [Me−DBU][MeSO4] with
[C4C1im]
+ (figure 4.44, table A.4) and the ternary mixture of [C1C1C1pz][OTf]
with [C4C1im]
+ (figure 4.50, table A.10). Both of these are essentially the result
of ‘fitting noise’. Due to the very small overall change in β between the two pure
compounds (∆β = 0.025 and ∆β = 0.023 respectively), large changes in K only
result in relatively moderate quantitative changes of the resulting function. Small
errors or noise in the measurement can therefore result in significant changes in
the approximated K value.
The third case in which a negative deviation from the straight line occurs is
the α value of the ternary mixture of [C4C1im][OTf] with Cl– (figure 4.48, table
A.8). From the first order approximation that the cation gives rise to α and the
anion gives rise to β, no change in α should have been expected at all for this
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Figure 4.46.: Kamlet Taft parameters of a quaternary mixture of [C4C1py][NTf2]
with [C4C1im][OTf].
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Figure 4.47.: Kamlet Taft parameters of a ternary mixture of [C4C1im][Me2PO4]
with [MeSO4]
–.
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Figure 4.48.: Kamlet Taft parameters of a ternary mixture of [C4C1im][OTf]
with Cl–.
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Figure 4.49.: Kamlet Taft parameters of a ternary mixture of [C4C1py][Me2PO4]
with [NTf2]
–.
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Figure 4.50.: Kamlet Taft parameters of a ternary mixture of [C1C1C1pz][OTf]
with [C4C1im]
+.
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Figure 4.51.: Kamlet Taft parameters of a ternary mixture of [C4C1im][MeSO4]
with [(C2OH)3C1N]
+.
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Figure 4.52.: Kamlet Taft parameters of a quaternary mixture of [C4C1im][NTf2]
with [Me−DBU][MeSO4].
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Figure 4.53.: Kamlet Taft parameters of a ternary mixture of [C4C1im][MeSO4]
with [NTf2]
–.
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mixture.1 The same applies to various other cases, in which the α or β parameter
that would not be expected to change from the composition of the mixture varies
with χ and indeed applies to pure ionic liquids as well. This phenomenon arises
because the two H-bond parameters α and β are not truly independent of each
other, as is discussed in greater detail in section 4.4.3.
The pi∗ value of nearly all mixtures shows almost perfectly linear behaviour
over the whole range of compositions. The two possible explanations are that
either no preferential solvation occurs and that the polarity and polarisability of
the mixtures changes in a linear fashion or that the mixtures show some extent
non-linear behaviour, but this is masked by preferential solvation of the dye that
behaves linearly.
As the β as well as the α dyes – both depending on the pi∗ value – present
a conclusive picture with no indication of a strong preferential solvation of the
N,N -diethyl-4-nitroaniline, and as it seems highly unlikely that a preferential
solvation of said dye should exactly off-set the non-linear behaviour of the solvent
mixture in almost all cases, it is reasonable to assume that no such non-linear
behaviour occurs.
The only exception to this rule are the quaternary mixture of [C4C1im][NTf2]
with [Me−DBU][MeSO4] (figure 4.52, table A.12) and the ternary mixture of
[C4C1im][MeSO4] with [NTf2]
– (figure 4.53, table A.13). In both cases pi∗ shows
a pronounced negative deviation from linear behaviour. As both data sets have
in common that [MeSO4]
– is mixed with [NTf2]
–, it seems reasonable to assume
that this specific mixture causes the non-linear behaviour.
It is noteworthy that these mixtures are the same two mixtures that show
a systematic deviation from linear behaviour in the molar volume as well (see
section 4.1). A possible explanation for the non-linear behaviour of pi∗ could
therefore be that a larger molar volume is equivalent to a lower charge(-carrier)
density, thus potentially a less intense interaction between the partial charge of
the solute – the Kamlet Taft dye – and the solvent.
It can furthermore be found that none of the mixtures significantly exceed the
values of the constituting pure compounds for any of the Kamlet-Taft parameters.
A synergetic effect can therefore not be found.
1This is also the case for the negative deviations mentioned before, does however not stand in
a causal relationship to the observed behaviour.
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4.4.2. Quantitative interpretation of the equilibrium constant
While it is possible to make predictions of the α and β parameters of mixtures
based on a limited number of data points, by fitting these with the equation
presented above, it would be highly desirable to be able to predict K from
the Kamlet-Taft parameters of the pure liquids. To this end however, it is
first necessary to understand what the expected relation between K and the
Kamlet-Taft parameters is.
As K depends directly on K1 and K2 as defined in (4.13) and (4.14), this
should allow one to mathematically link K to the Kamlet-Taft parameters as
well.
Each of the two equilibrium constants depends on the energy of the corres-
ponding complex formation in the following manner:
K ∝ e−∆E (4.20)
From the definition of the Kamlet Taft parameters in the LSER, it follows
that the energy ∆E can be written as the sum of different contributions:
∆E = E0 + s · pi∗ + a · α (4.21)
This is true for both equilibrium constants K1 and K2. It furthermore follows
from the definition of the Kamlet-Taft parameters that the sum E0 + s · pi∗ has
to be the same for both energies. Therefore:
K = K1
K2
∝ e
−∆E1
e−∆E2
= e−∆E1+∆E2 = ea·∆α (4.22)
lnK ∝ a ·∆α (4.23)
With the analogous result for β:
lnK ∝ b ·∆β (4.24)
As can be taken from figure 4.54, the parameter K does indeed show the
expected qualitative behaviour depending on the difference in the corresponding
Kamlet-Taft parameters. While the qualitative distribution of the data seems
to indicate that one single linear function might be sufficient to calculate K
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Figure 4.54.: Correlation between equilibrium parameter K and the change in α
or β in a mixture.
from ∆α as well as ∆β, there is no rigourous theoretical explanation why that
should be the case. For the two functions to coincide, it would require a = b
and therefore perfectly balanced scales for H-bond acidity and basicity. However,
both the quantity and quality of the available data points makes a final decision
on a quantitative correlation of K with the Kamlet-Taft parameters impossible.
It is furthermore unclear whether any such further interpretation, beyond the
rough estimation of a K-value for a certain mixture, would yield any meaningful
information, as the assumptions made in its development are quite severe.
The first assumption is (4.17), where it is essentially assumed that the ratio
of ions available for H-bond formation is equivalent to the ratio of ions in the
solution.
From comparing the β values for ternary mixtures of [C4C1py][Me2PO4] or
[C4C1im][Me2PO4] with [NTf2]
– (figure 4.55), it can be seen that these are not
equivalent. Mixtures with the pyrrolidinium based cation constantly show higher
β values than the imidazolium based ionic liquids until χ = 1, the pure ionic
liquid, is reached and the H-bond basicities are identical. This is most likely the
result of interactions between the cation and the anions in the mixture. As the
cations interact with the anions in a very similar fashion to the dye, they will
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Figure 4.55.: H-bond basicity β for two ternary mixtures of either
[C4C1im][Me2PO4] or [C4C1py][Me2PO4] with [NTf2]
–.
equally form at least two equilibria for interaction with the different anions, in
analogy to (4.13) and (4.14). As the imidazolium cation is significantly more
H-bond acidic, it will bond stronger to the more basic [Me2PO4]
– anion than the
pyrrolidinium cation can, thus making less of the more basic anion available for
the dye, consequently bringing the Kamlet-Taft parameters of the mixture closer
to the ideal linear behaviour, as can be seen in figure 4.55.
The second assumption made in section 4.4 is using the concentrations of the
two ion species directly for the equilibrium constant of the dye in equation (4.16).
This is only correct under the assumption that [1] [D] and [2] [D]. Assuming
the the two concentrations [1] and [2] in the liquid follow indeed directly from
the composition of the mixture, it is technically not correct to employ them
directly in (4.13) or (4.14). In a more stringent approach, the concentrations in
the liquid without dye would be [1]0 and [2]0, therefore:
[1] = [1]0 − [D1] (4.25)
[2] = [2]0 − [D2] (4.26)
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Figure 4.56.: H-bond acidity α for a ternary mixture of [C4C1im][OTf] with
[C1C1C1pz]
+ versus absorptions at varying dye concentrations.
If however the number of available H-bonding sites is significantly higher than
the number of dye molecules, this correction can be neglected. To Establish
whether this is a realistic approximation, the α parameter of a mixture of
[C4C1im][OTf] with [C1C1C1pz][OTf] (49:51 n/n)was measured at varying dye
concentrations.
For increasing concentrations of dye, a lower α value was found (figure 4.56),
however over a concentrations range that corresponds approximately to a factor
of three between the highest and the lowest concentration, with the data point
corresponding to the standard concentration highlighted in the graph, a change
of only ∆α = 0.01 was found.
As this difference is very small absolutely as well as compared to the approx-
imate error of the method, it is acceptable to treat the concentration of ions and
dye molecules as decoupled.
4.4.3. Correlation between H-bond acidity and basicity
The fact that the α and β values associated with a species that remains constant
throughout the mixture change, should first be discussed in the context of pure
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Table 4.3.: H-bond acidity α for different anion – cation combinations.
α [NTf2]
– [Me2PO4]
–
[C4C1im]
+ 0.62 0.45
[C4C1py]
+ 0.43 0.24
Table 4.4.: H-bond basicity β for different anion – cation combinations.
β [NTf2]
– [Me2PO4]
–
[C4C1im]
+ 0.25 1.15
[C4C1py]
+ 0.25 1.14
ionic liquids, as can be assumed that the mechanisms at work remain the same
in mixtures as well.
It is a well established fact and can be expected from a purely electrostatic
point of view that the H-bond acidity of ionic liquids – as measured by the
corresponding Kamlet-Taft parameter α – mainly depends on the nature of the
cation. It is however also well known that there is a significant influence of the
anion, with higher β values resulting in a depression of the H-bond acidity, as
exemplified in table 4.3.[136]
Assuming the H-bond acidity was entirely governed by the cation, one could
expect a constant value for both fields in every row of the matrix, however
the change from the extremely non-basic [NTf2]
– anion, to the highly basic
[Me2PO4]
– results in a depression of α by ∼ 0.2 for both cations.
In strict analogy to the H-bond acidity, the H-bond basicity β depends mainly
on the nature of the anion. Opposed to the behaviour of α however, no significant
influence of the cation can be found, as shown in table 4.4.
As can be taken from the fact that the value per column is – within the
experimental error – constant, there is no influence of the H-bond acidity on the
H-bond basicity.
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4.4.3.1. H-bond acidity
A potential mechanism for the changing α value is the simple displacement of
the dye molecule from the acidic proton by the anion of the ionic liquid.[169]
[C · · · dye]+ + [A]−  [CA] + dye
While this mechanism can in principle explain the behaviour found experi-
mentally, it does not explain why such an effect should not usually occur for the
β parameter, in other words for the anion.
One possible explanation could be that it does occur in principle, however
that the interaction between the anion and the dye is so strong, and the afore
mentioned equilibrium therefore so firmly on the left side that the interaction
between cation and anion cannot remove a significant percentage of the dye from
the anion at the concentrations present in the experiment.
However gas phase calculations of the complexes formed by anions and cations
with their respective Kamlet-Taft dyes could show that for the whole α range
spanned in chapter 5, between α = 0.22 and α = 1.08, the energy of complex
formation with Reichardt’s dye is between -118 kJ/mol and -166 kJ/mol. Analogous
calculations for anions and 4-nitroaniline showed a energy range from -77 kJ/mol
to -134 kJ/mol for the basicity from β = 0.21 to β = 1.22.2 These energies however
cannot be taken as directly applicable to the experimental system, as in the
bulk phase the effect of monopole based interactions – that govern gas-phase
calculations of ions – would be somewhat mitigated.
With those caveats in mind, the energies still strongly indicate that the anion–
dye interaction is at least of the same order of magnitude as the cation–dye
interaction. Furthermore is the relative order of these energies ‘wrong’ in the
context of the observed behaviour of largely constant β values and strongly
changing α values. As the complexes of anions and the nitroaniline dye are on
average weaker than of cations and Reichardt’s dye, easier displacement and
therefore even stronger dependence of β on the H-bond acidity should occur, the
exact reversal of the situation found experimentally.
One potential explanation stems from the nature of the cation that is often
deliberately chosen to be large and asymmetric, with the charge being spread
2The calculations for the anions were carried out by Claire Ashworth under my partial
supervision.
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Figure 4.57.: H-bond acidity of different [C4C1im]
+ based ionic liquids depending
on their H-bond basicity. For numerical data see table A.1.
over the molecule where possible. For ion-pairs this results in a wealth of possible,
stable conformers that can differ considerably in energy, but are still energetically
accessible in the experimental system (see section 6.2 and [14, 15]). In principle
this same range of conformers should be accessible to the dye used to measure α
as well.
In a molecular dynamics calculation of a ternary mixture of [C2C1im]Cl with
[SCN]– in an equimolar composition, Kirchner et al. found that while for both
pure ionic liquids the closest contact between anion and cation was always
through the (most acidic) C2 proton of the imidazolium ring, in the mixtures this
was only true for the more basic chloride anion. The less basic thiocyanate ion
however was shifted to the back of the ring and formed closer contacts with the
protons at C4 an C5 of roughly equal strength.[75] A similar mechanism might
be the explanation for the significant drop in the Kamlet Taft H-bond acidity of
the cation when highly basic anions are present.
In figure 4.57 the H-bond acidity parameter α of the [C4C1im]
+ cation is
plotted versus the H-bond basicity β from a number of measurements on a
number of ionic liquids performed by different members of the Welton research-
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N+N (CH2)nOH
Figure 4.58.: Chemical structure of [(CnOH)C1im]
+.
group over time (see table A.1 for numerical data and scientist performing the
measurements).
As can be taken from this data, an upper limit for the H-bond acidity exists
at α ≈ 0.62 that is not exceeded beyond the uncertainty of the method. At a
basicity of β ≈ 0.5 the acidity of the cation starts to decrease steadily and seems
to reach a second plateau at α ≈ 0.46.
If this lower α value does indeed correspond to the interaction of the Kamlet-
Taft dye with protons at the back of the ring, it should in principle be comparable
to the α value measured for the [C4C1C1im]
+ cation, where the C2 position is
methylated and therefore cannot donate H-bonds. Experimentally a value of
α = 0.38 was found for those ionic liquids.[136] Furthermore it was possible to
predict the acidity of the relevant position at the [C4C1im]
+ using the energy of
complex formation with NCH (see chapter 5 for details), which was found to be
at α = 0.40, in good agreement with the experimental results for [C4C1C1im]
+.
Both values however are significantly lower than that at which the experi-
mental [C4C1im]
+ values seem to converge. It can however be assumed that the
equilibrium would not be entirely on the side of the lower α position and the
measured value thus ‘contaminated’ by the more acidic C2 position of the ring.
In a publication by Deng et al. the Kamlet Taft parameters of alcohol substi-
tuted imidazolium based ionic liquids were analysed (figure 4.58). In graph 4.59
the α values of [(CnOH)C1im]
+ (n = 2,3) based ionic liquids are plotted against
the corresponding β values.
While these ionic liquids can be expected to show essentially equivalent be-
haviour of the imidazolium ring in terms of H-bond acidity, the additional OH
group can also donate an H-bond and can be expected to be more acidic than
the imidazolium protons.
As can be taken from the data, the acidity at low β values is indeed significantly
higher than for the [C4C1im]
+ based ionic liquids at α ≈ 1.20. However even
a minimal increase of the H-bond basicity β results in a marked decrease of α,
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Figure 4.59.: H-bond acidity of different alcohol substituted [(C2OH)C1im]
+ and
[(C3OH)C1im]
+ based ionic liquids depending on their H-bond
basicity. Data taken from [170].
levelling out at α ≈ 0.77. A further increase of β > 0.6 results in a second drop
to α ≈ 0.50.
In the context of the interpretation presented above, this behaviour would be
indicative of the dye first interacting with the most acidic OH group, then being
displaced by the anion, thus interacting with the C2 proton, then again being
replaced and interacting with either the C4 or C5 proton. Each of these positions
is furthermore ‘contaminated’ by interactions of the dye with the more acidic,
and potentially also the less acidic position, thus making the second and third
acidity value ∼ 0.15 and ∼ 0.05 respectively higher than was found for [C4C1im]+.
This can be rationalised, as the energetic difference between the least and most
H-bond acidic position would be high enough for them not be populated at the
same time. For high β values the situation would thus essentially be identical to
that for the non substituted imidazolium cation.
The exact mechanism behind the observed behaviour remains unclear, however
different explanations are possible. The most straightforward would be that
as soon as the interaction between the anion and the cation exceeds a certain
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threshold, the equilibrium shifts towards the H-bond mediated ion-pair rather
than the dye–cation interaction, with the dye thus being moved to the second
most favourable position. Due to the low concentration of the dye when compared
to the ionic liquid (approximately 4 orders of magnitude lower), this mechanism
would require the concentration of available hydrogen bonding sites to be low,
and almost all protons to be involved in hydrogen bonds, as otherwise the number
of available C2 protons compared to the number of dye molecules would remain
almost unchanged, thus not causing a different mode of interaction.
If one assumes at the other extreme that the number of available protons is
large compared to the number of dye molecules, the following equilibrium is
possible:
K = [C
2 · · ·D][C4/5]
[C4/5 · · ·D][C2] (4.27)
If [C2] decreased significantly relative to [C4/5] because a larger amount is
bound in interactions with the anion, this would shift the equilibrium of the dye
accordingly.
This interpretation has the additional effect that even for low β values a
significant amount of [C4/5 · · ·D] can be populated, as due to the chemical
structure of the imidazolium ring [C4/5]0 = 2 · [C2]0 hence potentially shifting
the equilibrium if the energy of the H-bond between the C2 position and the dye
is not significantly higher than the bond between the C4 or C5 position and the
dye.
As of yet it is unclear which of the two explanations – either the nearly complete
involvement of available protons in H-bonds, or the near complete availability of
protons at low β values – is the better description of the system. It is furthermore
possible that the physical reality of the system is intermediate between the two
extreme models.
Both descriptions however are compatible with the behaviour found in figure
4.48 of a ‘hanging’ α curve. As the chloride ion is small with a high charge
density, it is plausible that it can strongly bond to more than one cation at a time
as long as a significant surplus of cations is available to do so. This would then
tip the equilibrium (4.27) to create a hanging curve as found experimentally.
While both explanations presented above are consistent within themselves,
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Figure 4.60.: Chemical structure of the dye used by Spange et al. to measure
αSpange.[171]
there is work by Spange et al., in which an alternative dye set is used to measure
H-bond acidity.[171,172]
In their work, an iron based dye (figure 4.60) was used to measure αSpange
directly without involving pi∗ in the calculation. As can be taken from the plot of
the H-bond acidity αSpange versus the H-bond basicity βSpange (figure 4.61, table
A.2), the data follows a straight line as opposed to the approximately sigmoidal
behaviour exhibited by the dye set used in this work.
It is unclear how an equivalent interaction between dye and ionic liquid could
result in such different behaviour, it thus appears that a different mechanism
must be responsible in both cases. One such explanation that would result in a
linear change of α with β would be that the wavelength measured – and thus the
LSER – is not just a function of α, but also of β. For molecular solvents however
no such dependence of the wavelength on β could be found. It is however possible
that the strongly ion dissociating character of ionic liquids has an influence on the
ligand stability different to what happens in molecular solvents, thus prohibiting
the transfer of results found for molecular solvents to ionic liquids.[3]
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Figure 4.61.: Correlation between H-bond acidity and basicity for [C4C1im]
+
based ionic liquids measured with the dye shown in 4.60.[171]
4.4.3.2. H-bond basicity
As the results from the H-bond acidity should in principle apply to H-bond
basicity as well, it is remarkable that β for a given anion hardly changes at all
from one ionic liquid to another. This can however be explained by the high
amount of symmetry offered by the anions as opposed to the cations. Most
anions do not offer more than one qualitatively different and spatially separated
site of interaction, therefore any equilibrium involving the dye could only be
between ‘bonded’ and ‘non-bonded’, with the energy penalty being significantly
higher for removing an H-bond entirely as opposed to replacing it with a less
favourable one.
Furthermore it is known from crystal-structures and follows from the symmetry
of the anions that they can form more than one contact to a H-bond donor at a
given time.
As it was shown in figure 4.55, anions are however not entirely unaffected by
the interaction with the cation, as behaviour in mixtures changes significantly
depending on the cation.
It was furthermore found that β can be influenced in pure ionic liquids with
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Table 4.5.: H-bond basicities of four different ionic liquids.
β [OTf]– [MeSO4]
–
[C4C1im]
+ 0.47 0.65
[(C2OH)3C1N]
+ 0.29 0.44
a tri-ethanol substituted cation, offering three highly H-bond acidic groups to
interact with. As shown in matrix 4.5, this results in a marked depression of β
for different anions, probably through the combined effect of a relatively larger
number of H-bond donor positions and their strength compared to other cations
used in ionic liquids.
4.4.3.3. Complete description
Confronted with the shortcomings of the method presented above, it is tempting
to look for a more complete description of the ionic liquid. In principle this
should include – for the simplest non-trivial case of a cation with two H-bond
acidic sites and an anion such as chloride – the equilibria of the dye molecule
with both acidic sites and the corresponding equilibria of the anion with the
cation.
None of the equilibria involving the anion however are clearly defined. While
for an ion pair in a molecular solvent a reasonable description can be given in
terms of ion-pair, solvent separated ion-pair and solvated ions or ‘free’ ions, it is
unclear what would exactly constitute the non-bonding situation for an anion
and a cation in an ionic liquid. Assuming no large voids are left in the ionic liquid,
an anion leaving an H-bond acidic site would have to be replaced by another
anion. The difference between an ‘available’ proton and a proton involved in
hydrogen bonding would therefore not be clearly defined.
Furthermore is it difficult to estimate the energy involved in breaking an
anion–cation H-bond in an ionic liquid. As the coulombic interaction would
remain approximately constant if the distance between anion and cation does not
change significantly, the energy contribution might be comparably small. How
big or small exactly however is difficult to estimate.
Given these conceptual difficulties in understanding the exact situation in ionic
liquids or how to best describe it mathematically, no quantitative interpretation
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of the data beyond the first-order approximation presented in this section seems
possible at the moment.
4.5. Conclusion
Every property analysed in this work shows a smooth and nearly ideal transition
for the mixtures.
This ideal behaviour can be found for the molar volumes of mixture in
most cases, with the exception of [NTf2]
–/[MeSO4]
– mixtures and the pure
[C4C1im][Me2PO4] data point. While no conclusive explanation can be given,
both effects seem to be properties specific to these systems that cannot be brought
into a conclusive framework with the other samples. This might indicate that
the explanation for the behaviour could be related to structural and packing
parameters that depend on the individual shape of the ions and how they can be
packed.
While this non-ideality of the density could be expected to carry through to the
viscosities, this is not the case. Indeed show the two mixtures containing [NTf2]
–
and [MeSO4]
– opposite deviation from the ideal viscosity while showing the same
deviation from ideal density. This decoupling of properties is to some extent
in-line with the predictions of the Katti and Chaudhri mixing law that does
predict a density dependence of the viscosity but also shows that the deviation
from density found for these mixture is too small to have a significant influence
on the viscosity. This could potentially indicate that the deviation of density is
largely a packing effect, not a result of reduced intermolecular interaction, as
that could be expected to have a more pronounced effect on viscosity.
For all viscosities however the deviations are found to be very small. Grunberg
and Nissan found the non-ideality parameter f for mixtures of trans- with cis-
decalin to be -0.055 kJ/mol,[94] only one order of magnitude smaller than the largest
found for ionic liquid mixtures in this work, and Katti and Chaudhri found the
non-ideality for mixtures of benzyl acetate with dioxane and meta-cresol to be of
the same order of magnitude.[91]
Even though to be expected from Nernst-Einstein and Stokes-Einstein equation,
no significant effect of the non-ideality of the viscosity on the conductivity could
be found. Bulk conductivities were found to be on average slightly higher than
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to be expected from ideal behaviour, while the conductivity calculated from
self-diffusion constants was lower than expected in almost all cases.
All these non-idealities however are small, as could clearly be shown from
the fact that the plots of Λ versus η−1 as well as Λm,Imp versus Λm,NMR yield
approximately straight lines.
The measurements of Kamlet-Taft parameters in the mixtures of ionic liquid
could show that, while exhibiting preferential solvation of dyes that form a specific,
‘chemical’ interaction with the solvent, this can be described and rationalised
in a framework of simple chemical equilibria. While a full description of the
system in every detail is not possible due to the specific nature of ionic liquids,
a first order approximation still yields a good description of the properties of
the mixture. The pi∗ dye that does not form a specific interaction, but depends
more on the continuum properties of the solvent shows an ideal linear mixing
behaviour for most ionic liquids mixtures, with the exception of cases where the
continuum properties of the solvent itself change.
For all of these properties it was found that the properties of mixtures were
always confined within the properties of the pure liquids. No significant synergetic
effects could be identified.
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The reputation of ionic liquids as ‘designer solvents’ that can be adapted to a wide
range of applications is largely based on the fact that by changing the constituting
ions certain key properties like viscosity or conductivity can be changed, while
retaining other properties which can be considered ionic liquid specific, such as
very low vapour pressure and their specific properties for dissolving salts.[3,44,136]
One of the properties that can be changed and that is known to be almost
directly tied to the ions involved, is the H-bond donor and acceptor capability of
ionic liquids as described by the Kamlet and Taft parameter scheme. Neglecting
for a moment the influence β has on α, it is possible to change the former by
picking a specific anion and the later by choosing a cation with the desired
H-bond acidity. This however requires that the corresponding values have been
measured beforehand, which in turn requires the synthesis of a new ionic liquid.
It would therefore be highly desirable to have a computational tool capable of
predicting the H-bond capability of ions, thus narrowing down the necessary
synthetic effort.
As mentioned in the introduction, the terms ‘H-bond acidity’ and ‘H-bond
basicity’ are not clearly defined in ionic liquids and still the source of ongoing
research. However in the context of this chapter the terms are unambiguously
defined by the measured Kamlet and Taft parameters α and β, without the
necessity of exact specification of the microscopic origin of these properties.
One attempt to predict solvent properties of ionic liquids was made by Palomar
et al.,[173] using COSMO-RS calculations to successfully predict ETN and therefore
implicitly pi∗. The general downside to many applications of COSMO-RS is its
‘black box’ nature, often allowing predictions of the ‘what’ but giving relatively
little in terms of the ‘how’ or ‘why’.
Another approach was chosen for molecular solvents by Platts et al.[174,175] In
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their work a wide series of molecular properties of the isolated solvent molecules or
of their complexes with simple probe molecules was evaluated for their potential
to be correlated with the αH2 and βH2 parameters of the Abraham’s linear free
energy approach. While similar to the corresponding Kamlet and Taft parameters,
these are not equivalent, as they are established by calorimetric measurement
of equilibrium constants for complexation of substances with reference acids or
bases in a dilute CCl4 solution.[176,177] As these however correlate reasonably well
with α and β, it was attempted to transfer the correlations found to work for
molecular solvents and the Abraham’s parameters to IL ions and the Kamlet and
Taft parameter scheme. To this effect simple computational descriptors based on
complexes with probe molecules and molecular properties were employed as well
as more complex calculations of optical excitations mimicking the experimental
procedures used to measure α and β.
5.1. Prediction of H-bond acidity using high throughput
methods
The first problem when trying to correlate experimental ionic liquid H-bond
properties with calculated descriptors is the choice of the value for the experi-
mental property. While it is known that α mainly depends on the cation, while
β mainly depends on the anion, it is also well known that basic anions lead to a
lower α value for the ionic liquid (see section 4.4.3). It can however be assumed
that the α value measured for very weakly interacting anions corresponds most
closely to the one found for a hypothetical isolated cation in an ionic liquid
like environment. Therefore it would be preferable to only consider α values
measured for ionic liquids with very weakly interacting anions like [NTf2]
– and
keep this choice consistent throughout the data set.
For experimental reasons it was however necessary to take values measured
for [NTf2]
– and [OTf]– based liquids. It is known for [C4C1py]
+ based ionic
liquids that α only changes by 0.02 when going from the [NTf2]
– to the [OTf]–
salt[178] and that the difference is less than 0.011 for the [C4C1im]
+ cation.[136]
As these changes are significantly smaller than the variation one may expect
1It is furthermore noteworthy that this change is in the ‘wrong’ direction, with [C4C1im][OTf]
having the higher α value. A strong indicator that these changes are within the experimental
error.
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Figure 5.1.: HOMO-1 of the NCH molecule.
from different researchers performing the experiment, they are certainly smaller
than the precision one can expect to get from any form of prediction, as it would
necessarily have to include the error introduced by a range of experimentalists
and preparational techniques.
In the work of Platts et al., a range of descriptors was evaluated for the
prediction of H-bond acidity.[175] Of the 39 different descriptors evaluated, the
best performing single descriptor was EPnuc, the electrostatic potential at the
position of the H-bond acidic proton – ignoring the charge of the proton itself, as
this would cause an infinite potential. For a group of N atoms at the coordinates
RN and with the atomic number ZN , the electrostatic potential at the atom K
is defined in atomic units as:[179]
EPnuc(K) =
N∑
A 6=K
ZA
|RA −RK | −
∫
ρ(r′)
|r′ −RK |dr
′ (5.1)
A slight further improvement is possible on this parameter, improving R2 from
0.899 to 0.909, by additionally including AIM[180] dipoles. However due to the
minimal improvement found in the extensive study on molecular solvents, it
would presumably be impossible to verify such an effect on the much smaller
sample size available for ionic liquids. Furthermore would the requirement of an
additional software package (AIM) as opposed to the electrostatic potential that
can be calculated by various software packages defy the purpose to offer a simple
and easy to use solution for the prediction of IL H-bond parameters.
The second best descriptor was ∆ENCH with R2 = 0.887. This is not a
property of the isolated solvent molecule, but the energy gain upon H-bond
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Table 5.1.: A range of IL cations, the stabilisation energy ∆E for the NCH
complex in kJ/mol, the electrostatic potential in atomic units at the
position of the most acidic proton, the α values calculated from both
computed properties and the experimental α value
Cation ∆E EPnuc α∆E αEP αexp
[Me−DBU]+ a -28.66 -0.956 0.21 0.21 0.22
[C4C1C1im]
+ b[136] -34.66 -0.912 0.39 0.43 0.38
[C4C1py]
+ b[136] -36.71 -0.931 0.45 0.34 0.43
[C8pyr]
+ b[181] -37.97 -0.898 0.49 0.51 0.51
[C1C1C1pz]
+ a -38.87 -0.898 0.52 0.51 0.51
[C4C1im]
+ b -41.40 -0.873 0.60 0.64 0.61
[C1pyr]
+ a,c -41.86 -0.888 0.61 0.56 0.62
[(C2OH)3C1N]
+ a -46.95 -0.828 0.77 0.87 1.08
a [OTf]–, b [NTf2]
–, c 75℃
formation with the ‘generic’ Lewis base NCH. Its rod-like shape minimises
steric interactions, while a potential secondary interaction via the acidic proton
is made difficult through its rigid structure and the antipodal position of the
C−H bond relative to the direction of a potential H-bond through the nitrogen.
Furthermore the molecular orbital capable of accepting an H-bond is fully rotation
symmetric (figure 5.1) and will tend to form H-bonds along the C−N axis, thus
simplifying the potential energy surface and further minimising any secondary
steric interaction.
Both descriptors were calculated and evaluated for ionic liquids. The raw
data and the resulting predicted α values are listed in table 5.1. For the exact
calculations of these properties see section 5.1.1 and 5.1.2.
5.1.1. Prediction based on the electrostatic potential
The electrostatic potential as defined in equation 5.1 has a range of procedural
advantages for the prediction of H-bond acidities. If a minimum geometry is
available for the ion in question, the electrostatic potential can be calculated at
a minimal expense of time and resources. Furthermore it is possible to evaluate
the acidity of all protons potentially forming H-bonds in one calculation. It is
therefore not necessary to sample a potential energy surface (except that of the
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Figure 5.2.: Linear correlation of EPnuc with the experimental Kamlet-Taft H-
bond acidity, with the problematic data points shown hollow (see
text for details).
cation itself) or probe every proton individually, thus making it less likely that a
relevant proton is overlooked or not found.
As can be taken from figure 5.2, the electrostatic potential EPnuc correlates
linearly with the experimental α values, as it was found for molecular solvents
as well. For this correlation it was assumed that the most acidic proton is the
one that forms the H-bond. As a weakly interacting anion was chosen for the
experimental values, it can be assumed that this potential site of interaction
would be available to the dye and would thus be where interactions occurs.
Table 5.2 list three different linear correlations, with the one labelled ‘EP1’
including the full set of data points available. With R¯2 = 0.91 this shows a
reasonably good correlation. It has however to be kept in mind that due to the
comparably small sample size of 8 data points this value can not be compared to
those found by Platts.
However two of the data points are problematic for different reasons and are
therefore excluded from the fit, as shall be outlined in the following paragraphs.
The first problematic data point is the value calculated for [(C2OH)3C1N]
+,
152
5.1. Prediction of H-bond acidity using high throughput methods
Table 5.2.: Calculated intercepts (I) and slopes (S) for three different correlations
of EPnuc with α, together with the number of data points (n) used in
the calculation and the adjusted R2 parameter. For the assignment
of EP1 – EP3 see text.
I S n R¯2
EP1 6.194 6.289 8 0.908
EP2 4.744 4.707 7 0.861
EP3 5.136 5.153 6 0.921
Table 5.3.: EPnuc in a.u. and predicted αEP values for the most acidic protons
of [C4C1py]
+.
EPnuc αEP
N−CH 2 (ring) -0.939 0.32
N−CH 2 (ring) -0.937 0.33
N−CH 2 (ring) -0.939 0.32
N−CH 2 (ring) -0.935 0.34
N−CH 3 -0.933 0.35
N−CH 3 -0.933 0.35
N−CH 3 -0.931 0.36
N−CH 2−C3H7 -0.942 0.31
N−CH 2−C3H7 -0.943 0.30
the most H-bond acidic cation in the set. It can be identified from the graph as
an ‘outlier’, partly due to the complex nature of its conformational freedom that
will be discussed in greater detail in section 5.3, and will thus not be included
in the further discussion of these results. Removal of this point results in the
correlation function ‘EP2’, offering a significantly weaker correlation (R¯2 = 0.86).
This is largely due to the [C4C1py]
+ data point, for which a significantly weaker
H-bond donor capability is estimated than could be found experimentally, the
removal of which generates ‘EP3’.
The different protons of the [C4C1py]
+ molecule differ significantly in terms of
their H-bond acidity as calculated from the electrostatic potential (table 5.3), with
the methyl protons being the most acidic and thus being used for the prediction.
Calculations with NCH as a probe molecule however (see section 5.1.2) show
that the most stable position is that shown in figure 5.3. In this conformer, the
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Figure 5.3.: Most stable conformer of the [C4C1py]
+···NCH complex.
cation forms three close contacts to different protons, all of them of similar length
(2.63Å, 2.67Å, 2.68Å) and all of them shorter than the sum of the van-der-Waals
radii (2.75Å).[182] However the methyl protons which can be expected to be the
single most acidic protons in the molecule from the electrostatic potential are
not involved in this interaction. It is reasonable to assume that – unless a very
specific secondary interaction of the solute with the ionic liquid takes place – this
position would be the most favourable not only for NCH, but for other molecules
interacting mainly through H-bonding as well, including Reichardt’s dye used
experimentally to establish the Kamlet-Taft parameters.
As this result indicates that the value calculated for [C4C1py]
+ is indeed not
representative of the complex that gives rise to the experimental value, it was
not included in the final correlation either, thus giving rise to function EP3, used
to calculate the values given in table 5.1.
As can be taken from table 5.2, all three correlation function show that a
smaller modulus |EPnuc| of the – always negative – electrostatic potential leads
to a higher H-bond acidity. This is consistent with an increasingly polarised
R−H bond, withdrawing electron density from the hydrogen and thus making it
more H-bond acidic. The EPnuc value at which α = 0, in other words at which
there is no remaining H-bond acidity is -0.997. This is very similar to the value
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found for an isolated, uncharged hydrogen radical at the same level of theory,
which can be computed as -0.998.
It is however unclear, whether this is actually a valid point of reference, or a
more or less coincidental finding, as it implies that a totally non-bonded and non
interacting hydrogen would be the least interacting end of a range of possible
H-bond donors. In any real system however the proton would be bonded to
another atom. A suitable model for a bonded but non-polarised hydrogen atom
would be the H2 molecule. An alternative point of reference in analogy to the
experimental definition of the Kamlet-Taft scale (α ≡ 0 for hexane) could be
methane. The calculated EPnuc for these two molecules is -1.107 for H2 and
-1.123 for CH4, resulting in predicted α values of -0.57 and -0.65 respectively.
This disparity between calculation and chemical intuition has two possible
explanations, one based on effects originating from the calculations and one on
effects based on the experiment.
The first is that it is an actual disparity in the relation between the property
measured and the calculated property it is correlated with. Due to the net charge
of the system, the absolute values of EPnuc are lowered for every atom in the
system compared to a hypothetical identical but uncharged system. It is unclear,
whether such an ‘unrelated’ charge that is not directly involved in the R−H bond
would actually make the proton more acidic, for example through a possible
additional polarisation of the R−H bond.
Furthermore it is known that in a bulk ionic liquids, strong charge (over-)
screening occurs.[183] Thus any real effect of the net charge as calculated for
an isolated ion would necessarily be misestimated when compared to an ion in
the bulk ionic liquid. For these reasons it can be assumed that there can be
no correlation based on electrostatic potential that holds true for charged and
uncharged systems equally.
In addition to these shortcomings of the computational description of a physical
system, it is also possible that the underestimated H-bond acidity of charged
compared to uncharged systems is to some extent actually a property of the
employed dye. The experimentally used Reichardt’s dye is known to not only
give a solvatochromic response to the formation of H-bonds but also to the bulk
polarity and polarisability of the solvent. This is due to a pronouncedly higher
dipole moment of the ground compared to the excited state.[184]
The effect of the bulk polarity is usually separated from the H-bond acidity
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Table 5.4.: Calculated intercepts (I) and slopes (S) for three different correlations
of EPnuc with α, together with the number of data points (n) used in
the calculation and the adjusted R2 parameter. For the assignment
of ∆E1 and ∆E2 see text.
I S n R¯2
∆E1 -1.131 -0.044 8 0.866
∆E2 -0.677 -0.031 7 0.985
mathematically by using the pi∗ value in the calculation of α. This however is
only valid, if both dyes, the N,N -diethyl-anniline used for pi∗ and Reichardt’s
dye used for the calculation of α, ‘see’ the same solvent environment. This is
not necessarily true for α measurements in ionic liquids. Due to the fact that
the H-bond donating species is the cation, the formation of the hydrogen bond
and the coulombic interaction with the negatively polarised side of Reichardt’s
dye are synergetic. Furthermore would this localisation of the positive charge
break the assumption of a largely uniform solvent surrounding both dyes. Both
effects however would lead to an overestimation of the H-bond acidity. To
have molecular solvents and ionic liquids fall on one line, it would however be
necessary for the ionic liquids acidities to be underestimated in the experimental
measurements. While it is possible that further effects not discussed here could
lead to such an underestimation, it seems more likely that the lack of continuity
between the calculated H-bond acidities for molecular and ionic liquids is a result
of computational, not experimental effects.
5.1.2. Prediction based on complexes with hydrogen cyanide
As a hydrogen bond is by definition a property not of one, but of two species, and
as narrowing the H-bond acidity down to a property of a specific proton creates
specific problems, another approach to calculate α was evaluated. This parameter
is the electronic energy of the complex formation with hydrogencyanide, ∆E.
For this, the lowest energy conformer of the complex geometry was identified in
a search of the potential energy surface and the relative energy of the complex
calculated.
This energy correlates generally very well with the experimental H-bond acidity
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Figure 5.4.: Linear correlation of ∆ENCH with the experimental Kamlet-Taft
H-bond acidity.
α (figure 5.4 and table 5.4), however two different functions are given for the
prediction of α from ∆E; one includes all data points ∆E1, and one excludes
the [(C2OH)3C1N]
+ data point (∆E2).
While the ∆E2 function at first sight is similar to that evaluated by Platts for
molecular solvent (I:−0.271, S:−0.037),[175] the predicted values are significantly
different (figure 5.4). This becomes especially apparent when calculating the
∆E that corresponds to α = 0, which is −7.32 kJ/mol for molecular solvents and
−21.95 kJ/mol for ionic liquids.
For molecular solvents, this corresponds to a case where no H-bond is formed
and the remaining forces are largely of the van-der-Waals type with an additional
contribution from the basis set superposition error.2 For the ionic liquid system
however, additional contributions arise from interactions with the remaining
monopole of the cation, thus significantly changing the energy of the NCH
molecule irrespective of the formation of a potential H-bond.
To evaluate possible consequences of this interaction, a series of calculations
2Platts could show that the inclusion of the BSSE correction results in ∆E = −5.11 kJ/mol
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Figure 5.5.: Calculated α values for a NCH molecule with a single positive point
charge at different positions in the surrounding space.
was carried out where a positive point charge was positioned on different positions
on a grid (51× 51 data points) around a NCH molecule and single point energies
calculated. These were converted to α values and plotted in figure 5.5. As can
be seen from this figure, the exact relative position of the NCH molecule, both
in terms of distance as well as orientation, and the charge distribution of the
cation influences the predicted α value. While it seems likely that the formation
of an H-bond would make the nitrogen lone pair less polarizable and thus lessen
the effect, it seems unlikely that it would disappear entirely.
Once more this gives rise to the question how far this effect can be transferred
from the isolated gas phase complex to the bulk phase in which the surrounding
solvent would influence both the charge distribution of the cation as well as the
reaction of the probe molecule. As the charge carriers in the condensed phase of
the ionic liquid are large compared to the NCH molecule, a description of these
solvation effects in a polarizable continuum model is most likely not sufficient to
describe the real system, however charge (over-)screening makes a simple distance
based coulombic description to correct for such charge effects (as essentially in
figure 5.5) insufficient as well.
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The fact that the reaction of the probe molecule to a point charge is anisotropic
gives rise to a number of effects. Assuming a constant H-bond strength, the
calculated value for α will still change upon changing the orientation of the
H-bond relative to the centre of charge of the cation. Furthermore will it change
with growing distance between the H-bond and the centre of charge. Assuming
that a qualitatively similar effect would occur with the experimentally used
Reichardt’s dye in the bulk phase, it becomes immediately obvious that for a
successful prediction of α for all possible systems it is necessary that the used
probe molecule shows the same scaling of the response with distance to the ion
charges as well as the same angular dependence as shown in figure 5.5.
These effects of charge position might to some extent explain the poor per-
formance of both methods presented so far for the [(C2OH)3C1N]
+ cation. As
all other cations in the set form H-bonds through C−H groups that carry a
substantial amount of the overall charge of the molecule,[14] the shortcomings of
the NCH molecule as a probe molecule replacing Reichardt’s dye are mitigated,
as the error is largely constant from one calculation to another. In the case
of [(C2OH)3C1N]
+ however, the three O−H groups have NBO group charges
between −0.24 and −0.26, so are in fact oppositely charged compared to the
other H-bond donating groups in the set, thus creating a qualitatively different
immediate charge-environment for the NCH molecule. The electrostatic potential
equally depends on the net charge of the cation. This dependence is to some
degree accounted for by the process of minimising the error of a correlation func-
tion. This however must break down for a radically different charge distribution
as found in the case of the [(C2OH)3C1N]
+ cation.
5.2. Prediction of H-bond acidity based on Reichardt’s
dye
As the experimental determination of α involves a specific dye and its optical
absorption spectrum, the specific interactions of this dye with a cation might
not be correctly represented. It was therefore evaluated whether the dye used
experimentally, Reichardt’s dye, could be used as a probe molecule to predict α
computationally.
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Figure 5.6.: Used basis sets for the calculations of Reichardt’s dye. Atoms
indicated in blue where calculated using 6-311G+(d,p) and atoms
indicated in red using 6-31G(d).
5.2.1. Choice of basis set
The size of the Reichardt’s dye molecule makes routine use in a large series of
calculations prohibitive at a high level of theory and makes even calculations for
single cations difficult and time consuming. It was therefore evaluated whether
a smaller basis-set could be used in the more peripheral sections of the dye
molecule, thus allowing the dye to be used as a ‘gold standard’ for cases in which
NCH gave a poor correlation.
As shown in figure 5.6, all peripheral phenyl groups were calculated using the
small 6-31G(d) basis set, while the more sophisticated 6-311+G(d,p) basis set
was employed for the oxygen atom, the central phenyl ring and the pyridine ring.
The number of basis-functions used to describe the molecule was reduced by 30%
from 1120 to 780. For a method that scales with N4, as DFT approximately
does, this corresponds to a reduction by a factor of 2.9 of the needed CPU time
per SCF cycle.
To evaluate whether this mixing of basis-sets significantly disrupted the pi
system of the molecule or in any other way heavily influenced the calculations,
the NBO charges and the electrostatic potential at the position of the atoms were
compared for the calculation with the high level basis set versus the calculation
using mixed basis sets. The electrostatic potential was considered a good indicator
for the relative reliability of these calculations even though it was only a mediocre
descriptor of the H-bond basicity in general,[174] due to the fact that the relatively
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large distance between the basic oxygen atom and the peripheral phenyl rings
would make interactions of an electrostatic nature the most likely.
The extended conjugated pi–system furthermore potentially allowed for a
significantly different distribution of electrons between the two basis sets, thus
influencing the H-bond basicity of the oxygen indirectly. To identify whether this
was the case, the NBO charges of the atoms in both calculations were compared
as well.
The focus of this analysis however is not whether the Reichardt’s dye molecule
as a whole is correctly described, but rather whether the region that is most
relevant for the interaction with the cation is heavily disrupted by the reduced
basis-set.
The electrostatic potential does not change significantly for the relevant atoms
when going from the bigger to the smaller basis set. For the oxygen it changes
from 22.455 to 22.462, corresponding to change by 0.03%. The carbon atom this
oxygen is bonded to changes from 14.739 to 14.747 (0.05%). The rest of the
molecule sees an average change of electrostatic potential of 0.10%, with the two
protons on the central phenyl ring being affected the most strongly (1.108 to
1.115, 0.62%). None of these changes however does appear to be significant.
The picture is less clear cut for the change of the NBO charges between the
two basis sets. All C−H bonds in the peripheral phenyl rings are more strongly
polarised for the smaller basis set, however the overall charge of each CH unit
remains largely constant. The most significant changes occur for the C−C bonds
connecting the ‘core’ rings with the peripheral phenyl groups. As for these bonds
an essentially symmetric bond is described by two strongly asymmetric basis
sets, these are polarised with electron density being drawn into the peripheral
rings. None of these changes however propagate to the basic oxygen, which
has an NBO charge of -0.656 and -0.659 for the large and the smaller basis
set respectively. The adjoining carbon atom exhibits a change in charge from
0.452 to 0.444 respectively. This difference, while being slightly larger than for
the oxygen, is still one order of magnitude smaller than for the atoms directly
affected by the change in basis set, and is most likely negligible for the precision
of any correlation.
The change in basis set does not qualitatively change HOMO or LUMO of
Reichardt’s dye either (figure 5.7). It therefore seems reasonable to use the large
basis set for the core region of the dye, while using a smaller basis set for the
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(a) HOMO of Reichardt’s dye using the
6-311+G(d,p) basis set.
(b) LUMO of Reichardt’s dye using the 6-
311+G(d,p) basis set.
(c) HOMO of Reichardt’s dye using the 6-
31G(d) and 6-311+G(d,p) basis sets.
(d) LUMO of Reichardt’s dye using the 6-
31G(d) and 6-311+G(d,p) basis sets.
Figure 5.7.: Comparison of HOMO and LUMO for the two basis sets.
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Table 5.5.: Energy in kJ/mol and optical excitation energies in nm of the complexes
of Reichardt’s dye with a series of IL cation. The values in brackets
were not used in the correlation and the remaining values in the
corresponding rows were shifted by one to the left. See text for
details.
Cation ∆E S0→S1 S0→S2 S0→S3 α∆E αλ αexp
[Me−DBU]+ a -118.47 809.07 550.54 498.11 0.21 0.27 0.22
[C4C1C1im]
+ b[136] -137.23 801.05 542.24 487.15 0.37 0.34 0.38
[C4C1py]
+ b[136] -150.15 782.28 521.39 457.65 0.48 0.50 0.43
[C8pyr]
+ b[181] -154.50 (899) 780.29 543.62 0.51 0.52 0.51
[C1C1C1pz]
+ a -153.34 785.67 527.75 514.02 0.50 0.47 0.51
[C4C1im]
+ b -163.98 772.41 520.70 473.62 0.59 0.58 0.61
[C1pyr]
+ a,c -166.24 (963) 771.51 560.88 0.61 0.59 0.62
[(C2OH)3C1N]
+ a -156.58 713.41 485.40 463.33 0.53 1.10 1.08
a [OTf]–, b [NTf2]
–, c 75℃
peripheral regions, without the risk of significantly changing the outcome of the
calculations.
5.2.2. Correlation with H-bond acidity
As it was established that a mixed basis-set did not severely influence the regions
of Reichardt’s dye that interacted with the cation, the geometry of the Reichardt’s
dye molecule in complexes with the different cations was optimised. In analogy
to the calculations using NCH as the probe molecule, the energy of this complex
formation (∆E) was calculated. In analogy to the experimental determination
of α, the first three singlet transitions of these complexes were calculated using
time dependent DFT calculations.[185–187] The calculated properties are listed in
table 5.5.
The energy of the complexes does correlate well with the H-bond acidity,
with more H-bond acidic protons resulting in more stable complexes (figure
5.8). Similar to the calculations with NCH, the correlation breaks down for the
[(C2OH)3C1N]
+ data point. Of all methods evaluated the energy of complex
formation with Reichardt’s dye gives the worst prediction for this data point.
For the remaining data points a good linear correlation is found.
The quality of this correlation is however not better than that found for the
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Figure 5.8.: Correlation of ∆E of the complexes of Reichardt’s dye and a series
of cation with their H-bond acidity α.
generic probe molecule, but has to be obtained at a significantly higher cost.
Furthermore is the one problematic outlier molecule not correctly predicted
using Reichardt’s dye either. Therefore the energy of complex formation with
Reichardt’s dye can not be considered an economic way to predict the H-bond
acidity of IL cations.
A possibility that arises naturally from the property used experimentally to
determine α is the optical excitation of Reichardt’s dye. Experimentally these
measurements not only depend on α but also on pi∗. The mechanisms of these
two dependencies however are not the same, as the α dependence presumably
arises from a direct one-to-one complex formation at the basic oxygen atom,
while the pi∗ dependence is due to unspecific solvation of the whole dye molecule.
This unspecific solvation could potentially be approximated using continuum
solvation models.
Initial calculations of the isolated dye did show a systematic correlation of the
first three absorptions of the dye with the dielectric constant of a solvent, as
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calculated using a conductor like polarizable continuum model (see A.15 in the
appendix).[188,189]
The set-up of the continuum model to predict the correct absorption max-
imum of Reichardt’s dye in an ionic liquid is however not easily derived from
experimental data. The required parameter for the PCM model is the dielectric
constant  over which there is still dispute in the current literature about the
correct value for ionic liquids.[3,183,190] Furthermore, assuming a reliable value
was available, it is not clear that this would improve the calculations, as the
correlation between pi∗ and , the property found experimentally relevant and
the property computationally accessible in this model, is not very strong.[132,191]
It was therefore attempted to separate the two properties causing the absorption
band of the dye to shift, by keeping the continuum property pi∗ constant at
its vacuum value, thus not employing any solvation model, and only changing
α through complex formation with the corresponding cations. Therefore the
predicted wavelength cannot be expected to be the same as the one found exper-
imentally. This is however not the same as predicting α and was thus not the
objective of this analysis.
To analyse any correlation between the experimental α parameter and the
calculated excitation wavelengths, the first three singlet transitions of the complex
of Reichardt’s dye with the cations were calculated.
The lowest energy series of singlet excitations (S0→S1) shows excellent correl-
ation with the α value of the corresponding cations (figure 5.9). This correlation
is consistent with the experiment. Stronger H-bonds stabilise the more polar
ground state, leading to shorter excitation wavelengths. As was to be expected,
the quantitative agreement of the calculated wavelengths with the experiment
is weak (vide supra). The higher excitations, while showing a qualitative trend,
change less with the strength of the hydrogen bond and show more scatter than
the first series of data points.
On calculation of the excitation wavelength from the singlet ground state
to the first three singlet excited states it was noticed that the first excitation
wavelength was uncharacteristically long for the two pyridinium based systems.
Further analysis showed that the excitation was not from one Reichardt’s dye
based orbital to another orbital of the same molecule, but into a cation based
orbital. The second excitation however was qualitatively identical to the first
165
5. Prediction of H-bonding capabilities for ionic liquids
450 500 550 600 650 700 750 800
0.2
0.4
0.6
0.8
1.0
1.2
ex
p
 / n.m.
 S0->S1
 S0->S2
 S0->S3
Figure 5.9.: Correlation of the first three singlet excitations of Reichardt’s dye
in cation complexes with the H-bond acidity α of the respective
cations.
excitation for the other systems. The excitation into the cation orbital was thus
discarded and the remaining two excitations shifted up by one position.
Table 5.6 lists the parameters of the correlation functions to predict α from
the optical absorptions. From the R¯2 column and on comparison with the
corresponding values in tables 5.2 and 5.4, it is obvious that the higher order
excitations are not suitable predictors for α. They were thus discarded. The first
excitation however performs better than ∆ENCH and EPnuc.
The superior performance of the optical absorption in terms of R¯2 is however
partly due to the problems discussed in section 3.8 and the inclusion of the
[(C2OH)3C1N]
+ data point, as the corresponding cation is significantly more
acidic than the other cations in the set. To allow a better comparison with the
correlation functions established before, the [(C2OH)3C1N]
+ data point was not
considered for the function ‘S0->S1 (2)’, thus significantly lowering the R¯2 value,
without qualitatively changing the linear function (figure 5.9).
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Table 5.6.: Linear fits of the three series of optical excitations and the complexa-
tion energy ∆E of Reichardt’s dye with a series of cations to predict
α. For ‘S0->S1 (2)’ see text.
I S n R¯2
S0->S1 7.2732 -0.0087 8 0.970
S0->S1 (2) 7.9625 -0.0095 7 0.895
S0->S2 4.7412 -0.0079 8 0.458
S0->S3 3.6318 -0.0064 6 0.021
∆E1 -1.0396 -0.0106 8 0.324
∆E2 -0.7904 -0.0084 7 0.973
Table 5.7.: Influence of conformers on the H-bond acidity α of [C4C1im]
+ as
calculated from complex formation with NCH, the electrostatic poten-
tial at the position of the most acidic proton and the first electronic
excitation of Reichardt’s dye.
Conformer α∆E αEP αRD
a 0.60 0.64 0.58
b 0.59 0.63 0.59
c 0.60 0.63 0.59
5.3. Influence of conformational freedom on the
predicted H-bond acidities
To evaluate the influence of conformational freedom on the predicted H-bond
acidity, the well understood [C4C1im]
+ cation was analysed. For this cation it is
known that three main conformers exist, corresponding to the rotation around
the first C−C bond of the butyl chain, allowing for three different minimum
geometries referred to as ‘a’,‘b’ and ‘c’ (see section 6.1 for details). While resulting
in slightly different energies, none of these conformations appear to influence the
acidic proton at the front of the imidazolium ring directly.
While differing slightly from one method to another, the predicted values are
essentially constant within the methods themselves (table 5.7). As long as the
acidic proton itself is not involved in the conformational changes of the cation, it
can therefore be assumed that they are of negligible importance for the prediction
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N+
OH
HO OH
Figure 5.10.: Molecular structure of the [(C2OH)3C1N]
+ cation.
Figure 5.11.: Minimum geometry of the complex of [(C2OH)3C1N]
+ with NCH.
of the H-bond acidity. The electrostatic potential remains essentially constant
from one conformer to another and the energy of complex formation remains
constant as well, as long as the corresponding energies are chosen as the point of
reference for the calculation of the relative energy.
Such a decoupling of the predicted H-bond acidity and the conformer of the
cation was not found for [(C2OH)3C1N]
+. Both simple methods derived from
molecular solvents and presented so far, performed poorly for the prediction of
the alpha value of [(C2OH)3C1N]
+ (figure 5.10), and this is partly due to the
conformational flexibility of the molecule in question.
If calculated for a structure similar to that shown in the schematic drawing
5.10, with all OH groups extended away from the nitrogen atom and therefore
spatially separated, the predicted α values are αEP = 0.76 and α∆E = 0.72 and
fall well short of the experimental value of αExp = 1.08. The acidity calculated
using Reichardt’s dye – the only descriptor to make quantitative predictions in
the minimum geometry – was equally to low with αλ = 0.88.
The OH groups however can not only donate H-bonds, but are also potential
H-bond acceptors. Therefore they allow intra molecular ‘daisy chaining’ of
OH-groups, a process that was found to make the terminal proton more acidic.
For the complex with NCH it was thus necessary to conduct a thorough search
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of the potential energy surface, identifying the lowest energy conformer (figure
5.11). In this the OH · · ·OH distance is 2.04Å and thus well below the sum of the
van-der-Waals radii (2.72Å).[182] Using the corresponding minimum geometry of
the isolated cation, an H-bond acidity of α = 0.77 (∆E2) can be predicted from
the complex formation, which is closer to the experimental value, however still
far from being a quantitative prediction.
The remaining error is most likely due to the effects described in section 5.1.2,
as the H-bond acidity predicted using NCH as a probe molecule depends on the
distances and direction of charges in a fashion that is different to Reichardt’s
dye in the experiment.
Predicting α using the electrostatic potential is further complicated by the fact
that in the calculation with Reichardt’s dye, the lowest energy structure forms a
OH · · ·OH · · ·Odye motive. Removing Reichardt’s dye and allowing the cation
to relax, however significantly loosens the OH · · ·OH contact, thus influencing
the electrostatic potential at the most acidic proton.
To circumvent this problem, the minimum geometry of the [(C2OH)3C1N]
+
cation with Reichardt’s dye was optimised and the minimum energy structure
identified. In a subsequent step, the dye molecule was removed and a single-point
calculation of the cation in the geometry of the complex undertaken. Thus the
H-bond acidity could be predicted as α = 0.87, which is a notable improvement,
however the deviation from the experimental value of α = 1.08 is still significant.
This is probably due to similar reasons as mentioned for the NCH model, of
relative position of the acidic proton to the centre of charge of the molecule.
When applying any of the methods presented here, a careful examination of
the molecule beforehand is necessary to establish, whether the conformational
freedom of the molecule might pose additional problems to the calculation. If
the different conformers do not change either the immediate surrounding of the
acidic proton, the proton itself or the interaction with the probe molecule, they
can usually be ignored and no thorough search of the corresponding potential
energy surface is necessary. If however a direct influence of the conformers on
the acidic proton exists, the lowest energy structure must be identified for the
complexes, taking into consideration that the formation of the complex itself can
change the conformer of the cation.
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Table 5.8.: A range of different IL anions, the computed enthalpy for their
complex formation with HF in kJ/mol, the corresponding change in
H−F bond length in Å, the H-bond basicity β predicted from both
properties as well as the H-bond basicity measured for ionic liquids
with the [C4C1im]
+ cation.
∆E ∆r β∆E β∆r βexp
[PF6]
–[136] -59.47 0.021 0.19 0.15 0.21
[NTf2]
– -58.87 0.029 0.18 0.30 0.25
[BF4]
–[136] -74.29 0.031 0.44 0.34 0.38
[OTf]– -77.86 0.037 0.49 0.46 0.47
[dca]–[192] -91.00 0.053 0.71 0.75 0.60
[MeSO4]
– -87.64 0.048 0.65 0.66 0.65
[MeSO3]
–a -95.21 0.056 0.78 0.82 0.77
Cl–a[192] -100.00 0.058 0.86 0.85 0.83
[Me2PO4]
– -106.56 0.064 0.96 0.98 1.15
[OAc]–[192] -123.49 0.119 1.24 2.02 1.20
a 75℃
5.4. H-bond basicity
While the H-bond acidity α is largely dependent on the constituting cation, the
H-bond basicity β largely depends on the anion of the ionic liquid. Platts et
al. found for molecular solvents that the H-bond basicity β could not be well
predicted from properties based on the solvent molecule alone. Instead a range of
descriptors based on complexes of the solvent molecule with HF could be shown
to successfully predict β.[174] Of these, ∆E the energy gained on formation of the
A– · · ·HF complex, and ∆r(HF), the change in HF bond length, were chosen to
be evaluated for ionic liquids. The calculated descriptors as well as the resulting
predictions can be taken from table 5.8.
While it is well known that high β values will lead to lower α values for the
same cation, such a relationship is not known in the other direction. The β
value of ionic liquids almost exclusively depends on the nature of the anion.
Nevertheless all experimental values used in this study are from [C4C1im]
+ based
ionic liquids, to ensure consistency.
The energy of complex formation ∆E gives an excellent correlation with the
H-bond basicity β (figure 5.12, table 5.9).
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Table 5.9.: Intercept (I) and slope (S) for the prediction of β from ∆E and
∆r(HF) of the HF complexes of different ionic liquid anions.
I S n R¯2
∆r 1 0.0812 11.0470 10 0.76373
∆r 2 -0.2511 19.0761 9 0.90091
∆E -0.7773 -0.0163 10 0.93903
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Figure 5.12.: Linear correlation of ∆E with the predicted H-bond basicity β.
Similar to the energy parameter used for the prediction of α however, the
energy resulting in a β value of zero is remarkable, as its value of -47.60 kJ/mol is
high. This would, from the definition of the β scale, be the interaction energy of
HF with a non-basic compound such as hexane. As such an interaction would be
almost exclusively resulting from van-der-Waals forces, it is obvious that this can
not be the case. As for cations and probe molecules, the dipolar HF molecule
strongly interacts with the net charge of the anion. Therefore the HF molecule is
significantly stabilised – compared to an isolated HF molecule – even without the
formation of a hydrogen bond, making it impossible to predict H-bond basicities
using the same function for charged and uncharged molecules.
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Figure 5.13.: Linear correlation of ∆r with the predicted H-bond basicity β.
Considering the dipole moment of the the experimentally used dye a similar
dependence on the charge of the anion could be expected, however the bulk
system on the other hand exhibits strong charge screening. It remains thus
unclear, to what extent the effect that the presences of a charge has on the
apparent H-bond basicity is physical reality as opposed to an artifact of the
computational model. It is however entirely possible that the H-bond acidity and
basicity as measured by this dye set is at least partly not a property of the acidic
proton and its immediate surroundings, but a property of the whole molecule in
question, to a far greater extent than would be the case for molecular solvents.
The second parameter used to predict β is the change in HF bond length on
formation of the complex. This is easily compatible with the intuitive assumption
that strengthening the A– · · ·H interaction results in a weakening of the H−F
bond.
As can be taken from figure 5.13 and table 5.9, the correlation with the full
data set (‘∆r 1’) is relatively weak, mostly due to the poorly represented basicity
of the acetate anion. For this complex the H−F bond is significantly extended,
almost to a degree that could be considered proton transfer. However removal
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of this data point leads to a significant improvement with a good quantitative
prediction (‘∆r 2’).
The fact that the prediction breaks down at a certain (high) β value can be
rationalised from the special circumstances when probing ionic molecules in gas
phase calculations.
When molecular, non-charged, solvents are probed, a full proton transfer is
heavily disfavoured as it would cause a strong charge separation, which would
not be mitigated by a screening polar solvent. Thus even in systems of what
would be considered a Brønsted acid and a Brønsted base in an aqueous solution,
no proton transfer occurs. The two energy wells for the proton to reside in, one
close to the acid and one close to the base, are so different in energy that they
do not strongly influence each other.
This however is not true for ionic liquids, or ionic molecules in general, as the
proton transfer does not result in charge separation but spatial rearrangement.
Under these circumstances the two energy wells can be very similar in energy,
can influence each other and ultimately coalesce into one broad well.
To test this possibility, a partial optimisation of the OAc– · · ·HF complex
was performed, in which the sum of the O · · ·H and H−F bonds was kept fixed
and the proton positioned at varying positions along this coordinate. This was
repeated for multiple overall O · · ·F distances from 90% up to 120% of the
minimum geometry.
As shown in figure 5.14, there is no well defined ‘double dip’ at the minimum
geometry and while the minimum of the potential well is located closer to the F
atom, it is very shallow, thus allowing the H−F bond to stretch further than to
be expected from the experimental β value alone. Comparison with less basic
molecules (figure 5.15) shows that this qualitative behaviour is unique to the
acetate anion. It can therefore be assumed that the prediction based on the HF
bond length will break down for ions as basic as [OAc]– or even more.
An H-bond basicity of β = 0 corresponds to a change in bond length of 0.01Å
or about 1.5% of the initial bond length (table 5.9), approximately five times
larger than found for molecular solvents. This is due to the fact that a larger
charge separation results in a stronger dipole moment of the HF molecule and
thus a more favourable interaction with the net charge of the anion.
Predictions of β based on calculations of the optical absorption of the dye used
in the experiment, similar to those based on the calculated optical absorption
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Figure 5.14.: Potential energy surface of the O · · ·H−F proton transfer for differ-
ent O · · ·F distances.
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Figure 5.15.: Potential energy surface of the X · · ·H−F proton transfer for differ-
ent anions.
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Figure 5.16.: Predicted versus measured α values from the three predictive tools
evaluated.
of Reichardt’s dye for α, are possible, and have been successfully carried out by
Claire Ashworth under my partial supervision during her MSc project.
5.5. Conclusion
As multiple predictive tools have been presented for both H-bond acidity and
basicity, the choice of the right method is a crucial prerequisite to its successful
application.
Comparing all four predictive tools for α in figure 5.16, it is immediately
apparent that the overall performance of Reichardt’s dye in the prediction of α
is significantly better than the other two methods. This however is largely due
to the prediction of the [(C2OH)3C1N]
+ data point. For the other cations, this
descriptor actually performs worse than the two not based on Reichardt’s dye.
Further considering its significantly higher cost in terms of both CPU as well as
man-hours, the following rules can be laid out for the application of the methods
introduced here:
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• As both of the other methods require a minimum structure for the cation
and the properties of the electrostatic potential can be calculated without
any considerable cost, EPnuc should always be the first method to predict α.
For a preliminary estimation or to verify an experimental result, this would
potentially be sufficient if it can be expected that only a single proton
will be involved in the formed H-bond and if the cation in question is of a
family that is known to work well with this tool.
• The method based on NCH as a probe molecule is more time intensive and
requires a thorough analysis of the potential energy surface of the cation–
NCH complex, and is therefore less useful for a screening of a large number
of possible cations than the method based on the electrostatic potential.
However the quality of the prediction is better for calculations based on
NCH. Furthermore these calculations are able to recover interactions with
more than one proton.
NCH is however very susceptible to the distance to the centre of charge of
the cation and has furthermore a significantly different charge distribution
compared to Reichardt’s dye. It should thus not be used when the most
acidic group is located at a considerable distance to the centre of charge.
• The third method, using the calculated first singlet excitation of Reichardt’s
dye, gives less good results for the group of ionic liquid cations that form
H-bonds through a CH group carrying a significant amount of the positive
charge, however does seem to be very robust to changes in the nature of
the cation or the H-bond donating group. It is however the most expensive
method as well, thus prohibiting it’s routine use in most circumstances.
As can be taken from figure 5.17, both descriptors for the H-bond basicity β
predict to a similar degree of precision. The largest deviation is found for the
[Me2PO4]
– and [dca]– anion, the agreement between the two methods however
is excellent. It is so far entirely unclear what the reason for this deviation is,
it does however seem possible that it should be found rather in the experiment
than in the calculation. Possible explanations might be a particularly favourable
interaction of the anion with the aniline dye due to steric reasons, or an effect
that is caused by the ionic liquid as a whole. It does seem likely that larger
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Figure 5.17.: Comparison of the two predictive tools for the H-bond basicity β.
systems, consisting of more than just one anion and the dye or probe molecule
are needed to reproduce the experimental value accurately.
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6. Properties of siloxane substituted
ionic liquids
Ionic liquids containing silicon can exhibit a significantly lower viscosity, than
their homologous carbon based counterparts. The viscosity can be lowered even
further by using siloxane rather than silane based side chains.[193]
Shirota et al. carried out an analysis of silane and siloxane substituted ionic
liquids using DFT, optical heterodyne-detected Raman induced Kerr effect
spectroscopy (OHD-RIKES) and rheological techniques, and found a significantly
different charge distribution in the side-chain for silicon based compared to
carbon based ionic liquids.[193,194] They therefore assumed a weaker electrostatic
interaction between anion and cation to be one of the key reasons for the
comparably low viscosity. Furthermore OHD-RIKES spectra suggested a higher
degree of flexibility for the side chains. This is consistent with siloxanes being
known to exhibit a high degree of flexibility due to the nature of the Si−O
bond. Research by Chung et al. using NMR to measure spin-lattice relaxation
times and self-diffusion coefficients further supported this finding.[195] The higher
degree of motion in the side chain was assumed to lead to a higher loss of entropy
upon crystallisation and also facilitate the relative movement of the ions, thus
lowering the viscosity.
Furthermore ether substituted ionic liquids have been found to have comparably
low viscosities as well, and molecular dynamics simulations on these ionic liquids
indicate that an interaction exists between the oxygen atoms and the acidic ring
protons.[196,197] This leads to a ‘curling up’ of the cation in itself, suppressing the
formation of hydrophobic domains which are predicted for ionic liquids bearing
aliphatic side chains.[26] The weakening of the intermolecular interactions in
favour of intramolecular interactions could explain the lower viscosity.
As ionic liquids based on the [SiOSiC1im]
+ cation (figure 6.1) were synthesised
in our group, the properties of the cation as well as the ion pair with chloride
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Figure 6.1.: Structure of the [SiOSiC1im]
+ cation.
were calculated and compared to the ether substituted carbon analog as well as
the well understood [C4C1im]
+ cation, especially focusing on properties related
to the low viscosity of the corresponding ionic liquids.
6.1. Isolated cations
The anions constituting the siloxane based ionic liquids are well known from a
wide range of more established ionic liquids. A first approach to understand the
low viscosity is therefore to look at the isolated siloxane cation.
6.1.1. Geometries and energies
From earlier research on the [C4C1im]
+ cation it is known that the geometry of
the ring itself does not vary significantly in the different structures of the cation
or of the various ion pairs. The main sources of conformational freedom is thus
the butyl substituent. This can best be described by two dihedral angles that
correspond to the rotations around the first and second bond of the side-chain
(figure 6.1).
The first angle, τ1 is defined relative to the four atoms C2, N and the two first
carbon atoms of the side-chain. For the siloxane and ether substituted cations
this is defined in strict analogy. The only difference for the siloxane substituent
is that the last atom in the definition of the dihedral angle is a silicon atom.
The second relevant angle is τ2 and defined relative to the nitrogen atom the
substituent is attached to, followed by the first three atoms of the side-chain.
Due to the flexibility of the oxygen atom of the siloxane substituent, this had to
be adapted to relate to the two silicon atoms, thus ‘skipping’ the oxygen. The
same definition is used for the ether chain.
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Table 6.1.: Energies in kJ/mol and key angles of the three minimum structures
of the [SiOSiC1im]
+ cation. Zero-point correction to the energy and
MP2 energy are calculated at the DFT minimum geometry.
τ1 τ2 Si-O-Si ∆EDFT ∆EDFT+Z ∆EMP2+Z
a 97 -178 163.7 10.20 8.95 16.15
b 47 -63 147.3 0.00 0.00 0.00
c 124 67 149.9 2.62 2.34 2.95
Table 6.2.: Energies in kJ/mol and key angles of the three minimum structures
of the [COCC1im]
+ cation. Zero-point correction to the energy and
MP2 energy are calculated at the DFT minimum geometry.
τ1 τ2 C-O-C ∆EDFT ∆EDFT+Z ∆EMP2+Z
a 93 176 128.1 20.50 19.91 24.92
b 68 -70 127.4 0.00 0.00 0.00
c 106 55 127.5 5.92 5.72 4.51
The three key conformers of each cation are similar in principle with the second
carbon of the side chain always twisted out of the imidazolium plane (τ1 ≈ 90°) in
all three conformers, and the remaining side chain oriented away (a), to the ‘front’
(b) and towards the ‘back’ (c) of the ring (tables 6.1, 6.2 and 6.3). The relative
ordering of the conformers in terms of energy however is decidedly different.
In terms of the pure electronic DFT energy, the three [C4C1im]
+ conformers
are essentially equal within the error of the method, with the ‘a’ conformer being
the most stable, followed by the ‘b’ and the slightly less stable ‘c’.
In contrast, the ‘a’ conformer of the [SiOSiC1im]
+ cation is significantly higher
Table 6.3.: Energies in kJ/mol and key angles of the three minimum structures of
the [C4C1im]
+ cation. Zero-point correction to the energy and MP2
energy are calculated at the DFT minimum geometry.
τ1 τ2 ∆EDFT ∆EDFT+Z ∆EMP2+Z
a 103 -180 0.00 0.00 3.02
b 107 -64 0.76 1.07 0.00
c 80 65 2.46 2.72 1.98
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Figure 6.2.: Comparison of [SiOSiC1im]
+, [COCC1im]
+ and [C4C1im]
+ in their
‘a’ conformers.
in energy than the two other conformers, which are approximately 10 kJ/mol more
stable and show the same relative ordering for both cations, thus making the
‘b’ conformer the most stable for the siloxane based cation. The same pattern
can be found for the ether substituted cation, with all relative energies being
approximately twice as high as for the siloxane cation.
Adding the zero-point correction to the electronic energies does slightly stabilise
the ‘a’ conformer relative to the others for all three cations, but does not
significantly change the relative ordering of the energies.
Including dispersion effects by calculating the energies on the MP2 level
however does significantly change the relative energies for the alkyl substituted
cation. As the substituent side-chain is closer to the ring for the ‘b’ and ‘c’
conformer than for the ‘a’ conformer, these are stabilised by ∼ 4− 7 kJ/mol for
all three cations by adding dispersion effects. As a result, the relative energy of
the conformers of all three cations is ‘b’<‘c’<‘a’, however with the [C4C1im]
+
conformers still being very similar in energy. For [SiOSiC1im]
+ and [COCC1im]
+
the energy differences in the MP2 calculations are more pronounced than in the
DFT results.
This quantitative and qualitative difference in terms of relative conformer
stability can easily be explained when considering the geometries of the conformers
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Figure 6.3.: Comparison of [SiOSiC1im]
+, [COCC1im]
+ and [C4C1im]
+ in their
‘b’ conformers.
Figure 6.4.: Comparison of [SiOSiC1im]
+, [COCC1im]
+ and [C4C1im]
+ in their
‘c’ conformers.
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involved (figure 6.2 to 6.4). While the geometries of the ‘a’ conformers are
qualitatively very similar, the differences are more pronounced between the three
molecules in the two other conformers. In the geometries of the isolated siloxane
and ether cations, the side-chain ‘leans’ significantly more towards the ring, either
towards the C2 protons or towards C5 proton.
In terms of geometric parameters, this is found most pronounced in the dihedral
angle τ1(C2−N− C− Si) and the corresponding angle of the butyl substituted
cation. While τ1 spans a range of 27° for the carbon substituted cation, the
difference between the maximum and minimum value is 77° for the siloxane
substituted one. Furthermore τ1 changes in opposite directions for the two
cations. While τ1 for [C4C1im]
+ to some extent counteracts the effect of τ2,
keeping the overall orientation of the whole butyl substituent in relation to the
ring approximately constant, the opposite is found for the [SiOSiC1im]
+. This
is best exemplified when considering the dihedral angle τ3(C2−N− C−Xend)
that extends to the last chain atom – either C or Si – and is largely constant for
the alkyl substituted cation (99° vs. 89°) while it changes significantly for the
siloxane cation (160° vs. 13°).
While the ether substituted cation does show a more pronounced change in τ1
than the alkyl substituted cation, it only spans a range of ∆τ1 = 39°, significantly
less than found for the siloxane. However the qualitative change of τ1 is equivalent
to the siloxane substituted cation.
From a purely electrostatic point of view it can be assumed that the interaction
between the positive charge of the ring or the proton and the negative partial
charge of the oxygen atom causes this orientation of the side-chain and the lack
of a similarly negatively polarised atom in the butyl group is the reason for its
absence in the [C4C1im]
+ cation. For the [C4C1im]
+ cation it is known that a
significant amount of charge is located at the three ring protons,[15] and from
crystal structures it is known that all three protons form close contacts with
H-bond basic anions.[59] In good agreement with this assumption the O · · ·H
distances are calculated as 233.98 pm for the ‘b’ conformer and 251.79 pm for the
‘c’ conformer of the siloxane cation, both significantly shorter than the sum of
van-der-Waals radii, 290 pm.[182] The same was found for the ether substituted
cation with the corresponding distances 242.25 pm for the ‘b’ conformer and
255.23 pm for the ‘c’ conformer. The geometry parameters of these contacts
however are not compatible with what is generally accepted for a hydrogen bond.
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For a classical strong H-bond one would expect a elongation of the C−H bonds
on formation. However while in case of the ‘b’ conformer of the siloxane an
elongation of 0.11 pm and no elongation for the ‘c’ conformer was found, the
corresponding bonds of the ether molecule actually shortened by 0.24 pm and
0.15 pm respectively. Equally were the C−H−O angles found to be 123.7° and
119.8° for the siloxane and 101.9° and 100.1° for the ether substituted cation,
while a classical hydrogen bond is expected to be close to 180°. This might
indicate that the main interaction is of the side-chain with the charge of the ring,
rather than with the hydrogen.
Furthermore is the oxygen atom of siloxane chains is generally considered to be
non-H-bond basic. However computational work by Beckmann et al. could show
that for bond angles α(Si−O− Si) < 163°, the oxygen atom starts to exhibit
H-bond basic behaviour.[198] This angle differs significantly between the three
conformers and is below the threshold for the two geometries that potentially
form O · · ·H interactions (table 6.1).
To analyse the origin of the apparent interaction, the NBO analysis of the
electron density was performed and the second order perturbation energies
analysed. For an H-bond with strong σ character, a high energy gain from the
interaction of an oxygen lone-pair with an anti-bonding C−H σ∗ orbital can be
expected.
While such an interaction could indeed be found for the [SiOSiC1im]
+ cation,
the corresponding energies were comparably low for the two relevant conformers,
6.19 kJ/mol in case of the ‘b’ and 2.68 kJ/mol for the ‘c’ conformer for the interaction
of one oxygen lone-pair with the anti-bonding σ∗-orbital of the corresponding
C−H bond at the ring closest to the oxygen. For the ether substituted cation,
no such interaction was found above the cut-off of 2.10 kJ/mol.
6.1.2. Charge distribution
To analyse the possibility of a mainly coulombic interaction between the siloxane
substituent and the imidazolium ring, the atomic charges of [C4C1im]
+ and
[SiOSiC1im]
+ were calculated using the NBO analysis of the wave function as
well as the CHelpG analysis of the electrostatic potential around the cation
to assign these charges. The charges from both methods for key atoms and
functional groups of the alkyl as well as the siloxane substituted imidazolium
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Figure 6.5.: The [SiOSiC1im]
+ in the ‘a’ conformer with the atoms coloured
according to their NBO charge (table 6.4).
ring can be taken from table 6.4. Furthermore the NBO charges of the two ‘a’
conformers are visualised in figures 6.5 and 6.6.
To analyse the charge distribution, the two cations can be split up in three
distinct sections – the imidazolium ring, the methyl group and either the butyl
or siloxane side group. For both cations and the three respective conformers, the
NBO charges remain almost constant with the respective charges being ≈ 0.32,
≈ 0.33 and ≈ 0.35. The same is true for the charge distribution in the ring that
remains largely constant for all six calculations.
Considering the substituent however, a pronounced difference in charge distri-
bution becomes apparent. For the [C4C1im]
+ cation, 80% of the charge of the
butyl group is located in the first methylene group, closest to the ring, 93% of
the overall charge of the cation can be found in the imidazolium ring and the
CHn groups immediately attached to it.
Considering the siloxane substituted ring, the CH2 group of the side-chain does
not only carry less of the positive charge of the substituent, but it is negatively
polarised and carries a charge of ≈ −0.19.
This is in good agreement with the electronegativity scale of Allred and Rochow,
giving a value of 1.74 for silicon, 2.50 for carbon and 3.50 for oxygen.[199] Using
this most basic approach to describe bond polarities, one would expect the oxygen
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Figure 6.6.: The [C4C1im]
+ in the ‘a’ conformer with the atoms coloured accord-
ing to their NBO charge (table 6.4). The colour-scale is the same as
in figure 6.5.
and the carbon to withdraw a significant amount of charge from the silicon atoms.
The Si atoms can be found to carry a positive charge of almost ≈ 2.0 and the
oxygen atom a charge of ≈ −1.3. While not carrying a significant amount of
net charge, this moiety represents the most pronounced charge separation in the
system in terms of the charge per atom.
While the different conformers of the siloxane substituted cation do not drastic-
ally differ in terms of charge distribution, a small but significant polarisation of
the imidazolium ring towards the C2 group (‘b’ conformer) and less pronounced
the C5 group (‘c’ conformer) can be found. The charge on the oxygen can be
found to be 0.01 higher in those two than in the ‘a’ conformer. These changes
however are small and their sign does not imply a transfer of charge from a
lone-pair to an anti-bonding orbital as might be expected, but a mainly coulombic
stabilisation of additional charge in both regions of the molecule due to minimised
charge separation.
The mechanism of calculating the CHelpG charges – fitting point-charges to
the electrostatic potential as perceived from a distance to the molecule – causes
these charges to be more susceptible to conformational changes and less reliable
for atoms towards the ‘centre’ of a molecule or functional group.[200] However the
general picture is fully compatible with that found from the NBO calculations of
the charge for the three section remaining constant for all six conformers at 0.57,
0.20 and 0.23 for the ring, the methyl-group and the substituent respectively.
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Table 6.5.: Energies and key geometry descriptors of the three minimum struc-
tures of the [SiOSiC1im]
+ cation using the conductor like screening
model with the dielectric constant  = 78.39 and the solvent radius
set to rsolv = 1.385Å. Zero-point correction and MP2 energy are
calculated at the DFT minimum geometry.
τ1 τ2 Si-O-Si ∆EDFT ∆EDFT+Z ∆EMP2+Z
a 95 -180 163.8 1.96 1.15 6.74
b 93 -62 156.2 0.00 0.08 0.00
c 94 61 154.7 0.19 0.00 0.24
The same is true for the relative charge distribution in the siloxane side-chain,
where the first methylene group is negatively polarised and pronounced charge
separation occurs between the silicon atoms and the oxygen, however it is less
pronounced than in the NBO calculations. Due to the large amount of variation
in the numerical results, it is not possible to tell whether the conformations have
any systematic effect on the charge distribution of the cation.
As the charge distribution implies a mainly electrostatic interaction between the
ring hydrogens and the siloxane/ether oxygen, the structures were re-optimised
using a conductor like polarizable continuum model to simulate a solvent. As no
settings are available for ionic liquids, the settings for water as a highly polar
solvent were used. This can be expected to stabilise any charges of the molecule,
thus mitigating any intramolecular coulombic interactions.
On the DFT level of theory the three conformers of the [SiOSiC1im]
+ cation
are now essentially indistinguishable in terms of energy, though the ‘b’ and
‘c’ conformers are still slightly more stable than the ‘a’ conformer (table 6.5).
Adding dispersion effects by calculating the MP2 energies on the DFT geometries
stabilises the ‘b’ and ‘c’ conformers further, as was the case for all calculations.
Comparing the change in relative energy of the highest energy conformer on
‘switching on’ the dispersion effect between the gas-phase and the polarisable
continuum calculations, it becomes apparent that this remains largely constant
at ∼ 6 kJ/mol.
For the ether substituted molecule the situation is slightly different. With the
polarisable continuum model added to the calculation, the three conformers still
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Table 6.6.: Energies and key geometry descriptors of the three minimum struc-
tures of the [COCC1im]
+ cation using the conductor like screening
model with the dielectric constant  = 78.39 and the solvent radius
set to rsolv = 1.385Å. Zero-point correction and MP2 energy are
calculated at the DFT minimum geometry.
τ1 τ2 C-O-C ∆EDFT ∆EDFT+Z ∆EMP2+Z
a 94 176 127.5 7.94 7.73 13.09
b 84 -67 127.4 0.00 0.00 0.70
c 101 56 127.4 0.31 0.31 0.00
differ significantly in terms of energy at the DFT level, retaining the relative
order of energies (table 6.6).
Adding dispersion effects further increases the relative stability of the ‘b’ and‘c’
conformations, however as for the siloxane substituted system this shift is almost
constant at ∼ 5 kJ/mol for the calculations with or without the continuum model.
It can therefore be assumed that the cause of the pronounced quantitative
difference of the relative energies for the two cations is mainly electrostatic
interactions, and not the transfer of electron density.
6.1.3. NMR chemical shift
To find experimental indicators for a potential O · · ·H interaction, the NMR
chemical shift of the two cations was calculated and compared to experimental
results. As it is known that H-bond formation results in a down-field shift of the
corresponding proton, it should thus be possible to find experimental evidence
for the intramolecular H-bonding in the experimental as well as computationally
calculated NMR spectra.
As the chemical shift experimentally depends on various parameters such as
the employed solvent and furthermore depends not only on the intramolecular
interaction of the cation with itself, but also on the intermolecular H-bond
formation with the anion, none of which can be easily mimicked in the DFT
calculations, no direct comparison of experimental and calculated NMR spectra
is possible. This problem can however be circumvented by concentrating on the
two protons at the ‘back’ of the ring at C4 and C5. As these have been found
to be almost equivalent experimentally as well as computationally,[14,15] they
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Table 6.7.: Chemical shift in ppm of the ring protons of [SiOSiC1im][NTf2] as
calculated by DFT for the isolated cation and measured in CDCl3
and without solvent.
DFT ‘a’ ‘b’ ‘c’ CDCl3 Neat
δH2 8.74 7.63 9.09 7.59 8.57 8.50
δH4 7.28 7.31 7.27 7.32 7.18 7.35
δH5 7.48 7.28 7.24 8.27 7.33 7.43
δH5-δH4 0.20 -0.03 -0.03 0.95 0.15 0.08
Table 6.8.: Chemical shift in ppm of the ring protons of [C4C1im][NTf2] as
calculated by DFT for the isolated cation and measured in CDCl3
and without solvent.
DFT ‘a’ ‘b’ ‘c’ CDCl3 Neat
δH2 7.76 7.78 7.73 7.81 8.56 8.48
δH4 7.43 7.43 7.46 7.35 7.27 7.31
δH5 7.45 7.50 7.46 7.38 7.29 7.39
δH5-δH4 0.02 0.07 0.00 0.03 0.02 0.08
will be similarly influenced by all interactions with the solvent as well as other
ions. Due to steric restrictions however, an intramolecular interaction with the
siloxane oxygen is only possible for the proton at C5.
While it is in principle possible that the proton at C4 interacts with a silox-
ane substituent at another cation in an intermolecular fashion, this would be
disfavoured entropically as well as in terms of cation–cation coulomb interaction,
making it significantly less likely than the intramolecular contact. The two
protons at C4 and C5 thus provide a point of reference, or internal standard that
is not easily available for the – more H-bond acidic – C2 proton at the ‘front’ of
the ring.
As can be taken from the first column of table 6.7 and 6.8, containing the
Boltzmann weighted average of the three conformers, the calculated chemical
shift of the ring protons follows the pattern found experimentally for other
imidazolium species, with the C2 proton shifted the furthest down-field and the
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C4 and C5 protons being similar in terms of their shift. This is in line with the
experimental findings.1
Considering the three possible conformers, no significant difference is appar-
ent for the [C4C1im]
+ cation, with the three conformers spanning a range of
approximately 0.1 ppm between the two extreme shifts for every proton.
In contrast the siloxane cation shows a wide variation in terms of chemical
shift, spanning a range of > 1 ppm for the protons at C2 and C5, but more than
an order of magnitude less for the proton at C4. Each of the two protons is
shifted the furthest down-field in the conformers where the oxygen is close to
the respective proton, influencing them so much that the relative order changes,
making the C5 proton the most de-shielded proton in the system.
Using the MP2 energies to calculate a Boltzmann weighted average of the
calculations yields the pattern found experimentally with two signals (C4 and C5)
grouped closely together and a third signal further down-field. However when
comparing the results, the difference between the two signals further up-field
is by a factor of 10 larger for the siloxane substituted cation than for the alkyl
substituted one. This can be largely attributed to the intramolecular O−H
interaction and could potentially be found in experimental results as well.
The difference in the experimental chemical shift of the two protons at the
‘back’ of the ring can indeed be found to be significantly more pronounced
for the siloxane substituted ionic liquid, while it is almost negligible for the
alkyl substituted cation (tables 6.7 and 6.8). This however is only true for
measurements carried out in CDCl3 as solvent. In neat measurements of the
ionic liquid, without any additional solvent, the difference between the two signals
is equal for both ionic liquids, and smaller than in dissolved [SiOSiC1im][NTf2]
but bigger than in dissolved [C4C1im][NTf2].
To interpret this finding, it is necessary to understand the state in which
the ionic liquid ions would be found in the different measurements. CDCl3 is a
moderately polar solvent with only weak H-bond donor or acceptor capabilities.2
Under these circumstances the ionic liquid can be expected to exist as an ion
pair, or potentially a solvent separated ion pair.
In both cases, when a close anion–cation contact persists, the anion can be
expected to be located close to the C2 carbon of the imidazolium ring, where the
1The experimental spectra for [SiOSiC1im][NTf2] were provided by Mohd Azri Ab Rani.
2The Kamlet-Taft parameters for CHCl3 are α = 0.20, β = 0.10 and pi∗ = 0.58.[132]
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positive charge is mainly located.[15] Under these circumstances the imidazolium
ring would remain largely symmetrical, even in the field of the anion, and any
difference would have to stem from the structural differences of the cations. The
main effect would then presumably be the intramolecular interaction outlined
above and would explain the results found in the sixth column of tables 6.7 and
6.8.
In the neat ionic liquid, this simple description in terms of ion pairs however
is only of limited applicability, as not only a large number of ions is available,
but there is also no di-electric medium to dissolve the ions. Therefore further
interactions with anions and other cations can be expected for every cation.
The difference of the C4 and C5 proton signals in the NMR spectra can be taken
as a general measure of ‘asymmetry’ of the environment of the imidazolium ring.
It therefore has to be understood why the environment of the [C4C1im]
+ cation
becomes more asymmetric, while the environment of the siloxane substituted
cation becomes less so, when transferring the ion pair from the relatively uniform
dielectric environment of the CDCl3 into the bulk ionic liquid phase.
For the siloxane substituted cation, the greater amount of ‘available’ anions
would make the formation of H-bonds through the C4 and C5 protons significantly
more likely, as not only the most stable positions would be populated. The
interactions would presumably be stronger than the O−H interaction (vide infra)
and thus replace it. Further more – assuming that the O−H interaction is largely
governed by coulombic forces (vide infra) – these would be significantly weakened
in an ionic liquid environment,[3] thus weakening the intramolecular interactions
and removing this source of asymmetry.
For the [C4C1im]
+ cation however, the equally possible anion–cation interaction
through the C4 and C5 protons would create asymmetry as for the relatively big
anion the different steric footprint of the butyl versus the methyl group would
be enough to distinguish the two protons. Furthermore it has been shown in
MD calculations that for butyl-substituted imidazolium rings the formation of
non-polar domains is possible, thus further distinguishing the two protons.[201,202]
As these effects would apply to both cations similarly, they converge to the same
degree of asymmetry for the cation, thus have the same difference in the chemical
shift of the two protons at the ‘back’ of the ring.
While no experimental data was available for the [COCC1im]
+ cation, refer-
ence data for a similar compound was taken from literature. In this reference
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Table 6.9.: Chemical shift of the ring protons of [COCC1im]
+ as calculated by
DFT and measured for [(CH2)2OMeC1im][PF6] in deuterated toluene.
DFT ‘a’ ‘b’ ‘c’ C7D8[196]
δH2 8.60 7.77 8.75 7.64 8.42
δH4 7.29 7.33 7.29 7.33 7.35
δH5 7.33 7.38 7.21 8.09 7.42
δH5-δH4 0.04 0.05 -0.08 0.76 0.07
compound, all methyl groups on the side-chain were replaced by protons. As
shown in table 6.9, this ionic liquid does not show a significant difference in the
chemical shift of the two protons at the back of the ring experimentally.
As for the siloxane substituted compound, the difference in chemical shift is
very pronounced for the ‘c’ conformer, where the oxygen of the side-chain is the
closest to the proton at the back. While this difference is less pronounced when
calculated for the ether substituted compound than for the siloxane substituted
one, it is still more than 25 times larger than for the [C4C1im]
+ cation and could
thus be expected to carry through to the experimental results.
However the energy difference between the ‘b’ and ‘c’ conformer is larger for
the ether substituted cation than for the siloxane substituted cation (4.51 kJ/mol
as opposed to 2.95 kJ/mol). This in turn results in a less pronounced contribution
of the corresponding chemical shifts to the Boltzmann weighted average, which
together with the smaller initial difference results in an averaged difference of
only 0.04, which is in good agreement with the experimental results.
6.1.4. Rotational barriers
To analyse the contribution the intramolecular degrees of freedom might have
towards the overall entropy, and to allow a comparison to the alkyl substituted
cations, various rotational barriers were calculated.
6.1.4.1. Rotation of the N−C bond
The first geometrical descriptor to be analysed is the rotation around τ1, the
first bond of the side-chain. The potential energy surface for this rotation was
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Figure 6.7.: Relaxed scan of τ1 with τ2 ≈ 180° for [SiOSiC1im]+, [COCC1im]+
and [C4C1im]
+. Solid lines are a guide to the eye.
calculated using a relaxed scan, in which τ1 was held fixed, but the remaining
geometric parameters were allowed to relax.
All three systems behave qualitatively similar, with the most stable position
at around τ1 = 100° and an almost symmetrical energy well (figure 6.7 and table
A.36, appendix). The barrier at τ1 = 180°, corresponding to the passage at the
‘back’ of the ring is systematically higher than the barrier at the ‘front’ of the
ring, however the difference is small.
The relative order of barrier heights – [COCC1im]
+ > [SiOSiC1im]
+ >
[C4C1im]
+ – can be easily rationalised from the steric footprint of the three
substituents. For both rotations, towards the ‘front’ as well as the ‘back’ of the
ring, the maximum energy is reached for the position at which the second atom
of the side-chain – either a carbon or a silicon atom – passes the proton at C2 or
C5 position. In the case of [C4C1im]
+, this carbon is hydrogen substituted, with
the shortest distance in case of the τ1 = 0° passage between the ring and the
butyl chain at 2.44Å. In case of the siloxane however, the corresponding atom is
not hydrogen, but methyl substituted, thus creating a bulkier structure. While
the shortest H · · ·H contact is again 2.44Å, this is only possible by deforming
the side-chain, as the angle α(N−C−Si) changes from 116.6° in case of τ1 = 105°
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Solid lines are a guide to the eye.
to 121.4° for τ1 = 0°, to allow a larger distance between the methyl groups and
the C2 proton of the ring.
While the ether substituted molecule also carries methyl groups at the second
atom of the side-chain, the second bond of the substituent – C−C or C−Si
respectively – differs significantly between the two. For the siloxane group, this
bond can be found to be 1.94Å while it is only 1.55Å for the ether group. This
results in a shortest H · · ·H distance of 2.13Å. Furthermore the strain caused by
a similar change in the α(N−C−C) angle from 116.3° to 120.1° can be expected
to contribute significantly to the rotational barrier.
6.1.4.2. Rotation of the C−Si/C−C bond
The rotation around the second bond of the side-chain, either a C−C or the
C−Si bond, was analysed. This is in principle possible by performing a relaxed
scan of τ2, constraining the relative position of the silicon atoms. However this
proved to create a series of problems due to the flexibility of the oxygen, allowing
the system to cross to other potential energy surfaces. To circumvent this, the
angle was thus defined as τ2(N − C − Si − O), restricting the position of the
oxygen atom.
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Figure 6.9.: Two potential routes from the ‘b’ to the ‘c’ conformer of the cations.
As it was to be expected from the three minima discussed above, the scan
shows three distinct energy wells at ∼ 60°, ∼ 180° and ∼ 300° for all three
cations (figure 6.8 and table A.37). The rotational barriers are very similar for
the siloxane and the alkyl substituted cation, with the ether substituted cation
requiring significantly higher energies for the rotation of the side-chain. This is
in good agreement with the higher lying ‘a’ conformer of this cation and is most
likely due to the breaking of coulombic interaction of the negatively polarised
oxygen with the positively charged ring.
This coulombic interaction is most likely also the main cause for a qualitative
difference between the energy profile for the oxygen substituted cations and
the profile for [C4C1im]
+. While the lowest energy route from conformer ‘b’
to ‘c’ is via the ‘a’ configuration for the alkyl substituted cation, both oxygen
substituted cations show a relatively smaller activation energy for the rotation
through τ2 = 0° rather than τ2 = 120° or τ2 = 240°. The two potential modes of
rotation are visualised in figure 6.9. In case of the direct rotation the negatively
polarised oxygen passages over the positively charged imidazolium ring, allowing
for a stabilising interaction (figure 6.10).
Together with the fact that the extended position of the side-chain is energetic-
ally significantly disfavoured for these two cations, this results in a ‘curling-up’ of
the cations, potentially minimising the microscopical viscosity of the correspond-
ing ionic liquids that is caused by entanglement and intermolecular interaction
of side-chains that is reported for alkyl substituted ionic liquids, thus explaining
the relatively low viscosities of ether of siloxane substituted ionic liquids.
The interaction of the side-chain with the imidazolium ring furthermore causes
coupling of the two rotational modes discussed so far. Figure 6.11 shows the
changing value of τ1 over the scan of τ2. The siloxane substituted cation shows
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Figure 6.10.: Geometry of the τ2 = 0° structure of [SiOSiC1im]
+.
strong coupling of the dihedral rotations, due to the stabilising interaction of
the oxygen with the imidazolium ring. This causes the whole chain to lean
either towards the C2 or the C5 proton, depending on which stage of the circular
motion the oxygen is in, thus bringing it closer to the ring with a steep change
for the transit over the ring.
Due to the lower flexibility of the ether substituted cation, a similarly strong
change in τ1 is not possible. Therefore the coupling of the rotational modes is
significantly less pronounced than it is for the siloxane compound. However the
qualitative behaviour is equivalent.
In stark contrast, the butyl substituted cation shows a different trend. While
the coupling of the modes is of similar magnitude as found for the ether substituted
cation, the qualitative behaviour is reversed. For τ2 ≈ 300, which corresponds to
the third atom of the side-chain pointing towards the ‘front’ of the ring, τ1 is
significantly more than 90°, the whole chain therefore leaning towards the ‘back’
of the ring, indicating a coupling controlled by steric effects.
6.1.4.3. Rotation of the XMe3-group
To get an impression of the entropic contribution of the rotation of the bulky XMe3
group at the end of the siloxane and ether chain, a relaxed scan was performed
for the dihedral angle CH2−X−X−Me (X = C,Si) in the ‘a’ conformer (figure
6.12, table A.38). The rotation is of comparatively low energy for the ether
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(a) [SiOSiC1im]
+ (b) [COCC1im]
+
Figure 6.13.: Isosurface plot of the electron density and electrostatic potential of
the [SiOSiC1im]
+ and [COCC1im]
+ cation
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Figure 6.14.: Stable positions for a chloride ion around a [C4C1im]
+ cation.
group, with a barrier of ∼ 5 kJ/mol, however due to the flexibility of the siloxane
group and the greater distance from the SiMe3 group to any neighbouring atoms,
the corresponding rotation of this group is essential energy neutral (∼ 0.1 kJ/mol)
and therefore freely accessible at room temperature.
This is qualitatively mirrored in the fact that the electron density of the siloxane
cation shows a ‘neck’ at the position of the oxygen atom, thus electronically
decoupling the SiMe3 group from the rest of the molecule (figure 6.13).
6.2. Ion pairing
The ion pairing of [C4C1im]Cl has been thoroughly analysed and is well
understood.[14,15] Around the imidazolium ring, there are seven stable positions
were the chloride ion can be found (figure 6.14).
These are two positions at the ‘front’ of the ring, close to the C2 proton, either
offset towards the methyl group (‘fm’) of towards the butyl group (‘fb’). These
are the most stable configurations and are usually within few kJ/mol of each other
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Table 6.10.: Energies and key geometry parameters of the [SiOSiC1im]Cl ion
pair.
cation anion τ1 τ2 α(Si−O−Si) ∆EDFT ∆EDFT+Z+B
b fm 90 -64 159.0 0.20 0.00
c fb 102 74 154.3 2.02 0.40
b fb -101 62 155.8 1.01 1.01
c fm -27 -40 155.4 0.00 1.18
a fb 93 -147 151.3 1.29 1.70
b fm 72 -116 157.4 3.12 3.50
b top 53 -77 152.3 5.94 8.70
a bot 93 146 156.4 8.51 9.78
b bot -150 57 155.2 11.65 13.80
c top -76 -60 163.6 15.26 15.29
a top 74 -167 161.0 16.35 16.65
b sb 75 -72 151.8 28.17 27.13
a sb 88 152 152.7 28.66 29.52
c sb 80 56 152.6 29.56 30.34
b sm 83 -58 155.5 39.87 37.53
c sm 111 65 156.8 40.47 38.13
a sm 97 -178 163.8 42.93 40.17
c b 117 63 156.6 52.80 52.20
for all conformers of the cation. Approximately 8 kJ/mol higher are two positions
above and below the plane of the ring (‘bot’ for the side of the ring the second
atom of the side-chain is located at and ‘top’ for the opposite side). These are
not above the centre of the ring, but shifted towards the C2 carbon. For less
H-bond basic anions these tend to be the most stable positions.[18]
Furthermore there are two positions on each side of the ring, between the
methyl group and the C4 proton (‘sm’) or the butyl group and the C5 proton
(‘sb’). These are substantially higher in energy (∼ 35 kJ/mol).
The last stable position is the one at the ‘back’ of the ring, between the
C4 and C5 proton (‘b’). This is the least stable position in terms of energy
(∼ 60 kJ/mol) and cannot be found in all cases due to its weakly pronounced
minimum character.
Table 6.10 lists all ion-pair geometries that could be identified for the siloxane
cation with chloride. All structures have been assigned to the three basic cation
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Figure 6.15.: Geometry of [SiOSiC1im]
+ in the ‘c’ conformer with the chloride
anion in the ‘fm’ position.
geometries ‘a’, ‘b’ and ‘c’ depending solely on the numerical value for τ2 with
0 < τ2 < 120 being categorised as ‘c’, 120 < τ2 < 240 being categorised as ‘a’
and −120 < τ2 < 0 being categorised as ‘b’. While giving a clear criterion to
distinguish the different structures, this is somewhat misleading, as the relative
bulk and flexibility of the substituent allows for a large amount of conformational
freedom that cannot easily be accounted for by a simple categorisation.
This is best exemplified by the structure with the relative energy 1.18 kJ/mol.
Nominally this should fall into the ‘c’ category, which would correspond to the
side-chain being oriented towards the C5 proton – the ‘back’ of the ring. However
as can be taken from figure 6.15, this is not the case for the actual minimum
geometry. The very low value of τ1 allows the siloxane side-chain to lean towards
the front of the ring, thus forming secondary close contacts of the methyl protons
with the chloride anion.
These relatively short contacts between methyl protons of the siloxane chain
and the chloride anion are a feature of almost all geometries identified for the ion
pair. Their length is however mostly slightly longer or only barely shorter than
the sum of the van-der-Waals radii (2.95Å[182]) and it is therefore unclear what
exactly their nature is. It does however seem likely that a coulombic interaction of
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the whole positively polarised SiMe3 group with the negatively charged chloride
might cause the stabilisation.
The overall ordering of energies in table 6.10 is very similar as found for the
alkyl substituted system. The structures with the chloride at the ‘front’ of the
ring and all corresponding structures are very similar in energy. Higher in energy
are the structures with the chloride above and below the ring, the chloride at
the two sides and the highest lying structure with the chloride at the back. The
absolute energy of ion pairing is very similar. The energy minimum was found as
363.87 kJ/mol for the siloxane- and 377.70 kJ/mol for the alkyl-substituted system.
A closer analysis of the energies shows that the relative ordering within each
group shows no significant dependence on the geometry of the cation. The
significant difference in energy between the conformers that was found for the
isolated cation is therefore apparently lost on addition of the anion, and the
geometries can be consistently assigned to five groups according to the position
of the anion in a fashion that is entirely analogous to the calculations on the
butyl substituted cation.
However the group with the chloride at the two sides of the ring does spread
into two fractions with an energy difference of ∼ 9 kJ/mol. A similar, though
less pronounced, splitting in two groups can be found for the structures with
the chloride atom above and below the ring. An analysis of the corresponding
structures shows that all higher lying ones cannot form secondary methyl–chloride
interactions due to steric restrictions. In case of the ‘side’ positions this causes
the ‘sm’ position, where the chloride is relatively far away from the siloxane
chain to be energetically disfavoured. In case of the positions above and below
the ring, the same trend can be found. This energy difference clearly indicates
that – even though the contacts are relatively long – the interactions between
the chloride ion and the methyl groups of the siloxane have a noticeable effect
on the resulting structure.
The effect of the intramolecular interaction of the siloxane oxygen with the
imidazolium ring seems to be entirely lost with the introduction of the anion.
This however does not necessarily imply that no effects persist in the bulk phase,
as lowering activation energies and transition states would influence the dynamic
properties even if no remaining effect on the minimum structures can be identified.
Further are calculations on ion pairs expected to over-emphasise the effect of the
anion on the cation.
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Figure 6.16.: Energy profile of an optimisation of [SiOSiC1im]Cl, were the silox-
ane group facilitates the movement of the chloride ion.
When trying to optimise a geometry with the chloride anion in the ‘sm’ position
of the ring, this resulted in a geometry with the chloride anion in the ‘fm’ position.
A closer analysis of the optimisation revealed that the transition of the chloride
anion from one side of the methyl group to the other was apparently facilitated
by a secondary interaction with the SiMe3 group (figure 6.16). This ‘pick-up’
mechanism could potentially occur in the liquid phase as well, thus increasing
the mobility in the bulk phase and potentially lowering viscosity.
Analysis of the ion-pairs formed by the ether substituted cation and chloride,
shows a markedly different situation. While the absolute energy of ion pairing
is very similar (-365.22 kJ/mol), a qualitative analysis of the geometries shows
that the categorisation in ‘a’, ‘b’ and ‘c’ is indeed valid for these systems and
the resulting cation structures are broadly similar to the structures found for
the isolated cation. In contrast, the energetic categorisation of the chloride
positions is almost entirely lost. While the positions are still well defined and
not significantly different to the [C4C1im]
+ cation, the energies are not as well
separated.
While each group of positions – all ‘fm’ structures for example – had a clearly
defined corresponding energy for the siloxane substituted cation, the energies are
more continuously spread for the ether substituted cation.
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Table 6.11.: Energies and key geometry parameters of the [COCC1im]Cl ion pair.
cation anion τ1 τ2 α(C−O−C) ∆EDFT ∆EDFT+Z+B
c fb 106 59 127.2 0.00 0.00
c fm 99 59 127.3 3.45 2.62
b fm 84 -62 128.7 9.49 9.55
b fb 92 -63 128.3 13.21 12.86
b fm 78 -63 128.4 12.87 12.92
a fm 89 174 128.1 17.60 16.10
b top 81 -70 127.9 14.76 16.46
b sb 69 -74 127.2 23.92 24.56
a bot 81 158 127.7 22.82 24.65
a top 95 172 128.2 25.14 26.20
b sm 72 -72 127.7 39.41 38.56
c sm 104 57 127.7 41.88 41.22
a sm 94 176 128.0 49.20 48.03
a sb 86 167 128.1 49.52 48.95
c sb 84 43 128.5 55.58 54.83
c b 107 56 128.1 61.60 61.57
Closer analysis shows that this is due to remaining effects of the cation
conformer. This can most easily be shown for the three ‘sm’ structures, where
the anion does not directly interfere with the side-chain of the cation. The
relative energy of these is ‘b’<‘c’<‘a’ with the energy relative to the ‘b’ conformer
∼ 2.5 kJ/mol and ∼ 10.5 kJ/mol. The relative ordering therefore is identical to the
isolated cation and the energy differences are approximately half as large.
In addition to this effect of simply ‘carrying over’ the energy differences from
the isolated cation, electrostatic interactions of the chloride with the oxygen can
break the interaction of the side-chain with the ring. Comparing the energies of
the two ‘fb’ structures, the ‘c’ conformer is significantly more stable. This is due
to the close proximity of the chloride anion ‘pushing’ the oxygen away from the
ring and the structure therefore looses this stabilising effect that remains for the
‘c’ conformer.3 While short contacts (∼ 2.85Å) between the methyl groups of
the ether substituent and the chloride could be found and presumably contribute
3The C−H · · ·O distance is elongated from 2.42Å to 3.01Å and the N−C−C−O dihedral angle
changes from −60° to −46° as the oxygen is twisting away from the chloride on formation
of the ion pair.
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to the overall stabilisation of the system similar to [SiOSiC1im]
+, their effects
were masked by the overall changes in energy.
6.3. Conclusion
The siloxane substituted cation was analysed and the comparison with the ether
analog and the alkyl substituted [C4C1im]
+ performed. It was shown that –
to a certain degree – the siloxane substituent does not heavily influence the
behaviour of the system. While the charge distribution within the side-chain
shows pronounced differences in comparison to the alkyl substituted system,
the charge distribution of the whole system is very similar. The main charge
carrying moiety, the imidazolium ring, remains largely unchanged irrespective of
the substituent it carries, and consequently are the interactions with the chloride
anion as a ‘probe’ anion very similar to those found for the [C4C1im]
+ cation.
The detailed analysis of the molecule however revealed differences that can be
expected to influence the properties of the bulk liquid. The cation ‘curls-up’ on
itself, thus replacing intermolecular with intramolecular interactions. This can
be expected to lower viscosity. Furthermore could indications be found for the
formation of H-bonds to the oxygen of the siloxane group, a chemical structure
that is usually considered not to be H-bond basic.
It could however also be shown that the specific properties of the siloxane chain
would be alleviated in a bulk situation, both through the unspecific effect of the
polar surrounding as well as the specific effects of ion pairing. This weakening
of intramolecular interaction was found to be less pronounced for the ether
substituted cation. It can therefore be expected to retain more of its properties.
Experimentally ether substituted ionic liquids are indeed found to have lower
viscosities.
While it was found that the properties related to the minimum geometries of
the system can be expected to partly disappear when transferring it from the gas-
phase to the bulk ionic liquid, the dynamic properties can be expected to remain
active. These are mainly the high degree of flexibility and low rotational barriers
as well as the ‘pick-up’ mechanism of the side-chain that would both facilitate
the relative movement of anions and cations and other dynamic processes.
These non-equilibrium properties are therefore likely to be the cause of the
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relatively low viscosity of the siloxane ionic liquids, while the geometry minima
and energies are mainly the properties of an imidazolium ionic liquid.
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Considering the whole body of information available on mixtures of ionic liquids,
both from literature as well as the new work presented here, it is striking to
what extent the effects of mixing can either be correlated with ideal mixing
laws derived from first principles or at least rationalised in terms of chemical
equilibria. Many effects seen are – at least on a first approximation – almost
textbook examples of ideal behaviour.
This tendency towards near ideal behaviour is perhaps not surprising, consid-
ering the specific nature of ionic liquids. The one defining and for most chemists
highly counterintuitive feature of ionic liquids, namely that they are composed
entirely of ions yet remain liquid at or near room temperature, is caused by the
fact that no specific close contacts and highly stable interactions can be formed.
Charges are delocalised and asymmetry hinders dense packing.
The remaining single strongest interaction certainly are Coulomb interactions
between the different charge carriers – even though strong screening of the charges
occurs. Coulomb interactions however, the first term in the Taylor series of polar
interactions, are by definition isotropic and depend only on distance. These
interactions therefore are very similar for different ions, provided that their size
and charge distribution are reasonably similar.
An ideal mixture, however, is not a mixture without strong interactions
between the constituting substances, but a mixture in which the interactions
remain constant, and no new interactions arise from bringing the species together.
The ions forming ionic liquids do so, because they have certain properties in
common, making them equivalent in their interactions from a certain point of
view. It can therefore be said that by mixing ionic liquids, a substance class in
which the primary interaction is anisotropic and largely constant from one ionic
liquid to another, one has thereby specifically chosen liquids that will form ideal
mixtures.
When looking for non-ideality, the focus would thus have to be on mixtures of
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ions that can form specific interactions or that vary drastically in size. However
any such attempt risks resulting in either phase separation or the formation of
solids. It therefore remains to be seen whether a mixture with strong deviation
from ideality can be found, and any such mixture would almost certainly allow a
deeper understanding of ionic liquids.
It is, however, not impossible to gain new knowledge from mixing ionic liquids.
Multiple cases have been found in literature – as well as in this work – where
properties sharply change on the transition from a pure ionic liquid to the mixture,
with the mixture showing near ideal behaviour and one of the data points at the
end of the series being the outlier. While it can be speculated that this is caused
by packing or other structural effects, no conclusive explanation is available as
of yet, and a better understanding of the structure of ionic liquids might follow
from a thorough analysis of these effects.
While good predictability of mixtures of ionic liquids was found, it was also
possible to step back further and develop predictive tools as well as a more
detailed understanding of the mechanism for the H-bond acidity and basicity of
ionic liquids. With these it is now possible to predict the ‘undisturbed’ acidity of
cations and the basicity of anions, while a potential explanation was introduced
as to how the H-bond basicity of the anion influences the H-bond acidity of the
cation.
In a reversal of the process used before, the explanation for properties of
a siloxane substituted cation was attempted from a computational analysis
of the cation as well as the ion pair with chloride as a ‘probe anion’. While
the geometries of the isolated cation were found to be different from the alkyl
substituted [C4C1im]
+ cation and experimental proof could be presented to
support these findings, the ion pair with chloride was found to be very similar to
other imidazolium based cations. While, however, the properties of the minimum
geometries were found to be very similar, energy barriers of rotations and ion
movement as well as effects that would be expected to appear in the bulk phase
could be used to rationalise the specific properties of the bulk ionic liquid.
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Prior to measurements all samples were dried under vacuum to a water content
of < 150 ppm (w/w) as established via Karl-Fischer titration.
8.1. Kamlet-Taft measurements
Solutions of the dyes in dichloromethane (4-Nitroaniline 1.81 · 10−4 mol/l, N,N -
diethyl-4-nitroaniline 1.70 ·10−4 mol/l and Reichardt’s betaine dye 3.63 ·10−4 mol/l)
were added to the ionic liquids (0.3ml DCM per 0.45ml ionic liquid) and the
DCM subsequently removed in vacuo. The dye in ionic liquid solutions were
then transferred into sealed 10mm path length cuvettes and the UV/Vis spectra
recorded on a Perkin Elmer ‘Lambda 25’ spectrometer in temperature controlled
cuvette holders at 25℃ unless explicitly mentioned otherwise.
The Kamlet Taft parameters were then calculated from the longest wavelength
absorption maxima using the following equations:
pi∗ = 0.314 ·
(
27.52− ν˜N,N-diethyl-4-nitroaniline1000 cm−1
)
(8.1)
β =
(1.035 · ν˜N,N-diethyl-4-nitroaniline
1000 cm−1 + 2.64−
ν˜4-nitroaniline
1000 cm−1
)
∗ 12.8 (8.2)
α = 0.0649 · 28591
ν˜Reichardt’s dye
− 2.03− 0.72 · pi∗ (8.3)
8.2. Density measurements
Density measurements were performed in an Anton Paar ‘DMA38’ vibrating
tube density meter at 25℃.
The error of the instrument is given by the manufacturer as ±0.001 g/cm3,
though the reproducibility was one order of magnitude better.
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8.3. Conductivity measurements
The conductivity measurements were performed using a home-build conductivity
probe with two approximately 5 mm× 5 mm platinum paddles. The temperature
was kept at 25℃ using a water bath in a jacketed beaker attached to a recirculator
and the samples were allowed to reach thermal equilibrium for 30 minutes.
The measurements were performed under argon atmosphere on a CH Instru-
ments CHI760C in a frequency range from 1Hz to 1 · 105 Hz at an amplitude of
1 · 10−4 V.
Prior to each set of measurement the probe was calibrated using three com-
mercially available standards (HANNA instruments) with known conductivities
of 84 µS/cm, 1413 µS/cm and 12880 µS/cm.
The average error was found to be 2%.
8.4. NMR measurements
The NMR measurements were performed on a Bruker AV500 spectrometer,
equipped with a z-gradient bbo/5mm tuneable probe and a BSMS GAB 10 amp
gradient amplifier providing a maximum gradient output of 5.35G/cm A. The
samples were submitted in a sealed Young’s tab NMR tube with a coaxial DMSO
capillary.
All experiments were performed using the ‘ledbpgp2s’ pulse program at a
constant temperature of 298K with a gas flow of 535 l/h. The spectra were
collected at a frequency of 500.13MHz (proton) or 470.59MHz (fluorine) and
32768 data points. A relaxation delay of 12 s was employed along with a diffusion
time ∆ = 400 ms. Dipolar gradient pulses δ = 5 ms and homospoil gradient
pulses of 1.1ms and a strength of -17.23% were employed. 16 experiments with
the gradient strength increasing linearly from 2% to 95% were performed, with
the pulses shapes as ‘smoothed square’ waves.
8.5. Viscosity measurements
Viscosity measurements were performed on a TA instruments ‘AR2000ex’ rheo-
meter fitted with a peltier plate at 25℃, using a 40mm, 2° steel cone.
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Measurements were performed at a angular velocity between 0.1 and 10 rad/s
under nitrogen atmosphere.
From manufacturer information and measurements on standard liquids an
error of 5% was established, though reproducibility was usually better.
8.6. Computational details
All calculations were performed using the Gaussian 09 software package[203] except
for the calculations in chapter 6, where Gaussian 03 was employed,[204] and the
Becke three-parameter exchange[160] with the Lee, Yang and Parr correlation.[157]
A 6-311+G(d,p) basis set was used for all elements, except for the C6H5 rings
of Reichardt’s dye, where a 6-31G(d) basis set was used.[205–208] Furthermore
an ‘ultrafine’ integration grid and an improved SCF convergence criterion of
10−9 were employed. All structures were fully optimised without constraints and
confirmed by frequency analysis.
All calculations involving natural orbitals were performed using the NBO
programm in its version 3.1 as included in the Gaussian package.[209]
8.7. Synthesis of the ionic liquids
All reagents used were obtained from VWR or fisher scientific at highest purity
and dried using suitable drying agents.
8.7.1. Synthesis of 1-butyl-3-methylimidazolium chloride
A solution of methylimidazole (210.3mL, 2651mmol) in EtOAc (180mL) was
cooled in an ice bath and 1-chlorobutane (375.0mL, 3588mmol) was added
drop-wise. The resulting liquid was stirred at 45°C for 14 days. During this time
the one phase solution separated in two layers. After two days at -20°C white
crystals had formed which were washed repeatedly with EtOAc (3× 180 mL) and
subsequently dried under vacuum (224.47 g, 48.5%).
δH(ppm) (400MHz, CDCl3) 10.58(s, 1H, NCHN), 7.60 (s, 1H, NCHCHN),
7.43 (s, 1H, NCHCHN), 4.23 (t, J = 7.4, 2H, NCH2CH2), 4.03 (s, 3H, NCH3),
1.90 – 1.73 (m, 2H, CH2CH2CH2), 1.35 – 1.18 (m, 2H, CH2CH2CH3), 0.86 (t, J
= 7.4, 3H, CH2CH3).
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δC(ppm) (101MHz, CDCl3) 137.83 (s, NCHN), 123.67 (s, NCHCHN), 121.98
(s, NCHCHN), 49.69 (s, NCH2CH2), 36.47 (s, NCH3), 32.11 (s, CH2CH2CH2),
19.38 (s, CH2CH2CH3), 13.37 (s, CH2CH3).
m/z (LSIMS+): 139 ([C4C1im]
+, 100%), 313 ([C4C1im]2Cl, 10%)
m/z (LSIMS-): 35 (Cl–, 80%), 209 ([C4C1im]Cl2, 65%)
8.7.2. Synthesis of 1-butyl-3-methylimidazolium triflate
A solution of 1-butyl-3-methylimidazolium chloride (145.59 g, 833mmol) in DCM
(500mL) was added to lithium trifluoromethanesulfonate (134.12 g, 860mmol) and
the resulting slurry stirred for 60 h at room temperature. The white precipitate
was filtered off and the remaining liquid diluted with DCM to a total volume of
∼ 850 mL. It was subsequently washed with water (34× 3 mL) until halide free
by AgNO3 test. The solvent was evaporated under vacuum and a colorless free
flowing liquid was obtained (193.18 g, 80.4%).
δH(ppm) (400MHz, CDCl3) 8.77 (s, 1H, NCHN), 7.30 – 7.24 (m, 2H,
NCHCHN), 3.98 (t, J = 7.3, 2H, NCH2CH2), 3.74 (s, 3H, NCH3), 1.70 – 1.56
(m, 2H, CH2CH2CH2), 1.19 – 1.04 (m, 2H, CH2CH2CH3), 0.70 (t, J = 6.0, 3H,
CH2CH3).
δC(ppm) (101MHz, CDCl3) 135.94 (s, NCHN), 123.47 (s, NCHCHN), 122.21
(s, NCHCHN), 120.38 (q, J = 320.1, CF3SO3), 49.35 (s, NCH2CH2), 35.82 (s,
NCH3), 31.55 (s, CH2CH2CH2), 18.91 (s, CH2CH2CH3), 12.87 (s, CH2CH3).
m/z (ESI+): 139 ([C4C1im]
+, 100%), 427 ([C4C1im]2[OTf], 40%)
m/z (ESI-): 149 ([OTf]–, 85%), 437 ([C4C1im][OTf]2, 100%),
725 ([C4C1im]2[OTf]3, 20%)
Elemental analysis (expected): C 37.35% (37.50%), H 5.24% (5.24%), N 9.60%
(9.72%).
ν/cm−1(neat): 3114 (aromatic C−H stretch, m), 2965 (aliphatic C−H stretch,
m ), 1575 (aromatic ring def, m), 1467 (aliphatic C−H bend, w), 1256 (asym.
S−O stretch, s), 1225 (C−S stretch, s), 1156 (asymm. C−f stretch, s), 1030
(symm. S−O and C−F str., s).
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8.7.3. Synthesis of 1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide
A solution of 1-butyl-3-methylimidazolium chloride (67.80 g, 388mmol) in
DCM (200mL) was added to lithium bis(trifluoromethylsulfonyl)imide (117.00 g,
408mmol) and the resulting slurry stirred for 60 h at room temperature. The
white precipitate was filtered off and the remaining liquid diluted with DCM to a
total volume of ∼ 750 mL. It was subsequently washed with water (8× 100 mL)
until halide free by AgNO3 test. The solvent was evaporated under vacuum and
a colorless free flowing liquid was obtained (144.25 g, 89%).
δH(ppm) (400MHz, CDCl3) 8.46 (s, 1H, NCHN), 7.37 (t, J = 1.7, 1H,
NCHCHN), 7.29 (t, J = 1.6, 1H, NCHCHN), 4.07 (t, J = 7.4, 2H, NCH2CH2),
3.80 (s, 3H, NCH3), 1.82 – 1.68 (m, 2H, CH2CH2CH2), 1.30 – 1.15 (m, 2H,
CH2CH2CH3), 0.79 (t, J = 7.4, 3H, CH2CH3).
δC(ppm) (101MHz, CDCl3) 135.94 (s, NCHN), 123.40 (s, NCHCHN), 122.15
(s, NCHCHN), 119.81 (q, J = 320.7, (CF3O2S)2N), 49.36 (s, NCH2CH2), 35.47
(s, NCH3), 31.51 (s, CH2CH2CH2), 18.85 (s, CH2CH2CH3), 12.36 (s, CH2CH3).
m/z (ESI+): 139 ([C4C1im]
+, 100%), 558 ([C4C1im]2[NTf2], 55%)
m/z (ESI-): 280 ([NTf2]
–, 100%)
Elemental analysis (expected): C 28.75% (28.64%), H 3.66% (3.61%), N 9.89%
(10.02%).
ν/cm−1(neat): 3157 (aromatic C−H stretch, m), 2967 (aliphatic C−H stretch,m),
1569 (aromatic ring def., m), 1466 (aliphatic C−H bend, w), 1348 1330 (asym.
S−O stretch, s), 1181 1136 (asym. C−F str., s), 1054 (asym. S−N str., s)
8.7.4. Synthesis of N-butyl-N-methylpyrrolidinium
bis(trifluoromethylsulfonyl)imide
A solution of N -butyl-N -methylpyrrolidinium chloride (38 g, 214mmol) in DCM
(150mL) was added to lithium bis(trifluoromethylsulfonyl)imide (70 g, 244mmol)
and the resulting slurry stirred for 24 h at room temperature. The white precipit-
ate was filtered off and the remaining liquid diluted with DCM to a total volume
of ∼ 750 mL. It was subsequently washed with water (7× 100 mL) until halide
free by AgNO3 test. The solvent was removed under vacuum and a colorless free
flowing liquid was obtained (72.20 g, 80%).
δH(ppm) (500MHz, d6-DMSO in capillary) 3.01 – 2.87 (m, 4H, NCH2CH2),
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2.79 – 2.69 (m, 2H, NCH2), 2.44 (s, 3H, NCH3), 1.69 – 1.58 (m, 4H,
N(CH2)2(CH2)2), 1.24 – 1.14 (m, 2H, NCH2CH2CH2), 0.88 – 0.77 (m, 2H,
NCH2CH2CH2CH3), 0.40 (t, J = 7.4, 3H, NCH2CH2CH2CH3).
δC(ppm) (126MHz, d6-DMSO in capillary) 118.86 (q, J = 320.9,
NCF3), 63.07 (s, N(CH2)2), 63.02 (s, N(CH2)2(CH2)2), 46.69 (s, NCH3),
24.18 (s, NCH2(CH2)2CH3), 20.04 (s, NCH2CH2CH2CH3), 18.14 (s,
N(CH2)2CH2(CH2)2CH3), 11.56 (s, N(CH2)3CH3).
m/z (ESI+): 142 ([C4C1py]
+, 45%), 564 ([C4C1py]2[NTf2]
+, 100%)
m/z (ESI-): 280 ([NTf2]
–, 100%), 702 ([C4C1py][NTf2]
–
2, 10%)
Elemental analysis (expected): C 31.38% (31.28%), H 4.69% (4.77%), N 6.55%
(6.63%).
ν/cm−1(neat): 2970 (ring C−H str., w), 2882 (aliphatic C−H str., w), 1467
(C−H bend, m), 1348 1330 (asym. S−O str., s), 1180 1135 (asym. C−F str., s),
1053 (asym S−N str., s), 928 (ring breathing vibration, w).
8.7.5. Synthesis of 1-butyl-3-methylimidazolium dimethylphosphate
To a solution of 1-butylimidazole (105.27 g, 848mmol) in toluene (100mL), trime-
thylphosphate (113.19 g, 808mmol) was added drop-wise. The resulting mixture
was stirred at 80°C for 22 h and subsequently put into the freezer at -23°C for
2.5 h. As the clear colorless liquid remained one phase, it was stirred at 90°C for
64 h. The now yellow liquid was put into the freezer at -23°C for 2.5 h. As no
phase separation occurred, the liquid was diluted with toluene (400mL), upon
which phase separation occurred. The toluene phase was separated off and the IL
phase washed with toluene (3× 300 mL). The remaining solvent was evaporated
under vacuum and a light yellow free flowing liquid was obtained (210.72 g, 94%).
δH(ppm) (400MHz, DMSO) 9.64 (s, 1H, NCHN), 7.88 (t, J = 1.7, 1H,
NCHCHN), 7.80 (t, J = 1.6, 1H, NCHCHN), 4.18 (t, J = 7.2, 2H, NCH2CH2),
3.87 (s, 3H, NCH3), 3.27 (d, 6H, (CH3)2PO
–
4), 1.81 – 1.71 (m, 2H, CH2CH2CH2),
1.31 – 1.18 (m, 2H, CH2CH2CH3), 0.88 (t, J = 7.4, 3H, CH2CH3).
δC(ppm) (101MHz, DMSO) 137.27 (s, NCHN), 123.61 (s, NCHCHN), 122.32
(s, NCHCHN), 51.24 (d, J = 5.6, (CH3)2PO
–
4), 48.36 (s, NCH2CH2), 35.56 (s,
NCH3), 31.43 (s, CH2CH2CH2), 18.77 (s, CH2CH2CH3), 13.25 (s, CH2CH3).
δP (ppm) (162MHz, DMSO) 1.51 (s, (CH3)2PO
–
4).
m/z (ESI+): 139 ([C4C1im]
+, 100%), 403 ([C4C1im]2[Me2PO4], 40%)
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m/z (ESI-): 125 ([Me2PO4]
–, 100%)
Elemental analysis (expected): C 28.75% (28.64%), H 3.66% (3.61%), N 9.89%
(10.02%).
ν/cm−1(neat): 3049 (aromatic C−H str., wb), 2959 2939 2875 2835 (aliph. C−H
str., m), 1569 (aromatic ring def., m), 1465n(aliphatic C−H bend, m), 1243
(asym. P−O str., s), 1178 (sym. O−C str., m), 1092 (asym. O−C str., m), 1044
(sym. P−O str., s), 770 (asym. P−O str., s), 730 (sym P−O str., m).
8.7.6. Synthesis of Synthesis of N-butyl-N-methylpyrrolidinium
dimethylphosphate
To a solution of N -butylpyrrolidine (90.95 g, 715mmol) in toluene (100mL),
trimethylphosphate (72.0 g, 616mmol) was added drop-wise. The resulting
mixture was stirred at 80°C for 24 h. The resulting liquid was diluted with
toluene (400mL), upon which phase separation occurred. The toluene phase was
separated off and the IL phase washed with toluene (3× 300 mL). The remaining
solvent was evaporated under vacuum and a lightly yellow solid was obtained
(140.66 g, 74%).
δH(ppm) (400MHz, DMSO) 3.58 – 3.43 (m, 4H, NCH2CH2), 3.41 – 3.32 (m,
2H, NCH2), 3.24 (d, J = 10.3, 6H, (CH3)2PO
–
4), 3.01 (s, 3H, NCH3), 2.12 – 1.99
(m, 4H, N(CH2)2(CH2)2) , 1.72 – 1.61 (m, 2H, NCH2CH2CH2), 1.36 – 1.24 (m,
2H, NCH2CH2CH2CH3), 0.91 (t, J = 7.4, 3H, NCH2CH2CH2CH3).
δC(ppm) (101MHz, DMSO) 63.09 (s, N(CH2)2), 62.55 (s, N(CH2)2(CH2)2),
51.16 (d, J = 6.0, (CH3)2PO
–
4), 47.13 (s, NCH3), 24.97 (s, NCH2(CH2)2CH3),
20.98 (s, NCH2CH2CH2CH3), 19.30 (s, N(CH2)2CH2(CH2)2CH3), 13.49 (s,
N(CH2)3CH3). δP (ppm) (162MHz, DMSO) 1.39 (s, (CH3)2PO
–
4).
m/z (ESI+): 142 ([C4C1py]
+, 100%), 409 ([C4C1py]2[Me2PO4]
+, 10%)
m/z (ESI-): 125 ([Me2PO4]
–, 20%), 392 ([C4C1py][Me2PO4]
+
2 , 10%)
Elemental analysis (expected): C 49.29% (49.43%), H 11.34% (9.80%), N
4.61% (5.24%).
ν/cm−1(neat): 2963 2941 (C−H str., mb), 1479 (C−H bend., m), 1248 (aszm.
P−O str., s), 1179 (sym. O−C str, w), 1093 (asym. O−C str., m), 1044 (sym
P−O str., s), 937 (ring breathing, w), 768 (asym. p−O str., s).
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8.7.7. Synthesis of 1-butyl-3-methylimidazolium methylsulphate
To an ice cooled solution of 1-butylimidazole (207.18 g, 1668mmol) in toluene
(300mL), dimethylsulphate (209.80 g, 1663mmol) was slowly added drop-wise.
The resulting mixture was stirred for 72 h. The solution separated into two
phases. The toluene phase was separated off and the IL phase washed with
toluene (3 × 300 mL). The remaining solvent was evaporated under vacuum
and a light yellow free flowing liquid was obtained (351.86 g, 84%). The liquid
was stirred with activated charcoal for three days and filtered through a pad of
neutral alumina to obtain a colorless liquid.
δH(ppm) (400MHz, CDCl3) 9.13 (s, 1H, NCHN), 7.37 (t, J = 1.7, 1H,
NCHCHN), 7.32 (t, J = 1.7, 1H, NCHCHN), 4.00 (t, J = 7.4, 2H, NCH2CH2),
3.76 (s, 3H, NCH3), 3.44 (s, 3H, CH3SO–4), 1.67 – 1.55 (m, 2H, CH2CH2CH2),
1.16 – 1.03 (m, 2H, CH2CH2CH3), 0.68 (t, J = 7.4, 3H, CH2CH3).
δC(ppm) (101MHz, CDCl3) 136.64 (s, NCHN), 123.61 (s, NCHCHN), 122.31
(s, NCHCHN), 53.00 (s, CH3SO–4), 48.51 (s, NCH2CH2), 35.67 (s, NCH3), 31.41
(s, CH2CH2CH2), 18.79 (s, CH2CH2CH3), 13.24 (s, CH2CH3).
m/z (ESI+): 139 ([C4C1im]
+, 100%), 389 ([C4C1im]2[MeSO4], 20%)
m/z (ESI-): 111 ([MeSO4]
–, 100%), 361 ([C4C1im][MeSO4]2, 40%),
611 ([C4C1im]2[MeSO4]3, 55%)
Elemental analysis (expected): C 43.30% (43.18%), H 7.42% (7.25%), N 11.10%
(11.19%).
ν/cm−1(neat): 3103 (aromatic C−H str., w), 2961 (aliphatic C−H str., w), 1573
(ring def., m), 1466 (aliphatic C−H bend, m), 1221 (asym. S−O str., s), 1169
(asym. S−O str., m), 1059 (O−C str., m), 1007 (sym. O−S, s), 731 (S−O str.,
s).
8.7.8. Synthesis of Me-DBU methylsulphate
To an ice cooled solution of DBU (98.34 g, 646mmol) in toluene (120mL),
dimethylsulphate (78.77 g, 625mmol) was slowly added drop-wise. The resulting
mixture was stirred 17h, after which the solution had separated into two phases.
The toluene phase was separated off and the IL phase washed with toluene
(3× 150 mL). the remaining solvent was removed in vacuo, and a lightly yellow
free flowing liquid obtained. This liquid solidified upon repeated extraction with
toluene and a white solid was obtained (171.14 g, 98%).
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δH(ppm) (400MHz, DMSO) 3.67 – 3.59 (m, 2H, NCH2C4H8N), 3.47 (t, J =
5.9, 2H, NCH2C2H4N), 3.42 (t, J = 5.8, 2H, NCH2C2H4N), 3.37 (s, 3H, CH3SO–4),
3.20 (s, 3H, NCH3), 2.88 – 2.80 (m, 2H, CqCH2C4H8N), 2.01 – 1.92 (m, 2H,
NCH2CH2CH2N), 1.72 – 1.56 (m, 6H, CH2C3H6CH2N).
δC(ppm) (101MHz, DMSO) 166.03 (s, Cq), 53.84 (s, NCH2C4H8), 52.81 (s,
CH3SO–4), 48.13 (s, NCH2C2H4N), 48.08 (s, NCH2C2H4N), 40.55 (s, NCH3),
27.83 (s, CH2C3H6CH2), 27.46 (s, CqCH2C4H8N), 25.65 (s, CH2C3H6CH2),
21.73 (s, CH2C3H6CH2), 19.43 (s, NCH2CH2CH2N).
m/z (ESI+): 167 ([Me−DBU]+, 100%), 445 ([Me−DBU]2[MeSO4]+, 10%)
m/z (ESI-): 111 ([MeSO4]
–, 100%)
Elemental analysis (expected): C 47.63% (47.46%), H 7.86% (7.97%), N 9.99%
(10.06%).
ν/cm−1(neat): 2938 (C−H str., m), 1625 (asym. N−C−N str., s), 1220 (asym.
S−O str., s), 1196 (asym. S−O str., m), 1059 (O−C str., m), 1009 (sym. O−S,
s), 723 (S−O str., s).
8.7.9. Synthesis of Me-DBU triflate
A solution of DBU (62.39 g, 410mmol) in toluene (70mL) was cooled to -78℃
and methyltriflate (50.00 g, 305mmol) was slowly distilled in directly. The
resulting mixture was allowed to come to room temperature and stirred over
night, after which the solution had separated into two phases. The toluene phase
was separated off and the IL phase washed with toluene (3×200 mL). The solvent
was removed in vacuo, and yellow free flowing liquid obtained. The measured
Kamlet Taft values with α = 0.7 indicated the presence of residual [H−DBU]+.
The product was diluted with dichlormethane (700mL) and washed with aqueous
KOH solution (0.01mol/L, 1mL) and then washed with water (1mL) until base
free. The solvent was removed and the product filtered through a double layer of
basic (top) and acidic (bottom) alumina. These steps were repeated until the
Kamlet Taft value had stabilized. The product was obtained as a pale yellow
free flowing liquid (61.39 g, 64%).
δH(ppm) (400MHz, DMSO) 3.65 – 3.59 (m, 2H, NCH2C4H8N), 3.45 (t, J =
5.9, 2H, NCH2C2H4N), 3.41 (t, J = 5.8, 2H, NCH2C2H4N), 3.20 (s, 3H, NCH3),
2.87 – 2.80 (m, 2H, CqCH2C4H8N), 2.01 – 1.93 (m, 2H, NCH2CH2CH2N), 1.74 –
1.55 (m, 6H, CH2C3H6CH2N).
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δC(ppm) (101MHz, DMSO) 166.05 (s, Cq), 120.70 (q, J = 323.2, CF3SO3),
53.87 (s, NCH2C4H8), 48.18 (s, NCH2C2H4N), 48.11 (s, NCH2C2H4N), 40.56
(s, NCH3), 27.80 (s, CH2C3H6CH2), 27.47 (s, CqCH2C4H8N), 25.66 (s,
CH2C3H6CH2), 21.75 (s, CH2C3H6CH2), 19.41 (s, NCH2CH2CH2N).
m/z (ESI+): 167 ([Me−DBU]+, 100%), 483 ([Me−DBU]2[OTf], 10%)
m/z (ESI-): 149 ([OTf]–, 100%), 465 ([Me−DBU][OTf]2, 55%)
Elemental analysis (expected): C 41.80% (41.76%), H 5.92% (6.05%), N 8.75%
(8.86%).
ν/cm−1(neat): 2934 (C−H str., m), 1628 (asym. N−C−N str., s), 1262 (asym.
S−O stretch, s), 1223 (C−S stretch, s), 1149 (asymm. C−F stretch, s), 1031
(symm. S−O and C−F str., s).
8.7.10. Synthesis of triethanol-methylammonium triflate
To an ice cooled solution of triethanolamine (90.00 g, 603mmol) in toluene
(100mL), freshly distilled methyl trifluoromethanesulfonate (96.68 g, 589mmol)
was slowly added drop-wise. The resulting mixture was stirred for 2h, after which
the solution had separated into two phases. The organic phase was separated off
and the IL phase washed with toluene (3× 150 mL). the remaining solvent was
removed in vacuo. Residual triethanolamine was removed from the product by
continuous extraction with CHCl3 for 24h. Remaining solvent was removed in
vacuo and the product obtained as a lightly orange, free flowing liquid (149.20 g,
81%).
δH(ppm) (400MHz, DMSO) 5.21 (t, J = 4.9, 3H, OH), 3.83 (s, 6H, CH2OH),
3.56 – 3.49 (m, 6H, CH2CH2OH), 3.12 (s, 3H, NCH3).
δC(ppm) (101MHz, DMSO) 120.77 (q, J = 322.1, CF3SO3), 64.33 (s,
NCH2CH2OH), 55.05 (s, CH2OH), 49.81 (s, NCH3).
m/z (ESI+): 164 ([(C2OH)3C1N]
+, 100%).
m/z (ESI-): 149 ([OTf]–, 70%), 462 ([(C2OH)3C1N][OTf]2, 100%).
Elemental analysis (expected): C 30.74% (30.67%), H 5.63% (5.79%), N 4.39%
(4.47%).
ν/cm−1(neat): 3435 (O−H str., mb), 2898 (C−H str, w), 1468 (C−H bend., m),
1243 (asym. S−O stretch, s), 1224 (C−S stretch, s), 1163 (asymm. C−F stretch,
s), 1027 (symm. S−O and C−F str., s).
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8.7.11. Synthesis of triethanol-methylammonium methylsulfate
To an ice cooled biphasic mixture of triethanolamine (74.2 g, 497mmol) and
ethylacetate (210mL), dimethyl sulfate (63.8 g, 506mmol) was added drop-wise
under vigorous stirring. The liquid was stirred for 2 h. The organic phase was
separated off and the IL phase extracted with toluene (3×50 mL). The remaining
solvent was removed in vacuo. Residual triethanolamine was removed from the
product by continuous extraction with CHCl3 until no starting material could
be found. Remaining solvent was removed in vacuo and the product obtained as
a lightly orange, free flowing liquid (97.1 g, 71%).
δH(ppm) (400MHz, DMSO) 5.20 (s, 3H, OH), 3.83 (s, 6H, CH2OH), 3.56 –
3.47 (m, 6H, CH2CH2OH), 3.37 (s, 3H, MeSO4), 3.13 (s, 3H, NCH3).
δC(ppm) (101MHz, DMSO) 64.24 (s, NCH2CH2OH), 55.01 (s, CH2OH), 53.15
(s, MeSO4), 49.73 (s, NCH3).
m/z (LSIMS+): 164 ([(C2OH)3C1N]
+, 100%).
m/z (LSIMS-): 111 ([MeSO4]
–, 100%), 386 ([(C2OH)3C1N][MeSO4]
–
2, 10%).
Elemental analysis (expected): C 35.05% (34.90%), H 7.79% (7.69%), N 5.09%
(5.09%).
ν/cm−1(neat): 3384 (O−H str., mb), 2952 (C−H str, w), 1464 (C−H bend., m),
1204 (asym. S−O str., s), 1056 (O−C str., s), 999 (sym. O−S, s), 757 (S−O str.,
s).
8.7.12. Synthesis of 1,2,4-trimethylpyrazolium triflate
Methyl trifluoromethanesulfonate (50.00 g, 305mmol) was distilled directly into
an ice cooled flask of 1,3-dimethylpyrazole (100.54 g, 1046mmol) under vigorous
stirring. The resulting liquid was stirred for an hour and extracted with toluene
first in a separation funnel (6× 100 mL) and for 24 h in a continuous extractor.
Remaining solvent was removed in vacuo and the product filtered through a
layer of basic alumina.
δH(ppm) (400MHz, DMSO) 8.23 (s, 2H, CH), 4.05 (s, 6H, NCH3), 2.08 (s,
3H, CCH3).
δC(ppm) (101MHz, DMSO) 136.38 (s, CH), 120.75 (q, J = 322.9, CF3SO3),
116.62 (s, CCH3), 36.24 (s, NCH3), 8.23 (s, CCH3).
m/z (ESI+): 111 ([C1C1C1pz]
+, 50%), 371 ([C1C1C1pz]2[OTf]
+
1 , 100%)
m/z (ESI-): 149 ([OTf]–, 100%), 409 ([C1C1C1pz][OTf]2, 30%)
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Elemental analysis (expected): C 32.28% (32.31%), H 4.29% (4.26%), N 10.84%
(10.76%).
ν/cm−1(neat): 3129 (arom. C−h str, w), 3038 2961 (aliphatic C−H str., w),
1451 (C−H bend., m), 1404 1369 (ring str., m), 1254 (asym. S−O stretch, s),
1224 (C−S stretch, s), 1152 (asymm. C−F stretch, s), 1029 (symm. S−O and
C−F str., s), 850 (ring C−H bend, m).
8.7.13. Synthesis of methylpyridinium triflate
Methyl trifluoromethanesulfonate (50.00 g, 305mmol) was distilled directly into
an ice cooled flask of pyridinium (80.63 g, 1019mmol) under vigorous stirring. The
resulting liquid was stirred for an hour and extracted with toluene (3× 100 mL).
Remaining solvent was removed in vacuo and the product obtained as a white
crystalline solid (62.77 g, 85%).
δH(ppm) (400MHz, DMSO) 8.97 (m, 2H, N(CHCH)2CH), 8.57 (t, J = 7.8,
1H, N(CHCH)2CH), 8.12 (m, 2H, N(CHCH)2CH), 4.34 (s, 3H, NCH3).
δC(ppm) (101MHz, DMSO) 145.63 (s, N(CHCH)2CH), 145.10
(s,N(CHCH)2CH), 127.73 (s, N(CHCH)2CH), 47.95 (s, NCH3).
m/z (LSIMS+): 94 ([C1pyr]
+, 100%), 337 ([C1pyr]2[OTf]
+
1 , 5%)
m/z (LSIMS-): 149 ([OTf]–, 100%), 392 ([C1pyr][OTf]2, 10%)
Elemental analysis (expected): C 34.72% (34.57%), H 3.18% (3.32%), N 5.60%
(5.76%).
ν/cm−1(neat): 3136 (arom. C−H str, w), 3068 (aliphatic C−H str., m), 1637
1493 (ring str., m), 1256 (asym. S−O stretch, s), 1225 (C−S stretch, s), 1194
(N−C str., m), 1143 (asymm. C−F stretch, s), 1027 (symm. S−O and C−F str.,
s), 772 679 (ring C−H oop. bend., m).
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A. Appendix
Table A.1.: Kamlet-Taft parameters for [C4C1im]
+ based ionic liquids with vari-
ous anions, provided by different members of the Welton research
group.
Anion Scientist α β pi∗
[Otf]– AB 0.64 0.49 0.97
[dca]– AB 0.54 0.60 1.05
[MeSO4]
– AB 0.55 0.69 1.04
Cl– AB 0.49 0.83 1.03
[Me2PO4]
– AB 0.45 1.11 0.96
[OAc]– AB 0.48 1.22 0.96
[NTf2]
– TW 0.60 0.21 1.01
[BF4]
– LC 0.62 0.38 1.05
[PF6]
– LC 0.63 0.21 1.03
[NTf2]
– LC 0.61 0.24 0.98
[Otf]– LC 0.62 0.50 1.01
[Otf]– TW 0.60 0.51 1.03
[NTf2]
– ML 0.61 0.22 0.99
[NTf2]
– HN 0.62 0.25 0.98
[Otf]– HN 0.64 0.47 1.00
[Me2PO4]
– HN 0.45 1.15 0.99
[MeSO4]
– HN 0.52 0.65 1.07
AB: Agnieszka Brandt, TW: Tom Wells, LC: Lorna Crowhurst, ML: Matthew
Lui, HN: Heiko Niedermeyer
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Table A.2.: H-bond acidity and basicity of a series of [C4C1im]
+ based ionic
liquids measured with an alternative dye set. Data taken from [171].
Anion β α
Cl– 0.95 0.32
Br– 0.87 0.36
[CH3COO]
– 0.85 0.36
[CH3SO3]
– 0.85 0.36
[NO2]
– 0.81 0.38
[CH3OSO3]
– 0.75 0.39
[NO3]
– 0.74 0.40
[C8OSO3]
– 0.77 0.41
I– 0.75 0.41
[CF3COO]
– 0.74 0.43
[SCN]– 0.71 0.43
[N(CN)2]
– 0.64 0.44
[CF3SO3]
– 0.57 0.50
[BF4]
– 0.55 0.52
[PF6]
– 0.44 0.54
[Ntf2]
– 0.42 0.55
Table A.3.: Kamlet Taft parameters of a ternary mixture of [C4C1im][Me2PO4]
with [NTf2]
–.
χ α β pi∗
1 0.62 0.25 0.98
0 0.45 1.15 0.99
0.387 0.56 1.01 0.93
0.271 0.51 1.02 0.98
0.690 0.59 0.82 0.97
0.838 0.60 0.66 0.98
K 2.0076 3.8942
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Table A.4.: Kamlet Taft parameters of a ternary mixture of [Me−DBU][MeSO4]
with [C4C1im]
+.
χ α β pi∗
1 0.52 0.65 1.07
0 0.15 0.68 1.17
0.363 0.36 0.65 1.15
0.641 0.43 0.65 1.12
K 2.1054 8.54E-16
Table A.5.: Kamlet Taft parameters of a ternary mixture of [C4C1im][OTf] with
[NTf2]
–.
χ α β pi∗
0 0.64 0.47 1.00
1 0.62 0.25 0.98
0.454 0.62 0.36 1.00
0.209 0.63 0.43 0.99
0.626 0.65 0.34 0.97
K 5.2200 1.0791
Table A.6.: Kamlet Taft parameters of a quaternary mixture of [C4C1py][NTf2]
with [C4C1im][OTf].
χ α β pi∗
1 0.64 0.47 1.00
0 0.43 0.25 0.94
0.377 0.53 0.35 0.97
0.787 0.60 0.44 0.99
0.881 0.62 0.46 1.00
0.602 0.58 0.39 0.98
0.233 0.51 0.32 0.96
K 1.7043 1.4146
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Table A.7.: Kamlet Taft parameters of a ternary mixture of [C4C1im][Me2PO4]
with [MeSO4]
–.
χ α β pi∗
1 0.52 0.65 1.07
0 0.45 1.15 0.99
0.413 0.48 0.95 1.03
0.664 0.50 0.86 1.05
K 1.3632 1.2494
Table A.8.: Kamlet Taft parameters of a ternary mixture of [C4C1im][OTf] with
Cl–.
χ α β pi∗
0 0.64 0.47 1.00
0.106 0.60 0.63 1.01
0.192 0.59 0.70 1.02
0.303 0.58 0.75 1.03
0.402 0.56 0.79 1.04
K 0.1753 5.5611
Table A.9.: Kamlet Taft parameters of a ternary mixture of [C4C1py][Me2PO4]
with [NTf2]
–.
χ α β pi∗
0 0.24 1.14 1.02
1 0.43 0.25 0.94
0.285 0.31 1.12 0.99
0.445 0.33 1.09 0.98
0.600 0.35 1.03 0.97
K 1.2207 10.9963
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Table A.10.: Kamlet Taft parameters of a ternary mixture of [C1C1C1pz][OTf]
with [C4C1im]
+.
χ α β pi∗
1 0.64 0.47 1.00
0 0.51 0.50 1.07
0.264 0.55 0.45 1.04
0.734 0.60 0.48 1.02
0.490 0.58 0.46 1.03
K 1.0491 3.65E-17
Table A.11.: Kamlet Taft parameters of a ternary mixture of [C4C1im][MeSO4]
with [(C2OH)3C1N]
+.
χ α β pi∗
0 0.52 0.65 1.07
1 1.10 0.44 1.14
0.391 0.98 0.57 1.10
0.630 0.98 0.53 1.11
0.811 1.03 0.47 1.13
0.201 0.82 0.62 1.08
K 4.2366 1.0707
Table A.12.: Kamlet Taft parameters of a quaternary mixture of [C4C1im][NTf2]
with [Me−DBU][MeSO4].
χ α β pi∗
0 0.62 0.25 0.98
1 0.15 0.68 1.17
0.814 0.38 0.66 1.11
0.602 0.52 0.65 1.04
0.418 0.58 0.58 1.01
0.207 0.63 0.41 0.98
K 5.1629 3.5087
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Table A.13.: Kamlet Taft parameters of a ternary mixture of [C4C1im][MeSO4]
with [NTf2]
–.
χ α β pi∗
0 0.52 0.65 1.07
1 0.62 0.25 0.98
0.239 0.57 0.64 1.03
0.517 0.62 0.57 1.00
0.746 0.62 0.44 0.99
K 6.2337 3.2426
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Table A.14.: Density data of a ternary mixture of [C4C1im][Me2PO4] with
[NTf2]
–.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
1 419.36 1.4371 291.81 -0.15 0.20
0 264.26 1.1570 228.40 -1.52 0.20
0.387 324.28 1.2768 253.98 0.05 0.20
0.271 306.29 1.2417 246.67 -0.06 0.20
0.690 371.28 1.3617 272.66 -0.07 0.20
0.838 394.23 1.3973 282.14 0.23 0.20
Table A.15.: Density data of a ternary mixture of [Me−DBU][MeSO4] with
[C4C1im]
+.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
1 250.32 1.2082 207.18 0.00 0.17
0 278.37 (1.2587) (221.16)
0.363 268.19 1.2411 216.09 0.00 0.17
0.641 260.39 1.2271 212.20 0.00 0.17
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Table A.16.: Density data of a ternary mixture of [C4C1im][OTf] with [NTf2]
–.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
0 288.29 1.2972 222.24 -0.13 0.17
1 419.36 1.4371 291.81 -0.18 0.20
0.454 347.80 1.3694 253.98 0.00 0.19
0.209 315.68 1.3323 236.95 0.03 0.18
0.626 370.34 1.3910 266.24 0.29 0.19
Table A.17.: Density data of a quaternary mixture of [C4C1py][NTf2] with
[C4C1im][OTf].
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
1 288.29 1.2972 222.24 -0.03 0.17
0 422.41 1.3941 303.00 -0.03 0.22
0.377 371.85 1.3643 272.55 -0.03 0.20
0.787 316.86 1.3237 239.37 -0.10 0.18
0.881 304.25 1.3118 231.93 0.06 0.18
0.602 341.67 1.3425 254.50 0.09 0.19
0.233 391.16 1.3761 284.25 0.04 0.21
Table A.18.: Density data of a ternary mixture of [C4C1im][Me2PO4] with
[MeSO4]
–.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
1 250.32 1.2082 207.18 0.00 0.17
0 264.26 1.1570 228.40 0.10 0.20
0.413 258.50 1.1786 219.33 -0.25 0.19
0.664 255.00 1.1892 214.43 0.15 0.18
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Table A.19.: Density data of a ternary mixture of [C4C1im][OTf] with Cl–.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
0 288.29 1.2896 223.55 0.08 0.17
0.106 276.25 1.2736 216.90 -0.10 0.17
0.192 266.48 1.2585 211.74 -0.02 0.17
0.303 253.92 1.2384 205.03 0.01 0.17
0.402 242.61 1.2192 199.00 0.03 0.16
Table A.20.: Density data of a ternary mixture of [C4C1py][Me2PO4] with
[NTf2]
–.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
0 267.30 (1.1176) (239.17)
1 422.41 1.3941 303.00 -0.06 0.22
0.285 311.51 1.2117 257.08 -0.30 0.21
0.445 336.32 1.2547 268.05 0.45 0.21
0.600 360.37 1.2990 277.42 -0.09 0.21
Table A.21.: Density data of a ternary mixture of [C1C1C1pz][OTf] with
[C4C1im]
+.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
1 288.29 1.2972 222.24 0.03 0.17
0 260.23 1.3884 187.43 0.00 0.14
0.264 267.65 1.3610 196.66 0.03 0.14
0.734 280.83 1.3188 212.94 -0.02 0.16
0.490 273.98 1.3402 204.44 -0.04 0.15
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Table A.22.: Density data of a ternary mixture of [C4C1im][MeSO4] with
[(C2OH)3C1N]
+.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
0 250.32 1.2082 207.18 0.00 0.17
1 275.32 1.3442 204.82 -0.10 0.15
0.391 260.10 1.2605 206.34 0.04 0.16
0.630 266.07 1.2923 205.89 0.13 0.16
0.811 270.60 1.3175 205.39 0.03 0.16
0.201 255.35 1.2358 206.62 -0.10 0.17
Table A.23.: Density data of a quaternary mixture of [C4C1im][NTf2] with
[Me−DBU][MeSO4].
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
0 419.36 1.4371 291.81 -0.60 0.20
1 278.37 (1.2587) (221.16) -0.58
0.814 304.59 1.2963 234.97 0.09 0.18
0.602 334.52 1.3363 250.33 0.45 0.19
0.418 360.42 1.3686 263.35 0.49 0.19
0.207 390.11 1.4038 277.90 0.15 0.20
Table A.24.: Density data of a ternary mixture of [C4C1im][MeSO4] with [NTf2]
–.
χ M ρ Vm ∆V Error
g/mol g/cm3 cm3/mol cm3/mol cm3/mol
0 250.32 1.2082 207.18 -0.39 0.17
1 419.36 1.4371 291.81 -0.43 0.20
0.239 290.72 1.2753 227.96 0.20 0.18
0.517 337.71 1.3416 251.72 0.35 0.19
0.746 376.42 1.3892 270.96 0.26 0.20
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Table A.25.: Viscosity and conductivity data of a ternary mixture of
[C4C1im][Me2PO4] with [NTf2]
–.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
1 50.76 1.13E-04 1.97E-04
0 647.30 6.33E-06 1.79E-05
0.387 327.63 1.68E-05 N/A
0.271 N/A 1.04E-05 2.46E-05
0.690 119.67 5.58E-05 8.43E-05
0.838 80.50 8.04E-05 1.27E-04
f 0.513739 2.16714 -0.20031
Table A.26.: Viscosity and conductivity data of a ternary mixture of
[Me−DBU][MeSO4] with [C4C1im]+.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
1 192.85 3.05E-05 5.20E-05
0 718.33 N/A N/A
0.363 422.71 N/A 2.66E-05
0.641 269.73 2.60E-05 3.57E-05
f -0.45092
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Table A.27.: Viscosity and conductivity data of a ternary mixture of
[C4C1im][OTf] with [NTf2]
–.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
0 86.82 6.53E-05 1.22E-04
1 50.76 1.13E-04 1.97E-04
0.454 68.90 8.09E-05 1.48E-04
0.209 80.09 7.31E-05 1.30E-04
0.626 60.71 9.57E-05 1.50E-04
f 0.003694 0.03437 -0.25742
Table A.28.: Viscosity and conductivity data of a quaternary mixture of
[C4C1py][NTf2] with [C4C1im][OTf].
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
1 86.82 6.53E-05 1.22E-04
0 76.57 8.49E-05 1.32E-04
0.377 78.08 7.92E-05 1.29E-04
0.787 85.32 6.94E-05 1.30E-04
0.881 85.09 8.01E-05 1.22E-04
0.602 80.55 8.44E-05 1.27E-04
0.233 77.44 9.32E-05 1.34E-04
f -0.10109 0.38719 0.10478
Table A.29.: Viscosity and conductivity data of a ternary mixture of
[C4C1im][Me2PO4] with [MeSO4]
–.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
1 192.85 3.05E-05 5.20E-05
0 647.30 6.33E-06 1.79E-05
0.413 412.97 1.34E-05 2.59E-05
0.664 299.63 1.97E-05 3.50E-05
f 0.197994 0.4516 -0.22123
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Table A.30.: Viscosity and conductivity data of a ternary mixture of
[C4C1im][OTf] with Cl–.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
0 58.16 9.67E-05 N/A
0.106 78.87 7.44E-05 N/A
0.192 104.10 6.10E-05 N/A
0.303 149.00 4.22E-05 N/A
0.402 203.67 2.87E-05 N/A
f -0.4866 2.58834
Table A.31.: Viscosity and conductivity data of a ternary mixture of
[C4C1py][Me2PO4] with [NTf2]
–.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
0 718.20 N/A N/A
1 76.57 8.49E-05 1.32E-04
0.285 451.27 1.14E-05 2.39E-05
0.445 329.57 1.67E-05 3.05E-05
0.600 208.57 2.57E-05 4.60E-05
f 0.745323 -0.58486 -0.80026
Table A.32.: Viscosity and conductivity data of a ternary mixture of
[C1C1C1pz][OTf] with [C4C1im]
+.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
1 86.82 6.53E-05 1.22E-04
0 92.72 5.99E-05 1.24E-04
0.264 90.57 7.02E-05 1.25E-04
0.734 86.48 6.78E-05 1.12E-04
0.490 88.66 7.03E-05 1.23E-04
f -0.06416 0.51506 -0.07801
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Table A.33.: Viscosity and conductivity data of a ternary mixture of
[C4C1im][MeSO4] with [(C2OH)3C1N]
+.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
0 192.85 3.05E-05 5.20E-05
1 997.77 4.28E-06 9.74E-06
0.391 422.05 1.44E-05 2.26E-05
0.630 607.35 9.46E-06 1.74E-05
0.811 781.10 6.59E-06 1.17E-05
0.201 295.55 1.79E-05 3.39E-05
f 0.575614 -0.49877 -0.65208
Table A.34.: Viscosity and conductivity data of a quaternary mixture of
[C4C1im][NTf2] with [Me−DBU][MeSO4].
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
0 50.76 1.13E-04 1.97E-04
1 718.33 N/A N/A
0.814 395.65 1.40E-05 2.80E-05
0.602 216.10 2.56E-05 4.61E-05
0.418 138.35 3.94E-05 6.78E-05
0.207 82.95 6.70E-05 1.19E-04
f -0.55309 0.03783 -0.1081
Table A.35.: Viscosity and conductivity data of a ternary mixture of
[C4C1im][MeSO4] with [NTf2]
–.
χ η Λm,Imp Λm,NMR
mPa s Sm2/mol Sm2/mol
0 192.85 3.05E-05 5.20E-05
1 50.76 1.13E-04 1.97E-04
0.239 152.50 3.71E-05 6.53E-05
0.517 105.45 5.52E-05 9.87E-05
0.746 74.45 8.58E-05 1.42E-04
f 0.369141 0.10605 -0.01906
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Figure A.1.: Conductivity versus viscosity of a ternary mixture of [C4C1im][OTf]
with [NTf2]
–.
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Figure A.2.: Conductivity versus viscosity of a quaternary mixture of
[C4C1py][NTf2] with [C4C1im][OTf].
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Figure A.3.: Conductivity versus viscosity of a ternary mixture of
[C4C1im][Me2PO4] with [MeSO4]
–.
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Figure A.4.: Conductivity versus viscosity of a ternary mixture of [C4C1im][OTf]
with Cl–.
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Figure A.5.: Conductivity versus viscosity of a ternary mixture of
[C4C1py][Me2PO4] with [NTf2]
–.
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Figure A.6.: Conductivity versus viscosity of a ternary mixture of
[C1C1C1pz][OTf] with [C4C1im]
+.
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Figure A.7.: Conductivity versus viscosity of a ternary mixture of
[C4C1im][MeSO4] with [NTf2]
–.
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Figure A.8.: Λm,NMR versus Λm,Imp of a ternary mixture of [C4C1im][Me2PO4]
with [NTf2]
–.
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Figure A.9.: Λm,NMR versus Λm,Imp of a ternary mixture of [C4C1im][OTf] with
[NTf2]
–.
0.00006 0.00007 0.00008 0.00009 0.00010
0.000110
0.000115
0.000120
0.000125
0.000130
0.000135
0.000140
0.000145
0.000150
m
, N
M
R
 / 
S 
m
2  m
ol
-1
m, Imp / S m
2 mol-1
Figure A.10.: Λm,NMR versus Λm,Imp of a quaternary mixture of [C4C1py][NTf2]
with [C4C1im][OTf].
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Figure A.11.: Λm,NMR versus Λm,Imp of a ternary mixture of [C4C1im][Me2PO4]
with [MeSO4]
–.
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Figure A.12.: Λm,NMR versus Λm,Imp of a ternary mixture of [C4C1py][Me2PO4]
with [NTf2]
–.
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Figure A.13.: Λm,NMR versus Λm,Imp of a ternary mixture of [C1C1C1pz][OTf]
with [C4C1im]
+.
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Figure A.14.: Λm,NMR versus Λm,Imp of a ternary mixture of [C4C1im][MeSO4]
with [NTf2]
–.
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Table A.36.: Relaxed scan of τ1 with τ2 ≈ 180° for [SiOSiC1im]+, [COCC1im]+
and [C4C1im]
+.
τ1 [SiOSiC1im]
+ [C4C1im]
+ [COCC1im]
+
0 8.63 3.04 19.89
15 7.90 2.99 19.53
30 6.83 3.06 17.92
45 5.04 2.90 13.86
60 2.95 2.24 7.74
75 0.93 1.18 2.39
90 0.00 0.31 0.00
105 0.01 0.00 0.86
120 1.38 0.57 4.58
135 3.70 1.92 10.45
150 6.53 3.71 16.26
165 9.17 5.39 20.40
180 9.84 5.94 22.26
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Table A.37.: Relaxed scan of τ2 for [SiOSiC1im]
+, [COCC1im]
+ and [C4C1im]
+.
τ2 [C4C1im]
+ [SiOSiC1im]
+ [COCC1im]
+
∆E τ1 ∆E τ1 ∆E τ1
0 21.01 92.4 10.97 74.0 27.21 86.8
15 18.61 88.1 10.35 94.2 24.64 94.4
30 12.52 83.8 7.50 112.9 17.25 99.8
45 6.08 79.8 4.37 118.3 9.29 102.5
60 2.70 82.9 2.48 125.1 5.80 106.9
75 3.40 86.4 4.26 119.2 8.86 108.5
90 7.25 92.2 8.70 110.2 17.96 106.4
105 11.42 99.3 12.88 102.4 28.85 100.6
120 13.02 101.2 15.35 96.9 36.01 95.3
135 10.92 101.1 15.38 94.1 35.93 90.5
150 6.13 97.0 13.40 92.8 30.64 88.7
165 1.68 98.5 11.27 92.3 24.38 91.0
180 0.00 105.4 10.06 94.6 20.74 92.9
195 1.71 107.8 10.80 98.6 21.40 95.3
210 6.14 105.5 12.61 96.0 25.81 95.6
225 10.81 104.3 14.39 92.2 31.22 93.3
240 12.76 105.5 14.98 88.4 32.86 87.5
255 10.82 100.9 13.05 85.9 27.40 80.4
270 6.05 100.5 8.89 75.3 16.04 71.4
285 1.82 106.3 3.60 59.5 4.30 65.5
300 0.99 106.9 0.00 50.7 0.00 67.9
315 4.49 105.7 1.09 43.7 3.77 74.3
330 11.32 100.0 5.12 25.0 12.20 77.2
345 18.05 95.0 8.23 47.8 21.80 79.5
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Table A.38.: Relaxed scan of the XMe3 rotation for [SiOSiC1im]
+ and
[COCC1im]
+.
τ [SiOSiC1im]
+ [C4C1im]
+
0 0.09 4.19
15 0.04 2.81
30 0.05 0.38
45 0.00 0.00
60 0.08 3.84
75 0.03 4.60
90 0.04 3.54
105 0.05 2.20
120 0.09 4.14
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Figure A.15.: Correlation of the first three absorption bands of Reichardt’s Dye in
different solvents as approximated by the conductor like polarizable
continuum model.
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