Abstract-Mobile devices are often characterized by their relatively low processing power. Applications running on these devices should therefore avoid heavy computations in order to save valuable battery lifetime. We present a selective packet discard scheme for streaming video which does not need receiverside calculations, therefore perfectly satisfying this constraint in many common scenarios (e.g. Mobile IPTV). Decisions are made by the sender, based on a distortion estimation performed at the macroblock level. Our estimation procedure only requires superficial decoding of the video bitstream and takes important indicators like macroblock composition of frames, temporal dependencies and potential scene cuts into account. Experiments show that a considerable increase of perceived video quality by an average of 3 to 4dB in terms of PSNR compared to frame-level estimation methods can be achieved.
I. INTRODUCTION
As video streams are transferred across best effort networks where no reliable assumptions about the available bandwidth can be made, it becomes desirable to have some means for mitigating video quality degradation at the receiver side in the presence of packet loss. Numerous such means exist, ranging from Scalable Video Coding (SVC) [1] and Forward Error Correction (FEC) [2] to selective retransmission [3] of the most important elements of the video stream.
SVC enables quality adaptation in lossy environments by changing the format, bit rate and power. It is a promising approach when it comes to fitting the transmission to the available network bandwidth, but it requires the video to be encoded appropriately and is only supported in ITU-T's latest codec H.264 -scalable profiles in older standards have rarely been used and considerably increase decoder complexity as well as significantly decrease coding efficiency [1] . Packetlevel FEC schemes can protect video streams from data loss up to a certain degree but do not perform well when confronted with bursty loss patterns, demand support from receivers and inevitably come at the price of a considerable increase of redundant data to be transmitted. Automatic Repeat Request (ARQ) schemes strive for maximizing the number of errorfree video packets via retransmission, but they have to take buffer sizes and delays into account, therefore also depending on receiver-side support.
Especially when considering mobile clients, the receivers' processing power is often limited and calculations should therefore be kept to the minimum in order to save valuable battery lifetime. The decoding of the received video bitstream and the subsequent error concealment process are indispensable tasks and cannot be omitted. Additional processor load and bandwidth overhead can however be avoided by deciding against the adoption of mechanisms like FEC or selective ARQ, and taking an alternative approach: particularly in scenarios where bandwidth is scarce, it makes sense to leverage the probability that perceptually important packets arrive at the receiver by preferably discarding the least important packets. This can be done without client-side support, it is easy to implement and does not need encoding or transcoding at the sender side. The derived distortion estimates can be written in packets, greatly facilitating bandwidth adaptation in intermediate systems which can themselves be mobile devices in ad hoc network scenarios (e.g. a wireless mesh network).
The efficiency of such mechanisms strongly depends on the quality of the estimation of the perceptual importance of single packets. On the frame level, a well known classification scheme for motion-compensated videos (e.g. MPEG-*, H.26*) distinguishes between packets belonging to frames of different type and exploits the fact that, in general, I-frames are more important than P-frames, which are more important than B-frames. This paper proposes a new strategy for mapping perceptual importance to video packets. It takes the properties of single macroblocks within a frame including temporal dependencies into account and incorporates detection and protection of potential scene cuts.
We present the major ideas in our paper as follows: in Section II, we give a brief survey of related work. After providing the necessary MPEG background information in Section III, we categorize ways of assigning perceptual importance to video packets in Section IV. We elaborate on our method in Section V and present results from experiments where we successfully benchmarked it with selective packet discarding in Section VI. Section VII concludes.
II. RELATED WORK
Considerable research has been done on loss-impact estimation of video segments and its application scenarios. However, most methods either roughly analyze video streams at the frame level or perform computationally expensive estimations by fully decoding the video bitstream and simulating error concealment, assuming knowledge about the receiver-side concealment technique.
Kanumuri et al. present a linear model for predicting the visibility of individual packet losses in H.264 videos. They evaluate the impact of several factors based on subjective tests and underline the importance of the frame type as well as the insignificance of motion when using motion compensated error concealment (MCEC) techniques [4] . Sun et al. [5] propose a scheme specifically for streaming H.264 coded video over DiffServ networks, which exploits the advantages of flexible macroblock ordering (FMO) and maps slices to three different traffic classes based on their perceptual importance. The estimation procedure is computationally expensive because it needs macroblocks to be fully decoded (possibly on-the-fly), as it measures each macroblock's distortion assuming zeromotion error concealment (ZMEC) at the decoder side and approximates temporal error propagation using an exponentially decreasing weight. Dhondt et al. combine FMO and unequal error protection (UEP) to leverage video transmission robustness in lossy networks. They also inspect single macroblocks and estimate the loss-impact factor of them by summing up the pixel-level products of MSE assuming ZMEC and temporal dependency count [2] . UEP is also used by Jafari et al. [6] combined with motion-texture discrimination to protect perceptionally more important motion-data in GPRS/EGPRS mobile networks. Bucciol et al. propose a selective ARQ scheme for H.264 video streaming in wireless environments and carry out retransmissions depending on each packet's relative priority index, which is a function of delay and perceptual quality [7] . The latter is computed by using their so called "Analysis-by-Synthesis" distortion estimation method [8] , which measures the resulting mean squared error (MSE) of each macroblock's loss on video quality. Gürses et al. distinguish between high priority (base layer) and low priority (enhancement layer) frames in scalable coded videos [9] . They transmit video data over TCP in connection with an input buffer which selectively discards low priority frames from its head-end to guarantee the successful playout of high priority frames and make use of TCP's packet loss detection capabilities to reduce the number of retransmission timeouts.
III. VIDEO CODEC BASICS

A. Exploiting temporal and spatial redundancies
The vast majority of existing video codecs achieve high compression ratios by applying techniques to effectively detect and reduce spatial and temporal redundancy. By exploiting spatial redundancy, pixel similarities in a frame's slices are used to enable efficient encoding. Here, the objects of compression are elements (i.e. blocks, macroblocks) of a single frame. Compression techniques exploiting temporal redundancy use data from several frames as input. Motion and texture changes are derived using motion estimation and motion compensation, and they are encoded as motion vectors and residual texture blocks. Focusing on the resulting temporal dependencies, we distinguish between three types of frames consisting of different kinds of macroblocks, as depicted in Figure 1 . I-frames (intra-coded frames), also referred to as key frames, only exploit spatial redundancy and do not depend on other frames. As a result, they provide the least effective coding efficiency but are indispensable for error compensation/error concealment mechanisms. I-frames only contain macroblocks coded in intra mode, which we refer to as i-macroblocks.
P-frames (predictive-coded frames) can contain imacroblocks as well as f -macroblocks, which forwardpredict information from the preceding I-or P-frame. By using a motion vector and only encoding the difference to the reference area, coding efficiency can be improved. Furthermore, skipped s-macroblocks can occur in P-frames, which are also referred to as "not coded" macroblocks. They do not contain any motion and texture information, and consequently, no further data is sent when such a macroblock is signalled in the bitstream. At decoding time, their content is derived by copying the corresponding region from the previously displayed frame.
B-frames (bidirectional predictive frames) go one step further and additionally allow their macroblocks to be backward predictive. Besides i-macroblocks, f -macroblocks and s-macroblocks, a B-frame can also consist of backward predictive b-macroblocks, bidirectional predictive bi-macroblocks and direct bidirectional predictive d-macroblocks. bi-macroblocks predict their content using two reference areas-one located in the previous and one in the next I-or P-frame. d-macroblocks are similar to bi-macroblocks as they use both forward and backward references but contain only delta motion information. Their motion vectors are derived from the forward motion vector of the temporally co-located macroblock of the succeeding Ior P-frame and an additional delta motion vector.
B. Packetization
When transporting videos over IP, the question of how to packetize data is a central one. Since packets can get lost during transport and unreliable transport protocols may be used, the loss of a single packet carrying only a fraction of a frame's data may render the rest of the frame useless due to its variable length coded content. To countervail this problem, resynchronization markers are inserted into slice headers. This enables the variable length decoder to continue the parsing process after detecting a bitstream error / packet loss. Upon reaching the next resynchronization marker it restores the affected frame excluding the damaged area (see Figure 2) . Smart packetization schemes are aware of the position of resynchronization markers and packetize data as efficiently as possible, such that the actual data loss caused by dropped packets is minimized. During the last decade, RTP turned out to be the defacto standard for streaming (real-time) video data over IP. RTP defines packetization in so called RTP payload formats. For the experiments documented in this paper, we used the payload format specified in RFC 3016 [10] for MPEG-4, which proposes a specific alignment of VOP and slice headers with RTP packet boundaries to exploit the built-in errorresilience features of the codec.
IV. CATEGORIZING VIDEO DISTORTION ESTIMATION
A video consists of a sequence of frames f i . Each frame is spread over several network packets p j depending on its size and the chosen packetization scheme. Video distortion estimation defines a total mapping function Ψ : Π → [0; 1], which assigns distortion values Ψ(p j ) to arbitrary video packets of Π. Ψ should satisfy the following property as good as possible: If and only if Ψ(p k ) > Ψ(p l ), then the loss of p k results in a higher quality degradation when decoding the partially received video than when p l is lost.
A. On-site versus off-site estimate utilization
Assuming that the video will be transmitted along a network path, there are two possibilities of where to make use of distortion estimates.
On-site: A node along the transmission path (ideally the sender node which has full knowledge about the video) evaluates Ψ and stores the results for local usage only. No modifications to packet headers or packetized video data are needed.
Off-site: Similar to local use, a node evaluates Ψ based on the information currently available at this node. The difference is that this node annotates each forwarded network packet p j with Ψ(p j ) for further usage by a subset of succeeding nodes. An annotation can be realized e.g. by encoding it as additional CSRC identifier or using the RTP header extension. Especially when doing broad-or multi-casts, packet annotation can be beneficial because the estimation can be done at the root node but can be used at lower nodes within the propagation tree which need to discard packets from overflowing queues. No local computations are required, therefore making this technique attractive also for computationally weak intermediate devices.
B. Frame-level versus packet-level distortion estimation
Distortion estimation of video data can be of diverse granularity and typically is a trade-off between accuracy of computed estimates and processing power. The more performant the hardware is, the more parsing and/or decoding can be accomplished and the more information can be made available as a basis for estimation strategies.
Frame-level: Methods of this category can be further subdivided into those which only consider frame header information (e.g. frame type, size in bytes, flags, position in the GOP) and those which analyze frames as a whole, thereby being computationally more expensive. The main drawback of frame-level methods is the inability to distinguish the importance of single packets which carry parts of the same frame.
Packet-level: By taking the packetization mechanism into account, it is possible to deduce which portions of a frame are placed in which packet. By decomposing single frames into more elementary components like macroblocks, more information (e.g. macroblock boundaries, macroblock types, motion vectors, packet sizes, quantization precisions) about the video is obtained. These measures enable estimations of finer granularity at the cost of a higher amount of processing power.
C. Fixed versus adaptive distortion estimation
We distinguish between estimations which incorporate network feedback (e.g. packet loss and packet delays) and those which do not consider such information.
Fixed distortion estimations are performed before or during the video's transmission and are independent of network feedback. This is advantageous when transmitting the same video multiple times, e.g. when providing a video-on-demand service. Importance values are calculated only once (under the assumption that the packetization process is deterministic), but they can be reused for each transmission. The computational effort can be further reduced when integrating the estimation procedure into the encoding/transcoding procedure which optionally precedes the sending process.
Adaptive distortion estimations extend fixed estimations, consider network feedback and accordingly adapt the importance of packets during transmission. Transmission derogations can happen at any node along the transmission path and consequently no intermediate node can have full knowledge about the degree of transmission impairment without installing complex signalling mechanisms. Therefore, it seems reasonable to only conduct the estimation at the sender node which is informed about packet arrivals via a feedback mechanism. To give an example, one might design an estimation mechanism in such a way that, if a certain packet is dropped, importance values of all packets carrying macroblocks which depend on lost macroblocks will be decreased.
V. MACROBLOCK BASED DISTORTION ESTIMATION
As outlined in section III-A, temporal dependencies might exist between macroblocks of different frames. Combined with the necessity to operate in a power conserving fashion and enable off-site operation, this motivates the definition of a fixed packet-level distortion estimation scheme which considers macroblock types and dependencies instead of merely frame types. In what follows, we introduce a weighting scheme which we gradually refine from considering only the macroblock type to including temporal frame dependencies and finally also scene cuts.
A. Macroblock type weighting
The first step is to define the core part of our estimation scheme as ω τ (m) ∈ [0; 1] is a weighting function which reflects the importance of single macroblocks. Clearly, i-macroblocks are the most important ones since they do not depend on other macroblocks and they are not affected when temporally colocated macroblocks are lost. At the same time, the loss of i-macroblocks almost always affects depending macroblocks. In contrast to that, the loss of s-macroblocks does not have any effect on video quality since they carry no information. We consider f -and b-macroblocks to be the second most important ones since they only depend on macroblocks in one reference frame. f -macroblocks are favored over b-macroblocks because they can also occur in P-frames, which are more important than B-frames. Finally, we favor bi-macroblocks over d-macroblocks because they carry one motion vector for each prediction direction, whereas a d-macroblock only has delta motion information and depends on motion information of the corresponding macroblock in the next reference frame. When this data gets lost, the motion vectors for the dmacroblock cannot be calculated correctly. We incorporate these considerations in the weighting function's design and adjust the weights of i, f, b, bi, d, s macroblocks in decreasing order.
For the sake of completeness, we mention that under some encapsulations, slices do not align well with IP packet boundaries. In such a case, Ψ MB has to be adapted accordingly.
B. Temporal frame dependencies
A regular GOP structure can be characterized by two parameters: N , which is the number of frames within a GOP, and M , which describes the spacing between non-B-frames (the number of consecutive B-frames). Consequently, a GOP consists of 1 I-frame,
It is not guaranteed that encoders stick to this structure since, for example, a P-frame following a scene change may be badly predicted due to a low correlation with its reference frame and may be replaced with a more robust I-frame. By studying the number of dependent frames (i.e. affected frames in case of data loss) in GOP dependency graphs (see Figure 3) , it is noticeable that especially P-frames can be of diverse importance. This motivates the following extension of Ψ MB :
δ GOP (p j ) transitively calculates the number of dependent frames of the frame carried in p j . ω GOP ∈ [0; 1] is the weighting factor which controls the impact of δ GOP on Ψ MB independent of N .
C. Scene cut detection
When data of frames which have a high proximity to scene changes is corrupted or lost, a higher degree of noticeable artifacts can be experienced as compared to damaged frames that are further apart from scene cuts. This difference is pronounced in the face of abrupt cuts. Error concealment mechanisms reconstruct and interpolate damaged areas of frames by retrofitting their partially received data with motion and texture information of their reference frames. Under most circumstances this works well, but it performs poorly when confronted with very low temporal correlation between frames as it is the case with scene cuts.
The reason can be found in the encoder's choice of macroblock types for such frames. For illustration purposes, we basically distinguish between three different types of scene cut constellations, as depicted in Figure 4 : If a scene cut occurs immediately before a sequence of consecutive B-frames, the encoder will focus on backward predicting their content due to their previously discussed low correlation with the preceding I-or P-frame. Similarly, scene cuts occurring after a sequence of B-frames will cause the encoder to apply forward prediction on them. In our third scenario, a scene cut happens between B-frames. Preceding B-frames will then be forward predicted and succeeding ones are backward predicted respectively. Furthermore, if the cut happens before frame f N −M , the next P-frame is characterized by an above average fraction of i-macroblocks, which can again be explained through low temporal correlation. When some data of B-frames in Figure 4 is lost, error concealment mechanisms try to reconstruct affected frames by using both reference frames. Such techniques are usually not aware of scene cuts and perform faulty predictions unless they ignore the poorly temporal-correlated reference frame on the opposite side of a scene cut. Su et al. also refer to this problem and show that, by integrating scene change detection into an H.264/AVC decoder, error concealment can be performed more effectively [11] .
To compensate for the lack of such error concealment techniques, we protect B-frames close to scene cuts. They are identified by investigating the statistical distribution of different macroblocks within them. If the fraction of f -or bmacroblocks is above a certain threshold t SC , and if this is true for all frames of a sequence of consecutive B-frames, a scene cut is very likely, denoted by 1 = δ SC ∈ {0, 1}. Consequently, we obtain an even more accurate distortion estimation
where ω SC is a weight which determines the decrease of estimates of frames not being close to scene cuts.
VI. PERFORMANCE EVALUATION
To evaluate the effectiveness of our distortion estimation scheme Ψ MB , we used the test environment depicted in Figure  5 . In a first step, we encode a raw YUV video sequence using a modified version of the FFmpeg 1 encoder. As a side product we obtain a trace containing information about frames and macroblocks. We hint the encoded video with MP4Box 2 and transmit it with mp4trace 3 to a network sink, realized by netcat. Two traces are generated: one by mp4trace to locate frames and macroblocks in the packetized stream, and one by tcpdump, logging network activities. The distortion estimation is conducted based on all three log files and its results are used by a loss simulator to selectively remove packets from tcpdump's packet trace. The obtained modified packet trace combined with the raw encoded video is processed by etmp4 3 to construct a packet loss affected video sequence. As the last step, we decode the video and measure the objective quality degradation in terms of PSNR, which allows us to quantify the distortion estimation's effectiveness.
To keep measured results as general as possible, we chose 36 test sequences with a length of 300 to 3000 frames out of four different categories, which are characterized by low/high spatial/temporal complexity and encoded them as MPEG4/ASP using different GOP structures (1 ≤ M ≤ 5, 6 ≤ N ≤ 36). To benchmark our distortion estimation Ψ MB , we implemented the widely used scheme Ψ S , based on frames' types 4 , e.g. used in [3] , [12] and [13] . Drop decisions of packets of equal importance were made randomly. We applied the testing procedure to all test videos using different loss ratios, calculated the delta PSNR values and repeated each test instance 30 times to deflate randomization effects. The results are summarized in the boxplot of Figure 6 and clearly show the superiority of our approach over the common scheme Ψ S . For further discussion, we selected one representative 5 from the set of test sequences and analyzed the behavior of Ψ MB at different loss ratios, as depicted in Figure 7 . It is remarkable Fig. 7 . Video quality improvement of ΨMB over Ψ S that, at a loss ratio of about 65%, Ψ S and Ψ MB behave similarly, which can be explained by studying the video data's distribution among frames of different type, listed in Table I are affected with both distortion estimation schemes. Ψ MB performs better than Ψ S because it provides a higher degree of granularity due to macroblock type weighting (Section V-A) and scene change detection (Section V-C). Analogously, if more than 65% of the data is lost, the consideration of the GOP-position of P-frames (Section V-B) leads to a higher performance of Ψ MB over Ψ S .
Finally, we demonstrate the advantage of fine-grained packet-level distortion estimation over frame-level distortion estimation by considering the case of a single packet drop. In Fig. 8 . Least important packet discarded according to Ψ S and ΨMB the left part of Figure 8 , Ψ S estimates the displayed frame to be the least important one but the packet to be discarded has to be chosen randomly because all packets of this frame are equally important. In contrast to that, Ψ MB also distinguishes between packets of the same frame and therefore allows a better decision. In the right part, we see that, although the affected area is bigger than with Ψ S , the packet loss is hardly noticeable which is not the case in the left part.
VII. CONCLUSION
In this paper, we pointed out the advantages of selective video packet dropping over SVC, FEC and selective ARQ in lossy mobile environments, characterized by low processing power and short battery lifetime of receiver devices. We presented a categorization of distortion estimation schemes and developed a suitable scheme based on the macroblock composition of frames. It also takes temporal dependencies of frames into account and incorporates the detection of scene cuts. We experimentally compared its implication on perceived video quality against that of the commonly used frame-typescheme and discussed the main factors for its effectiveness.
