Optimal power flow problem plays a major role in the operation and planning of power systems. It assists in acquiring the optimized solution for the optimal power flow problem. It consists of several objective functions and constraints. This paper solves the multiobjective optimal power flow problem using a new hybrid technique by combining the particle swarm optimization and ant colony optimization. This hybrid method overcomes the drawback in local search such as stagnation and premature convergence and also enhances the global search with chemical communication signal. The best results are extracted using fuzzy approach from the hybrid algorithm solution. These methods have been examined with the power flow objectives such as cost, loss and voltage stability index by individuals and multiobjective functions. The proposed algorithms applied to IEEE 30 and IEEE 118-bus test system and the results are analyzed and validated. The proposed algorithm results record the best compromised solution with minimum execution time compared with the particle swarm optimization.
Introduction
The power system is an interconnected electric network, which has generating plant and loads that are connected through transmission and distribution networks. It is a complicated network and it has many objectives to be solved. The reliable result of the objectives is obtained using optimal power flow. Optimized solution for the objective functions is attained by satisfying the power flow equations and constraints of the entire power system network. Various control variables are also influenced to achieve an optimal solution. Many conventional techniques are applied to solve the optimal power flow problem. They are quadratic programming [1] , interior programming [2] , linear programming [3] , gradient method [4] and newton's method [5] . The drawback of these methods is that it is a local solver only. The solutions from these classical methods are not the most reasonable for nonlinear, discrete and continuous functions with constraints.
In order to overcome the drawbacks of classical methods, many computational methods are used to solve the optimal power flow problem. Particle Swarm Optimization (PSO) [6] inspires the school of fishes and a flock of birds and trapped in local optima.
Genetic algorithm [7] [8] solves the optimal power flow problem using a random selection of starting values of voltage angles, but it has no control over global and local investigation. Evolutionary programming [9] algorithm solves the problem by enhancing the gradient of the function, and it has the problem of long computational time. Tabu search [10] solves the optimal power flow problem which is more composite for classical method. These manuscripts give the optimal solution for individual objective. Conversely the real world problem needs a concurrent optimal solution for all the objectives.
Multiobjective optimal power flow problem is solved by differential evolution, for active and reactive power dispatch [11] and fuel cost, voltage profile, and voltage stability enhancement [12] . The drawback of this technique is that the convergence time is more. Enhanced genetic algorithm [13] solves the problem with the combination of new developed quadratic load flow and its demerit is that it gets trapped in local optima. Self adaptive evolutionary programming [14] combines the evolutionary programming and random search technique and it has the problem of long computational time. As particle swarm optimization is improved [15] , the particles avoid being trapped in local optima. Harmony search algorithm [16] inspires the analogy with music improvisation which has solved the problem with slow convergence. These techniques solve the problem with the long computation time and being trapped in local optima.
In the weighted sum method [17] , different objectives are formatted into a single function. In this method, the demerit is to run the problem with multiple time to desire the optimal solution. Voltage security costs [18] are optimized using a penalty method which has the drawback of deciding the suitable penalty. The importance of each objective is not preserved while merging all the objective function into a single objective function. In order to maintain the significance of each objective pareto optimal method is adopted.
In the PSO algorithm, if the particles are small, local minimum problem will occur and the outcome could be evaluated in multiple runs. If the particles are too large, the global solution is obtained in each run and it reduces the speed of the algorithm. In order to overcome these difficulties and to increase the efficiency of PSO in this paper, a new hybrid technique technique is proposed by combining the particle swarm optimization and ant colony optimization with chemical communication signal.
In this paper cost, loss and Voltage Stability Index (VSI) objectives are analyzed using enhanced PSO with the multiobjective optimal power flow by pareto optimal method. The multiobjective optimization of these objectives is practiced through three cases. In the first case, all the objective functions are simulated individually. In the second case, two objectives are considered simultaneously for optimization such as cost-loss, cost-VSI, loss-VSI and in the third case three objectives are considered concurrently as cost-loss-VSI. These objectives are optimized using the proposed technique with the IEEE 30 and IEEE 118-bus test system. A short introduction of an optimal power flow system has been presented in this section. This paper is planned as a tag on the section. In Section 2, the optimal power flow problem is formulated and discussed. Section 3 explains the central concepts of PSO, Ant colony Optimization (ACO) and Hybrid Swarm Optimization. Section 4 presents the simulated results with discussions of PSO, ACO and hybrid PSO. The conclusion is dealt in the Section 5.
Problem Formulation for OPF Solution
In this paper the cost, transmission loss, voltage stability index are optimized, which is satisfying equality and voltage, generator, shunt VAR and transformer constraints.
Problem Objectives

1) Minimization of Fuel Cost:
This objective is to minimize the cost. The total fuel cost can be expressed as
a i , b i , c i is the cost coefficients of the ith generator, P i is the real power output of the ith generator.
2) Minimization of Transmission Loss:
This objective is to minimize the real power transmission loss. The transmission loss can be stated as
V i is the voltage at the ith line, V j is the voltage at the jth line, g k conductance.
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Problem Constraints
The bus voltage maintained the maximum and minimum level. The voltage limit conveyed as
, maximum values of voltage magnitudes at bus i.
2) Generation Constraints:
The real and reactive power of generation sustained the maximum and minimum limit. The generation level of real and reactive power is expressed as
Minimum, maximum values of real power allowed at bus i.
Minimum, maximum values of reactive power allowed at bus i.
3) Transformer Constraints:
The transformer tap setting values are maintained within the maximum and minimum level. The transformer tap setting limit is expressed as
, maximum values of transformer tap settings allowed at bus i.
4) Shunt VAR Constraints:
The shunt VAR restricted the maximum and minimum level. The shunt VAR limit is stated as
, maximum values of Shunt VAR allowed at bus i.
5) Equality Constraints:
The equality constraints are expressed as
n: Number of buses. P Gi , Q Gi Real, reactive power generation at bus i. P Di , Q Di Real, reactive load demand at bus i. V i , V j Voltage magnitudes at bus i and j respectively. G ij , B ij Transfer conductance and susceptance between bus i and j respectively. δ i , δ j Voltage angle at bus i and j respectively.
Concepts of Swarm Intelligence
Basics of PSO
Particle swarm optimization (PSO) is a population based optimization technique which is motivated by group manners of birds or fishes. Each particle has its own experience and neighbor particle experience. According to that particle adjusts its position, within the bounded area. Each particle has its local best (lbest) or a personal best. The best position brings into being by all neighbours particles in the specific solution is global best (gbest). The optimal solution is acquired in the specific solution in the course of its current velocity and the experience.
The formation of individual best is
The pattern of global best is
The velocity and the positions are updated in the each iteration. The updating of velocity is
The updating of position of the particle is 
Ant Colony Optimization
Ant colony optimization (ACO) is an evolutionary and adaptive algorithm inspired by the behavior of real ant colonies. The ant when searching food and find food sources, it deposits a chemical called pheromone as a trail during the return path. Based on the quantity and quality of the food available the quantity of pheromone deposited. The pheromone trails allow the ants to identify the shortest path between the ant nest and the food source. Ant colony optimization algorithm updates pheromone values in order to update solutions during run time [19] .
The pheromone trail updating equation is stated as
α is the pheromone trails evaporation co-efficient, which lies between 0 and 1, ΔT ij is the increment of edge for the period Δt.
To enhance the tempo of search in the optimal power flow problem, the chemical communication between the insects will help. It is the signal of wasp which produces alarm pheromone to the inspiration of anxiety in the colony. This increases the speed of search in the problem area. 
Hybrid Swarm Intelligence
ACO not suitable for large optimization problems because it takes long time to search the result and premature convergence. To overcome of finding the best solution with large search space, combine with another algorithm (PSO) which has a better solution.
In the hybrid PSO-ACO, the PSO algorithm is used for pheromone update of ACO.
This improves the global exploration capabilities of ACO algorithm. This also improves convergence performance of ACO.
The velocity updating equation is expressed as
A 
Fuzzy Approach
In the proposed method, the aim is to achieve a set of solution of the multiobjective optimal power flow problem. In the optimal power flow problem with conflicting objectives the single optimal solution does not determine the real solution. The Pareto optimal approach, it is feasible to find the set of solution instead of the single optimal solution. From the set of solution, the best solution is obtained from the fuzzy approach.
The equation for the fuzzy approach for best solution is expressed as
x total number of non-dominated solutions. 
Proposed Hybrid Algorithm for the Optimal Power Flow Problem
Step 1: Read input data include equality and inequality constraints.
Step 2: Initialize the population.
Step 3: Calculate the objective function.
Step 4: Apply Pareto optimal method to get the set of solution.
Step 5: Update the velocity using hybrid velocity updating equation.
Step 6: Update the position using position updating equation.
Step 7: Check for stopping criteria. If the iteration reaches the maximum iteration stop else go to step 5.
Step 8: Apply Pareto method and determine the non-dominated solution.
Step 9: Find the best solution using fuzzy approach.
Simulation Results
The proposed system has been tested to IEEE 30-bus test system. The 30-bus IEEE test system has 41 transmission lines, six generators and four transformers (T6-9, T6-10, T4-12 and T27-28). The transformer taps are set between 0.9 to 1.1. The proposed algorithm has the particles of 30.
Case 1: Single objective optimization.
The proposed algorithms analyzed with the various values of acceleration factors (c 1 and c 2 ) individually. This analysis assists to achieve the suitable value of the acceleration factor for the further process. This optimal power flow problem was simulated with the acceleration factor (c 1 ) varied from 1 to 3, using hybrid algorithm. The best value is obtained at c 1 > 2.5. PSO 
ACO Hybrid
The accuracy of the proposed system is measured using the mean and standard deviation. Table 4 indicates the mean and standard values of the PSO, ACO and Hybrid algorithms. It is obvious that the proposed hybrid algorithm can achieve better result in the best solution search. The convergence time for the cost optimization using a hybrid technique is 1.05 s, which is a faster than the PSO and ACO methods (1.24 s and 1.12 s Figure 2 . The transmission loss convergence characteristics of a single objective optimization of IEEE 30 test bus system using PSO, ACO and Hybrid algorithm. This optimal power flow problem was worked out using P4, 3 GHz. To evaluate the difficulty of the proposed system, the IEEE 14 bus is chosen to solve this OPF problem.
The convergence time for this optimization in IEEE 14 bus system of hybrid method is 0.63 s. The convergence time for the hybrid technique is for IEEE 30 bus test system is 1.05 s The convergence speed of the IEEE 30 bus system is twice the times of IEEE 14 bus test system. This will persuade to carry on the proposed technique in higher buses.
Case 2: Two objective optimization.
In a real world, the problems involve simultaneous optimization of several objective functions. These functions are non commensurable and conflicting objective functions.
It gives rise to a set of optimal solutions, instead of one optimal solution. The reason for the optimality of many solutions is that no one can be considered to be better than any other with respect to all objective functions. Table 5 shows the optimized values of two The reduction of cost and loss in hybrid is 1.12% and 11%higher than PSO and ACO techniques. Figure 4 indicates the compromised solution of cost and loss are $821.72/hr and 5.43 MW obtained using hybrid algorithm. It shows that, the cost-loss multiobjective optimization, the hybrid solution is best in cost and less reduction.
To avoid the stability problem in the system, the VSI should be maintained below In the loss-VSI case, the loss is minimized with the voltage stability, which is main- From the two objective optimization the reduction of cost is more in cost-VSI than the cost-loss optimization. The loss is optimized more in cost-loss multiobjective than the loss-VSI. Optimizing two objectives will give the dissimilar result for the same objective function. It initiates the objectives which are considered for the optimal power flow should be optimized simultaneously. Table 6 shows, the hybrid technique results the better accuracy compare to the PSO and ACO algorithm for multiobjective optimization problem.
In order to confirm the performance of the proposed algorithm in large systems, hybrid algorithm applied in IEEE 118 test bus system. The particles are increased to 50.
To get the appropriate solution, 30 numbers of pareto solution sets are obtained from 30 generations. Table 7 indicates the optimal solutions for the cost, loss and VSI optimized with a single objective, two objectives and three objective function using a hybrid 
Conclusion
In this paper optimal power flow problem has three objectives with constraints, and it works out in the multiobjective optimization approach. This multiobjective problem is 
