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Abstract
Humans do not make inferences over texts, but
over models of what texts are about. When an-
notators are asked to annotate coreferent spans
of text, it is therefore a somewhat unnatural
task. This paper presents an alternative in
which we preprocess documents, linking en-
tities to a knowledge base, and turn the coref-
erence annotation task – in our case limited to
pronouns – into an annotation task where an-
notators are asked to assign pronouns to enti-
ties. Model-based annotation is shown to lead
to faster annotation and higher inter-annotator
agreement, and we argue that it also opens
up for an alternative approach to coreference
resolution. We present two new coreference
benchmark datasets, for English Wikipedia
and English teacher-student dialogues, and
evaluate state-of-the-art coreference resolvers
on them.
1 Introduction
Language comprehension is often seen as the in-
cremental update of a mental model of the situ-
ation described in the text. The model is incre-
mentally updated to represent the contents of the
linguistic input processed so far, word-by-word or
sentence-by-sentence. In this paper, we restrict
ourselves to one central feature shared by most
theories of mental models: they include a list of
entities previously introduced in the text. This
corresponds to the constants of first-order models
or the referents associated with different roles in
frame semantics. By models we thus simply mean
a set of entities. Obviously, this is not sufficient
to represent the meaning of texts, but focusing ex-
clusively on nominal coreference, we can ignore
relations and predicates for the experiments in this
paper.
Mental models have previously been discussed
in linguistics literature on coreference. The mo-
tivation has often been that some pronouns refer
to entities that are not explicitly mentioned in the
previous text, but are supposedly available in the
reader’s mental model of the text, by inference.
Consider, for example:
(1) I knocked on the door of room 624.
He wasn’t in.
The introduction of the referent of he in (1) is
implied by the introduction of the entity room 624.
In this paper, we present a new approach to anno-
tating coreference that enables simple annotation
of examples such as (1): Instead of asking an an-
notator to relate pronouns and previous spans of
text, we ask the annotator to link pronouns and
entities in document models. Moreover, we ar-
gue that model-based annotation reduces the cog-
nitive load of annotators, which we experimentally
test by comparing inter-annotator agreement and
annotator efficiency across comparable annotation
experiments.
Contributions This paper makes a technical
contribution, a conceptual contribution, and intro-
duces a novel corpus annotated with coreference
to the NLP community: (a) The technical contri-
bution is a novel annotation methodology, where
annotation is mediated through a model represen-
tation. We believe similar techniques can be de-
veloped for other NLP tasks; see §5 for Discus-
sion. (b) The conceptual contribution is a discus-
sion of the importance of mental models in hu-
man language processing, and an argument for ex-
plicitly representing this level of representation in
NLP models. (c) Our corpus consists of manu-
ally annotated sentences from English Wikipedia
and QuAC (Choi et al., 2018). In addition to
the model-based annotations, we also provide the
coreference links obtained in our baseline experi-
ments.
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2 Related Work
Annotation interfaces The idea of easing the
cognitive load of annotators by changing the way
data is represented, is at the core of many pa-
pers on annotation interfaces. Early tools like
MMAX2 (Mu¨ller and Strube, 2006) provide a
clean user interface for annotators by highlight-
ing mentions and connecting entity chains to visu-
alize coreference along with helpful features like
inter-annotator agreement checker, corpus query-
ing, etc. Newer tools like WebAnno (Yimam et al.,
2013) ease the process of annotation by having
support for flexible multi-layer annotations on a
single document and also provide project man-
agement utilities. APLenty (Nghiem and Ana-
niadou, 2018) provides automatic annotations for
easing annotator load and also has an active learn-
ing component which makes the automatic anno-
tations more accurate over time.
Mental models in NLP Culotta et al. (2007)
present a probabilistic first-order logic approach
to coreference resolution that implicitly relies on
mental models. Peng et al. (2015) focus on hard
Winograd-style coreference problems and formu-
late coreference resolution as an ILP to reason
about likely models. Finkel and Manning (2008)
also explore simple ILPs over simple first-order
models for improving coference resolution. They
obtain improvements by focusing on enforcing
transitivity of coreference links. In general, the
use of first order models has a long history in NLP,
rooted in formal semantics, going back to Fregean
semantics. Blackburn and Bos (2005), for exam-
ple, present a comprehensive framework for solv-
ing NLP problems by building up first order mod-
els of discourses.
Coreference datasets The main resource for
English coreference resolution, also used in the
CoNLL 2012 Shared Task, is OntoNotes (Pradhan
et al., 2012). OntoNotes consists of data from mul-
tiple domains, ranging from newswire to broad-
cast conversations, and also contains annotations
for Arabic and Chinese. WikiCoref (Ghaddar and
Langlais, 2016) is a smaller resource with anno-
tated sentences sampled from English Wikipedia.
Our dataset includes paragraphs from all pages an-
notated in WikiCoref, for comparability with this
annotation project. See §5 for discussion. GAP
Webster et al. (2018) is another evaluation bench-
mark, also sampled from Wikipedia and focusses
on addressing gender bias in coreference systems.
3 Data collection
We collect 200 documents1 from two sources: (i)
the summary paragraphs of 100 English Wikipedia
documents (30 titles from WikiCoref and 70
chosen randomly), and (ii) the first 100 data-
points from the Question-Answering in Context
(QuAC) dataset. Every QuAC document contains
a Wikipedia paragraph and QA pairs created by
two annotators posing as a student asking ques-
tions and a teacher answering the questions by
providing short excerpts from the text. Thus the
domain of all the documents is English Wikipedia.
For each document chosen randomly, we first
verify if it contains at least five pronouns. If it does
not, we choose another document and repeat this
process till we get the required number of docu-
ments. We then extract all the entities from ev-
ery document by parsing URL links present in the
document which link to other Wikipedia pages or
Wikidata entities. For QuAC documents, where
all links are scrubbed, we parse their original
Wikipedia pages to get the entities. Lastly we re-
move all markups, references and lists from the
documents.
3.1 Annotation
To test our hypothesis that model-based corefer-
ence annotations are faster to create and more co-
herent, we pose two tasks on Amazon Mechan-
ical Turk (AMT): (i) Grounded task: where all
the parsed entities from a document are displayed
to the annotator for linking with the pronouns,
(ii) Span annotation task: where the entities are
not shown and the annotator is free choose any
span as the antecedent. 30 documents from each
source are doubly annotated to compute the inter-
annotator agreement (IAA) and the other 70 were
singly annotated.
An annotation tool with two interfaces is built,
one for each task, with slight differences between
them as shown in Figures 1 and 2. The tool takes
in a pre-defined list of mentions (pronouns in our
case) which are markable. The annotators can link
only these words with coreferent entities. This re-
duces the cognitive load on the annotators. The
annotation process for the two tasks is briefly de-
scribed below.
1We use the term document to denote a datapoint in our
dataset.
Figure 1: Screen grab of the interface for the grounded
task
Figure 2: Screen grab of the interface for the span an-
notation task
Grounded task In this task, all the entites which
are extracted from the document are populated in
the sidebar on the left (see Figure 1). The annota-
tors are asked to link the mention pronouns in the
document with one or more of these entities by:
(i) clicking on the mention, (ii) clicking on one or
more entities, and (iii) clicking on the Link but-
ton. In case, an entity is missing from the sidebar,
they have the freedom to add it using the input box
provided below the sidebar. If any mention does
not have an antecedent, the annotators are asked
to mark them with the No reference button.
Span annotation task In this task, the annota-
tors are free to mark one or more spans in the doc-
ument as the antecedent(s) of a mention pronoun.
In a scenario where one mention pronoun has to
be linked with multiple antecedents, the annota-
tors have to highlight the spans and click on the
Link button multiple times. Therefore, an addi-
tional Finalize button is provided to mark the end
of one linking episode. Apart from the lack of the
entity sidebar and inclusion of the previously men-
tioned Finalize button, the annotators were given
the same instructions as those for the Grounded
task.
4 Experiments
Inter-annotator agreement As mentioned in
Section 3.1, we doubly annotate 30 documents
from each source to measure the IAA and the re-
sults are presented in Table 2. The numbers clearly
indicate that the grounded tasks introduce less un-
certainity about the antecedents and hence result in
more agreements between the annotators. Ideally
the exact match and F1 scores for grounded tasks
should be identical. However, the slight differ-
ence observed is because of mentions being linked
to different similar looking entities. For exam-
ple, in the sentence “Harry Potter is a global phe-
nomenon. It has captured the imagination of . . . ”,
the mention It can be linked either to Harry Potter
– the movies or Harry Potter – the books.
Annotation times We can estimate the cogni-
tive load on the annotators by measuring the time
taken for marking the documents. Figure 3 shows
the mean annotation times and their standard de-
viations for annotating documents in different set-
tings. In general, QuAC documents require more
time and effort to annotate due to the presence of
QA pairs which require the annotators to possibly
re-read a portion of the context paragraph. Also, it
is clear that grounding the document eases the load
on annotators irrespective of the source of docu-
ments.
State-of-the-art We run our data through three
state-of-the-art coreference resolution systems and
report the average precision, recall and F1 scores
of three standard metrics: MUC, B3 and CEAFe
(Cai and Strube, 2010), in Table 1.2 While Clark
and Manning (2016)3 and Lee et al. (2018) train
on OntoNotes 5 to perform both mention detec-
tion and entity linking, Aralikatte et al. (2019)
use a multi-task architecture for resolving corefer-
ence and ellipsis posed as reading comprehension,
which is also trained on OntoNotes 5, but uses
gold bracketing of the mentions and performs only
entity linking.4 The results show that the dataset is
hard even for the current state-of-the-art and thus
a good resource to evaluate new research.
2Converting our grounded data to the OntoNotes format
is in some cases lossy, since entity aliases may not perfectly
match previous mentions.
3We use an improved implementation available here.
4This explains the comparatively higher numbers. See
discussion in their paper for more details.
System Wiki QuAC
P R F1 P R F1
Clark and Manning (2016) 24.72 32.87 27.95 20.15 27.98 23.39
Lee et al. (2018) 21.38 37.90 26.67 17.42 39.07 23.79
Aralikatte et al. (2019)∗ 43.88 48.58 45.96 46.18 46.23 46.14
Table 1: Results. ∗Aralikatte et al. (2019) assumes gold brackets for mentions.
Exact Match F1 Score
Wiki grounded 0.70 0.74
Wiki free 0.50 0.65
QuAC grounded 0.65 0.67
QuAC free 0.52 0.64
Table 2: Inter-annotator agreement scores
Figure 3: Average annotation times for the two tasks
and settings
5 Discussion
The main purpose of this work is to study how
humans annotate coreference with and without
grounding. Therefore we give freedom to the an-
notators by asking them to abide by a minimal set
of rules. We see interesting annotation patterns in
our dataset which we briefly describe below.
In grounded tasks, we get cleaner annotations
especially when a mention refers to multiple an-
tecedents. For example, in the sentence “. . . Harry
Potter, and his friends Hermione Granger and Ron
Weasley, all of whom . . . ”, the word all is linked
to three entities: Harry Potter, Hermione Granger
and Ron Weasley. Whereas, in span annotation
tasks, the mention is linked to a single span “Harry
Potter, and his friends Hermione Granger and Ron
Weasley” because selecting three spans separately
involves more work. Also, in span annotation
tasks, while some annotators link mention pro-
nouns to the first occurrence of an entity, some link
them to the latest occurrence.
Comparison with WikiCoref WikiCoref has
30 annotated pages from English Wikipedia. Our
dataset contains 200 documents of which 30 ti-
tles are the same as those of WikiCoref. Wiki-
Coref uses the full Wikipedia page for annotation,
whereas we extract only the summary paragraphs
from each page. WikiCoref doubly annotates only
3 documents for reporting IAA, whereas we do it
for 30 documents. The IAAs themselves are not
comparable because they only report the Kappa
coefficient for mention identification which does
not occur in our tasks.
Generalization to other NLP tasks Our first
annotation experiments have been limited to coref-
erence for pronouns, but obviously the same tech-
nique can be used to annotate other linguistic phe-
nomena involving relations between noun phrases,
e.g., other forms of coreference, nominal ellipsis,
implicit arguments, or roles of semantic frames.
Our models only include individuals or constants,
but if we extend our models to also include propo-
sitions holding for individuals or between individ-
uals, we could potentially also do grounded anno-
tation of complex verbal phenomena such as VP
ellipsis, gapping, sluicing, etc.
6 Conclusion
We propose a new way of annotating coreference
by grounding the input text to reduce the cognitive
load of the annotator. We do this by making the an-
notators choose the antecedent for mentions from
a pre-populated entity list rather than having to se-
lect a span manually. We empirically show that an-
notations performed in this manner are faster and
more coherent with higher inter-annotator agree-
ments. We benchmark the collected data on state-
of-the-art models and release it in the open domain
at this URL.
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