Root components and the tensor decomposition problem for affine Lie algebras by Jeralds, Samuel
ROOT COMPONENTS AND THE TENSOR DECOMPOSITION PROBLEM FOR AFFINE LIE
ALGEBRAS
Sam Jeralds
A dissertation submitted to the faculty at the University of North Carolina at Chapel Hill in partial fulfillment
of the requirements for the degree of Doctor of Philosophy in the Department of Mathematics in the College














Sam Jeralds: Root components and the tensor decomposition problem for affine
Lie algebras
(Under the direction of Shrawan Kumar)
A foundational goal in the study of representation theory for semisimple and Kac–Moody Lie algebras is
understanding the decomposition of tensor products of irreducible representations. This problem has vast
influences in fields such as geometry, combinatorics, and symmetric function theory. A particular example of
a family of irreducible components of such a tensor product, known as root components, was constructed
by S. Kumar in his solution to a geometric conjecture of J. Wahl concerning the Gaussian map for flag
varieties. We build upon this work, extending the construction of root components to the setting of affine Lie
algebras. We also strengthen the construction of Kumar in the semisimple setting to exhibit root components
in certain submodules of the tensor product known as Kostant–Kumar modules; we repeat this for the affine
Lie algebras, with some restrictions, and conjecture that this holds in that setting. In an appendix, we record
some earlier partial progress towards a Jacobson–Morozov theorem for symmetrizable Kac–Moody algebras.
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INTRODUCTION
Representations of semisimple Lie algebras and Wahl’s conjecture
In this thesis, we concern ourselves with the representation theory of Lie algebras. Consider a fixed
complex, semisimple Lie algebra g and a corresponding complex, simply connected, semisimple Lie group G.
As has been known for well over half a century, the representation theory of g is intimately connected to the
geometry of homogenous spaces for G known as flag varieties. For example, this connection is made precise
in the statement of the Borel-Weil theorem, which constructs irreducible representations of g as the space of
global sections of certain line bundles on the "complete" flag variety X = G/B. This connection, and various
generalizations of it, is a powerful tool translating between representation theory and geometry and lies at the
heart of what became known as Geometric Representation Theory.
Let X be any smooth complex projective variety, and L1, L2 two ample line bundles on X; then the
external tensor product L1 L2 is an ample line bundle on X × X. Let I∆ be the ideal sheaf of the diagonal
∆X ↪→ X × X. In a series of papers, J. Wahl studied the so-called Gaussian map (or Gauss-Wahl map)
ΨL1,L2 : H
0(X × X,I∆ ⊗ (L1 L2))→ H0(X,Ω1x ⊗L1 ⊗L2))
induced from the canonical projection I∆ → I∆/I 2∆  Ω
1
X , the sheaf of one-forms on X.
For X a generalized flag variety G/P, for P a parabolic subgroup, Wahl conjectured [Wah] that the
Gaussian map is surjective, and proved this for G = S Ln(C) and for arbitrary G when P is a maximal
parabolic associated to a minuscule weight. Wahl’s conjecture was proven in full generality by Kumar [Ku3],
who exploited the connection between the above geometry and the representation theory of g, which we
describe now. See the end of this Introduction and Chapter 1 for the notation.
Let g be a semisimple Lie algebra, h ⊂ b ⊂ g a choice of Cartan and Borel subalgebras, respectively, and
a root system Φ consistent with this choice. Then Kumar showed that the surjectivity of the Gaussian map is
"essentially equivalent" to the following theorem.
Theorem ([Ku3]). Let V(λ), V(µ) be the irreducible highest weight representations of g associated to integral
1
dominant weights λ, µ. Choose a positive root β ∈ Φ+ such that
(P1) λ + µ − β is dominant, and
(P2) If λ(α∨i ) = 0 or µ(α
∨
i ) = 0 for some simple root αi, then β − αi < Φ t {0}.
Then V(λ + µ − β) ⊂ V(λ) ⊗ V(µ).
We refer to these irreducible components of the tensor product as root components, as they are indexed
by positive roots. We also refer to a pair of dominant weights and positive root (λ, µ, β) satisfying the
regularity conditions (P1) and (P2) as Wahl triples, due to the connection between these conditions and
Wahl’s conjecture in the case of partial flag varieties. We remark that this is a bit of a misnomer, as the
conditions (P1) and (P2) in their current form first appear in [Ku3] and not [Wah]; however, we will use this
language instead of the perhaps more consistent choice of terminology "root triple" to avoid confusion.
Root components and affine Lie algebras
While geometrically motivated, we move to considering root components purely from a representation-
theoretic perspective. Now, let g be an untwisted affine Lie algebra, which is a natural infinite-dimensional
generalization of semisimple Lie algebras. The representation theory of these two types of algebras shares
many parallels; in particular, we can ask about the existence of a version of root components in tensor
products of affine Lie algebra representations. Our first theorem of this dissertation, proven in Chapter 2,
does exactly this.
Theorem I. Fix an affine Lie algebra g and two dominant weights λ, µ of g. Let β ∈ Φ+ be a positive root
such that (λ, µ, β) satisfy (P1) and (P2) (that is, (λ, µ, β) is a Wahl triple). Then V(λ + µ − β) ⊂ V(λ) ⊗ V(µ).
While the statement of Theorem I is identical to the statement for semisimple Lie algebras, we remark
that there are intricacies regarding the nature of affine Lie algebras hidden in the statement. First, unlike
the semisimple case, the set of roots Φ of g contains both "real" and "imaginary" roots with vastly different
behaviors; however, the regularity conditions are sufficient to handle this issue. Further, for any pair λ, µ,
there are now infinitely many positive roots β that will satisfy the regularity conditions. Instead of requiring
explicit constructions for each root, as was done in the proof in the semisimple setting, we exploit an action
of the Virasoro algebra via the Goddard–Kent–Olive construction to produce many of these components.
This feature is unique to the affine Lie algebra case.
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Kostant–Kumar modules and root components
Consider again the tensor product V(λ) ⊗ V(µ) of representations for either semisimple or affine Lie
algebras. There exists a filtration by submodules K(λ,w, µ) depending on Weyl group elements w known as
Kostant–Kumar modules. This naming convention was introduced by Kushwaha, Raghavan, and Viswanath
[KRV] due to the appearance of these modules in Kumar’s study of Kostant’s strengthened PRV conjecture
(see [Ku2]). Many of the questions which can be posed for tensor products can be repeated for Kostant–Kumar
modules, so we again ask about the appearance of root components. Our second theorem of this dissertation,
proven in Chapter 4, is the following.
Theorem II. Let (λ, µ, β) be a Wahl triple for a semisimple (resp., affine) Lie algebra g with β ∈ Φ+ a positive
root (resp., positive real root). Let sβ ∈ W be the reflection through β. Then V(λ + µ − β) ⊂ K(λ, sβ, µ) if
(a) g is a semisimple Lie algebra, or
(b) g = A(1)n , or
(c) g , G(1)2 and at least one of λ, µ is regular dominant.
We further conjecture that this result should be true for all affine Lie algebras without restriction on
regularity. The proof of Theorem II is done through explicit algebraic constructions, and relies in part on
multiplicity results derived from the language of quantum groups. We give an overview of the modules
K(λ,w, µ) in Chapter 3, the necessary results from quantum groups in Appendix 1, and the proof of Theorem
II in Chapter 4, along with discussion regarding multiplicity and first appearance.
Toward a Jacobson–Morozov theorem for symmetrizable Kac–Moody algebras
We give some partial progress towards a statement of the Jacobson–Morozov theorem for Kac–Moody
algebras. This problem was the first considered for this dissertation and was presented during the oral
examination. However, more progress was made in the study of root components, so we dedicate the bulk of
this dissertation to that subject. We give full details and statements of the results on Jacobson–Morozov in
Appendix 2, which is logically independent of the remainder of this dissertation, and plan to return to this
problem in the near future.
Overview of the organization
Here is a more in-depth overview of each portion of this thesis:
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In Chapter 1, we give a brief introduction to the tensor decomposition problem for symmetrizable
Kac–Moody algebras. We also then restrict our attention to the case of affine Lie algebras, and record some
key results that follow from the Goddard–Kent–Olive construction. In particular, we discuss the notion of
δ-maximal components as in [BrKu].
In Chapter 2, we give a proof of Theorem I. We give a full exposition, mirroring those of [Ku3], of many
of the necessary root components. We then apply the results of Chapter 1 on δ-maximal components to give
the remaining root components, up to some exceptional cases which are handled separately.
In Chapter 3, we give a primer on Konstant–Kumar modules from the algebraic and geometric perspectives.
Much of the geometric perspective can be disregarded by the reader familiar with these modules, or by those
who are willing to accept the cited results proven using this method as given.
In Chapter 4, we give a proof of Theorem II and discussion regarding open questions about Kostant–
Kumar modules and root components.
In Appendix 1, we give a very brief introduction to quantum groups, essentially only collecting the results
necessary to our work from the literature. This appendix is in no way meant to be exhaustive.
In Appendix 2, we give the partial results towards a Kac–Moody version of the Jacobson–Morozov
theorem.
Notation
We fix now the following common notational conventions which will appear throughout, at times without
further explanation.
4
g semisimple, affine, or Kac–Moody Lie algebra W Weyl group of g
b± positive and negative Borel subalgebras of g {si} simple reflections of W
h a Cartan subalgebra of g sβ reflection in W through a root β
U(a) universal enveloping algebra of Lie algebra a P+ set of dominant integral weights
Φ± positive/negative roots of g V(λ) irreducible representation of g
ΦRe real roots of g V(λ)µ µ weight space of V(λ)
ΦIm imaginary roots of g {Λi} fundamental weights
{αi}, {α
∨
i } simple roots and coroots ρ weight satisfying ρ(α
∨
i ) = 1 ∀i
gβ β root space of g (·|·) invariant form on g
C complex numbers Z, Z+ integers, nonnegative integers
Table 1: Common Notations
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CHAPTER 1
Preliminaries on the tensor decomposition problem
In this expository chapter we give an overview of the landscape for this dissertation. First, we recall
the tensor decomposition problem for a general symmetrizable Kac–Moody algebra and collect classical
results from this problem’s extensive history. Second, we restrict our attention to the case of affine Lie
algebras and develop the necessary techniques that are unique to this setting. In particular, we recall the
Goddard–Kent–Olive construction of the Virasoro algebra and its action on the tensor product of affine Lie
algebra representations. Finally, we show that this action allows us to reduce to considering only certain
"maximal" components in our later constructions.
1.1 The tensor decomposition problem at large
Let g be a symmetrizable Kac–Moody algebra, and fix two dominant integral weights λ, µ ∈ P+. To these,
we can associate the integrable, irreducible, highest weight representations V(λ) and V(µ). Then the content
of the tensor decomposition problem is to express the product V(λ) ⊗ V(µ) as a direct sum of irreducible
components; that is, to find the decomposition






where mνλ,µ ∈ Z
+ is the multiplicity of V(ν) in V(λ) ⊗ V(µ). While this is a classical problem with a
straightforward statement, determining the multiplicities mνλ,µ exactly–or even determining when m
ν
λ,µ > 0–is
a challenging endeavor. Various algebraic, geometric, and combinatorial methods have been developed to
understand the tensor decomposition problem; see [Ku6] for a survey in the case of semisimple Lie algebras.
While having a complete description for the components of a tensor product is desirable, many significant
results in the literature demonstrate the existence of "families" of components; that is, components that are
uniformly described and exist for tensor product decompositions regardless of g. One such example is given
by the root components defined in the Introduction. We recall now other well-known examples of these
families of components which will be useful in our work.
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Proposition 1.1.1. (Cartan component) For any λ, µ ∈ P+, we have V(λ+ µ) ⊂ V(λ)⊗V(µ) with multiplicity
exactly one.
Theorem 1.1.2. ([Ku2], [Mat])(PRV components) For any λ, µ ∈ P+ and v,w ∈ W Weyl group elements
such that η := vλ + wµ ∈ P+, we have V(η) ⊂ V(λ) ⊗ V(µ).
Theorem 1.1.3. ([Mon], [MPR]) (Generalized PRV components) For any λ, µ, v, and w as in Theorem 1.1.2,
let β ∈ Φ+Re be a real positive root such that either w
−1(β) or v−1(β) is a simple root. Let k ≥ 0 be an integer
satisfying k ≤ min{vλ(β∨),wµ(β∨)} and η := vλ + wµ − kβ ∈ P+. Then we have V(η) ⊂ V(λ) ⊗ V(µ).
Next, we give a proposition which will be crucial to our work on root components in the case of affine
Lie algebras. For semisimple Lie algebras, the following is due to Kostant [Kos2]. In the symmetrizable case,
this follows from the work of Kashiwara [Kas1] [Kas2] on the existence of the crystal base and global base
for quantum group representations. While we appeal to these results and methods at times, the primary focus
of this dissertation is not on the quantum group theory; we therefore postpone discussion of the proof of this
proposition and related results to Appendix 1.
Proposition 1.1.4. Let g be a symmetrizable Kac–Moody algebra, and fix λ, µ, ν ∈ P+. Then
mνλ,µ = dim{v ∈ V(µ)ν−λ : e
λ(α∨i )+1
i .v = 0 for all simple roots αi}.
We can deduce from Proposition 1.1.4 the following well-known fact, which we refer to as additivity in
the tensor decomposition problem. In particular, the following shows that the set {(λ, µ, ν) ∈ (P+)3 : V(ν) ⊂
V(λ) ⊗ V(µ)} forms a semigroup. We give a purely algebraic proof, following [Ku3], but remark that this can
also be deduced from the Borel–Weil theorem; this latter perspective will be used in a modification of this
result in Chapter 3.
Corollary 1.1.5. Let λ, λ′, µ, µ′, ν ∈ P+. Then mνλ,µ ≤ m
ν+λ′+µ′
λ+λ′,µ+µ′ .
Proof. Define a map ξ : V(µ)→ V(µ + µ′) via ξ(v) = π(v ⊗ vµ′), where vµ′ is a nonzero highest weight vector
of V(µ′) and π : V(µ) ⊗ V(µ′)→ V(µ + µ′) is the projection onto the Cartan component. For any v ∈ V(µ),
we have that vµ ⊗ vµ′ ∈ U(g).(v ⊗ vµ′), so the map ξ is clearly injective. Now by Proposition 1.1.4, choose a
vector v ∈ V(µ)ν−λ satisfying e
λ(α∨i )+1








λ,µ+µ′ . Repeating the argument a second
time for λ and λ′ gives the result. 
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1.2 Affine Lie algebras and tensor product decompositions
1.2.1 Structure of affine Lie algebras
In this section, we restrict our attention to the case when g is an untwisted affine Lie algebra. First, we
review the relevant structure theory of affine Lie algebras and their root and weight lattices, to fix notation.
For a more extensive treatment with all details about g and its properties, see Chapters 6 and 7 of [Kac].
Let ◦g be a finite-dimensional semisimple Lie algebra with set of roots
◦
Φ. Then the associated affine Lie
algebra is given, as a vector space, by
g =
◦
g ⊗ C[t, t−1] ⊕ CK ⊕ Cd
where K is the central element and d the derivation or scaling element. The Lie bracket on g is given by
[x ⊗ tm + zK + ζd, x′ ⊗ tn + z′K + ζ′d] = [x, x′] ⊗ tm+n + nζx′ ⊗ tn − mζ′x ⊗ tm + nδn,−m(x|x′)◦gK (1.1)





= 2, where θ ∈
◦
Φ the highest root of ◦g. This is the loop algebra construction of g.




g. Then the Cartan subalgebra of g is given by h :=
◦






∗ ⊕ (Cδ + CΛ0)
where δ is defined by δ(d) = 1, δ|◦
h⊕CK
= 0 and Λ0(K) = 1, Λ0|◦
h⊕Cd
= 0. Setting α0 := δ− θ, and α∨0 := K − θ
∨










i=1 the set of simple roots and coroots of
◦











the simple roots and coroots of g.
Let Φ be the set of roots of g. Then as g is a Kac–Moody algebra, we can separate Φ = ΦRe t ΦIm, a
disjoint union of real and imaginary roots. These are given precisely by
ΦRe = {β + kδ : β ∈
◦
Φ, k ∈ Z},





i=0 be the set of fundamental weights of g defined by Λi(α
∨
j ) = δi j. Then the dominant integral
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1.2.2 Tensor products of representations and maximal components
Fix dominant weights λ, µ ∈ P+, and consider the tensor product of representations V(λ) ⊗ V(µ). Note
that, as δ(α∨i ) = 0 for all i, we have that the representation V(kδ) is one-dimensional for all k ∈ Z, and
V(λ) ⊗ V(kδ)  V(λ + kδ). Therefore, throughout the remainder of this dissertation, we can without loss of
generality assume λ(d) = µ(d) = 0 up to an appropriate twist by V(kδ).
We next introduce an important metric that can be put on irreducible representations.
Definition 1.2.1. For λ ∈ P+, we call the integer λ(K) the level of λ. Further, for any v ∈ V(λ) (not
necessarily a highest weight vector), we have that K.v = λ(K)v, so we say that V(λ) has level λ(K).
If λ is of level l and µ is of level m, then it follows that every irreducible component of V(λ) ⊗ V(µ) is of level
l + m. Indeed, the Cartan component V(λ + µ) naturally has level l + m, and if V(ν) ⊂ V(λ) ⊗ V(µ), then by
the dominance order necessarily λ + µ − ν ∈ ⊕Z+αi, and αi(K) = 0 for all i.
We also introduce the following definition taken from [BrKu] of δ-maximal components of the tensor
product.
Definition 1.2.2. A component V(ν) ⊂ V(λ) ⊗ V(µ) is called δ-maximal if V(ν + kδ) 1 V(λ) ⊗ V(µ) for any
k > 0.
Let g′ := [g, g] be the derived subalgebra of g. By the Lie bracket given in (1.1), we have that g′ =
◦
g ⊗ C[t, t−1] ⊕ CK. In particular, the g′ action on V(λ) cannot detect the weight δ. Nevertheless, it is known
that the restriction of V(λ) to a g′ representation remains irreducible. This allows us to make the following
definition.




V(ν − kδ)⊕mk ⊂ V(λ) ⊗ V(µ)
where mk := mν−kδλ,µ is the multiplicity of V(ν − kδ) in V(λ) ⊗ V(µ).
That is, Wν is the ν-isotypic component of V(λ)⊗V(µ) with respect to the g′ action. In the next subsection,
we make use of the Virasoro algebra to more closely examine the structure of such Wν.
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1.2.3 The Virasoro algebra and the Goddard–Kent–Olive Construction
In this section, we recall the basics of the Virasoro algebra and its representation theory. In particular, we
give an overview of the Goddard–Kent–Olive (GKO) construction of the Virasoro algebra and its action on
tensor products of affine Lie algebra representations. We follow the exposition of [KRR].
Basics of the Virasoro algebra
Definition 1.2.4. The Virasoro algebra Vir is a Lie algebra over C with basis {c, Lk|k ∈ Z} with commutation
relations
[Lk, L j] = (k − j)Lk+ j +
1
12
(k3 − k)δk,− jc, [Vir, c] = 0. (1.2)
We set Vir0 := CL0 ⊕ Cc, and define the dual space Vir∗0 := Ch ⊕ Cz. We refer to Vir
∗
0 as weights for
Vir. Similarly to the case of Kac–Moody representations, we can define a class of representations known as
highest weight representations.
Definition 1.2.5. A representation V of Vir is a highest weight representation with highest weight λ ∈ Vir∗0 if
there is a vector v ∈ V such that





The structure of highest weight Vir representations is in many ways parallel to that of Kac–Moody
representations. Denote by Vµ the µ-weight space of V . Then by the defining relations (1.2) for Vir, we
have that L−k : Vµ → Vµ+kh. Further, if V has highest weight λ, then for any v ∈ V (not necessarily highest
weight) we can show again from (1.2) that c.v = λ(c)v. We refer to the value λ(c) as the central charge of the
representation V .
Definition 1.2.6. A Vir representation V is called unitarizable if there is a positive-definite Hermitian form
(·|·) on V satisfying (Lk.v|w) = (v|L−k.w) and (cv|w) = (v|cw) for all k ∈ Z and v,w ∈ V.
The existence of a positive-definite form on a highest weight representation V allows us to investigate the
weight spaces of V . More specifically, the following lemma from [BrKu] determines when the weight spaces
λ + kh of an irreducible, highest weight λ representation are nontrivial.
Lemma 1.2.7. Let V be a unitarizable, irreducible representation with highest weight λ. Then
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1. If λ(L0) , 0, then Vλ+kh , 0 for any k ∈ Z+.
2. If λ(L0) = 0 and λ(c) , 0, then Vλ+kh , 0 for all k ≥ 2, and Vλ+h = 0.
3. If λ(L0) = λ(c) = 0, then V is one-dimensional.
Proof. Let v be the highest weight vector of V . Then we have for all k > 0 that




Thus λ(L0) and λ(c) must both be nonnegative numbers. So, if λ(L0) , 0, we have that L−kv , 0 for any
k ≥ 0. If λ(L0) = 0, then we have (k3 − k)λ(c) ≥ 0; if λ(c) , 0, this is nonzero for k > 1 and zero for k = 1, so
that L−1v = 0 and L−kv , 0 for k > 1. Finally, if λ(L0) = λ(c) = 0, then we get that L−kv = 0 for all k > 0, so
V must be one dimensional. 
The Goddard–Kent–Olive construction The similarity between representations of Kac–Moody algebras
and the Virasoro algebra is not coincidental. A foundational result linking the two theories is given by
the Sugawara construction, which embeds Vir ↪→ U(g) for an affine Lie algebra g, so that an irreducible
representation V(λ) of g becomes a unitarizable representation of Vir. In this section, we make use of a
related construction, known as the Goddard–Kent–Olive or GKO construction, to produce an action of Vir on
a tensor product V(λ) ⊗ V(µ) of g representations. At its core, the GKO construction is "relative" and relies
on the inclusion ◦g ↪→ ◦g ⊕ ◦g, but we will not give complete details of the construction here; see Lecture 10 of
[KRR] for a more in-depth treatment. The following proposition is the primary computational tool we need
from this construction.
Proposition 1.2.8. ([KRR], Prop. 10.3) Let g be an affine Lie algebra, λ, µ ∈ P+ be weights with levels l, m
repsectively. Then










l + m + h∨
)
where h∨ is the dual Coxeter number of g ([Kac], 6.1).
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l + m + h∨
)
where Ω is the Casimir operator of g ([Ku5], 1.5) and (·|·) is the normalized form on h∗.
3. For all k, [Lk, g′] = 0; i.e., the Lk are intertwining operators for the representation of g′ on V(λ)⊗V(µ).
Remark 1.2.9. As the Casimir Ω acts on an irreducible g module V(ν) by (ν|ν + 2ρ) by ([Ku5] 2.1.16), we
can easily compute the action of L0 on any component V(ν) of V(λ) ⊗ V(µ); it will act via a scalar depending
only on λ, µ, ν.
Now, let V(ν) ⊂ V(λ) ⊗ V(µ) be a δ-maximal component as in Definition 1.2.2 and consider the subspace
Wν as in Definition 1.2.3. By Proposition 1.2.8.3, we can conclude the following immediate corollary.
Corollary 1.2.10. Wν is a unitarizable Vir representation.
In general, Wν is not an irreducible Vir representation. However, by Remark 1.2.9 L0 acts on each V(ν − kδ)
as a scalar, so that each of these summands corresponds to a single Vir weight space.
Lemma 1.2.11. L−k : V(ν)→ V(ν − kδ), corresponding to shifting the Vir weight by kh.
Proof. As all of Wν has the same positive central charge, we need only compute the change in the weight










(ν − kδ|ν − kδ + 2ρ)












(ν|ν + 2ρ) − 2k(ν|δ) − 2k(ρ|δ)












(ν|ν + 2ρ) − 2k(l + m) − 2k(h∨)













l + m + h∨
)
+ k.








and we have that L−k adds kh to a weight
space, we get the desired result. 
Therefore, combining Lemmas 1.2.11 and 1.2.7 we get the following key proposition which allows us to
determine if the multiplicities mk = mν−kδλ,µ as in Definition 1.2.3 are nonzero.
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Proposition 1.2.12. Let λ, µ ∈ P+ with positive levels l,m, respectively. Let V(ν) ⊂ V(λ) ⊗ V(µ) be a









, 0, we have mk ≥ 1 for all k ≥ 0.
2. Else, we have m1 = 0 and mk ≥ 1 for k = 0, k ≥ 2
Proof. Choose a nonzero highest weight vector vν ∈ V(ν) ⊂ Wν. By Lemma 1.2.11, we have Lk(v) = 0 for all
k > 0, as there are no components of the form V(ν + kδ) in Wν. Thus, vν is a highest weight vector for the Vir
action, and generates an irreducible, unitarizable Vir-submodule of Wν. Applying Lemma 1.2.7 determines
if L−1(vν) is nonzero by computing the L0-action on vν. But L−1(vν) ∈ V(ν − δ) by Lemma 1.2.11 and is
the highest weight vector of V(ν − δ) under the U(g′) action, since [L−1, g′] = 0. Therefore, determining if
L−1(vν) , 0 is equivalent to checking if V(ν − δ) ⊂ Wν. 
We conclude this section with two examples; the first is an alternate approach to a textbook exercise, and
the second is an interpretation of root components for affine Lie algebras with respect to imaginary roots.
Example 1.2.13. Consider g = ŝl2, and let λ = µ = Λ0. Then of course V(2Λ0) ⊂ V(Λ0) ⊗ V(Λ0) is a













But, we have (Λ0|Λ0) = (Λ0|ρ) = 0, so that L0 acts by 0 on V(2Λ0). Thus by Proposition 1.2.12, we have
V(2Λ0 − δ) 1 V(Λ0) ⊗ V(Λ0), but V(2Λ0 − kδ) ⊂ V(Λ0) ⊗ V(Λ0) for any k > 1; this agrees with Exercise
12.16 of [Kac].
Example 1.2.14. For any affine Lie algebra g, let λ = µ = ρ. Then of course V(2ρ) ⊂ V(ρ) ⊗ V(ρ) is














Thus by Proposition 1.2.12, we have V(2ρ − kδ) ⊂ V(ρ) ⊗ V(ρ) for any k ≥ 0.
Now, let β = kδ be a positive imaginary root. By the regularity condition (P2) for root components as
in the Introduction, if (λ, µ, β) is a Wahl triple, then necessarily λ and µ are both regular dominant weights.
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Combining Example 1.2.14 and additivity, we get the first example of affine root components via the following
corollary.
Corollary 1.2.15. Let β be a positive imaginary root, and (λ, µ, β) a Wahl triple. Then V(λ + µ − β) ⊂
V(λ) ⊗ V(µ).
Remark 1.2.16. In fact, the stronger statement that V(λ + µ − kδ) ⊂ V(λ) ⊗ V(µ) where g = A(1)n and at
least one of λ or µ is regular dominant follows immediately from the same approach as above. Careful
consideration of the necessary inequalities would likely give the result for all affine g, but we will have no
need for such a result here.
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CHAPTER 2
Root components and tensor products of affine Lie algebra representations
In this chapter we begin in earnest our study of root components for affine Lie algebras. Recall that by a
Wahl triple we mean a triple (λ, µ, β) ∈ (P+)2 × Φ+ such that
(P1) λ + µ − β ∈ P+, and
(P2) If λ(α∨i ) = 0 or µ(α
∨
i ) = 0, then β − αi < Φ t {0}.
The content of this chapter is the proof of Theorem I from the Introduction that V(λ+µ−β) ⊂ V(λ)⊗V(µ)
for real positive roots β ∈ Φ+Re (the imaginary root case being covered by Corollary 1.2.15 of the previous
chapter).
We construct the proof in three sections. First, notice that the conditions (P1) and (P2) are invariant
under adding δ; that is, if (λ, µ, β) is a Wahl triple, then so is (λ, µ, β + kδ) for any k ∈ Z+. This allows us
to make use of the GKO construction of the Virasoro algebra and explore its action on the spaces Wλ+µ−β
and reduce to certain maximal root components via Proposition 1.2.12. In the second section, we closely
following the construction of root components for simple Lie algebras as in [Ku3] to show the existence of
the bulk of the maximal components, among others. We refer to this approach as the Kumar construction of
root components, as the approach is identical to the finite case. Finally, in the third section we construct the
remaining maximal root components that are excluded from the previous methods explicitly using familiar,
but ad hoc, constructions from the general tensor decomposition problem.
2.1 Maximal root components and the Virasoro action
Fix for the remainder of this chapter a simple untwisted affine Lie algebra g and a Wahl triple (λ, µ, β) ∈
(P+)2 × Φ+Re; without loss of generality, assume that λ(d) = µ(d) = 0. Let l, m be the levels of λ and µ,
respectively. Then by Proposition 1.2.8.2, we know precisely how L0 ∈ Vir acts on V(λ) ⊗ V(µ) via the
GKO construction. The goal of this section is to understand how this action interacts with potential root
components V(λ + µ − β). As a first step, we consider the Cartan component V(λ + µ) ⊂ V(λ) ⊗ V(µ), which
is guaranteed to appear in the tensor decomposition, in the following lemma.
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(λ + µ|λ + µ + 2ρ)
l + m + h∨
)
≥ 0.
Proof. Let v := vλ ⊗ vµ ∈ V(λ) ⊗ V(µ), where vλ, vµ are nonzero highest weight vectors in V(λ), V(µ),
respectively. Then v is the highest weight vector of the Cartan component V(λ + µ) ⊂ V(λ) ⊗ V(µ). Now
consider the Virasoro action Vir.(v) coming from the GKO construction. As v is the highest weight vector
of the tensor product, necessarily Lk.v = 0 for all k ≥ 1. So, consider the irreducible unitarizable Viraasoro
representation generated by v. By Proposition 1.2.8, we know that the action of L0 on v is given precisely by
the scalar value above; by the proof of Lemma 1.2.7, we know that this value must be nonnegative.

Now, we can obtain from this the following immediate key proposition pertaining to Wahl triples.










(λ + µ − β|λ + µ − β + 2ρ)
l + m + h∨
)
> 0.
Proof. We use the bilinearity of the form (·|·) to expand the third term as
(λ + µ − β|λ + µ − β + 2ρ)
l + m + h∨
=
(λ + µ|λ + µ + 2ρ)
l + m + h∨
−
2(λ + µ|β) + 2(ρ|β) − (β|β)
l + m + h∨
.










(λ + µ − β|λ + µ − β + 2ρ)












(λ + µ|λ + µ + 2ρ)






2(λ + µ|β) + 2(ρ|β) − (β|β)
l + m + h∨
)
.
By Lemma 2.1.1, we know that the first term is nonnegative. Further, we know that 2(ρ|β) − (β|β) ≥ 0, as
1 ≤ ρ(β∨) = 2(ρ|β)(β|β) . Finally, since λ, µ ∈ P
+ we have that (λ + µ|β) > 0, so that in total the expression as a
whole is strictly positive. 
The primary consequence of Proposition 2.1.2–and in fact the motivation to consider such values–is the
following relation to the Virasoro action on V(λ)⊗V(µ): for any root component associated to a triple (λ, µ, β)
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as above, we have that the L0 action on V(λ + µ − β) is strictly positive, by Proposition 1.2.8. In particular,
this holds for δ-maximal root components, so that by Proposition 1.2.12 we have the following corollary.
Corollary 2.1.3. Let V(λ + µ − β) ⊂ V(λ) ⊗ V(µ) be a δ-maximal root component. Then for any k ≥ 0, we
have V(λ + µ − β − kδ) ⊂ V(λ) ⊗ V(µ).
Note that while the above corollary allows us to conclude the existence of infinitely many root components
from the existence of its associated δ-maximal component, the action of the Virasoro does not a priori say
anything about the appearance of the δ-maximal root components in the tensor product decomposition.
Nevertheless, to conclude the proof of Theorem I, our work is reduced by Corollary 2.1.3 to showing the
existence of these δ-maximal root components.
Recall that, for any β ∈ Φ+Re, we can write β = γ + kδ for some γ ∈
◦
Φ and k ∈ Z+. This can further be
separated into two cases: if γ ∈
◦
Φ+, then we can take any k ≥ 0; else, if γ ∈
◦
Φ−, then necessarily k ≥ 1.
Therefore, when considering the δ-maximal root components V(λ + µ − β), it suffices to consider the two
possibilities V(λ+ µ− γ) and V(λ+ µ− (−γ+ δ)), where γ ∈
◦
Φ+. The first of these cases follows immediately
from Kumar’s result in the finite case.
Proposition 2.1.4. Let (λ, µ, γ) be a Wahl triple with γ ∈
◦
Φ+. Then mλ+µ−γλ,µ , 0.
Proof. Since γ ∈
◦
Φ+, we can assume that λ(α∨0 ) = µ(α
∨
0 ) = 0. Let
◦
V(λ) ⊂ V(λ) denote the ◦g-submodule
generated by the highest weight vector, and similarly for
◦
V(µ). Then by [Ku3], we have that
◦









V(λ+µ− γ). We claim that this
is in fact a highest weight vector for g. Indeed, all that remains to check is that e0.vγ = 0. By the assumption
that λ(d) = µ(d) = 0, we have that no vector in V(λ) ⊗ V(µ) can have weight ν with ν(d) ≥ 1. However, since
γ ∈
◦
Φ+, if e0.vγ , 0, we have (λ + µ − γ + α0)(d) = α0(d) = 1, a contradiction. Thus e0.vγ = 0 and generates
a g-submodule V(λ + µ − γ) ⊂ V(λ) ⊗ V(µ).

From this, via Corollary 2.1.3 we have the following corollary.
Corollary 2.1.5. Let (λ, µ, β) be a Wahl triple with β = γ + kδ for some γ ∈
◦
Φ+ and k ≥ 0. Then
V(λ + µ − β) ⊂ V(λ) ⊗ V(µ).
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2.2 The Kumar construction of root components
We now want to show the existence of the remaining δ-maximal root components V(λ + µ − (−γ + δ)).
In this section, we give a first construction for root components in the tensor decomposition problem. The
results and arguments of this section directly parallel those found in [Ku3]; we reproduce much of the original
argument therein here, for completeness. We refer to this general method as the Kumar construction. While
this approach will also recover many of the root components we have already considered, it will not suffice to
give all the of the necessary remaining δ-maximal ones. We handle the final cases in the next section.
Recall by Proposition 1.1.4 we have that
mλ+µ−βλ,µ = dim{v ∈ V(µ)µ−β : e
λ(α∨i )+1
i .v = 0 for all simple roots αi}.
Our goal is to explicitly construct such a vector v ∈ V(µ)µ−β for (λ, µ, β) ∈ (P+)2 × Φ+Re a Wahl triple. To do
so, we begin with the following preparatory lemma.
Lemma 2.2.1. Let β ∈ Φ+Re, with β = γ + kδ for some γ ∈
◦
Φ and k ∈ Z+, and suppose β − 2αi is a root for
some i. Then neither of β − 2α j or β − 2α j − αi is a root for i , j.
Proof. If β ∈
◦
Φ+ (that is, if k = 0), then the lemma holds just by explicit knowledge of the finite root systems;
see [Bou1] for example. Else, first suppose β − 2α0 is a root. Then we have β − 2(δ − θ) = (γ + 2θ) + (k − 2)δ
is a root, where θ ∈
◦
Φ+ is the highest root of the underlying semisimple Lie algebra. Thus β − 2α0 is a root if
and only if γ + 2θ is a root in
◦
Φ, so that γ = −θ. In this case, neither of β − 2α j or β − 2α j − α0 is a root for
any j , 0, as the first would mean that −θ − 2α j ∈
◦




Now, suppose β − 2αi is a root for i , 0. Then we have (γ − 2αi) + kδ is a root, so that γ − 2αi ∈
◦
Φ. By
the finite case, we get immediately that β − 2α j and β − 2α j − αi are not roots for j , 0, i, as this would have
to hold for γ. As above, β − 2α0 ∈ Φ would imply that γ = −θ, contradicting β − 2αi being a root. Finally,
β − 2α0 − αi ∈ Φ would imply that γ − αi + 2θ ≤ θ, so that γ = −θ or γ = −θ + αi; in each of these cases,
γ − 2αi is not a root, contradicting β − 2αi being a root.

We next introduce the following set of indices, which will play a role in the construction of sufficient
Wahl triples associated to a positive root β.
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Definition 2.2.2. For β ∈ Φ+Re, define Fβ := {i : β − αi < Φ
+ t {0}}.
Proposition 2.2.3. Let (λ, µ, β) be a Wahl triple, and suppose that β − 2αi < Φ+ for any i, or else µ(β∨) = 1.
Then V(λ + µ − β) ⊂ V(λ) ⊗ V(µ).
Proof. Let vµ denote a nonzero highest weight vector of V(µ), and choose a nonzero root vector X−β ∈ g−β.
Set v := X−β.vµ. For any 0 , Xβ ∈ gβ, we have
Xβ.v = Xβ(X−β.vµ) = [Xβ, X−β]vµ = (Xβ|X−β)ν−1(β)vµ = (Xβ|X−β)µ(ν−1(β))vµ
where ν : h→ h∗ is the map induced by (·|·). This is nonzero as (Xβ|X−β) , 0 and by the regularity condition
(P2), µ(ν−1(β)) > 0. Then v ∈ V(µ)µ−β is a nonzero vector.
By the dominance of λ we always have λ(α∨i ) + 1 ≥ 1. Then if i ∈ Fβ, we get
ei.v = ei(X−β.vµ) = [ei, X−β].vµ = 0,
as by definition αi − β < Φ. Else, if i < Fβ, we have by the regularity condition (P2) that λ(α∨i ) + 1 ≥ 2, and
e2i .v = ((adei)
2(X−β)).vµ = 0
by the assumption that β − 2αi < Φ+. Thus for all i, e
λ(α∨i )+1
i .v = 0 as required.
Else, if µ(β∨) = 1, we have sβ(µ) = µ − β, so that λ + sβ(µ) ∈ P+ and so by Theorem 1.1.2 we have that
V(λ + µ − β) ⊂ V(λ) ⊗ V(µ) in this case as well. 
Remark 2.2.4. This proof holds more generally for any symmetrizable Kac-Moody algebra g and triple
(λ, µ, β) satisfying (P1) and (P2) as well as the stronger condition on β as in Proposition 2.2.3.
Remark 2.2.5. If g is a simply-laced affine Lie algebra, then the only roots β ∈ Φ+Re for which Proposition
2.2.3 does not apply are of the form β = αi + kδ, k ≥ 1.
Next, we consider triples (λ, µ, β) where β − 2αi ∈ Φ+ for some i. By Lemma 2.2.1, this i is unique. For
technical reasons, we assume that g , G(1)2 ; this will be handled separately.
Proposition 2.2.6. Let g , G(1)2 , and let (λ, µ, β) be a Wahl triple. Suppose αi is the unique simple root such
that β − 2αi ∈ Φ+. Then V(λ + µ − β) ⊂ V(λ) ⊗ V(µ) assuming at least one of the following:
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1. λ ∈ P+ is regular dominant, or
2. Fβ = Fβ−αi
Proof. Again, let vµ ∈ V(µ) denote a nonzero highest weight vector, X−β ∈ g−β a nonzero root vector,
and define X−β+αi := [ei, X−β], X−β+2αi := [ei, X−β+αi]. Since g , G
(1)
2 , we have that |β(α
∨
i )| ≤ 2, so that
β − 3αi, β + αi < Φ. Set
v := (X−β+αi fi − 2µ(α
∨
i )X−β)vµ ∈ V(µ)µ−β.
Then by a similar computation as in the proof of Proposition 2.2.3 (making use of the condition (P2) and
that µ(β∨) ≥ 1), we have for any 0 , Xβ ∈ gβ that Xβ.v , 0, so that v , 0. Now, for any j , i, we have
e2j .v = e
2












2(X−β+αi) = 0 and (ade j)
2(X−β) = 0 by Lemma 2.2.1. Further, we have
ei.v = X−β+2αi fivµ + µ(α
∨
i )X−β+αivµ − 2µ(α
∨
i )X−β+αivµ
= X−β+2αi fivµ − µ(α
∨
i )X−β+αivµ
=⇒ e2i .v = µ(α
∨




Therefore e2j .v = 0 for all j.
If λ ∈ P+ is regular dominant, then λ(α∨j ) + 1 ≥ 2 for all j, so by Proposition 1.1.4 we get V(λ + µ − β) ⊂
V(λ) ⊗ V(µ). Else, for any j such that λ(α∨j ) = 0, by condition (P2) we have j ∈ Fβ; note that i < Fβ. Thus if
Fβ = Fβ−αi , we have
e j.v = ([e j, X−β+αi]) fivµ − 2µ(α
∨
i )([e j, X−β])vµ = 0
so that again by Proposition 1.1.4 we have V(λ + µ − β) ⊂ V(λ) ⊗ V(µ).

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To end this section, recall the set of indices Fβ for β ∈ Φ+Re. The following dominant weights will play a
crucial role for the remaining constructions of this chapter.
Definition 2.2.7. Given β ∈ Φ+Re, define ρβ :=
∑
i<Fβ Λi.
By construction, the weight ρβ satisfies condition (P2) and is the minimal dominant weight with ρβ(d) = 0
that can do so. Therefore, if 2ρβ − β ∈ P+, we can conclude by additivity that m
2ρβ−β
ρβ,ρβ , 0 =⇒ m
λ+µ−β
λ,µ , 0
for any Wahl triple (λ, µ, β).
2.3 Exceptional Maximal Components
In light of Corollary 2.1.5, all that remains to show to complete the proof of Theorem I is the existence
of root components V(λ + µ − β) ⊂ V(λ) ⊗ V(µ) for β = −γ + kδ, γ ∈
◦
Φ+ and k > 0. By Corollary 2.1.3, it
suffices to assume that k = 1. We can reduce further, by making use of Propositions 2.2.3 and 2.2.6, to the
case that β − 2α j ∈ Φ+ for some unique j. We can exclude the case j = 0, via the following easy lemma.
Lemma 2.3.1. Let (λ, µ, β) be a Wahl triple such that β = −γ + kδ for some γ ∈
◦
Φ+ and k ≥ 1 and such that
β − 2α0 ∈ Φ. Then V(λ + µ − β) ⊂ V(λ) ⊗ V(µ).
Proof. Direct computation shows that
β − 2α0 = −γ + kδ − 2α0 = 2θ − γ + (k − 2)δ.
This is a root if and only if 2θ − γ ∈
◦
Φ, so necessarily γ = θ. But then we have β = α0 + (k − 1)δ. Thus we
can reduce to the δ-maximal component associated to β = α0; the existence of V(λ + µ − α0) in V(λ) ⊗ V(µ)
is clear. 
The remaining options for such β, with j , 0, correspond to roots γ ∈
◦
Φ+ such that γ + 2α j ∈
◦
Φ+. We
collect these possibilities, organized by the type g, γ ∈
◦
Φ+, and the associated unique simple root denoted
α j(γ), in Table 2.1 below.
We refer to these roots β and their associated root components as "exceptional," since root behavior of
this type does not appear in the semisimple setting and as the methods to demonstrate their existence in the
tensor decomposition do not uniformly fit into the general approach of the Kumar construction. Instead,
we will primarily make use of the PRV and generalized PRV components, as was demonstrated for certain
components above, to construct these final δ-maximal components. Throughout the remainder of this section,
we deal with generic Wahl triples (λ, µ, β) for each specified β, unless explicitly stated.
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g γ α j(γ)
B(1)l
∑







+ αl, 2 ≤ i < l αi−1
F(1)4 α2 α3
F(1)4 α1 + α2 α3
F(1)4 α2 + 2α3 α4
F(1)4 α1 + α2 + 2α3 α4
F(1)4 α1 + 2α2 + 2α3 α4
F(1)4 α1 + 2α2 + 2α3 + 2α4 α3
G(1)2 α2 α1
G(1)2 α1 + α2 α1




i≤k<l αk, 1 ≤ i < l, β = −γ+ δ, we have that αl is the unique simple root such that β− 2αl ∈ Φ+.
Setting [l] := {0, 1, 2, . . . , l}, we have
Fβ =

[l]\{i − 1, l} i , 2
[l]\{0, 1, l} i = 2
Comparing this to Fβ−αl , we see that Fβ = Fβ−αl in all cases; thus we can apply Proposition 2.2.6.
2.3.2 C(1)l







αl, 2 ≤ i < l and β = −γ + δ that ρβ = Λi−1. Set
w := si−1si−2 · · · s2s1s0s1s2 · · · si−2si−1 ∈ W.
Then direct computation using the Weyl group action shows that wρβ = ρβ − β. Therefore, we have in these
cases that V(2ρβ − β) = V(ρβ + wρβ) ⊂ V(ρβ) ⊗ V(ρβ) as a PRV component.
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2.3.3 F(1)4
• γ = α2: Here, β = −α2 + δ = α0 + 2α1 + 2α2 + 4α3 + 2α4, Fβ = {0, 2, 4}, and we can take




X−β+α3 f3 − 2X−β − X−β+α3+α4[ f3, f4]
)
vΛ1+Λ3 .
Then one can check directly as previously that Xβ.v , 0, so that v , 0, and that e0.v = e2.v = e4.v =
e21.v = e
2
3.v = 0, as required to apply Proposition 1.1.4.
• γ = α1 + α2: We have β = −γ + δ = α0 + α1 + 2α2 + 4α3 + 2α4, and can take λ = µ = ρβ = Λ0 + Λ3.
Set w = s3s2s4s3s2s4s3, v = s1, and ξ = α0 + α1. Then v−1ξ = α0, a simple root, and we have
vρβ = ρβ, wρβ = ρβ − 2α2 − 4α3 − 2α4.
Then vρβ(ξ∨) = 1, wρβ(ξ∨) = 3, so that we have V(wρβ + vρβ − ξ) = V(2ρβ − β) ⊂ V(ρβ) ⊗ V(ρβ) as a
generalized PRV component.
• γ = α2 + 2α3: In this case, we have β = −γ + δ = α0 + 2α1 + 2α2 + 2α3 + 2α4, and α4 is the unique
simple root such that β − 2α4 ∈ Φ+. Then Fβ = {0, 2, 3} = Fβ−α4 , and as F
(1)
4 is doubly-laced, we can
apply Proposition 2.2.6.
• γ = α1 + α2 + 2α3: We have β = −γ + δ = α0 + α1 + 2α2 + 2α3 + 2α4, and α4 is the unique simple root
such that β− 2α4 ∈ Φ+. As in the previous case, we compute Fβ = {1, 3} = Fβ−α4 , so that we can apply
Proposition 2.2.6.
• γ = α1 + 2α2 + 2α3: For this we get β = −γ + δ = α0 + α2 + α2 + 2α3 + 2α4. Similarly to the second
case, we set w = s4s3s1s2s3s4, v = e, and use λ = µ = ρβ = Λ0 + Λ4. Then of course v−1α0 = α0, a
simple root, and
wρβ = ρβ − α1 − α2 − 2α3 − 2α4.
Finally, vρβ(α∨0 ) = 1 and wρβ(α
∨
0 ) = 2, so that we get V(wρβ + vρβ −α0) = V(2ρβ − β) ⊂ V(ρβ)⊗V(ρβ)
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as a generalized PRV component.
• γ = α1 + 2α2 + 2α3 + 2α4: In this final case, we have β = −γ + δ = α0 + α1 + α2 + 2α3, and α3 is the
unique simple root such that β − 2α3 ∈ Φ+. Then we see that Fβ = {1, 2, 4} = Fβ−α3 , so we can apply
Proposition 2.2.6.
2.3.4 G(1)2
• γ = α2: We have β = −α2 + δ = α0 + 3α1 + α2. Then the minimal dominant λ, µ ∈ P+ satisfying
the necessary condition (b) are λ = Λ0 + Λ1, µ = Λ0 + 2Λ1. Setting w = s1s2s1, v = e, we have that
v−1(α0) = α0, and
wλ = s1s2s1(Λ0 + Λ1) = λ − 3α1 − α2.
Further, vµ(α∨0 ) = 1, wλ(α
∨
0 ) = 2, so that we have V(wλ + vµ − α0) = V(λ + µ − β) ⊂ V(λ) ⊗ V(µ) as a
generalized PRV component. A direct computation shows that L0 acts positively on V(λ + µ − β) in
this case, as required.
• γ = α1 + α2: We have β = −α1 − α2 + δ = α0 + 2α1 + α2, Fβ = {2}. Then we have ρβ = Λ0 + Λ1, and
2ρβ−β ∈ P+. Setting w = s2s1 and v = s0s1, we have wρβ = Λ0+λ1−α1−α2 and vρβ = Λ0+Λ1−α0−α1,
so that we have V(2ρβ − β) = V(wρβ + vρβ) ⊂ V(ρβ) ⊗ V(ρβ) as a PRV component.
As the above constructions give the remaining δ-maximal root components that were not covered by the
previous section, this list along with Corollary 2.1.3 concludes the proof of Theorem I.
Finally, we remark that while there are apparent similarities between root components and generalized
PRV components, the statement and proofs of the existence of generalized PRV components does not
completely include the root components, even in the semisimple case; see [MPR] for some discussion
in this direction. However, we have seen that many root components–especially those for triples of the




A Primer on Kostant–Kumar Modules
In this chapter, we discuss certain submodules K(λ,w, µ) of the tensor product V(λ) ⊗ V(µ) for arbitrary
symmetrizable Kac–Moody algebras referred to in [KRV] as Kostant–Kumar modules or KK modules.
Indexed by Weyl group elements w ∈ W, these modules give a filtration of the tensor product with respect to
the Bruhat order on W. We can then rephrase much of our discussion concerning the tensor decomposition
problem for decomposing K(λ,w, µ) into irreducible representations. In the first section, we review the
algebraic description of KK modules and discuss basic properties and examples. In the second section,
we sketch a geometric construction of K(λ,w, µ) for the case g a semisimple Lie algebra to recover key
results about additivity in this setting. A similar brief discussion regarding the geometric construction for
arbitrary symmetrizable Kac–Moody g will be given in the third section, along with a character formula for
K(λ,w, µ) in this case which to our knowledge has yet to appear in the literature. While the geometry in
the infinite-dimensional setting is necessarily more subtle, the extension of results from the semisimple to
symmetrizable setting is fairly standard, and details will be given in the general case only when pertinent.
3.1 Algebraic construction of Kostant–Kumar modules
We begin with a purely algebraic definition of the Kostant–Kumar modules K(λ,w, µ).
Definition 3.1.1. Let g be a symmetrizable Kac–Moody algebra, w ∈ W a Weyl group element, and λ, µ ∈ P+.
Then the Kostant–Kumar module K(λ,w, µ) is defined by
K(λ,w, µ) := U(g).(vλ ⊗ vwµ) ⊂ V(λ) ⊗ V(µ),
where vλ is a nonzero highest weight vector in V(λ) and vwµ is a nonzero extremal vector of weight wµ in
V(µ).
Example 3.1.2. For any λ, µ, let w = e. Then we have by definition that
K(λ, e, µ) = U(g).(vλ ⊗ vµ) = V(λ + µ),
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as vλ ⊗ vµ is the maximal vector generating the Cartan component.
Example 3.1.3. Let g be a semisimple Lie algebra, and take w = w0, the longest word in W. Then we have







Example 3.1.4. Let g = A2, and let λ = µ = ρ. Then the following examples are taken from [KRV]:
K(ρ, e, ρ) = V(2ρ) K(ρ, s1s2, ρ) = V(2ρ) ⊕ V(3Λ2) ⊕ V(3Λ1) ⊕ V(ρ)
K(ρ, s1, ρ) = V(2ρ) ⊕ V(3Λ2) K(ρ, s2s1, ρ) = V(2ρ) ⊕ V(3Λ2) ⊕ V(3Λ1) ⊕ V(ρ)
K(ρ, s2, ρ) = V(2ρ) ⊕ V(3Λ1) K(ρ, s1s2s1, ρ) = V(2ρ) ⊕ V(3Λ2) ⊕ V(3Λ1) ⊕ V(ρ)⊕2 ⊕ V(0)
The name Kostant–Kumar modules, which first appeared in [KRV], derives from Kostant’s "strengthened"
version of the PRV conjecture, proven by Kumar in [Ku2]. We discuss this result in more detail in the next







for some nonnegative integers mνλ,µ(w), depending on w. As each K(λ,w, µ) is a submodule of V(λ) ⊗ V(µ),
knowing a module V(ν) appears with multiplicity mνλ,µ(w) > 0 is stronger than knowing m
ν
λ,µ > 0, as
mνλ,µ(w) ≤ m
ν
λ,µ. In fact, the collection {K(λ,w, µ)} as w ∈ W varies gives a filtration of V(λ) ⊗ V(µ)
compatible with the Bruhat order on W, as evidenced in Example 3.1.4 above.
Proposition 3.1.5. Let v,w ∈ W be Weyl group elements such that v ≤ w in the Bruhat order. Then for
λ, µ ∈ P+, we have K(λ, v, µ) ⊂ K(λ,w, µ).
Proof. Fix such v,w ∈ W. Recall for a Weyl group element u ∈ W and dominant weight η, the Demazure
module Vu(η) is given by
Vu(η) := U(b+)(vuη).
As is classically known, we have for v ≤ w that vvµ ∈ Vw(µ). This immediately implies, as vλ is annihilated
by U(b+), that U(b+)(vλ ⊗ vvµ) ⊂ U(b+)(vλ ⊗ vwµ). Therefore, at the level of KK modules we have











Remark 3.1.6. In fact, we can strengthen this result to not just the Bruhat order on W, but to the Bruhat
order on the double coset space Wλ\W/Wµ, where Wλ, Wµ are the stabilizers in W of λ and µ, respectively.
We will not make use of this fact here.
The appearance of the Demazure modules Vw(µ) in the proof of Proposition 3.1.5 is not coincidental,
which is observable from the purely algebraic considerations above or by the geometric considerations of the
next two sections. In fact, we can make further connections between Demazure modules and the internal
structure of KK modules via the following proposition, which generalizes Proposition 1.1.4, for computing
the multiplicities mνλ,µ(w).
Proposition 3.1.7. Let g be a symmetrizable Kac–Moody algebra, λ, µ ∈ P+, and w ∈ W. Then
mνλ,µ(w) = dim{v ∈ Vw(µ)ν−λ : e
λ(α∨i )+1
i .v = 0 for all simple roots αi}.
Like its counterpart Proposition 1.1.4 for tensor product multiplicities, the proof of Proposition 3.1.7 relies
in part on the language of crystal bases and global bases of quantum group representations, so we postpone
this to Appendix 1. For g a semisimple Lie algebra or a Kac–Moody algebra associated to a symmetric Cartan
matrix, Proposition 3.1.7 follows from the work of Joseph [Jos]. For general symmetrizable g, it follows from
the character formula given in the following sections along with the argument of Appendix 1.
3.2 A geometric construction of KK modules
In this section, we briefly review the geometric construction of KK modules for semisimple Lie algebras g.
We follow the notations and conventions of [Ku2], and refer interested readers there for full details. We take
this approach to prove the following analogue of the additivity result of the tensor decomposition problem;
that is, our goal of this section is to prove the following proposition.




Remark 3.2.2. Note that, for w = w0 the longest Weyl group element, this is the classical statement of
additivity for the tensor product.
While we present this only for semisimple g, the same argument can be adapted to the general symmetriz-
able Kac–Moody setting; necessary changes in the geometric statements can be found in [Ku1] and [Ku4].
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We will make use of the more general geometric setting in the next section. The results of these two sections
can be taken as given, if desired, as the discussion on the geometry will not play a substantial role in what
remains.
3.2.1 Geometry of the flag variety and representation theory
Let G be a simple, simply-connected complex algebraic group with Lie algebra g, and fix a maximal
torus and Borel subgroup T ⊂ B ⊂ G with respect to our choice of root data for G (or equivalently g). For
any integral (not necessarily dominant) weight λ ∈ h∗, let Cλ be the one-dimensional representation of B such
that the torus acts by the character eλ (and the unipotent radical of B of course acting trivially).
We define the (complete) flag variety to be the homogeneous space X := G/B. As is classically known,
the flag variety has a decomposition into a disjoint union of open Schubert cells BwB/B, indexed by Weyl
group elements w ∈ W, called the Bruhat decomposition. We define the Schubert variety Xw as the closure




For an integral weight λ, we denote by L (λ) the line bundle on X associated to the principal B-bundle
G → X given by the B-representation C−λ; that is, the bundle G ×B C−λ → G/B. We will abuse notation
and use the same symbol L (λ) for the restriction of the line bundle to any Schubert variety Xw. Then two
foundational results that connect the geometry of the flag variety and representation theory of g are the
Borel-Weil theorem, which gives a geometric description of the irreducible modules V(λ), and a similar result
on Demazure modules Vw(λ).
Theorem 3.2.3. Let λ ∈ P+, and fix w ∈ W. Then we have isomorphisms
(a) H0(X,L (λ))∗  V(λ) as g representations, and
(b) H0(Xw,L (λ))∗  Vw(λ) as b representations.
We next describe a similar construction for the KK module K(λ,w, µ).
3.2.2 KK modules and line bundles on G-orbits in X × X
For a variety Y with an algebraic action of B, we can define the variety Ỹ := G ×B Y , the total space of the
fiber bundle with fiber Y associated to the principal B-bundle G → G/B. Then Ỹ has a G-action. In particular,
if Y = Xw is a Schubert variety, we let
X̃w := G ×B Xw.
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By the Bruhat decomposition, we have natural inclusion maps Xv ↪→ Xw for v ≤ w, which extends to a
natural inclusion X̃v ↪→ X̃w. To better understand the geometry of these X̃w, consider the map dw : X̃w → X×X
given by
dw(g, x) := (gB/B, g · x) ∈ X × X.
for g ∈ G and x ∈ Xw ⊂ X. Then it is easy to check that the map dw is a G-equivariant closed immersion,
where G acts diagonally on X × X. The image of dw is the closure of the G-orbit of the point (e,wB/B).
Given two integral weights λ, µ, we denote by L (λ  µ) the line bundle on X × X given by the external
tensor product of the line bundles L (λ) and L (µ). Finally, we denote by Lw(λ  µ) the pullback to X̃w of
L (λ  µ) via dw. With this setup at our disposal, we record the two key results of [Ku2] we need for this
section.
Theorem 3.2.4. Fix v ≤ w in W and λ, µ ∈ P+. Then
(a) The canonical restriction map H0(X̃w,Lw(λ  µ))→ H0(X̃v,Lv(λ  µ)) is surjective.
(b) H0(X̃w,Lw(λ  µ))∗  K(λ,w, µ) as g representations.
With these two results in hand, we can now give the proof of Proposition 3.2.1.
Proof of Proposition 3.2.1. By Proposition 3.2.4.(a), we have that K(λ′,w, µ′)∗  H0(X̃w,Lw(λ′  µ′)). By
3.2.4.(b), we have a surjection
H0(X̃w,Lw(λ′  µ′)) H0(X̃e,Le(λ′  µ′)).
But under de, X̃e is given by the diagonal orbit of G in X = G/B; that is, we have X̃e  ∆(X), so that
H0(X̃e,Le(λ′  µ′))  H0(∆(X),L (λ′ + µ′)).
By the Borel-Weil theorem, this is isomorphic to V(λ′ + µ′)∗, which contains a vector with B-weight
(λ′ + µ′)∗. Since the above surjection is a G-map, we can pull back to get a section
σ ∈ H0(X̃w,Lw(λ′  µ′))B(λ′+µ′)∗ .
Now, if V(ν)∗ ⊂ K(λ,w, µ)∗ with lowest weight vector v∗ν, we have a section α ∈ H
0(X̃w,Lw(λ  µ)) of
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weight ν∗ which generates the submodule. We therefore get an injective map
H0(X̃w,Lw(λ  µ)) ↪→ H0(X̃w,Lw((λ + λ′)  (µ + µ′)))
given by η 7→ η⊗σ. This map sends α 7→ α⊗σ, which has weight (ν+λ′ +µ′)∗ and generates the submodule
V(ν + λ′ + µ′)∗ ⊂ K(λ + λ′,w, µ + µ′)∗;
dualizing then gives the result.

Remark 3.2.5. The same argument, taking w = w0, would also yield a geometric proof of Corollary 1.1.5 in
the semisimple case. Unfortunately, the algebraic proof of Corollary 1.1.5 fails for KK modules, as a tensor
product Vw(µ) ⊗ Vw(µ′) is not in general a Demazure module. In [Jos], Joseph gives an "excellent filtration"
of tensor products of the form Ve(µ) ⊗ Vw(µ′), where an excellent filtration is one whose successive quotients
are themselves Demazure modules. We will see a combinatorial version of this in Appendix 1.
3.3 A character formula for KK modules
For semisimple Lie algebras g, Kumar [Ku2] gave the following character formula for K(λ,w, µ).
Theorem 3.3.1. Let Dw be the Demazure operator associated to w ∈ W. Then





In this section, we extend the character formula for KK modules in the semisimple Lie algebra case to
the symmetrizable Kac–Moody case. The result and its proof will be completely analogous to that of [Ku2].
We include the proof only because of its utility in proving Proposition 3.1.7 in the general setting. We again
introduce, often without much exposition, the geometric objects (at this point in time fairly standard) that we
will need. For full details, we refer the reader to [Ku1] and [Ku4] which work at this level of generality. We
remark that in some key results of [Ku4], additional regularity conditions were assumed. These can, with
some adjustments, be removed and so we do not include them here. However, all results which use the most
general version of Proposition 3.1.7 will include the same regularity conditions, so that the statements as
found in [Ku4] suffice for our purposes.
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For W the Weyl group of a symmetrizable Kac–Moody algebra g, we setW to be the set of all sequences
simple reflections w = (si1 , . . . , sin). Then we let m : W → W be the multiplication map m(w) = si1 · · · sin .
We say that w is reduced if m(w) is a reduced expression in W. We define a partial order onW by v ≤ w if v
is obtained from w be deleting some entries. Then (W,≤) is a directed set, so that for any w1, w2 ∈ W, there
exists some w such that wi ≤ w for i = 1, 2.
For any two sequences v,w ∈ W, let Zv,w be the Bott–Samelson–Demazure–Hansen (or BSDH) variety
associated to the concatenated sequence (v,w). We denote by πv the canonical projection Zv,w → Zv. For two
dominant integral weights λ, µ, we define the line bundle Lv,w(λ  µ) on Zv,w via
Lv,w(λ  µ) := π∗vLv(λ) ⊗L(v,w)(µ)
where Lu(ν) is the usual line bundle on Zu associated to the B-character e−ν for any sequence u ∈ W and
weight ν. With this, we can make the following definition.
Definition 3.3.2. Fix w ∈ W reduced, with m(w) = w. Then for any p ≥ 0, define




where the limit is taken up the directed setW, and ∗ denotes the full dual.
Hp(X̃w,Lw(λ  µ))∨ does not depend on the reduced expression for w, and acquires a natural structure of
an integrable g module. We collect the following key results of [Ku4] in the following theorem.
Theorem 3.3.3. For any λ, µ ∈ P+ and w′ ≤ w in the Bruhat order, we have
(a) Hp(X̃w,Lw(λ  µ))∨ = 0 for all p > 0.
(b) The canonical map H0(X̃w′ ,Lw′(λ  µ))∨ → H0(X̃w,Lw(λ  µ))∨ is injective.
(c) K(λ,w, µ)  H0(X̃w,Lw(λ  µ))∨ as g modules.
Thus we have a geometric construction of the KK modules K(λ,w, µ) in the general symmetrizable
setting. We use this construction to prove the following statement about the character of K(λ,w, µ); while the
statement may seem non-optimal, the form given will be beneficial for later considerations.
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Proposition 3.3.4. For λ, µ ∈ P+ and w ∈ W, we have




where Dv, Dw are the corresponding Demazure operators, and w is a reduced expression with m(w) = w.
Proof. Fix a reduced sequence w such that m(w) = w. Then for any v, we have the isomorphism Fv :
H0(Zv,w,Lv,w(λ  µ))  H0(Zv, (πv)∗(Lv,w(λ  µ))). By Theorem 2.16 and Lemma 4.5 of [Ku1], the sheaf
(πv)∗(Lv,w(λµ)) is the locally free sheaf Mw(v) on Zv associated to the principle B-bundle for the B-module
Mw := C−λ ⊗ Vw(µ)∗.
Now, by Lemma 2.8 of [Ku1], we have that H0(Zv,Mw(v))∗  Dv(M∗w), where Dv is the associated





= ch(Dv(M∗w)) = Dv(e
λ · Dw(eµ)),
via [Ku5], Theorem 8.2.9. The result follows then from the isomorphism of Theorem 3.3.3 (c). 
Remark 3.3.5. If g is finite semisimple, then by Theorem 3.3.1 the character of K(λ,w, µ) is given by
Dw0(e
λ · Dw(eµ)). This follows from the above, where we use that, for any v a reduced sequence, Dv depends
only upon m(v). We also make use that, in this setting, we can replace v with a maximal reduced subword




Root components and Kostant–Kumar Modules
In this chapter, we begin a study of families of irreducible components living in predictable Kostant–
Kumar modules K(λ,w, µ) for arbitrary λ, µ ∈ P+ and specified w ∈ W. We begin with some first examples,
which have appeared in the literature, with some review of questions about multiplicity and "first appearance."
We then proceed to the primary result of this chapter, which relates root components associated to a Wahl
triple (λ, µ, β) for β ∈ Φ+Re to the KK module K(λ, sβ, µ), where sβ ∈ W is the reflection through the root
β. The precise statement is given in Theorem 4.1.8 below; we make a conjecture for a more general result
as well. Finally, we contrast some differences between known components and root components and their
appearance in KK modules.
4.1 Irreducible components and KK modules
As mentioned in the previous chapter, the designation "Kostant–Kumar modules," first used in [KRV],
derives from Kumar’s proof of "Kostant’s strengthened" version of the PRV conjecture ([Ku2], [Ku4]).
Specifically, he proved the following theorem.
Theorem 4.1.1. Let g be a semisimple Lie algebra (or symmetrizable Kac–Moody algebra), λ, µ ∈ P+, and
w ∈ W. Then if η = λ + wµ is the dominant Weyl group translate of λ + wµ, V(η) appears in K(λ,w, µ) with
multiplicity exactly one.
Further, recall that the modules K(λ,w, µ) gives a filtration of V(λ) ⊗ V(µ) consistent with the Bruhat
order on the double coset space Wλ\W/Wµ. In the case when λ, µ are regular dominant, this is just the usual
Bruhat order on W. In this setting, Kumar proves the following proposition about the first appearance of PRV
components.
Proposition 4.1.2. Let λ, µ ∈ P+ be regular dominant weights, and η as above. Then V(η) does not appear
in any K(λ, u, µ) for any u < w in the Bruhat order.
Similarly, recall the "generalized" PRV components of Theorem 1.1.3, given below.
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Theorem 4.1.3. For any λ, µ ∈ P+, v, w ∈ W, let β ∈ Φ+Re be a real positive root such that either w
−1(β) or
v−1(β) is a simple root. Let k ≥ 0 be an integer satisfying k ≤ min{vλ(β∨),wµ(β∨)} and η := vλ+wµ−kβ ∈ P+.
Then we have V(η) ⊂ V(λ) ⊗ V(µ).
This result can also be imported into the context of KK modules, as given in the following theorem of
Kushwaha, Raghavan, and Viswanath [KRV] below. Their proof was done in the language of the Littelmann
path model.
Theorem 4.1.4. Let λ, µ, v,w, β, k, η be as above. Then V(η) appears in the KK module K(λ, v−1sβw, µ).
However, unlike the case of the classical PRV theorem and its strengthened version, there are no statements
about multiplicity or first appearances in the prescribed KK modules.
We next want to turn our attention to the case of root components and their interaction with KK modules.
To do this, we’ll begin with some motivating examples.
Example 4.1.5. For any g and Wahl triple (λ, µ, αi) associated to a simple root αi, it is easy to see that
V(λ + µ − αi) ⊂ K(λ, si, µ). This can be demonstrated either by direct computation, or by using additivity for
the minimal Wahl triple (Λi,Λi, αi) and Theorem 4.1.1 for η := Λi + siΛi.
Example 4.1.6. Recall from the previous chapter Example 3.1.4 for g = A2, λ = µ = ρ. Then setting
β = α1 + α2 = ρ, we have the root component V(λ + µ − β) = V(ρ). From the decomposition as in that
example, we see that V(ρ) ⊂ K(ρ, s1s2, ρ) and V(ρ) ⊂ K(ρ, s2s1, ρ); these two components are distinct and
contribute to the fact that V(ρ)⊕2 ⊂ K(ρ, s1s2s1, ρ) = V(ρ) ⊗ V(ρ).
Example 4.1.7. Let g = B2, and consider the Wahl triple (Λ2,Λ2, α1 + 2α2). Then the associated root
component is V(2Λ2 − α1 − 2α2) = V(0). By direct computation, one can check that V(0) has multiplicity one
inside both V(Λ2) ⊗ V(Λ2) as well as the KK module K(Λ2, s2s1s2,Λ2), but does not appear in K(Λ2,w,Λ2)
for w < s2s1s2.
In both of the latter examples, we note that sβ = s2s1s2; thus we have V(λ+µ−β) ⊂ K(λ, sβ, µ). However,
as demonstrated in the Example 4.1.6, the root components could appear for lower Weyl group elements,
even in the regular dominant case. But this is not always the case, since Example 4.1.7 required w ≥ sβ (as
would, of course, a Wahl triple associated to a simple root as in Example 4.1.5). Example 4.1.6 also shows
that the multiplicity of V(λ + µ − β) inside K(λ, sβ, µ) need not be one. However, it seems that one might
expect that the multiplicity is at least one. To this end, we have the following theorem:
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Theorem 4.1.8. Let g be a semisimple Lie algebra or affine Lie algebra, and (λ, µ, β) a Wahl triple with
β ∈ Φ+Re. Then the root component V(λ + µ − β) appears in K(λ, sβ, µ) when
(i) g is a semisimple Lie algebra, or
(ii) g = A(1)n , or
(iii) g , G(1)2 and at least one of λ or µ is regular dominant.
We conjecture that this result should hold without restriction on the regularity of λ, µ, and for G(1)2 .
Remark 4.1.9. When needed throughout, we will always assume λ is regular dominant. In general, one must
specify precisely which of the two weights is regular dominant, as K(λ,w, µ)  K(µ,w−1, λ) is not symmetric
in λ and µ. However, since we are interested in w = w−1 = sβ a reflection, all statements will in fact be
symmetric in λ and µ.
4.2 Proof of Theorem 4.1.8
In this section, we give a proof of Theorem 4.1.8, and discuss some of the shortcomings of this approach.
The primary approach is through the Kumar construction along with Proposition 3.1.7. In type A(1)n , we use a
small argument from the crystal combinatorics of the basic representation V(Λ0); see Appendix 1 for some
further discussion and references on crystal bases. We also make use of the following standard lemma.
Lemma 4.2.1. Fix λ ∈ P+ and w ∈ W, and let fi be a nonzero simple root vector in g−αi where wλ(α∨i ) ≤ 0.
Then fi (Vw(λ)) ⊂ Vw(λ).
Proof. We will phrase the proof at the group level, with the lemma following directly. Let Pi ⊂ G be the
minimal parabolic subgroup associated to the simple root αi. By [Ku5], Lemma 8.3.3, we have
〈Pi · Vw(λ)〉 =

Vw(λ), siw < w
Vsiw(λ), siw > w.
If wλ(α∨i ) < 0, then as λ is dominant we have w
−1(αi) ∈ Φ−, so that siw < w. Thus the claim follows in
this case. Else, if wλ(α∨i ) = 0, we have siwλ = wλ, so that Vw(λ) = Vsiw(λ); from this, in either case siw < w
or siw > w, we get 〈Pi · Vw(λ)〉 = Vw(λ) as desired.

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We next prove the following preparatory propositions.
Proposition 4.2.2. Let X−β ∈ gβ be a nonzero root vector for β ∈ Φ+Re, and µ ∈ P
+ such that µ(β∨) ≥ 1. Then
X−β.vµ ∈ Vsβ(µ).
Proof. This follows immediately from the sl2 theory of weight strings associated to X−β; we give a full proof
for completeness. Recall that Vsβ(µ) is generated as a b
+-module by an extremal vector vsβµ. This vector is,
up to a nonzero scalar, given by Xµ(β
∨)
−β .vµ. Without loss of generality, then, assume µ(β
∨) > 1, otherwise we
are done. Choose elements Xβ ∈ gβ and Hβ ∈ h such that [Xβ, X−β] = Hβ are the sl2 relations for this root.


















up to a nonzero scalar (with the correct statement being for divided powers). Here, we use the shorthand for





(H + a)(H + a − 1) · · · (H + a − k + 1)
k!
∈ U(sl2).




−β .vµ we have cancellation for all terms










.vµ = (µ(β∨) − 1)!X−β.vµ,
up to a nonzero scalar. But this is of course nonzero, by construction, so that X−β.vµ ∈ Vsβ(µ) as desired. 
Proposition 4.2.3. Let β ∈ Φ+Re such that µ(β
∨) ≥ 1, β−2αi ∈ Φ+ for some unique i (and hence β−3αi, β+αi <
Φ). Then v ∈ Vsβ(µ), where
v ∈ span
{
([ei, X−β] fi)vµ, X−βvµ
}
.
Proof. We proceed as before. Note that by the previous proposition, the latter term X−βvµ already lies in
Vsβ(µ). We turn our attention to the first term.
Expanding in U(g), we have
[ei, X−β] fi.vµ = eiX−β fi.vµ − X−βei fi.vµ = eiX−β fi.vµ − µ(α∨i )X−β.vµ.
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Again, the latter term in this expression lies in Vsβ(µ). For the first term, as β + αi < Φ, we have





≤ 0, since β − αi ∈ Φ+. Thus by Lemma




⊂ Vsβ(µ). As X−β.vµ ∈ Vsβ(µ) by the previous proposition, we have fiX−β.vµ and
thus ei fiX−β.vµ ∈ Vsβ(µ), as required.

Proof of Theorem 4.1.8. We begin in the same fashion as in the Kumar construction. In particular, fix a Wahl
triple (λ, µ, β) for β ∈ Φ+Re. If g is a simple Lie algebra, then the vectors vβ depending on β given by the Kumar
construction of Chapter 2 are of the form of Propositions 4.2.2 and 4.2.3 so lie in Vsβ(µ), except for the three
exceptional cases in F4 and G2 as in the proof of Proposition 2.1.4. But, since these were constructed as PRV
or generalized PRV components, an immediate application of Theorems 4.1.1 and 4.1.4 along with additivity
gives that these root components are in K(λ,w, µ) for some w ≤ sβ. Outside of these cases, Proposition 3.1.7
gives V(λ + µ − β) ⊂ K(λ, sβ, µ).
Else, suppose that g is an untwisted affine Lie algebra different from G(1)2 , and suppose that at least one
of λ or µ is regular dominant. Then again by the Kumar construction of Propositions 2.2.3 and 2.2.6, the
described vectors vβ are of the form of Propositions 4.2.2 and 4.2.3, as required.
Finally, suppose that g = A(1)n . Then the only Wahl triples that remain to check correspond to the roots
β = αi + kδ; by symmetry of the Dynkin diagram, it suffices to consider only i = 0. In this final case, we
adopt the combinatorial language of crystals; in particular, the model of V(Λ0) coming from the Fock space
construction. See Appendix 1 or [HK] for a more in-depth treatment. We denote by ∅ the highest weight
node of the corresponding crystal graph, and by f̃i, ẽi the associated lowering and raising operators. Suppose








−→ · · ·
f̃0
−→ 0 1 2 · · · n 0
f̃1
−→ · · ·
Figure 4.1: Specified edges in the crystal for V(Λ0)
From here, it is clear to see that ẽi(b) = 0 for i , 0, and ẽ20(b) = 0, so that by Theorem A1.9 of Appendix 1,
we have V(2Λ0 − α0 − kδ) ⊂ K(Λ0,w,Λ0), where w = (s0snsn−1 · · · s1)ks0. Then by the additivity property
Proposition 3.2.1 and the inclusion under the Bruhat order as in Proposition 3.1.5, since w ≤ sβ we have for
(λ, µ, β) that V(λ + µ − β) ⊂ K(λ, sβ, µ) as desired. 
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4.3 Concluding remarks and further discussion
We finish this chapter with some final remarks and areas of further discussion and future research. First,
we note the lack of the machinery of the Virasoro action in the construction of root components for KK
modules. While the GKO construction played a critical role in determining the appearance of root components
in the tensor product, it is not compatible with Kostant–Kumar modules: the use of the GKO construction
yields infinitely many distinct irreducible components, while the KK module decomposition is finite. Thus,
the proofs relied solely on the explicitly algebraic Kumar construction.
As evidenced by the final portion of the proof of Theorem 4.1.8, a possible approach more generally is
through the language of the crystal base theory. In fact, the multiplicity results of Propositions 1.1.4 and
3.1.7 are in some sense "shadows" of this theory, as seen in their proofs in Appendix 1. However, the explicit
constructions using this method are more complicated than the classical "algebraic" approach, as there are
restrictions on allowable raising and lowering operators.
A successful approach to studying KK modules via the crystal theory is done in [KRV], which motivated
our study of these modules in relation to root components. The approach taken in loc. cit. is through
Littelmann’s path model. While many of our own computations were initially done in this framework, we do
not use this language explicitly in the current work. It is our hope that the approach through the path model
could complete the proof of Theorem 4.1.8, and to do so in a way that is both (a) more widely applicable
to the general symmetrizable setting, and (b) more uniform. To date, no uniform proof of the existence of
root components in even the tensor product decomposition for semisimple Lie algebras has been found;
a modification of the proof of Montagard [Mon] which used the path model to describe generalized PRV
components would be attractive.
Finally, little is known about the multiplicity of root components, even in the tensor product setting.
Some results on exact multiplicity for a limited setting are discussed in [Wah], where these components
were first conjectured. This should be contrasted to the PRV components, where a natural lower bound was
conjectured by Verma and proven by Kumar. In the case of g = sln, a weak lower bound for root component
multiplicity was found in [BJK] using the machinery of cyclic convolution varieties and the geometric Satake
isomorphism. More generally, for the simply laced classical types, we have found the following lower bounds.
Proposition 4.3.1. Let (λ, µ, β) be a Wahl triple for g = An or Dn. Then the multiplicity of V(λ + µ − β) in
V(λ) ⊗ V(µ) is at least #{i : β − αi ∈ Φ+ t 0} = |Fcβ|
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The proof of this is given by explicit constructions of the corresponding Littelmann paths. We do not
include the proof, as we do not know a corresponding general statement for the non-simply laced types and
since the proofs are not enlightening.
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APPENDIX 1: TECHNIQUES OF QUANTUM GROUPS AND CRYSTAL BASES
In this appendix, we give some basic introductions to the methods and techniques of quantum groups and
their representations via crystal base and global base theory. As this is not the focus of this thesis, we give
only a brief sketch of the necessary facts and results, and expect the reader to have some knowledge in this
field. We refer to [HK] for a full treatment of this subject.
In particular, our goal for this appendix is to prove the multiplicity results of Propositions 1.1.4 and 3.1.7
for the tensor product and Kostant–Kumar modules, respectively, in the general symmetrizable setting. For
semisimple g, the proof of the tensor product multiplicity statement does not rely on the quantum group
machinery and could likely be adapted with careful consideration of the necessary infinite dimensional linear
algebra. However, the combinatorial tools of crystals plays a critical role in the multiplicity formula for KK
modules–even in the semisimple case–so we make that connection here, and repeat it for the tensor product
for completeness. A reader who is willing to accept Propositions 1.1.4 and 3.1.7 at face value can disregard
this appendix altogether.
Quantum groups and their representations
Throughout, fix a symmetrizable Kac–Moody algebra g. Then we denote by U(g) the universal enveloping
algebra and by Uq(g) the quantized universal enveloping algebra or the quantum group associated to g. We
consider only the case of generic parameter q, avoiding any technicalities when q is a root of unity. The
representation theory of Uq(g) closely resembles that of g: the collection of irreducible, integrable Uq(g)
modules are indexed by the integral dominant weights P+ of g, and we denote such a representation as
Vq(λ) for λ ∈ P+. These representations are highest weight and have weight space decomposition with finite
dimensional weight spaces.
Intuitively, one can think of the structures of Uq(g) and of Vq(λ) as deformations of those of U(g) and
V(λ) which vary nicely as we vary q, and this process should recover the same information as U(g) and V(λ)
as q→ 1. This "limiting procedure" can be made algebraically precise (cf [HK], Chapter 3) in what is known
as the classical limit. We record the following theorem which encapsulates the portions of this process which
are relevant to our purposes.
Theorem A1.1. Denote by "bar" the images of the following objects under the classical limit. We have
(a) The elements ēi, f̄i, h̄i :=
qh−1
q−1 satisfy the Serre relations of U(g).
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(b) For any Vq(λ), the U(g) module Vq(λ) is isomorphic to V(λ), where U(g) acts on Vq(λ) via ēi, f̄i, h̄i
and Vq(λ) has highest weight vector v̄λ.
(c) For any weight µ, if {vi} is a basis of Vq(λ)µ, then the collection {v̄i} is a basis of V(λ)µ.
Crystal bases and Global bases
Above, we stated that the representation theory of g (or equivalently U(g)) can be recovered from that of
Uq(g) via the "limit" q→ 1. Now, we recall the notion of a crystal base, which one can intuitively think of as
the "limit" q→ 0.
Specifically, define A0 := { f (q) ∈ C(q)| f is regular at q = 0}. Fix a highest weight module V of Uq(g)
(which will suffice for our purposes). Then we give the following preliminary definition.
Definition A1.2. A free A0-submodule L of V is called a crystal lattice if
(i) L generates V as a vector space over C(q).
(ii) L =
⊕
λLλ, where Lλ := L ∩ Vλ for all weights λ.
(iii) ẽiL ⊂ L, f̃iL ⊂ L, where ẽi, f̃i are the Kashiwara operators (see [HK], Chapter 4).
Next, we can in a similar fashion as in the classical limit define the algebraic procedure of taking the
crystal limit, which can be described as passing to the quotient L → L/qL. This allows us to define a
distinguished set of elements of L/qL known as the crystal base of V .
Definition A1.3. A crystal base of a highest weight Uq(g) module V is a pair (L,B) such that
(i) L is a crystal lattice of V.
(ii) B is a C-basis of L/qL.
(iii) B =
⊔
λBλ, where Bλ := B ∩ Lλ/qLλ.
(iv) ẽiB ⊂ B ∪ {0}, f̃iB ⊂ B ∪ {0}.
(v) For any b, b′ ∈ B, we have f̃ib = b′ if and only if ẽib′ = b.
The connection between crystal bases and representation theory is made explicit in the following theorem,
which describes an alternative approach to the characters.
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Theorem A1.4. Let V be a highest weight Uq(g) module with a crystal base (L,B). Then we have dim(Vλ) =





A major benefit of crystals is that they give a combinatorial approach to characters and representations.
For a crystal base (L,B), we can describe the data of the associated crystal graph, a directed graph with
vertices labeled by b ∈ B with edges b → b′ if f̃ib = b′; this is well-defined by Definition A1.3(v). Such
an example was given in the proof of Theorem 4.1.8 for the basic representation V(λ0) of A
(1)
n . Various
concrete combinatorial constructions for crystal graphs in various Lie types exist, including Young tableaux
and Young walls (see [HK]) and the Littelmann path model [Lit], among myriad others, and is an ongoing
field of research with much more background than can be described in this appendix.
While the crystal base is not a basis of the representation V , Kashiwara [Kas1] gave a related construction,
known as the global base, which can recover a basis for V from B. We do not give explicit details, and instead
defer to the original papers of Kashiwara or to [HK], but introduce notation in the following definition.
Definition A1.5. Let Vq(λ) be an irreducible highest weight representation of Uq(g) with crystal base
(L(λ),B(λ)). Then the global basis G(λ) is a weight basis of Vq(λ) parametrized as G(λ) = {G(b)|b ∈ B(λ)}.
The following proposition from [Kas2] is our key takeaway from global bases and is crucial to what
follows.
Proposition A1.6. Let b ∈ B and fix n ∈ Z+. Then e1+ni G(b) = 0 if and only if ẽ
1+n
i b = 0. Moreover,
{v ∈ Vq(λ) : e1+ni (v) = 0} = C(q) ⊗G({b ∈ B : ẽ
1+n
i b = 0}).
Finally, we remark that the notions of crystal base elements B(λ) for Vq(λ) and their related global base
G(λ) can be repeated in the setting of Demazure modules Vqw(λ) as in [Kas3]. That is, there is a subset




µ(#Bw(λ)µ)eµ and the set {G(b)|b ∈ Bw(λ)} is a basis of V
q
w(λ). We
refer to the set Bw(λ) as a Demazure crystal although it does not satisfy all of the necessary properties of a
crystal.
Decompositions of tensor products and Kostant–Kumar modules
In this final section, we discuss how the language of crystal bases can be applied to tensor products of
representations and to Kostant–Kumar modules. The combinatorial description of characters of irreducible
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representations via crystals lends itself to these decomposition problems in a natural way, with the Littlewood-
Richardson rule being a primary example. Based on the language of Littelmann’s path model, we introduce
the following terminology.
Definition A1.7. Let B(µ) be the crystal associated to Vq(µ). We say that b ∈ B(µ) is λ-dominant if for all i,
ẽ
λ(α∨i )+1
i b = 0.
We can then phrase the tensor decomposition problem for Vq(λ) ⊗ Vq(µ)–or equivalently, the decomposi-
tion problem for V(λ) ⊗ V(µ)–in the following theorem, which is one of the major computational advantages
to working with crystal bases.
Theorem A1.8. The multiplicity of V(ν) in V(λ) ⊗ V(µ) is given by #{b ∈ B(µ)ν−λ : b is λ − dominant}.
From this, we can immediately conclude Proposition 1.1.4.
Proof of Proposition 1.1.4. This follows from Theorem A1.8 along with Proposition A1.6. That is, for each
λ-dominant element b ∈ B(µ)ν−λ, consider the global basis element G(b). Then e
λ(αi)+1
i G(b) = 0 for all i;
since the global base elements give a basis of Vq(µ)ν−λ, we get immediately that the multiplicity mνλ,µ is given
by
dim{v ∈ Vq(µ)ν−λ : e
λ(α∨i )+1
i v = 0};
Taking the classical limit–which preserves basis and dimension–for the vectors G(b) gives the result. 
A similar proof of Proposition 3.1.7 will follow immediately once we have a similar statement for
Kostant–Kumar modules in the crystal language of Theorem A1.8. In the case when g is a semisimple Lie
algebra or a symmetrizable Kac–Moody algebra with a symmetric generalized Cartan matrix, such a result is
due to Joseph [Jos].





where wt(b) ∈ P+ is defined to be the unique dominant weight θ such that b ∈ Bw(µ)θ. That is, mνλ,µ(w) =
#{b ∈ Bw(µ)ν−λ : b is λ − dominant}.
43
With the character formula derived for K(λ,w, µ) in Chapter 3, we can now extend this result to KK
modules for general symmetrizable g.
Proposition A1.10. Theorem A1.9 holds for general g.
Proof. We follow the proof given in [KRV] for g semisimple. Let {bλ} = Be(λ) be the unique crystal element
for the Demazure crystal with highest weight λ and e ∈ W the identity element. Then Lakshmibai-Littelmann-
Magyar [LLM] produce a combinatorial "excellent filtration" of the crystal {bλ} ⊗ Bw(µ) as




where wb ∈ W is a Weyl group element depending on b (whose exact expression is immaterial to our
purposes).
Now, fix a reduced expression w ∈ W such that m(w) = w. Then we have that
ch({bλ} ⊗ Bw(µ)) = eλ · Dw(eµ).
Via the decomposition, we get





where wb is a reduced expression with m(wb) = wb.
Applying Dv to each side and using that Dv ◦Dwb = D(v,wb) concatenating the sequences v and wb, we get
ch(K(λ,w, µ)) = lim
−−−→
v∈W













which completely prescribes the decomposition of K(λ,w, µ). 
Replacing B(µ)ν−λ with Bw(µ)ν−λ in the proof of Proposition 1.1.4, we get that Proposition 3.1.7 holds.
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APPENDIX 2: TOWARDS A JACOBSON–MOROZOV THEOREM FOR KAC–MOODY
ALGEBRAS
In this appendix, we record some partial progress made towards an extension of the Jacobson–Morozov
theorem to the setting of general symmetrizable Kac–Moody algebras. This work is independent of the
preceding chapters and Appendix 1, and can be read without reference to them. In the first section below, we
recall the familiar situation for the Jacobson–Morozov theorem in the case of semisimple Lie algebras. In
the second, we record the groundwork for the extension to the symmetrizable case, as given by Kumar in a
private communication [Ku7]. Finally, we give proofs of some positive results in this direction.
The Jacobson–Morozov theorem for semisimple Lie algebras
Let g be a semisimple Lie algebra, and fix an element x ∈ g. By the adjoint representation, we can
consider the associated linear map adx ∈ End(g) defined by adx(y) := [x, y]. We say that an element x ∈ g
is nilpotent if the corresponding operator adx is nilpotent in End(g). A key example of nilpotent elements
are root vectors xβ ∈ gβ for some β ∈ Φ; such elements must be nilpotent as adxβ : gα → gα+β, and the root
string {α, α + β, α + 2β, . . . } is necessarily finite. Another key property of root vectors xβ is that we can make
a choice of x−β ∈ g−β and hβ ∈ h such that the Lie algebra generated by {xβ, hβ, x−β} is isomorphic to sl2 (see,
for example, [Hum]). The Jacobson–Morozov theorem says that this latter property is a feature of nilpotent
elements:
Theorem A2.1. Let x ∈ g be a nilpotent element in a semisimple Lie algebra g. Then x can be extended into
a Lie subalgebra {x, h, y}  sl2.
The Jacobson–Morozov theorem has widespread applications in Lie theory, representation theory, and
geometry. We refer to [Bou2] and [Kos2] for proofs and discussion. However, we note that a key ingredient
in the proof of Theorem A2.1 is the following lemma, commonly called Jacobson’s lemma, and its corollary.
Lemma A2.2. Let A and B be linear transformations on a finite dimensional vector space. Assume that A is
nilpotent and that [A, [A, B]] = 0, where [·, ·] denotes the commutator. Then AB is nilpotent.
Corollary A2.3. Let e ∈ g be a nilpotent element. Let y ∈ g such that [e, [e, y]] = 0. Then (e|y) = 0.
Proof. As ad : g→ End(g) is a Lie algebra homomorphism, we have
0 = ad([e, [e, y]]) = [ade, [ade, ady]] ∈ End(g).
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Then as ade is nilpotent, we can apply Lemma A2.2 to get that ade ady is nilpotent. As g is finite dimensional,
this implies that tr(ade ady) = 0, which in turn implies (e|y) = 0. 
In the next section, we begin an adaption of the Jacobson–Morozov theorem and its proof to the setting
of symmetrizable Kac–Moody g. However, we note that there are two initial hurdles that we must overcome:
first, g is in general infinite dimensional, so that we must take caution in how we replace the notion of
"nilpotent elements," and second, we no longer have a connection between the normalized form (·|·) and the
trace of operators on g. Nevertheless, we see in the next section that for appropriately defined elements e ∈ g,
a version of Corollary A2.3 will make extensions into sl2 triples possible.
Locally nilpotent elements and Jacobson’s lemma
Throughout the rest of this appendix, let g be an arbitrary symmetrizable Kac–Moody algebra. We
consider the following set of real roots.
Definition A2.4. Fix w ∈ W. We define the set Φw := {β ∈ Φ+ : w−1β ∈ Φ−}.
That is, Φw is the "inversion set" of w−1. These sets have many interesting combinatorial and geometric
applications, as discussed in [Ku5]. One in particular is that Φw is a closed set of roots; that is, if α, β ∈ Φw





Next, as in the semisimple setting, we have the adjoint representation ad : g→ End(g); however, as g is
infinite dimensional, having a linear map in End(g) be nilpotent is a strong condition. We instead give the
following weaker definition.
Definition A2.5. An element e ∈ g is called locally nilpotent if, for any y ∈ g, there exists some Ny ∈ Z+ such
that adNye (y) = 0.
A key result about the subalgebra gw is the following, taken from [Ku5].
Proposition A2.6. Let e ∈ gw. Then e is locally nilpotent.
Let Gmin be the minimal Kac–Moody group associated to g, and let T ⊂ Gmin be the maximal torus. Fix
τ ⊂ T a one-parameter subgroup such that τ̇ is dominant; that is, αi(τ̇) ≥ 0 for all simple roots αi. We also
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always restrict to τ such that each eigenspace gn under the action of τ̇ is finite dimensional. Then we have a





Finally, fix a d ≥ 1, and consider an element e ∈ gw ∩ gd. Then the version of the Jacobson–Morozov
theorem which we would like to consider for g is as follows:
Question A2.7. Let e ∈ gw ∩ gd as above. Can e be extended into an sl2 triple?
When g is an affine Lie algebra, Ressayre [Res] showed that such a triple exists. However, his proof
utilized the loop algebra construction of the affine Lie algebras, which has no analogue in the general setting.
Nevertheless, Kumar [Ku7] has shown that Question A2.7 has an affirmative answer if we have the following
variant of Jacobson’s lemma.
Proposition A2.8. Let e ∈ gw ∩ gd. Suppose that for any y ∈ g such that [e, [e, y]] = 0 we have (e|y) = 0.







The proof of Proposition A2.8 follows closely the proof given by Kostant in [Kos1] in the semisimple setting,
once the relationship e ∈ Im(ad2e) ⇐⇒ (e| ker(ad
2
e)) = 0 is established. We give a proof of this proposition,
due to Kumar, in the final section of this appendix.
In what follows, we give partial results establishing affirmative answers to Question A2.7 for the rank 2
algebras and for any symmetrizable g with stronger restrictions of τ. A portion of these arguments will follow
by way of Proposition A2.8. We also make use of the notion of regular subalgebras, or π-systems, as given in
[CRRRV].
Rank 2 Hyperbolic Algebras







where a, b ∈ Z+ such that ab ≥ 5. Then we denote byH(a, b) the associated rank 2 Kac–Moody algebra; we
refer to these as the rank 2 hyperbolic algebras, as their associated nondegenerate forms are hyperbolic. In the
case when a = b, we denote this algebra byH(a). As the algebrasH(a, b) are the simplest symmetrizable
Kac–Moody algebras beyond the semisimple and affine setting, a lot is known about their root systems and
internal structure (see [CKMS] and the references therein).
We first consider the algebrasH(a). The Weyl group ofH(a) (and in fact for anyH(a, b)) is the infinite
dihedral group W  〈s1, s2|s21 = s
2
2 = 1〉. From this, we can derive the following lemma, a textbook exercise
([Kac], Ex. 5.25).
Lemma A2.9. The set of positive real roots forH(a) are given by Φ+Re = {bnα1 + bn−1α2, bn−1α1 + bnα2}
where the sequence {bn} is defined recursively via b0 = 0, b1 = 1, bn = abn−1 − bn−2.
These real roots correspond to the integral points on the two branches of the hyperbola x2 − axy + y2 = 1.
The sequence {bn} (and similar sequences for real root coefficients in the nonsymmetric case H(a, b)) are
all "generalized Fibonacci sequences," as first explored by Feingold [Fei]. In particular, the following is a
consequence of the recursive definition for {bn} along with the fact that a ≥ 3.
Lemma A2.10. The sequence {bn} is strictly increasing: 0 = b0 < b1 < b2 < · · ·
Now, fix a w ∈ W, τ ⊂ T , and d ≥ 1 as above. We then prove the following proposition, from which the
Jacobson–Morozov theorem will follow immediately.
Proposition A2.11. The spaceH(a)w ∩H(a)d, if nonempty, corresponds to a single real root space.
Proof. As W is the infinite dihedral group, without loss of generality l(w) = n and w = s1s2s1 · · · . Then we
have
Φw = {bkα1 + bk−1α2}nk=1.
Suppose that α, β ∈ Φw such that α(τ̇) = β(τ̇) = d ≥ 1. Write α = biα1 + bi−1α2, β = b jα1 + b j−1α2, and
suppose that i > j. Then we have
0 = α(τ̇) − β(τ̇) = (bi − b j)α1(τ̇) + (bi−1 − b j−1)α2(τ̇).
But as τ is dominant, and as the sequence {bk} is strictly increasing, we have necessarily that α1(τ̇) =
α2(τ̇) = 0, contradicting d ≥ 1. Thus, there cannot be two distinct roots in Φw evaluating to d on τ̇. 
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Therefore, just by root space considerations, if 0 , e ∈ gw ∩ gd, necessarily e = eβ for some real root β,
so we have the following corollary.
Corollary A2.12. For g = H(a) and for w, τ, d as above, if e ∈ gw ∩ gd, then e can be extended into an sl2
triple.
We next consider the case for H(a, b), where a , b. Up to symmetry, suppose that a > b. This case
is very similar to the symmetric case above, but is necessarily more delicate. Again by Ex. 5.25 of [Kac],
we can compute the coefficients of the real roots ofH(a, b) as recursive sequences. We refer instead to the
paper of Carbone et. al. [CKMS] which goes into great detail about these coefficients. In particular, using
the same argument as above and the inequalities of Lemmas 3.1 and 3.5 of [CKMS], we have the following
proposition.
Proposition A2.13. Fix w, τ, d as above. Suppose that a > b > 1. Then the space H(a, b)w ∩ H(a, b)d, if
nonempty, corresponds to a single real root space, so that e ∈ H(a, b)w ∩H(a, b)d can be extended into an
sl2 triple.
For the remainder of this section, we consider the case of g := H(a, 1), which is the most involved. Again
using the inequalities of [CKMS], it is almost always the case thatH(a, 1)w ∩H(a, 1)d is either empty or a
single real root subspace. However, this can fail in the following cases:
1. w = s1s2 . . . , l(w) ≥ 2, α = α1 + α2, β = α1, and α1(τ̇) = d, α2(τ̇) = 0.
2. w = s2s1s2 . . . , l(w) ≥ 3, α = α1 + aα2, β = α1 + (a − 1)α2, and α1(τ̇) = d, α2(τ̇) = 0.
To handle this case, we apply Proposition A2.8 directly by showing that for any y ∈ ker(ad2e) that (e|y) = 0.
We do the first case now.
Proposition A2.14. Let w = s1s2 . . . , l(w) ≥ 2, and τ such that α1(τ̇) = d, α2(τ̇) = 0. Let e := ve1+x[e2, e1] ∈
gw ∩ gd, and y ∈ ker(ad2e). Then (e|y) = 0.
Proof. Since the bracket respects the Z grading on g and since (gm|gn) = 0 unless m + n = 0, it suffices to
consider y ∈ g−d. Now, we have
g−d = g−α1 ⊕ g−α1−α2 ⊕ g−α1−2α2 ⊕ · · · ⊕ g−α1−aα2 .
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By root space considerations, any element of gα1−kα2 for 3 ≤ k ≤ a is already in the kernel of ade and is
perpendicular to e under (·|·). Thus, it suffices to consider y ∈ g−α1 ⊕ g−α1−α2 ⊕ g−α1−2α2 . Note that, while
the last of these is an imaginary root space, it still has multiplicity one, so that we can easily write down an
expression for y.
To that end, set y := r f1 + s[ f2, f1] + t[ f2, [ f2, f1]]. Then by direct computation, we have
[e, [e, y]] = (−2v2r + 2vxsa − 2a2x2t + ax2t)e1 + (−2vxr + 2x2s)[e2, e1] + (−x2r)[e2, [e2, e1]]
For y to be in the kernel of ad2e , we necessarily need −x
2r = 0, so either x = 0 or r = 0. If x = 0, we get
[e, [e, y]] = (−2v2r)e1. We cannot further impose v = 0, else we’d have e = 0. Thus, this forces r = 0.
Else, if we first take r = 0, we have
[e, [e, y]] = (2vxsa − 2a2x2t + ax2t)e1 + (2x2s)[e2, e1].
For y to be in ker(ad2e), we need 2x
2s = 0. If x = 0, we are in the above case. So, take s = 0.
In all, we see that y ∈ ker(ad2e) forces at least x = r = 0 or r = s = 0. But we can compute (e|y) = vr−axs,
so that in either case (e|y) = 0, as required. 
Finally, we note that this suffices to finish the rank two hyperbolic case.
Proposition A2.15. Let w = s2s1s2 . . . , l(w) ≥ 3, and τ such that α1(τ̇) = d, α2(τ̇) = 0. Fix e ∈ gw ∩ gd.
Then e can be extended into an sl2 triple.
Proof. Fix e ∈ gw ∩ gd; note that we have gw ∩ gd = gα1+aα2 ⊕ gα1+(a−1)α2 . But α1 + aα2 = s2(α1) and
α1 + (a − 1)α2 = s2(α1 + α2). By [Ku5] Lemma 1.3.5, s2 gives rise to an automorphism s2(ad) ∈ Aut(g)
which sends gw ∩ gd to gα1 ⊕ gα1+α2 ; this action also preserves the one parameter subgroup τ. So, by
applying Propositions A2.14 and A2.8, we have that s2(ad)(e) can be extended into an sl2 triple. As it is an
automorphism of g, we can take s2(ad)−1 to obtain an sl2 triple for e.

All together, this completes the proof of the following
Theorem A2.16. Let w ∈ W, τ ⊂ T, and d ≥ 1 be fixed as above. Then for any a, b ∈ Z+ with ab ≥ 5, we
have e ∈ H(a, b)w ∩H(a, b)d can be extended into an sl2 triple.
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Regular Dominant τ
Now, let g be any symmetrizable Kac–Moody algebra, and fix a Weyl group element w ∈ W and d ≥ 1.
However, we want to consider a stronger restriction on τ; namely, that τ is regular dominant, or that αi(τ̇) > 0
for all i. Then the goal of this section is to prove the following theorem.
Theorem A2.17. Let g be any symmetrizable Kac–Moody algebra, w ∈ W, and τ a regular dominant one
parameter subgroup of T . Fix d ≥ 1. Then any e ∈ gw ∩ gd can be extended into an sl2 triple.
The proof of Theorem A2.17 avoids the use of Proposition A2.8, and instead takes its inspiration from
the rank 2 hyperbolic case. Recall forH(a) that no two roots α, β in Φw could satisfy α(τ̇) = β(τ̇), since their
difference α − β was in the positive root lattice. A similar phenomenon occurs in arbitrary symmetrizable
type when we restrict to regular dominant τ.
Lemma A2.18. Let α, β ∈ Φ+ be two positive real roots of g such that α(τ̇) = β(τ̇) = d. Then β − α < Φ.
Proof. Suppose β − α is a root; without loss of generality, say it is positive. Then necessarily (β − α)(τ̇) > 0,
as τ is regular dominant. 
We introduce the terminology of π-systems of real roots, taken from Carbone et. al. [CRRRV]; such
ideas have appeared elsewhere in the literature classically under the name regular subalgebras or regular
subsystems.
Definition A2.19. Let Φ be the root system for a symmetrizable Kac–Moody algebra g. A π-system is a finite
set Σ ⊂ ΦRe of distinct real roots such that βi − β j < Φ for any βi, β j ∈ Σ, i , j.
For a π-system Σ, fix an ordering Σ = {β1, β2, . . . , βm}. Then the matrix B := (B) jk = βk(β∨j ) is a
generalized Cartan matrix. We denote by g(B) the associated Kac–Moody algebra and by Q(B) the associated
root lattice. If Q is the root lattice associated to g, then we have a natural C-linear, form preserving map
qΣ : Q(B) ⊗Z C→ Q ⊗Z C
sending αi → βi. This can be upgraded to a map on the level of algebras, as given by the following key
theorem from [CRRRV].
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Theorem A2.20. Let Σ be a π-system in the root system Φ of g. For each βi ∈ Σ, choose root vectors
eβi ∈ gβi and e−βi ∈ g−βi such that [eβi , e−βi] = β
∨
i . Then there exists a unique Lie algebra homomorphism





Furthermore, if Σ is linearly independent in Q ⊗Z C, then this can be extended into an injective map
g(B) ↪→ g.
We now use this machinery to examine gw ∩ gd. To that end, denote by Φdw the subset of roots β ∈ Φw
such that β(τ̇) = d. Then by Lemma A2.18, Φdw is a π-system in Φ. We want to determine the type of the
associated root system Φ(B) for this π-system. For this, we record the following useful lemma of [CRRRV],
which follows from the fact that qΣ is form-preserving.
Lemma A2.21. Let qΣ be as above. Then qΣ(Φ(B)Re) ⊂ ΦRe and qΣ(Φ(B)Im) ⊂ ΦIm ∪ {0}.
With this, we can now prove the following crucial proposition.
Proposition A2.22. The π-system Φdw is of finite type; that is, g(B) is a semisimple Lie algebra.
Proof. To show that Φ(B) is of finite type, we use the classification that a root system is of finite type if
and only if it has no imaginary roots. First, we recall that as Φw is a closed set of roots, we have that
Z+.Φw ∩ Φ ⊂ Φw.
Suppose that γ :=
∑
i niαi ∈ Φ(B) is an imaginary root; without loss of generality, we take γ to be positive.




niβi ∈ ΦIm ∪ {0}.
But as this is a nonnegative linear combination of roots in Φw, which is closed, necessarily if qΣ(γ) is nonzero,




niβi = 0 =⇒
∑
i
niβi(τ̇) = 0 =⇒ d ·
∑
i




But as each ni is nonnegative, this forces each ni = 0, so that Φ(B) cannot have an imaginary root. Thus Φ(B)
is of finite type. 
Proof of Theorem A2.17. Fix as before the π-system Φdw with generalized Cartan matrix B. As Φ(B) is
of finite type by Proposition A2.22, we have det B , 0, so that Φdw is a linearly independent set of roots.
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We therefore get an injective Lie algebra map iΣ : g(B) ↪→ g by Theorem A2.20. But by construction, if
e ∈ gw ∩ gd, we have e ∈ iΣ(g(B)). Since the image is an embedded semisimple Lie algebra, we can apply the
classical Jacobson–Morozov theorem to obtain an sl2 triple extending e, as desired. 
We remark that the regularity of τ in this instance is vital for the proof; we can compare, for example,
to the difficulties that arose for H(a, 1), when τ was not regular. In that case, we could not exclude the
possibility of βi − β j ∈ Φ for βi, β j ∈ Φdw. Further, if we try to generate a Lie subalgebra using the root spaces
inH(a, 1) corresponding to roots α1 and α1 + α2, we would recover the entireH(a, 1), which is not of finite
type.
A second interesting observation when τ is regular dominant is that not only do we use an embedded
semisimple Lie algebra to construct the sl2 triple, but we also do so in a particularly nice way. That is, if
e =
∑
βi eβi is a sum over some root spaces {βi} ⊂ Φ
d
w, then we can take the smaller π-system Σ := {βi} and
realize e as a regular nilpotent in the subalgebra g(B), as it is the sum of the image of the Chevalley generators
ei.
Proof of Proposition A2.8
In this section, we record for posterity the proof of Proposition A2.8 as given by Kumar in [Ku7]. We
first establish the following lemma.
Lemma A2.23. Let e ∈ gw ∩ gd for some d ≥ 1. Denote by T the map T := (ade)2. Then e ∈ Im(T ) if and
only if (e| ker T ) = 0.




β, the graded dual of g. Then there is an isomorphism ν : g → g
∨ as usual
given by the invariant form (·|·); that is, ν(x)(y) := (x|y). For β =
∑
niαi ∈ Φ, denote by |β| :=
∑
ni the




where the sum is over a set of roots γ with |β| ≤ |γ| ≤ |β| + m for some m ∈ Z+. Thus T induces a dual map











= (Im(T ))⊥, which gives





Now, we also have that
ker(T∨) = { f ∈ g∨ : (T∨ f )(x) = 0 ∀x ∈ g}
= { f ∈ g∨ : f (T x) = 0 ∀x ∈ g}
= { f ∈ g∨ : f |Im(T ) ≡ 0}
= (g/Im(T ))∨














= (ker(T ))⊥. Since Im(T ) is Z-graded, and by choice of τ each gn is
finite dimensional in the orthogonal direct sum g =
⊕




this gives Im(T ) = (ker(T )⊥), proving the lemma. 
So, Lemma A2.23 allows us to determine if e ∈ Im(T ), which is necessary for e to act as the positive
nilpotent element of sl2, by checking if (e| ker(T )) = 0. To continue the proof of Proposition A2.8, suppose
that this holds: that is, if [e, [e, y]] = 0, then (e|y) = 0. Since the Lie bracket respects the grading on g, choose
an f ∈ g−d such that [[e, f ], e] = 2e. Define h := [e, f ]. We next prove the following lemma.
Lemma A2.24. The linear map (adh +2) acts as an automorphism on the centralizer ge.
Proof. Consider the filtration
g
e = s0 ⊇ s1 ⊇ · · · ⊇ sN ⊇ · · · ,
where si := (ade)i(g) ∩ ge. Each si is Z graded, and moreover ge is stable under adh since, for y ∈ ge,
[e, [h, y]] = [[e, h], y] = −2[e, y] = 0.
Fix p ∈ Z+. Then we claim that (adh −p)(sp) ⊂ sp+1. Indeed, take y ∈ sp, and write y = (ade)p(z) for
some z ∈ g. Then since [h, e] = 2e, we have that
[adh, (ade)p] = 2p(ade)p,
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so that [adh, (ade)p](z) = 2p(ade)p(z) = 2py. Expanding the commutator on the left and regrouping gives
[h, y] − 2py = (ade)p([h, z])
= (ade)p([[e, f ], z])
= (ade)p+1([ f , z]) − (ade)p(ad f )([e, z]).








(ade) j(w), (ade)p− j(w′)
]
.
Applying this to ad f ([e, z]) = [ f , [e, z]], we get







(ade) j( f ), (ade)p+1− j(z)
]


















as y ∈ ge. Substituting this into the above expression gives
(ade)p+1([ f , z]) = (p + 1)[h, z] − p(p + 1)y,
so that [h, y] − py ∈ sp+1, as [h, y] − py ∈ ge. This proves the claim.
Next, we claim that for any k ∈ Z+, there exists a large enough N(k) such that sN(k)k = 0, where
sNk := s
N ∩ gk. Since e is locally nilpotent and each gn is finite dimensional, take N(k) large enough so that





Take x ∈ sN(k)k , and write x = (ade)
N(k)(y) for some y ∈ gk−N(k). It then suffices to show that x = 0. By the
nondegeneracy of (·|·), this is equivalent to showing (x|g−k) = 0. But, by the invariance of the form, we can
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write
(x|g−k) = ((ade)N(k)(y)|g−k) = (−1)N(k)(y|(ade)N(k)(g−k)) = 0,
by the choice of N(k). Therefore, sN(k)k = 0 as desired.
We next show that (adh +2) is injective on ge. Since this map preserves the grading, it suffices to show




. This naturally says that [h, x] = −2x. If x ∈ sp, then
we have shown that
(adh −p)x ∈ sp+1 =⇒ (2 + p)x ∈ sp+1 =⇒ x ∈ sp+1.
Thus, x ∈ sN(k)k = 0, so that x = 0, proving injectivity of adh +2.
Finally, to show that adh +2 is surjective on ge, take x ∈ s
N(k)−1
k . Then [h, x] − (N(k) − 1)x = 0, which
gives
[h, x] + 2x = (N(k) + 1)x,
so that sN(k)−1k ⊂ Im(adh +2). By downward induction, assume that s
j
k ⊂ Im(adh +2), with the base case done
above for j = N(k) − 1. Take x ∈ s j−1k . Then we have
[h, x] − ( j − 1)x ∈ s jk.
Write by induction [h, x] − ( j − 1)x = [h, y] + 2y for some y ∈ ge. Then we can rearrange to get
[h, x − y] + 2(x − y) = ( j + 1)x,
so that x ∈ Im(adh +2). This completes the induction, and thus adh +2 is surjective; with injectivity proven
above, this completes the lemma. 
With the above lemmas, we now are ready to prove Proposition A2.8.
Proof of Proposition A2.8. Take as before f ∈ g−d satisfying [[e, f ], e] = 2e, and set as before h := [e, f ]. If
[h, f ] = −2 f , then we are done. Otherwise, we still have
[[h, f ] + 2 f , e] = [h, [ f , e]] − [ f , [h, e]] + 2[ f , e] = −2[ f , e] + 2[ f , e] = 0,
so [h, f ] + 2 f ∈ ge. As (adh +2) acts as an automorphism on ge, fix g ∈ ge such that [h, f ] + 2 f = [h, g] + 2g.
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Set f ′ := f − g. Then as g ∈ ge, we have
[e, f ′] = [e, f ] − [e, g] = [e, f ] = h.
Further, we have [h, f ′] = [h, f ] − [h, g] = −2 f + 2g = −2( f − g) = −2 f ′. Therefore, the triple {e, h, f ′} is an
sl2 triple for e. 
Therefore, to extend such an e ∈ gw ∩ gd into an sl2 triple, it suffices to show that [e, [e, y]] = 0 =⇒
(e|y) = 0. As a final remark, we show the following small proposition which shows that the existence of such
an sl2 triple gives the converse.
Proposition A2.25. Let e ∈ gw ∩ gd as above, and suppose that there exists an f such that [[e, f ], e] = 2e.




, we have (e|y) = 0.
Proof. Using the invariance of the form, we write
0 = ( f |[e, [e, y]]) = ([ f , e]|[e, y]) = ([[ f , e], e]|y) = (−2e|y),
so that (e|y) = 0. 
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