basis for such changes, are long-standing problems that plague the history of disease classification (Gittelsohn 1982; Howard-Jones 1974) .
Early in the nineteenth century, conceptions of disease and classification inherited from such figures as Paracelsus and Linnaeus emphasized symptomatology, yet classifications also reflected a mix of alchemy, astrology, and miasmic views of disease (Anderton 2003) . Early classifications by physicians (e.g., Francois Bossier de Lacroix's Nosologia Methodica and William Cullen's Classification) also arguably lacked a consistent theoretical foundation (Hess 1993) . Despite growing understanding of the contagious nature of many diseases, over most of the nineteenth century classifications of disease were not informed by the concepts of germ theory (Ewald 2000) but were grounded in the remnants of a miasmic view. Poisonous vapors, atmospheres, environments, and toxins were conceived to be directly responsible even for infectious diseases.
Miasmic conceptions of disease were beginning to lose ground to a pathological view of mortality early in the nineteenth century, evident in a decline in the perceived inevitability of natural death and the acceptability of infant deaths as a ''culling'' of lower classes (Foucault 1973; Armstrong 1986; Swedlund 1990; Bartley et al. 1997; Hamlin 1995; Anderton 2003) . By mid-century, changing social conceptions of disease and public health were apparent in emerging germ theory and in the social interventions of environmental sanitation. Edwin Chadwick's aetiological hypothesis, that poverty and conditions such as poor or nonexistent sanitation were primarily responsible for harmful disease environments, refined the miasmic view and shaped the sanitary movement in England (Melosi 2000) . John Snow's maps of London cholera cases in 1849 established the waterborne transmission of ''Asiatic cholera'' (see Snow 1965) . And the prevailing disease classification text in the United States, Daniel Drake's Systematic Treatise of 1850, visualized at least some diseases (e.g., cholera and malaria) as due to minute animalcules that typified various environments, thereby distinguishing the indirect view of environmental health threats operating through responsible pathogens from the miasmic emphasis on the directly pathogenic nature of environments. Still, Drake's treatise emphasized a largely miasmic conception of disease (Cassedy 1986 ).
In the next few decades nearly all major diseases underwent substantial changes in social conception, etiological understanding, and nomenclature. Throughout the last half of the century physicians and the medical establish-ment struggled with shifting conceptions of disease as the work of microbe hunters such as Arthur Boettcher, Louis Pasteur, and Robert Koch advanced germ theory (Ewald 2000) . Nonetheless, the advance of germ theory in retrospect seems to have been painfully slow and resistant to evidence available at the time. Thirty years after Drake's treatise and Snow's study of cholera, the standard American medical text, A Dictionary of Medicine (1884), still considered Snow's ''Asiatic cholera'' a special case not generalizable to ''simple'' cholera, typhoid as due to poison and not the typhoid bacterium found in patients, and gonorrhea as due to genital overstimulation despite the discovery years earlier of the bacteria Neissera gonorrheae (Ewald 2000) . Even so, the bacterial age of medicine slowly altered fundamental conceptions of disease as the external locus of disease became internal, the moral became the biological, the inevitable became seemingly preventable, and medical science was enshrined in both concept and regulatory institutions (Starr 1982) .
This article addresses the impact of changing nineteenth-century conceptions of disease on the reporting of deaths during the critical period of 1850 to 1912 in two emergent industrial towns of western Massachusetts, Holyoke and Northampton. After describing the study population and the reporting of deaths in nineteenth-century Massachusetts, we present an analysis of literal cause-of-death descriptions in the death records of the two towns. We explore (1) changes in the literal causes reported and in resulting nosological classification of deaths, (2) changing attempts to provide detailed qualifying information and more fully describe causes of death as conceptions of disease underwent transition, (3) the possible social biases that influenced these attempts to more completely describe and qualify causes of death, and (4) the potential probabilistic use of death description details to classify causes for longitudinal studies of mortality during this dramatic change in conceptions of disease.
Study Population
There are important reasons to choose Massachusetts as a place to study critical nineteenth-century changes in mortality. As Alter and Carmichael (1996) , Preston and Haines (1991) , and others have noted, there are only a handful of North American populations with sufficient individual-level data to study mortality processes during the nineteenth century. The most notable are Utah, the Saguenay, and Massachusetts (e.g., Bean et al. 1990; Perron et al. 1991; Swedlund 1990) . Only Massachusetts, beginning in 1842, had a modern system for secular death records and detailed cause-of-death information spanning the later nineteenth century as conceptions of disease were altered by a transition from the miasmic to germ theory of disease (Cassedy 1986) , the Sanitation movement took hold in the United States (Melosi 2000) , and the American medical profession was consolidated (Starr 1982) . The Northeast was also the center of population growth and emerging industrialism in the United States at this time. The emergent urban-industrial centers of New England typified the struggle between high-mortality stressful health environments and lagging public health infrastructures. And, New England's mortality plateau, with continuing high levels of epidemic and infectious disease, provides an opportunity to study the forces maintaining high mortality and a mortality decline that was documented after the beginning of modern record keeping (Haines 2000; Hautaniemi et al. 1999) . Mortality then declined at the turn of the century, and by the 1920s there is a clearly different picture of mortality, with prevalent chronic degenerative diseases along with relatively low epidemic, infant, child, and maternal mortality.
The first death registration law in Massachusetts that reflected primarily medical and statistical interests initiated a modern registration system in 1842. This system was influenced by the British adoption of civil registration in 1837 and by the formation of the American Statistical Association, in Boston, in 1839 (Gutman 1956 ). The 1842 legislation left local reporting systems in place but implemented annual centralized reporting by town clerks to the secretary of the commonwealth including ''causes of death of all such deceased persons, so far as they may be able to obtain a knowledge of the same from physicians and others '' (Massachusetts General Court 1849: 19) . Revision in 1849 provided that all towns of 10,000 or more inhabitants should have a registrar with the exclusive duty of recording deaths and implemented penalties for failure to report deaths. This revision increased death reporting by roughly 30% to 40%, largely because of entire towns that had not previously reported (Gutman 1956: 178 ). An 1860 revision made it the duty of any attending physician to furnish the registrar with a certified cause of death within 15 days of the request. The culmination of the death registration system in Massachusetts was effectively reached by 1878 when legislation provided that no body could be buried until the town clerk issued a burial certificate indicating the clerk had received all details of the death including a record of the cause of death prepared by a physician. Improvements in Massachusetts' death registration were substantial yet incremental. Changes in quality, similar to changes in completeness, are likely to have been gradual rather than sudden discontinuities (ibid.). Although the system of death registration changed over time, evolving concepts of disease and diagnosis over the period surely had a profound effect on recorded causes of death.
Data for this analysis come from the Connecticut Valley Historical Demography Project (Hautaniemi et al. 2000) and consist of the full text of cause of death given in the death records of censual and post-censual years in the emerging urban-industrial towns of Holyoke and Northampton, Massachusetts. Despite very different local histories, both towns experienced rapid population growth, stresses of urban growth, and a mortality plateau (Cestre 1963; Green 1939; Hautaniemi et al. 1999; Hautaniemi 2002) . The crude mortality rate for Massachusetts was fairly stable at roughly 16-18 per 1,000 through 1910, and Northampton and Holyoke actually had increasing crude mortality over this period. These two towns also typify the environmental and social changes that Risse (1997) suggests are likely to affect historical reported causes of death. First, the underlying ecology of disease changed dramatically during this period in rapidly growing New England mill towns as waterworks, sewers, and industrial development altered the landscape. Second, the basic definitions of health and disease that medical personnel and town officials used changed over time. The most familiar example is the shift across the period from ''consumption,'' a symptomatic diagnosis, to positively identified pulmonary tuberculosis. Third, even the understanding of what defined a cause of death fundamentally changed. For example, in 1850, ''crushed by railroad car'' was a common cause description in the death records, while by 1910 a more immediate cause, such as ''crushed vertebrae,'' was recorded. Not surprisingly, death descriptions became both more specific and more attuned to immediate causes of death. Fourth, as requirements for physician-assisted cause reporting increased, the content of the records would be expected to change (see also Bloor 1991; Leadbeatter 1986; Starr 1982) . Finally, Risse (1997) and others point to the effect on content of shifts in the use of death records and death statistics (Hetzel 1997) . ''In the nineteenth century deaths from socially sensitive diseases like tuberculosis, syphilis, and alcoholism were frequently registered as due to another cause'' (Hardy 1994: 479) . ''For medical practitioners, the coding process always implied negotiations with family members or friends, morticians, hos-pital authorities, coroner's offices, the church, insurance companies and government bureaucrats'' (Risse 1997: 185) . 1 As death reporting evolved, insurance companies became more widespread, and the number of hospitals in New England expanded, stakeholders in death reporting likely influenced reported causes of death.
Analyzing Literal Causes of Death and Classifications
As Maudsley and Williams (1996: 61) observe of contemporary records, ''although death is factual, cause of death involves an opinion. Different diagnostic acumen, opinion and style affect its wording considerably. A minimalist style, although legal, is epidemiologically unhelpful.'' Our analysis of literal causes of death similarly recognizes that recorded causes both reflect and are limited by the historical context in which they were recorded, and that more elaborate death descriptions may contain useful information lost in a minimalist cause-of-death description or classification. As a prerequisite to analyzing the changing reported causes of death in the last half of the nineteenth century, we conducted a formal decomposition, or parsing, of the recorded cause of death descriptions. Through this content analysis we sought to uncover the grammars of death-to characterize causes of death following the apparent standards of usage at the time in recorded literal causes over this period (e.g., Franzosi 1994; Roberts 1997) . 2 We then compared the prevalence of mortality causes estimated from the identified literal causes of death to the principal diagnoses, or cause of death, classifications from the modern standard International Classification of Diseases (ICD). 3 It is important to note that attempts to classify deaths date from the seventeenth century, and standardized international classifications had already begun to emerge by the turn of the century. The French government sponsored the first international conference to revise and promote the Bertillon International Classification of Causes of Death in 1900 (Commission Internationale [1903] ). A second conference was held in 1909, and after several such conferences the International Health Conference entrusted the World Health Organization (WHO) with responsibility for the sixth revision of the International Lists of Diseases and Causes of Death in 1946. Our interest here is a comparison of historical literal causes to modern nomenclature and classification, rather than to the emerging standards of the twentieth century. Also, these emerging standards date to the last decade of our study period and there is little evidence these classifications were implemented in Massachusetts during the nineteenth century.
Although most cause-of-death descriptions in our study population are straightforward and succinct, others consist of long complex descriptions with qualifications, locations, speculations, and so on. Many more do not correspond to modern principal cause-of-death terminology. To make use of the widely varying literal causes of death, the first step in our analysis was to attempt to parse the text of recorded death descriptions into the terminology apparently intended to identify a principal cause of death and other phrases with different substantive content. The literal cause of death need not refer to accepted ICD cause-of-death terminology and our effort to identify a literal principal cause of death differs from more systematic rules used for the ICD nosology. In processing the text we attempted only to identify the embedded phrase used in recording the death that appears to have been intended as a principal cause of death. Nineteenth-century literal causes contain a variety of qualifying comments, such as the location, probable underlying cause, or contributing causes, many of which have since been separated from causes of death in reporting. We did not implement interpretive rules, such as those of ICD nosology, which use all information provided to discern a ''correct'' cause-of-death classification. As meaningful literal causes of death, we accepted both those phrases identified in the ICD under cause codes and other commonly used descriptions in the literal cause when nomenclature did not correspond to the ICD. We examined each case not clearly related to ICD nomenclature to identify the phrase apparently intended as a literal identification of the principal cause.
Identifying causes of death from the text recorded was, except for the acceptance of ICD terminology where present, conducted independently from ICD coding. Causes of death were pre-coded into ICD through a semi-automated nosology, then interactively verified through examination of ambiguous cases by a medical historian with nosology expertise. This process preceded the analysis of literal causes. Parsing of the literal cause-of-death information was conducted by personnel not directly involved in the ICD nosology, again with historical nosology expertise. Parsing of literal causes of death followed four steps: 1. Indicator variables were generated for explicit multiple causes, an explicit order to the causes, duplicate multiple causes, any qualifier of prob-able cause, any qualifier of place, or any qualifier (of any nature) in the complete literal cause of death. If information on place of death was present, it was parsed into a separate variable at this stage. In those cases where multiple causes were present they were each separated for further analysis and designated by the order in which they appeared. 2. For cause, the embedded cause of death was then initially identified (i.e., an acceptable ICD cause or one from a cumulative list of common non-ICD causes). Only corrections of spelling errors and minor variations in causes (e.g., arbitrary pluralizations, minor word order variations, etc.) were made to these literal causes. 3. A small number of key qualifiers that may have been attached to the given cause in the record were then coded as indicator variables. These included any indication of ''acute,'' ''chronic,'' or ''accidental,'' and any ''due to'' description. Any residual text that was associated with the cause of death was again parsed into a separate variable. Again, qualifiers coded may or may not be a part of the cause of death. 4. The remaining information was then further parsed and indicator variables were created to identify the presence of qualifications of ''age,'' ''anatomy,'' ''pathology,'' and ''scope'' related to the cause specified. These qualifiers are further classified for more refined analyses (e.g., anatomy may be identified as lung, lobar, or pulmonary and scope as double, etc., in an analysis of tuberculosis). Utility of more refined classifications was limited by sample size. Finally, we cross-validated the results of parsing and of the ICD nosology. Any literal cause was not allowed to appear for more than one ICD code unless the cause had qualifying information or characteristics of the decedent (e.g., age or sex) that merited the different cause coding according to ICD rules. Emphasis was on validating the correct parsing of the literal cause information rather than revisiting ICD nosology.
Comparing ICD and Literal Causes
The first aim of our analysis is to document the leading causes of death, and their change over the study period, using both historical literal causes of death and those derived through ICD nosology. Comparing the literal causes to ICD cause-of-death codes reveals the differences between evolving nineteenth-century nomenclature and that of contemporary cause-of-death codes. Table 1 shows the 10 leading literal causes and ICD codes by decade from 1850 to 1912. For example, in the first row, consumption is the most frequent literal cause and pulmonary tuberculosis (011) is most frequent among ICD codes for 1850-52. Because causes of death are very age sensitive, we highlight broad age group differences in frequent causes of death in Table 2 , which provides the same information for the five leading causes of death broken down by deaths to children (less than 15 years of age) and to adults (those 15 years of age or older).
ICD codes suggest that the leading cause of death throughout the study period in the two towns combined was pulmonary tuberculosis. Ill-defined intestinal infections and other ill-defined conditions also remain among the top leading causes throughout the study when the ICD codes are used to examine trends. As we might expect, retrospectively assigned ICD codes appear to be more stable across decades than literal causes of death, which reflect changing nomenclature. Unfortunately, the source, and cost, of stability in the ICD leading causes is that many are characterized as ill-defined, heterogeneous, and less informative cause categories.
In one exception, for deaths to all ages (Table 1 ) and among adults (Table 2 ) the most prevalent ICD cause (011-pulmonary tuberculosis) is consistent across all decades. Yet, the literal cause ''tuberculosis'' does not appear until after Koch's discovery of the tuberculosis bacterium and availability of a swab test. Clearly, cases diagnosed as consumption and phthisis are prevalently, but not always, examples of pulmonary tuberculosis in these early periods. Some of these cases would likely not have been diagnosed as tuberculosis in more recent periods. So, the consistency of the ICD coding does mask some underlying heterogeneity over time and the changing certainty of the diagnosis is obscured by using ICD codes rather than literal causes. Nonetheless, as in the case of tuberculosis, for many causes of death a fairly direct correspondence exists between general ICD categories and similarly broad literal causes of death. The ICD category of ''senility not otherwise specified,'' for example, also generally corresponds to the literal cause ''old age.'' Even among the most significant and consistent causes of death, nomenclature clearly evolved and changed radically over the course of a single generation. Tuberculosis is perhaps one of the most well-known case histories of a changing etiology and nomenclature among leading nineteenth-century causes of death. By the end of our study period, there were at least 20 journals in at least 12 languages dedicated exclusively to the disease (Dormandy 1999: 393) . Here, we limit our investigation to examining the changes in nomenclature reflected in the recorded causes of death in Holyoke and Northampton. The literal causes contributing to the ICD pulmonary tuberculosis cause-of-death category can be seen more clearly in Figure 1 . In early decades nearly all of these deaths are labeled as ''Consumption.'' Even at this early time, consumption was a lay equivalent to the medically prevalent ''Phthisis,'' or simply wasting, coined in early Greece (ibid.). During the last half of the nineteenth century, such deaths were increasingly identified as phthisis in western Massachusetts. However, this ascendancy of nomenclature was short-lived. By the end of the century, germ theory had triumphed in the diagnosis of tuberculosis. Most deaths were labeled with the current nomenclature as deaths from ''Tuberculosis'' (and most frequently qualified as ''Pul- monary''). Again, the change in nomenclature suggests a possible concern over accuracy and precision of earlier diagnoses. It is highly likely that a portion of the declining frequency of deaths coded as tuberculosis apparent in the bars of Figure 1 was, in fact, due to increasing accuracy of diagnoses, in turn reflected in the changing nomenclature. A more complex picture of possible differences between nineteenthcentury literal causes of death and ICD coding are apparent in the treat- Tables  1 and 2 a variety of specific terms with an apparent implicit certainty can be seen in causes, such as cholera infantum, dysentery, and various qualified cases of diarrhea. It would seem there was a clear diagnostic view of differences between cholera infantum and dysentery, for example. Yet, most of these deaths are properly combined in ''ill-defined intestinal infections'' when using the ICD codes. Arguably, on the one hand, the contemporary cause-of-death coding gives a more consistent picture of the sustained importance of intestinal infections and water-borne diseases during the last half of the century. On the other hand, the aggregation of more specific historical nomenclatures raises the question of whether symptomatic distinction is lost in the reclassification to contemporary codes. Local nomenclatures, in contrast, may fragment major cause categories due to limited knowledge at the time.
During the last half of the nineteenth century, the population in western Massachusetts, and the United States as a whole, gradually developed its own understanding of disease, focused on causes of death ''understood'' at the time, with shifting consequences for local interpretation of major health threats (Cassedy 1986; Swedlund 1990 ). The smallpox epidemic apparent in both literal and ICD leading causes among 1870-72 deaths in Table 1 is an example of one disease that contemporaries felt they both knew and understood (Fenn 2001) . One wonders whether the local population was aware that far greater numbers of deaths during this epidemic were still due to the collected ill-defined intestinal infections and water-borne diseases reflected in ICD cause categories. Or perhaps a focus on specific literal causes, such as those prevalent in Drake's Systematic Treatise (e.g., scarlet fever, typhoid, and cholera infantum), fragmented the social problem at hand and the critical link of ill-defined diseases to possible public health amelioration.
Each method of classifying causes has value for understanding the mortality transition. ICD causes of death clearly have the value of revealing the course of the transition in causes important in current standards. Yet literal causes reveal the heterogeneity and evolution of nomenclatures at the time deaths were recorded, as well as give insight into the certainty of diagnosis underlying the ICD coding.
Qualifiers
As dramatically as terminology for many principal causes of death changed, the most radical shift in literal causes of death during the last half of the nineteenth century was the increasingly detailed qualifications and explanations in recorded cause-of-death descriptions. These accounts often include information beyond the principal cause that may serve to improve the identification of the cause of death. Qualifiers, and their absence, can also create ambiguity in the appropriateness of a classification. Diarrheal disease, diarrhea due to a specific known organism, diarrhea due to a specific but an unspecified organism, diarrhea following gastrointestinal surgery, and so on, are all assigned different ICD codes when information is clear and unambiguous. In a literal cause of death, and especially a historical one, qualifiers seldom discriminate clearly between these causes despite offering substantial details. As a result, the importance of qualifiers in choice of classifications is probabilistic at best. ''Exhaustion'' as a literal cause description, for example, is both less ambiguous and less informative than ''exhaustion post-diphtheria.'' Exhaustion without other specification has clear coding rules in the ICD.
The qualifying phrase introduces ambiguity about classification yet provides important epidemiological information regarding the death. Unfortunately, most qualifying information is lost if one reduces literal causes to ICD codes.
Indicator variables created in parsing literal causes document the rise in qualifiers. For example, the percentage of deaths with more than one cause given increased dramatically from near zero in 1880-82 to nearly a third of deaths in 1900-1902 and then fell after standards for the recording of multiple causes were implemented. 4 Even after this decline, multiple causes were recorded for more than 1 of every 10 deaths in 1910-12. Other qualification of these causes rose from about 5% of deaths in 1850-52 to nearly half of all deaths by 1910-12, and multiple qualifiers also increased. By the end of the study period roughly 1 in 5 records specified anatomy, about 1 in 10 specified pathology, and a similar number specified some causal attribution.
Of course, not all causes are equally likely to be qualified. Literal and ICD causes of death that were most frequently qualified are given for adults and children separately in Table 3 . As in Tables 1 and 2 , there is some association between literal and ICD frequently qualified causes. For example, among adults the most frequently qualified literal causes are tuberculosis and phthisis, corresponding to the most frequently qualified ICD code ''011-pulmonary tuberculosis.'' Similar correspondence is shown among meningitis deaths for children.
There are also distinct differences among the qualified literal and ICD causes. Heavily qualified ICD causes are themselves identifiable indeterminate categories (e.g., other diseases, ill-defined, unspecified, of unspecified cause). In contrast, although a literal cause may be heavily qualified, judging from the number of times the cause was used it may have had a great deal of certainty to the individual making the diagnosis or those recording the information (e.g., general debility, marasmus, apoplexy). Although some qualifiers express uncertainty, literal causes that were more heavily qualified show evidence only that they were more heavily described than other causes and do not show any generally apparent expression of ambiguity. In many cases, of course, qualifiers provide enough additional information (e.g., pulmonary tuberculosis, acute nephritis) to resolve ambiguities and result in assignment to more specific ICD codes, reflecting the convergence of recorded nineteenth-century causes of death and emerging twentieth-century nomenclatures. For the study of historical mortality, this means that qualifying information that clarifies the cause of death is less likely to be available in those cases when it is most needed. Convergence of the nineteenth-and twentieth-century nomenclature may also be supported by longitudinal trends in the qualification of literal causes undergoing transition or refinement in diagnosis. For example, less than 1.5% of the causes labeled consumption have qualifiers while 60% of phthisis cases and more than 90% of tuberculosis cases have qualifiers. These changes are confounded by the general increase in qualifiers. But the increase in qualifiers for this ICD code is sixtyfold over the study period, while the increase in qualifiers overall is only tenfold. The emerging revision in literal causes and convergence on twentieth-century nomenclatures is clearly associated with a rise in the use of qualifiers.
Differential Use of Qualifiers and Possible Biases
Social biases are clearly apparent in nineteenth-century conceptions of death and disease. Lower social class and standing had, for example, long been attributed as contributing to death from tuberculosis and cholera (Feldberg 1995; Rosenberg 1962) . Infant deaths among the poor and natural causes among the aged were long regarded as inevitable wastage (Armstrong 1986; Bartley et al. 1997; Hamlin 1995; Anderton 2003) . Analyses above give some indications of plausible bias in determining which deaths were likely to be most elaborated. In Table 3 , for example, the most frequently qualified causes of death appear to be those of degenerative and ill-defined diseases of adults.
Caution must be taken in interpreting the differential use of qualifiers. It is possible that deaths among young children (e.g., stillbirths) and older adults (e.g., senility, debility) were considered less anomalous and hence required less description to be fully understood. Stories describing accidents (e.g., ''crushed by a railroad car on the spur line'') might be more common among working-aged men. Or spurious effects of declining mortality, an aging population, and growing importance of new and complicated degenerative causes of death might affect the age-sex-specific incidence of qualifiers. Yet, for some causes, there is clear support for cultural biases within our data. For example, qualifiers are more common for men who died of unspecified injuries (ICD 959) than they are for women who died of exactly the same cause (75% compared to 33%, respectively; p[Fisher's exact Phi] = 0.024). For the most frequently qualified cause of death, pulmonary tuberculosis (ICD 011; see Table 3 ), men were again more likely to have qualifiers for the cause of death than women who died of the same cause (49% compared to 44%; p[Fisher's exact Phi] = 0.073). Even limiting the comparison to pulmonary tuberculosis deaths among the middle-aged, men are much more likely than similarly aged women to have qualified literal causes (42% compared to 37%; p[Fisher's exact Phi] = 0.001). These differences clearly suggest plausible bias toward more detailed description for deaths of men, which could be particularly important in the case of tuberculosis, as it was also the most frequent cause of death. At the same time, there are no other substantial sex differences in the use of qualifiers for other frequently qualified causes of death identified in Table 3 . We conducted multivariate analyses to identify potential social biases in the use of qualifiers and also to determine whether similar biases may result in classification into an ambiguous cause category. In Table 4 we present results of two different logit regressions to address these two related questions. The first regresses the presence of any qualifier on indicators of sex, young age, old age, the interaction of sex and old age, foreign birth, and period of the death. 5 The second logit regression uses as its dependent variable whether the death was classified into one of the commonly occurring ''ill-defined'' ICD groups (e.g., NOS-not otherwise specified, and NEC-not elsewhere classified) regressed on the same independent variables. The two regressions offer different views of the ambiguity of causes of death and do not necessarily model the same relationships.
In the first of these regressions, we see that qualifiers are less frequently used for deaths of females, children, and the older aged. The dramatic increase in qualifiers across time is apparent in period effects. There is no significant difference in the qualification of deaths to the foreign-or native-born. A first impression of these results is that deaths among the middleaged (the excluded category of 15-64 years of age) and males were most heavily qualified. However, the interaction term for older females suggests their causes of death were, in fact, more heavily qualified.
In the logit regression of the second column, we see that there was a decrease in ill-defined deaths across periods in which qualifiers came into more frequent use. Despite being less heavily qualified, deaths to females are less likely to end up in ill-defined categories. However, children and the aged, whose deaths were also less frequently qualified, are much more likely to end up in ill-defined categories. Overall, an age-related lack of qualifiers appears to parallel an age-related classification to ill-defined causes, while the relative absence of qualifiers among females does not affect the fact that they are, nonetheless, less likely to be in ill-defined cause categories. Age effects may reflect the difficulties in diagnosing deaths of the very young and the elderly. Or, they may reflect residual biases from the preceding century to regard infant deaths and natural deaths as inevitable matters of less concern (Armstrong 1986; Bartley et al. 1997; Foucault 1973; Hamlin 1995) .
Probabilistic Classifications and Potential ''False Positives''
Nosology, the classification of death causes originating in the seventeenth century, has a conservative classification bias (Lindahl et al. 1990 ). Rules for ICD nosology typically seek the most precise classification in the hierarchy of death causes that can, at the same time, be made with certainty. If diarrheal disease, for example, is the literal cause of death it is generally coded as diarrhea NOS, even if qualifications indicate the infant died with fever, or during the summer peak of infectious diseases, or in the middle of a gastrointestinal epidemic, all of which suggest, with ambiguity, the possibility of an infectious agent. The death would ordinarily be coded infectious diarrhea only if that literal cause is unambiguously supported. From a statistical perspective, such coding to less specific but more certain causes is not a maximum likelihood procedure. That is, the standard intentionally and systematically underestimates the frequency of more precise ''probable'' causes of death in favor of more general classifications, when ambiguity is present. Although researchers may choose to code deaths differently for epidemiological purposes, conventional coding and automated nosology systems gen- erally embody the conservative classification principle (National Center for Health Statistics 2000). Over a period in which nomenclature of diseases and diagnoses are changing, the bias against more precise cause-of-death classifications resulting from standard nosology might confound underlying mortality trends. Evolving nomenclatures and the steady increase in qualifiers for causes of death over the nineteenth century likely lent greater certainty to ICD classification to more specific causes of death over time (especially since the end result of these evolutions is the contemporary nomenclature).
If qualifiers do affect classifications, it should be possible to model their role and that of other death characteristics, in the likelihood of a more, or less, precise ICD cause-of-death classification. Table 5 provides an illustrative example of the use of qualifying information to predict deaths that are coded as due to tuberculosis in our study, based on the presence or absence of qualifiers and the basic demographic characteristics of the decedent. Sex, age, and foreign birth are the demographic characteristics entered into a logistic regression for the prediction of ICD coding as a death from tuberculosis, along with dummy variables indicating the presence of any one of the major categories of qualifiers in the literal causes of death. The detail of the modeling is limited by sample sizes but serves to test the possible association of qualifiers and decedent characteristics, other than the embedded cause of death, with a specific ICD classification.
The first logit regression in Table 5 attempts to predict ICD-coded tuberculosis deaths from among all deaths. The second regression predicts these deaths from the more limited universe of all respiratory deaths (i.e., those with any respiratory indication anywhere in the literal cause of death). In both regressions the sample is restricted to deaths from the two most recent decades of our data, 1900-1902 and 1910-12 , when the likelihood of correct classification to the specific twentieth-century cause is greatest due to improved death registration and availability of a swab test for tuberculosis, and when qualifiers are most common.
The results of both regressions are generally consistent with what we might expect. The uniquely higher preponderance of tuberculosis at ages from young adult through working ages substantially increases the likelihood the death is classified as due to tuberculosis. Looking at broad types of qualifiers, there is a lower likelihood of these deaths being characterized as an ''acute'' or ''chronic'' condition or for any attempt to describe either the pathology of the deaths or what they might be due to. In contrast, in both equations there is a strong positive effect of an attempt to identify the anatomical site involved or, among respiratory deaths, to qualify the scope of the condition. Qualifiers, even operationalized as broad categories, are apparently significant in determining the appropriateness of ICD coding to pulmonary tuberculosis for deaths after the turn of the century, even when controlling for other decedent characteristics.
Although sample sizes limit their regression use, there are clearly more specific qualifiers of anatomy and scope important in predicting tuberculosis classification. Among respiratory deaths, for example, the most common qualifiers overall are ''pulmonary'' (63.6% of all qualifiers), ''lobar'' (8.1%), and ''tubercular'' (5.5%). These qualifiers alone are sufficient for presence of a qualifier to have a positive effect on classification as tuberculosis among respiratory deaths. Qualifiers of scope among respiratory deaths also include those that specify the extent of the tubercular infection within the lungs (e.g., double, right, left, both, middle, lower, etc.) and there are far fewer qualifications of scope among other respiratory diseases.
Given the apparent role of qualifiers in the ICD classifications assigned to deaths, we also consider a very limited classificatory use of these predictive logit equations. Regressions of Table 5 provide a predicted probability that cases coded as pulmonary tuberculosis in earlier decades merit that classification. Even using this simple model, these probabilities may be used to suggest how many, and specifically which, deaths from early periods may be suspected of being falsely classified as pulmonary tuberculosis (i.e., of being false positives given the presence and type of qualifiers attached to the death and other decedent characteristics). While well short of a maximum likelihood nosology, the analysis may suggest the extent to which longitudinal trends in certainty of death causes may influence reported cause-specific mortality trends. Figure 2 presents three illustrations that use the regression results above to predict possible false positive classifications of tuberculosis deaths in the nosological coding. The first line indicated in the legend of the graph is the percentage of deaths classified as tuberculosis that would have a predicted probability of less than 0.01 if we apply the regression results from the first column of Table 5 across earlier decades. The percentage of deaths that might deserve reexamination as possible false positives is, not surprisingly, greatest in 1850 at 17.2% of the deaths that were classified as tuberculosis. Throughout 1900 more than 3.4% of all deaths are potentially falsely classified as tuberculosis according to this criterion. The second line indicated in the legend graphs the application of the regression of Table 5 for prediction of tuberculosis classification among deaths with a respiratory indication. In this case, we present the possible false positives as those with a predicted probability of less than 0.05 of being tuberculosis deaths. 6 The general results are very similar. Possible misclassifications are most likely in the first three decades of the study but remain substantial until after the turn of the century.
Identification of potentially false positives in these regressions must be approached conservatively. Clearly, much of the declining trend in possible false positives is due to the rise in qualifiers and the emergence of twentiethcentury nomenclature for tuberculosis. Yet, an examination of leverage for yoke, Massachusetts, 1850 yoke, Massachusetts, -1912 these predictions also indicates that the regressions do, in fact, identify plausibly false positive classifications. A number of deaths with atypical tuberculosis ages, unusual patterns of qualification, and arguably more ambiguous literal causes are, in fact, identified as likely false positives.
The last line graphed in Figure 2 is of possible false positives using the prediction of tuberculosis from among all deaths, but the population denominator is limited to deaths with no qualifiers. The false positives presented are again those with a predicted probability of less than 0.01 of being tuberculosis deaths. For the first three decades the percentage of potential false positives is within 1% of those predicted from among all deaths (and are indistinguishable in the figure). This finding is not surprising since few causes of death are qualified in these years and the denominator of the two predictions is nearly identical. However, as qualifiers become more common in causes of death, the denominator of all deaths without qualifiers becomes very small and the percentage of these deaths that are identified as potentially false classifications of tuberculosis rises again to very substantial levels. This rise simply reflects the fact that potential false positives in more recent decades are concentrated among those literal causes of death that are not qualified as ''pulmonary'' cases and have only a literal cause of ''tuberculosis.'' These examples are intended only to demonstrate the potential use of qualifiers and other death characteristics in identifying historical cases deserving of further scrutiny. These potential false positives, however, also indicate the plausible bias in mortality trends constructed from conservative nosology standards. If even a fraction of cases identified as plausible false positives in earlier decades are, in fact, misclassifications, the effect on estimated trends in tuberculosis deaths (see Figure 1 ) could be substantial. More extensive large-sample comparisons of standard nosology practices with maximum likelihood classification methods might provide further insight into the impact of conservative nosological practices on historical and cross-cultural mortality research. Our results merely suggest conservative standards of ICD nosology could, over periods of changing nomenclature and certainty, bias reported mortality trends.
Conclusions
Both ICD classifications and literal cause present difficulties for longitudinal mortality analysis. ''A consistent finding of the history of science is that there is no such thing as a natural or universal classification system [see, for example, Lakoff 1987; Latour 1987] . Classifications that appear natural, eloquent, and homogeneous within a given human context appear forced and heterogeneous outside of that context'' (Bowker and Star 2000: 131) . The radical transitions in disease environments, medical understanding, and cause-of-death recording over the latter half of the nineteenth century present a significant challenge to cause-specific mortality analyses during an important period in U.S. mortality experience, precisely because contexts of mortality changed so radically over this period of demographic history.
The analyses we have presented explore changes in literal causes of death using the unique death records of Massachusetts for two emerging urbanindustrial communities, Northampton and Holyoke, over the last half of the nineteenth century. By parsing the recorded causes of death into their component parts, we constructed a resource that allowed us to compare literal causes of death to contemporary ICD nosology and to analyze the changing nomenclature, social biases, and epidemiological utility of recorded death information during a critical period in historical epidemiology. These analyses result in four central findings.
First, ICD coding of leading causes results in major categories that are generally stable over the transition but often are very heterogeneous residual cause categories. In contrast, leading literal causes reflect the heterogeneity of deaths as denoted at the time but result in more ephemeral classifications and may fragment related deaths across categories. Whether the difference between recorded descriptions and nosological codes reflects a loss of contextual, historical precision or reflects a contemporary correction for limited historical knowledge is a controversial matter tied to the ultimate purposes of analysis. In general, literal causes of death offer a more adequate picture of diseases as understood at the time and of changes in the understanding of disease.These findings support Risse's (1997) recognition of the factors influencing historical death records. ICD codes, however, provide a view of disease trends that were perhaps not fully understood or of recognized importance at the time. The ambiguity of specific historical causes in light of contemporary etiological understanding suggests general strategies, such as those of Alter and Carmichael (1996) , including the use of either broad categories for historical causes of death or a focus on individual causes where ambiguities can be specifically addressed. Classifications of the middle range may be most subject to the influence of changing etiological understanding.
Second, our findings show that there was a dramatic increase in efforts to elaborate on, and qualify, basic causes of death across the latter half of the nineteenth century. The attempt to elaborate causes of death was clearly part of transformations from the natural to the pathological views of disease and reflected both the growing influence of the medical establishment and governmental systems for standardized reporting of mortality. The specific association of qualifiers with changing etiological understanding of diseases such as tuberculosis also suggests that elaborate death descriptions reflected efforts to come to terms with changing conceptions of disease. Further study of literal causes, and their change over time, may offer a greater understanding of specific transitions of importance in nineteenth-century conceptions of disease. A tremendous loss of potential for such research occurs when historical data resources retain only nosological codes and discard recorded death descriptions.
Third, there is prima facie evidence of social biases in the attempts to elaborate or qualify deaths over this period. Such biases suggest that deaths to some individuals, or from some causes, were socially either more important or problematic. Qualifiers were less frequent among the young and the aged, among all but older women, and in earlier decades. These findings are not surprising given prior studies (e.g., Armstrong 1986; Bartley et al. 1997; Hamlin 1995) . Since these biases may also affect the accuracy of classification, relative cause-specific mortality trends within social groups could be significantly affected. Again, this suggests that literal cause-of-death analysis merits further research directed to specific causes of death and questions of social bias. These concerns are perhaps best addressed in research that is more narrowly focused on specific causes of both epidemiological and social import.
Finally, the rise in more elaborate cause-of-death descriptions does appear, as Maudsley and Williams (1996) suggest, to have both nosological and epidemiological value. Our illustrative application to tuberculosis deaths clearly reveals that some of the prevalent qualifiers (e.g., ''pulmonary,'' ''lobar,'' ''double,'' ''tubercular'') provide information useful in distinguishing deaths due to this specific cause using standard nosological rules of classification. We also illustrated the further use of this information, and its absence, in identifying potential false positives in historical nosology, and resulting longitudinal changes in accuracy of classification, that might influence mortality trends. Sample sizes limit our analyses of specific causes of death and qualifications. In this analysis we sought only to show that qualifiers are usefully related to classification of historical causes of death and that conservative standards of ICD nosology could, over periods of changing nomenclature and certainty, result in longitudinal biases in resulting classifications and, hence, in reported mortality trends. From the context of the quotation, coding here presumably refers to the assignment of a cause of death and not subsequent nosology.
2
Longitudinal content analysis allows us to describe, not reconcile, changes in the recorded death descriptions over time (see, e.g., Willigan and Lynch 1982:243-45) . 3
At the time nosology was conducted for the historical data we decided to use ICD Ninth Revision, Clinical Modification, Sixth Edition Issued October 1996 (U.S. Department of Health and Human Services 1996) for contemporary cause-of-death nosology using the modification rules for principal diagnosis. The clinical modification rules for principal diagnosis proved more suitable for terminology of the historical records and for epidemiological purposes than those of the underlying cause of death. Differences in the broad categories utilized in our analysis from the more recently released ICD-10 cause-of-death categories or those that result from variations among coding rules are negligible. 4
By multiple causes we mean those recorded causes that included more than one identifiable ICD codable cause-of-death phrase. In some cases these are clearly numbered. In other cases they are simply listed separated by punctuation. And in yet others, they are components in a more complex narrative regarding the death. 5
We could not include a direct measure of economic status. Wealth questions were unfortunately dropped from the federal census during the middle decades of our study period. We are currently linking tax records to deaths, which may allow us to further explore specific class biases in literal causes of death (e.g., Feldberg 1995). 6
Because of a smaller sample size in the analysis of respiratory, rather than all, deaths, sensitivity and specificity analyses suggested a more liberal criteria for false positives.
