Abstract: The estimation of parameters and states is one of the core data-processing algorithms used for the monitoring and control of continuum or structured mechatronical systems (e.g., flexible robotic arms and cantilevers). The measurements taken from the sensors combined with an appropriate model can filter the states and extract information about vibration dynamics parameters such as damping and spring constants. This paper presents a method based on the application of a Moving Horizon Observer (MHO) for state and parameter estimation of a lightly-damped vibrating system. A numerical experiment on a single-degree-of-freedom (SDOF) system is performed to demonstrate the method on noisy measurements and to compare the MHO with the benchmark Extended Kalman Filter (EKF). Test scenarios show that the MHO appears to be more robust with respect to modeling errors.
INTRODUCTION
High-performance embedded controllers open the possibilities for application of numerical methods to solve the problems of modeling and control of vibrating systems. Fast vibration dynamics is an interesting challenge for computing hardware, software and mechanical design of beam and cantilever mechatronics (Fuller et al., 1996) . Algorithms based on a model of the dynamics are becoming the standard approach for control and monitoring of vibrating systems. One of the most applied model structures is the state-space model. If the full state vector is not completely measurable it is necessary to estimate it using a state observer. The observer algorithms do not need to be restricted only to the state estimation problem. With a standard augmentation of the model one can estimate the parameters of the model by declaring them as states. Through this approach, the problem of joint estimation of system states and parameters is considered.
The classical approach to determine the state and parameters is in vibration mechanics the Kalman filter and its modified version for nonlinear systems, the Extended ⋆ This work is primarily supported by the Slovak research and development agency under project APVV-0280-06. The first author is supported by research project APVV-LPP-0118-09. This research is also supported by the grant from Iceland, Liechtenstein and Norway through the EEA Financial Mechanism and the Norwegian Financial Mechanism. This project is also co-financed from the state budget of the Slovak Republic.
Kalman Filter (EKF) (Gelb et al., 2001) . The foundation of such filtration is the model of vibrating structure based on the lumped parameter assumption of rigid, shape invariable mass (Corigliano and Mariani, 2004; Ghosh et al., 2007) . The application of a dynamic model for the purpose of filtration based on the principles of continuum mechanics is proposed by Ohsumi and Nakano (2002) . The typical filtration application of state and parameters is the control (Gao and Lu, 2006) , diagnostics and monitoring of vibrating system (Hoa and Ma, 2007) . The above mentioned EKF method uses a linearized model to approximate nonlinear vibration dynamics with the assumption of sequentially uncorrelated Gaussian noise distribution. If the noise is correlated or does not have the Gaussian distribution, application of the Extended Kalman filter can cause divergence of the estimated states and parameters. Moreover, the method is sensitive to initial condition of the estimate. In this case the approaches based on probabilistic Bayesian Particle Filter (PF) methods with the application of stochastic Monte Carlo simulations lead to more accurate estimates of state and parameters of the nonlinear vibration dynamics (Ching et al., 2006; Namdeo and Manohar, 2007; Sajeeb et al., 2009 ).
The objective and novel contribution of this study is the numerical application of least-squares estimation of state and parameters of vibrating system by combining a prefiltering EKF with an Moving Horizon Observer (MHO). The MHO is the alternative to statistical methods (PF) and minimum-variance (EKF) methods though it needs no statistical assumption about the sources of uncertainty (Moraal and Grizzle, 1995; Alessandri et al., 2008) . Prefiltration in the arrival cost using variants of the Kalman filter (Rao et al., 2003; López-Negrete et al., 2009; Qu and Hahn, 2009; Ungarala, 2009 ) is shown to improve the accuracy of the observer.
The physical wave equation of a one-mode oscillator (massspring-damper system) is further considered to represent the model which the MHO uses for estimation. The lumped parameter model often describes the vibration dynamics sufficiently where this model was experimentally applied in relation to EKF and PF in Jones et al. (1995) and Namdeo and Manohar (2007) ; Uchino and Ohta (1986) respectively.
BASIC MODEL FORMULATION
The structural vibration model can be written as
(1) where M 0 is the mass matrix, C 0 is the damping matrix, K 0 is the stiffness matrix, L 0 is the transition matrix, q is the displacement vector and u is the excitation force. Conventionally, the state-space equation of the problem can be represented asẋ
where
where p ∈ R np is the vector of uncertain model parameters (e.g. stiffness, damping). The number of modes is n q , and n p is the total number of model parameters to be identified. For the purpose of parameter identification the vibration dynamics (1) is described by a general timeinvariant state-space equationṡ
represents the augmented dynamics. The model which was linear-in-theparameters becomes nonlinear by declaring the unknown model parameters as additional states of the system. Even a system without any mechanical nonlinearity leads to a nonlinear filtering problem.
Eq. (4) and (5) can be combined aṡ
The observation equation may be written as y = h c (x, u) + v (7) where y ∈ R ny is a vector of measurements and h c : R 2nq+np × R nu → R ny is a continuous measurement function. The measurement errors are modeled with the noise term v ∈ R ny . The most frequent situation encountered in practice is when the system is governed by continuous-time dynamics and the measurements are obtained at discrete time instances. For the problem formulation we consider the numerically discretized dynamic nonlinear system described by the equations
y t = h(x t , u t ) + v t (9) for t = 0, 1, . . ., where x t ∈ R nx is the state vector and u t ∈ R nu is the control vector. The state vector is observed through the measurement equation (9) where y t ∈ R ny is the observation vector and v t ∈ R ny is a measurement noise vector.
The state dynamics given by Eq. (6) (or discretized by Eq. (8)) is a deterministic formulation. A common procedure is to include the process noise vector in Eq. (6) which would account for the stochastic behavior. For a sake of simplicity the process noise will not be considered in this study, however in practical situations this might be an important part of the dynamic equations to account for uncertainty in the inputs or unmodeled dynamics.
EXTENDED KALMAN FILTER
The EKF is perhaps the most often applied algorithm for the estimation of state and parameters of nonlinear dynamic systems (Gelb et al., 2001 ) and it will be here considered as the benchmark algorithm. The following algorithm is in the literature known as continuous-discrete or hybrid EKF (Gelb et al., 2001) . The dynamic system is given by (8) and (9) where the white noise has the normal Gaussian distribution v t ∼ N (0, R t ). The initial condition of the state vector is x 0 ∼ N (x + 0 , P + 0 ). The estimate of the state vector at t = 0 begins with the initial state vector estimate and with the initial covariance matrix of the initial state vector estimate error
From time instance t − 1, the dynamic system (6) is simulatively propagated one step ahead aŝ x
where t = 1, 2, . . .. This one step computation gives an a priori state estimate. The time update of the covariance matrix estimate is given bẏ
The covariance matrix estimate of state vectorx − t estimation error is achieved by simulative propagation of Eq.
(16) and the measurement y t is used for updating the a posteriori estimatex
The covariance matrix a posteriori estimate is updated as P
(18) where
MOVING HORIZON ESTIMATION ALGORITHM
The statistics of the measurement noise v t is assumed unknown. The function composition as the application of one function to the results of another like
respectively, where "•" denotes function composition. The N + 1 subsequent measurements of the outputs Y t and inputs U t up to time t are
. . .
where t = N + 1, +2, . . .. For Y t the following algebraic map is defined
The a priori state estimate used in the arrival cost at the beginning of the horizon is declared asx t−N |t , for which two alternatives are considered.
Simulative propagation (Alt. 1) Thex t−N |t vector in a time instant t is computed for the time instance t − N by simulative propagation (Butcher, 2003; Pytlak, 1999) of function f . The initial condition of such one-step simulation is given by the last optimal state vector estimatê x t−N −1|t−1 that is not a part of a receding window anymorex
Pre-filtration (Alt. 2) Thex t−N |t vector is computed in a time instant t for the time instance t−N by pre-filtration with EKF (Rao et al., 2003) . The EKF is running at the beginning of horizon on the output data y t−N which were measured in t − N time instance. This is the information which corrects the one-step simulation
The a priori state estimate at the beginning of the horizon is computed as
The covariance matrix is computed as
(26) The other matrix computations necessary for the prefiltration are done via regular EKF equations as explainedx in Section 3 (index t changes to t − N |t and index t − 1 changes to t − N − 1|t − 1). The only difference is that the EKF equations here are applied for the first time instance t − N of receding window.
Define the N -information vector at time t
The observer design problem is to reconstruct the vector x t−N based on the information vector I t . The basic formulation of such a problem is defined as the inverse mapping of Eq. (22). The unique existence and continuity of solution depends on the function H t . If the Eq. (22) does not have unique solution, the problem is ill-posed according to definitions of Tikhonov and Arsenin (1977) . The solution of vector x t−N is in the case of uniform observability formulated on an over-determined set of algebraic equations where there are more equations than unknowns for which n x ≤ N n y . The formulation can be also under-determined if there is no persistence of excitation or the system is not observable. From the existence point of view of solution for vector x t−N under noisy measurements, the computation is formulated as an optimization problem.
The cost function of the optimization problem is in the meaning of the least-squares method defined as
The cost function (28) comprises of two squared norms where the first norm is weighted by the Q matrix. The given formulation contains an arrival cost (Alessandri et al., 2008; Rao et al., 2003) . The schematic time sequence of the a priori state estimate vector, state estimate vectors, output estimate vectors, input and output vectors on Nhorizon are in Figure 1 . The MHO algorithm, schematically shown in Figure 2 consists of three main computation parts: Datapool, Simulative propagation (if Alt. 1) or Prefiltration (if Alt. 2) and Optimizer with N -step Model Simulation and Cost function minimization blocks. The main computation engine is the optimization algorithm that performs the cost function minimizations.
The MHO algorithm with pre-filtration can be summarized into following steps:
Step 0. Do the initial Datapool loading with measurement data and input data Step 3. Compute the a priori estimate with Eq. (24) Step 4. Numerically integrate P Step 7. Minimize the cost function (28) to compute the optimal state vector at the very beginning of receding windowx t−N |t . In the minimization routine the model is used through the Eq. (29) Step 8. Use the model to simulatively propagate the state from the beginning of receding window to the end of receding window aŝ
End of loop; Go to Step 1.
SIMULATIONS
In the following section the simulation of MHO and EKF described in above sections for oscillating massspring-damper system with one-degree-of-freedom will be presented. In both studied approaches (EKF, MHO), the propagation of filter dynamics in Eq. (12), (15) and the propagation of observer dynamics in Eq. (23), (24), (29) is required through the numerical simulation. In this experiment the Matlab function ode23 is used which is explicit Runge-Kutta method (Pytlak, 1999; Butcher, 2003) .
Model of Mass-Spring-Damper system
For an SDOF vibration system, the equation of motion may be represented as follows mq(t) + bq(t) + kq(t) = F (t) (30) The state-space model consists of an ordinary differential equation system with the displacement q = x 1 , the speeḋ q = x 2 and no external force (free vibration)
Denoting x = [x 1 , x 2 , x 3 , x 4 ] T , with k = x 3 and b = x 4 , (31) can be rewritten in the augmented forṁ
where only the displacement is measurable
Initialization of simulation, MHO and EKF
The system described by Eq. (31) is simulated to generate data. The noisy measurement of displacement is generated through Eq. (33). The true parameters considered in simulation are m = 1, k = 1, b = 0.01. The initial true joint state and parameter vector at the beginning of simulation is then [x 1 , x 2 , x 3 , x 4 ] T = [1, 0, 1, 0.01] T .The initial MHO state estimatex 0|N , which is not a part of a receding window, has the first displacement term set directly from measurement. The other terms are considered as initially unknown and are set to 0.5. Considering the initial datapool loading with N +1 measurements, the first estimated state vector with the MHO in t = N +1 is at the beginning of receding window (x t−N |t ) and further computed for the end of receding window (x t|t ). The horizon size N is heuristically chosen long enough to capture at least one full oscillation period. The initial state estimate of EKFx + 0 has the first displacement term set directly from measurement. The other terms ofx + 0 are considered as initially unknown and are set to 0.5. The EKF is N -times pre-iterated in order to use the access to the same data information as the MHO has in datapool buffer. With this initial conditions the MHO and EKF qualitatively compare their first state estimates for the same time instance t = N + 1. The other possibility (not applied in this paper) to compare the EKF and MHO from very first measurement instance would be to apply the MHO with growing horizon until t = N + Gaussian white noise experiment (Exp. 1.):
In this first experiment, the noise is generated with Gaussian distribution (band-limited-white-noise) with the variance
The measured noisy data have overall signal-to-noise ratio SN R = 10.
Correlated noise experiments (Exp. 2a., Exp. 2b.): In the second and third experiment sequentially correlated, sometimes referred as colored noise, will be assumed. The noise is given by the filtration of band-limited-white-noise input e t ∼ N (0, σ 2 ), σ 2 = 0.01 with the filter (Hansen and Snyder, 1997) v t = 0.5
This filter produces the colored noise which in addition to the base displacement signal produces the signal with average signal-to-noise ratio SN R = 5. Two different noise realization sequences are produced by the filter, given by Eq. (35). The first realization is used in Exp. 2a. and the second realization in Exp. 2b.
Extended Kalman Filter setup
In order to compute the continuous part of the EKF (13), the Jacobian matrix (14) is required to propagate Eq. (13) through Eq. (15). The partial derivative matrices for the mass-spring-damper system are
In the numerical simulation with Eq. (15), the argument of the Jacobian matrix Z(x) "continuously" changes the values fromx =x
The values of the argumentx are changed within the simulative propagation step which is much smaller than the filter sampling interval. The initial conditions as explained in section 5.2 are set as follows.
Exp. 1.
The vectorx 
The vectorx + 0 = [0.892, 0.5, 0.5, 0.5] T is the initial state estimate for Exp. 2b.
Moving Horizon Observer setup
To minimize the cost function (28) Matlab unconstrained optimization function fminunc is called. The following equation for the Q matrix is motivated by Rao et al. (2003) 
The moving horizon window is set to N = 10. The Q matrix is timeinvariant since P = P + 10 (Eq. (37)) during the whole simulation, R = 0.01. The initial value of a priori state vector for t = N + 1 isx 0|N = [1.052, 0.5, 0.5, 0.5]
T .
Exp 1./Pre-filtration (Alt.
2) The Q matrix is timevarying since P = P Exp. 2a., 2b./Simulative propagation (Alt. 1) This method was not applied for the correlated noise experiments, due to its poor slow convergence for the Gaussian noise experiment.
Exp. 2a., 2b./Pre-filtration (Alt. 2) The moving horizon window is set to N = 10. The Q matrix is time-varying since P = P 
Simulation results and discussion
The system dynamics is perturbed by the initial state deviation from its equilibrium without any external force input leaving the system to respond freely. Such free oscillatory response with decaying trend is providing sufficient self excitation needed for the observer to successfully converge. The quality of the algorithms is evaluated by the Root Mean Square Error (RMSE) computed for each state and parameter as
where j = 1, 2, 3, 4 and n = 100.
Gaussian white noise experiment (Exp. 1.): The MHO observer estimation is run with two different settings for the a priori state vector computation according to the Simulative propagation (Alt. 1) and Pre-filtration (Alt. 2) procedures. For better distinction of the different settings, the estimated states of the system are presented by their error from the true states. The displacement error is shown in Figure 3 and the speed error is shown in Figure 4 . The estimation of spring and damping constants is in Figure 5 and 6 respectively. The results show comparable convergence of states and parameters for the Pre-filtered MHO and the EKF with pre-iterations. The Simulative propagation did not give satisfactory results mainly due to its non-adaptivity of the Q matrix, which is given by lated character sets a challenging problem for the EKF and the MHO. The magnitude and character of colored noise may cause disturbance to the estimation algorithms to successfully converge. In this experiment the Pre-filtered MHO algorithm showed improved robust convergence ability compared to the EKF. The EKF turned out to be very sensitive to converge from the initial estimate or from reasonable surrounding set of initial estimates, compared to the more robust MHO algorithm where even large initial state estimate error can be corrected at the very beginning by the measured information contained in the Datapool. The displacement estimate is shown in Figure 7 and the speed estimate is shown in Figure 8 . The estimation of spring and damping constants is in Figure  9 and 10 respectively. The sensitivity of the pre-iterated EKF is demonstrated on these figures where the method eventually diverges on noisy data and identifies incorrect states in Exp. 2a.. The RMSE results are summarized in Table 2 . The results of the Exp. 2b. are shown in Figures  11-14 and summarized in Table 3 . Table 3 . Root Mean Square Error in Exp. 2b.
CONCLUSION
The MHO and EKF estimation algorithms are tested in three different numerical experiments. In the first experiment the white noise and in the second and third experiment the correlated noise are assumed to superpose on the true displacement signal. The corrupted displacement is the on-line measured information used by the MHO and The experiments indicate that no method is always better. In the second experiment the MHO demonstrates robustness with an ability to safely converge and extract the dynamic information about states and parameters. The further advantage of MHO is that it can directly handle constraints on states and parameters. This was not applied here (although x 4 > 0 is evident), but the application of constraints is straightforward and would improve the performance. Also modeling the colored noise would further improve the estimates. The recursive Prediction 
