A novel method to calculate the solid-liquid contact angle is introduced in this study. Using the 3D configuration of a liquid droplet on a solid surface, this method calculates the contact angle along the contact line and provides an angular distribution. Although this method uses the 3D configuration of liquid droplets, it does not require the calculation of the 3D density profile to identify the boundaries of the droplet. This decreases the computational cost of the contact angle calculation greatly. Moreover, no presumption about the shape of the liquid droplet is needed when using the method introduced in this study. Using this method, the relationship between the size and the contact angle of water nano-droplets on a graphite substrate was studied. It is shown that the contact angle generally decreases by increasing the size of the nano-droplet. The microscopic contact angle of 83.0 • was obtained for water on graphite which is in a good agreement with previous experimental and numerical studies. Neglecting other nanoscale effects which may influence the contact angle, the line tension of SPC/E (extended simple point charge model) water was calculated to be 3.6 × 10 −11 N, which is also in good agreement with the previously calculated values. Published by AIP Publishing. [http://dx
I. INTRODUCTION
Wettability is a fundamental property of liquids governing many environmental and industrial applications around us. This phenomenon is primary quantified by measuring the contact angle at the solid-liquid interface. When a liquid droplet is placed on a rigid solid surface, the contact angle presents the balance between three interfacial tensions which can be well described by Young's equation, 1 cos(θ) = γ s − γ sl γ l ,
where γ sl , γ s , and γ l are the solid-liquid, solid-vapor, and liquid-vapor surface tensions. Once the liquid droplet touches the solid surface, the value of the contact angle decreases from 180 • to an equilibrium value, θ. When θ is smaller than 90 • the surface is considered to be hydrophilic, and when θ is larger than 90 • the surface is considered to be hydrophobic. Despite the simplicity of wettability problem, the level of uncertainty in the experimentally and/or theoretically measured values of contact angles is fascinating. 2 One source of the uncertainty in experiments comes from the fact that it is almost impossible to observe a unique contact angle for a given system. The contact angle values are often reported as a range bounded dynamically by advancing and receding angles. 3 In this context, contact angle hysteresis which refers to the difference between advancing and receding angles is an important parameter determining the resistance of a droplet upon sliding across a surface. 4 Other sources of discrepancies in the experimental results can be heterogeneity and/or impurity at the surface or in the liquid, 2 sample preparation and a) Electronic mail: hao.zhang@ualberta.ca b) Electronic mail: qingxia.liu@ualberta.ca measurement difficulties especially at the nanoscale, 5 and possible size effect. 6 The latter is especially important at the nanoscale when the line tension (τ), the excess free energy per unit length of vapor-liquid-solid contact line, becomes significant. 7 The size dependent contact angle at the nanoscale is usually described with the "modified Young equation", 8, 9 cos(θ)
where τ is the line tension, r is the radius of the contact line (it is assumed to be circular), and θ ∞ stands for the contact angles at r → ∞ (macroscopic contact angle which is calculated from Equation (1)). Theoretically, the line tension is estimated to be between 10 11 and 10 10 N. 10, 11 The length scale at which the effect of contact line tension is considerable can be estimated by relating a typical value of line tension (τ ≈ 10 −11 −10 −10 N) and surface tension (γ lv ≈ 10 −2 N/m) of water, which yields to τ/γ lv in the order of nanometers. 12 This means that high resolution characterizing techniques such as scanning electron microscopy (SEM) and atomic force microscopy (AFM) are needed to capture the size dependence of the contact angle experimentally. There have been a number of experimental studies that have tried to approach the size dependent contact angle at the nanoscale through such techniques. [12] [13] [14] [15] [16] However, as explained thoroughly by Schimmele and Dietrich, 7, 17 results of such studies should be interpreted with care as many parameters may affect line tensions calculated experimentally. Molecular modeling techniques are suitable tools that can complement experiments and provide deeper understanding especially when studying wetting properties at the nanoscale. There have been numerous studies trying to address the wetting problem using the molecular dynamics (MD) technique; however, simulations are not free from uncertainties either. There are two main approaches to calculate contact angles using MD which can be categorized as direct and indirect methods. 4 The indirect approaches try to evaluate the contact angle through implementing the calculated interfacial energies into Young's equation (Equation (1)). In addition to the possible size effect mentioned above, the indirect method is unable to provide information about dynamics of liquid-surface interactions due to its thermodynamic approach. Moreover, the correctness of this method is more questionable when it comes to study heterogeneous and rough surfaces. 4 Gao and McCarthy argued that the contact lines instead of the contact areas (and their corresponding surface energies) are important in determining the solid-liquid contact angle. 18 These issues promote the direct methods which try to simulate the actual droplet with a finite size on a solid surface. The size and time limit of MD simulations, however, give rise to some uncertainties regarding the simulation results. A small droplet size may lead to a large curvature and a large surface tension. The influence of droplet size on the surface tension can be measured by considering the Tolman length which gives the extent by which the surface tension of a small liquid droplet deviates from its planar value, 19
where γ is the surface tension of droplet, γ 0 is the surface tension of liquid in its planar limit, δ is the Tolman length, and R is the radius of the droplet. In the derivation of Equation (3), Tolman neglected the higher order terms and treated δ as a constant. However, the necessity of higher order terms in predicting the surface tension through Tolman treatment has been discussed excessively in the literature. 20 Using the non-local mean-field density functional theory (DFT) for Lennard-Jones (LJ) fluid, Malijevský and Jackson showed that the Tolman approach is valid for droplets with radii bigger than 10 diameters (10σ) while for smaller droplets a higher order curvature dependence of the 1/R 3 form is required in the Tolman treatment of the surface tension. 20 They also estimated the Tolman length to be about a tenth of the molecular diameter and to have a negative sign. For the SPC/E water model, this would result in δ ≈ −3 Å. There have been a number of other studies which calculated the Tolman length for water experimentally and theoretically. [21] [22] [23] Using MD simulations, this value is also calculated for different common water models. 24, 25 These studies
give the Tolman length in the order of 0.5 Å. This means that for nano-droplets with the radii range between 1 and 10 nm the difference between surface tension of nano-droplets and the flat surface is changing from 1% to 10%. Even if we ignore the Tolman effect, the line tension may still cause size dependency in nanodroplets as explained before. Malani et al. tried to solve the droplet size problem by reversing the role of curvature of the liquid and solid. 4 In their approach, a solid cylinder is simulated in contact with liquid. Using the molecular dynamics method, Seveno et al. also calculated the contact angle using the force distribution along a fiber dipped into a liquid. 26 This simulation yielded a very good agreement with the AFM measured force and the one predicted by Young's equation. The main drawback of these approaches is that the structure of curved surfaces of nanosolids is shown to be considerably different than flat surfaces. It has been shown that nanoparticles can go through massive surface relaxations, sometimes, can even change their crystal structures. 27, 28 Moreover, these methods cannot provide information about the effect of the line tension when a possible size effect at the nanoscale is of interest.
Beside the time and size limits, calculating the contact angle from a MD simulation also accompanies some technical difficulties. One factor which makes contact angle calculation from MD trajectories complicated is the identification of atoms (or molecules) in a liquid droplet, gas phase, and at the liquid-gas interface. In the previous studies, this was usually achieved through calculating the local number density. 2, 3, [29] [30] [31] [32] [33] [34] Calculating the 3D density profile for small systems may be trivial but it becomes more time and computational power consuming as the size of the system increases. After identifying the molecules in each phase and at the liquid-vapor interface, the next challenge is to calculate the contact angle. It is a usual practice to consider a partial spherical shape for the liquid droplet, such as the one shown in Figure 1 , and calculate the contact angle accordingly.
Knowing the height, h, and the radius, r, of the partial sphere, the contact angle, θ, can be defined as
Using Equation (4) and considering a constant density in the liquid droplet, Hautman and Klein 35 derived a relation between the centre of mass of the droplet and the contact angle (see the appendix of Ref. 36 for details of the derivation),
where z com is the z coordinate of the centre of mass of the droplet relative to the solid surface and . . . denotes the time average. R 0 is the radius of the fitted partial sphere to the droplet calculated as
where N is the number of the molecules in the droplet and ρ 0 is the number density of the bulk liquid (0.033 Å −3 for water).
As mentioned above, Hautman and Klein's main assumption to derive Equation (5) was that the density within the droplet is constant. However, it is well known that the density of the liquid close to the liquid-gas or liquid-solid interfaces deviates from the density in the bulk. 37 To avoid the inaccuracy caused by assumption of the constant density within the droplet, Fan and Caǧin calculated the height and radius of the best fitted partial sphere and evaluated the contact angle directly from Equation (4). 36 They used a fine 3D density profile to estimate the interfacial area and volume of the liquid droplet which leads to the calculation of the height and radius of the best fitted partial sphere through the following geometrical relations:
de Ruijter et al. proposed an alternative approach to find the best fitted partial sphere which includes finding the liquid-gas interface through the density profile of the droplet. 33 The density of a liquid containing a liquid-gas interface is usually modeled by the following sigmoidal function: 37
where ρ(r) is the density of the liquid, ρ l and ρ are the bulk liquid and gas densities, respectively, r 0 is the position of the Gibbs equimolar dividing surface, and d is the thickness of the interfacial layer. In Equation (8), r 0 and d are fitting parameters and r is in the direction perpendicular to the interface. Considering the azimuthal symmetry and using the radial density profile, de Ruijter et al. calculated r 0 for the liquid droplet at different heights from the solid substrate. The best circular fit to the calculated r 0 values was then found and the contact angle was calculated accordingly. This method is the most common procedure used to calculate the contact angle from the molecular dynamics simulation results. Despite its simplicity, this kind of approach may result in inconsistent results, especially for small droplets. 2 This is mainly because of the large shape fluctuation of the liquid droplet during an MD simulation which makes the azimuthal symmetry unreliable. Moreover, the average shape of the liquid droplet may deviate from the spherical shape when studying inhomogeneous surfaces. In nature, there are many examples of the inhomogeneous surfaces which exhibit directional wetting properties. 38 Directional wetting properties have been also made artificially through altering the physical 39 or chemical 40 structures of the surfaces. This is obvious that the presumption of the partial spherical shape of the liquid droplet may lead to a considerable error when studying wetting properties of such surfaces. Despite the efforts made to improve the fitting by applying more complex procedures, 41, 42 the accuracy of methods using the 2D projection of the droplet to calculate the contact angle is still challenging. To solve these issues, Santiso et al. proposed a method which does not use any initial assumption about the shape of the droplet but uses the complete three-dimensional structure of the droplet near the surface to estimate the contact angle. 2 At the first step of this method, the liquid-vapor interface is identified using a discretized density profile. In the next step, interface molecules that are within a given distance from the solid surface (z max ) are picked up and marked as an interface contact layer. The local contact angle at the position of each water molecule i in the interface contact layer is then calculated using the normal to the plane that best fits the molecule i and its neighbors which are defined by a cutoff distance (r c ). They applied a coarse-grained approach in order to explore system sizes beyond the atomistic simulation limits. The work of Santiso et al. provides a practical approach to calculate the contact angle from the 3D structure of a droplet. However, the accuracy of this method, like other methods using interface recognition to calculate the contact angle, is highly dependent on the density profile used to identify the contact layer. As pointed out in their study, using a fine 3D mesh would result in the recognition of the interface layer with a higher resolution; nevertheless, a very fine mesh may incorrectly mark density fluctuations within the droplet as a part of the interface. 2 In addition to the density profile resolution, the accuracy of this method is also highly sensitive to two other factors, namely, z max and r c .
In this study, we propose a method which makes use of the well established convex hull algorithm to calculate the distribution of contact angles along the contact line. No prior assumption on the shape of the liquid droplet is required for this method, and it does not use the density profile which makes it more time and computational efficient. Moreover, the contact angle calculation method proposed in this study is much less sensitive to the predefined parameters due to the robustness of the convex hull algorithm. We compared the performance of this method with previously proposed algorithms. Because of its easy-to-implement nature, we believe this method can provide a practical tool to study the wetting phenomena via molecular dynamics simulations.
II. METHODOLOGY A. Molecular dynamics simulation
A graphite-water system was used to test our contact angle calculation algorithm. Graphite was chosen because its wetting properties have been studied excessively by experimental and numerical studies. 5, 29, 34, [43] [44] [45] The parameters of watergraphite interaction potential were taken from the work of Werder et al., 34 and the SPC/E model with a cutoff distance of 10 Å was used for water. Similar parameters were used before for MD simulation of the graphite-water system. 5 20 Å cutoff distance was used for a short-range interaction between carbon and oxygen. As suggested by Rafiee et al., 44 this long cutoff was intentionally selected to avoid any artificial contact angle transition because of the cutoff value of solid-liquid interaction. Particle-particle particle-mesh (PPPM) solvers were used to handle the electrostatic interactions, and all MD simulations were performed within the LAMMPS software package. 46 The periodic boundary condition was used in all directions. A vacuum gap was introduced in the z direction to build graphite as an infinite 2D slab. The SPC/E water was first equilibrated through an NPT simulation at 300 K and 0 atm. Water droplets with different sizes were then made by cutting partial spheres from the equilibrated water structure as shown in Figure 1 . The main reason of using partial spheres was to decrease the computational cost of MD simulations. For each droplet size, the initial contact angle can be controlled by changing the height (h) of the droplet (Figure 1 ),
To consider the effect of the initial contact angle of water droplets on the final contact angle (after equilibration), three different initial shapes corresponding to the initial contact angles of 90 • , 100 • , and 110 • were considered for each droplet size. In the next step, water droplets were put on the graphite surface. It has been shown that wetting properties of graphite is influenced by the thickness of the film (number of graphene layers). 44, 45 To eliminate the effect of thickness on the wetting properties, graphite slabs were made out of at least 6 graphene layers. The size of the simulation box was chosen big enough to avoid interactions between water droplets and their periodic images. Seven water droplets whose radii ranged from 1 to 7 nm were studied through a two step MD simulation. In the first step, energy minimization was performed to cure any possible close-contact between water molecules or between water molecules and the graphite surface. Then, water droplets were relaxed through a NVT simulation at 300 K for at least 5 ns. Simulation snapshots were saved every 1 ps. The number of water molecules and size of the simulation box for each model system are summarized in Table I .
In all simulations, carbon atoms were fixed in their crystallographic positions. This is acceptable as it has been shown that fixing the carbon atoms would not affect the contact angle TABLE I. Droplet and simulation box size for each system. r is the droplet radius, L is the parameter of the partial sphere according to Figure 1 , θ 0 is the initial contact angle, and N W is the number of water molecules. greatly. 34 The Nosé-Hoover thermostat and a time step of 1 fs were used in all simulations.
B. Identification of the liquid droplet
Although our contact angle calculation algorithm does not require identification of the solid-liquid interface, it is still necessary to distinguish water molecules inside the droplet from those in the gas phase. We avoid using the 3D density profile to identify the droplet which enhances the speed of calculation greatly. Instead of defining the liquid-gas interface via density information, we applied a hit-and-count method. The hit-and-count method is faster than a density approach and can define the interface efficiently. In the traditional density profile calculation, the first step is to define a 3D mesh to bin the data. Then the density profile is calculated by counting the number of data points in each bin and converting the number of atoms per volume to the density. Finally, the liquid-gas interface can be defined via a threshold limit on the density. However, for huge datasets, 3D binning is a cumbersome technique with a high computational cost. To alleviate this problem, we use a hit-and-count method on three dimensional data in a 1D fashion. In this approach, we define a 3D mesh first, however, instead of binning the data in 3D, we do the binning in each direction separately and then count the number of elements in each mesh. Assume that we start from the xdirection, in other words, we only read the x-coordinate of data points and apply the binning process on them. If the number of data points in the 1D bin in the x-direction is less than a predefined value, we simply remove those data points from the dataset. We repeat this process successively on other dimensions (i.e., y-and z-directions). At the end, the remaining data points define the compact structure of the liquid droplet.
As shown in Figure 2 (b), after applying the hit-andcount technique, the sparse data points in the gas phase have been successfully removed. However, some of the scattered points near the boundary of the droplet might have remained untouched (red points). To remove these points from the droplet, we need a more precise algorithm. Our near boundary scatter point removal algorithm works as follows. First, we define the tightest spherical cap, with radius R, which includes all data points in the droplet. Second, all data points in the subregion between two spheres with radii R − ∆R and R + ∆R will be examined and classified as sparse gas phase or droplet data point. Our criterion for classification is the Euclidean distance between the points. For a data point in the aforementioned subregion, if at least one data point exists with a distance smaller or equal to the predefined minimum value, which is based on the nearest neighbor distance according to the radial distribution function of water, that data point will belong to the droplet. On the other hand, if we cannot find any data points with distances smaller or equal to the predefined minimum value, that data point will be classified as gas phase and will be removed from the set. Moreover, all data points outside the sphere with radius R + ∆R will be considered as sparse gas phase and all data points inside the sphere with radius R − ∆R will be classified as droplet data point. Hence, our search region includes only a small portion of the data points which makes our algorithm more computationally J. Chem. Phys. efficient than the 3D density profile approach. Moreover, for most of the cases, the hit-and-count method is sufficient to achieve a compact structure of the droplet and even if near-droplet gas molecules remain, they will not impose a considerable error in the contact angle calculation. As a result, applying the secondary fine precision algorithm to remove the near-droplet gas molecules is introduced as an optional step in the algorithm. Figure 2 shows the effect of applying each step in identifying the liquid droplet.
It is worth to mention that during the final fine precision step of the droplet identification process we made an assumption that the droplet shape is close to the partial sphere. As a result, this step may not be accurate if there is an extreme deviation from the partial spherical shape. Such an extreme condition can happen in the cases such as liquid droplet impact on the solid surface or high temperature wetting studies. In these cases, it may be necessary to use density profiles to distinguish liquid and vapor molecules.
C. Contact angle calculation algorithm
In this section, we will explain the methodology that we use for calculating the solid-liquid contact angle. Understanding the topology of the droplet (i.e., the surface separating the liquid from the gas phase) is a critical step which then can be carried out by some geometrical calculations resulting in the contact angle. After applying the hit-and-count method, we removed the outliers (i.e., atoms in the gas phase) from the data set, hence, the new data set is more compact and the surface of the remaining data points can be well defined by a convex hull. The smallest convex set that contains the points is a convex hull of that data set. Several interesting algorithms are developed for calculating the convex hull for two, three, or higher dimension data sets. In this work, we adopt the well known Quickhull approach. 47 The Quickhull algorithm is fast and can cope with imprecision in the data points (round off errors with floating-point arithmetic). The method owns its fast calculation to the point selection strategy. In Quickhull instead of choosing a random point for evaluation, the furthest point is selected. Selecting the furthest point of the set has some advantages over random point selection methods. It results in a much faster algorithm when the dataset has few non-extreme points. Moreover, it uses less memory compared to other methods which is an added bonus when dealing with huge datasets especially in higher dimensions. For three dimensional data points, the final output of Quickhull is a combination of some facets built from a subset of data that contains all other data points.
Here we explain the algorithm step by step. The Quickhull algorithm is a recursive technique, and it uses a divide and conquer strategy. Consider a data set with N data points which define a set S. The algorithm first finds two left and right furthest points in the set, namely, P 1 and P 2 points, and includes these points in the convex hull. Now, the segment P 1 -P 2 connecting P 1 and P 2 divides the rest of the points into two subsets S 1 and S 2 . S 1 contains all of the data points in the left of the segment P 1 -P 2 , and S 2 contains all of the data points in the right of the segment P 1 -P 2 . Until this stage, we divided the set S into two subsets S 1 and S 2 and the points P 1 and P 2 are added to the convex hull. To further evaluate the rest of the points, we look into the data points in each subset separately. To do so, we select the furthest point in each subset from the segment P 1 -P 2 . Let us say in subset S 1 the point P 3 is the furthest point from the segment P 1 -P 2 . The algorithm will add the P 3 point to the convex hull. Now, the three segments connecting points P 1 , P 2 , and P 3 define a triangle. Left, right, and inside of the triangle divide the subset S 1 into three subsets S 1 − left, S 1 -inside, and S 1 -right. In this step, if there are any points in the S 1 -inside set, those points will be removed from the set and the other two subsets S 1 − left and S 1 − right will be evaluated further with the segments P 1 -P 3 and P 2 -P 3 , respectively. The same procedure would be followed for the S 2 subset. This divide and conquer process will be continued until there are no points inside the subsets. Finally, the points included in the convex set will construct the convex hull of data points of the set S. The output is a combination of thick facets that contain all possible exact convex hulls of the input. In our simulations, which is in 3D, the facets are triangles. Moreover, we will remove the facets that do not contribute to the volume of the convex hull. This will result in a topology that has a more concise form (Figure 3) .
The topology and structure of the convex hull will help us to define the distribution of the solid-liquid contact angle. As we mentioned earlier, the convex hull is a combination of some triangles with different areas. We can calculate the angle of the convex hull in the location of these triangles. Each triangle is built via three points from the set S. These points define three vectors from the origin as v 1 , v 2 , and v 3 . One can easily calculate the normal of the triangle as
where × denotes the cross product, n = n 1 i + n 2 j + n 3 k is the normal of the triangle, and i, j, and k are the unit vectors in the x, y, and z directions, respectively. Vectors of each triangle are sorted in a way that n is pointing outwards from the triangle. Now the angle of the triangle with respect to the solid surface is
We will repeat the process for all of the triangles in the convex hull which are close to the solid surface. This means that to calculate the contact angle with the solid surface we will only consider those triangles that contain points smaller than the predefined limit in the z direction. At this point, we calculate the histogram bin counts for all calculated angles. When working with floating numbers, the algorithm reproduces a big number of triangles with smaller areas. To remedy this difficulty and remove erroneous triangles (i.e., adjacent non-convex facets), the Quickhull algorithm will merge one of the facets into a neighbour in a way that the merging process minimizes the maximum distance of the vertex to the neighbour. 47 However, it is still possible to get some triangles with smaller areas that do not give proper information about the shape of the droplet. To make our algorithm more robust, we use weighted histogram bin counts. In the weighted histogram, each calculated angle is weighted by the area of the corresponding triangle. Lastly, we repeat the same process for N number of simulation snapshots and report the probability distribution of all calculated angles. One may define the angle with the maximum number of counts as the solid-liquid contact angle for the simulation points in the set S. However, representing the contact angle by the distribution provides more information about the wetting behavior of the liquid. Figure 4 shows an example of angular probability distribution calculated from our contact angle calculation code. Previous contact angle calculation algorithms described in Section I were also coded, and the corresponding codes are provided in the supplementary material along with the codes for our method. All contact angle calculations were performed on the last 500 ps of simulations.
III. RESULTS AND DISCUSSION
Before getting into the details of the results of our contact angle calculation method, we provide a thorough comparison between this method and other available contact angle calculation methods in the literature. In order to perform such a comparison successfully, we should take the following points into consideration:
• In the previous calculation methods, the contact angle was always represented as the average value. As mentioned before, our method reports the distribution of the calculated contact angles. Thus, such a distribution was also calculated for other methods to be able to make a proper comparison. This means that the contact angles were calculated for each atomic configuration and then represented as a distribution. Methods proposed by Hautman and Klein, 35 Fan and Caǧin, 36 and de Ruijter et al. 33 produce a single contact angle for each atomic configuration but the method of Santiso et al. 2 and the method proposed in this study calculate multiple contact angles from the 3D structure of the droplet at each atomic configuration.
• For methods proposed by Hautman and Klein 35 and Fan and Caǧin, 36 a prior process on droplets are required to identify whether the molecules belong to the liquid phase. As such a process was not explained in the original papers, we used our liquid droplet identification algorithm before applying these methods.
• The accuracy of the methods proposed by de Ruijter et al. 33 and Santiso et al. 2 highly depends on the resolution of the density profile. Dimensions of the 3D mesh used to calculate the density profile for these methods were tuned to achieve the best combination of the calculation accuracy and the computational time. Figure 5 shows the comparison between the computational time of different contact angle calculation methods. All algorithms were coded in MATLAB Version 8.6.0.267264 and calculations were performed using a computer with two Intel © Xeon E5-2620 @ 2.0 GHz CPUs and 62.7 GB of RAM.
Droplets with the initial contact angles (θ 0 ) of 90 Å were used.
As expected, Figure 5 shows that the methods requiring density profile calculations are much more time consuming than others and their computational cost increases exponentially as the size of the droplet increases. The method of Santiso et al. 2 shows the highest computational cost due to its extensive 3D density profile calculation and the plane fitting procedure. It is apparent that the method proposed in this study is computationally efficient with the computational cost comparable with methods proposed by Hautman and Klein 35 which simply uses the centre of mass of the droplet to calculate the contact angle. It should be pointed out that the fine 3D mesh (0.4 Å) used by Fan and Caǧin 36 to calculate the volume of the liquid droplet and the interfacial area is not practical for the size range that we studied in this work. Thus, we used the convex hull algorithm to calculate the area and volume of droplets which decreased the computational cost of this method greatly. The contact angle was then calculated through applying the volume and area obtained from the convex hull triangulation into Equations (4) and (7). It is also worth to mention that the calculation time for our method was measured while the fine precision droplet identification step was applied. As explained in Section II, the hit-and-count procedure is often sufficient and the removal of the fine precision droplet identification step would improve the computational cost of our method even more. The contact angle distributions calculated from each algorithm are compared in Figure 6 . As mentioned before, the method of Santiso et al. 2 is highly sensitive to its predefined parameters. Two different contact angle distributions represented for this method in Figure 6 were obtained using two different sets of parameters, i.e., those given in the original paper (z max = 0.5 nm and r c = 1 nm) and those tuned for a 10 nm droplet in this study (z max = 0.75 nm, r c = 0.5 nm). Box plots are also used to represent the calculated contact angle FIG. 5. Comparison between the calculation time of different contact angle calculation methods. Droplets with the initial contact angles of (θ 0 ) of 90 • were used. All calculations were performed on the atomic configurations of the last 500 ps of 5 ns simulations which were saved at 1 ps intervals. The inset plot shows the calculation time for the method proposed by Santiso et al. 2 FIG. 6 . Contact angle probability distribution graphs calculated for the 10 nm droplet using different algorithms. (a) shows the probability distribution of the contact angle during the last 500 ps of the 5 ns simulation, and (b) represents the same distribution using box plots. Box plots depicted in this study represent distributions as follows: x, error bars, the upper and lower box limits, the band inside the box, the square inside the box, and the hollow circle represent the minimum and maximum values, the 5th and 95th percentiles, the 25th and 75th percentiles, the median, the mean, and the mode, respectively. distributions as they can provide the important information about the distributions concisely. Figure 6 shows that the three methods which make use of the spherical shape assumption result in a narrower contact angle distribution. It is expected as the fitting to a predefined shape would neglect the deviation of the shape of the liquid droplet from the partial spherical shape. This deviation is more significant in smaller droplets because of the large shape fluctuation during the MD simulation. As mentioned before, the presumption of the partial spherical shape of liquid droplets may also cause major inaccuracies when studying the wetting properties of the inhomogeneous surfaces as the shape of the droplet on these surfaces may deviate from the spherical shape greatly. While all of the first three methods make the presumption of the spherical shape of the liquid droplet, it seems that the method proposed by de Ruijter et al., 33 which finds the fitted partial sphere equation through a radial density profile, results in a slightly bigger contact angle value than the other two. The average contact angle calculated by this method is also very close to the one calculated with our method. This is because for the system used to build Figure 6 , which includes a perfect solid surface without any defects and a fairly large liquid droplet, the partial spherical presumption does not impose a significant inaccuracy. The method proposed by Santiso et al. 2 does not make any presumption about the shape of the droplet; nevertheless, it is very sensitive to its predefined values. Applying the parameters used by the authors, we calculated a similar contact angle distribution as reported by them. 2 By fine tuning the predefined parameters, however, we could achieve a better contact angle distribution which is in the range of those calculated by de Ruijter et al. 33 and our methods. The results of Figures 5 and 6 show that the contact angle calculation method developed in this study provides the best combination between the computational cost and calculation accuracy, yet it does not make any presumption about the shape of the liquid droplet. This method was used to calculate the contact angle of water on graphite for all systems listed in Table I , and the results are represented in Figure 7 . These distributions were calculated using the atomic configurations of the last 500 ps of 5 ns simulations. Figure 7 clearly shows that increasing the size of the droplet results in narrower and more uniform contact angle distributions. The large variation of contact angles in the small droplets can be a combination of the results of multiple system properties. First of all, the convex hull triangulation results in a less number of triangles when the number of points in the data set decreases. In other words, it is more difficult to define an accurate representation of the surface of the liquid droplet through convex hull triangulation for the small droplets. For instance, the smallest droplet (R = 1 nm) is made of less than 100 water molecules which is more accurate to call it a water cluster. Moreover, small droplets suffer from larger shape fluctuations during MD which is probably the main reason broadening the contact angle distribution as the size of the droplet decreases. The shape fluctuation of water droplets during an MD simulation can be quantified through geometric parameters such as the sphericity. The sphericity, Ψ, of a geometric object is defined as the ratio of the surface area of a sphere with the same volume as the given object to the surface area of the object,
where V and A are the volume and area of the object, respectively. We can calculate the sphericity of water droplets during MD simulations through the volume and surface values obtained from the convex hull triangulation. The results of these calculations are shown in Figure 8 . large shape fluctuation. This broad contact angle distribution increases the uncertainty in the calculated contact angle values. Although using big droplets would result in a more accurate contact angle calculation, the computational cost, as another factor, limits the size of the water droplet in a MD simulation. As the size of the water droplet increases, the number of water molecules increases proportional to R 3 (R is the radius of the droplet). In the droplet size range that examined in our study, it seems that a 10 nm (R = 5 nm) droplet offers the best compromise between the contact angle calculation accuracy and computational demand. However, as mentioned before, the contact angle at the nanoscale should be treated with care due to the possible size dependence. To show the effect of the size on the contact angle, equilibrium contact angles of droplets with different sizes but the same initial contact angles (θ 0 = 110 • ) are compared in Figure 9 .
A general trend of decreasing the average contact angle by increasing the size can be seen in Figure 9 . Although a smaller droplet size range was used, this trend has been also reported in previous MD studies on the same system. 34, 48, 49 These studies attributed this trend to the effect of the line tension according to Equation (2) . However, it should be considered that there are multiple nanoscale effects which may influence the contact angle at the nanoscale. This causes a considerable amount of the uncertainty about the origin of the size-dependent wetting at the nanoscale. Let us consider the very small droplets (R < 3 nm) in which we have shown that the large shape fluctuation and the small number of the data points make the contact angle hard to define and calculate accurately. It was also emphasized by Sergi et al. that the contact angle can no longer be derived accurately from the tangent to a circular fit when the size of the droplet is smaller than 3 nm. 29 As mentioned before, the Tolman treatment of the liquid-vapor surface tension is not valid in this size range either. A large deviation of the liquid-vapor surface tension from the bulk value may also affect the contact angle. It is also a well established fact that there is a large fluctuation in the liquid density near the solid surface due to the layering of liquid phase. Becker et al. argued that this effect may cause a decrease in the liquidvapor and solid-liquid interfacial tensions. 50 This is especially important in the very small droplets where the lack of the bulk liquid properties is significant. Scocchi et al. also reported a deviation from the modified Young's equation (Equation (2)) for droplets smaller than 3 nm. 29, 51 They proposed that this unexpected behavior is due to the fact that molecules near the contact line experience reduced cohesive forces and this results in an increase in the adhesive component of the total   FIG. 9 . Equilibrium contact angle distributions for droplets with different sizes calculated from the last 500 ps of the 5 ns simulations.
force which tends to increase the contact area. 51 Although our contact angle calculation method shows the increase in contact angle value by decreasing the size even for droplets smaller than 3 nm, the contact angle values calculated for the small droplets should still be handled with care.
If we do not consider the very small nanodroplets and neglect the effect of other mentioned nanoscale effects, the line tension may be calculated from the size-dependent contact angle (Equation (2)). It is necessary to define the contact angle as a single value to be able to calculate the line tension. It can be seen in Figure 7 that contact angle distributions are not normal and show a positive skewness. The median value of a distribution is less affected by outliers and skewed data; however, the mean would reflect the effect of asymmetry which is important in the case of contact angle distributions. Thus, the mean is probably the best choice to represent the contact angle through a single value. Moreover, choosing the mean value would provide a consistency with previous studies. In addition to the contact angle value, we need the radius of the contact line to be able to estimate the line tension through Equation (2) . The interfacial area of the liquid droplet and the solid surface was calculated through convex hull triangulation. The radius of the contact line then was estimated by a circular fitting to the interfacial area. In Figure 10 , the relationship between the reciprocal of the radius of the contact line and cosine of the contact angle is shown.
Through Equation (2), the reciprocal of the contact line radius and the contact angle has a linear relationship at which the intercept and slope correspond to the cosine of the macroscopic contact angle (cos(θ ∞ )) and the line tension over the surface tension (τ/γ l ), respectively. Figure 10 clearly shows that the contact angles calculated from the smallest droplets (R = 1 nm, θ 0 = 90 • , 100 • , 110 • ) are out of the linear regime. As explained thoroughly before, the accuracy of contact angles calculated from such a small droplets is of a great doubt. θ ∞ calculated from the linear fit in Figure 10 calculated by Dutta et al. using the same potential parameters (θ ∞ = 83 • ). 48, 49 This value is also in good agreement with the experimentally measured contact angles of water on graphite. 44, 45 Using the previously calculated surface tension of the SPC/E water model (γ l = 0.0636 N/m) 52 and the slope of the fitted line in Figure 10 (τ/γ l = 0.56 nm), the line tension of water on graphite is calculated to be 3.6×10 −11 N. This value is also in a very good agreement with the range of water line tension values predicted theoretically. 10, 11 It is also in good agreement with previous numerical 53 and experimental 54 studies which predicted the upper band of the line tension value to be 5 × 10 −11 and 10 10 N, respectively. Moreover, there is a very good agreement with the line tension values calculated via molecular dynamics simulations of the graphite-water system using the same forcefield parameters 34, 48 (see corrigenda of these publications).
Here, it is worth to emphasize again that some assumptions were made in the line tension calculation reported here: First, we neglected the other nanoscale effects which may influence the solid-liquid and liquid-vapor interfacial tensions. Due to the weak dependency of the line tension to the size of the nanodroplets, we cannot conclude confidently that the size-dependency of the contact angle is solely caused by the line tension effect. Second, the contact line curvature was estimated as the radius of a circle with the same area as the solid-liquid interface. This assumption implies that the line tension is homogeneous along the contact line; however, it is well known that the line tension is dependent on the local curvature of the contact line.
IV. CONCLUSION
A novel method to calculate the solid-liquid contact angle from molecular dynamics simulations was introduced. This method does not make any presumption about the shape of the liquid droplet. Although the 3D configuration of the droplet is used, this method does not require the calculation of the 3D density profile to identify the liquid droplet boundaries. This decreases the computational cost greatly and improves the speed of the calculation especially for big systems. After identifying the droplet, the code makes use of the well known Quickhull algorithm to calculate the convex hull of the liquid droplets. Distribution of contact angles along the contact line is then calculated through the convex hull triangulation. Using this method, we studied the size dependence of the contact angle of water nanodroplets on the graphite substrate. It was shown that for the water droplets with radii ranging from 1 to 7 nm, the contact angle generally decreases by increasing the size. Neglecting the other nanoscale effects which may cause this size-dependent wetting behaviour, the line tension of SPC/E water on graphite is calculated to be 3.6 × 10 −11 N which is in a good agreement with previously reported values. We believe that the contact angle calculation method introduced in this study can be helpful for future studies on wetting properties via molecular dynamics simulations. One possible path for the future research in this area is to study the wetting properties of non-ideal surfaces. Having a reliable contact angle calculation algorithm which is capable of capturing contact line inhomogeneities, the relationship between the contact line fluctuation and contact line pinning can be explored for the non-ideal surfaces.
SUPPLEMENTARY MATERIAL
See supplementary material for the contact angle calculation codes and sample molecular dynamics trajectory files.
