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2An Inner Product Inequality
Which Appears in Analytic Number Theory
KYOKO KUBO
(Toyama Prefectural College Tech.)
FUMIO KUBO (Toyama Univ.)
\S 1. Introduction.
Thexe is a lot of variants and generalizations of the well-known Cauchy -Bun-
yakovskii-Schwarz’ inequality:
THEOREM CBS. If $x,$ $y$ are vectors in an inner product space $’\kappa$ , then
$|<x|y>|^{2}\leq||x||^{2}||y||^{2}$ .
In Bombieri’s text [3] on analytic number theory, a variant of the Cauchy -
BunyakovskiY- Schwarz’ inequality is referred to A. Selberg. The inequality goes as
follows:
THEOREM S. If $x_{1}.,$ $x_{2},$ $\ldots,$ $x_{n}$ , and $x$ are non zero vectors In an snner product
space $\mathcal{H}_{y}$ then
$\sum_{i=t}^{n}\frac{|<x|x_{i}>|^{2}}{\sum_{j=1}^{n}|<x_{i}|x_{j}>|}\leq[|x||^{2}$ .
It is $ea\backslash \neg\tau\backslash \mathscr{J}t.$ : see $\iota$ hat {his inequality is nothing but the $Cauchy- Bunyak1\underline{\backslash }vski_{1-}$
Schwarz’ inequality if $n=2$ , and Bessel’s inequality
$\sum_{-\dot{5},-1}^{n}|<x[x;>|^{2}\leq||x||^{2}=$
if the vectors $X_{1r}X_{\sim^{\}}}^{t},$ $\ldots$ , $x_{\iota}$ are chosen to form an orthonormal system.
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3In $Bom\dagger$)$iertc$: text [3], a proof to Selberg‘s $ineq\dagger lalit\dot{y}$ which is $\S\dot{i}mi1_{c}’\iota\tau$ to $\cdot$ the
well-known proof of the $Cauchy- Bunyakovski_{1}$.-Schwarz‘ inequaIity is “given.
In the first part of this talk, we obtained another proof to the Selberg’s inequality,
based on what we call diagonal $ma/or\dot{\iota}zat\iota on$ method hereafter. By this method, we
nean a general algorithm to obtain a diagonal majoiant of a given positive semidef-
inite matrix. Several inequalities have matrices whose positive semidefiniteness is
equivalent to the inequality itself. While R. Bellman [1] emphasized the importance
of the identity that makes an inequality trivial, we call attention to the importance
of getting positive semidefinite matrix that makes an inequality trivial. From this
$view_{P\}}\prime_{-}^{-i_{11}t}$ , there $ca\iota 1$ be some inequalities related to Selberg’s.
In the second part, we will talk about a few examples of applications of Sel-
berg’s. The examples are cho,$s$en from the theory of positive semidefinite functions
on semi gr $\overline{J}$ups.
At last, we will talk about another application of the diagonai majorization
rnethod.
Thi,$s$ is a note of my talk at the Research Institute of Mathematical $Sciences_{t}$
Ky$c_{-}|tt_{-}^{-}L\uparrow_{11}i_{v}^{vv}er\backslash _{-}\neg ity$ . The detailed paper will be published elsewhexe.
\S 2. A Proof of Selberg’s Inequality.
It is quite attractive that the Cauchy - $Bunyak_{0\backslash r}ski^{c}i-$ Schwarz‘ inequality or
Bessel’s inequality i,s equivalent to the positive semidefiniteness of the following 2 $x2$
or $(n+1)x(r\iota+1)$ matrix respectively:
( $||x||_{x>}^{2}$ $<x|y>||y||^{2}$ ),
or
( $||_{1}x...|_{1x>}$ $<x|_{1}x_{1}>O$ . $<x|_{1}x_{n}>O$ ))
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4respectively.
Thus we think it natural to ask some matrix whose positive semidefiniteness is
equivalent to Selbeig’s inequality. A candidate for such matrix is given as follows:
$S’:=\backslash (<x[x>\backslash <x_{n}||_{1}x..\cdot|_{1}|^{2_{X>}}$ $\sum_{i=1}^{n}|<<x|x_{1^{1}}>O^{x1x_{j}}>|$
$..$ .
$\sum_{j^{\iota}=1}|<<x|_{x1x_{j}}O^{x_{n^{l}}>}>|$ ).
Thus we have ozily to show the positive semidefiniteness of this $(n+1)x(n+1)$
matrix. And we call attention to the fact that these matrices are offsprings of the
so-called Gram’s matrix. The definition of Gram)$s$ matrix goes as follows:
DEFINITION. Let $x_{1},$ $x_{2},$ $....,$ $x_{n}$ be an n-ple of vectors in an inner product space
$H$ . The Gram matrix of the $x;s$ denoted by $G(x_{1}, x_{2}, \ldots, x_{n})$ is given by the following
$e(1^{ua\{,j}$ on:
$G(x_{1,}.x_{2}, \ldots, x_{n})$
$=(\begin{array}{llll}<x_{1}|x_{1}> <x_{1}|x_{2}> <x_{1}|x_{n}><X_{A}^{\prime)}|x_{1}> <x_{2}|x_{2}> <x_{2}|x_{n}>| | \ddots |<x_{n}|x_{1}> <x_{n}|x_{2}> <x_{n}|x_{n}>\end{array})$ .
It is well-known that a Gram matrix of arbitrary size is positive semidefinite.
Remark also that the Gram matrix $G(x, x_{1, )}x_{n})$ differs from the matrix $S$ in
the $nxn$ lower right square. Comparing {hem, you will be suggested the following
$majoriz^{r}\langle\iota tion$ theorem, which makes the positivity of the desired matrix trivial.





diag $(\alpha_{1}, \alpha_{2}\rangle , 0_{n})=(\begin{array}{llll}\alpha_{1} O \alpha_{2} \ddots O \alpha_{\iota}\end{array})$
3
5We have a$,$ $p_{IO^{\ulcorner}}ft\gamma${ this LEMMA using the well-known eigenvalue-location the-.
orem due to $1_{-v}^{\neg}er\check{s}_{b^{r,_{-}^{-}\prime}}\cdot rin$ . Of course there can be a proof without using the eigenvalue
location theorem, but we have a clear perspective from the location theorem.





denote the deleted absolute row sums of A. Then all the $etgenvait\iota es$ of $A$ are located
in the unton of $nd\iota scs$, ( so called Ger\v{s}gor in discs)
$\dot{c}_{-}^{-}1tJ\{zn\in C : |z-a_{ii}|\leq R_{*}\cdot(A)\}$ $:=(.\prime r(A)$ .
PROOF $oP^{\backslash }$ LEMMA. Consider the following matrix
diag $( \sum_{-,j-1}^{n}|<x_{1}|:\iota_{j}>|, \sum_{-,j-1}^{n}|<x_{2}|x;>|_{\rangle}\ldots, \sum_{-,j-- 1}^{n}|<_{\ n}! \mathfrak{n}|x_{j}>|)$
$-G(x_{1\backslash }x_{2\backslash }\ldots, x_{n})$
$=(\begin{array}{llll}\sum_{J\neq^{-}-\grave{1}}|<x_{1}|x_{j}>|-<x_{2}|x_{1}> -<x_{1}|x_{2}> --<x<x_{2}^{1}|x_{n}^{n}x>>\vdots x_{2}|x_{i}>|\sum_{i\neq 2}|< \vdots\vdots \ddots \vdots-<x_{n}|x_{1}> -<x_{n}|X^{l}2> x_{n}|x_{j}>|\sum_{i^{-}\neq n}|<\end{array})$ ,
whose Ger\v{s}gorin discs obviously li $e$ in the ri $ght$ half plane, and hence the eigenvalnes
lie in the right half of the real axis. Thus the matrix is positive semidefinite.
QED.
Beckenbach and Bellman shows a refinement of the Cauchy - $Bunya.k_{1^{-1}}.vski_{\dot{1}’-}$
Schwarz’ inequality in their text [1]. The $d\iota$agonal $ma_{\dot{J}^{O\Gamma l_{\tilde{\dot{k}}}}}$ahon method is available
to prove the refinement, but much more. It will be shown that the meth$od$ implies
the following refinement of Selberg’s inequality. The proof will be omitted here.




$l_{\backslash }||x||^{2}- \sum_{i_{-}^{-}1}^{n}\frac{|<x|x_{1}>|^{2}}{\sum_{j=1}^{n}|<x_{1}|x_{j}>|})(||y||^{2}-\sum_{i=1}^{n}\frac{|<y|x_{i}>|^{2}}{\sum_{j=1}^{n}|<x_{1}|x_{i}>|})$ .
\S 3. Applications of Selbergs Inequality.
Through the representation theorem of the positive definite functions, cf., [2],




for $x,$ $x_{1},$ $x_{2_{l}}\ldots,$ $x_{n}\in It$ sattsfying
$x_{i}-x_{j} \neq\frac{(2N+1)\pi}{2}$ $(N\not\in Z, 1\leq i_{\tau}j\leq n)$ .
Set $n=2$ in PROPOSITION 1, one obtains the following inequality:
$C$ OROLLARY.
$|e\cdot osx_{1}$
. $\mp\cos x_{2}|\leq|\sin x_{1}\pm\sin x_{2}|$ ,
for $x_{1},$ $x_{2}\in R$ sattsfy$rng$
$\cos(x_{1}-x_{2})\geq_{<}0$ .
In $}_{1_{-}}$ . bi anch of $\ddagger^{\backslash rb_{c}ability}1^{-}$’ theory, we obtain the following.
$p_{\ddagger i\dot{\backslash }>f^{j})}-\prime^{\prime-\leq 1^{r}I_{x}^{\tau}(j(}\backslash ’\backslash \cdot,.<)$
$\sum_{-,x-1}^{l2}\frac{tP^{(}A\cap A_{i})-P(A)P(.A_{i}))^{2}}{rightarrow_{\backslash }n_{-\iota^{t^{=}.F(A.\cap A_{j})-P(A.\cdot)P(A_{j}))}},\angle-J-}\leq P(A)(1-P(A))$ ,
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7for $A\in$ A and pat. $r\downarrow\{\dot{t}se$ independent $A_{1},$ $A_{\sim}\supset.,$ $\ldots,$ $A_{n}\in A,$ $u!h\epsilon\cdot$,rci $(\Omega_{\backslash }A_{y}P)$ denotes a
probabzhty space.
A $Cauchy- Bunyakovski_{1}$.-Schwarz‘ inequality with a linear operator weight was
discussed by T. Furuta [4].
THEOREM F. For any bounded lsnear operator $T$ on a H$ lbert space $\mathcal{H}_{f}\iota^{9}ectors$
$x,$ $y\in \mathcal{H}_{j}$ and any $f\cdot\epsilon^{}al$ nurn $ber\alpha\in(0,1)$ , the rnequality
$|<Tx|y>|^{2}\leq<|T|^{2\alpha}x|x><|T|^{2(1-\alpha)}y|y>$
holds true.
Let $T=ti^{\gamma}|T|$ be $tl\downarrow e$ polar decomposition. With a couple of $re$placements of
vectors
$xrightarrow|T|^{\alpha}x$ , and $x_{i}\mapsto|T|^{1-\alpha}U^{*}x_{*}\cdot$ ,
in $Selberg^{\tau}s$ inequality gives the following weighted form of Selberg’s inequality.
COROLLA $\acute{[be]}Y’$ . Let $T$ be a bounded linear $ope$ rator on a Hilbert space $T\acute{\iota}_{t}$ and
$\alpha\in((3_{:}1)$ . If $x_{1:}x_{2}$ , . . . , $x_{n}\not\in Ker(T).$ ’ and $x$ are vectors $m’H$ , then
$\sum_{-,l-l}^{n}\frac{|<Tx.|x_{i}>.|^{2}}{\backslash _{xj^{\iota}=1}_{\angle}\backslash |<|T^{*}|^{(1-\alpha)}\sim^{?}x_{i}|x_{j}>|}\leq\{[|T|^{t1}x|t^{2}\cdot$
Set $n$. $=1$ . $d’ndwc\cdot 1_{1}ave$ THEOREM F. Of coures. we have the refinement of this
COROLLARY in the $-s_{\dot{e}1}$ me way as that of $Selbergs$}
\S 4. Another Application of Diagonal Majorization.
From the Euclidean oi unitary world of HilbeI$, space. we shall $immigrat,e\cap ur-$
selves into the hyperbolic world. Conside the unit disc $H_{1}$ of the Hilbert space }$l$ .






8in the hyperbolic world $i_{1}$ . Thus we have the following matrix that corresponds to
the $G_{fafR_{-}^{Y}I1_{tt}^{:}}t_{11}x$ .
DEFINITION. Let $x_{1},$ $x_{2\backslash }\ldots x_{u}$} be an n-ple of vectors in the open unit disc $H_{1}$ of
an inner product space }$t$ . The Hua matrix of the $x:s$ denoted by $H(x_{1},\cdot x_{2}, \ldots , x_{n})$
is given by the following equation:
$H=[ \frac{1}{1-<x_{\dot{2}}|x_{j}>}]_{ij=1}^{n}$
The following th $(^{J}t\dot{J}$ rem corresponds to the positivity of Gram matrices.
THEOREM 1. If $x_{1:}x_{2},$ $\ldots,$ $x_{n}$ is an n-ple of vectors in the open unit disc of the
znner product space $H$ , then
$H(x_{1}, x_{2}, \ldots, x_{n})$
$\iota s$ positi $t_{j}^{1}\hat{c}$ scmidefinite.
PROOV. Since the inner products $<x;|y_{j}>$ have modulus strictly less than
1, one can repiesent the entries $\frac{1}{1-<x,\cdot|y_{f}>}$ as the power series:
$\frac{1}{1-<x_{i}|y_{j}>}=\sum_{n=}^{\infty}<x_{i}|y_{j}>^{n}$ .
And hence one has
$H(x_{1}, x_{2}, \ldots, x_{n})=\sum_{r-- 0}^{\infty}G(x_{1}, x_{2}, \ldots, x_{n})^{(n)}$ ,
where $\dot{\lrcorner}^{Y}\downarrow I^{i.\cdot i}\overline{t}$ }$1erlo\{cs$ the power with respect to Schur (i.e., elementwise) product of a
matrix Af. lt is trivi $\iota 1$ that the matrix
$Gtx_{1},$ $x_{2\cdot:}\ldots.x_{\iota})^{(0)}=\iota_{1}^{1}1$ $111$ ... . $111.)$
is positive $S_{\backslash ^{-}}^{:}$.midefinite and is well known that the Gram matrix
$G(x_{1}., x_{2}, \ldots, x_{n})$
7
9is positive semidefinite. Hence so are the powers with respect to Schur product. Thus
$tl\iota e$ Hua matri, represented as the (Schur-) power series of Gram natrix is positive
$semidefinit_{\ddot{c}}$ .
QED.
We have shown that the positive semidefiniteness of Gram matrix yields not
only the $Cauchy- Bunyakovski_{1}$.-Schwarz inequality but also an inequality due to A.
Selberg. Just in the same way, we obtain a hyperbolic analogy of Selberg’s inequality
from the positive semidefiniteness of Hua matrix. Before $dese,\iota ibing$ the statement,
the concept of parallel sum must be introduced.
DEFINITION. Let $a_{1},$ $a_{2},$ $\ldots,$ $a_{n}$ be an n-ple of positive real numbers. Then their
parallel sum is defUted by
$( \sum_{=;1}^{n}a_{i}^{-1})^{-1}$ ,
and is denoted by
$\prod_{c_{--}^{--1}}^{n}$ : $a:$ ,
$r_{I^{\backslash }HF_{-}^{\backslash }OI\mathfrak{i}}$EM 2. $lfx_{1},$ $x_{2},$ . . . , $x_{n7}$ and $x$ are vectors $\dot{l}n$ the open unrt $di_{5C}7\{1$ of
$a’ z$ inner $f\eta\gamma\cdot$, spa ce $\mathcal{H}.$ then
1 $-||x||^{2} \leq\prod_{-,\iota-}^{n}$ : $\frac{|1-<x|x_{l}>|^{2}}{\prod_{j--}^{n_{-1}}:|1-<.r_{i}|x_{1}>|}$
Th $\sigma-.\cdot P^{X}-\cdot\cdot f_{\nu v_{A}^{l}}^{v}\underline{!}1$ be $l_{\vee}^{-}$) $mi\{\{ed$ .
The following refinement of the preceding inequality is obtained in the sanle way.
COROLLARY. If $x_{1,2}x,$ $\ldots,$ $x_{nJ}$ and $x,$ $y$ are vecters in the open $umt$ disc of an
8
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snner product space, then
$:l \prod_{=1}^{n}$ : $\frac{t1-<x|x_{i}>)(1-<x;|y>)}{\prod_{i=1}^{n}:|1-<x_{1}|x_{j}>|}-1+<x[y>|^{2}$
$\leq$
$( \prod_{i=1}^{n} : \frac{\}1-<x|x.>|^{2}}{\prod_{3-}^{n_{-1}}:|1-<x_{i}|x_{i}>|}-1+||x||^{2})$
$x$
$( \prod_{i=1}^{n} : \frac{|1-<y|x_{*}\cdot>|^{2}}{\prod_{J}^{n}=1:|1-<x_{i}|x_{j}>|}-1+||y||^{2})$ .
As an example for the application, the following inequality is given.
$PR.OPO:\grave,]TIO\}_{Y^{\tau}}2’$ .
$\prod_{i^{-}=1}^{n}$ : $\frac{(1-P(A\cap A_{i})+P(A)P(A:))^{2}}{\prod_{f--}^{n_{-1}}:(1-P(A_{i}\cap\wedge 4_{J})+P(A:)P(A_{j}))}\geq 1-P(A)(1-P(A))$ ,
for $A\in$ A and pairwise independent $A_{1},$ $A_{2},$ $\ldots$ , $A_{n}\in A$ , where $(\Omega, A, P)$ denotes a
probab $il\iota ty$ space.
It is well known that the unit disk is conformally equivalent to the upper (or
right) half plane. Hence it is natural to ask for the conformal equaivalent of the
inequality in THEOREM 2 for the complex plane.
The $\hslash xst\vee\sigma^{4}.\circ^{\overline{J}}p$ is to prove the following positive semidefiniteness of the matrix
$correspondin_{h^{\supset}}$ to Hua matrix.
THEOREM 3. If $z_{1},$ $z_{2},$ $\ldots$ , $z_{n}1S$ an n-ple of complex numbers. then the $nxn$
matr$\iota x$
$1tI=\Lambda f(z_{1}, z_{2}, \ldots, \iota_{\hslash}\sim)$
$d\epsilon\cdot fined$ by
$A^{\prime t1z_{1_{1}\sim^{\sim}2},\ldots,z_{n})}(’==[ \frac{1}{z_{i}+\overline{z_{i}}}]_{ij=1}^{n}$
$?,spo;\cdot?$, tive $\epsilon,\cdot r;t\overline{d}t^{J}/^{-}\iota^{\sim}\cdot\iota\iota te$ .
li
As a consequence of the preceding theorem and the diagonal $ma_{\dot{1}\sim}ort^{-}at\epsilon(\backslash n$
method, we have the following inequahty.
THEOREM 4. If $z_{\gamma^{\vee 1}}\sim,$ $z_{2\}}\ldots,$ $z_{n}$ $s an $n+1- ple$ of complex numbe $rs$ in the open
upper half plane $\Gamma=\{z\in C:\Re(\sim^{\sim}:)\geq 0\}$ . Then
$Z+ \overline{\tilde{*}}\leq\prod:_{;}^{n}=1\frac{|_{\sim}\vee+\overline{z;}|^{2}}{\prod:_{j=1}^{n}|z_{i}+\overline{\prime j}|}$
In concluding my talk, we would like to expiess my hearty thanks to Prof. T.
Andu for many valuable suggestions for further study.
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$ADD(IINppQ(J\Gamma$ The results stated here are first introduced by Prof. F.
Kubo at thc Eleventh Symposium on Applied Functional Analysis. Hearing these
tesuits, $P_{\mathcal{L}t}.f$. T. Furuta has realized me the interest of the equality condition for
$\dot{\mathfrak{d}}elberg^{?}s$ inequality. ( $f^{-}$ . Furuta, $T hen$ does the equali $ty$ of Se ;berg type eStcnston of
Hernz $tnequl?.lii_{t}v$ hold ?. Preprmt.) Thus Prof. M. Fujii, the $t_{-}$) $r_{ti’}\prime a$nizer of $\dagger,he.$ present
$sym_{P}t^{-}.\}siur\overline{j}1ur^{\sigma_{\langle!}},\cdot\prime^{-!}\{-\sim 1\iota$im $i_{--}^{-}\ell$ give another talk. He also . end me $a_{-}$. $\urcorner It_{-}^{-,\{.e(.)n}$ an eiement ary
$pro$ of of the LEMMA of the diagonal $ma_{I^{or1_{\overline{4}}ataon}}$ method.
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