Abslracl-To enable the successful deployment of taskachieving multi-robot systems (MRS), coordination mechanisms must be utilized in order to effectively mediate the interactions between the robots and the task environment Over the past decade, there have been B number of elegant experimentally demonstrated MRS coordination mechanisms. Most of these mechanisms have been task-specific in nature, typically providing only empirical insights into coordination dcsign and little in the way of systematic tCehniqucs to assist in the deign of coordinated MRS for new (ask domains. To fully realize L e potentials of MRS, formally-grounded systematic techniques amenable to analysis are needed in order to facilitate the design ol coordinated MRS. We address this problem by presenting a formal framework for describing and reasoning about coordination in a MRS. Using this principled foundation, we are developing a suile of general methods for auronmricallj sjarliesting the controllers of mboe constituting a MRS such that Le given task is performed in a coordinated fashion. This paper presents a method far the automatic s p t h a i s of a specific type of contmller, one that is slateless but capable of inter-robot communication. We also present a graph coloring-based appmach for minimizing the number of necessary unique communication messages. The synthesis of such communicative controllers pmvides a means for assessing the u s a and limitations afcommunirslian in MRS coordination. We present experimental validation of our formal appmach of controller synthesis in a multi-mbot construction domain through physically-realistic simulations and in real-robot demonstrations.
I. INTRODUCTION
The study of multi-robot systems (MRS) has received increased attention in recent years. This is not surprising as continually improving technology has made it realistic to consider the deployment of MRS consisting of increasingly larger numbers of robots. With the growing interest in MRS comes the expectation that, at least in some important respects, multiple robots will be superior to a single robot in achieving a given task. Potential advantages of MRS over a single robot are frequently expounded in the literature. For example, total system cost, it is frequently claimed, may be reduced by utiliring multiple simple and cheap robots as opposed to a single complex and expensive robot. Furthermore, the inherent complexity of some task environments may require the use of a heterogeneous group of robots as the necessary capabilities are too substantial to he met by a single robot. Finally, multiple robots may provide increased robustness by taking advantage of inherent parallelism and redundancy.
However, the utilization of MRS poses potential disadvantages and additional challenges that must be addressed if MRS are to present a viable and effective altemative to single robot systems. Of paramount importance is the complexity introduced by the management of multiple, interacting robots. In order for a task-achieving MRS to be effective, the robots' actions must be carried out in a coordinated fashion and directed towards the achievement of the given task. A MRS lacking effective coordination is less likely to present a solution that is more desirable or effective than a single robot solution. Correctly executing a task in a multi-robot system presents fundamentally different issues from doing so in a single robot system. In a MRS. it cannot be assumed that a particular robot is always aware of the task progress resulting from the actions of other robots. Formally, from the perspective of an individual robot in a MRS, the task environment is highly non-stationary.
From a few robots performing a manipulation task, to tens of robots exploring a large spacc, to thousands of ecosystem monitoring nano-robots, as the number of robots in the system increases, so does the necessity and importance of coordination. Coordination is defined as "the act of regulating and combining so as to produce harmonious results" [I] . In the context of MRS, coordination is the process of appropriately regulating the robots' actions such that a given task or goal is successfully achieved. Our work is focused on disrrihfed MRS, in which each robot operates independently under local sensing and control, with coordinated group behavior arising out of local interactions between the robots and (he task environment. The design of such coordinated distributed MRS can be quite challenging because unexpected collective behaviors may emerge due to unanticipated ramifications of the robots' local interactions. Nonetheless, many elegant hand-crafted coordination mechanisms have been demonstrated, both in simulation and on physical robots. The nature of the employed mechanisms have taken many forms, seemingly limited only by the ingenuity of the designer.
Unfortunately, MRS coordination design still remains more of an art than a science. The coordination mechanisms employed are usually task-specific. Designers typically provide little formal analysis as to expected system performance and rarely provide informal explanations as to why the employed mechanism is more appropriate than possible alternatives. The design of coordination mechanisms needs to be systematic and formally grounded in order to move it into the realm of science and fully realize 
DEFINITIONS AND NOTATION
We now provide necessary definitions for the formalism. The world is the environment in which the MRS is expccted to pcrform a defined task. We assume the world is Markovian, the state is an element of the finite set S of all possible states, and is populated by a finite set of homogeneous robots R. An action performed in the world by a single robot is drawn from the finite set A of all possible actions. An observation x made by a robot, drawn from the finite set of all observations X, consists of accessible information external to the robot and formally represents a subset of the world state. The world is defined hy a probabilistic state transition function P(s, z, o1 s ' ) that states the probability the world state at time t + 1 is s' given the world state at time t is s and a robot making observation x executes action a. We note that the world state transition function involves an observation because the tasks we consider are spatial in nature and the physical location where an action is performed is just as important as the action itself. In this represcntation, an observation x is equated with the spatial location where the action a is performed. Therefore, an action a, executed upon the observation of xi, will Vansition the world differently than the same action a, performed upon the observation of xj.
The probabilistic observation function O(s, z) gives the probability the observation x will be made by a robot in world state s. We assume that an observation x may only be made at one physical location in the world in a state d. We define a rask, assumed to be Markovian. as a set of n ordered world states T, = {sg;s~, ... :sn} which must be progressed through in sequence. We assume the initial state of the world is SO and the task terminates when the world state s, is achieved. We define correct task execurion to he the case where. for all task states 3, E T,, i < n the only actions executed by any robot s e those that vansition the world state to s , +~. Therefore, we define an observation and action pair, x and a, to he correct for task state s1 if P(s,, x. a, s.+1) > 0. We assume that an observation z and action a cannot be correct far more than one task state. The robots we consider do not maintain any internal state or representation; however, they ( I ) The communication message a robot is currently sending is dcnotcd as ca. We assume a robot may rcccive any number of messages simultaneously. The set of messages a robot is currently receiving is denoted as cr. Two functions define a robot's behavior in the world, known collectively as the robot's co~moller. The action function Act(x.c,: a) specifies the probability a robot will execute action U given it is currently observing x and receiving communication messages cr. The conenunication function Comm(x, c) specifies the probability a robot u,ill send communication message c given that it is currently observing x. Although the controller is modeled with probabilistic functions to maintain consistency with our other work. in this paper these functions are treated as deterministic, i.e._ Act and Comm will always return either 0 or 1.
IV. DAcT-NOIS-COMM COXTROLLERS
In this section we present a systematic procedure for synthesizing a DAct-NoIS-Comm controller, a stateless controller with deterministic action selection and interrobot communication capabilities. This entails defining the robots action and communication functions. We also discuss the uses and limitations of such controllers in the facilitation of coordination in MRS. Step 1: We synthesize a DAct-NoIS-NoComm controller, which is simply a stateless, non-communicative controller that we will augment with communication to synthesize the DAct-NoIS-Comm controller. The process of synthesizing a DAct-NoIS-NoComm controller is given by the procedure BuildDAcf-NoIS-NoCorn,~.C"~tmller, composed of robots with DAct-NoIS-NoComm controllers cannot enforce the action sequence necessary for correct task execution. This is a common problem with purely reactive controllers in sequential task domains. In the DAct-NoIS-Comm synthesis steps that follow, we incorporate the use of communication to improve coordination in these situations. Due to sensing and action uncertainty, the addition of communication cannot guarantee correct task execution, but it can he used to increase the probability of correct task execution.
A. Synthesis
Step 2: We define a set of observations that will serve as the basis of the DAct-NoIS-Comm controller's communication function. For each task state si E T,, we define a set of observations X,(si) (Figure 1, lines Figure 1 returns the communication message assigned to the observation x as a result of the graph coloring in that step. 
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B. Discussion
Due to imperfect robot action and sensing capabilities, there is no guarantee that the synthesized DAct-NoISComm controller will correctly execute the given task.
However, the use of a communicative controller leads to significantly improved performance over a similar noncommunicative controller, as we demonstrate in Section V. Importantly, the synthesized DAct-NoIS-Comm controller is, however, guaranteed to correctly execute the task in the absence of sensing and action uncertainties.
A DAct-NoIS-Comm controller synthesized by the pmccdure in Figure 1 is only one, and certainly not the only, way in which communication can be used to facilitate coordination. In fact from a pragmatic standpoint, a MRS composed of robos executing such DAct-NoIS-Comm controllers has many disadvantages that other forms of communicative MRS may not exhibit. For example, the efficiency of the MRS in terms of time to task completion will usually he quite poor, as many events have to happen simultaneously before actions can he performed. A part of this problem stems from the fact that DAct-NoIS-Comm controllers are stateless. Allowing the robots to retain some form of non-transient internal state or representation would likely improve the system performance in a number of 
V. CASE STUDY: COORDINATION IN MULTI-ROBOT
CONSTRUCTIOK
The formalism and synthesis method described in Sections IU and IV-A, respectively, are task in-specific. In this section we apply the formalism and synthesis method to a specific multi-robot construction task domain. Using both physically-realistic simulation and physical robots, we experimentally demonstrate and validate our approach to the synthesis of coordinated MRS lhrough the use of DActNoIS-Comm contmllers. This task requires the sequential placcment of a series of cubic colored bricks into a planar structure. For all examples used in this section, a brick's color is denoted by the letters R, G. B, and Y which stand for R e d , Green, Blue, and Y e l l o w , respectively. The con~truction task starts with a seed structure, which is a small number of initially placed bricks forming the core of the structure.
Our simulation experiments were performed using Player and the Gazebo simulation environment. Player 191 is a server rhst connects robots, sensors, and control programs over a network. Gazebo [I21 simulates a Set of Player devices in a 3-D physically-realistic world with full dynamics. Together, the two represent a high-fidelity simulation t w l for individual robots and teams that has been validated on a collection of real-mho1 robot experiments using Player control programs transferred directly to physical Pioneer 2DX mobile robots. In all simulation experiments 8 robots were used, and in all real-robot experiments 3 robots were used. The robots were either realistic models of or actual ActivMedia Pioneer 2DX mobile robots. Each robot, approximately 30 cm in diameter, is equipped with a differential drive, a forward-facing 180 degree scanning laser rangefinder, and a forward-looking color camera with a 100-degree field-of-view and a color . . -. -.. _. . . blob detection system. The bricks are taller than the robot's sensors, so the robots can only sense the local bricks on the periphery of the stmcture (i.e., robots do not have a birdseye view of the entire structure). Figure 3 shows snapshots of our simulation and real-world experimental setup.
A. Fonnal Definitions for Corisrnrction Task
In order to cast the construction task in the formal framework presented in Section ID, we now define the world, task definitions, observations, and actions for the construction task domain. The world state is defined as a specific spatial configuration of bricks, including the color of each brick. A construction task is defined as a sequence of brick configurations (i.e., world states), providing a specific construction sequence. Observations in the construction domain are made up of the spatial configuration and color of bricks in the field-of-view of the robot's laser rangefinder and color camera and within an appropriate range and bearing. Two categories of observations can be made, The first is two adjacent, aligned bricks. A situation in which such an observation is made is shown in Figure 4 and is denoted as <FLUSH R B>. The second is two adjacent bricks forming a corner. A situation in which such an observation is made is shown in Figure 4 and is denoted as <CORNER R B>. The observations <FLUSH R B> and <FLUSH B R > constitute two different observations in which the spatial relationship between the Red and Blue bricks are switched. A similar point holds for the observations <CORNER R B> and <CORNER B R>. Due to uncertainty in sensing, the probability a given FLUSH observation will be mistaken as a CORNER observation is I .I % and lhe probability a given CORNER observation will be mistaken as a FLUSH observation is 11.5%.
Actions are the placement of individual bricks to the growing structure. We do not consider construction tasks Figure 4 and is denoted as <G CORNER B R>. Due to uncertainty in action, the probability an attempted CORNER action will succeed is 78% and the probability an attempted FLUSH action will succeed is 98.5%.
B. Syrhesized Conrmllers
We applied our systematic method for synthesizing DAci-NolS-Comm controllers to the construction task shown in Figure 2 . The synthesized action and communication functions are given in Table I . A5 can be seen, the graph coloring approach for minimizing communication messages was able to reduce the number of unique messages needed from 5 to 4. The reduction in this case was minimal as many observations can be made in a large proportion of the task states. However, this technique can quite significantly reduce the number of unique messages needed in many task domains. 
execute a random walk Figure 2 were implemented on a group of 8 simulated robots. A total of 300 simulation runs were conducted. As expected, due to significant uncertainty in sensing and actions, each trial did not result in correct task execution. Over the 300 experiments, correct task execution was achieved in 29.4% of the trials. This represents a significant improvement over the non-communicatlve DAct-NoIS-NoComm controller, which resulted in only 0.9% of trials being correctly executed. We note that if there was no uncertainty in sensing and action, the synthesized DAct-NolS-Comm controller would he gasranreed to correctly execute the task, whereas no such gaurantee could be made for the non-communicative DActNoIS-NoComm controller. For rcd-robot verification of the feasibility of the synthesized DAct-NoIS-Comm controller, we also implemented it on a group of three actual Pioneer 2DX mobile robots. A limited number of real-world trials were correctly executed which verified the feasibility of the DAct-NolS-Comm controller in the real-world. We emphasize that the real-robot experiments were performed in order to show that our formalism and synthesis method are not merely abstract concepts but successfully capture the difficult issues involved in real-world embodied MRS, thus providing a grounded and pragmatic tool for the description, synthesis, and analysis of coordinated MRS.
We note that our robots do not have the ability to manipulate bricks in simulation or with physical robots. To address this issue in simulation, when a robot wants to execute a brick placcment action, it commands the simulator to place a brick of a given color at a given location relative to the robot's current pose. In real-robot experiments, we manually placed the appropriate brick in response to the robot's command (e.g., "Place yellow brick in the comer formed by the red and blue bricks directly in front of my position").
VI. CONCLUSIOKS
The successful deployment of a task-achieving MRS depends on effective mechanisms for coordinating the robots' actions and interactions. To date, demonstrated eoordination mechanisms have largely been designed in a taskspecific manner with little formal analysis of the fundamental issues involved in MRS coordination. In this paper, we presented a formally-grounded method for designing coordinated MRS. Specifically, we introduced a systematic method for synthesizing a specific type of robot controller we call a DAct-NoIS-Comm controller, one that is stateless but capable of inter-robot communication. 
