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dm28 Calculate nice numbers for labeling or drawing grid lines
James W. Hardin, Stata Corporation, FAX 409-696-4601, EMAIL stata@stata.com
n
i
c
e
n
u
m computes lists of “nice” numbers (multiples of 2, 5, and 10) that can be used as the arguments to the
x
l
a
b,
y
l
a
b,
x
l
i
n
e,a n d
y
l
i
n
e options of the
g
r
a
p
h command. The syntax of
n
i
c
e
n
u
m is
n
i
c
e
n
u
m macroname
= arglist
[
,
n
u
m
b
e
r
(#
)
]
The arglist can contain variables, scalars, and numeric constants.
n
i
c
e
n
u
m computes a list of nice numbers that cover the range
of values speciﬁed by the arglist and stores that list, separated by commas, in macroname.T h e
n
u
m
b
e
r
(
) option speciﬁes a
desired number of values in the list of nice numbers.
n
i
c
e
n
u
m regards that number as a suggestion rather than a constraint; the
program will alter the number as needed to produce a list of numbers that is acceptably nice.
Remarks
The axis-labeling options to the
g
r
a
p
h command automatically choose nice numbers if you do not specify values. For
instance, if you type the commands
.
u
s
e
a
u
t
o
.
g
r
a
p
h
m
p
g
p
r
i
c
e
,
x
l
a
b
e
l
y
l
a
b
e
l
where
a
u
t
o is the automobile data supplied with Stata, the
x-axis of the graph will be labeled with the values 0, 5,000, 10,000,
and 15,000 and the
y-axis will be labeled with the values 10, 20, 30, and 40.
n
i
c
e
n
u
m calculate similar lists of numbers. In addition, by adding values to the arglist, you can force the list of numbers
to include speciﬁed values. This feature is particularly useful in do-ﬁles and Stata programs, when you want to ensure that a
sequence of graphs uses the same scale and labels.
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dm29 Create TEX tables from data
James W. Hardin, Stata Corporation, FAX 409-696-4601, EMAIL stata@stata.com
The syntax of
t
e
x
t
a
b is
t
e
x
t
a
b varlist
￿
i
f exp
￿
￿
i
n range
￿
￿
,
v
l
i
n
e
s
(string
)
s
e
p
(string
)
t
a
b
s
k
i
p
(string
)
f
o
n
t
(string
)
b
s
t
r
s
(string
)
e
s
t
r
s
(string
)
m
i
s
s
i
n
g
(string
)
a
l
i
g
n
(string
)
f
o
r
m
a
t
(string
)
n
o
c
e
n
t
e
r
￿
t
e
x
t
a
b generates TEX code to format a table containing the values of the variables in the varlist. This code can be used in a
plain TEXo rL ATEX document.
Options
v
l
i
n
e
s
(string
) is used to specify the types and positions of vertical rules in the table. In a table with
k columns, there are
k
+1
possible positions for vertical rules: on the left-hand side of the table, between the ﬁrst and second columns, between the
second and third columns,
:
:
:, between the
k
￿ 1a n d
k columns, and on the right-hand side of the table. The argument
of the option is a comma-separated string with
k
+ 1 entries. Each entry is a single letter where
s denotes a single line,
b
denotes a bold line,
d denotes a double line, and
n denotes no line. The default is that all
k
+ 1 entries are equal to
n.
s
e
p
(string
) is used to specify the types of horizontal lines to be drawn in the table. The argument of the option is a comma-
separated string with three entries that specify the line at the top of the table, the line beneath the column headers, and the
line below the table, respectively. Each entry is a single letter where
s denotes a single line,
b denotes a bold line, and
n
denotes no line. The default is to not draw any horizontal lines.
t
a
b
s
k
i
p
(string
) is used to specify the space between each column of information. There are
k
+ 1 tabskips in a table: the
amount of space to skip before starting the table, the amount of space to place between each column of information, and
the amount of space to the right of the last column. The default is to skip
0
p
t to the left of the table and then to have
1
0
p
t of space between each column. The argument to this option is a comma-separated list of numbers that indicate the
skips in terms of printer’s points.
f
o
n
t
(string
) is used to specify fonts for each column of information. This is a comma-separated list of arguments that will
be placed directly into the
h
a
l
i
g
n template so it is up to you to specify the entire font (e.g.,
\
r
m). The default is to not
specify any fonts.
b
s
t
r
s
(string
) is used to specify a string that should appear in every entry in a column at the beginning of the entry. This is
a comma-separated list and will be placed in curly braces in the
h
a
l
i
g
n template outside of any font that you may have
speciﬁed. You may specify a font directly in this argument if you wish. There are
k entries in this list. Should you want
to include a space before or after one of these entries, then enclose the entire string in curly braces.
e
s
t
r
s
(string
) is used to specify a string that should appear in every entry in a column at the end of the entry. This is a
comma-separated list and will be placed in curly braces in the
h
a
l
i
g
n template outside of any font that you may have
speciﬁed. You may specify a font directly in this argument if you wish. There are
k entries in this list. Should you want
to include a space before or after one of these entries, then enclose the entire string in curly braces.4 Stata Technical Bulletin STB-25
m
i
s
s
i
n
g
(string
) is a comma-separated list specifying a string to be placed into the table for any missing value that is encountered
when creating the table. There are
k entries in this list. The default is not to make any substitution.
a
l
i
g
n
(string
) is used to specify the horizontal alignment of each of the columns. This is a comma-separated list of
k entries.
Each entry is a single letter where
l denotes a ﬂush-left alignment,
c denotes a centered alignment, and
r denotes a
ﬂush-right alignment. The default is to center all columns.
f
o
r
m
a
t
(string
) is used to format strings or numbers before they are placed into the table. This is a comma-separated list of
Stata format codes (e.g., %6.3f) for each of the
k entries. The default is to use the values as they would be formatted by
l
i
s
t.
n
o
c
e
n
t
e
r speciﬁes that the generated table should not contain TEX code to center the table horizontally. The default is to create
a table that is centered.
Note: Stata does not handle the backslash character when the command line is parsed. If you need to pass an argument that
includes one or more characters that require the backslash (such as positioning a ‘
$’ character), then you will have to directly
edit the resulting TEX code yourself as there is no way for the command to access that character in any kind of passed string.
Description
If you use the TEX typesetting program to create documents, then you understand the difﬁculty of creating tables. The code
and examples that come with the TEXbook are not very enlightening and most people agree that creating tables is a very difﬁcult
task. However, this need not be so. There are a few general and easy-to-remember rules to follow when creating a TEXt a b l e .
The
t
e
x
t
a
b program knows these rules and creates tables that can be imported directly into a document with little or no further
editing. The only editing that may be necessary is to escape characters that are special to TEX (see the previous note) or to add
more headers or footers to the table. In the following section, I present the basic algorithm for designing a table in TEXa n d
show how that algorithm is used in
t
e
x
t
a
b creates tables. All the tables in this article were created using the
t
e
x
t
a
b program.
This article will not attempt to explain every single aspect of creating tables in TEX. However, each table created by
t
e
x
t
a
b
contains numerous comments. The output to the screen is also color coded to make seeing it much easier for those with color
monitors. Each of the
k columns and each row is clearly marked with a comment as are the struts and headers. Each strut is
further commented to point out which of the 4 types of struts is being used. I go into further detail on struts in the following
section. Finally, I include comments in the
h
a
l
i
g
n template section to clearly mark the separators and each of the
k variables
included in the table. Included in the comment for each of the variables is the alignment being used. The color coding is such
that comments appear in green (row markers are in blue to more easily ﬁnd them), and table values are in white. All TEX code
appears on the screen in yellow.
Tables in TEX
Tables are created in TEX using the
h
a
l
i
g
n command. This command creates a template for the justiﬁcation, font, size,
and spacing of each column in the table. This template should deﬁne the following items:
Column Purpose
Strut Sets the height for the current row
Outside Vbar Left-hand vertical rule
Value 1 First column of table values
Vbar Vertical rule between table values
Value 2 Second column in table values
Vbar Vertical rule between table values
￿
￿
￿
￿
￿
￿
Value k Last column of table values
Outside Vbar Right-hand vertical rule
The above table was produced by reading the string values into Stata from a ﬁle and issuing the command:
.
t
e
x
t
a
b
C
o
l
u
m
n
P
u
r
p
o
s
e
,
s
e
p
(
s
,
s
,
s
)
v
l
i
n
e
s
(
s
,
s
,
s
)
a
l
i
g
n
(
l
,
l
)Stata Technical Bulletin 5
This shows that the
h
a
l
i
g
n template should deﬁne 2
k
+ 2 items to typeset
k columns of information. It should also be noted
that this description of a table applies regardless of whether you actually want the vertical rules to be drawn. If you do not
specify vertical rules, then these widths will be 0 and will take up no space in the ﬁnal table. The ﬁrst column is the strut and
serves a special purpose in the table. The strut is a vertical rule of width 0, which makes it is invisible and prevents it from
taking up any width in the table. Its purpose is to deﬁne the height of the current row. The
t
e
x
t
a
b command will adjust these
heights depending on whether there are nearby horizontal rules in the table. It also deﬁnes the strut in terms of the baseline so
that it will work regardless of the current font or magniﬁcation that you are using in your document. There are only 3 horizontal
rules that
t
e
x
t
a
b will draw for you. One is above the entire table, the next is below the column headers, and the last is below
the entire table. This leads to a need for 4 different struts. A normal strut is one in which there is no horizontal rule either
above or below the current row. There may also be a row which has a horizontal rule above it, but not one below it. There may
be a row with a horizontal rule below it, but not above it. Finally, there may be a row which has a horizontal rule both above
and below it. Each of these types of struts appear in the preceding table. The column headers have a horizontal rule above and
below. The ﬁrst row of the table has a horizontal rule above. The last row of the table has a horizontal rule below, and all other
rows do not have neighboring horizontal rules.
The ﬁnal point of consideration is the amount of space between each column of information in the table. TEX provides the
t
a
b
s
k
i
p command to allow you to specify this space in the
h
a
l
i
g
n template. There are
k
+ 1 tabskips to be speciﬁed to the
t
e
x
t
a
b command which are then placed into the
h
a
l
i
g
n template. The ﬁrst
t
a
b
s
k
i
p is the one that speciﬁes how far from
the left margin to skip before starting the table. If you are going to center the table, then you can specify this as zero (which
is the default). The remaining
t
a
b
s
k
i
p values are split evenly on either side of the
v
r
u
l
e columns. Should you want uneven
t
a
b
s
k
i
p spacing, you will have to edit the table that
t
e
x
t
a
b generates. You will also have to edit the resulting table if you
would like a more descriptive column header than is possible from the eight characters allowed in the variable name.
Examples
In order to demonstrate all of the options of the
t
e
x
t
a
b command, I will use the same small data set for all of the following
examples. This contrived data set has both numeric and string variables and will be used to make tables that have no value other
than demonstrating various properties of the
t
e
x
t
a
b command.
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Here are some sample tables and the commands that created them.
Name Test1
John 89.992
Bill 71.023
Mary absent
Janet 80.923
William 94.556
Name Test1 Value
John 89.992 A
Bill 71.023 C
Mary absent A
Janet 80.923 B
William 94.556 A
Name Test1 Value
John 89.992 A
Bill 71.023 C
Mary absent A
Janet 80.923 B
William 94.556 A
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Name
R
￿Rank
John
R
￿3
Bill
R
￿5
Mary
R
￿2
Janet
R
￿4
William
R
￿1
Name Average Rank Value
John 89.99 3 A
Bill 71.02 5 C
Mary 92.28 2 A
Janet 80.92 4 B
William 94.56 1 A6 Stata Technical Bulletin STB-25
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Finally, here is an example that illustrates the need for the 4 struts illustrated earlier in the text. If I typeset the last table again
but set all struts to the usual value, I obtain
Name Average Rank Value
John 89.99 3 A
Bill 71.02 5 C
Mary 92.28 2 A
Janet 80.92 4 B
William 94.56 1 A
Below, I present the TEX code that was generated by the
t
e
x
t
a
b command for the “correct” version of this table. The
“incorrect” table was created by changing the
s
t
r
u
t
(
A
),
s
t
r
u
t
(
B
),a n d
s
t
r
u
t
(
A
B
) lines to be the same as the
s
t
r
u
t line
(which is the default behavior in TEX, but not in
t
e
x
t
a
b.)
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s
i
f
t
h
e
y
e
x
i
s
t
#
\
t
a
b
s
k
i
p
=
5
p
t
&
%
(
S
e
p
)
f
\
h
f
i
l
g
f
f
#
g
g
f
\
h
f
i
l
g
\
t
a
b
s
k
i
p
=
5
p
t
&
%
(
C
)
V
a
r
1
#
\
t
a
b
s
k
i
p
=
5
p
t
&
%
(
S
e
p
)
f
\
h
f
i
l
g
f
f
#
g
g
f
\
h
f
i
l
g
\
t
a
b
s
k
i
p
=
5
p
t
&
%
(
C
)
V
a
r
2
#
\
t
a
b
s
k
i
p
=
5
p
t
&
%
(
S
e
p
)
f
\
h
f
i
l
g
f
f
#
g
g
f
\
h
f
i
l
g
\
t
a
b
s
k
i
p
=
5
p
t
&
%
(
C
)
V
a
r
3
#
\
t
a
b
s
k
i
p
=
5
p
t
&
%
(
S
e
p
)
f
\
h
f
i
l
g
f
f
#
g
g
f
\
h
f
i
l
g
\
t
a
b
s
k
i
p
=
5
p
t
&
%
(
C
)
V
a
r
4
#
\
t
a
b
s
k
i
p
=
0
p
t
\
c
r
%
(
S
e
p
)
%
%
E
n
d
o
f
h
a
l
i
g
n
d
i
r
e
c
t
i
v
e
a
n
d
b
e
g
i
n
n
i
n
g
o
f
c
o
l
u
m
n
h
e
a
d
e
r
s
%
\
n
o
a
l
i
g
n
f
\
h
r
u
l
e
g
\
v
r
u
l
e
h
e
i
g
h
t
1
.
1
\
b
a
s
e
l
i
n
e
s
k
i
p
d
e
p
t
h
0
.
7
\
b
a
s
e
l
i
n
e
s
k
i
p
w
i
d
t
h
0
p
t
&
%
s
t
r
u
t
(
A
B
)
f
\
v
r
u
l
e
g
&
N
a
m
e
&
%
f
\
v
r
u
l
e
g
&
A
v
e
r
a
g
e
&
%
f
\
v
r
u
l
e
g
&
R
a
n
k
&
%
f
\
v
r
u
l
e
g
&
V
a
l
u
e
&
%
f
\
v
r
u
l
e
g
\
c
r
%
%
%
E
n
d
o
f
h
e
a
d
e
r
s
a
n
d
b
e
g
i
n
n
i
n
g
o
f
t
a
b
l
e
v
a
l
u
e
s
%
\
n
o
a
l
i
g
n
f
\
h
r
u
l
e
g
\
v
r
u
l
e
h
e
i
g
h
t
1
.
1
\
b
a
s
e
l
i
n
e
s
k
i
p
d
e
p
t
h
0
.
3
\
b
a
s
e
l
i
n
e
s
k
i
p
w
i
d
t
h
0
p
t
&
%
s
t
r
u
t
(
A
)
f
\
v
r
u
l
e
g
&
J
o
h
n
&
%
C
o
l
u
m
n
1
f
\
v
r
u
l
e
g
&
8
9
.
9
9
&
%
C
o
l
u
m
n
2
f
\
v
r
u
l
e
g
&
3
&
%
C
o
l
u
m
n
3
f
\
v
r
u
l
e
g
&
A
&
%
C
o
l
u
m
n
4
f
\
v
r
u
l
e
g
\
c
r
%
R
o
w
1
\
v
r
u
l
e
h
e
i
g
h
t
0
.
7
\
b
a
s
e
l
i
n
e
s
k
i
p
d
e
p
t
h
0
.
3
\
b
a
s
e
l
i
n
e
s
k
i
p
w
i
d
t
h
0
p
t
&
%
s
t
r
u
t
f
\
v
r
u
l
e
g
&
B
i
l
l
&
%
C
o
l
u
m
n
1
f
\
v
r
u
l
e
g
&
7
1
.
0
2
&
%
C
o
l
u
m
n
2
f
\
v
r
u
l
e
g
&
5
&
%
C
o
l
u
m
n
3
f
\
v
r
u
l
e
g
&
C
&
%
C
o
l
u
m
n
4
f
\
v
r
u
l
e
g
\
c
r
%
R
o
w
2
\
v
r
u
l
e
h
e
i
g
h
t
0
.
7
\
b
a
s
e
l
i
n
e
s
k
i
p
d
e
p
t
h
0
.
3
\
b
a
s
e
l
i
n
e
s
k
i
p
w
i
d
t
h
0
p
t
&
%
s
t
r
u
t
f
\
v
r
u
l
e
g
&
M
a
r
y
&
%
C
o
l
u
m
n
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f
\
v
r
u
l
e
g
&
9
2
.
2
8
&
%
C
o
l
u
m
n
2
f
\
v
r
u
l
e
g
&
2
&
%
C
o
l
u
m
n
3
f
\
v
r
u
l
e
g
&
A
&
%
C
o
l
u
m
n
4
f
\
v
r
u
l
e
g
\
c
r
%
R
o
w
3
\
v
r
u
l
e
h
e
i
g
h
t
0
.
7
\
b
a
s
e
l
i
n
e
s
k
i
p
d
e
p
t
h
0
.
3
\
b
a
s
e
l
i
n
e
s
k
i
p
w
i
d
t
h
0
p
t
&
%
s
t
r
u
t
f
\
v
r
u
l
e
g
&
J
a
n
e
t
&
%
C
o
l
u
m
n
1
f
\
v
r
u
l
e
g
&
8
0
.
9
2
&
%
C
o
l
u
m
n
2
f
\
v
r
u
l
e
g
&
4
&
%
C
o
l
u
m
n
3
f
\
v
r
u
l
e
g
&
B
&
%
C
o
l
u
m
n
4
f
\
v
r
u
l
e
g
\
c
r
%
R
o
w
4
\
v
r
u
l
e
h
e
i
g
h
t
0
.
7
\
b
a
s
e
l
i
n
e
s
k
i
p
d
e
p
t
h
0
.
7
\
b
a
s
e
l
i
n
e
s
k
i
p
w
i
d
t
h
0
p
t
&
%
s
t
r
u
t
(
B
)
f
\
v
r
u
l
e
g
&
W
i
l
l
i
a
m
&
%
C
o
l
u
m
n
1
f
\
v
r
u
l
e
g
&
9
4
.
5
6
&
%
C
o
l
u
m
n
2
f
\
v
r
u
l
e
g
&
1
&
%
C
o
l
u
m
n
3
f
\
v
r
u
l
e
g
&
A
&
%
C
o
l
u
m
n
4
f
\
v
r
u
l
e
g
\
c
r
%
R
o
w
5
\
n
o
a
l
i
g
n
f
\
h
r
u
l
e
g
g
g
%
E
n
d
o
f
t
e
x
t
a
b
p
r
o
d
u
c
e
d
t
a
b
l
e
%
E
N
D
O
F
T
E
X
T
A
B
T
A
B
L
E
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dm30 Comparing observations within a data ﬁle
Richard Goldstein, Qualitas, Inc., EMAIL richgold@netcom.com
Stata includes commands for comparing a pair of variables within a ﬁle ([5d] compare) and for comparing a list of variables
across two ﬁles ([5d] cf), but there is no easy way to compare two observations within a data set. Yet, especially when obtaining
data from others, this is necessary to ensure against duplicate observations in the data set. I have written
c
o
m
p
o
b
s to perform
this task. The syntax of
c
o
m
p
o
b
s is
c
o
m
p
o
b
s varlist
i
f
n
=
=#
[
,
l
i
s
t
(varlist
)
n
u
m
b
e
r
(#
)
]
c
o
m
p
o
b
s expects that the data will be sorted in some way that eases the search for such duplicates (e.g., sorted by some
external identifying number such as Social Security number). As a consequence,
c
o
m
p
o
b
s examines adjacent observations by
default. The observations to examine are speciﬁed by the
i
f clause, which is required. Replace the ‘#’ with the number of the
second observation of the pair to be compared. For example, to compare the values of all variables across observations 7 and
8, type
.
c
o
m
p
o
b
s
_
a
l
l
i
f
_
n
=
=
8
The output is presented in two parts: (1) the values of the variables that differ across observations are displayed; and (2)
the number of variables with differences is displayed. The
l
i
s
t option allows you to attach identiﬁers to each difference. The
n
u
m
b
e
r
(
) option allows you to compare the observation selected with the
i
f clause to any other observation, not just the
preceding observation. Just specify the desired observation number in this option. The observation number must, of course, be
an integer.
Example
To demonstrate
c
o
m
p
o
b
s, I use the familiar automobile data. First, I compare the values of several of the variables across
the ﬁrst two observations:
.
u
s
e
a
u
t
o
(
1
9
7
8
A
u
t
o
m
o
b
i
l
e
D
a
t
a
)
.
c
o
m
p
o
b
s
p
r
i
c
e
m
p
g
r
e
p
7
8
h
d
r
o
o
m
w
e
i
g
h
t
i
f
_
n
=
=
2
p
r
i
c
e
1
.
4
0
9
9
2
.
4
7
4
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m
p
g
1
.
2
2
2
.
1
7
h
d
r
o
o
m
1
.
2
.
5
2
.
3
.
0
w
e
i
g
h
t
1
.
2
9
3
0
2
.
3
3
5
0
N
u
m
b
e
r
o
f
D
i
f
f
e
r
e
n
c
e
s
=
4
Note that
c
o
m
p
o
b
s did not display the variable
r
e
p
7
8 because the values were identical across observations.
.
l
i
s
t
r
e
p
7
8
i
n
1
/
2
r
e
p
7
8
1
.
3
2
.
3
Now I use the
l
i
s
t
(
) option to display the make of each car along with the differences.
.
c
o
m
p
o
b
s
p
r
i
c
e
m
p
g
r
e
p
7
8
h
d
r
o
o
m
w
e
i
g
h
t
i
f
_
n
=
=
2
,
l
i
s
t
(
m
a
k
e
)
p
r
i
c
e
m
a
k
e
1
.
4
0
9
9
A
M
C
C
o
n
c
o
r
d
2
.
4
7
4
9
A
M
C
P
a
c
e
r
m
p
g
m
a
k
e
1
.
2
2
A
M
C
C
o
n
c
o
r
d
2
.
1
7
A
M
C
P
a
c
e
r
h
d
r
o
o
m
m
a
k
e
1
.
2
.
5
A
M
C
C
o
n
c
o
r
d
2
.
3
.
0
A
M
C
P
a
c
e
r
w
e
i
g
h
t
m
a
k
e
1
.
2
9
3
0
A
M
C
C
o
n
c
o
r
d
2
.
3
3
5
0
A
M
C
P
a
c
e
r
N
u
m
b
e
r
o
f
D
i
f
f
e
r
e
n
c
e
s
=
4
Finally, I compare the values of all the variables in the second and the sixth observations.
.
c
o
m
p
o
b
s
_
a
l
l
i
f
_
n
=
=
2
,
n
u
m
b
e
r
(
6
)
m
a
k
e
2
.
A
M
C
P
a
c
e
r
6
.
B
u
i
c
k
L
e
S
a
b
r
e
p
r
i
c
e
2
.
4
7
4
9
6
.
5
7
8
8
m
p
g
2
.
1
7
6
.
1
8
h
d
r
o
o
m
2
.
3
.
0
6
.
4
.
0
t
r
u
n
k
2
.
1
1
6
.
2
1
w
e
i
g
h
t
2
.
3
3
5
0
6
.
3
6
7
0
l
e
n
g
t
h
2
.
1
7
3
6
.
2
1
8
t
u
r
n
2
.
4
0
6
.
4
3
d
i
s
p
l
2
.
2
5
8
6
.
2
3
1
g
r
a
t
i
o
2
.
2
.
5
3
6
.
2
.
7
3
N
u
m
b
e
r
o
f
D
i
f
f
e
r
e
n
c
e
s
=
1
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sg26.3 Fractional polynomial utilities
Patrick Royston, Royal Postgraduate Medical School, London, FAX (011)-44-181-740-3119
In this insert, I describe three utilities designed to enhance the
f
p (fractional polynomial) software of Royston and Altman
(1994a,b). They are called
f
p
s
h
o
w,
f
p
p
l
o
t and
f
p
d
e
r
i
v.T h eSTB-25 diskette includes them and the most recent version of
the suite of FP programs. See sg26 for an explanation of fractional polynomials and their uses.
fpshow
The syntax for
f
p
s
h
o
w is
f
p
s
h
o
w
[
,
m
o
d
e
l
(#
)
b
e
s
t
i
n
f
o
m
o
n
o
t
o
n
i
c
d
e
v
d
i
f
f
(#
)
]
f
p
s
h
o
w gives extra information on the regression models that
f
p has (unless
f
p’s
l
o
g option has been used) silently ﬁtted to
your data. This includes a comparison of the deviance of the best-ﬁtting model with that of each of the other candidates ﬁtted
and an indication, where possible, if each model function is monotonic in
X, the argument of the fractional polynomial.
Options
m
o
d
e
l
(#
) displays the results from model number # and makes that model the current one.
f
p numbers the models it ﬁts from
1t o
N,w h e r e
N depends on the degrees of freedom speciﬁed in
d
f
(
) and on the number of powers in
p
o
w
e
r
s
(
) (see
h
e
l
p
f
p). If
f
p
s
h
o
w is subsequently typed without options, results from model # will be displayed again. Also,
f
p
g
r
a
p
h,
f
p
p
l
o
t and other FP utilities will ‘see’ this model as the current one, so you can investigate it further. However, typing
f
p
without a list of variables will always display results and comparisons from the best-ﬁtting model (which is not necessarily
the current one).
b
e
s
t displays results from the best-ﬁtting model and makes that model the current one.
i
n
f
o gives the following information about each model ﬁtted: its number (from 1 to
N); the powers used in the fractional
polynomial; whether the curve is monotonic (strictly increasing or decreasing over the entire range of
X); the deviance;
and the increase in deviance over the best-ﬁtting model. Monotonicity cannot easily be determined from the model formula
for models with degree
m greater than 2 (which can occur if the
f
i
x
p
o
w
e
r
s
(
) option is used with
f
p); it is shown as
‘
-
-’ in these cases.
m
o
n
o
t
o
n
i
c displays only models known to be monotonic. Note that some models with degree
> 2 are monotonic; these won’t
be indicated as such. See the comment in the
i
n
f
o option.
d
e
v
d
i
f
f
(#
) displays results only for the worst-ﬁtting models, that is, those whose deviance is at least # greater than that of
the best-ﬁtting model. If # is negative,
d
e
v
d
i
f
f
(
) displays only the best-ﬁtting models, those whose deviance is no more
than minus # greater than that of the best-ﬁtting model. A sensible value of # is 4 (or
￿4).
Example
As an example I shall use a data set,
i
g
g
.
d
t
a, that contains data on IgG (immunoglobulin-G), a protein important in the
human immune response. This ﬁle was originally supplied on the STB-21 diskette and is reproduced on the STB-25 diskette.
.
u
s
e
i
g
g
.
d
e
s
c
r
i
b
e
C
o
n
t
a
i
n
s
d
a
t
a
f
r
o
m
\
a
\
c
3
8
\
i
g
g
.
d
t
a
O
b
s
:
2
9
8
(
m
a
x
=
2
2
7
8
)
V
a
r
s
:
3
(
m
a
x
=
9
9
)
W
i
d
t
h
:
1
2
(
m
a
x
=
2
0
0
)
1
.
i
g
g
f
l
o
a
t
%
9
.
0
g
I
g
G
(
g
/
l
)
2
.
a
g
e
f
l
o
a
t
%
9
.
0
g
A
g
e
(
y
e
a
r
s
)
3
.
y
f
l
o
a
t
%
9
.
0
g
S
q
u
a
r
e
r
o
o
t
o
f
I
g
G
S
o
r
t
e
d
b
y
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These data were recorded on 298 children between 6 months and 6 years old. Here I shall model the mean of
y, the square
root of IgG, as a function of age. The square-root transformation approximately normalizes the distribution of IgG and stabilizes
its variance. For physiological reasons, IgG is expected to increase monotonically with age, so we will probably reject models
which don’t have this feature. First we ﬁt FP models of degree
m
= 2:
.
f
p
y
a
g
e
M
O
D
E
L
S
,
P
O
W
E
R
S
(
p
)
,
D
E
V
I
A
N
C
E
S
(
D
)
a
n
d
G
A
I
N
S
(
G
)
f
o
r
Y
=
y
,
X
=
a
g
e
.
(
*
)
B
a
s
e
m
o
d
e
l
L
i
n
e
a
r
Q
u
a
d
r
a
t
i
c
C
u
b
i
c
B
o
x
T
i
d
d
f
(
2
)
d
f
(
4
)
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
p
-
-
1
1
,
2
1
,
2
,
3
1
,
1
0
-
2
,
2
D
4
2
7
.
5
3
9
3
3
7
.
5
6
1
3
3
3
.
8
8
4
3
2
7
.
6
8
7
3
3
1
.
2
9
4
3
2
7
.
4
3
6
3
1
9
.
4
4
8
G
0
.
0
0
0
3
.
6
7
7
9
.
8
7
4
6
.
2
6
7
1
0
.
1
2
5
1
8
.
1
1
3
C
u
r
v
e
(
-
2
,
2
)
h
a
s
a
p
o
s
i
t
i
v
e
s
l
o
p
e
a
n
d
n
o
m
a
x
i
m
u
m
o
r
m
i
n
i
m
u
m
f
o
r
X
>
0
.
(
*
)
B
a
s
e
m
o
d
e
l
=
[
n
o
n
e
]
(
2
9
8
o
b
s
.
)
.
f
p
s
h
o
w
,
i
n
f
o
M
o
d
e
l
#
P
o
w
e
r
s
M
o
n
o
t
o
n
i
c
?
D
e
v
i
a
n
c
e
D
e
v
.
d
i
f
f
.
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
1
-
2
Y
e
s
3
4
6
.
9
9
0
2
7
.
5
4
2
2
-
2
,
-
2
N
o
3
3
4
.
9
2
1
1
5
.
4
7
2
3
-
2
,
-
1
N
o
3
3
0
.
3
2
4
1
0
.
8
7
5
4
-
2
,
-
.
5
Y
e
s
3
2
7
.
6
4
8
8
.
1
9
9
(output omitted )
A total of 44 models were ﬁtted—only the ﬁrst four are shown above. We shall look at the ﬁt of the best model later. First
we use
f
p
s
h
o
w to inspect the models that are closest in deviance to the best one, then those that are monotonic:
.
f
p
s
h
o
w
,
d
e
v
d
i
f
f
(
-
4
)
M
o
d
e
l
#
P
o
w
e
r
s
M
o
n
o
t
o
n
i
c
?
D
e
v
i
a
n
c
e
D
e
v
.
d
i
f
f
.
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
6
-
2
,
.
5
Y
e
s
3
2
2
.
7
4
7
3
.
2
9
8
7
-
2
,
1
Y
e
s
3
2
1
.
0
2
5
1
.
5
7
7
8
-
2
,
2
Y
e
s
3
1
9
.
4
4
8
0
.
0
0
0
*
+
9
-
2
,
3
Y
e
s
3
1
9
.
8
4
4
0
.
3
9
6
1
6
-
1
,
2
Y
e
s
3
2
1
.
7
1
4
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(output omitted )
In fact, most of the models with
m
= 2 are monotonic, including (for example) model 7, which has powers
(
￿2
;1
) and
which is linear in
X for large
X. We make model 7 the current one:
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We could now use
f
p
g
r
a
p
h or
f
p
p
l
o
t (see below) to plot the ﬁt of model 7 and compare it with that of the best model
(model 8)—the ﬁts are about equally good. To return to the best model, we would type
f
p
s
h
o
w
,
b
e
s
t or
f
p
s
h
o
w
,
m
o
d
e
l
(
8
).
fpplot
f
p
p
l
o
t supplements
f
p
g
r
a
p
h (already provided by Royston and Altman 1994), providing a smooth plot of the ﬁtted FP
function or of an arbitrary FP function over a speciﬁed range of
X values. The syntax for
f
p
p
l
o
t is
f
p
p
l
o
t
[
,
f
r
o
m
(#
)
t
o
(#
)
o
b
s
(#
)
g
e
n
e
r
a
t
e
(xvar yhat
)
n
o
g
r
a
p
h
s
c
a
l
e graph options
]
or
f
p
p
l
o
t
[
,
f
r
o
m
(#
)
t
o
(#
)
o
b
s
(#
)
g
e
n
e
r
a
t
e
(xvar yhat
)
n
o
g
r
a
p
h
s
c
a
l
e
p
o
w
e
r
s
(powlist
)
c
o
e
f
f
s
(coefﬂist
)
c
o
n
s
t
a
n
t
(#
)
e
x
p
x
(#
) graph options
]
Options
f
r
o
m
(#
) and
t
o
(#
) deﬁne the lower and upper limits of
X, respectively. If an FP model has recently been estimated,
f
r
o
m
(
)
and
t
o
(
) are taken by default as the minimum and maximum of the
X-values; otherwise, each # must be supplied.
o
b
s
(#
) is the number of equally spaced values of
X to be used; # must be between 2 and 500. Default: 100.
p
o
w
e
r
s
(
) is the set of fractional powers for the FP function. In the ﬁrst form of
f
p
p
l
o
t, the program will determine the powers
from the current value of the macro
$
S
E
p
w
r
s, so you need not specify them; in the second form, you must supply them
in powlist.
c
o
e
f
f
s
(
) is the set of coefﬁcients (multipliers). The ﬁtted function is of the form
b
Y
=
￿
0
+
￿
1
H
1
(
X
)
+
￿
2
H
2
(
X
)
:
:
:
where the
H’s are functions of
X deﬁned by the fractional powers. In the ﬁrst form of
f
p
p
l
o
t, the coefﬁcients and constant
are provided by Stata’s
b
[
] functions, so you need not specify them. In the second form, you must supply the coefﬁcients
in coefﬂist and the constant (if required) in
c
o
n
s
t
a
n
t
(
).
c
o
n
s
t
a
n
t
(#
) is the constant term (see
c
o
e
f
f
s
(
) above).
e
x
p
x
(#
) transforms
X to
e
x
p
(
￿
#
￿
X
) before calculating the FP function. In the ﬁrst form of
f
p
p
l
o
t, # is taken from the
macro
$
S
E
x
p
x so you need not specify it. Note that the untransformed values of
X are always used in the plot, even
when the exponential transformation has been applied.
g
e
n
e
r
a
t
e
(
) adds two new variables to the data: xvar, containing the values of
X,a n dyhat, containing the values of the
calculated FP function. If
o
b
s
(
) exceeds the original number of observations, the dataset is enlarged accordingly.
s
c
a
l
e linearly transforms
Y to the range
[0
;1
]. This can be useful if several plots are to be superimposed.
n
o
g
r
a
p
h suppresses the plot.
graph options refers to any of the options of the
g
r
a
p
h
,
t
w
o
w
a
y command.
Example
Having ﬁtted a FP with powers
(
￿2
;2
) to the IgG data, we can use the command
f
p
p
l
o
t
,
f
r
o
m
(
0
.
5
)
t
o
(
1
0
)
to plot the ﬁt between 6 months and 10 years (the original range was 0.5–6 years). The result is shown as Figure 1.12 Stata Technical Bulletin STB-25
Locally monotonic on interval X = [.5, 10]
F
r
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c
.
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.
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.5 10
1.56809
3.67173
Figure 1: Fractional polynomial function ﬁtted to IgG data
The coefﬁcients of
X
￿
2,
X
2 and the constant for this ﬁt were –0.1562, 0.0148 and 2.189, respectively. We could have
used the alternative syntax and typed
f
p
p
l
o
t
,
f
r
o
m
(
0
.
5
)
t
o
(
1
0
)
p
o
w
e
r
s
(
-
2
2
)
c
o
e
f
f
s
(
-
0
.
1
5
6
2
0
.
0
1
4
8
)
c
o
n
s
t
a
n
t
(
2
.
1
8
9
)
to achieve the same result.
f
p
p
l
o
t reports that the function is locally monotonic on the speciﬁed interval. In fact, we know
from before that it is globally monotonic.
fpderiv
f
p
d
e
r
i
v calculates derivatives of FP functions, either the one most recently ﬁtted or an arbitrary one. The syntax is
f
p
d
e
r
i
v deriv var
[
,
p
o
w
e
r
s
(powlist
)
c
o
e
f
f
s
(coeff list
)
n
e
x
t
c
u
r
v
a
t
u
r
e
d
c
u
r
v
a
t
u
r
e
]
f
p
d
e
r
i
v calculates the (analytic) ﬁrst derivative of the FP function associated with the most recently ﬁtted FP model and places
the result into a new variable, deriv var. All derivatives of FPs are in fact themselves FPs with powers differing from those of the
original function. Higher derivatives may be obtained by repeated use of the
n
e
x
t option.
f
p
d
e
r
i
v also calculates a measure
of the curvature of the function and the derivative of this measure (see
c
u
r
v
a
t
u
r
e and
d
c
u
r
v
a
t
u
r
e options).
Options
p
o
w
e
r
s
(
) deﬁnes the powers of the FP function. The default powlist is that used with the most recent FP model (and stored in
$
S
E
p
w
r
s).
c
o
e
f
f
s
(
) deﬁnes the regression coefﬁcients of the FP model. The default coeff list is that estimated with the most recent FP
model, and stored in Stata’s
b
[
] functions. Note that your own coeff list must be a 1 by
m matrix, that is, a row vector
of length
m,w h e r e
m is the degree of the FP function. For direct input, this simply amounts to a list of numbers separated
by space(s). Note that coeff list does not include the constant term
b
[
c
o
n
s
], as this plays no part in calculating the
derivative.
n
e
x
t ﬁnds the next higher derivative. For example, if you just calculated the ﬁrst derivative by using
f
p
d
e
r
i
v without options,
f
p
d
e
r
i
v
d
2
,
n
e
x
t would put the second derivative into
d
2 and then
f
p
d
e
r
i
v
d
3
,
n
e
x
t would put the third derivative
into
d
3.
n
e
x
t is equivalent to
p
o
w
e
r
s
(
$
S
2
)
c
o
e
f
f
s
(
$
S
4
) (see Saved Results below).
c
u
r
v
a
t
u
r
e calculates the scaled curvature of the ﬁtted FP function. This is deﬁned as the ratio
d
2
Y
d
X
2
K
￿
1
+
￿
1
K
d
Y
d
X
￿
2
￿
3
2
where
K
=
(
Y
m
a
x
￿
Y
m
i
n
)
=
(
X
m
a
x
￿
X
m
i
n
) is the ratio of the range of ﬁtted
Y to the range of
X and ensures that the
curvature is meaningful (independent of the scales of
X and
Y ).
d
c
u
r
v
a
t
u
r
e is the ﬁrst derivative of the
c
u
r
v
a
t
u
r
e with respect to
X.Stata Technical Bulletin 13
Saved Results
f
p
d
e
r
i
v saves in the
$
S # macros as follows.
$
S
1 degree of FP function comprising ﬁrst derivative
$
S
2 powers of FP function comprising ﬁrst derivative
$
S
3 powers of original (input) FP function
$
S
4 coefﬁcients of the derivative of the FP function
Note that
S
4 is a matrix with 1 row and
$
S
1 columns.
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sg32.1 Variance inﬂation factors and variance-decomposition proportions: Correction
James W. Hardin, Stata Corporation, FAX 409-696-4601, EMAIL stata@stata.com
I have discovered an error in the parsing routines for the
v
i
f and
c
o
l
l
d
i
a
g programs. This error occurs when the list of
independent variable names exceeds 80 characters. I have ﬁxed the error, and corrected versions of these programs are available
on the STB-25 distribution diskette. If you have used these commands, and you had more than 80 characters worth of independent
variable names, you should redo the analysis with the new ﬁles.
sg35 Robust tests for the equality of variances
Mario A. Cleves, Arkansas Foundation for Medical Care, FAX 501-785-3460
Both the traditional
F test for the homogeneity of variances and Bartlett’s generalization of this test to
K samples are
very sensitive to the assumption that the data are drawn from an underlying Gaussian distribution. Levene (1960) proposed a
test statistic for equality of variance that was found to be robust under non-normality. Subsequently Brown and Forsythe (1974)
proposed alternative formulations of Levene’s test statistic using more robust estimators of central tendency in place of the mean.
These reformulations were demonstrated to be more robust than Levene’s test when dealing with skewed populations.
This insert presents
r
o
b
v
a
r, a program that calculates Levene’s original statistic along with two reformulations by Brown
and Forsythe to provide robust tests for the equality of variances. The syntax for the
r
o
b
v
a
r command is
r
o
b
v
a
r varname
[
i
f exp
]
[
i
n range
]
,
b
y
(groupvar
)
The program displays Levene’s statistic (
W
0) and two statistics proposed by Brown and Forsythe that replace the mean in
Levene’s formula with alternative location estimators. The ﬁrst alternative (
W
5
0) replaces the mean with the median. The second
alternative replaces the mean with the 10 percent trimmed mean (
W
1
0).
Example
You wish to test whether the standard deviation of the length of stay for patients hospitalized for a given medical procedure
differs by sex. Your data consists of observations of the length of stay for 1778 patients, 884 males and 894 females.
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Stata’s
s
d
t
e
s
t reports the classical test for the equality of variances.
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This test indicates that the null hypothesis that the estimated standard deviations are equal can be rejected at the 5 percent
level (
p
= .0319). However, the robust tests reported by
r
o
b
v
a
r do not support the rejection of the null hypothesis.
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The difference between the results of the classical and the robust tests can be traced to the non-normal distribution of the
length of stays. Figures 1 and 2 reveal the extent of the skewness of this distribution by sex.
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Figure 1 Figure 2
Methods and Formulas
Let
X
i
j be the
jth observation of
X for the
ith group. Let
Z
i
j
=
j
X
i
j
￿
X
i
j where
X
i is the mean of
X in the
ith group.
Levene’s test statistic is
W
0
=
P
i
n
i
(
Z
i
￿
Z
)
2
=
(
g
￿
1
)
P
i
P
j
(
Z
i
j
￿
Z
i
)
2
=
P
i
(
n
i
￿
1
)
where
n
i is the number of observations in group
i and
g is the number of groups.
W
5
0 is obtained by replacing
X
i with the
ith group median of
X
i
j, while
W
1
0 is obtained by replacing
X
i with the 10 percent trimmed mean for group
i.Stata Technical Bulletin 15
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This insert describes
t
a
b
w. For each variable in a list,
t
a
b
w tabulates the number of times it takes on the values 0,1,
:
:
:,9,
the number of times it is missing, and the number of times it is equal to some other value. The variables are listed one after the
other, so that if there are
K (non-string) variables in the list,
t
a
b
w will produce a
K
￿12 table. String variables do not cause
an error message, but are listed separately below the table. The syntax of
t
a
b
w is
t
a
b
w varlist
[
i
f exp
]
[
i
n range
]
t
a
b
w is best understood through examples.
Example 1
.
d
e
s
c
r
i
b
e
C
o
n
t
a
i
n
s
d
a
t
a
O
b
s
:
1
2
3
4
5
6
(
m
a
x
=
1
4
5
0
2
2
)
V
a
r
s
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9
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m
a
x
=
1
1
)
W
i
d
t
h
:
1
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m
a
x
=
2
4
)
1
.
s
c
b
y
t
e
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.
0
g
S
o
c
i
a
l
c
l
a
s
s
2
.
c
a
s
e
b
y
t
e
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8
.
0
g
c
a
s
e
3
.
e
i
g
h
t
b
y
t
e
%
8
.
0
g
4
.
n
a
m
e
s
t
r
2
%
9
s
5
.
r
e
a
l
f
l
o
a
t
%
9
.
0
g
6
.
m
o
n
t
h
b
y
t
e
%
8
.
0
g
m
o
n
t
h
7
.
m
a
k
e
s
t
r
4
%
9
s
8
.
s
c
_
d
a
d
b
y
t
e
%
8
.
0
g
F
a
t
h
e
r
’
s
S
.
C
.
9
.
f
r
e
q
b
y
t
e
%
8
.
0
g
S
o
r
t
e
d
b
y
:
N
o
t
e
:
D
a
t
a
h
a
s
c
h
a
n
g
e
d
s
i
n
c
e
l
a
s
t
s
a
v
e
.
t
a
b
w
_
a
l
l
i
n
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/
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0
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V
a
r
i
a
b
l
e
|
0
1
2
3
4
5
6
7
8
9
*
*
*
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-
-
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0
0
0
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r
e
a
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0
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0
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6
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o
n
t
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c
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d
a
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0
0
0
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9
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r
e
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4
4
9
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3
1
3
2
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0
0
0
0
0
S
t
r
i
n
g
v
a
r
i
a
b
l
e
(
s
)
:
-
n
a
m
e
,
m
a
k
e
Note that due to formatting limitations the maximum number in any column is 99999 (9999 for the column labelled ****).
The current version of
t
a
b
w replaces the actual count by the maximum number that can be displayed whenever the actual count
exceeds the maximum. A warning is displayed whenever there is the possibility that this has happened.
Example 2
.
t
a
b
w
c
a
s
e
m
o
n
t
h
f
r
e
q
i
n
1
/
1
0
0
0
0
W
A
R
N
I
N
G
:
9
9
9
9
i
n
t
h
e
c
o
l
u
m
n
l
a
b
e
l
l
e
d
*
*
*
*
m
e
a
n
s
a
t
l
e
a
s
t
9
9
9
9
"
o
t
h
e
r
"
o
b
s
e
r
v
a
t
i
o
n
s
.
V
a
r
i
a
b
l
e
|
0
1
2
3
4
5
6
7
8
9
*
*
*
*
.
-
-
-
-
-
-
-
-
+
-
-
-
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-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
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0
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Example 3
.
t
a
b
w
n
a
m
e
c
a
s
e
s
c
s
c
_
d
a
d
W
A
R
N
I
N
G
:
9
9
9
9
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n
t
h
e
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l
u
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l
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b
e
l
l
e
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*
*
*
m
e
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n
s
a
t
l
e
a
s
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9
9
9
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"
o
t
h
e
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"
o
b
s
e
r
v
a
t
i
o
n
s
,
s
i
m
i
l
a
r
l
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9
9
9
9
9
i
n
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n
y
o
t
h
e
r
c
o
l
u
m
n
m
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t
l
e
a
s
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s
u
c
h
o
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s
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v
a
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i
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n
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V
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i
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l
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b
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a
m
e
Note that
t
a
b
w can be quite slow particularly in large data sets. Using
i
n instead of
i
f will make it run faster when only
a selection of the data set is to be tabulated.
Example 4
Finally, here is an example you can replicate using the automobile data supplied with Stata. This example may answer
some of your questions about the treatment of ﬂoating-point numbers.
.
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e
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Possible extensions to
t
a
b
w
At the moment there are no options. Possible options include
(i) a
v
a
l
u
e
s
(#
,
:
:
:
,#
) option to specify the list of numbers to be included in the table.
(ii)
n
o
m
i
s
s
i
n
g to exclude the column counting missing values.
(iii)
n
o
o
t
h
e
r to exclude the column counting “other” values.
(iv)
f
o
r
m
a
t
(#
,
:
:
:
,#
) where the numbers are the integer width of the columns for each of the values counted (including “other”
and “missing”). The default is currently (5,5,5,5,5,5,5,5,5,5,4,5). If just one number was provided the same width would be
used for all values.
(v)
p
e
r
c
e
n
t to give the percentage of observations equal to each value, instead of the count.Stata Technical Bulletin 17
(vi)
r
o
u
n
d
(#
) to specify the amount of rounding accepted in testing to see if the value is approximately equal to the column
heading. Thus the program would “count if 7
￿
#
￿ var & var
<
7
+
#” to see how many values are approximately equal
to 7. The default value is 0. For example, using
r
o
u
n
d
(
.
5
) would count the number of values in the interval [6.5,7.5).
(vii)
r
e
c
o
d
e
(#
,
:
:
:
,#
) works like Stata’s
r
e
c
o
d
e function except no new variable is generated. The recoded values are tabulated.
sg37 Orthogonal polynomials
William M. Sribney, Stata Corporation, FAX 409-696-4601, EMAIL stata@stata.com
o
r
t
h
p
o
l
y computes orthogonal polynomials for a variable varname. The syntax of
o
r
t
h
p
o
l
y is
o
r
t
h
p
o
l
y varname
￿
weight
￿
￿
i
f exp
￿
￿
i
n range
￿
,
f
g
e
n
e
r
a
t
e
(varlist
)
p
o
l
y
(matname
)
g
￿
d
e
g
r
e
e
(#
)
￿
Options
Note: Either one of
g
e
n
e
r
a
t
e
(
) or
p
o
l
y
(
) or both must be speciﬁed.
d
e
g
r
e
e
(#
) speciﬁes the highest degree polynomial to include. Orthogonal polynomials of degree 1, 2,
:
:
:,
d
=
# are computed.
Default is
d
= 1.
g
e
n
e
r
a
t
e
(varlist
) creates
d new variables (of type
d
o
u
b
l
e) containing orthogonal polynomials of degree 1, 2,
:
:
:,
d evaluated at
varname.T h evarlist must either contain exactly
d new variable names or be abbreviated using the styles newvar
1
-newvar
d
or newvar
*. For both styles of abbreviation, new variables newvar
1, newvar
2,
:
:
:, newvar
d are generated.
p
o
l
y
(matname
) creates a
(
d
+ 1
)
￿
(
d
+ 1
) matrix called matname containing the coefﬁcients of the orthogonal polynomials.
The orthogonal polynomial of degree
i
￿
d is
matname
[
i
,
d
+ 1
]
+ matname
[
i
,
1
]
*varname
+ matname
[
i
,
2
]
*varname
^
2
+
￿
￿
￿
+ matname
[
i
,
i
]
*varname
^
i
Note that the coefﬁcients corresponding to the constant term are placed in the last column of the matrix. (The rationale for
this arrangement is shown in the example below.)
Remarks
When ﬁtting polynomial terms in a regression, orthogonal polynomials are often recommended for two reasons. The ﬁrst
is numerical accuracy. The natural polynomials 1,
x,
x
2,
x
3,
:
:
:are highly collinear, and including several terms in a model
would create problems for an unsophisticated regression routine. Stata’s
r
e
g
r
e
s
s command, however, can face a large amount
of collinearity and still produce accurate results. Stata users are likely to ﬁnd orthogonal polynomials useful for the second
reason: ease of interpreting results. When orthogonal polynomials are used,
X
0
X is diagonal, partial sums of squares become
the same as sequential sums of squares, and signiﬁcance tests are orthogonal.
Examples
Illustrations of syntax:
.
o
r
t
h
p
o
l
y
w
e
i
g
h
t
,
d
e
g
(
4
)
g
e
n
e
r
a
t
e
(
p
w
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w
2
p
w
3
p
w
4
)
.
o
r
t
h
p
o
l
y
w
e
i
g
h
t
,
d
e
g
(
4
)
g
e
n
e
r
a
t
e
(
p
w
1
-
p
w
4
)
.
o
r
t
h
p
o
l
y
w
e
i
g
h
t
,
d
e
g
(
4
)
g
e
n
e
r
a
t
e
(
p
w
*
)
.
o
r
t
h
p
o
l
y
w
e
i
g
h
t
,
d
e
g
(
4
)
p
o
l
y
(
P
)
.
o
r
t
h
p
o
l
y
w
e
i
g
h
t
,
d
e
g
(
4
)
g
e
n
(
p
w
1
-
p
w
4
)
p
o
l
y
(
P
)
Suppose we wish to ﬁt the model
m
p
g
=
￿
0
+
￿
1
w
e
i
g
h
t
+
￿
2
w
e
i
g
h
t
2
+
￿
3
w
e
i
g
h
t
3
+
￿
4
w
e
i
g
h
t
4
+
￿
We will ﬁrst compute the regression with natural polynomials, and then do it with orthogonal polynomials.18 Stata Technical Bulletin STB-25
.
u
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1
9
7
8
A
u
t
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D
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t
a
)
.
g
e
n
d
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u
b
l
e
w
1
=
w
e
i
g
h
t
.
g
e
n
d
o
u
b
l
e
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2
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w
1
*
w
1
.
g
e
n
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u
b
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e
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w
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w
1
.
g
e
n
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u
b
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w
3
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w
1
.
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e
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S
o
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c
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S
S
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b
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=
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.
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.
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.
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.
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.
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0
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.
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0
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.
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.
5
9
6
-
2
.
3
1
e
-
1
2
1
.
3
4
e
-
1
2
_
c
o
n
s
|
2
3
.
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.
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.
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Compare the
P-values of the terms in the natural-polynomial regression to those in the orthogonal-polynomial regression.
With orthogonal polynomials, it is easy to see that the cubic and quartic terms are nonsigniﬁcant and that the constant, linear,
and quadratic terms each have
P
< 0.05.
The example also illustrates how the matrix
P obtained with the
p
o
l
y
(
) option can be used to transform coefﬁcients for
orthogonal polynomials to coefﬁcients for natural polynomials. The row vector
b
p contains the coefﬁcients from the orthogonal-
polynomial regression;
m
a
t
r
i
x
b
=
b
p
*
P transforms them to coefﬁcients of natural polynomials. These are, as they should be,
the same as the coefﬁcients from the natural-polynomial regression.
Methods and Formulas
o
r
t
h
p
o
l
y uses the Christoffel–Darboux recurrence formula. They are normalized so that
X
0
D
X
=
N
I,w h e r e
D
=
d
i
a
g
(
w
1
;
w
2
;
:
:
:
;
w
n
) with
w
1,
w
2,
:
:
:,
w
n the weights (all 1 if weights not speciﬁed) and
N
=
P
n
i
=
1
w
i. (If the weights are
a
w
e
i
g
h
ts, they are ﬁrst normalized to sum to the number of observations.)
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Abramowitz, M. and I. A. Stegun, eds. 1968. Handbook of Mathematical Functions, 7th printing. Washington, D.C.: National Bureau of Standards.Stata Technical Bulletin 19
sg38 Generating quantiles
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The syntax of
m
k
q
u
a
n
t is
m
k
q
u
a
n
t varname
￿
weight
￿
￿
i
f exp
￿
￿
i
n range
￿
,
g
e
n
q
(newvar1
)
￿
g
e
n
p
(newvar2
)
n
u
m
b
e
r
(#
)
￿
a
w
e
i
g
h
tsa n d
f
w
e
i
g
h
ts are allowed.
m
k
q
u
a
n
t computes the
pth quantiles of varname for
p
=
i
=
n with
i
= 0, 1,
:
:
:,
n.T h e
p
= 0 quantile is deﬁned as
the minimum of varname and the
p
= 1 quantile as the maximum. (The
pth quantile is, of course, identical to the
1
0
0
pth
percentile.)
Options
g
e
n
q
(newvar1
) is not optional. The generated quantiles are stored in the new variable newvar1.I fvarname is of type
d
o
u
b
l
e,
then so is newvar1;o t h e r w i s e ,newvar1 is a
f
l
o
a
t.
g
e
n
p
(newvar2
), if speciﬁed, generates the corresponding empirical probabilities
p
=
i
=
n for
i
= 0, 1,
:
:
:,
n and stores them
in the new variable newvar2 (of type
f
l
o
a
t).
n
u
m
b
e
r
(
#
) speciﬁes the number of quantiles
n
=
#. Default is
n
= 100.
Remarks
The Stata commands
c
e
n
t
i
l
e and
e
g
e
n (with the
p
c
t
i
l
e function) will calculate any speciﬁed percentile. But computing
and storing a large number of percentiles with these commands is somewhat cumbersome. Furthermore, neither of these commands
allow weights.
m
k
q
u
a
n
t will quickly compute a large number of quantiles and place them in a new variable sequentially; i.e., the
p
=
i
=
n
quantile is stored in observation
i
+
1. This storage scheme allows one to compute quantiles (with the same
n) for additional
variables and to have these quantiles match up with those already calculated. The quantiles can then be directly compared.
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Methods and Formulas
Let the values of
x sorted in ascending order be
x
1,
x
2,
:
:
:,
x
N, with corresponding weights
w
1,
w
2,
:
:
:,
w
N (all equal
to 1 if weights not speciﬁed). Let
W
i
=
P
i
j
=
1
w
j
P
N
j
=
1
w
j
Then the
pth quantile of
x for 0
<
p
< 1i s
q
(
p
)
=
￿
x
i if
W
i
￿
1
<
p
<
W
i
(
x
i
+
x
i
+
1
)
=
2 if
p
=
W
i
We deﬁne
q
(0
)
=
x
1 and
q
(1
)
=
x
N.
sg39 Independent percentages in tables
Benjamin Miller, Department of Psychology, Simmons College, EMAIL bmiller@vmsvax.simmons.edu
Stata provides options for computing percentages in tables by row, by column, or by cell. But, for answering certain kinds
of questions, these options can be awkward.
Consider a survey of college and university faculty that contains variables that identify the gender of the faculty member
surveyed, whether they are tenured, the geographical region of their institution, and whether the institution is public or private.
We can easily ﬁnd, for example, the percentage of tenured faculty at public institutions who are women.
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As the
t
a
b
u
l
a
t
e command shows, 35 (19 percent) of the 187 tenured, public institution faculty in these data are women.
Similarly, we can ﬁnd the percentage of tenured women who are at public institutions.
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The same 35 women now constitute 36 percent of the 98 female faculty members in the survey.
If we want to know what percentage of women are tenured at both public and private institutions, we can type
.
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t
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In this sample, 40 percent of the female faculty at private institutions are tenured compared to 33 percent of the female faculty
at public institutions.
This method is satisfactory, but not ideal. One problem is that the percentages in one column add no information to those
in the other column, creating unnecessary bulk. This problem can be avoided by directly computing the percentage of cases in
each cell who are tenured. I have created
i
p
t
a
b for this purpose:
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Now the percentages are all independent of one another. (The mysterious title of this table will be clear in a moment.)
The other problem with the
b
y variable
:
t
a
b
u
l
a
t
e method is that the amount of output can be cumbersome when the
b
y-variable takes many values. For example, we might examine the gender/tenure relation by geographical region:
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i
p
t
a
b produces a single table that allows immediate comparison by row and by column. The alternative to
i
p
t
a
b (
b
y
r
e
g
i
o
n
:
t
a
b
u
l
a
t
e) would produce six two-by-two tables.
Two additional conveniences provided by
i
p
t
a
b have to do with
(i) categorical dependent variables with more than two values or continuous variables where we are interested in a particular
value or range; and
(ii) missing values in the dependent variable.
Here is an example that illustrates both conveniences.
We administered a two-item questionnaire to a sample of men and women, asking them to rate each item on a scale of 1
(low) to 5 (high). Some respondents did not rate both items, so there are missing values on rating. To assess gender differences
in responses to the questionnaire, we might ask what percentage of each gender gave a given item a high rating (say, 4 or 5).
We can do this with the “
b
y
:” method as follows:
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Alternatively, we can use
i
p
t
a
b, which allows us to select the dependent variable value(s) of interest without creating a
temporary variable (
r
a
t
e
h
i
g
h) and which removes missing values automatically.Stata Technical Bulletin 23
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i
p
t
a
b’s internal operations are inelegant but effective. The numerator of the proportion in each cell is the number of
observations that have the target values of rating, in this case 4 or 5. This can be calculated as follows:
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The denominator is the number of observations in each cell with nonmissing values on all relevant variables.
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Now the percentages are computed and displayed.
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The inelegance of the solution lies in the redundant computation and storage that this method entails. The numerator and
denominator for a given cell are recorded in each target observation for that combination of item and group; once would be
enough. By the same token, the percent is computed and stored redundantly. However, this approach allows the use of
t
a
b
u
l
a
t
e
,
s
u
m
m
a
r
i
z
e
(
) to construct and display the table. Because
s
u
m
m
a
r
i
z
e is in fact ﬁnding the means of sets of identical values,
there is no point in displaying the standard deviations, all of which are zero.
The cell frequencies are, in fact, the numbers of target observations. The marginal percentages are weighted means of the
cell percentages. The tables’ mysterious titles reﬂect the fact that
i
p
t
a
b puts the percentages (and everything else) in temporary
macros; in any case the percentages are not really the means of anything.
Syntax
i
p
t
a
b row var column var dep var
i
f target exp
[
,
n
o
f
r
e
q
w
r
a
p
]
The target exp in the
i
f clause is of the form dep var
=
=
x, dep var
<
x, etc. Note that the
i
f clause is required. The
order of the row and column variables does not matter—switching item and group in the example simply transposes the rows
and columns.
snp8 Robust scatterplot smoothing: enhancements to Stata’s
k
s
m
Isa´ ıas Hazarmabeth Salgado-Ugarte and Makoto Shimizu, University of Tokyo,
Fac. of Agriculture, Dept. of Fisheries, Japan FAX (011)-81-3-3812-0529, EMAIL isalgado@tansei.cc.u-tokyo.ac.jp
Stata’s
k
s
m calculates weighted and unweighted scatterplot smooths. Given data on a pair of variables,
x
i and
y
i,w h e r e
the index
i is deﬁned such that
i
<
i
0
)
x
i
￿
x
i
0,
k
s
m calculates smoothed values
b
y
i that are conditioned on values of
x24 Stata Technical Bulletin STB-25
close to
x
i. This is roughly equivalent to drawing a scatterplot of
y
i versus
x
i, passing a smooth curve through the points, and
recording the
y-values of the curve for each value of
x
i. This procedure is motivated by the assumption that
y
i
=
f
(
x
i
)
+
￿
i
where
f
(
) is an unspeciﬁed smooth function and
￿ is a random disturbance from an unknown distribution.
k
s
m is a valuable tool both for exploratory data analysis and for use in nonparametric and semiparametric estimation
techniques. However, as implemented,
k
s
m presents two limitations. First, the algorithm used by
k
s
m uses fewer
(
x
i
;
y
i
) pairs
to estimate the endpoints of the smooth than are used in the body of the smooth. This feature makes
k
s
m more “local” in the
endpoints and, thus, more likely to be inﬂuenced by one or two discrepant values in the vicinity of the endpoints. Second, the
l
o
w
e
s
s option of
k
s
m does not implement the robustness weights recommended by Cleveland (1979) in his initial presentation
of the lowess scatterplot smoother.
This insert offers two enhancements to
k
s
m that overcome these limitations. The ﬁrst enhancement is
a
d
j
k
s
m, a modiﬁed
version of
k
s
m that holds the bandwidth of the smoother constant across the range of
x-values. The second enhancement consists
of two programs that calculate a lowess smooth using Cleveland’s robust weights.
l
o
r
o
b
w
e
i calculates the weights recommended
by Cleveland, while
r
o
b
l
o
w
e
s uses these weights to compute the lowess smooth.
Holding bandwidth constant across the
x-axis
As implemented, the bandwidth of
k
s
m is not constant across the domain of
x values. In particular, fewer points are used
to calculate the smooth at the endpoints than in the middle of the domain. For instance, the table below displays the number of
points included when a smooth is calculated for a data set with ten observations.
number of
n observations
13
24
35
45
55
65
75
85
94
10 3
k
s
m calculates the smoothed values in observations three through eight based on half the sample. The smoothed values in
observations two and nine are based on 40 percent of the sample, and the smoothed endpoints are based on only 30 percent of
the sample. As a consequence, the endpoints of the smooth are likely to track the behavior of the actual
y-values more closely
than the endpoint smooth values from Cleveland’s (1979) algorithm.
We have modiﬁed
k
s
m to hold the bandwidth constant across the domain of
x. Our modiﬁed program is called
a
d
j
k
s
m.
Other than this modiﬁcation,
a
d
j
k
s
m shares all the characteristics of the original
k
s
m.
Using Cleveland’s robustness weights
An important component of the locally weighted scatterplot smoother (lowess) proposed by Cleveland is a set of robustness
weights that protects the iterative smoothing process from the inﬂuence of discrepant
y-values. These weights are not implemented
in
k
s
m, even when the
l
o
w
e
s
s option is speciﬁed.
We have made a separate set of adjustments to
k
s
m to implement Cleveland’s robustness weights. We regard these adjustments
as a temporary expedient, until such time as Stata implements Cleveland’s robust weights in
k
s
m.
Our programs calculate each iteration of Cleveland’s version of lowess in two steps. The ﬁrst step, calculating the robust
weights, is performed by our program
l
o
r
o
b
w
e
i, which is a mnemonic for locally robust weights. The syntax for
l
o
r
o
b
w
e
i is
l
o
r
o
b
w
e
i y yksm
where y is the
y-variable in the scatterplot smooth and yksm is the smooth calculated by
a
d
j
k
s
m.I no t h e rw o r d s ,yksm is an
input to the
l
o
r
o
b
w
e
i procedure.Stata Technical Bulletin 25
l
o
r
o
b
w
e
i generates a new variable named
r
o
b
w
e
i containing robust weights calculated from the bisquare function, that
is, Tukey’s biweight function as described in Mosteller and Tukey (1977), Cleveland (1979), Chambers et al. (1983) or Goodall
(1983, 1990). The values in
r
o
b
w
e
i are used in the second step by the program
r
o
b
l
o
w
e
s which estimates the lowess smooth.
The syntax of
r
o
b
l
o
w
e
s
s is
r
o
b
l
o
w
e
s y xvar bwidth
where bwidth is a number between 0 and 1 that speciﬁes the desired bandwidth as a fraction of the sample.
r
o
b
l
o
w
e
s generates
a new variable,
l
o
w
e
r
o
b, that contains the lowess smooth.
The lowess smooth is calculated by iterating over these two steps. Note that the variable
r
o
b
w
e
i must be dropped before
each call to the program
l
o
r
o
b
w
e
i, and the variable
l
o
w
e
r
o
b must be dropped before each call to the program
r
o
b
l
o
w
e
s.
Example
This example is adapted from the original description of lowess in Cleveland. The example uses the well-known abrasion
loss data (called the “Rubber specimen data” in Chambers et al.).
We begin by comparing the performance of Stata’s
k
s
m to our
a
d
j
k
s
m in smoothing abrasion loss against tensile strength.
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(graph appears, see Figure 1)
The sensitivity of Stata’s smooth to endpoint values is clear in this ﬁgure.
Now we compare Stata’s version of lowess to the full Cleveland procedure using robust weights. We perform two iterations
of the lowess procedure.
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(graph appears, see Figure 2)
This example illustrates the importance of the robustness weights: the outlier in the lower left does not disturb Cleveland’s
lowess smooth.
We have tested our programs on some additional data sets: the “Hamster Hibernation Data” (
h
i
b
e
r
.
d
t
a), the “Graph Areas”
(
g
r
a
f
a
r
e
a
.
d
t
a), and the “Made-up data” (
m
a
d
e
u
p
.
d
t
a) from Chambers et al. (1983); and the “Tadpoles Data” (
t
a
d
p
o
l
e
.
d
t
a)
from Travis (1983) and reanalyzed in Trexler and Travis (1993). We have included these data sets on the distribution diskette,
and we encourage readers to experiment with them. If you do, you will note that the robustness weights have a more signiﬁcant
impact on the smooth when the number of observations is small and when there are
y-outliers near the end points of the
x-values.26 Stata Technical Bulletin STB-25
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The syntax of
p
r
a
i
s is
p
r
a
i
s depvar
￿
varlist
￿
￿
i
n range
￿
￿
,
l
e
v
e
l
(#
)
n
o
l
o
g
i
t
e
r
a
t
e
(#
)
t
o
l
(#
)
￿
p
r
a
i
s shares the features of all estimation commands; see [4] estimate, but note that to use
p
r
e
d
i
c
t, you must ﬁrst type
g
e
n
i
t
e
r
=
1.
Description
p
r
a
i
s estimates a linear regression of depvar on varlist that is corrected for serially correlated residuals using the Prais–
Winsten (1954) estimator. This estimator improves on the Cochrane–Orcutt (1949) method in that the ﬁrst observation is preserved
in the estimation routine.
Options
l
e
v
e
l
(#
) speciﬁes the signiﬁcance level for conﬁdence intervals of the coefﬁcients; see [4] estimate.
n
o
l
o
g suppresses the iteration log.
i
t
e
r
a
t
e
(#
) speciﬁes the maximum number of iterations and defaults to 100, a number close enough to inﬁnity to be nonbinding.
You should never have to specify this option.Stata Technical Bulletin 27
t
o
l
(#
) speciﬁes the minimum change in the estimated autocorrelation parameter between iterations before convergence can be
declared and defaults to 0.001.
Remarks
The most common autocorrelated error process assumed for the vector
u is the ﬁrst order autoregressive process. Under
this assumption, the linear regression model may be written
y
t
=
x
0
B
+
u
t
where the errors satisfy
u
t
=
￿
u
t
￿
1
+
e
t
and the
e
t are independent and identically distributed as N
(
0
;
￿
2
). The covariance matrix
￿ of the error term
e may then be
written as
￿
=
1
1
￿
￿
2
0
B
B
@
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. . .
. . .
. . .
...
. . .
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￿
1
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2
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T
￿
3
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1
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C
C
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The inverse of the covariance matrix may then be written as
￿
￿
1
=
0
B
B
B
B
B
B
@
p
1
￿
￿
2
0
0
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0
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1
0
￿
￿
￿
0
0
0
￿
￿
1
￿
￿
￿
0
0
. . .
. . .
. . .
...
. . .
. . .
0
0
0
￿
￿
￿
1
0
0
0
0
￿
￿
￿
￿
￿
1
1
C
C
C
C
C
C
A
w h e r ew eu s et h ei n v e r s et od e ﬁ n et h em a t r i x
P such that
P
0
P
=
￿
￿
1.
The Prais–Winsten estimator is a generalized least squares (GLS) estimator. The Prais–Winsten method (as described in
Judge et al. 1985) is derived from the AR(1) model for the error term described above. Where the Cochrane–Orcutt method uses
a lag deﬁnition and loses the ﬁrst observation in the iterative method, the Prais–Winsten method preserves that ﬁrst observation.
In small samples, this can be a signiﬁcant advantage.
Example
You wish to estimate a time-series model of
u
s
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i
d
l
e but are concerned that the residuals may be serially correlated:
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The estimated model is
u
s
r
t
=
￿.1256
i
d
l
e
t
+ 14.56
+
u
t and
u
t
= .5705
u
t
￿
1
+
e
t
Comparing this to the Prais–Winsten method we see that28 Stata Technical Bulletin STB-25
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where the Prais–Winsten estimated model is
u
s
r
t
=
￿.0761
i
d
l
e
t
+ 10.62
+
u
t and
u
t
= .6460
u
t
￿
1
+
e
t
A comparison of the predicted regression line for the Cochrane–Orcutt, Prais–Winsten, and classic OLS for this data looks
like
idle
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Figure 1
Results
The
p
r
a
i
s command stores the command name in
S
E
c
m
d and the name of the dependent variable in
S
E
d
e
p
v.I n
addition,
p
r
a
i
s saves in the macro
S
1 the estimate of rho and in
S
2 its standard error.
Methods and Formulas
Consider the command ‘
p
r
a
i
s
y
x
z’. The 0-th iteration is obtained by estimating
a,
b,a n d
c from the regression:
y
t
=
a
x
t
+
b
z
t
+
c
+
u
t
The auxiliary regression
u
t
=
r
u
t
￿
1
+
e
t
is then estimated to obtain an estimate of the correlation in the residuals. Next we estimate equation (1) for
t
= 2
;
:
:
:
;
n
y
t
￿
r
y
t
￿
1
=
a
(
x
t
￿
r
x
t
￿
1
)
+
b
(
z
t
￿
r
z
t
￿
1
)
+
c
(
1
￿
r
)
+
v
t
(
1
)
a n de q u a t i o n( 1
0)f o r
t
= 1
p
1
￿
r
2
y
1
=
a
(
p
1
￿
r
2
x
1
)
+
b
(
p
1
￿
r
2
z
1
)
+
c
p
1
￿
r
2
+
p
1
￿
r
2
v
1
(
1
0
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Thus, the difference between the Cochrane–Orcutt and the Prais–Winsten methods are that the latter uses equation (1
0) in addition
to equation (1), while the former uses only equation (1) and necessarily decreases the sample size by one.
Equations (1) and (1
0) are then used to obtain estimates of
a,
b,a n d
c, and take these estimates to produce
b
y
=
a
x
t
+
b
z
t
+
c
r is estimated from
y
t
￿
b
y
t
=
r
(
y
t
￿
1
￿
b
y
t
￿
1
)
+
u
t
(
2
)
We then re-estimate equation (1) using the new estimate of
r, and continue to iterate between (1) and (2) until
r converges.
Convergence is declared after
i
t
e
r
a
t
e
(
) iterations or when the absolute difference in the estimated correlation between
two iterations is less than
t
o
l
(
). Sargan (1964) has shown that this process will always converge.
All reported statistics are based on the
r-transformed variables.
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