Vector sampling expansion in Riesz bases setting and its aliasing error  by Kim, J.M. & Kwon, K.H.
Appl. Comput. Harmon. Anal. 25 (2008) 315–334
www.elsevier.com/locate/acha
Vector sampling expansion in Riesz bases setting
and its aliasing error
J.M. Kim, K.H. Kwon ∗
Division of Applied Mathematics, KAIST, Daejeon 305-701, South Korea
Received 31 May 2006; revised 27 November 2007; accepted 29 November 2007
Available online 23 December 2007
Communicated by Bruno Torresani
Abstract
We consider the multi-input multi-output (MIMO) system of vector valued band-limited signals, which are transferred through
an M×N LTI (linear time invariant) system of channels. D. Seidner and M. Feder considered this vector sampling expansion (VSE)
with the formal delta-method, which is a natural generalization of Papoulis’ generalized sampling expansion (GSE) for single input
multi-output systems. Later R. Venkataramani and Y. Bresler considered a more general MIMO sampling for multiband signals
in the frame setting. In this work, we consider the VSE problem by using the Riesz basis method, which enables us to clarify
obscurities in some of the previous works related to GSE and VSE problem. We obtain necessary and sufficient conditions for
a VSE formula to hold as a Riesz basis expansion in the MIMO system. We also obtain an upper bound of the aliasing error which
occurs when we apply the VSE formula to non-band-limited vector signals.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Sampling theory is one of the most important mathematical tools used in communication engineering since it
enables us to reconstruct signals from their discrete sampled data. The most fundamental result in sampling theory is
the Whittaker–Shannon–Kotel’nikov (WSK) sampling theorem, which states that any band-limited signal f (t) with
bandwidth πω can be reconstructed from its sampled data at uniformly distributed points { k
ω
: k ∈ Z}.
Reconstructing a band-limited signal f from samples which are taken from several channeled versions of f is
called multi-channel sampling. The multi-channel sampling method goes back to the work of Shannon [19] and
Fogel [8], where the reconstruction of a band-limited signal from samples of the signal and of its derivatives was
suggested. Generalized sampling expansion (GSE) for arbitrary multi-channel sampling was introduced first by Pa-
poulis [15]. Since Papoulis’ fundamental work [15], there have been many generalizations and applications of GSE
in various directions. For example, GSE was extended to its discrete version in [20] and multi-dimensional version
in [4,9], vector sampling expansion (VSE) [17,18] and was applied to noise analysis in [16]. See also, for example,
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316 J.M. Kim, K.H. Kwon / Appl. Comput. Harmon. Anal. 25 (2008) 315–334[7,13,14] and references therein in which many applications of GSE or VSE and its generalizations are mentioned.
More recently R. Venkataramani and Y. Bresler [21] extended further the VSE [17,18] for band-limited signals to the
MIMO sampling for multiband vector signals in the frame setting, where each component of the input vector signal
has a different band region. In this work, we handle the VSE problem by the Riesz basis method, which was intro-
duced into sampling theory first by Higgins [10]. As is pointed already in [10], the Riesz basis method provides not
only a more sound analytical tool for sampling series expansion in Paley–Wiener spaces but also a unifying treatment
of some closely related topics like stability, interpolation property, and well-posedness of sampling series expansion.
In Section 2, we first find the necessary and sufficient condition on the transfer matrix T(ξ) consisting of pre-filters
of an LTI (linear time invariant) system under which the VSE is possible, which corrects and clarifies some mistakes
and/or obscurities on the determinant condition (2.11) in some related works [2,3,5,9,17] on GSE and VSE. In the
Riesz basis expansion here (see, e.g., Eq. (2.10)), we take the total sampling rate to be the Nyquist rate, whereas
in the frame expansion as in [21], the sampling rate can be rather freely taken so as to allow oversampling. On the
other hand, in the MIMO sampling in [21] using frame, one needs to assume the time-invariance of the reconstruction
functions, which comes, in the case of Riesz basis expansion, as a consequence of the expansion itself (see Eq. (2.13)
in Theorem 2.3). In Section 3, we find an alternative simpler form of the determinant condition. In particular for the
case of a single input two-channel sampling, we show that the determinant condition can be reduced to computing the
determinant of a 2×2 matrix involving 2 pre-filters. As a result, we can completely characterize the possible sampling
densities for an asymmetric derivative sampling involving a signal and its derivative.
When we apply the VSE formula obtained in Section 2 to non-band-limited signals, there arises the so called
aliasing error. A classical result on the aliasing error bound was presented originally by P. Weiss [22] and proved by
Brown [1]. Later, Higgins presented the result for a single channel sampling in his monograph [11]. Finally in the last
Section 4, we give an upper bound for the aliasing error in the VSE.
For ω > 0, we denote by PWNπω be the Paley–Wiener space of N -dimensional vector valued band-limited signals.
That is,
PWNπω =
{
f(t) = [f1(t), . . . , fN(t)]T : fk(t) ∈ L2(R), supp fˆk(ξ) ⊂ [−πω,πω] for 1 k N}
where we take the Fourier transform to be normalized as F(f )(ξ) = fˆ (ξ) := 1√
2π
∫∞
−∞ f (t)e
−itξ dt for f (t) in
L1(R) ∩ L2(R) so that F is a unitary operator from L2(R) onto L2(R). Let H(ξ) = [Hk,j (ξ)]Mk=1,Nj=1 be an M × N
channel matrix (or multi-input multi-output LTI system) consisting of pre-filters Hk,j (ξ) in L∞[−πω,πω]. For each
input vector signal f(t) = [f1(t), . . . , fN(t)]T from PWNπω, let
c(f)(t) :=F−1(H(ξ)fˆ(ξ))= 1√
2π
πω∫
−πω
H(ξ)fˆ(ξ)eitξ dξ = [c1(f)(t), . . . , cM(f)(t)]T
be the channeled output vector signal in PWMπω of f(t). Although Seidner and Feder [17] did not specify the space to
which Hk,j (ξ)s belong, we assume Hk,j (ξ) ∈ L∞[−πω,πω] so that the resulting output signals ck(f)(t) for 1 k 
M also belong to the Paley–Wiener space PWπω. We always assume M  N . Here, our basic goal is to find a VSE
scheme of reconstructing vector signals f(t) in PWNπω via discrete samples taken from c(f)(t). When N = 1, this is
the GSE problem on single input multi-output system first considered by Papoulis [15].
In passing, we note that the Paley–Wiener space PWπω is a reproducing kernel Hilbert space in which any strong
norm converging series also converges absolutely and uniformly on R (cf. Chapter 6 in [11]). Recall also that a Riesz
basis of a separable Hilbert space H is an image under a bounded invertible operator on H of an orthonormal basis
of H (cf. [6] and [11]).
2. VSE in Riesz basis setting
For later use, let us introduce an operator D:
• for a scalar valued function φ(ξ) on [−πω,πω],
D
[
φ(ξ)
] := [φ(ξ),φ(ξ + c), . . . , φ(ξ + (m− 1)c)]T
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m
;
• for a p × q matrix valued function [φk,j (ξ)] on [−πω,πω], D([φk,j (ξ)]) = [D(φk,j (ξ))] is an mp × q matrix
valued function on I , where m is a positive integer, which may change in the context. Then D is a unitary map
from L2[−πω,πω] onto L2(I )m or from L2[−πω,πω]N onto L2(I )mN and
D
[
φ(ξ)e−i
m
ω
nξ
]= D[φ(ξ)]e−i mω nξ (n ∈ Z)
by the periodicity of e−i mω nξ . The advantage of using the operator D and its unitarity will be seen clearly through-
out Sections 2 and 3. Similar idea was employed in [21], where the authors used the spectral index set and
modulations (see Eqs. (9) and (10) in [21]).
Initially there seems to be no preference on each output signal ck(f)(t)s for 1  k M so it is natural to try to
distribute sampling densities equally to all output signals. In other words, we assign equal uniform sampling rates ω
r(samples per second) to all ck(f)(t), 1 k M , and reconstruct f(t) via {ck(f)( rωn): 1 k M, n ∈ Z} as
f(t) =
M∑
k=1
∑
n
ck(f)
(
r
ω
n
)
s
(n)
k (t), f(t) ∈ PWNπω, (2.1)
where s(n)k (t) ∈ PWNπω and r = MN is the expansion factor [17].
However when the expansion factor r is not an integer, we cannot have a VSE formula like (2.1), where we assign
equal uniform sampling rates ω
r
to all M output signals. This fact was already observed in [17], where Seidner and
Feder explained it algebraically by counting and comparing the number of equations and the number of unknown
functions to be found. Depending on the subintervals considered, we may have both under-determined and over-
determined system of linear equations to be solved, which may or may not have a (unique) solution. Here we give an
alternative analytic proof for impossibility of such a VSE formula based on the Riesz basis expansion.
Lemma 2.1. If we have a VSE formula (2.1) which is a Riesz basis expansion, then r = M
N
must be an integer.
Proof. Assume that r is not an integer but there is a Riesz basis expansion (2.1) in PWNπω. Then
ck(f)(t) = 1√
2π
πω∫
−πω
N∑
j=1
Hk,j (ξ)fˆj (ξ)e
itξ dξ = 1√
2π
〈
fˆ(ξ),Hk(ξ)∗e−itξ
〉
L2[−πω,πω]N , (2.2)
where Hk(ξ) = [Hk,1(ξ), . . . ,Hk,N (ξ)] is the kth row of H(ξ) and Hk(ξ)∗ is the adjoint of Hk(ξ). Note that (2.1) is
a Riesz basis expansion in PWNπω if and only if
fˆ(ξ) =
M∑
k=1
∑
n
ck(f)
(
r
ω
n
)
ŝ
(n)
k (ξ) =
M∑
k=1
∑
n
1√
2π
〈
fˆ(ξ),Hk(ξ)∗e−i
r
ω
nξ
〉
L2[−πω,πω]N ŝ
(n)
k (ξ)
is a Riesz basis expansion in L2[−πω,πω]N . Hence
1√
2π
{
Hk(ξ)∗e−i
r
ω
nξ : 1 k M, n ∈ Z} (2.3)
must be a Riesz basis of L2[−πω,πω]N , which has the dual Riesz basis {ŝ(n)k (ξ): 1  k M, n ∈ Z}. Then (see
Theorem 3.6.6 in [6]) there are constants b a > 0 such that for any {ak,n}1kM, n∈Z ∈ l2,
a
M∑
k=1
∑
n
|ak,n|2 
∥∥∥∥∥
M∑
k=1
∑
n
ak,nHk(ξ)∗e−i
r
ω
nξ
∥∥∥∥∥
2
L2[−πω,πω]N
 b
M∑
k=1
∑
n
|ak,n|2. (2.4)
Let p be an integer such that 1  p < r < p + 1, c = 2πω
r
, and I = [−πω,−πω + c]. Then we have, after setting
Hk,j (ξ) = 0 on (πω,−πω + (p + 1)c] for 1 k M , 1 j N ,
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M∑
k=1
∑
n
ak,nHk(ξ)∗e−i
r
ω
nξ
∥∥∥∥∥
2
L2[−πω,πω]N
=
N∑
j=1
πω∫
−πω
∣∣∣∣∣
M∑
k=1
∑
n
ak,nHk,j (ξ)e
−i r
ω
nξ
∣∣∣∣∣
2
dξ
=
N∑
j=1
p+1∑
l=1
∫
I
∣∣∣∣∣
M∑
k=1
Hk,j
(
ξ + (l − 1)c)(∑
n
ak,ne
−i r
ω
nξ
)∣∣∣∣∣
2
dξ.
Let u(ξ) = [u1, u2, . . . , uM ]T , where uk =∑n ak,ne−i rω nξ . Then∥∥∥∥∥
M∑
k=1
∑
n
ak,nHk(ξ)∗e−i
r
ω
nξ
∥∥∥∥∥
2
L2[−πω,πω]N
=
∫
I
u∗(ξ)
[
N∑
j=1
p+1∑
l=1
Hα,j
(
ξ + (l − 1)c)Hβ,j (ξ + (l − 1)c)]M
α,β=1
u(ξ)dξ
=
∫
I
u∗(ξ)T(ξ)T(ξ)∗u(ξ)dξ = 〈T(ξ)T(ξ)∗u(ξ),u(ξ)〉
L2(I )M ,
where Tj (ξ) = [Hk,j (ξ + (l − 1)c)]Mk=1,p+1l=1 and
T(ξ) = [T1(ξ),T2(ξ), . . . ,TN(ξ)] (2.5)
is an M × (p + 1)N matrix valued function on I . Note that pN < M < (p + 1)N . Since T(ξ)T(ξ)∗ is an M × M
self-adjoint matrix, we may rewrite (2.4) as
a
c
∥∥u(ξ)∥∥2
L2(I )M 
〈
T(ξ)T(ξ)∗u(ξ),u(ξ)
〉
L2(I )M 
b
c
∥∥u(ξ)∥∥2
L2(I )M (2.6)
since { 1√
c
e−i rω nξ : n ∈ Z} is an orthonormal basis of L2(I ) so that
∥∥u(ξ)∥∥2
L2(I )M =
M∑
k=1
∥∥∥∥∑
n
ak,ne
−i r
ω
nξ
∥∥∥∥2
L2(I )
= c
M∑
k=1
∑
n
|ak,n|2.
In particular T(ξ)T(ξ)∗ must be non-singular a.e. on I . Since Hk,j (ξ) = 0 on (πω,−πω + (p + 1)c], Hk,j (ξ +
pc) = 0 on (πω−pc,−πω+c] for all k and j so that at least N columns {Hk,j (ξ+pc)}Mk=1 for 1 j N of T(ξ) are
0 on (πω−pc,−πω+c]. Hence rank T(ξ) = rank(T(ξ)T(ξ)∗) (p+1)N−N = pN <M on (πω−pc,−πω+c],
which contradicts (2.6). 
By Lemma 2.1, in order to get a VSE formula with uniform sampling rates for all output signals, in the case of
a possibly non-integer expansion factor r , we need to distribute sampling densities differently to each output signal.
Higgins [12, Chapter 3] already introduced such an asymmetric sampling expansion for derivative sampling.
As in [17], we assign a sampling period mk
ω
to each output signal ck(f)(t) where mk = akbk , ak and bk are positive
integers with gcd(ak, bk) = 1 and ∑Mk=1 ωmk = Nω is the total Nyquist sampling rate for vector signals in PWNπω. Now
our goal is to reconstruct f(t) via {ck(f)(mkω n): 1 k M, n ∈ Z} as
f(t) =
M∑
k=1
∑
n
ck(f)
(
mk
ω
n
)
s
(n)
k (t), f(t) ∈ PWNπω, (2.7)
where s(n)k (t) ∈ PWNπω. Let a := lcm(a1, . . . , aM), b := gcd(b1, . . . , bM), and pk := ab bkak . Then pks are positive inte-
gers for 1 k M . Since any n ∈ Z can be expressed as n = pkm+ l − 1 for some m ∈ Z and 1 l  pk ,{
ck(f)
(
mk
ω
n
)
: 1 k M and n ∈ Z
}
=
M⋃{
ck(f)
(
mk
ω
(pkn+ l − 1)
)
: 1 l  pk, n ∈ Z
}
,k=1
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f(t) =
M∑
k=1
pk∑
l=1
∑
n
ck(f)
[
a
bω
n+ mk
ω
(l − 1)
]
s
(n)
k,l (t) =
M∑
k=1
pk∑
l=1
∑
n
ck,l(f)
(
a
bω
n
)
s
(n)
k,l (t), f(t) ∈ PWNπω, (2.8)
where s(n)k,l (t) ∈ PWNπω and (cf. (2.2))
ck,l(f)(t) = ck(f)
(
t + mk
ω
(l − 1)
)
= 1√
2π
〈
fˆ(ξ),Hk(ξ)∗e−i
mk
ω
(l−1)ξ e−itξ
〉
L2[−πω,πω]N
for 1 k M and 1 l  pk .
Here we note that (2.8) is a VSE formula of reconstructing f(t) after passing fˆ(ξ) through the modified channel
matrix H˜(ξ) of size (
∑M
k=1 pk) × N = abN × N and taking samples uniformly from all abN output signals ck,l(f)(t)
for 1 k M , 1 l  pk , with the common sampling rate bωa . Here,
H˜(ξ) =
⎡⎢⎣ H˜1(ξ)...
H˜M(ξ)
⎤⎥⎦ and H˜k(ξ) =
⎡⎢⎢⎢⎢⎣
1
ei
mk
ω
ξ
...
ei(pk−1)
mk
ω
ξ
⎤⎥⎥⎥⎥⎦Hk(ξ) = [Hk,j (ξ)ei(l−1) mkω ξ ]pkl=1,Nj=1. (2.9)
Lemma 2.2. If we have a VSE formula (2.7), which is a Riesz basis expansion, then b = 1.
Proof. Assume that (2.7) or equivalently (2.8) is a Riesz basis expansion. Since (2.8) is a VSE with equal uniform
sampling rates through the modified channel matrix H˜(ξ), its expansion factor a
b
must be an integer by Lemma 2.1.
Let m = gcd(a, b). Assume m 2 and let p  2 be a prime factor of m. Then p divides both a and b and so p divides
both ak and bk for some k, which contradicts gcd(ak, bk) = 1. Hence m = 1 so that b = 1 since ab is an integer. 
When b = 1, H˜(ξ) is an aN × N transfer matrix of which the expansion factor a is an integer. Hence we first
consider the case when r = M
N
is an integer.
Theorem 2.3. Let H(ξ) = [Hk,j (ξ)]Mk=1,Nj=1 be a channel matrix where each Hk,j (ξ) ∈ L∞[−πω,πω] and r = MN is
an integer. Then there is a Riesz basis {s(n)k (t): 1 k M, n ∈ Z} of PWNπω such that the VSE formula
f(t) =
M∑
k=1
∑
n
ck(f)
(
r
ω
n
)
s
(n)
k (t), f(t) ∈ PWNπω, (2.10)
holds if and only if there is a constant α > 0 such that∣∣det T(ξ)∣∣ α a.e. on I = [−πω,−πω + c] (2.11)
and c = 2πω
r
. Here (cf. (2.5))
T(ξ) = (D[Hk,j (ξ)]T )Mk=1,Nj=1 = (D[H(ξ)T ])T (2.12)
and D[φ(ξ)] := [φ(ξ),φ(ξ + c), . . . , φ(ξ + (r − 1)c)]T . Moreover the VSE formula (2.10) converges not only in
L2(R)N but also absolutely and uniformly on R and we have:
s
(n)
k (t) = sk
(
t − r
ω
n
)
(1 k M, n ∈ Z), (2.13)
where
sk(t) = r2πω
πω∫
Sk(ξ)eitξ dξ =
(
sk,j (t)
)N
j=1 ∈ PWNπω (2.14)−πω
320 J.M. Kim, K.H. Kwon / Appl. Comput. Harmon. Anal. 25 (2008) 315–334and post-filters Sk(ξ) = [Sk,j (ξ)]Nj=1 ∈ L2[−πω,πω]N are defined by
D
[
Sk(ξ)
]= T(ξ)−1ek, 1 k M. (2.15)
Proof. Assume that (2.10) is a Riesz basis expansion in PWNπω. Then as in Lemma 2.1,
1√
2π
{
Hk(ξ)∗e−i
r
ω
nξ : 1 k M, n ∈ Z}
must be a Riesz basis of L2[−πω,πω]N so that the inequality (2.4) holds. Then we have, after replacing p + 1 in
Lemma 2.1 by r (cf. (2.6)),
a
c
∥∥u(ξ)∥∥2
L2(I )M 
〈
T(ξ)T(ξ)∗u(ξ),u(ξ)
〉
L2(I )M 
b
c
∥∥u(ξ)∥∥2
L2(I )M , (2.16)
where u(ξ) is the same as in Lemma 2.1 and T(ξ) as in (2.12).
Since T(ξ)T(ξ)∗ :L2(I )M → L2(I )M is a bounded self-adjoint operator and u(ξ) can be any function in L2(I )M ,
the inequality (2.16) holds for any {ak,n}1kM, n∈Z ∈ l2 if and only if
a
c
 T(ξ)T(ξ)∗  b
c
a.e. on I.
Hence any eigenvalue of T(ξ)T(ξ)∗ must be greater than or equal to a
c
a.e. on I so that det [T(ξ)T(ξ)∗] =
|det T(ξ)|2  ( a
c
)M a.e. on I , which implies (2.11) with α = ( a
c
)
M
2
.
Conversely assume that the condition (2.11) holds. Note first that {Hk(ξ)∗e−i rω nξ : 1 k M, n ∈ Z} is a Riesz
basis of L2[−πω,πω]N if and only if {D[Hk(ξ)∗]e−i rω nξ : 1  k M, n ∈ Z} is a Riesz basis of L2(I )M since
D :L2[−πω,πω]N → L2(I )M is unitary. Now, we have by (2.12)
D
[
Hk(ξ)∗
]
e−i
r
ω
nξ = D[Hk(ξ)T ]e−i rω nξ = D[H(ξ)T ]eke−i rω nξ = T(ξ)∗eke−i rω nξ , (2.17)
where ek = (δj,k)Mj=1 is the kth standard basis column vector in CM so that
eke
−i r
ω
nξ = [T(ξ)∗]−1(D[Hk(ξ)∗]e−i rω nξ ).
Hence {D[Hk(ξ)∗]e−i rω nξ : 1 k M, n ∈ Z} is a Riesz basis of L2(I )M so that {Hk(ξ)∗e−i rω nξ : 1 k M, n ∈
Z} is a Riesz basis of L2[−πω,πω]N since T(ξ)∗ is an automorphism on L2(I )M by the condition (2.11) and
{ 1√
c
e−i rω nξ ek: 1 k M, n ∈ Z} is an orthonormal basis of L2(I )M . Let { 1√2π S
(n)
k (ξ): 1 k M, n ∈ Z} be the
dual Riesz basis of {Hk(ξ)∗e−i rω nξ : 1 k M, n ∈ Z}. Then for any f ∈ PWNπω, we have by (2.2)
fˆ(ξ) =
M∑
k=1
∑
n
1√
2π
〈
fˆ(ξ),Hk(ξ)∗e−i
r
ω
nξ
〉
L2[−πω,πω]N S
(n)
k (ξ) =
M∑
k=1
∑
n
ck(f)
(
r
ω
n
)
S(n)k (ξ).
Hence we have (2.10) where s(n)k (t) = F−1(S(n)k (ξ)) by taking Fourier inversion. The convergence mode of the
series (2.10) follows immediately since PWNπω is a reproducing kernel Hilbert space. Finally let us derive the for-
mula (2.13) for the reconstruction sampling functions.
Since { 1√
2π
S(n)k (ξ): 1 k M, n ∈ Z} is the dual Riesz basis of the Riesz basis {Hk(ξ)∗e−i
r
ω
nξ : 1 k M, n ∈
Z} in L2[−πω,πω]N ,
δmn = 1√
2π
〈
Hk(ξ)∗e−i
r
ω
mξ ,S(n)k (ξ)
〉
L2[−πω,πω]N
= 1√
2π
〈
D−1
[
T(ξ)∗eke−i
r
ω
mξ
]
,S(n)k (ξ)
〉
L2[−πω,πω]N by (2.17)
= 1√ 〈eke−i rωmξ ,T(ξ)D[S(n)k (ξ)]〉L2(I )M for 1 k M and m,n ∈ Z.2π
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T(ξ)D
[
S(n)k (ξ)
]= r
ω
√
2π
eke
−i r
ω
nξ
and so by (2.15)
D
[
S(n)k (ξ)
]= r
ω
√
2π
T(ξ)−1eke−i
r
ω
nξ = r
ω
√
2π
D
[
Sk(ξ)
]
e−i
r
ω
nξ .
That is,
S(n)k (ξ) =
r
ω
√
2π
Sk(ξ)e−i
r
ω
nξ for 1 k M and n ∈ Z.
Hence for any f ∈ PWNπω, we have
fˆ(ξ) = r
2πω
M∑
k=1
∑
n
〈
fˆ(ξ),Hk(ξ)∗e−i
r
ω
nξ
〉
L2[−πω,πω]N Sk(ξ)e
−i r
ω
nξ
= r
ω
√
2π
M∑
k=1
∑
n
ck(f)
(
r
ω
n
)
Sk(ξ)e−i
r
ω
nξ by (2.2)
which proves (2.13) by Fourier inversion. 
The VSE formula (2.10) together with (2.14) was first obtained in [17] by a rather formal delta method, which
does not reveal anything on the mode of convergence of the series (2.10). In deriving (2.10), Seidner and Feder [17]
assumed only non-singularity of the transfer matrix T(ξ) on I . However we will see later in this section that non-
singularity of T(ξ) a.e. on I is only necessary but not sufficient for the VSE formula (2.10) to hold. As a Riesz basis
expansion, the VSE formula (2.10) is stable and also well-posed in the sense of noise sensitivity (cf. Section V in [17]).
If we set S(ξ) = [S1(ξ), . . . ,SM ] = [Sk,j (ξ)]N Mj=1,k=1, then Eq. (2.15) means D[S(ξ)] = T(ξ)−1.
Remark 2.1. Note that in the reconstruction formula (2.10), we do not need to assume the time-invariance of the
reconstruction functions but it comes as a consequence of the determinant condition (2.11) (see Eq. (2.13)) since we
require a Riesz basis expansion. On the other hand, in the MIMO sampling as in [21], we need to assume the time-
invariance of the corresponding reconstruction functions (see Eq. (6) in [21]) in order to get the perfect reconstruction
of signals as a frame expansion.
We now consider a more general case, where r = M
N
may not be an integer. Let mk = akbk and a = lcm(a1, . . . , aM),
b = gcd(b1, . . . , bM) be the same as before. Then we have by Lemma 2.2 and Theorem 2.3:
Corollary 2.4. For a channel matrix H(ξ) = [Hk,j (ξ)]Mk=1,Nj=1, where each Hk,j (ξ) ∈ L∞[−πω,πω], let H˜(ξ) be
the modified transfer matrix as in (2.9). Then there is a Riesz basis {s(n)k,l (t): 1 k M, 1 l  pk, n ∈ Z} of PWNπω
such that the VSE formula
f(t) =
M∑
k=1
pk∑
l=1
∑
n
ck,l(f)
(
a
bω
n
)
s
(n)
k,l (t), f(t) ∈ PWNπω, (2.18)
holds if and only if b = 1 and there is a constant α > 0 such that∣∣det T˜(ξ)∣∣ α a.e. on I = [−πω,−πω + c], (2.19)
where c = 2πω
a
,
T˜(ξ) = (D[H˜(ξ)T ])T (cf. (2.9) and (2.12)), (2.20)
and
D
[
φ(ξ)
]= [φ(ξ),φ(ξ + c), . . . , φ(ξ + (a − 1)c)]T . (2.21)
Moreover the VSE formula (2.18) converges not only in L2(R)N but also absolutely and uniformly on R.
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be precise we have: express T˜(ξ)−1 in the block matrix as
T˜(ξ)−1 = (D[S1(ξ)], . . . ,D[SM(ξ)]),
where D is the one in (2.21) and Sk(ξ) is the N × pk matrix. Then s(n)k,l (t) = sk,l(t − aωn), where
sk,l(t) = a2πω
πω∫
−πω
Sk,l(ξ)eitξ dξ =
(
sk,l,j (t)
)N
j=1 ∈ PWNπω (2.22)
and Sk,l(ξ) = (Sk,l,j (ξ))Nj=1 is the lth column of Sk(ξ).
Remark 2.2. The VSE formula (2.18) and (2.22) are given in [17] only when mks are integers. It is an advantage of
using the operator D, which simplifies computations and notations. Compare Eq. (40) in [17] and (2.18), (2.22).
Example 2.1. Take M = 2, N = 1 and H1,1(ξ) = 1, H2,1(ξ) = −i sgn ξ on [−πω,πω] so that c1(f )(t) = f (t) and
c2(f )(t) = f˜ (t) is the Hilbert transform of f (t). Take m1 = 32 and m2 = 3 so that a = 3, b = 1 and p1 = 2, p2 = 1.
Then H˜(ξ) = [1, ei 32ω ξ ,−i sgn ξ ]T on [−πω,πω],
T˜(ξ) =
⎡⎣ 1 1 1ei 32ω ξ −ei 32ω ξ ei 32ω ξ
i −i sgn (ξ + 23πω) −i
⎤⎦
and
T˜(ξ)−1 =
⎡⎢⎣ 14 (1 + sgn(ξ + 23πω)) 14e−i
3
2ω ξ (1 − sgn(ξ + 23πω)) − i2
1
2 − 12e−i
3
2ω ξ 0
1
4 (1 − sgn(ξ + 23πω)) 14e−i
3
2ω ξ (1 + sgn(ξ + 23πω)) i2
⎤⎥⎦ on I = [−πω,−πω3
]
.
Since |det T˜(ξ)| = 4, c1,1(f )(t) = f (t), c1,2(f )(t) = f (t+ 32ω ), c2,1(f )(t) = f˜ (t), we have, by Corollary 2.4, a Riesz
basis expansion in PWπω as
f (t) =
∑
n
[
f
(
3n
ω
)
s1,1
(
t − 3n
ω
)
+ f
(
3n
ω
+ 3
2ω
)
s1,2
(
t − 3n
ω
)
+ f˜
(
3n
ω
)
s2,1
(
t − 3n
ω
)]
where sinc t = sinπt
πt
and
s1,1(t) = sinc
(
2ω
3
t
)
,
s1,2(t) = 12
[
sinc
(
ω
3
(
t − 3
2ω
))
+ sinc
(
1
6
ω
(
t − 3
2ω
))
cos
(
5πω
6
(
t − 3
2ω
))]
,
s2,1(t) = − sinc
(
ω
3
t
)
sin
(
2πω
3
t
)
.
Another way of obtaining a VSE formula is to assign equal sampling rates to all output signals ck(f)(t)
for 1  k  M and to take sampling points non-uniformly but periodically with average sampling rate N
M
ω
(see [17, Section IV]). To be precise, we have the following. Let M0 and N0 be any two positive integers such that
N
M
= N0
M0
. In the time interval [0, M0
ω
), we take arbitrary N0 points {tl}N0l=1 as
0 t1 < t2 < · · · < tN0 <
M0
ω
and use sample values {ck(f)(M0ω n+ tl): 1 k M, 1 l N0, n ∈ Z} to recover f(t) as
f(t) =
M∑ N0∑∑
ck(f)
(
M0
ω
n+ tl
)
s
(n)
k,l (t) =
M∑ N0∑∑
ck,l(f)
(
M0
ω
n
)
s
(n)
k,l (t), (2.23)k=1 l=1 n k=1 l=1 n
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ck,l(f)(t) = ck(f)(t + tl) = 1√
2π
〈
fˆ(ξ),Hk(ξ)∗e−itl ξ e−itξ
〉
L2[−πω,πω]N .
Hence, (2.23) becomes an equal uniform sampling with common sampling rate ω
M0
for the modified transfer ma-
trix Hˇ (ξ), where the expansion factor M0 is an integer and (cf. (2.9))
Hˇ(ξ) =
⎡⎢⎣ Hˇ1(ξ)...
HˇM(ξ)
⎤⎥⎦ and Hˇk(ξ) =
⎡⎢⎣ e
it1ξ
...
eitN0 ξ
⎤⎥⎦Hk(ξ) = [Hk,j (ξ)eitlξ ]N0l=1,Nj=1.
Hence again by Theorem 2.3, we have:
Corollary 2.5. With the notation as above, there is a Riesz basis {s(n)k,l (t): 1 k M, 1 l N0, n ∈ Z} of PWNπω
such that the VSE formula (2.23) holds if and only if there is a constant α > 0 such that∣∣det Tˇ(ξ)∣∣ α a.e. on I = [−πω,−πω + c],
where c = 2πω
M0
, Tˇ(ξ) = (D[Hˇ(ξ)T ])T (cf. (2.12)) and
D
[
φ(ξ)
]= [φ(ξ),φ(ξ + c), . . . , φ(ξ + (M0 − 1)c)]T . (2.24)
Moreover the VSE formula (2.23) converges not only in L2(R)N but also absolutely and uniformly on R.
Seidner and Feder [17] handled Corollary 2.5 when M0 = M and N0 = N . To find the expression of s(n)k,l (t)
in (2.23), express Tˇ(ξ)−1 in the block matrix as
Tˇ(ξ)−1 = (D[S1(ξ)], . . . ,D[SM(ξ)])
where the operator D is the one in (2.24) and Sk(ξ) is the N ×N0 matrix. Then
s
(n)
k,l (t) = sk,l
(
t − M0
ω
n
)
,
where Sk,l(ξ) = (Sk,l,j (ξ))Nj=1 is the lth column of Sk(ξ) and
sk,l(t) = M02πω
πω∫
−πω
Sk,l(ξ)eitξ dξ =
(
sk,l,j (t)
)N
j=1 ∈ PWNπω.
Remark 2.3. In the VSE (2.10) (including also (2.18) and (2.23)), which is a Riesz basis expansion, the average
sampling rate for each output signal ck(f)(t) for 1  k M is NMω so that the total sampling rate is Nω, which is
exactly the Nyquist rate for vector signals in PWNπω . However, in practice one often needs to have oversampling, which
is necessary, for example, to speed up the convergence of the sampling series. In this respect, R. Venkataramani and
Y. Bresler [21] developed more general MIMO sampling scheme as a frame expansion for multiband vector signals, of
which each component may have a different band region. Note that in the frame setting, we may have rather arbitrary
sampling rate as long as the total sampling rate is not less than the Nyquist rate as the authors show in [21]. Moreover
the reconstruction formula as a frame expansion in [21] can be reduced to the Riesz basis expansion as in this work
when we take the optimal Nyquist rate. In [21], the function space, to which the entries of the channel transfer matrix
belong, is not specified explicitly in the beginning but we need to assume that all the entries of the channel transfer
matrix are essentially bounded on suitable domains to carry out the subsequent processes. Then the finiteness of the
upper frame bound in Theorem 1 of [21] (see Eq. (31) in [21]) follows.
We now look at the determinant condition (2.11) more closely for which there are some obscurities in some of the
previous works on the same problem. First note that the reconstruction functions sk,j (t) in (2.14) can also be given as
sk,j (t) = 1
c
∫
Yk,j (ξ, t)e
itξ dξ, (2.25)
I
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r
, c(t) = (1, eict , . . . , ei(r−1)ct )T is the carrier vector (cf. [4]), and
Yk,j (ξ, t) = D
[
Sk,j (ξ)
]T
c(t), ξ ∈ I,
is the time varying linear combination of spectral pieces of post-filters Sk,j (ξ)s on I . In fact we have, by the unitarity
of D,
sk,j (t) = 1
c
πω∫
−πω
Sk,j (ξ)e
itξ dξ = 1
c
∫
I
D
[
Sk,j (ξ)
]T
D
(
eitξ
)
dξ
= 1
c
∫
I
D
[
Sk,j (ξ)
]T
c(t)eitξ dξ = 1
c
∫
I
Yk,j (ξ, t)e
itξ dξ
which is exactly yk,j (t) used in [17] (see Eqs. (12) and (17) in [17]). For the GSE problem, Papoulis [15] used (2.25),
whereas (2.14) was first used by Brown [2]. In [15], Papoulis observed the determinant condition (2.11) implicitly
(for N = 1) by saying that the pre-filters Hk(ξ)s must be chosen so that the transfer matrix T(ξ) is non-singular
on I and Yk,j (ξ, t), as a function of ξ , is expandable as a Fourier series. The sufficiency of the condition (2.11) in
Theorem 2.3 was first proved in [2] for Papoulis’ GSE problem, where Brown approached the problem from the
view point of minimizing the error energy. Brown did not recognize the sampling series obtained as a Riesz basis
expansion. Higgins [10] is the first to analyze the GSE problem in the Riesz basis setting and proved the sufficiency of
the condition (2.11) in a single channel sampling for M = N = 1. But there is a mistake in two-channel sampling for
M = 2 and N = 1: Theorem 12.8 in [11], where Higgins assumed only that the transfer matrix T(ξ) is non-singular
on I and said in the proof “Since each Hk(ξ) for k = 1,2 is bounded on [−πω,πω], so are the entries of T(ξ)−1”
which need not be true unless the condition (2.11) holds.
Seidner and Feder [17] claimed that we can reconstruct the input signal f(t) in the form (2.10) as long as the transfer
matrix T(ξ) is non-singular on I . However, non-singularity of T(ξ) a.e. on I is only necessary but not sufficient for
the reconstruction. In fact, with only non-singularity of T(ξ) on I , entries of T(ξ)−1 may not be bounded on I even
though all entries of T(ξ) are bounded on I so that Sk,j (ξ) (or Yk,j (ξ, t)) may not have an inverse Fourier transform to
yield the reconstruction sampling function sk,j (t). It can be easily observed by a simple example of a single derivative
channeling in PWπ . Take N = M = ω = 1 (so r = 1 and I = [−π,π]) and H(ξ) = iξ on [−π,π] \ {0}, H(0) = 1.
Then c(f )(t) = f ′(t), f (t) ∈ PWπ . In this case, even though the transfer function T (ξ) = H(ξ) is never 0 in [−π,π],
S(ξ) = 1
H(ξ)
is not in L2[−π,π] so that there is no sampling expansion formula like (2.10) reconstructing f (t) via
{f ′(n): n ∈ Z}.
Recently, Feuer [9], in handling a multi-dimensional GSE, claimed also that non-singularity of the transfer matrix
T(ξ) on I is necessary and sufficient for the unique reconstruction of signals. Since Feuer assumed that all channels are
continuous, non-singularity of T(ξ) on I is equivalent to the condition (2.11). Feuer proved, assuming that sufficiency
is already known, only necessity by showing that there is a non-trivial signal, of which all sample values are 0.
However the signal taken in the proof of Theorem 1 in [9] is not band-limited as a function (a priori it does not belong
to L2(R)) but band-limited only in the distribution sense. Hence his argument does not really prove the necessity of
the condition.
Only in the last section [17, Section V] handling noise sensitivity analysis, Seidner and Feder show that the
condition (2.11) together with the (essential) boundedness of pre-filters Hk,j (ξ) is necessary and sufficient for the
well-posedness of the VSE system. However, the condition (2.11) is already necessary to have the VSE formula (2.10)
itself.
Inspection of the proof of Theorem 2.3 shows that the determinant condition (2.11) is exactly the condition under
which the operator D becomes a unitary operator from L2[−πω,πω]N onto L2(I )M so that {Hk(ξ)∗e−i rω nξ : 1 
k M, n ∈ Z} is a Riesz basis of L2[−πω,πω]N . On the other hand, non-singularity of T(ξ) a.e. on I means:
Theorem 2.6. For the transfer matrix T(ξ) as in (2.12), the following are all equivalent:
(a) T(ξ) is non-singular a.e. on I = [−πω,−πω + c] (c = 2πω
r
);
(b) {Hk(ξ)∗e−i rω nξ : 1 k M, n ∈ Z} is complete in L2[−πω,πω]N ;
(c) if f(t) ∈ PWNπω is such that ck(f)( r n) = 0 for all 1 k M , n ∈ Z, then f(t) = 0.ω
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〈
F(ξ),Hk(ξ)∗e−i
r
ω
nξ
〉
L2[−πω,πω]N =
N∑
j=1
〈
Fj (ξ),Hk,j (ξ)e
−i r
ω
nξ
〉
L2[−πω,πω]
=
N∑
j=1
〈
D
[
Fj (ξ)
]
,D
[
Hk,j (ξ)e
−i r
ω
nξ
]〉
L2(I )r
=
∫
I
(
D
[
Hk(ξ)T
])T
D
[
F(ξ)
]
ei
r
ω
nξ dξ,
where
D
[
φ(ξ)
] := [φ(ξ),φ(ξ + c), . . . , φ(ξ + (r − 1)c)]T .
Then 〈F(ξ),Hk(ξ)∗e−i rω nξ 〉L2[−πω,πω]N = 0 for 1 k M and n ∈ Z if and only if (D[Hk(ξ)T ])T D[F(ξ)] = 0 a.e.
on I for 1 k M since {e−i rω nξ : n ∈ Z} is an orthogonal basis of L2(I ). The latter is also equivalent to
T(ξ)D
[
F(ξ)
]= 0 a.e. on I (2.26)
since (D[Hk(ξ)T ])T is the kth row of T(ξ). Now assume (a) and let F(ξ) ∈ L2[−πω,πω]N be such that〈
F(ξ),Hk(ξ)∗e−i
r
ω
nξ
〉
L2[−πω,πω]N = 0, 1 k M and n ∈ Z. (2.27)
Then D[F(ξ)] = 0 a.e. on I , i.e., F(ξ) = 0 in L2[−πω,πω]N by (2.26). Hence (b) holds.
Conversely assume (b) holds and let F(ξ) satisfy (2.26). Then F(ξ) also satisfies (2.27). Hence F(ξ) = 0 in
L2[−πω,πω]N . In other words, Eq. (2.26) has a trivial solution only. Since D[F(ξ)] can be any function in L2(I )M ,
it implies that (a) must hold. On the other hand, for any F(ξ) in L2[−πω,πω]N , we have by (2.2)
ck(f)(t) = 1√
2π
〈
fˆ(ξ),Hk(ξ)∗e−itξ
〉
L2[−πω,πω]N ,
where f(t) =F−1(F(ξ)). Hence ck(f)( rωn) = 0 for 1 k M, n ∈ Z if and only if F(ξ) = fˆ(ξ) satisfies (2.27). From
this observation, we can easily show the equivalence of (b) and (c). 
Theorem 2.6 is an extension of Theorem 1 in [3] on GSE (for band-pass signals), in which Brown claimed that
the input signal f (t) is uniquely determined by its sample values {c(f )( r
ω
n): n ∈ Z} if and only if the condition (b)
in Theorem 2.6 holds. However what was really proved by Theorem 1 in [3] is the equivalence of (b) and (c). Note
that the condition (c) in Theorem 2.6 means only that there can be at most one signal in PWNπω having pre-assigned
sample values at points { r
ω
n: n ∈ Z}, that is, the set { r
ω
n: n ∈ Z} is the set of uniqueness for PWNπω . On the contrary
to the claim in [3, Section 4], the actual reconstruction of input signals as a Riesz basis expansion is not possible in
general when we assume only (a).
Finally we should note that the above discussion on the determinant condition (2.11) is applicable only when we try
the Riesz basis expansion. In the frame expansion of the MIMO system as in [21], where we may take the sampling
rate rather freely, the condition for the perfect reconstruction of signals is given by the essential infimum and the
essential supremum of the smallest and the largest eigenvalues respectively of certain non-negative matrix of which
the dimension depends on the sampling rate chosen.
3. Alternative form of the determinant condition
In general, it is not easy to check the determinant condition (2.19) using T˜(ξ). Instead, we have:
Theorem 3.1. The condition (2.19) holds if and only if there is a constant α˜ > 0 such that∣∣det V(ξ)∣∣ α˜ a.e. on I = [−πω,−πω + c], (3.1)
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a
and
V(ξ) = [Vj,k(ξ)]Nj=1,Mk=1 is an N ×M block matrix,
Vj,k(ξ) =
[
Hk,j
(
ξ + (α − 1)c)	k(α,β)]aα=1,pkβ=1,
and
	k(α,β) =
{
0 if α − β = 0 modpk,
1 if α − β = 0 modpk.
Proof. By (2.20) and (2.9),
T˜(ξ)T = D(H˜(ξ)T )= (D[H˜1(ξ)T ], . . . ,D[H˜M(ξ)T ]),
where
D ˜[H
k
(ξ)T
]= (D[Hk,j (ξ)ei(β−1) mkω ξ ])Nj=1,pkβ=1
is an aN × pk matrix. Set uk = eic
mk
ω = ei 2πpk for 1 k M , then
D
[
Hk,j (ξ)e
i(β−1) mk
ω
ξ
]= [Hk,j (ξ + (α − 1)c)u(α−1)(β−1)k ]aα=1ei(β−1) mkω ξ
for 1 β  pk . Hence |det T˜(ξ)| = |det T˜(ξ)T | = |det U(ξ)|, where
U(ξ) = [Uj,k(ξ)]N Mj=1, k=1
is an N ×M block matrix where
Uj,k(ξ) =
[
Hk,j
(
ξ + (α − 1)c)u(α−1)(β−1)k ]aα=1,pkβ=1.
Let
B = diag(B1, . . . ,BM)
be a constant block diagonal matrix where
Bk = 1
pk
[
u
−(α−1)(β−1)
k
]pk
α,β=1.
Then B is non-singular. Let
V(ξ) = U(ξ)B = [Vj,k(ξ)]N Mj=1, k=1,
where
Vj,k(ξ) = Uj,k(ξ)Bk = 1
pk
[
Hk,j
(
ξ + (α − 1)c) pk∑
γ=1
u
(α−β)(γ−1)
k
]a pk
α=1, β=1
.
Now since uk = ei
2π
pk , unk = 1 if and only if n = 0 modpk so that
pk∑
γ=1
u
(α−β)(γ−1)
k =
⎧⎨⎩
pk if α − β = 0 modpk,
1−u(α−β)pkk
1−uα−βk
= 0 if α − β = 0 modpk.
Hence Vj,k(ξ) = [Hk,j (ξ + (α − 1)c)	k(α,β)]aα=1,pkβ=1.
Then |det V(ξ)| = |det U(ξ)||det B| = d|det T˜(ξ)|, where d = |det B| > 0. Hence the condition (2.19) is equivalent
to (3.1). 
The condition (3.1) is simpler in the form than the condition (2.19) since most of the entries of V(ξ) are now 0
(see for example (3.3) below). If all channels Hk,j (ξ) are continuous on [−πω,πω], then the condition (3.1) is
also equivalent to det V(ξ) = 0 on I since in this case det V(ξ) is also continuous on I . Furthermore, when M = 2
and N = 1, the condition (3.1) can be further simplified: First note that in this case, a = a1 = a2 = b1 + b2 and
b = gcd(b1, b2) = 1 so that m1 = a , m2 = a , for which we may assume b1  b2.b1 b2
J.M. Kim, K.H. Kwon / Appl. Comput. Harmon. Anal. 25 (2008) 315–334 327Proposition 3.2. Assume M = 2, N = 1 and m1 = ab1 , m2 = ab2 , where gcd(a, b1) = gcd(a, b2) = gcd(b1, b2) = 1 and
a = b1 + b2, b1  b2. Let H1(ξ) = H1,1(ξ), H2(ξ) = H2,1(ξ) and
W(ξ) =
[
b1−1∏
k=b2
H1(ξ + kc)
]
×
∣∣∣∣∣∣∣∣∣∣∣
b2−1∏
k=0
H1(ξ + kc)
b2−1∏
k=0
H2(ξ + kc)
a−1∏
k=b1
H1(ξ + kc)
a−1∏
k=b1
H2(ξ + kc)
∣∣∣∣∣∣∣∣∣∣∣
(3.2)
(∏01 := 1 when b1 = b2 = 1). Then |det V(ξ)| = |W(ξ)| so that the condition (3.1) is equivalent to the condition that
there is a constant α˜ > 0 such that |W(ξ)| α˜ a.e. on I .
Proof. First note that pk = bk for k = 1,2. Let V1(ξ) = V1,1(ξ), V2(ξ) = V1,2(ξ) so that V(ξ) = [V1(ξ),V2(ξ)],
where
Vl(ξ ) =
[
Hl
(
ξ + (j − 1)c)	l(j, k)]aj=1,blk=1 = [hl,j (ξ)	l(j, k)]aj=1,blk=1,
hl,j (ξ) = Hl
(
ξ + (j − 1)c), l = 1,2 and 1 j  a.
Then we can express V(ξ) in a block form as
V(ξ) =
⎡⎣A(ξ) 0 D(ξ)0 B(ξ) E(ξ)
C(ξ) 0 F(ξ)
⎤⎦ , (3.3)
where
A(ξ) = diag(h1,1(ξ), . . . , h1,b2(ξ)); B(ξ) = diag(h1,b2+1(ξ), . . . , h1,b1(ξ));
C(ξ) = diag(h1,b1+1(ξ), . . . , h1,a(ξ)); D(ξ) = diag(h2,1(ξ), . . . , h2,b2(ξ));
and E(ξ) is a (b1 − b2) × b2 matrix and F(ξ) is a b2 × b2 matrix. We have, by taking the Laplace expansion with
respect to the kth column (h1,k(ξ)δj,k)aj=1 of V(ξ) for b2 + 1 k  b1,
det V(ξ) =
[
b1∏
k=b2+1
h1,k(ξ)
]
det V˜(ξ) =
[
b1−1∏
k=b2
H1(ξ + kc)
]
det V˜(ξ),
where
V˜(ξ) =
[
A(ξ) D(ξ)
C(ξ) F (ξ)
]
.
If b2 = 1, then
V˜(ξ) =
[
H1(ξ) H2(ξ)
H1(ξ + (a − 1)c) H2(ξ + (a − 1)c)
]
so that det V(ξ) = W(ξ). If b2  2, then b1 > b2  2 and
F(ξ) =
[
0 F1(ξ)
F2(ξ) 0
]
,
where
F1(ξ) = diag
(
h2,b1+1(ξ), . . . , h2,a−r (ξ)
)
,
F2(ξ) = diag
(
h2,a−r+1(ξ), . . . , h2,a(ξ)
)
and b1 = qb2 + r with q  1 and 1  r  b2 − 1. Hence |det V(ξ)| = |W(ξ)| follows from the following lemma,
which might be of interest in its own right. 
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C F
]
be a 2m× 2m block matrix where
A = diag(a1, a2, . . . , am), C = diag(c1, c2, . . . , cm), D = diag(d1, d2, . . . , dm)
and F = [ 0 F1
F2 0
]
is a block matrix where
F1 = diag(f1, f2, . . . , fm−r ) and F2 = diag(fm−r+1, fm−r+2, . . . , fm).
Then
detX = (−1)m−1
[
m∏
k=1
akfk −
m∏
k=1
ckdk
]
.
Proof. Let xk,j be the (k, j) entry of the matrix X. Then,
detX =
∑
σ
	(σ )
2m∏
k=1
xk,σ (k)
where the sum is taken over all permutations σ of {1,2, . . . ,2m} and 	(σ ) is the sign of the permutation σ . Note that∏2m
k=1 xk,σ (k) = 0 unless
σ(k) =
{
k or k +m for 1 k m,
k −m or k + r for m+ 1 k  2m− r,
k −m or k −m+ r for 2m− r + 1 k  2m
=
{
k or k +m for 1 k m,
k −m or m+ τ(k + r) for m+ 1 k  2m, (3.4)
where τ(k) is an integer such that 1 τ(k)m and τ(k) = k modm.
We will see that
∏2m
k=1 xk,σ (k) = 0 for all σ except possibly 2 cases where σ(1) = 1 or m+ 1. We first claim that if
σ(1) = 1 and (3.4) holds, then
σ(k) =
{
k for 1 k m,
m+ τ(k + r) for m+ 1 k  2m. (3.5)
Now, (3.5) is equivalent to
σ
(
τ(1 + kr))= τ(1 + kr) and σ (m+ τ(1 + kr))= m+ τ(1 + (k + 1)r), 0 k m− 1, (3.6)
since {τ(1 + kr): 0 k m− 1} = {1,2, . . . ,m} and τ(m+ τ(1 + kr)+ r) = τ(1 + (k + 1)r). Assuming σ(1) = 1
and (3.4), we prove (3.6) by induction on k = 0,1, . . . ,m − 1. For k = 0, σ(τ(1)) = σ(1) = 1 = τ(1) and σ(m +
τ(1)) = σ(m+ 1) is either 1 or m+ τ(m+ 1 + r) = m+ 1 + r by (3.4). Since σ(1) = 1, σ(m+ τ(1)) = m+ 1 + r =
m+ τ(1 + r). Hence, (3.6) holds for k = 0. Assume that (3.6) holds for some k with 0 k m− 2. By (3.4),
σ
(
τ
(
1 + (k + 1)r))= τ(1 + (k + 1)r) or m+ τ(1 + (k + 1)r).
Since m + τ(1 + kr) = τ(1 + (k + 1)r) and σ(m + τ(1 + kr)) = m + τ(1 + (k + 1)r) by the induction hypothesis,
σ(τ(1 + (k + 1)r)) = τ(1 + (k + 1)r). Again, by (3.4)
σ
(
m+ τ(1 + (k + 1)r))= τ(1 + (k + 1)r) or m+ τ(m+ τ(1 + (k + 1)r)+ r)= m+ τ(1 + (k + 2)r).
Since τ(1 + (k + 1)r) = m+ τ(1 + (k + 1)r) and σ(τ(1 + (k + 1)r)) = τ(1 + (k + 1)r), σ(m+ τ(1 + (k + 1)r)) =
m+ τ(1 + (k + 2)r). Hence (3.6) holds also for k + 1 so that the claim is proved. Similarly, if σ(1) = m+ 1 and (3.4)
holds, then
σ(k) =
{
k +m for 1 k m,
k −m for m+ 1 k  2m.
Therefore
∏2m
k=1 xk,σ (k) = 0 for all σ except possibly two permutations
σ1 =
(
m+ 1,m+ τ(1 + r), . . . ,m+ τ(1 + (m− 1)r))
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σ2 = (1,m+ 1)(2,m+ 2) · · · (m,2m)
of {1,2, . . . ,2m}. Then 	(σ1) = (−1)m−1 and 	(σ2) = (−1)m so that
detX = 	(σ1)x1,1x2,2 · · ·xm,mxm+1,m+r+1 · · ·x2m−r,2mx2m−r+1,m+1 · · ·x2m,m+r
+ 	(σ2)x1,m+1x2,m+2 · · ·xm,2mxm+1,1 · · ·x2m,m
= (−1)m−1a1 · · ·amf1 · · ·fm + (−1)mc1 · · · cmd1 · · ·dm.
Hence the lemma is proved. 
Example 3.1 (Derivative sampling). Assume M = 2, N = 1 and m1 = ab1 , m2 = ab2 , where gcd(a, b1) = gcd(a, b2) =
gcd(b1, b2) = 1 and a = b1 + b2 (cf. Proposition 3.2). Take H1(ξ) := H1,1(ξ) = 1 and H2(ξ) := H2,1(ξ) = iξ so that
c1(f )(t) = f (t) and c2(f )(t) = f ′(t). We then claim that we can have an asymmetric derivative sampling expansion
(cf. Corollary 2.4)
f (t) =
2∑
k=1
bk∑
l=1
∑
n
ck,l(f )
(
a
ω
n
)
s
(n)
k,l (t), f (t) ∈ PWπω,
which is a Riesz basis expansion if and only if b1  b2 and b2 is odd. In fact, by Proposition 3.2 and the continuity of
H1(ξ) and H2(ξ), we only need to show that (cf. (3.2)) |W(ξ)| = 0, ξ ∈ I = [−πω,−πω + c] (c = 2πωa ) if and only
if b1  b2 and b2 is odd. First assume that b1 < b2. Then (note here that the roles of b1, b2 and H1(ξ), H2(ξ) must be
interchanged in Proposition 3.2)
∣∣W(ξ)∣∣= b2−1∏
k=b1
∣∣H2(ξ + kc)∣∣
∣∣∣∣∣
b1−1∏
j=0
H2(ξ + jc)−
a−1∏
j=b2
H2(ξ + jc)
∣∣∣∣∣
=
b2−1∏
k=b1
|ξ + kc|
∣∣∣∣∣
b1−1∏
j=0
(ξ + jc)−
a−1∏
j=b2
(ξ + jc)
∣∣∣∣∣.
Since −πω + b1c = (b1−b2)πωa < 0 and −πω + b2c = (b2−b1)πωa > 0, 0 ∈ [−πω + jc,−πω + (j + 1)c] for some
j with b1  j  b2 − 1. Hence ∏b2−1k=b1(ξ + kc) = 0 for some ξ in I so that |W(ξ)| = 0 for some ξ in I . When
b1 = b2 = 1, |W(ξ)| = πω = 0 on I . Finally assume b1 > b2. Then
∣∣W(ξ)∣∣= ∣∣∣∣∣
a−1∏
j=b1
(ξ + jc)−
b2−1∏
j=0
(ξ + jc)
∣∣∣∣∣.
Since −πω + b1c = (b1−b2)πωa > 0 and −πω + b2c = (b2−b1)πωa < 0,
∏a−1
j=b1(ξ + jc) > 0 on I and
sgn
∏b2−1
j=0 (ξ + jc) = (−1)b2 on I . Hence if b2 is odd, then |W(ξ)| > 0 on I . For b2 even,
W
(
−πω + c
2
)
= ib2
(
a−1∏
j=b1
(
−πω + c
2
+ jc
)
−
b2−1∏
j=0
(
−πω + c
2
+ jc
))
= ib2
(
b2−1∏
j=0
(
−πω + c
2
+ (a − 1 − j)c
)
−
b2−1∏
j=0
(
πω − c
2
− jc
))
= ib2
(
b2−1∏
j=0
(
πω − c
2
− jc
)
−
b2−1∏
j=0
(
πω − c
2
− jc
))
= 0.
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In this section, we obtain an upper bound for the aliasing error, which occurs when we apply the VSE formula (2.10)
to a non-band-limited signal. Let F := {f(t) = [f1(t), . . . , fN(t)]T ∈ L2(R)N : fˆj (ξ) ∈ L1(R) for 1 j  N}. Then
any signal f(t) in F is continuous on R. Let H(ξ) = [Hk,j (ξ)]Mk=1,Nj=1 be a channel matrix consisting of pre-filters
Hk,j (ξ) in L∞(R). Then
ck(f)(t) = 1√
2π
∞∫
−∞
N∑
j=1
Hk,j (ξ)fˆj (ξ)e
itξ dξ (4.1)
are continuous functions on R since
∑N
j=1 Hk,j (ξ)fˆj (ξ) ∈ L1(R) for 1 k M .
We assume that r = M
N
is an integer. For any ω > 0, take [−πω,πω] to be an assumed band region for f(t) in F
and let
I (ω) := [−πω,−πω + c(ω)]; c(ω) := 2πω
r
;
Hω,k,j (ξ) := Hk,j (ξ)χ[−πω,πω](ξ) (1 k M, 1 j N),
where χ[−πω,πω](ξ) is the characteristic function of [−πω,πω]. Let Hω(ξ) = [Hω,k,j (ξ)]Mk=1,Nj=1 be the channel
matrix on I (ω) as in Section 1. Assume that there is a function α(ω) > 0 on (0,∞) such that∣∣det Tω(ξ)∣∣ α(ω) a.e. on I (ω), (4.2)
where Tω(ξ) = (D[Hω(ξ)T ])T is the transfer matrix (cf. (2.12)). Define Sω,k(ξ) = [Sω,k,j (ξ)]Nj=1 by the relation
(cf. (2.15))
Tω(ξ)−1ek := D
[
Sω,k(ξ)
]
, 1 k M, (4.3)
and set
sω,k(t) = r2πω
πω∫
−πω
Sω,k(ξ)eitξ dξ, 1 k M.
Then sω,k(t) = [sω,k,j (t)]Nj=1 ∈ PWNπω for any ω > 0 under the condition (4.2) as in Theorem 2.3.
Let Sω(ξ) := [Sω,1(ξ), . . . ,Sω,M(ξ)] = [Sω,k,j (ξ)]Nj=1,Mk=1. Then (4.3) means D[Sω(ξ)] = Tω(ξ)−1, that is,
D[Sω(ξ)]Tω(ξ) = IM , the M ×M identity matrix. Hence we readily obtain
M∑
k=1
Hω,k,p
(
ξ + (α − 1)c(ω))Sω,k,q(ξ + (β − 1)c(ω))= δp,qδα,β on I (ω) (4.4)
for 1 p,q N and 1 α,β  r .
Lemma 4.1. Let g(ξ) ∼∑n αneinξ be the Fourier series of a 2π -periodic function g(ξ). Then for any function φ(ξ)
of bounded variation on R,
b∫
a
φ(ξ)g(ξ)dξ =
∑
n
αn
b∫
a
einξφ(ξ)dξ (−∞ < a < b < ∞).
Proof. See Chapter 2 in [11]. 
Theorem 4.2. Assume further that Hk,j (ξ)s are of bounded variations on R. For any ω > 0 let
fω(t) :=
M∑∑
ck(f)
(
r
ω
n
)
sω,k
(
t − r
ω
n
)
(4.5)k=1 n
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continuous function fω(t) = [fω,1(t), . . . , fω,N (t)]T on R:
fω,q(t) =
M∑
k=1
πω∫
−πω
ψk(ξ)Sω,k,q(ξ)e
itξ dξ, (4.6)
where
ψk(ξ) = 1√
2π
N∑
p=1
∑
l
Hk,p
(
ξ + lc(ω))fˆp(ξ + lc(ω)) (4.7)
converges absolutely in L1(I (ω)). Moreover, we have an aliasing error bound:
√
2π
∣∣fq(t)− fω,q(t)∣∣ ∫
|ξ |πω
∣∣fˆq(ξ)∣∣dξ + r M∑
k=1
N∑
p=1
βk,pγω,k,q
∫
|ξ |πω
∣∣fˆp(ξ)∣∣dξ, (4.8)
where βk,p = ‖Hk,p(ξ)‖L∞(R) and γω,k,q = ‖Sω,k,q(ξ)‖L∞[−πω,πω].
If furthermore
lim inf
ω>0
α(ω) > 0, (4.9)
then fω(t) converges to f(t) uniformly on R as ω → ∞.
Proof. Since each Hk,p(ξ) ∈ L∞(R) and fˆ(ξ) ∈ L1(R)N ,
N∑
p=1
∑
l
∫
I (ω)
∣∣Hk,p(ξ + lc(ω))fˆp(ξ + lc(ω))∣∣dξ = N∑
p=1
∞∫
−∞
∣∣Hk,p(ξ)fˆp(ξ)∣∣dξ  N∑
p=1
βk,p
∥∥fˆp(ξ)∥∥L1(R)
so that ψk(ξ) converges absolutely in L1(I (ω)). In particular ψk(ξ) ∈ L1(I (ω)) of which the Fourier series is
ψk(ξ) ∼ r2πω
∑
n
( ∫
I (ω)
ψk(ξ)e
i r
ω
nξ dξ
)
e−i
r
ω
nξ = r
2πω
∑
n
ck(f)
(
r
ω
n
)
e−i
r
ω
nξ
since {
√
r
2πωe
−i r
ω
nξ : n ∈ Z} is an orthonormal basis of L2(I (ω)) and
∫
I (ω)
ψk(ξ)e
i r
ω
nξ dξ = 1√
2π
N∑
p=1
∑
l
∫
I (ω)
Hk,p
(
ξ + lc(ω))fˆp(ξ + lc(ω))ei rω nξ dξ
= 1√
2π
∞∫
−∞
N∑
p=1
Hk,p(ξ)fˆp(ξ)e
i r
ω
nξ dξ = ck(f)
(
r
ω
n
)
.
Hence, by Lemma 4.1 and the fact that Sω,k,q(ξ)eitξ is of bounded variation on I (ω) as a function of ξ , we have
πω∫
−πω
ψk(ξ)Sω,k,q(ξ)e
itξ dξ = r
2πω
∑
n
ck(f)
(
r
ω
n
) πω∫
−πω
Sω,k,q(ξ)e
i(t− r
ω
)nξ dξ
=
∑
n
ck(f)
(
r
ω
n
)
sω,k,q
(
t − r
ω
n
)
from which (4.6) follows. Let In(ω) = I (ω) + (n − 1)c(ω) for any integer n. Since the series (4.7) converges in
L1(I (ω)) and ψk(ξ) = ψk(ξ + c(ω)), we have
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−πω
ψk(ξ)Sω,k,q(ξ)e
itξ dξ
=
r∑
α=1
∫
I (ω)
ψk(ξ)Sω,k,q
(
ξ + (α − 1)c(ω))eit (ξ+(α−1)c(ω)) dξ
= 1√
2π
r∑
α=1
∑
l
∫
I (ω)
N∑
p=1
Hk,p
(
ξ + lc(ω))fˆp(ξ + lc(ω))Sω,k,q(ξ + (α − 1)c(ω))eit (ξ+(α−1)c(ω)) dξ
= 1√
2π
r∑
α=1
∑
n
∫
Iα+n(ω)
N∑
p=1
Hk,p(ξ)fˆp(ξ)Sω,k,q
(
ξ − nc(ω))eit (ξ−nc(ω)) dξ
which converges absolutely and uniformly to a continuous function on R since Hk,p(ξ) ∈ L∞(R) and Sω,k,q(ξ) ∈
L∞[−πω,πω]. Hence
fω,q(t) = 1√
2π
M∑
k=1
r∑
α=1
∑
n
∫
Iα+n(ω)
N∑
p=1
Hk,p(ξ)fˆp(ξ)Sω,k,q
(
ξ − nc(ω))eit (ξ−nc(ω)) dξ (4.10)
is also continuous on R. We have from (4.4)
M∑
k=1
Hk,p(ξ)Sω,k,q
(
ξ − nc(ω))= δp,qδ0,n on Iα(ω) (4.11)
for 1 p,q N and 1 α  r , α − r  n α − 1. For any α = 1,2, . . . , r , let Qα = {k − α: 1 k  r}. We then
have from (4.10) and (4.11)
fw,q(t) = 1√
2π
M∑
k=1
r∑
α=1
∑
n∈Qα
∫
Iα+n(ω)
N∑
p=1
Hk,p(ξ)fˆp(ξ)Sω,k,q
(
ξ − nc(ω))eit (ξ−nc(ω)) dξ
+ 1√
2π
M∑
k=1
r∑
α=1
∑
n/∈Qα
∫
Iα+n(ω)
N∑
p=1
Hk,p(ξ)fˆp(ξ)Sω,k,q
(
ξ − nc(ω))eit (ξ−nc(ω)) dξ
= 1√
2π
r∑
α=1
∫
Iα(ω)
fˆq(ξ)e
itξ dξ
+ 1√
2π
M∑
k=1
r∑
α=1
∑
n/∈Qα
∫
Iα+n(ω)
N∑
p=1
Hk,p(ξ)fˆp(ξ)Sω,k,q
(
ξ − nc(ω))eit (ξ−nc(ω)) dξ. (4.12)
On the other hand,
fq(t) = 1√
2π
∞∫
−∞
fˆq(ξ)e
itξ dξ = 1√
2π
∑
n
πω+2πωn∫
−πω+2πωn
fˆq(ξ)e
itξ dξ
= 1√
2π
r∑
α=1
∫
Iα(ω)
fˆq(ξ)e
itξ dξ + 1√
2π
∑
n=0
r∑
α=1
∫
Iα(ω)+2πωn
fˆq(ξ)e
itξ dξ. (4.13)
We then have from (4.12) and (4.13)
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2π
∣∣fq(t)− fω,q(t)∣∣∑
n=0
r∑
α=1
∫
Iα(ω)+2πωn
∣∣fˆq(ξ)∣∣dξ
+
M∑
k=1
r∑
α=1
∑
n/∈Qα
∫
Iα+n(ω)
N∑
p=1
∣∣Hk,p(ξ)∣∣∣∣fˆp(ξ)∣∣∣∣Sω,k,q(ξ − nc)∣∣dξ

∫
|ξ |πω
∣∣fˆq(ξ)∣∣dξ + r M∑
k=1
N∑
p=1
βk,pγω,k,q
∫
|ξ |πω
∣∣fˆp(ξ)∣∣dξ
which proves (4.8). Finally assume that the condition (4.9) holds. Choose a positive constant a with 0 < a <
lim infω>0 α(ω). Then a < α(ω) |det Tω(ξ)| for ω large enough. We then see easily that all entries of Tω(ξ)−1 =
D[Sω(ξ)] are uniformly bounded in I (ω) for ω large enough. Hence there is a positive constant K such that∣∣Sω,k,q(ξ)∣∣K a.e. in [−πω,πω]
for any k, q , and ω large enough, that is,
γω,k,q K for any k, q and ω large enough.
Therefore
√
2π
∣∣fq(t)− fω,q(t)∣∣ ∫
|ξ |πω
∣∣fˆq(ξ)∣∣dξ + r N∑
p=1
M∑
k=1
Kβk,p
∫
|ξ |πω
∣∣fˆp(ξ)∣∣dξ → 0
as ω → ∞ for 1 q N . Hence, fω(t) → f(t) uniformly on R as ω → ∞. 
The aliasing error bound in (4.8) is not sharp. In the case of a single input and single output system, some extremal
solutions to the aliasing error bound are known (see [1] and Section 11.3 in [11]). Even though Theorem 4.2 is given
along the line of Theorem 2.3, where the expansion factor r is an integer, it can be easily extended to more general
cases as in Corollary 2.4 or Corollary 2.5 with the expense of notational complexity.
Example 4.1. Take M = 2, N = 1 and H1,1(ξ) = 1, H2,1(ξ) = −i sgn ξ on R so that c1(f )(t) = f (t), c2(f )(t) = f˜ (t)
the Hilbert transform of f (t) for any f (t) ∈ L2(R) with fˆ (ξ) ∈ L1(R). Then for any ω > 0
Tω(ξ) =
[
1 1
−i sgn(ξ) −i sgn(ξ + πω)
]
=
[
1 1
i −i
]
so that (cf. (4.3))
Tω(ξ)−1 = D
[
Sω,1,1(ξ), Sω,2,1(ξ)
]= 1
2
[
1 −i
1 i
]
on I (ω) = [−πω,0]. Hence
Sω,1,1(ξ) = 12 on [−πω,πω] and Sω,2,1(ξ) =
{−i/2 on [−πω,0),
i/2 on [0,πω],
so that
sω,1,1(t) = sinπωt
πωt
, sω,2,1(t) = cosπωt − 1
πωt
;
and the alias of f (t) over [−πω,πω] is
fω(t) =
∑
n
[
f
(
2
ω
n
)
sinπωt
πωt
+ f˜
(
2
ω
n
)
cosπωt − 1
πωt
]
.
We then have an aliasing error bound (cf. (4.8))∣∣f (t)− fω(t)∣∣ 3√
2π
∫
|ξ |πω
∣∣fˆ (ξ)∣∣dξ
so that fω(t) converges to f (t) uniformly on R as ω → ∞.
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