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Summary 
One of the main issues involved in the development of future wireless communication systems 
is the multiple access technique used to efficiently share the available spectrum among users. In rich 
multipath environment, spatial dimension can be exploited to meet the increasing number of users 
and their demands without consuming extra bandwidth and power. Therefore, it is utilized in the 
multiple-input multiple-output (MIMO) technology to increase the spectral efficiency significantly. 
However, multiuser MIMO (MU-MIMO) systems are still challenging to be widely adopted in next 
generation standards. In this thesis, new techniques are proposed to increase the channel and user 
capacity and improve the error performance of MU-MIMO over Rayleigh fading channel 
environment. 
For realistic system design and performance evaluation, channel correlation is considered as one 
of the main channel impurities due its severe influence on capacity and reliability. Two simple 
methods called generalized successive coloring technique (GSCT) and generalized iterative coloring 
technique (GICT) are proposed for accurate generation of correlated Rayleigh fading channels 
(CRFC). They are designed to overcome the shortcomings of existing methods by avoiding 
factorization of desired covariance matrix of the Gaussian samples. The superiority of these 
techniques is demonstrated by extensive simulations of different practical system scenarios.  
To mitigate the effects of channel correlations, a novel constellation constrained MU-MIMO 
(CC-MU-MIMO) scheme is proposed using transmit signal design and maximum likelihood joint 
detection (MLJD) at the receiver. It is designed to maximize the channel capacity and error 
performance based on principles of maximizing the minimum Euclidean distance (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ) of 
composite received signals. Two signal design methods named as unequal power allocation (UPA) 
and rotation constellation (RC) are utilized to resolve the detection ambiguity caused by correlation. 
Extensive analysis and simulations demonstrate the effectiveness of considered scheme compared 
with conventional MU-MIMO. Furthermore, significant gain in SNR is achieved particularly in 
moderate to high correlations which have direct impact to maintain high user capacity. 
A new efficient receive antenna selection (RAS) technique referred to as phase difference based 
selection (PDBS) is proposed for single and multiuser MIMO systems to maximize the capacity over 
CRFC. It utilizes the received signal constellation to select the subset of antennas with highest 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  
constellations due to its direct impact on the capacity and BER performance. A low complexity 
algorithm is designed by employing the Euclidean norm of channel matrix rows with their 
corresponding phase differences. Capacity analysis and simulation results show that PDBS 
outperforms norm based selection (NBS) and near to optimal selection (OS) for all correlation and 
SNR values. This technique provides fast RAS to capture most of the gains promised by 
multiantenna systems over different channel conditions. 
Finally, novel group layered MU-MIMO (GL-MU-MIMO) scheme is introduced to exploit the 
available spectrum for higher user capacity with affordable complexity. It takes the advantages of 
spatial difference among users and power control at base station to increase the number of users 
beyond the available number of RF chains. It is achieved by dividing the users into two groups 
according to their received power, high power group (HPG) and low power group (LPG). Different 
configurations of low complexity group layered multiuser detection (GL-MUD) and group power 
allocation ratio (𝜂𝜂) are utilized to provide a valuable tradeoff between complexity and overall 
system performance. Furthermore, RAS diversity is incorporated by using NBS and a new selection 
algorithm called HPG-PDBS to increase the channel capacity and enhance the error performance. 
Extensive analysis and simulations demonstrate the superiority of proposed scheme compared with 
conventional MU-MIMO. By using appropriate value of 𝜂𝜂, it shows higher sum rate capacity and 
substantial increase in the user capacity up to two-fold at target BER and SNR values. 
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Chapter 1 
Introduction 
 
1.1 Motivations 
Wireless communication systems are rapidly expanding worldwide and became an essential 
technology with crucial impact for modern life. For example, smartphones and broadband 
enabled portable devices such as tablets and laptops are used nowadays in extremely large scale 
to get advantages of various wireless services such as mobile internet and media rich 
applications. As a result, global mobile data traffic is expected to be growing aggressively. 
Therefore, efficient use of the limited available spectrum is a challenging task to meet the 
increasing number of clients and their demands. Furthermore, power and complexity constraints 
add more difficulties on the development of next generation mobile systems.  
One of the key issues involved in the advancement of future wireless communications is the 
multiple access technique used to share the accessible bandwidth between users efficiently. In 
rich scattering environment, spatial dimension can be utilized to increase the number of users 
and transmission rate without consuming extra bandwidth and power. Therefore, it is employed 
in the multiple-input multiple-output (MIMO) technology to increase the spectral efficiency 
considerably with high quality of service (QoS). This technique plays an essential role in the 
evolving standards of Worldwide Interoperability for Microwave Access (WiMAX) and Third 
Generation Partnership Project (3GPP), represented by IEEE 802.16m and Long Term 
Evolution advanced (LTE)-Advanced, respectively. These standards are targeting fourth 
generation (4G) requirements of 100 Mb/s in high mobility and 1Gb/s for low mobility 
applications as defined by the International Telecommunication Union (ITU) for International 
Mobile Telecommunication (IMT)-Advanced [1-5].  
Currently, MIMO schemes have been widely adopted in many applications and represent 
one of the most crucial features for the migration towards 4G systems [2, 6]. Furthermore, the 
hybrid combination of MIMO with orthogonal frequency division multiple access (OFDMA) 
[7-9], orthogonal frequency division multiplexing (OFDM) [10-12], code division multiple 
access (CDMA) [13, 14], or multicarrier CDMA (MC-CDMA) [15, 16] are promising solutions 
for flexible and spectrally efficient data services. However, the paradigm shift from single user 
MIMO (SU-MIMO) to multiuser MIMO (MU-MIMO) of uplink (UL) and downlink (DL) 
channels is a challenging task to be broadly covered [3, 17]. In the existing IEEE 802.16m and 
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LTE-Advanced standards, up to 4 × 4 antenna configuration (four transmit antennas and four 
receive antennas) is supported for UL channel of SU-MIMO and up to 8 × 8  for DL channel. 
For MU-MIMO with user equipments equipped with 1, 2, or 4 antennas, up to 4 users can be 
supported in both UL and DL channel of 802.16m. In LTE Release 9, the supported number of 
users is up to 4 for DL and up to 8 for UL while LTE-Advanced specifications are still under 
development [1-3].  
The practical emergence of MU-MIMO systems has opened up the possibility of allowing 
multiple users equipped with one antenna or more to access the base station (BS) receiver 
simultaneously without subdivision in the scarce resources of time, frequency and codes [17-
19]. Since the multiple antennas at users’ side can be considered as “virtual” transmit antennas, 
developments in this field appears as extension to SU-MIMO concepts for the multiple access 
channel (MAC) and able to increase the spectral efficiency by exploiting the rich multipath 
environment, spatial difference among users and total degree of freedom (DoF) represented by 
BS antennas associated with the available number of radio frequency (RF) chains [20]. 
Therefore, multiple users can be served as in space division multiple access (SDMA) systems 
with appropriate tradeoff between performance and complexity [21]. This leads to substantial 
increase in channel and user capacity with high QoS and much reduction in latency for each 
user compared with time division multiple access (TDMA) systems [2, 3, 17, 22]. However, it is 
seriously affected by channel correlations due to insufficient antenna separation at the 
communication terminals and/or poor scattering environment [23]. As a result, the channel 
capacity and bit error rate (BER) performance are significantly degraded and users with highly 
correlated channels may not be served which reduces the user capacity. Furthermore, maximum 
number of users with multiple antennas that can be supported is critically limited by the 
available DoF represented by costly RF chains and the high complexity burden of multiuser 
detection (MUD) methods. Therefore, innovative and practical techniques are required to 
address these key problems of MU-MIMO before it becomes widely adopted in future 
communication systems. 
1.2 Research Aims and Objectives 
To provide effective solutions for the requirements and problems of future wireless system, 
this thesis aims to improve the channel and user capacity and error performance of MU-MIMO 
techniques in realistic channel conditions. To achieve these targets, the following objectives are 
defined: 
• Investigate efficient techniques for accurate generation of correlated Rayleigh fading 
channels (CRFC) to overcome the shortcomings of existing methods and to assess the 
improvement of new system designs in realistic propagation environment precisely. 
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• Utilize simple transmit signal design methods with maximum likelihood joint detection 
(MLJD) to maximize the capacity and error performance of MU-MIMO systems over 
CRFC. 
• Investigate new low complexity receive antenna selection (RAS) method to maximize 
the channel capacity of single and multiuser MIMO systems over CRFC. 
• Explore high user and sum rate capacity approach for overloaded MU-MIMO systems 
with affordable complexity by employing user grouping, group layered MUD (GL-
MUD) with interference cancellation, and RAS techniques for the available RF chains.  
1.3 Contributions of the Thesis 
The work in this thesis is categorized into two major areas of contributions to achieve the 
outlined objectives as channel modeling and high capacity MU-MIMO techniques. Summary of 
each contributing area is given below: 
1) In the first contribution area (channel modeling), two simple techniques referred to as 
generalized successive coloring technique (GSCT) and generalized iterative coloring 
technique (GICT) are proposed for accurate generation of equal and unequal power CRFC 
after intensive analysis of the existing methods. They are designed for multiantenna and 
multicarrier systems to overcome the shortcomings and high computational complexity of 
conventional methods by avoiding factorization of desired covariance matrix. The 
simplicity and accuracy of these methods enable accurate evaluation of various existing and 
future wireless communication systems over realistic channel environment. Furthermore, 
they facilitate efficient design and integration of new techniques into feasible applications. 
2) In the second major contribution area (high capacity MU-MIMO techniques), the following 
schemes are proposed: 
• Constellation constrained MU-MIMO (CC-MU-MIMO) scheme is designed to 
maximize the channel and user capacity and error performance over CRFC without 
need of additional receive antenna diversity. Constellation constrained using unequal 
power allocation (UPA) and rotation constellation (RC) transmit signal design methods 
with maximum likelihood joint detection (MLJD) at the receiver are utilized to provide 
robust performance even in severe correlation levels. The idea is based on maximizing 
the minimum Euclidean distance (𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ) of composite received signals to resolve the 
detection ambiguity caused by channel correlation. 
• Low complexity phase difference based selection (PDBS) technique for RAS diversity 
is introduced to maximize the channel capacity of single and multiuser MIMO systems 
over CRFC. The design is based on maximizing 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of composite received signals by 
employing Euclidean norm of channel matrix rows with their corresponding phase 
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differences to achieve near optimal selection (OS) results with significant reduction in 
complexity. Moreover, PDBS improves the error performance and enables high user 
capacity for multiuser systems even in severe conditions of channel correlation.  
• Group layered MU-MIMO (GL-MU-MIMO) scheme is considered to increase the user 
capacity beyond the limit of available RF chains with affordable complexity. It takes 
the advantages of spatial difference among users and power control at BS to exploit the 
available spectrum efficiently by dividing the active users into two groups according to 
their received power, high power group (HPG) and low power group (LPG). Different 
configurations of low complexity GL-MUD and group power allocation ratio (𝜂𝜂) are 
utilized to provide a valuable tradeoff between complexity and overall system 
performance. The proposed scheme is utilized to increase the sum rate capacity with 
efficient and fair rate among served users. Additionally, RAS diversity is integrated by 
using NBS and a new selection technique named as HPG-PDBS to maximize the sum 
rate capacity and improve the error performance. 
1.4 Outline of the Thesis 
The thesis is organized as follows. Technical background theory and literature review of the 
related work are presented in Chapter 2. Classification and modeling of fading channels for 
mobile communication systems are given first followed by brief review of the diversity methods 
used to mitigate the effects of fading. Next, the importance of multiple access techniques for 
wireless communications is discussed and brief review of different methods is provided. The 
chapter includes sufficient study on the capacity of multiuser communication systems. For this 
purpose, main capacity definitions in the communication theory are presented and followed by 
discussion on the capacity region of Gaussian MAC. Extensive analysis and simulations of 
capacity region for 2-user Gaussian multiple access techniques are provided to investigate the 
capacity reaching methods in both Gaussian and fading channels. MIMO systems are reviewed 
in this chapter. The SU-MIMO is considered first. Basic concepts and technical details are given 
followed by brief review of spatial multiplexing (SM) technique and information theoretic 
capacity. Capacity-diversity tradeoff and the main practical considerations are discussed also. 
Similarly, basic concept and technical details of MU-MIMO are presented with the main 
advantages and disadvantages compared with SU-MIMO. UL and DL channel models with 
brief review of precoding, scheduling, and MUD techniques are presented. In addition, 
capacity-diversity tradeoff and practical considerations of most challenging problems are 
investigated. 
The main contributions of this thesis to achieve the outlined objectives are contained in 
Chapter 3-6 with more specific literature review of the related work. Chapter 3 is focused on the 
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generation methods for CRFC to utilize them in the rest of the thesis. In this chapter, literature 
review on the generation methods of correlated fading channels is provided first. Next, intensive 
analysis of previous techniques for the generation of CRFC is given. To overcome the 
shortcomings and high complexity of previous methods, GSCT and GICT techniques are 
proposed for accurate generation of equal and unequal power CRFC for multiantenna and 
multicarrier systems. For these methods, principles, generalized algorithms, complexity analysis 
and extensive simulations of practical scenarios are provided. 
The next three contributing chapters are focused on the area of high capacity MU-MIMO 
techniques. In Chapter 4, CC-MU-MIMO scheme is proposed. Literature review on multiuser 
multiantenna (MUMA) systems is presented first. Next, system model, MLJD and signal design 
methods of CC-MU-MIMO are given. Furthermore, channel capacity analysis including the 
ergodic sum rate capacity and constellation constrained capacity is introduced. To validate and 
show the effectiveness of CC-MU-MIMO scheme, simulation results of capacity and BER 
performance of proposed signal design methods compared with identical constellation (IC) are 
carried out over CRFC environment. 
In Chapter 5, PDBS is introduced for single and multiuser MIMO systems. The chapter 
starts with literature review of receive signal combining methods for wireless communications 
and antenna selection techniques for SU-MIMO and MU-MIMO systems. RAS for SU-MIMO 
is considered first. This part includes system model and channel capacity analysis followed by 
low complexity PDBS algorithm. Extensive simulations are demonstrated to validate and show 
the superiority of proposed method over CRFC. In the second part of this chapter, RAS for MU-
MIMO is investigated. System model and analysis of sum rate capacity are introduced followed 
by PDBS algorithm for multiuser case. Complexity analysis and simulation results are presented 
also. In the last section, impact of imperfect channel estimation on the capacity and BER 
performance of MIMO systems employing PDBS is investigated. 
In Chapter 6, novel GL-MU-MIMO scheme is presented. First, literature review on SM 
multiantenna systems and overloaded MU-MIMO systems are given. Next, signal model of 
proposed scheme and different GL-MUD configurations with its complexity analysis are given. 
Capacity analysis including user capacity, sum rate capacity, and capacity region are presented. 
To integrate RAS diversity with the proposed scheme, NBS and new HPG-PDBS algorithms are 
introduced with their complexity analysis. Simulation results over uncorrelated channel 
environment are demonstrated to show the effectiveness of GL-MU-MIMO with/without RAS. 
It includes the evaluation of sum rate capacity, capacity region, and BER performance. After 
that, it is investigated over CRFC and simulation results for sum rate capacity and BER 
performance are given. 
Finally, Chapter 7 concludes the thesis and provides some important recommendations for 
future work on MUMA technology and related topics.   
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Chapter 2 
Multiuser Mobile Communications 
 
2.1 Introduction 
This chapter provides technical background and literature review of the related works of 
the thesis (more specific literature reviews are presented in the contribution chapters also). It is 
organized as follows. Classification and modeling of fading channels for mobile communication 
systems are presented in Section 2.2. A brief review of different diversity techniques 
conventionally employed to mitigate the fading effects is given in Section 2.3. It includes the 
well known time, frequency, space, and cooperative diversity methods. In Section 2.4, the 
importance of multiple access techniques for wireless systems and a brief discussion of different 
orthogonal and nonorthogonal methods are provided. 
Section 2.5 is dedicated for the capacity of multiuser communication systems. It starts with 
the main capacity definitions in communication theory and followed by detailed discussion on 
the capacity region of Gaussian MAC. Due to the importance of MAC in the development of 
future wireless systems, an intensive study on the capacity region of some multiple access 
techniques is provided in subsection 2.5.3 to investigate the capacity reaching methods. The 
benchmark results of 2-user Gaussian MAC are presented in subsection 2.5.4 to clarify the path 
for higher capacity multiuser systems in both Gaussian and fading channels. It is demonstrated 
that spatial dimension can increase the channel capacity significantly and hence, it becomes the 
best competitive direction to fulfil the requirement of high data rate applications in modern and 
future communications. Furthermore, superposition coding (S-C) and successive interference 
cancellation (SIC) are examples of promising techniques which can be integrated with other 
multiple access methods for further improvement in the capacity and error performance with 
low complexity requirements. 
In Section 2.6, MIMO communication systems that exploit spatial dimension to increase 
the capacity and reliability in rich scattering environments are reviewed. In subsection 2.6.1, 
SU-MIMO systems are considered. It starts with the basic concepts and technical details 
followed by brief review of SM technique for transmitted signals and information theoretic 
capacity. Capacity-diversity tradeoff and the main practical considerations are discussed also. In 
subsection 2.6.2, MU-MIMO systems are reviewed. The basic concepts and technical details are 
given first with the main advantages and disadvantages compared with SU-MIMO schemes. UL 
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and DL channel models with brief review of precoding, scheduling, and MUD techniques 
utilized in MU-MIMO systems are presented. Furthermore, capacity-diversity tradeoff and 
practical considerations of most challenging problems are addressed. 
Finally, chapter conclusions are withdrawn in the last Section. 
2.2 Fading Channels  
The most frequently assumed model for a transmission channel in digital communication 
theory is the additive white Gaussian noise (AWGN) channel. However, it represents a poor 
channel model for many communication systems. Therefore, more precise and complicated 
models are needed. One basic type of non-Gaussian channel, which frequently occurs in 
practice, is the fading channel [24-33]. A typical example is the mobile radio fading channel. 
Radio waves of transmitted signals propagate from transmit antenna to receive antenna through 
free space channel and hence may undergo different situations such as reflection, diffraction, 
and scattering. Therefore, the characteristic features of received signals depend on these 
physical phenomena due to the effects of ground terrain, atmosphere, and objects on the 
transmitted signals as shown in Fig. 2.1 [26, 27]. 
 
 
Mobile Set
Base Station
LO
S
 
 Figure 2.1:  A typical multi-path fading channel. 
 
Due to the small height of antennas in most of mobile systems compared with the 
surrounding objects and structures, the dominant propagation line-of-sight (LOS) path between 
transmit and receive ends is absent in most cases. Therefore, communication link in such a case 
is mainly due to signal reflection and scattering. As a result, signal over several paths with 
random amplitudes and phases will be received at the destination in different time delays 
generating the so called multipath channel. Accordingly, the combined received signal will 
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fluctuate randomly in time and space dimensions. For example, a moving mobile at one location 
may receive signal amplitude that is much different at another location due to the phase change 
of incoming radio waves. This random fluctuation in the received signal amplitude is termed in 
communication theory as fading channel where maintaining reliable communication links in 
such a situation becomes an important issue [27, 28]. 
2.2.1 Classification of Fading Channels 
In fading channels, the long term variation in the mean signal amplitude is termed as large-
scale fading (shadowing). It is assumed to be slow process representing the movement result 
over large distances causing gross variations in the overall signal path and usually modelled as 
lognormal statistics. On the other hand, short-term fluctuation in the signal level observed over 
approximately half wavelength (0.5𝜆𝜆𝑐𝑐) distances and caused by the local multipath is termed as 
small-scale fading. It is also denoted as Rayleigh fading if the number of multiple reflective 
paths is large with no dominant LOS (NLOS) or Rician fading when there is a dominant LOS 
path. The reason behind these names is when the combined received signal envelope includes 
large number of paths, it will described by Rayleigh or Rician probability density function 
(PDF) [3-6] as  
 𝑓𝑓𝑅𝑅𝑎𝑎𝑅𝑅𝑙𝑙𝑅𝑅𝑚𝑚𝑅𝑅 ℎ(𝑟𝑟) = 𝑟𝑟𝜎𝜎𝑜𝑜2  𝑅𝑅𝑥𝑥𝑒𝑒 �−𝑟𝑟22𝜎𝜎𝑜𝑜2�     ; 𝑟𝑟 ≥ 0 (2.1) 
 𝑓𝑓𝑅𝑅𝑚𝑚𝑐𝑐𝑅𝑅 (𝑟𝑟) = 𝑟𝑟𝜎𝜎𝑜𝑜2  𝑅𝑅𝑥𝑥𝑒𝑒 �−(𝑟𝑟2 + 𝜚𝜚2)2𝜎𝜎𝑜𝑜2 �  𝐼𝐼𝑜𝑜 �𝑟𝑟𝜚𝜚𝜎𝜎𝑜𝑜2�     ; 𝑟𝑟 ≥ 0 (2.2) 
where 𝜚𝜚 is the amplitude of specular component (i.e. LOS component) and 𝐼𝐼𝑜𝑜(. ) is the zero-
order modified Bessel function of the fist kind. The Rician 𝒦𝒦 factor is given by 
 𝒦𝒦 = 𝜚𝜚22𝜎𝜎𝑜𝑜2 (2.3) 
The best and worst case Rician fading channels associated with  the Rician factors 𝒦𝒦 of 𝒦𝒦 = ∞ 
and 𝒦𝒦 = 0 are the Gaussian and Rayleigh channels with strong LOS and NLOS path, 
respectively. 
Coherence bandwidth of the fading channel (𝑓𝑓𝑜𝑜)  is the maximum frequency separation for 
which the signals from different paths are still correlated. For signals separated in frequency by 
more than 𝑓𝑓𝑜𝑜 , then they would face different fading and can be considered as independent paths 
as shown in Fig. 2.2. The maximum time delay between the first and last received signals of 
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significant power in the channel is called the multipath delay spread and denoted by 𝜎𝜎𝜏𝜏 . The 
relation between multipath delay spread of the channel and the coherence bandwidth is usually 
approximated by [26-29]  
 𝑓𝑓𝑜𝑜 ≈
1 𝜎𝜎𝜏𝜏  (2.4) 
 
 
 
Figure 2.2:  Typical example of multiple independent Rayleigh fading paths. 
 
 
 
Small-scale fading channels such as Rayleigh and Rician is also classified as flat or 
frequency selective and slow or fast. If the fading channel has a constant amplitude and linear 
phase response over bandwidth 𝑓𝑓𝑜𝑜  greater than baseband signal bandwidth 𝐵𝐵, the received 
signal is said to be affected by flat fading. In such a case, the received signal amplitude will 
fluctuate due to the random changes in channel amplitude over the time caused by multipath 
while the spectral characteristics of transmitted signal remain undistorted. On the other side, 
frequency selective occurs when the fading channel has constant amplitude and linear phase 
response over bandwidth 𝑓𝑓𝑜𝑜  less than 𝐵𝐵. In this situation, the received signal will be distorted 
and dispersed since it consists of different versions of transmitted signal that exhibit delay and 
attenuation. Thus, intersymbol interference (ISI) is introduced due to time dispersion of 
transmitted signals within the channel caused by different time delays [26-29]. 
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Doppler frequency shift (𝑓𝑓𝑑𝑑) from the carrier frequency (𝑓𝑓𝑐𝑐) is arising in the spectrum of 
received signal when a relative motion between transmit and receive ends occur. The received 
signal undergo fast fading when the Doppler shift is significant compared with 𝐵𝐵. On the other 
side, slow fading will happen if the Doppler shift is much less than 𝐵𝐵. The magnitude of 
Doppler frequency shift is given by [6] 
 𝑓𝑓𝑑𝑑 = 𝑣𝑣𝑚𝑚  𝑓𝑓𝑐𝑐𝑐𝑐  (2.5) 
where 𝑣𝑣𝑚𝑚  is mobile unit velocity and the light speed is  𝑐𝑐 = 3 × 108 𝑚𝑚/𝑠𝑠𝑅𝑅𝑐𝑐.  
Coherence time (𝑇𝑇𝑑𝑑 ≈ 1/𝑓𝑓𝑑𝑑) of the fading channel is the time over which the channel 
response to a sinusoid is essentially invariant. The Doppler power spectral density 𝑆𝑆(𝑓𝑓) of the 
mobile channel is often expressed as [6]  
 𝑆𝑆(𝑓𝑓) = 1
𝜋𝜋𝑓𝑓𝑑𝑑   �1 − (𝑓𝑓/𝑓𝑓𝑑𝑑)2           ;   𝑓𝑓 − 𝑓𝑓𝑑𝑑 < 𝑓𝑓 < 𝑓𝑓 + 𝑓𝑓𝑑𝑑  (2.6) 
2.2.2 Modelling Fading Channel 
Performance of wireless digital communication systems is most likely to be affected by 
small-scale fading [24-29]. The complex-valued Rayleigh distributed fading sequence can be 
obtained as 
 𝑧𝑧(𝑚𝑚) = 𝑧𝑧𝑐𝑐(𝑚𝑚) + 𝑗𝑗𝑧𝑧𝑠𝑠(𝑚𝑚) (2.7) 
where |𝑧𝑧(𝑚𝑚)| is the fading amplitude (envelope) at  𝑚𝑚𝑡𝑡ℎ  time instant, 𝑧𝑧𝑐𝑐(𝑚𝑚) and 𝑧𝑧𝑠𝑠(𝑚𝑚) are 
uncorrelated in-phase and quadrature samples of zero mean stationary Gaussian random 
processes each with 𝜎𝜎𝑜𝑜2 variance. Another method for generating complex-valued Rayleigh 
fading process is called the improved sum of sinusoids where a Gaussian noise is approximated 
by a finite sum of weighted and properly designed sinusoids as given by [33]  
 𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑐𝑐(𝑡𝑡) + 𝑗𝑗𝑧𝑧𝑠𝑠(𝑡𝑡) = 𝛼𝛼(𝑡𝑡)𝑅𝑅−𝑗𝑗∅(𝑡𝑡) (2.8) 
where 𝛼𝛼(𝑡𝑡) and ∅(𝑡𝑡) are the fading amplitude and phase, respectively. The quadrature 
components of this process are given by 
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 𝑧𝑧𝑐𝑐(𝑡𝑡) = �2𝐺𝐺   � cos(𝑤𝑤𝑑𝑑𝑡𝑡 cos(𝛽𝛽𝑚𝑚) + 𝜓𝜓𝑚𝑚)𝐺𝐺
𝑚𝑚=1       , 𝑚𝑚 = 1, … ,𝐺𝐺 (2.9) 
 𝑧𝑧𝑠𝑠(𝑡𝑡) = �2𝐺𝐺   � cos(𝑤𝑤𝑑𝑑𝑡𝑡 sin(𝛽𝛽𝑚𝑚) + 𝜑𝜑𝑚𝑚)𝐺𝐺
𝑚𝑚=1         , 𝑚𝑚 = 1, … ,𝐺𝐺 (2.10) 
where  ψi   and φi  are waves’ initial phase related to the quadrature components, βi is the angle 
of incoming wave i and given by  
 𝛽𝛽𝑚𝑚 = 2𝜋𝜋𝑚𝑚 − 𝜋𝜋 + 𝜃𝜃𝑚𝑚4𝐺𝐺  (2.11) 
G is the number of sinusoids, 𝑤𝑤𝑑𝑑  is the angular Doppler frequency, and all of 𝜓𝜓𝑚𝑚 , 𝜑𝜑𝑚𝑚  and 𝜃𝜃𝑚𝑚  are 
statistically independent and uniformly distributed on [−𝜋𝜋, +𝜋𝜋] ,  ∀ 𝑚𝑚 ∈ {1, … ,𝐺𝐺}. 
The generated process 𝑧𝑧(𝑡𝑡) has Rayleigh PDF for the envelope and uniform PDF 
on [−𝜋𝜋, +𝜋𝜋] as depicted in Fig 2.3. Autocorrelation and cross-correlation functions of the 
quadrature components are shown in Fig 2.4 and given by 
 𝑅𝑅𝑧𝑧𝑐𝑐𝑧𝑧𝑐𝑐 (𝜏𝜏) = 𝑅𝑅𝑧𝑧𝑠𝑠𝑧𝑧𝑠𝑠(𝜏𝜏) = 𝐽𝐽𝑜𝑜(𝑤𝑤𝑑𝑑𝜏𝜏) (2.12) 
 𝑅𝑅𝑧𝑧𝑐𝑐𝑧𝑧𝑠𝑠(𝜏𝜏) = 𝑅𝑅𝑧𝑧𝑠𝑠𝑧𝑧𝑐𝑐 (𝜏𝜏) = 0 (2.13) 
where, 𝐽𝐽𝑜𝑜(. ) is the zero-order Bessel function of first kind. As shown in [33], the desired 
statistics of Clarke’s reference model [32] is achieved as the number of sinusoids G increased. 
In case of LOS appearance with uniform phase distribution of  𝜗𝜗 on the range[−𝜋𝜋, +𝜋𝜋], the 
Rician distributed fading sequence without showing the time index can be obtained from 
 𝒵𝒵 = � 𝒦𝒦
𝒦𝒦 + 1 𝑅𝑅𝑗𝑗𝜗𝜗 + � 1𝒦𝒦 + 1  𝑧𝑧 (2.14) 
where 𝑧𝑧 is complex-valued Rayleigh distributed fading sequence given previously, 𝜗𝜗 = 2𝜋𝜋𝑑𝑑/𝜆𝜆𝑐𝑐  
and 𝑑𝑑 is the link distance [24, 26]. For this process, PDF of the envelope are depicted in Fig. 2.5 
for two different values of Ricin factor (𝒦𝒦 = 2 and 10). Furthermore, by incorporating the 
effects of path loss and shadowing to 𝒵𝒵, a general form of the channel modelled as 
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 ?́?𝒵 = �𝑐𝑐 𝒮𝒮
𝑑𝑑𝛾𝛾
��
𝒦𝒦
𝒦𝒦 + 1 𝑅𝑅𝑗𝑗𝜗𝜗 + � 1𝒦𝒦 + 1  𝑧𝑧� (2.15) 
where 𝛾𝛾 is path loss exponent (e.g., 2 for free space and 2.7~3.5 for urban microcell), 𝒮𝒮 =10(𝓈𝓈 10⁄ ) is shadow fading of log-normal distribution and 𝓈𝓈 is zero mean Gaussian random 
variable with standard deviation of 𝜎𝜎𝓈𝓈 [34].  
 
 
Figure 2.3:  Simulation results of envelope PDF and phase PDF for unite power Rayleigh fading process. 
 
 
 
Figure 2.4:  Simulation results of autocorrelation and crosscorrelation of the quadrature components for 
Rayleigh fading process. 
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Figure 2.5:  Simulation results of envelope PDF for unite power Rician fading process using  𝒦𝒦 =2 and 10. 
 
2.3 Diversity Techniques for Fading Channel Mitigations 
Diversity techniques can be used to improve the system performance over fading channels 
where reliable communication mainly depends on signal path strength which may cause a poor 
performance in case of deep fade [24-26, 30, 34-36].  It is possible to obtain 𝐿𝐿 different copies 
of the desired signal through independent multiple signal paths instead of transmitting and 
receiving through one signal path [35, 37]. The idea is while some copies may undergo deep 
fades, others may not. So by combining several copies of the transmitted signal, the overall 
received power will be increased to make the correct decision leading to performance 
improvement. 
Probability of error in decision 𝑃𝑃𝑅𝑅  can be shown as a function of SNR and the number of 
diversity branches as [24] 
 𝑃𝑃𝑅𝑅 = �1 − 𝜇𝜇2 �𝐿𝐿� �𝐿𝐿 − 1 + 𝑙𝑙𝑙𝑙 � �1 + 𝜇𝜇2 �𝑙𝑙𝐿𝐿𝑙𝑙=1   ;  𝜇𝜇 = � 𝑆𝑆𝑁𝑁𝑅𝑅1 + 𝑆𝑆𝑁𝑁𝑅𝑅 (2.16) 
For example, BER performance of coherent BPSK signal over fading channel using 𝐿𝐿 diversity 
orders is shown in Fig. 2.6 where the use of 𝐿𝐿 diversity order will improve the performance in 
𝐿𝐿𝑡𝑡ℎ  power of SNR.  
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Figure 2.6:  BER performance of coherent BPSK signal over fading channel using 𝐿𝐿 diversity orders. 
 
 
In the literature [37-39], many combining methods at the receive side are used for different 
diversity techniques such as selection combining (SC), equal gain combining (EGC) and 
maximum ratio (MRC) combining. The latest has the best performance and highest complexity 
while EGC has close performance to MRC without need for channel gain estimation. Among 
them, SC has the lowest performance and least complexity. 
There are different kinds of diversity which are commonly used in wireless communication 
such as time diversity, frequency diversity, space diversity and user cooperation diversity. A 
brief review of these techniques is given next. 
2.3.1 Time Diversity 
Time diversity is achieved by transmitting the desired signal in 𝐿𝐿 different periods of time, 
hence we have averaging the channel fading over time. The intervals between transmissions of 
the same symbol should be at least the coherence time of the channel so that different copies of 
the transmitted symbol undergo independent fading. By sending same symbol 𝐿𝐿 times is like 
applying repetition coding. Typically, coherence time of the channel is of order tens to hundreds 
of transmitted symbols [29, 37]. Error control coding such as convolutional codes or linear 
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block codes together with interleaving can be an effective way to combat time selective fading 
while MRC can give the optimal combining in the receiver side [24-26, 36]. 
2.3.2 Frequency Diversity 
Frequency diversity can be used efficiently to combat frequency selective fading. In 
wideband channels where signal bandwidth is greater than coherence channel bandwidth, the 
transmitted signal arrives at end link antenna over multiple symbol times. Hence, multipaths 
signals can be resolved and detected at the receiver. Due to the wideband nature of 
communication channel, frequency diversity is achieved by resolving multipaths signals at the 
receiver without distortion. For channel response having L independent taps, the delayed copies 
of transmitted signal provides diversity order 𝐿𝐿 by sending data symbol every 𝐿𝐿 times of symbol 
duration. As in time diversity, the degree of freedom (DoF) are wasted where only one 
information symbol can be transmitted during every channel delay spread  𝜎𝜎𝜏𝜏 . By trying to 
transmit data symbols more frequently, ISI problem occurs where the delayed copies of 
previous transmitted symbols interfere with the current symbol [24-26]. To exploit the 
frequency diversity inherent in the wireless channel with efficient mitigation of ISI, there are 
three different and popular techniques given as follows [24, 36]. 
First: by using single-carrier systems with equalization. In this method ISI can be 
mitigated by using linear and nonlinear processing at the receiver and typically used for small 
number of taps. The complexity of the nonlinear algorithms such as the optimal Viterbi 
algorithm is increased exponentially with the available number of taps. Linear equalizers have 
lower complexity and attempt to detect the current received symbol while suppressing the 
interference from the rest linearly. 
Second: by using direct sequence spread spectrum (DS-SS) where the data symbols are 
modulated using pseudonoise sequence and transmitted over a channel bandwidth 𝑊𝑊 greater 
than data rate. In this method, the achieved symbol rate is very low leading to small ISI which 
simplify the structure of receiver. Using this technique will allow multiple users to share the 
total DoF by considering users’ signals as pseudonoise to each other. 
Third: by using multicarrier systems such as OFDM [11, 12]. To convert the ISI channel 
into a set of non-interfering sub-channels, orthogonal sub-carriers are used where each one 
experiences a narrow-band flat fading. Each sub-carrier should be separated from the others by 
at least the channel coherence bandwidth so that different signal replicas undergo independent 
fading. In the receiver side, optimal combining by using MRC are performed for 𝐿𝐿 
independently faded copies to have a correct decision. 
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2.3.3 Space Diversity 
Space diversity can be achieved by employing multiple antennas at communication ends to 
receive different copies of transmitted signal as shown in Fig. 2.7. Independent signal paths can 
be created if the antennas are placed sufficiently far apart where the fading channel gains 
between different transmit and receive antenna pairs will fade independently.  
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Figure 2.7:  Space diversity for single user communicating with one receiver. 
 
The required separation distance between antennas is depending mainly on the carrier 
frequency 𝑓𝑓𝑐𝑐  and the local scattering environment. For mobile equipment close to the ground 
level and surrounded by many scatterers, the typical antenna separation is 0.5~1.0 of carrier 
wavelength 𝜆𝜆𝑐𝑐 . However, for BS antennas placed on high towers, larger antenna separation 
around 10's of wavelengths may be required. Different than frequency diversity and time 
diversity, no additional work needed in the transmit/receive side and no extra bandwidth or 
transmission time required [24, 26]. Receive diversity is achieved using multiple receive 
antennas as in single-input multi-output (SIMO) scheme while transmit diversity is achieved 
using multiple transmit antennas as in multi-input single-output (MISO) scheme. When multiple 
transmit and receive antennas are used such as MIMO, the achieved diversity is increased 
significantly. 
2.3.4 Cooperative Diversity 
Generally, transmit diversity requires more than one antenna at transmit end to allow 
independent faded copies of signal at the receive end. MIMO systems have many well known 
advantages such as high capacity and reliability [24]. In these schemes, Alamouti signalling is a 
well known transmit diversity method [40]. However, many wireless devices such as cellular 
handsets and communication nodes in wireless sensor network are limited by one antenna due 
to size or hardware complexity. Therefore, a new class of diversity referred to as cooperative 
communication has been proposed [41-45] based on the work of Cover and El- Gamal on the 
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relay channels [26]. This method enables mobiles equipped with single antenna in a multiuser 
communication environment to share their antennas and construct a virtual multiple antennas to 
achieve transmit diversity. In Fig. 2.8, two mobile users are communicating with one receiver 
and are not able to generate diversity individually. However, it may be possible for one mobile 
to receive the other’s data, in which case it can forward some information for his partner along 
with its own data. Spatial diversity is achieved when fading channel paths from two mobiles are 
statistically independent. In a cooperative communication system, it is assumed that each 
mobile user act as a cooperative agent for other users in addition to his task as information 
source. 
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Figure 2.8:  2-user cooperative diversity. 
 
 
2.4 Multiple Access Techniques 
One of the most challenging topics in next generation wireless communications such as 
cellular systems is the multiple access technique which allows multiple users to share a 
communication channel efficiently. Users in any multiple access method send their signals to 
one common receiver via different channels (each user has his own channel). Signals from user 
𝑘𝑘 in the MAC must be within the total system bandwidth 𝑊𝑊 and has power constraint of 𝑃𝑃𝑘𝑘 . If 
the synchronization is required, the transmitters must be coordinated in the UL transmission 
[47-49]. Multiple access techniques can be classified into two distinct classes in terms of the 
total number of accommodated users on a given channel [34-36, 47, 50]. 
The first class is referred to as orthogonal waveform multiple access (OWMA) [47]. It 
includes TDMA, frequency division multiple access (FDMA), CDMA with orthogonal 
spreading sequences (OCDMA), SDMA, OFDMA, collaborative coding multiple access 
(CCMA), and any hybrid combinations of these schemes or other multiple access which assign 
orthogonal signal waveforms. Multiple access techniques that utilize orthogonal channels for 
each user as shown in Fig. 2.9 are effective methods which have been the primary choice for 
voice and low rate data traffic. The receiver demodulates signals of each user separately without 
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any interference from others. Thus, the error performance of such a technique resembles that of 
single user systems [24-26]. In these techniques, channels with bandwidth 𝑊𝑊 larger than the 
individual user signals bandwidth 𝐵𝐵 by 𝑁𝑁 times can accommodate 𝑁𝑁 users without any 
interference. Therefore, 𝑁𝑁 is the upper limit of system capacity which cannot be exceeded 
without reducing user bit rates. 
The second class is referred as nonorthogonal waveform multiple access (NOWMA) [47]. 
It includes CDMA with pseudo-noise (PN) spreading sequences (PN-CDMA) and frequency 
hopping based multiple access techniques. The system capacity of PN-CDMA schemes does not 
have a hard limit on the number of accommodated users. However, it is subject to multiuser 
interference which grows linearly as the number of users increased. Therefore, it depends on the 
receiver type and the tolerable performance degradation. 
In the following, the main characteristics of some important multiple access techniques are 
briefly reviewed. 
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Figure 2.9:  Orthogonal waveform multiple access techniques. 
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2.4.1 Time Division Multiple Access (TDMA) 
TDMA is a very attractive multiple access technique used in many international standards 
and systems such as Global System for Mobile Communications (GSM) and General Packet 
Radio Service (GPRS) [24, 26, 47, 51]. It is also considered for 3G wireless cellular networks 
for providing full duplex capabilities. TDMA uses single carrier frequency and consists of 
transmission time slots from users’ signals occupying the entire system bandwidth 𝑊𝑊. As 
shown in Fig. 2.9, this scheme formats the composite signal into frames of 𝑁𝑁 time slots. The 
𝑘𝑘𝑡𝑡ℎ  time slot of each frame is assigned to the 𝑘𝑘𝑡𝑡ℎ  user. Time guard intervals as well as accurate 
time synchronization are required while the bit rate of composite signal is shared between the 𝑁𝑁 
active users. Compared with the signal bandwidth of single user case (𝐵𝐵) and by neglecting the 
framing overhead, the multiplexed signal bandwidth is 𝑁𝑁𝐵𝐵. TDMA is more efficient than 
FDMA in the sense that it supports asymmetric user data traffic in UL and DL by varying the 
time slot periods that is assigned to each user. However, in a system that provides time-limited 
services, TDMA technique can only support few users in order to maintain high QoS. 
Increasing user’s number requires longer waiting time for others which leads to drop in user’s 
data rate in each transmission period. To compensate long waiting periods, TDMA system uses 
high data transmission rate during a given time slot, which may leads to ISI. 
2.4.2 Frequency Division Multiple Access (FDMA) 
FDMA is widely used in satellite systems, cable communications, and radio networks to 
multiplex information signals [24, 26, 47, 51-53]. It is the most classic multiple access 
technique and consists of assigning different carrier frequencies for the served users. Therefore, 
the available bandwidth 𝑊𝑊 is divided into 𝑁𝑁 separated channels, each allocated to one of the 
served users as shown in Fig. 2.9. Frequency spacing of the user channels (sub-channels) is 
required to avoid the overlap between adjacent signals’ spectra. By neglecting the guard bands, 
FDMA of 𝑁𝑁 modulated carriers with an individual signal bandwidth 𝐵𝐵 will occupy 𝑁𝑁𝐵𝐵 of 
spectrum. Therefore, 𝐾𝐾 ≤ 𝑁𝑁 users can be accommodated at cost of larger bandwidth 
requirement to allow more users in the system.  
The basic problems of classic FDMA are: Firstly, the requirement of 𝑁𝑁 modulators and 
demodulators at the base station to serve 𝑁𝑁 users simultaneously. This leads to excessive cost 
and complexity where the BS must handle large number of users (hundreds to thousands). 
Secondly, FDMA is conventionally suffers from not being flexible in handling users with 
varying transmission rate requirements due to the rigid allocation of narrowband channels. 
Thirdly, it suffers from inefficient usage of the bandwidth where no sub-channel is reallocated 
to other user if it is not in use by the assigned user. 
20 
 
In FDMA, each user occupies (1/𝑁𝑁)𝑡𝑡ℎ  of the total system bandwidth 𝑊𝑊. Therefore, 
channel equalization is simpler compared with those used in other multiple access schemes or 
not required. This represents one of the main advantages of FDMA over other OWMA schemes. 
2.4.3 Orthogonal Code Division Multiple Access (OCDMA) 
CDMA is derived from DS-SS communication systems originally implemented for 
military applications [24, 26, 36, 47, 52, 54, 55]. In DS-SS systems, the main interesting 
properties are: Firstly, transmitted information signal is virtually buried in the background noise 
after spreading in time and frequency domains. Secondly, the transmitted signal becomes more 
immune against jamming. At the receiver, despreading operation improves the signal-to-
interference ratio (SIR) by gain factor of  10 log10(𝑁𝑁), where 𝑁𝑁 denotes the spreading factor. 
In OCDMA, a set of orthogonal sequences such as Walsh-Hadamard (WH) sequences is 
employed for spectral spreading. These sequences are deterministic and repeated during the 
transmission process from one symbol to the next. For spreading and despreading signals, one 
sequence from orthogonal set will be assigned to each user. All users are able to transmit their 
signals simultaneously in the same channel as shown in Fig. 2.9 where for each user, the other 
signals are considered as cochannel interference. 
 The orthogonality of spreading sequences guarantees interference free between users if the 
signals are well synchronized. The maximum number of accommodated users 𝐾𝐾 on a given 
channel with equal bit rate is limited by the number of orthogonal sequences 𝑁𝑁. Therefore, 
OCDMA is equivalent to TDMA and FDMA in terms of system capacity (users for given DoF). 
2.4.4 Space Division Multiple Access (SDMA) 
SDMA technique is used to maximize the system capacity and transmission gain by 
exploiting the space dimension through uniform linear antenna arrays consisting of several 
antenna elements at the base station receiver [24, 26, 34, 36, 56]. These elements are placed in a 
given space such as to ensure good array response towards desired direction. The composite 
response of the whole array is controlled by weighting each element separately. This 
beamforming is used to steer the higher gain beams towards desired users and low gain beams 
or nulls towards interfering users as shown in Fig. 2.9. By using 𝑁𝑁 antenna arrays, SDMA can 
support simultaneous transmission of up to 𝑁𝑁 − 1 users in a given system bandwidth 𝑊𝑊 without 
subdivision in time, frequency or orthogonal codes. In other side, the transmission gain by 
focusing the energy into a narrow beam can be used to increase the maximum distance of the 
communication link. 
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2.4.5 Orthogonal Frequency Division Multiple Access (OFDMA) 
The use of a novel approach to FDMA which is called orthogonal FDMA (OFDMA) with 
channel coding is a promising technique for broadband wireless communications [7-9]. It has 
been adopted in many standards such as digital video broadcasting, cable networks and 4G 
wireless networks [3, 5, 24, 26, 34, 47, 52]. High speed data communications over realistic 
channels may incur severe ISI due to longer delay spread of channels that spans over several 
symbol periods. This ISI leads to irreducible error floor and in such case, channel equalization 
becomes inevitable. Since most equalization techniques requires complex algorithm, OFDMA is 
now becoming more popular for broadband wireless communications. In this technique, each 
user is assigned one or more flat fading subcarriers that preserve orthogonality even when the 
signals are transmitted through frequency selective fading channels. This considerably reduce 
the computational complexity required for multi tap equalization of the wideband signals and 
user signal demodulation is performed through efficient discrete Fourier transform (DFT) at the 
receiver. In terms of system capacity, OFDMA is similar to FDMA, TDMA, and OCDMA since 
accommodating 𝑁𝑁 users requires 𝑁𝑁𝐵𝐵 system bandwidth. 
2.4.6 Collaborative Coding Multiple Access (CCMA) 
CCMA technique [57-63] achieves the multiple access function without subdivision in 
time frequency or orthogonal codes. It exploits the unique decidability property of composite 
received signal formed by superposition of transmitted collaborative user codes to achieve sum 
rate much higher than unity. In this scheme, each user transmits a binary codeword of length 𝑚𝑚 
chosen from his unique codebook  𝐶𝐶𝑘𝑘 ;  𝑘𝑘 = 1, … ,𝐾𝐾 of |𝐶𝐶𝑘𝑘 |  codewords such that the composite 
received signal will be uniquely decodable. For example, codewords of length 𝑚𝑚 = 2 are used 
for encoding binary data signals of two users CCMA. Two codewords are assigned to user1 
as  𝐶𝐶1 = {00, 11} and three codewords  𝐶𝐶2 = {00, 01, 10} are assigned to user2. These 
codewords are capable of encoding binary or ternary data symbols and the set of received 
combined codewords are {00, 01, 10 ; 11, 12, 21}. The sum rate of this scheme is 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 =log2{(|𝐶𝐶1| × |𝐶𝐶2|)/𝑚𝑚} = 1.292 bits per channel use. Therefore for the same signal bandwidth 𝐵𝐵 
and transmit power 𝑃𝑃𝑘𝑘  , the CCMA offers much higher sum rate than other OWMA schemes. 
The user capacity of this scheme is defined by the number of users 𝐾𝐾 whose composite 
codeword signals are uniquely decodable. 
2.4.7 Pseudo-Noise Code Division Multiple Access (PN-CDMA) 
Asynchronous data transmission, near-far signals, different users’ fading channels and 
overloading conditions are the main characteristics of uplink mobile wireless communications. 
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So, the use of orthogonal sequences in CDMA which is considered for synchronous 
transmission does not guarantee interference free detection. For such environment where the 
uplink synchronization is a challenging task, the NOWMA offers his attractive advantages to 
tackle this problem. One of the most popular nonorthogonal multiple access technique is PN-
CDMA. This asynchronous technique uses the second property of DS-SS systems to share a 
common communication channel between multiple users. PN spreading sequence is assigned to 
each active user for signal spreading and despreading. For normalized signal power to 1 and 
given spreading factor 𝑁𝑁, the interference power from each other user at the receiver after 
despreading is  1/𝑁𝑁. Therefore, the total power of signal interference is proportional to the 
number of interfering users in the system. The system capacity depends on the average BER 
degradation that can be tolerated. For a system of  𝐾𝐾 = 𝑁𝑁 active users and single user detector, 
the interference power [(𝑁𝑁 − 1)/𝑁𝑁] ≈ 1 is prohibitive. In such a case and for interference level 6dB below signal level, the system capacity using PN-CDMA is only 𝑁𝑁/4. 
System capacity can be maximized by using MUD [50, 52] which cancels the interference 
components from other users. However, it is still to be verified that PN-CDMA can reach a 
system capacity of 𝑁𝑁 users with acceptable performance and low complexity detection methods. 
To maximize the capacity, user’s sequences have to be carefully designed to create least 
interference to other users in the system such as Welch Bound Equality (WBE) Sequences. 
However, due to higher complexity and other practical limitations of WBE sequences, 
suboptimal sequences are used in practice. 
2.4.8 Hybrid Multiple Access Techniques 
In the literature, many hybrid combinations of multiple access methods have been used to 
increase the spectral efficiency and reliability of communication systems over different fading 
channel conditions [1-16, 47, 79-81]. The most important examples are; combination of CDMA 
with OFDM to form MC-CDMA [15] and MIMO schemes with OFDMA [7-9], OFDM [10-
12], CDMA [13, 14], MC-CDMA [15, 16]. In addition, several methods are employed along 
with conventional multiple access schemes to improve the performance of wireless links and 
maximize the capacity. Such methods as; S-C [51, 64-69], SIC detection [12, 24, 50, 52, 70], 
low density parity check codes (LDPC) [71-73], and rate splitting multiple access (RSMA) [74-
78]. In the following, a brief review of the most important methods, S-C and SIC detection is 
given. 
A. Superposition Coding (S-C) 
S-C technique can be used to improve the system capacity and throughput in different 
scenarios. It is particularly appropriate for applications in which there are spatial or temporal 
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disparities in received SNR of multiple users. It is shows in [51, 64, 65] that, higher than time-
division and frequency-division rates can be send from several transmitters over AWGN 
channel by using superposition scheme that pools the time, bandwidth and power allocation of 
the transmitters. The transmitted signal is the sum of users’ signals as depicted in Fig. 2.10. In 
the receiver side, the strongest signal is decoded first, and estimated signal is subtracted then 
from the received signal, followed by decoding of the intended signal and so on. Higher 
difference in power level of the users’ signals gives better performance which outperforms the 
orthogonal schemes. Combining S-C with different multiple access techniques has been 
investigated by many researchers. In [67], S-C of the downlink OCDMA is used. It involves 
pairing of each two users with different power requirement using S-C to reduce the total 
average power. By taking the advantage of power disparities that are created by power control, 
the system can transmit to a larger number of users by using single spreading sequence for 
multiple users. Transmission of two level signals with different rates using S-C by sharing the 
same resources (power, time and bandwidth) has been studied extensively by many researchers 
such as [66, 68, 69]. 
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Figure 2.10:  Superposition of two signals with different power levels. 
 
B. Successive Interference Cancellation (SIC) 
SIC detection is a multiuser receiver which is used to maximize the data rate [1, 27, 29, 47, 
48]. The general principle is that SIC receiver can detects one user at a time where estimated 
strongest user is selected at each detection stage as illustrated in Fig. 2.11. By using this 
receiver, information of 𝐾𝐾 users can be decoded in 𝐾𝐾 stages. This requires ordering of users’ 
received powers which usually obtained from output of matched filter bank. The notion of SIC 
is that, the strongest user can be decoded with higher reliability and its cancellation from the 
received signal will remove significant amount of system multiple access interference (MAI) 
which improves the detection performance of the later users. However, SIC receiver suffers 
from error propagation taking place through the consecutive stages of detection due to 
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inaccurate signal detection of the previous stages leading to performance degradation. Effective 
SIC operations require each user’s received signal to be in different power compared with the 
others. This property of SIC is well suited in fading channels and near-far user environments. It 
has been shown that effective power control schemes are very important for SIC receivers to 
maintain equal BER performance under unequal user power conditions. 
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Figure 2.11:  Successive decoding where the signal power ordering as; X1 > X2 > … > XK. 
 
2.5 Capacity of Multiuser Communication Systems 
2.5.1 Capacity Definitions 
One of the main performance measures in the point-to-point communication is the channel 
capacity (𝐶𝐶) where reliable communication can be attained at any rate  𝑅𝑅 ≤ 𝐶𝐶  and impossible 
at 𝑅𝑅 > 𝐶𝐶. It is given for Gaussian channel as [24] 
 𝐶𝐶 = log2[1 + 𝑆𝑆𝑁𝑁𝑅𝑅] (2.17) 
However, in the multiuser communication case of 𝐾𝐾 users, the performance is often described in 
terms of rate region. Each point in this region represents a set of the achievable users’ rates 
such that all users can simultaneously and reliably communicate with common receiver. The 
union of all achievable rate sets is known as the capacity region (ℂ). Since all users are sharing 
the available bandwidth, the capacity region characterizes the optimal tradeoff achievable of 
user’s rate by any multiple access techniques [24].  For 𝐾𝐾-user system, sum capacity (𝐶𝐶𝑠𝑠𝑢𝑢𝑚𝑚 ) is 
defined as the sum of each user’s maximum information rate that can be reliably transmitted 
over a unit bandwidth (𝑊𝑊 = 1) or in other words as the maximum total throughput that can be 
achieved. It is given for uplink Gaussian MAC in terms of users’ rate 𝑅𝑅𝑘𝑘 ;𝑘𝑘 = 1, … ,𝐾𝐾 as 
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 𝐶𝐶𝑠𝑠𝑢𝑢𝑚𝑚 ∶= max 
𝑅𝑅1,…,𝑅𝑅𝐾𝐾∈ℂ   �𝑅𝑅𝑘𝑘𝐾𝐾
𝑘𝑘=1  (2.18) 
Another performance measure of multiple access techniques is the user capacity  (𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 ) 
which is defined by the ratio of total number of users 𝐾𝐾 to the number of DoF 𝑁𝑁. The DoF can 
be non-overlapping frequency bands, time slots or user separating codes. If  𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 ≤ 1, Then 
channel is said to be under-loaded, otherwise it will be overloaded if  𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 > 1. In case of no 
multiple access scheme is employed and there are 𝐾𝐾 users in the system, then  𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 = 𝐾𝐾. In 
practical multiuser systems, several hundreds of users have to be accommodated within a given 
system bandwidth where each user’s signal contribute to noise and interference components of 
others. For this purpose, the optimum receiver can jointly detect all users’ signals and 
as 𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 → ∞ , it converges asymptotically to the capacity of single user channels [50]. 
However, it is impractical to implement due to its high computational complexity. Therefore, 
simple multiple access technique that guarantees interference free between users has become 
one of the main tasks of practical multiuser wireless systems. 
2.5.2 Capacity Region of Gaussian MAC 
Consider a single cell of cellular network where 𝐾𝐾 users communicating simultaneously 
with the BS receiver over an AWGN channel. Each of the users’ equipments is equipped with 
one antenna. Hence, the received signal during every symbol interval is represented as 
 
𝑌𝑌 = �𝑋𝑋𝑘𝑘𝐾𝐾
𝑘𝑘=1 + 𝑍𝑍  (2.19)  
where 𝑋𝑋𝑘𝑘  is the 𝑘𝑘𝑡𝑡ℎ  user signal under average power constraint of 𝑃𝑃𝑘𝑘  and  𝑍𝑍 is the 
independently identically distributed (i.i.d) complex AWGN of zero mean and average power of 
𝑁𝑁0. At BS receiver, two detection methods are considered, the optimal joint detection and the 
low complexity independent detection (single user detection) [24, 50, 56].  
Capacity region of 2-user UL AWGN channel is considered in this subsection since the 
general properties and the relative performance of different multiple access techniques are the 
same as 𝐾𝐾 increased [64]. Hence, capacity region is a pentagon shown in Fig. 2.12 representing 
the set of all the possible rate pairs (𝑅𝑅1,  𝑅𝑅2) in bit/s/Hz (for normalized system bandwidth, 𝑊𝑊 =1) which satisfies the following conditions [24]  
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 𝑅𝑅1 ≤ 𝑊𝑊 log2 �1 + 𝑃𝑃1𝑊𝑊𝑁𝑁0� (2.20)  
 𝑅𝑅2 ≤ 𝑊𝑊 log2 �1 + 𝑃𝑃2𝑊𝑊𝑁𝑁0� (2.21)  
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 𝑅𝑅1 + 𝑅𝑅2 ≤ 𝑊𝑊 log2 �1 + 𝑃𝑃1 + 𝑃𝑃2𝑊𝑊𝑁𝑁0 � = 𝐶𝐶𝑠𝑠𝑢𝑢𝑚𝑚  (2.22)  
where the total throughput 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚  cannot exceed the sum capacity 𝐶𝐶𝑠𝑠𝑢𝑢𝑚𝑚  of the individual user’s 
rates. The single user bounds of 𝑅𝑅1 and 𝑅𝑅2 is represented by the point “B” and “C” while 𝐶𝐶𝑠𝑠𝑢𝑢𝑚𝑚  
is on the line 𝐵𝐵 𝐵𝐵1 𝐶𝐶1 𝐶𝐶 .  
In the literature, there are many techniques where 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚  is achieved and the most fair rate 
points lies on the line 𝐵𝐵1 𝐶𝐶1 [24]. However, when a single-user detection method is employed 
at the receiver side, the region bounded by 𝑂𝑂 𝐵𝐵2 𝐴𝐴 𝐶𝐶2 𝑂𝑂  contains all possible rate pairs (𝑅𝑅1,  𝑅𝑅2)  that users can reliably transmit. Without 𝐶𝐶𝑠𝑠𝑢𝑢𝑚𝑚  constraint, capacity region will be a 
rectangle shape and point “Q” can be achieved by simultaneous transmission of both as if the 
other is absent (i.e. no interference). It is very important and challenging point and still 
attractive to many research communities. But, it is very difficult to achieve practically since 
multiuser systems incur losses in spectral efficiency compared with the equivalent single user 
Gaussian channels due to the contribution of MAI. For this purpose, joint detection is optimal at 
the cost of high computational complexity. Multiuser detection using SIC receiver is another 
method to maximize the data rate and reduce the MAI [24, 50]. It involves 𝐾𝐾 stages of signal 
detection for 𝐾𝐾-users system. For 2-user system, if user 2 detected first treating user 1 as 
Gaussian interference, the maximum achievable rate will be point “C2” given by 
 
𝑅𝑅2 = 𝑊𝑊 log2 �1 + 𝑃𝑃2𝑃𝑃1 + 𝑊𝑊𝑁𝑁0� (2.23)  
In the second stage, user 1 can be detected after subtracting the contribution of user 2 from the 
aggregate received signal. Since only background Gaussian noise is left in the system, user 1 
can achieve single user bound represented by point “B”. If the detection processes is reversed, 
user 2 can achieve single user bound represented by point “C” while the maximum achievable 
rate of user 1 will be point “B2” given by 
 
𝑅𝑅1 = 𝑊𝑊 log2 �1 + 𝑃𝑃1𝑃𝑃2 + 𝑊𝑊𝑁𝑁0� (2.24)  
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Figure 2.12:  Capacity region for 2-user uplink AWGN channel with normalized bandwidth (𝑊𝑊 = 1). 
 
2.5.3 Capacity Region of Promising Multiple Access Techniques 
One of the important issues involved in the development of future wireless communication 
systems is the multiple access technique employed to share the available spectrum among users 
efficiently. In this section we present intensive study on the capacity region of some multiple 
access techniques for mobile cellular systems to investigate capacity reaching methods [82]. 
Analysis is carried out for 2-user UL AWGN channel of a single isolated cell represented by the 
signal model (2.19). The benchmark outcomes can be used to clarify the path for researchers to 
develop higher capacity multiuser systems in both Gaussian and fading channels of UL and DL. 
A. TDMA 
In TDMA [51], the available system bandwidth 𝑊𝑊 is allocated to user 1 for a fraction 𝛼𝛼 of 
the total transmission time and the rest, 1 − 𝛼𝛼 to user 2. The rate region is represented by all 
rate pairs (𝑅𝑅1,  𝑅𝑅2)  for  0 ≤ 𝛼𝛼 ≤ 1 and given by 
 𝑅𝑅1 = 𝛼𝛼𝑊𝑊 log2 �1 + 𝑃𝑃1𝑊𝑊𝑁𝑁0� 
(2.25)  
    𝑅𝑅2 = (1 − 𝛼𝛼)𝑊𝑊 log2 �1 + 𝑃𝑃2𝑊𝑊𝑁𝑁0� 
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B. FDMA 
For simultaneous transmission using FDMA, a fraction 𝛼𝛼 of system bandwidth 𝑊𝑊 is 
allocated to user 1 and the rest, 1 − 𝛼𝛼 to user 2. The rate region is represented by all rate pairs (𝑅𝑅1,  𝑅𝑅2)  for  0 ≤ 𝛼𝛼 ≤ 1 and given by [53] 
 𝑅𝑅1 = 𝛼𝛼𝑊𝑊 log2 �1 + 𝑃𝑃1𝛼𝛼𝑊𝑊𝑁𝑁0� 
(2.26)  
    𝑅𝑅2 = (1 − 𝛼𝛼)𝑊𝑊 log2 �1 + 𝑃𝑃2(1 − 𝛼𝛼)𝑊𝑊𝑁𝑁0� 
C. CDMA 
In CDMA [24, 54, 55], users are allowed to simultaneously communicate with the base 
station receiver over system bandwidth 𝑊𝑊 by using spreading codes such as orthogonal WH 
sequences. For orthogonal spreading codes of length 𝑁𝑁 (spreading gain), the information 
bandwidth of each user is 𝑊𝑊/𝑁𝑁. By using conventional single-user detection, the two user rate 
region is represented by all rate pairs (𝑅𝑅1,  𝑅𝑅2)  over (𝑃𝑃1,  𝑃𝑃2) and given by [24] 
 𝑅𝑅1 = 𝑊𝑊 log2 �1 + 𝑃𝑃1𝑃𝑃2 + 𝑊𝑊𝑁𝑁0� 
(2.27)  
 𝑅𝑅2 = 𝑊𝑊 log2 �1 + 𝑃𝑃2𝑃𝑃1 + 𝑊𝑊𝑁𝑁0� 
where equal power allocation (𝑃𝑃1 = 𝑃𝑃2) provide a practical solution to achieve fair users rates 
at the cost of low 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 . 
To achieve higher rates, multiuser detection using SIC receiver can be employed yielding 
the following   
 𝑅𝑅1 = 𝑊𝑊 log2 �1 + 𝑃𝑃1𝑃𝑃2 + 𝑊𝑊𝑁𝑁0� 
(2.28)  
 𝑅𝑅2 = 𝑊𝑊 log2 �1 + 𝑃𝑃2𝑊𝑊𝑁𝑁0� 
where user 1 is detected first assuming that 𝑃𝑃1 > 𝑃𝑃2. By using SIC, the strongest user can be 
decoded with higher reliability and its cancellation from the received signal will remove 
significant amount of MAI which improves the weak user performance. 
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It should be noted that the rate region of S-C with SIC [51, 65] is described by (2.28) also 
without subdivision in time, frequency and codes. It requires efficient power allocation (𝑃𝑃1,  𝑃𝑃2) 
to maximize the system throughput and can be applied in hybrid combination with any type of 
multiple access technique [66-69]. 
D. SDMA 
In SDMA [56], users are allowed to simultaneously communicate with the base station 
over the entire bandwidth 𝑊𝑊 by exploiting the spatial dimension. For 2-user system with 𝑀𝑀 
receive antennas (receivers) at BS, the combined received signal is  
 
𝑌𝑌 = �𝑌𝑌𝑚𝑚𝑀𝑀
𝑚𝑚=1 = ���𝑋𝑋𝑘𝑘𝐾𝐾𝑘𝑘=1 + 𝑍𝑍𝑚𝑚�𝑀𝑀𝑚𝑚=1  (2.29)  
where 𝑌𝑌𝑚𝑚  is the received signal at the 𝑚𝑚𝑡𝑡ℎ  antenna and  𝑍𝑍𝑚𝑚  is i.i.d complex AWGN of zero mean 
and average power of 𝑁𝑁0 at same antenna.  
The capacity region of SDMA depends on the users’ positions and detection method. 
Therefore, the inner bound is given for joint detection as [56]: 
𝑅𝑅1 ≤ 𝑊𝑊 log2 �1 + 𝑀𝑀𝑃𝑃1𝑊𝑊𝑁𝑁0� 
(2.30) 𝑅𝑅2 ≤ 𝑊𝑊 log2 �1 + 𝑀𝑀𝑃𝑃2𝑊𝑊𝑁𝑁0� 
𝑅𝑅1 + 𝑅𝑅2 ≤ 𝑊𝑊 log2 �1 + 𝑀𝑀𝑃𝑃1 + 𝑃𝑃2𝑊𝑊𝑁𝑁0 � 
while for independent detection as 
 𝑅𝑅1 ≤ 𝑊𝑊 log2 �1 + 𝑀𝑀𝑃𝑃1𝑀𝑀𝑃𝑃2 + 𝑊𝑊𝑁𝑁0� 
(2.31)  
 𝑅𝑅2 ≤ 𝑊𝑊 log2 �1 + 𝑀𝑀𝑃𝑃2𝑀𝑀𝑃𝑃1 + 𝑊𝑊𝑁𝑁0� 
E. CCMA 
For 2-user system using CCMA, the rate pairs (𝑅𝑅1,  𝑅𝑅2)  in bit/channel use are [60] 
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 𝑅𝑅1 = log2(| 𝐶𝐶1|) /𝑚𝑚 
(2.32)  
 𝑅𝑅2 = log2(| 𝐶𝐶2|) /𝑚𝑚 
For example, if  𝐶𝐶1 = {00, 11} is assigned for user 1 and  𝐶𝐶2 = {00, 01, 10} for user 2, the 
achieved rates are; 𝑅𝑅1 = 0.5,  𝑅𝑅2 = 0.792  and  𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 𝑅𝑅1 + 𝑅𝑅2 = 1.292.  
F. RSMA 
In RSMA [74-78], each real user in the 𝐾𝐾 user Gaussian MAC creates a number of virtual 
users using power/rate splitting mechanism. The transmitted signal of any real user is the 
superposition of its virtual users’ signals. At the receive side, SIC is used for all virtual users 
decoding to achieve every point in the capacity region and maximum equal rate point. The 
advantage of this scheme is that only 2𝐾𝐾 − 1 of independent point-to-point encoding/decoding 
processes are required rather than their multiuser counterparts.  For the 2-user system, user 1 
creates two virtual users (1a and 1b) by splitting its power 𝑃𝑃1 to 𝛼𝛼 and 𝑃𝑃1 − 𝛼𝛼 while user 2 does 
not split his power [78]. Hence the rates are given for decoding order of (1a, 2, and then 1b) as  
𝑅𝑅1𝑎𝑎 = 𝑊𝑊 log2 �1 + 𝛼𝛼𝑃𝑃1 − 𝛼𝛼 + 𝑃𝑃2 + 𝑊𝑊𝑁𝑁0� 
(2.33) 𝑅𝑅2 = 𝑊𝑊 log2 �1 + 𝑃𝑃2𝑃𝑃1 − 𝛼𝛼 + 𝑊𝑊𝑁𝑁0� 
𝑅𝑅1𝑏𝑏 = 𝑊𝑊 log2 �1 + 𝑃𝑃1 − 𝛼𝛼𝑊𝑊𝑁𝑁0 � 
Then, 𝑅𝑅1 = 𝑅𝑅1𝑎𝑎 + 𝑅𝑅1𝑏𝑏   and 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 𝑅𝑅1 + 𝑅𝑅2. By varying 𝛼𝛼, any point in the dominant face of 
capacity region can be achieved. 
2.5.4 Results 
In this section, we simulate the 2-user capacity region for the multiple access techniques 
presented in previous section and the results are illustrated in Fig. 2.13 [82]. It is assumed that, 
𝑃𝑃1 = 𝑃𝑃2 = 𝑁𝑁0 = 1 (i.e. SNR = 0 dB for both users). The benchmark results include the 
following : 
• TDMA (2.25): Users are sharing the maximum 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1  according to the allocated 
transmission time. 
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• FDMA (2.26): It performs better than TDMA and can achieve the maximum capacity (𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1.585)  at one point (𝑅𝑅1 = 𝑅𝑅2 = 0.7925) when 𝛼𝛼 = 𝑃𝑃1/(𝑃𝑃1 + 𝑃𝑃2. Hence, the 
allocated fraction of bandwidth 𝛼𝛼 to each user is proportional to its received power. 
• Conventional CDMA (2.27): Using single user detection at the receive side, it is 
represented by the region bounded by 𝑂𝑂 𝐵𝐵2 𝐴𝐴 𝐶𝐶2 𝑂𝑂 and the maximum equal rate point that 
can be achieved is (𝑅𝑅1 = 𝑅𝑅2 = 0.585) with 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1.17. The capacity provided by this 
technique is low compared with the others except for a small portion of TDMA scheme.  
• CDMA with SIC (2.28): Using SIC, the maximum capacity (𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1.585) is achieved 
where user 2 can transmit in full rate ( 𝑅𝑅2 = 1)  when user 1 detected first (point “C1”) 
while user 1 can transmit in full rate ( 𝑅𝑅1 = 1)  when user 2 detected first (point “B1”). 
Although using of SIC provides high capacity, it is not preferable in practice due to the 
error propagation problem [24]. 
• S-C with SIC (2.28): Maximum capacity at point “C1” is achieved if user1 detected first 
and point “B1” is achieved if user2 detected first. The line 𝐶𝐶 𝐶𝐶1 is achieved if user 1 
detected first and its signal power  𝑃𝑃1 reduced while 𝐵𝐵 𝐵𝐵1 is when user 2 detected first and 
its power 𝑃𝑃2 reduced.  The rate point (𝑅𝑅1 = 1.0,  𝑅𝑅2 = 0.3) is achieved when a practical 
moderate block-size LDPC codes are employed [71-73, 79]. If time sharing or joint 
encoding is incorporated, the dominant face line 𝐵𝐵1 𝐶𝐶1  of the capacity region is achieved 
with 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1.585.  
• RSMA (2.33): This scheme can achieve the dominant face line 𝐵𝐵1 𝐶𝐶1  of the capacity 
region with 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1.585 including the equal rate point(𝑅𝑅1 = 𝑅𝑅2 = 0.7925)  as FDMA. 
By employing S-C and SIC, the complexity of RSMA for target capacity performance is 
lower than other schemes where joint detection is used. 
• CCMA (2.32): In our best of knowledge, the highest achievable rate points are given in 
[60] as (𝑅𝑅1 = 0.597,  𝑅𝑅2 = 0.72) and (𝑅𝑅1 = 0.72,  𝑅𝑅2 = 0.597). In [61], it is shown that 
feedback form receive side to one user enables equal rate point (𝑅𝑅1 = 𝑅𝑅2 = 0.694)   to be 
achieved while (𝑅𝑅1 = 𝑅𝑅2 = 0.717)   if the two users are exploiting the feedback signal. 
With feedback to both users and user cooperation, a point (𝑅𝑅1 = 𝑅𝑅2 = 0.791) very close 
to the capacity region is achieved where 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1.582. 
• SDMA: When joint detection (2.30) is used at the receiver, this scheme provides a 
significant increase in the capacity. For 2-receive antennas, the achieved equal rate point is (𝑅𝑅1 = 𝑅𝑅2 = 1.161)  with 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 2.322. It is clear that adding one extra antenna will 
increase the sum rate capacity by 46.5% compared with maximum 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1.585 when 
single antenna is used. The receiver gets two replicas of transmitted signal which are 
combined coherently to boost up the capacity performance. If independent detection is 
employed with SDMA (2.31), the rate point (𝑅𝑅1 = 𝑅𝑅2 = 0.737) for 2-receive antennas 
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lies inside the capacity region while for 3-receive antennas, the rate point (𝑅𝑅1 = 𝑅𝑅2 =0.807) with 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 1.614 lies above the capacity region. This low performance 
compared with the joint detection is due to inherent problem of noise enhancement in 
independent receivers. However, it represents a tradeoff between complexity and system 
performance. 
Summary of some important capacity region results is given in Table 2.1. Among all other 
techniques, results show that SDMA can increase the channel capacity significantly and hence, 
it becomes the best competitive method to fulfil the requirement of high data rate applications. 
However, more attention should be made to shrink the gap between the simple independent 
detection and the complex joint detection methods. RSMA, S-C, SIC, and LDPC codes are 
another promising techniques which can be used with further improvement to increase the 
capacity with low complexity requirements. The benchmark results will provide the research 
community with a useful guide for further development of higher capacity multiuser systems. 
 
 
Figure 2.13:  Capacity region of different multiple access techniques for the 2-user uplink AWGN 
channel with normalized bandwidth (𝑊𝑊 = 1) and 𝑃𝑃1 = 𝑃𝑃2 = 𝑁𝑁0 = 1 (SNR = 0 dB for both users). 
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Table 2.1: Summary of some important capacity region results 
Multiple Access Technique 𝑅𝑅1 𝑅𝑅2 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚  
SDMA (2Rx and joint detection), (equal rate point) 1.161 1.161 2.322 
SDMA (2Rx and independent detection), (equal rate point) 0.737 0.737 1.474 
SDMA (3Rx and independent detection), (equal rate point) 0.807 0.807 1.614 
RSMA or FDMA or SC+SIC+[time sharing or joint encoding], 
(equal rate point) 
0.7925 0.7925 1.585 
CDMA+SIC or SC+SIC (user1detected first, point “C1”) 0.585 1.0 1.585 
CDMA+SIC or SC+SIC (user2 detected first, point “B1”) 1.0 0.585 1.585 
CCMA+ Feedback +User cooperation, (equal rate point) 0.791 0.791 1.582 
CCMA+ Feedback to two users, (equal rate point) 0.717 0.717 1.434 
CCMA+ Feedback to one users, (equal rate point) 0.694 0.694 1.388 
CCMA 0.720 0.597 1.317 
CCMA 0.597 0.720 1.317 
CDMA (independent detection, point “A”), (equal rate point) 0.585 0.585 1.170 
TDMA (point “B”) 1.0 0.0 1.0 
TDMA (point “C”) 0.0 1.0 1.0 
 
2.6 Multiple-Input Multiple-Output (MIMO) Communications 
In the previous sections, it is shown that exploiting the spatial dimension in mobile 
communications has the effects to maximize the capacity significantly. By exploiting the 
multipath signal propagation, digital communications using MIMO has emerged as 
breakthrough for wireless systems to provide higher data rate and spectral efficiency without 
consuming extra bandwidth and power [12, 17, 24]. MIMO signals are referred as multi-
dimensional signals where two or more data streams can be transmitted over the same channel 
simultaneously in contrast to conventional one–dimensional signals even if multiple antennas 
are used. Since the signals are transmitted through different channel paths, MIMO systems are 
capable to maintain reliable communications by exploiting both of transmit and receive 
diversity. MIMO systems have been well investigated in the point-to-point scenario (single 
user) where multiple antennas can be used to provide diversity and/or multiplexing gains [83-
98]. Moreover, multiple access gain can also provided in the multipoint-to-point (multiuser) 
scenario, where multiple receive antenna can be used to spatially separate the received signals 
originated from multiple users [18, 21, 99-106]. A brief review of the two aforementioned 
scenarios is given in the following sections. 
2.6.1 Single User MIMO (SU-MIMO) 
In SU-MIMO systems, gain in channel capacity and reliability can be achieved by the use 
of space-time codes combined with SM of data streams [83, 97, 98]. Here, multiple antennas at 
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transmit and receive sides provide extra DoF which can be exploited for signal detection to 
improve the system performance at the cost of hardware complexity [84]. General SU-MIMO 
system model of 𝑢𝑢 transmit and 𝑚𝑚 receive antennas over fading channel with AWGN is shown 
in Fig. 2.14 where the received signal r is given by 
 �
𝑟𝑟1
⋮
𝑟𝑟𝑚𝑚
� = �ℎ11 … ℎ𝑢𝑢1⋮ ⋱ ⋮
ℎ1𝑚𝑚 … ℎ𝑢𝑢𝑚𝑚 � �𝑣𝑣1⋮𝑣𝑣𝑢𝑢� + �𝑚𝑚1⋮𝑚𝑚𝑚𝑚� (2.34) 
or in a matrix notation form as 
 𝐫𝐫 = 𝐇𝐇𝐇𝐇 + 𝐧𝐧 (2.35) 
where 𝐫𝐫 ∈ 𝒞𝒞𝑚𝑚×1  is 𝑚𝑚 × 1 complex received signal vector which will be decoded to 𝑢𝑢 ×1 estimated data vector  ?̂?𝐛 = [𝑏𝑏�1 ⋯ 𝑏𝑏�𝑢𝑢 ]𝑇𝑇 , 𝐇𝐇 ∈ 𝒞𝒞𝑚𝑚×𝑢𝑢   is 𝑚𝑚 × 𝑢𝑢 complex channel matrix 
which assumed to be available at the receiver, 𝐇𝐇 ∈ 𝒞𝒞𝑢𝑢×1  is 𝑢𝑢 × 1 complex transmitted symbol 
vector and 𝐧𝐧 ∈ 𝒞𝒞𝑚𝑚×1  is 𝑚𝑚 × 1 vector of i.i.d complex AWGN with each element having 𝜎𝜎2 
variance. 
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Figure 2.14:  𝑢𝑢 × 𝑚𝑚 SU-MIMO communication system. 
 
 
The rank of MIMO channel is the algebraic rank of H which is the number of independent 
equations offered by the linear system (𝑟𝑟𝑎𝑎𝑚𝑚𝑘𝑘 ≤ min(𝑢𝑢,𝑚𝑚)). It is affected by the presence of 
LOS and rich scatters environment. In particular, the performance improvement in SU-MIMO 
systems is due to antenna array, diversity, and SM gains [84, 85]. 
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Antenna array gain can be achieved and results in high increase of average SNR through 
the processing at transmit and receive ends due to coherent combining [84]. It depends on the 
number of antennas and channel state information (CSI) at both sides of the system [85]. CSI at 
the receiver (CSIR) can be calculated using different estimation methods such as training 
sequences whereas CSI at the transmitter (CSIT) is rather difficult to maintain. Both of CSIT 
and CSIR are useful to reduce the cochannel interference effects arise due to frequency reuse. 
Diversity gain of order 𝑢𝑢𝑚𝑚 can be achieved if all channel paths are uncorrelated 
(independently fade) and the channel knowledge is available at both transmission sides. Spatial 
diversity can be extracted by the use of well designed space-time coding [40] in the absence of 
CSIT. 
SM gain in MIMO systems is the increase of overall data rate which can be achieved by 
simultaneous transmission of independent data signals from u-transmit antennas without 
additional increase in power or bandwidth [24, 84-86]. 
2.6.1.1 Spatial Multiplexing (SM) 
SM often referred in literature as Vertical-Bell Labs Layered Space-Time (V-BLAST) is 
the technique that exploits spatial dimension to increase the capacity rather than diversity in 
MIMO channels [87, 88]. It offers a linear increase in capacity of ℕ = min(𝑢𝑢,𝑚𝑚) antennas 
under uncorrelated channel condition by transmitting independent data streams simultaneously 
using the available power and bandwidth as in Fig. 2.15.   
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Figure 2.15: Spatial multiplexing in 2 × 2 SU-MIMO communication system. 
 
An uncorrelated fading channel which relies on the presence of rich multipath and NLOS 
provide a natural unique signature to each input data stream “virtual user”. However, the 
orthogonality among the transmitted streams totally depends on the fading correlation. Hence, 
the receiver can separate then decode and merge bit streams to the original transmitted data if 
the channel matrix H has independent rows (full rank).  
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2.6.1.2 Capacity of SU-MIMO 
Through the principles of SM and diversity, MIMO can offer higher capacity and QoS [24, 
89-91, 99]. Capacity for memoryless SISO systems in bit/s/Hz can be given [1, 63- 65] as 
 𝐶𝐶𝑆𝑆𝐼𝐼𝑆𝑆𝑂𝑂 = log2(1 + Γ|ℎ|2)  (2.36) 
where Γ is SNR at the receive antenna and ℎ is constant complex fading channel. 
In case of SIMO (receive diversity) this capacity improves logarithmically with respect to 
𝑚𝑚 receive antennas as 
 𝐶𝐶𝑆𝑆𝐼𝐼𝑀𝑀𝑂𝑂 = log2 �1 + Γ�|ℎ𝑚𝑚|2𝑚𝑚
𝑚𝑚=1 � (2.37) 
where ℎ𝑚𝑚  is constant complex fading channel for 𝑚𝑚𝑡𝑡ℎ  antenna.  
For same transmission power and without array gain, the capacity using MISO (transmit 
diversity) without CSIT becomes 
 𝐶𝐶𝑀𝑀𝐼𝐼𝑆𝑆𝑂𝑂 = log2 �1 + Γ𝑢𝑢�|ℎ𝑚𝑚|2𝑢𝑢
𝑚𝑚=1 �   (2.38) 
Using both transmit and receive diversity in MIMO with constant channel, the capacity in a 
simple form can be calculated for equal power distribution among u antennas without CSIT as 
 𝐶𝐶𝑀𝑀𝐼𝐼𝑀𝑀𝑂𝑂 = log2 �𝐈𝐈𝑚𝑚 + Γ𝑢𝑢 𝐇𝐇𝐇𝐇H� = log2�𝐈𝐈𝑚𝑚 + 𝐇𝐇𝐐𝐐𝐇𝐇H� = � log2 �1 + Γ𝑢𝑢 𝜀𝜀𝑚𝑚�ℕ
𝑚𝑚=1   (2.39) 
where 𝐐𝐐 = (Γ 𝑢𝑢⁄ )𝐈𝐈𝑢𝑢  denote the covariance matrix of signal vector 𝐇𝐇 under power constrain of [tr(𝐐𝐐) ≤ Γ], ℕ = min(𝑢𝑢,𝑚𝑚) is number of DoF in the channel and 𝜀𝜀𝑚𝑚 ;  𝑚𝑚 = 1, … ,ℕ is nonzero 
eigenvalues of Wishart matrix 𝐖𝐖 defined as  𝐖𝐖 = 𝐇𝐇𝐇𝐇H  ;  𝑚𝑚 ≤ 𝑢𝑢 and  𝐖𝐖 = 𝐇𝐇H𝐇𝐇 ;  𝑚𝑚 > 𝑢𝑢. 
The capacity 𝐶𝐶𝑀𝑀𝐼𝐼𝑀𝑀𝑂𝑂  grows linearly with ℕ  rather than logarithmically as in 𝐶𝐶𝑆𝑆𝐼𝐼𝑀𝑀𝑂𝑂  
and 𝐶𝐶𝑀𝑀𝐼𝐼𝑆𝑆𝑂𝑂 . However, this linear increase in capacity is subject to many assumptions such as 
“quasi-static” flat Rayleigh fading channel (channel varies randomly from frame to frame of 
data) and correlation free. When the CSI is available at both transmission sides, the optimal 
capacity for any channel using waterfilling solution (maximizing the capacity over 𝐐𝐐 subject to tr(𝐐𝐐) ≤ Γ) [85] is given in bit/s/Hz as 
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 𝐶𝐶𝑀𝑀𝐼𝐼𝑀𝑀𝑂𝑂
𝑤𝑤𝑓𝑓 = � log2(𝜇𝜇𝜀𝜀𝑚𝑚)+ℕ
𝑚𝑚=1    (2.40) 
where the plus sign denotes taking positive terms only and 𝜇𝜇 is chosen to satisfy the condition 
of  Γ = ∑ (𝜇𝜇 − 𝜀𝜀𝑚𝑚−1)+ℕ𝑚𝑚=1 .  
Increasing LOS strength at fixed SNR in Rician channels has the effects of capacity 
reduction to SISO case due to low channel matrix rank. However, this can happen even if we 
have rich scatter ring around transmit and receive due to the “pipe” effect as in Fig.2.16 [85].   
 
 
Figure 2.16: Small scatter rings compared to the distance between transmitter and receiver causing low 
rank channel matrix [85]. 
 
2.6.1.3 Capacity-Diversity Tradeoff 
Rate and diversity maximizations are the main transmission schemes over SU-MIMO 
channels. Maximal diversity gain  (𝐿𝐿 = 𝑢𝑢𝑚𝑚) , is the total number of independent channels 
between antenna pairs attained when multiplexing gain approaches zero. On the other hand, 
maximal multiplexing gain ℕ = min(𝑢𝑢,𝑚𝑚) which represents the total number of DoF in the 
system can be achieved when diversity gain approaches zero [21]. However, space-time coding 
(STC) such as space-time trellis code (STTC) and space-time block code (STBC) are joint 
coding schemes used to provide transmit diversity and coding gains without any loss in 
bandwidth efficiency [84, 85]. STTC offers overall diversity 𝐿𝐿 ≤ 𝑢𝑢𝑚𝑚 at the cost of complex 
multidimensional Viterbi algorithm at the receiver. Similarly, STBC provides same order of 
diversity [40] for same number of 𝑢𝑢 antennas but the provided coding gain is minimal or zero. 
The popularity of STBC over STTC is due to low decoding complexity by using maximum 
likelihood (ML), zero forcing (ZF), or minimum mean square error (MMSE) techniques [85, 
92-94]. Moreover, SM such as V-BLAST can be classified as special class of STBC where 
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streams of independent data are transmitted over different antennas to maximize the data rate 
over MIMO channel. Here, signal detection can be done by several methods such as ZF, 
MMSE, SIC and ML decoding by taking the problem of multiple stream interference into 
account [84]. The use of those detection methods can provide diversity of 𝐿𝐿 ≤ 𝑚𝑚 subject to 
tradeoff between system complexity and achieved performance. In conclusion, SM offers 
capacity gain with limited diversity which is not the best choice of transmission for target BER 
while STC can provide coding and diversity gains which improve the performance. This 
improvement in the later can be used indirectly to increase the capacity by using higher 
modulation levels. Moreover, SM and STBC can be combined together in a MIMO system to 
maximize the average data rate with guarantee of minimum diversity. 
2.6.1.4 Practical Considerations 
In wireless communication systems, MIMO schemes still have many implementation 
difficulties [2, 5]. The gain of MIMO systems are well known to be sensitive to channel 
conditions. Therefore, urban sites are suitable for this case since it provide natural uncorrelated 
fading channels [84, 85, 95]. However, it comes at cost of receiver complexity in both BS and 
handsets which affects the wide commercialization of MIMO systems. Channel estimation, 
correlation amongst antenna elements and high Doppler frequency 𝑓𝑓𝑑𝑑  are other issues which 
degrade the system performance. Receiver complexity comes from the side of channel model 
and estimation where full matrix needs to be estimated instead of single coefficient, detection 
methods, extra RF and hardware circuits, antenna selection algorithms, feedback of CSI to the 
user transmitter, dual mode of operation to support none MIMO systems and not last, additional 
processing for equalization or interference cancellation. It is shown that the complexity of 4 × 4 
MIMO is about twice single antenna receiver and more battery life is needed [85]. Design of 
antenna elements at both communication ends is another important issue where the spacing is a 
key parameter to avoid fading correlation [95, 96]. At the base station 10𝜆𝜆𝑐𝑐  spacing (1.5m at 
2GHz) is enough while 0.5𝜆𝜆𝑐𝑐  at the mobile handset (7.5cm at 2GHz) is a problematic. 
However, for laptops up to four antenna (maximum number of antenna is envisaged to be four 
[96]) can be fixed easily. 
2.6.2 Multiuser MIMO (MU-MIMO) 
By exploiting the spatial dimension in rich fading environment, MU-MIMO technique 
enables simultaneous communication of multiple users without subdivision in limited resources 
of time, frequency, and codes [17-19]. It can be considered as and extended version of SU-
MIMO for the MAC to increase the spectral efficiency considerably [2-5, 17]. Practically, MU-
MIMO with appropriate complexity and performance tradeoff can be implemented by 
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exploiting the DoF provided by spatial separation of multiple users. However, for the downlink 
channel there are important needs for precoding techniques, user scheduling and power 
allocation algorithms. In Fig. 2.17, an example of MU-MIMO system is shown where from all 
𝑈𝑈 users, there is a set of 𝐾𝐾 active users each equipped with 𝑢𝑢𝑘𝑘  antennas communicating with 𝑚𝑚 
antennas at BS. 
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Figure 2.17: MU-MIMO system of one BS having 𝑚𝑚 antennas and 𝑈𝑈 users each has 𝑢𝑢𝑘𝑘  antennas and only 
𝐾𝐾 active users out from 𝑈𝑈 are communicating simultaneously. 
 
 
MU-MIMO has many advantages over SU-MIMO such as [12, 18, 21, 99, 103-106]: 
a) Multiple users can be served simultaneously in SDMA fashion by using 
appropriate precoding technique at the BS. 
b) Capacity gain of MAC proportional to the number of BS antennas (𝑚𝑚). Hence, 
the sum rate for 𝐾𝐾 active users will be 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = 𝑅𝑅1 + 𝑅𝑅2 + ⋯+ 𝑅𝑅𝐾𝐾. 
c) Multiuser diversity gain by using proper scheduler to select the best subset of 𝐾𝐾 
active users to achieve the highest sum rate. 
d) More immune to channel rank loss, appearance of LOS or antenna correlation due 
to the natural spatial separation between users. 
e) Theoretically, a total number of 𝑚𝑚2 users each equipped with a single antenna are 
capable to simultaneously communicate with the BS although simulation results 
shows numbers between 𝑚𝑚 and 𝑚𝑚2 [18]. 
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f) SM gain can be achieved for different data streams from different active users 
without need for multiple antennas at the terminals. 
g) Users’ terminals equipped with more than one antenna can get more diversity 
and/or multiplexing gains at cost of reducing the number of served users. 
On the other side, MU-MIMO systems have many disadvantages compared with SU-
MIMO which can be summarized as [6, 12, 17, 18, 23, 84, 89, 104, 108]: 
a) CSIT is very important for the downlink precoding techniques to achieve user 
multiplexing gain while it is not essential in the SU-MIMO. 
b) Feedback of CSIT reduces the uplink capacity as in wideband systems and high 
mobility systems. 
c) Complex scheduling procedure to select a set of users that will by served 
simultaneously (exponential relation to the number of served users). 
d) Unequal channel conditions among users excite the issues of fairness. 
e) Multiple power constraints instead of single. 
f) Essential cross-layer design such as power control, user scheduling, antenna 
combining, and admission control. 
In the literature [17, 24, 101, 102, 107, 108], many precoding techniques have been 
investigated including linear techniques such as MMSE and ZF or non-linear techniques such as 
dirty paper coding (DPC) or vector perturbation (VP). In addition, many feedback methods are 
proposed, including dimension reduction, vector quantization, opportunistic SDMA, adaptive 
feedback, and statistical feed back. Depends upon to precoding and feedback strategies, many 
scheduling techniques are presented such as max-rate selection, round-robin selection, greedy 
user selection, and random user selection. 
2.6.2.1 Uplink Channel Model 
Consider a cellular wireless system of one cell having BS equipped with 𝑚𝑚 antennas and 𝐾𝐾 
active users out of 𝑈𝑈, each of them equipped with 𝑢𝑢𝑘𝑘  antennas as in Fig. 2.17. The received 
signal vector 𝐫𝐫 ∈ 𝒞𝒞𝑚𝑚×1 at BS can be written as [17, 18, 99] 
 𝐫𝐫 = �𝐇𝐇𝑘𝑘𝐇𝐇𝑘𝑘 + 𝐧𝐧𝐾𝐾
𝑘𝑘=1  (2.41) 
where 𝐇𝐇𝑘𝑘 ∈ 𝒞𝒞𝑢𝑢𝑘𝑘×1 is transmitted signal vector of 𝑘𝑘𝑡𝑡ℎ  user. 𝐇𝐇𝑘𝑘 ∈ 𝒞𝒞𝑚𝑚×𝑢𝑢𝑘𝑘   is complex Rayleigh 
flat fading channel matrix of the 𝑘𝑘𝑡𝑡ℎ  user and assumed to be available at both link sides, and 
𝐧𝐧 ∈ 𝒞𝒞𝑚𝑚×1 is vector of i.i.d complex AWGN with each element having variance of 𝜎𝜎𝑚𝑚2. Each 
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user is subject to an individual power constraint of 𝑃𝑃𝑘𝑘  which implies tr(𝐐𝐐𝑘𝑘) ≤ 𝑃𝑃𝑘𝑘  ;𝑘𝑘 = 1, … ,𝐾𝐾  
where the transmit covariance matrix of 𝑘𝑘𝑡𝑡ℎ  user is defined to be 𝐐𝐐𝑘𝑘 ≜ E�𝐇𝐇𝑘𝑘𝐇𝐇𝑘𝑘H�. 
 Capacity of MU-MIMO MAC under constant channel conditions and any set of users’ 
power can be written as [99] 
 𝐶𝐶𝑀𝑀𝐴𝐴𝐶𝐶
𝑐𝑐𝑜𝑜𝑚𝑚𝑠𝑠𝑡𝑡 ≜ � �(𝑅𝑅1, … ,𝑅𝑅𝐾𝐾): �𝑅𝑅𝑘𝑘 ≤ log2 �𝐈𝐈𝑚𝑚 + �𝐇𝐇𝑘𝑘𝐐𝐐𝑘𝑘𝐇𝐇𝑘𝑘H𝐾𝐾
𝑘𝑘=1 �
𝐾𝐾
𝑘𝑘=1 � 𝐐𝐐𝑘𝑘≥0tr(𝐐𝐐𝑘𝑘)≤𝑃𝑃𝑘𝑘  
 (2.42) 
For example, in a simplified case of two user system each equipped with one antenna (𝑢𝑢𝑘𝑘 =1;  𝑘𝑘 = 1, 2), the capacity region is equal to 𝑅𝑅1 + 𝑅𝑅2 ≤ log2�𝐈𝐈𝑚𝑚 + 𝐇𝐇1𝑃𝑃1𝐇𝐇1H + 𝐇𝐇2𝑃𝑃2𝐇𝐇2H�  as 
shown in Fig. 2.18. Here, the covariance matrices 𝐐𝐐1 and 𝐐𝐐2 are reduced to scalar maximum 
transmitted powers  𝑃𝑃1 and 𝑃𝑃2 and the corner point “B1” and “C1” can be achieved by 
successive decoding. 
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Figure 2.18: Capacity region of two users MIMO MAC communication system where each user has 
single antenna( 𝑢𝑢𝑘𝑘 = 1). 
 
For slow fading channel conditions and with the availability of CSI at the transmitters and 
receiver, the capacity region is found by the time average of capacity at each fading channel 
instant with constant covariance matrix for each user and given as [99] 
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 𝐶𝐶𝑀𝑀𝐴𝐴𝐶𝐶
𝑓𝑓𝑎𝑎𝑑𝑑 ≜ � �(𝑅𝑅1, … ,𝑅𝑅𝐾𝐾): �𝑅𝑅𝑘𝑘 ≤ E �log2 �𝐈𝐈𝑚𝑚 + �𝐇𝐇𝑘𝑘𝐐𝐐𝑘𝑘𝐇𝐇𝑘𝑘H𝐾𝐾
𝑘𝑘=1 ��
𝐾𝐾
𝑘𝑘=1 � 𝐐𝐐𝑘𝑘≥0tr(𝐐𝐐𝑘𝑘)≤𝑃𝑃𝑘𝑘  
 (2.43) 
The sum capacity of MU-MIMO is found to grow linearly with min�∑ 𝑢𝑢𝐾𝐾𝐾𝐾𝑘𝑘=1 , 𝑚𝑚�. Thus, 
increase of receive antennas 𝑚𝑚 will lead to linear growth in capacity while maintaining low cost 
for users’ mobiles.  
2.6.2.2 Downlink Channel Model 
In the BC of MU-MIMO system, the received signal vector  𝐫𝐫𝑘𝑘 ∈ 𝒞𝒞𝑢𝑢𝑘𝑘×1 at the receiver of 
𝑘𝑘𝑡𝑡ℎ  user can be written as [17, 99] 
 𝐫𝐫𝑘𝑘 = 𝐇𝐇𝑘𝑘T𝐇𝐇 + 𝐧𝐧𝑘𝑘   ;   𝑘𝑘 = 1, … ,𝐾𝐾 (2.44) 
where 𝐇𝐇 ∈ 𝒞𝒞𝑚𝑚×1 is transmitted signal vector from BS. 𝐇𝐇𝑘𝑘 ∈ 𝒞𝒞𝑚𝑚×𝑢𝑢𝑘𝑘   is complex Rayleigh flat 
fading channel matrix of 𝑘𝑘𝑡𝑡ℎ  user and assumed to be available at both link ends, and 𝐧𝐧 ∈ 𝒞𝒞𝑢𝑢𝑘𝑘×1 
is vector of i.i.d complex AWGN at the receiver of 𝑘𝑘𝑡𝑡ℎ  user with each element having variance 
of 𝜎𝜎𝑚𝑚2. The transmitted signal 𝐇𝐇 = ∑ 𝐇𝐇𝑘𝑘𝐾𝐾𝑘𝑘=1  is the superposition of modulated users’ 
messages  𝐇𝐇𝑘𝑘  ;𝑘𝑘 = 1, … ,𝐾𝐾. For power constraint of P, the power allocation needs to maintain 
the condition of  ∑ 𝑃𝑃𝑘𝑘𝐾𝐾𝑘𝑘=1 ≤ 𝑃𝑃 which can be written as tr(𝐐𝐐) ≤ 𝑃𝑃 where 𝐐𝐐 ≜ E[𝐇𝐇𝐇𝐇H] is the 
transmit covariance matrix. Each user will be subject to power constraint of 𝑃𝑃𝑘𝑘  from BS which 
implies tr(𝐐𝐐𝑘𝑘) = 𝑃𝑃𝑘𝑘  ;𝑘𝑘 = 1, … ,𝐾𝐾  where the transmit covariance matrix of 𝑘𝑘𝑡𝑡ℎ  user is  𝐐𝐐𝑘𝑘 ≜ E�𝐇𝐇𝑘𝑘𝐇𝐇𝑘𝑘H�. 
The capacity region for a given realization of BC channel matrix can be optimized over 
each possible ordering of users’ power and written as [100]  
 𝐶𝐶𝐵𝐵𝐶𝐶 ≜ � �(𝑅𝑅1, … ,𝑅𝑅𝐾𝐾);   𝑅𝑅𝑘𝑘 ≤ log2 �𝐈𝐈𝑢𝑢𝑘𝑘 + 𝐇𝐇𝑘𝑘H�∑ 𝐐𝐐𝑗𝑗𝑗𝑗≥𝑘𝑘 �𝐇𝐇𝑘𝑘��𝐈𝐈𝑢𝑢𝑘𝑘 + 𝐇𝐇𝑘𝑘H�∑ 𝐐𝐐𝑗𝑗𝑗𝑗>𝑘𝑘 �𝐇𝐇𝑘𝑘�  �∑ 𝑃𝑃𝑘𝑘𝐾𝐾𝑘𝑘=1 ≤P  (2.45) 
In fact, it is difficult to calculate this capacity region. However, by using the duality between 
MAC and BC this problem will be simplified. Thus, BC capacity region can be found through 
the union of all MAC regions assuming that all uplink power allocations satisfies the sum power 
constraint of  ∑ 𝑃𝑃𝑘𝑘𝐾𝐾𝑘𝑘=1 ≤ 𝑃𝑃. 
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2.6.2.3 Precoding Techniques 
Precoding techniques are an important issue in the DL of MU-MIMO to achieve higher 
sum rate based on a good knowledge of CSIT (i.e. BS). It is classified into two categories, linear 
and nonlinear [17, 24, 101, 102]. 
A. Linear Precoding 
This type of precoding can be seen as a generalization of the conventional SDMA, where 
different precoding matrices 𝐖𝐖𝑘𝑘  ;𝑘𝑘 = 1, … ,𝐾𝐾 are assigned to 𝐾𝐾 active users at the BS 
transmitter. Based on CSIT, precoders are designed jointly in different methods such as ZF and 
MMSE to maximize the performance metrics such as sum rate, BER and signal to interference-
plus-noise ratio (SINR) for each data stream. For 𝐾𝐾 selected users by the scheduler from 𝑈𝑈, the 
transmitted signal for each user  𝐬𝐬𝑘𝑘  ;𝑘𝑘 = 1, … ,𝐾𝐾 is pre-multiplied by ZF or MMSE inverse of 
the multiuser channel matrix. Hence, the received signal vector at 𝑘𝑘𝑡𝑡ℎ  user mobile is given by 
 𝐫𝐫𝑘𝑘 = 𝐇𝐇𝑘𝑘T𝐖𝐖𝑘𝑘𝐬𝐬𝑘𝑘 + 𝐇𝐇𝑘𝑘T �𝐖𝐖𝑚𝑚𝐬𝐬𝑚𝑚𝐾𝐾
𝑚𝑚=1
𝑚𝑚≠𝑘𝑘
+ 𝐧𝐧𝑘𝑘     ;    𝑘𝑘 = 1, … ,𝐾𝐾 (2.46) 
where the second term represents the multiuser interference and when the 𝐾𝐾 users are not 
sufficiently separated, this leads to rate loss due to inefficient use of transmit power. Another 
disadvantage here is the performance degradation when multiple receive antennas or streams are 
extended. To solve this problem, a generalized ZF beamforming (ZFBF) are used when  ∑ 𝑢𝑢𝑘𝑘𝐾𝐾𝑘𝑘=1 = 𝑚𝑚  with equal number of antennas and data streams of all users. Suitable 𝐖𝐖𝑘𝑘  is used 
in this method to pre-cancel the interference �𝐇𝐇𝑚𝑚T𝐖𝐖𝑘𝑘 = 0  ;  ∀𝑚𝑚 ≠ 𝑘𝑘�. Thus, received signal at 
user 𝑘𝑘 will be  𝐫𝐫𝑘𝑘 = 𝐇𝐇𝑘𝑘T𝐖𝐖𝑘𝑘𝐬𝐬𝑘𝑘 + 𝐧𝐧𝑘𝑘  at cost of extra signal processing due to need of feedback at 
the receiver side and iterative solutions at the transmitter (BS) [101, 102].  
B. Nonlinear Precoding 
Nonlinear precoding involves extra signal processing compared with the linear version for 
higher performance improvement in case of small number of active users 𝑈𝑈 (leak in user 
diversity) [17, 24]. The main methods used for nonlinear precoding are based on VP, spatial 
extension of Tomlinson-Harashima precoding (THP) and the optimal DPC. For example, 
transmit power enhancement incurred by ZF method are avoided by the use of VP where 
solving of minimum distance problem are involved for modulo operation at the transmitter. For 
single antenna receiver and composite multiuser channel matrix  𝐇𝐇 ∈ 𝒞𝒞𝑚𝑚×𝐾𝐾, the idea is to 
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minimize the transmit power 𝑃𝑃 by searching for a perturbation vector 𝒑𝒑 from an extended 
constellation as  
 𝒑𝒑 = arg � min
𝒑𝒑′ ∈𝑀𝑀𝒞𝒞ℤ𝐾𝐾
‖𝐆𝐆(𝐬𝐬 + 𝒑𝒑′)‖2� (2.47) 
where 𝐆𝐆 represents a transmit channel matrix satisfying tr�𝐠𝐠H𝐠𝐠� ≤ 𝑃𝑃 by using for example ZF 
or MMSE precoders, 𝐬𝐬 is modulated transmit signal vector, 𝑀𝑀 is the original constellation size 
and 𝒞𝒞ℤ𝐾𝐾 is the 𝐾𝐾-dimensional complex lattice.   
2.6.2.4 Scheduling Techniques 
To maximize the throughput of MU-MIMO systems, the best subset of  𝐾𝐾 active users 
from  𝑈𝑈 should be selected with least computational complexity [17 and references therein], 
[107], [108]. Many optimal and suboptimal algorithms are proposed to exploit the natural 
multiuser diversity in MU-MIMO such as max-rate selection, round-robin selection, greedy user 
selection, and random user selection. The optimal maximum rate method requires search of 
𝒪𝒪(𝑈𝑈𝐾𝐾) possible user sets which is prohibited due to the computational complexity. Therefore, 
suboptimal technique by using greedy user selection is used by choosing the first user with the 
highest channel capacity followed by searching for the next user that enables maximum rate and 
so on till 𝐾𝐾𝑡𝑡ℎuser. The complexity of this method is of 𝒪𝒪(𝑈𝑈 × 𝐾𝐾) which is much less than the 
max-rate technique. However, both of them are suffering from the fairness issue among users. 
One of the methods used to solve this problem is the random user selection which has a 
drawback of wasting capacity. 
2.6.2.5 Multiuser Detection (MUD) Techniques 
The most popular MUD techniques for MU-MIMO can be classified into linear and 
nonlinear schemes where the attainable performance and complexity are mainly depends on the 
problem formulation and their objective or the cost function. 
Linear MUD techniques such as ZF and MMSE provides limited performance at low 
detection complexity due to the employment of linear front-ends 𝐆𝐆 as in Fig. 2.19 to separate 
data streams firstly followed by individual decoding. On the other hand, nonlinear MUD 
methods such as ML can achieve optimal performance at cost of high computational complexity 
increased exponentially with the number of simultaneous 𝐾𝐾 active users. Due to complexity 
issue, practical implementation of ML in overloaded system scenarios is prohibitive leading to 
search for suboptimal nonlinear MUD techniques [12, 24, 50, 52, 84]. 
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In the literature, many of suboptimal MUD methods have been proposed such as SIC [24, 
50], parallel interference cancellation (PIC) [52, 84], sphere decoding (SD) family [109-112],  
and MUD based minimum bit error rate (MBER) algorithms [113-115] as well as genetic 
algorithms (GA) [12, 113]. Practically, the rank-deficient scenario (overloaded systems 
when 𝐾𝐾 > 𝑚𝑚) have attracts the main concerns of MUD developments where channel matrix H 
becomes noninvertible reducing the DoF required for signal detection. A brief review of some 
MUD techniques is given below assuming simultaneous communication of 𝐾𝐾 active users each 
equipped with one antenna in flat Rayleigh fading channel. 
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Figure 2.19: Linear receiver for MU-MIMO system of one BS having 𝑚𝑚 antennas and 𝐾𝐾 active users 
where each user has equipped with one antenna. 
 
A. ZF Receiver 
The linear ZF receiver (also known as the decorrelator or interference nulling receiver) 
[24, 84, 116, 117] has a front-end 𝐆𝐆𝑧𝑧𝑓𝑓 = 𝐇𝐇†  where 𝐇𝐇† = �𝐇𝐇H𝐇𝐇�−1𝐇𝐇H   denotes the Moore-
Penrose inverse of the channel matrix 𝐇𝐇 = [𝐡𝐡1 ⋯ 𝐡𝐡𝑘𝑘 … 𝐡𝐡𝐾𝐾] ;𝑘𝑘 = 1, … ,𝐾𝐾. The front-end 
𝐆𝐆𝑧𝑧𝑓𝑓  are constructed from bank of 𝐾𝐾 decorrelators, one decorrelator for each user data stream. 
Thus, it decouples the matrix channel into parallel scalar channels where 𝑘𝑘𝑡𝑡ℎ  decorrelator is the 
𝑘𝑘𝑡𝑡ℎ  column in 𝐆𝐆𝑧𝑧𝑓𝑓 . For special case when H is square and invertible then, 𝐇𝐇† = 𝐇𝐇−1 and ZF 
receiver is simply given by channel inversion. In general, the output of ZF receiver with perfect 
CSIR is given by 
 𝐇𝐇� = 𝐆𝐆𝑧𝑧𝑓𝑓 (𝐇𝐇𝐇𝐇+ 𝐧𝐧) =   𝐇𝐇 + 𝐇𝐇†𝐧𝐧  (2.48) 
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It is obvious that the joint decoding problem is converted to 𝐾𝐾 single stream decoding 
problem which significantly reduce the decoding complexity and eliminates the multiple user 
interference (MUI). However, this reduction in complexity comes at cost of noise enhancement 
(it can be reduced by using proper scheduling to avoid poor channels [116]) causing significant 
degradation in performance compared with ML receiver. Moreover, it should be noted that each 
user spatial signature 𝐡𝐡𝑘𝑘 = [ℎ11 … ℎ1𝑚𝑚 ]𝑇𝑇  ;𝑘𝑘 = 1, … ,𝐾𝐾 is not a linear combination of the others 
(orthogonal) for successful decoding. Hence, ZF requires  ∑ 𝑢𝑢𝑘𝑘𝐾𝐾𝑘𝑘=1 ≤ 𝑚𝑚  or 𝐾𝐾 ≤ 𝑚𝑚  in case of 
single antenna per user handset (𝑢𝑢𝑘𝑘 = 1 ; 𝑘𝑘 = 1, … ,𝐾𝐾). The achieved diversity in this case is of 
order 𝑚𝑚 −𝐾𝐾 + 1 for each user and the maximum achievable rate is 
 𝑅𝑅𝑧𝑧𝑓𝑓 = E � log2(1 + Γ𝑘𝑘‖𝐡𝐡𝑘𝑘‖2)𝐾𝐾
𝑘𝑘=1 �  (2.49) 
where Γ𝑘𝑘 = 𝑃𝑃𝑘𝑘 𝑁𝑁𝑜𝑜  ⁄ is SNR of 𝑘𝑘𝑡𝑡ℎ  user. 
B. MMSE Receiver 
The linear MMSE receiver has the functionality of maximizing the output SINR and 
minimizing the mean square error in estimating the transmitted signals for all range of SNR [24, 
50, 52, 118]. It works like the decorrelator for high SNR (MUI is greater than noise level) and 
like the match filter receiver (receive beamforming) for low SNR values (MUI is less than noise 
level). The front-end 𝐆𝐆𝑚𝑚𝑚𝑚𝑠𝑠𝑅𝑅   of this receiver is constructed from bank of 𝐾𝐾-MMSE receivers 
(one for each user data stream) and given by  
 𝐆𝐆𝑚𝑚𝑚𝑚𝑠𝑠𝑅𝑅 = �𝐇𝐇H𝐇𝐇 + 𝓙𝓙�−1𝐇𝐇H  (2.50) 
where 𝓙𝓙 is 𝐾𝐾 × 𝐾𝐾 diagonal matrix with entries of  𝒥𝒥𝑘𝑘𝑘𝑘 = 1 Γ𝑘𝑘  ⁄ , and Γ𝑘𝑘 = 𝑃𝑃𝑘𝑘 𝑁𝑁𝑜𝑜  ⁄ is SNR of  𝑘𝑘𝑡𝑡ℎ  user. At low SNR, the MMSE receiver approaches the match filter and outperforms ZF. For 
high SNR, the performance of MMSE and ZF are close together (𝐆𝐆𝑚𝑚𝑚𝑚𝑠𝑠𝑅𝑅 = 𝐆𝐆𝑧𝑧𝑓𝑓 ). The total 
throughput 𝑅𝑅𝑚𝑚𝑚𝑚𝑠𝑠𝑅𝑅    of  𝐾𝐾 active users each equipped with single antenna can be shown as 
 𝑅𝑅𝑚𝑚𝑚𝑚𝑠𝑠𝑅𝑅 = 𝐸𝐸 � log2�1 + 𝑃𝑃𝑘𝑘𝐡𝐡𝑘𝑘H𝚴𝚴𝑘𝑘−1𝐡𝐡𝑘𝑘�𝐾𝐾
𝑘𝑘=1 �  (2.51) 
where 𝚴𝚴𝑘𝑘  is invertible covariance matrix of the complex circular symmetric colored noise of 
𝑘𝑘𝑡𝑡ℎ   user. 
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C. ML Receiver 
The optimal nonlinear ML receiver performs signal decoding through exhaustive search for 
the most likely transmitted signals and hence, minimizing the error probability at the expense of 
high complexity [12, 50, 52]. For system of 𝐾𝐾 active users each equipped with single antenna 
and using 𝑀𝑀 alphabet size of constellation (modulation levels), total metric calculations of 
𝐷𝐷 = 𝑀𝑀𝐾𝐾  is needed. So, as 𝐾𝐾 increased, the complexity increases exponentially. ML receiver 
provides receive diversity of order 𝐿𝐿 = 𝑚𝑚 and the signal estimation is formed as 
 𝐇𝐇� = arg � min
𝐇𝐇𝑘𝑘∈𝑽𝑽; 𝑘𝑘=1,…,𝐷𝐷�𝐫𝐫 − 𝐇𝐇𝐇𝐇𝑘𝑘�2�  ;   𝐇𝐇𝑘𝑘 = �𝒗𝒗𝑘𝑘(1), … ,𝒗𝒗𝑘𝑘(𝑘𝑘), … ,𝒗𝒗𝑘𝑘(𝐾𝐾)�T  (2.52) 
where, 𝑽𝑽 = �𝐇𝐇1, 𝐇𝐇2, … , 𝐇𝐇𝑘𝑘 , … , 𝐇𝐇𝐷𝐷� is the set of all possible transmitted signals vectors and 𝐇𝐇𝑘𝑘  is 
the 𝑘𝑘𝑡𝑡ℎ   possible vector. 
D. SIC Receiver 
The SIC receiver is one of the nonlinear MUD methods which invoke an iterative signal 
processing method that combines signal detection and modulation. For MU-MIMO, SIC can be 
used with ZF or MMSE front-end (𝐆𝐆) to detect users’ signal where the arranged individual data 
streams according to their SINR are decoded successively [6, 12, 24, 50, 52, 84, 119]. This 
hybrid combination is usually referred to as V-BLAST receiver. As shown in Fig. 2.20, the first 
decorrelator or MMSE receiver is used to decode the individual data stream 𝑏𝑏�1 of highest SINR 
assuming all the others as interference. Next, the re-encoded data of this user will be subtracted 
from the received vector. The second data stream will be detected using the same procedure 
until the last user who has the lowest signal power and no interference to deal with also 
detected. Since the lowest power users’ data is detected last without interference from the 
others, it will achieve high diversity gain to mitigate the effects of channel fade. However, it has 
to be noted that SIC is very sensitive to error propagation due to power ordering of users’ 
signals and re-encoding of the estimated data in 𝐾𝐾 − 1 stages. Without error propagation (e.g. 
by using efficient coding), MU-MIMO channel will be converted to parallel SISO channels and 
the diversity order will be increased at each stage. 
This technique can be used for near-far scenarios with the absence of perfect power control 
to achieve diversity gain at each detection stage. However, it comes at cost of slightly high 
complexity due to extra computations and comparisons for SINR of the remaining users’ 
streams at each layer.  
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Figure 2.20: MUD using SIC with a bank of decorrelators or MMSE receivers (𝐺𝐺𝑘𝑘 ; 𝑘𝑘 = 1, … ,𝐾𝐾) for MU-
MIMO system of 𝐾𝐾 active users ordered such that user 1 has highest SINR and user 𝐾𝐾 has the lowest. 
 
E. SD Receiver 
One of the powerful receivers is the SD or its generalized form (GSD) in which the 
performance of ML can be approached with less complexity (polynomial in the number of 
individual data streams) by controlling the radius of the search sphere. Hence, efficient 
detection algorithm has to identify the lattice points that surrounded by the decoding sphere of a 
given relevant radius [109, 110]. However, complexity of GSD is increased (exponentially with 
difference of transmit and receive antennas) for rank-deficient channels where the total number 
of transmit antennas are greater than available receive antennas  ∑ 𝑢𝑢𝑘𝑘𝐾𝐾𝑘𝑘=1 > 𝑚𝑚. Recently, many 
researchers such as [111, 112 and references therein] have tried to develop fast and low 
complexity GSD for overloaded MIMO systems with close performance to ML decoding. For 
example, efficient MIMO soft decoder with the list-version of slab SD (SSD) is proposed by 
[111] and capable of generating reliable soft-bit estimates as inputs for iterative soft decoding 
for higher performance and affordable complexity. 
2.6.2.6 Capacity-Diversity Tradeoff 
In addition to diversity and multiplexing gains that can be achieved in SU-MIMO, multiple 
access gain can be achieved in MU-MIMO systems by serving multiple users simultaneously 
[21]. This can be done by exploiting BS antennas to spatially separate signals originated from 
different users. Therefore, maximal multiple access gain 𝑚𝑚 can be achieved by selecting the 
best set of 𝐾𝐾 = 𝑚𝑚 users with highest channel gains using scheduling algorithm. Here, multiuser 
diversity is attained as well since we have the ability to select the best set of users having 
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highest SNR at each channel realization to increase the sum rate or user rate while minimizing 
the transmit power. 
Multiplexing gain of the DL is limited by the number of BS antennas 𝑚𝑚. Hence, the BS 
can serve up to ∑ 𝑢𝑢𝑘𝑘𝐾𝐾𝑘𝑘=1 ≤ 𝑚𝑚 antennas at the users’ side. When the user terminals having 
∑ 𝑢𝑢𝑘𝑘
𝐾𝐾
𝑘𝑘=1 ≥ 𝑚𝑚 antennas with full user channel matrix rank, the BS may decide to either transmit 
multiplexed signal to one user or to multiuser achieving same multiplexing gain 𝑚𝑚 [17, 18].  
In the symmetric case where all users are equipped with same number of antennas  𝑢𝑢1 =
⋯𝑢𝑢𝐾𝐾, the multiplexing gain for all users in the UL channel are equal and represents the DoF per 
user {ℕ𝑘𝑘 = min(𝑢𝑢𝑘𝑘 ,𝑚𝑚 𝐾𝐾⁄ ) ,   𝑘𝑘 = 1, … ,𝐾𝐾}. In such a case, the total number of DoF for 
multiuser diversity is 𝑢𝑢 = ∑ 𝑢𝑢𝑘𝑘𝐾𝐾𝑘𝑘=1  and the overall multiplexing gain will be  min(𝑢𝑢,𝑚𝑚). 
2.6.2.7 Practical Considerations 
MU-MIMO schemes have not widely adopted in existing and future standards and more 
concentrated studies are needed to find out the system gain and tradeoffs [2-5, 8, 10, 13, 17, 23, 
101, 102]. The most challenging problems can be addressed as: 
a) Estimation of very fine CSI for moderate and high mobility systems still difficult with 
the available technologies. 
b) Existence of channel correlation due to poor scattering environment will have the 
effects to reduce the promised system gains. 
c) The lack of simple models for simulating correlated fading channels will lead to 
inaccurate capacity and BER performance evaluations.   
d) For CSIT feedback design metrics, measurement of SINR depends on the number of 
simultaneous served users and their assigned powers along with the user making the 
measurement. 
e) Opportunistic scheduling requires feedback of CSIT and signalling of the scheduling 
decision which introduce overhead and latency in the system. 
f) Increase of system complexity as the number of served users increases beyoned the 
number of BS antennas. 
g) Difficulties in design low cost mobile handset having multiantenna and complex 
MUD techniques.  
h) The impact of system loading and practical traffic models as in real time services or 
schemes depending on high user loads. 
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2.7 Conclusions 
In this chapter, a relevant technical background theory and literature review of the basic 
elements and concepts for the related work in this thesis has been presented. Simple review of 
fading channels that affects the performance of wireless systems and diversity methods are 
presented first. After that, it is explained that multiple access techniques represent one of the 
most challenging topics in the next generation wireless communications such as cellular 
systems. As a result, new multiple access methods requires efficient use of the limited available 
spectrum to meet the increasing demands of high data rate applications and admissible number 
of users per cell in different channel conditions. 
Extensive analysis on the capacity region of Gaussian MAC and simulation results of 
different 2-user multiple access techniques have been demonstrated. The benchmark results 
show that spatial dimension enables significant increase in the capacity. It represents the best 
competitive direction to meet the requirement of future mobile communications. Furthermore, 
S-C and SIC are examples of promising techniques which can be integrated with other multiple 
access methods for further improvement in the wireless systems such as increasing the capacity 
with low complexity requirements. 
By exploiting the spatial dimension and without consuming extra bandwidth and power 
resources, MIMO systems enables high capacity and reliability in rich scattering environments. 
For SU-MIMO, the fundamental concepts, technical details, SM technique, and information 
theoretic capacity are presented. In addition, capacity-diversity tradeoff and the main practical 
challenges are highlighted. For MU-MIMO systems, the basic concepts and technical details are 
discussed first followed by highlighting the main advantages and disadvantages compared with 
SU-MIMO schemes. Relevant review of precoding, scheduling, and MUD techniques utilized in 
MU-MIMO systems are presented. Furthermore, capacity-diversity tradeoff and the most 
challenging problems are addressed. 
Modeling of realistic fading channels with different correlation levels is very important for 
evaluating and developing wireless communication systems. In the next chapter, two novel and 
simple techniques for the accurate generation of correlated fading channels are proposed. 
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Chapter 3 
Correlated Channel Modeling and Simulations 
for Wireless Systems 
 
3.1 Introduction 
In the last decade, different multiantenna and multicarrier schemes are considered to meet 
high spectral efficiency demands for wireless communication services and potentially leading to 
Gigabits communications [2, 3, 5, 9, 11, 12, 84]. However, the typical assumption of 
uncorrelated fading channels due to simplicity and lack of simple methods for generating any 
number of fading channels with an arbitrary cross-correlation tends to exaggerate diversity, 
capacity, and multiplexing gains. Therefore, generation of realistic fading channels is crucial for 
evaluating the performance improvement of any communication system and important 
perquisite for design, deployment and integration of new techniques into real wireless 
applications [120, 121]. 
In this chapter, two simple techniques are proposed for accurate generation of equal and 
unequal power CRFC for multiantenna and multicarrier systems after analyzing the 
shortcomings of previous methods. Spatial and spectral correlation parameters such as Doppler 
frequency shift, propagation delay spread and subcarriers frequency separation are also 
considered for different transmission conditions. 
The first technique employs successive coloring of fading signals (i.e. making the fading 
signals correlated [135]) for all successive pairs using real correlation vector of desired signal 
envelopes rather than complex covariance matrix of the Gaussian samples as in conventional 
method. It enables simulation of any number of fading signals with any desired correlations of 
successive envelope pairs. Correlations of all other pairs are determined by the related 
successive pairs which are in the admissible interval satisfying them. Through extensive 
simulations of different practical scenarios, it is shown that the proposed technique can 
overcome the shortcomings of conventional methods particularly as the number of fading 
signals increased and/or moderate to high correlations is used. For small number of fading 
signals and/or low correlation levels, it provides high accuracy for successive pairs of signals 
similar to conventional methods with less computational complexity. 
In the second technique, iterative coloring of uncorrelated reference signals is employed to 
generate any number of fading signals with any correlations using real correlation matrix of 
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desired signal envelopes. Different practical system scenarios are simulated to show the 
effectiveness of this technique.  
The simplicity and accuracy of these methods will help the research community to study 
and simulate the impact of channel correlations on the performance evaluation of various 
multiantenna and multicarrier systems. Moreover, they enable efficient design and integration 
of new schemes into feasible wireless applications.  
This chapter is organized as follows. Literature review on the generation methods of 
correlated fading channels are presented in Section 3.2. Analysis of previous techniques for the 
generation of CRFC is given in Section 3.3. In Section 3.4, the proposed successive coloring 
technique is presented with generalized algorithm, complexity analysis, and simulation of 
practical system scenarios. In Section 3.5, Iterative coloring technique is given with generalized 
algorithm, complexity analysis, and simulation of practical system scenarios. Finally, chapter 
conclusions are withdrawn in the last section. 
3.2 Literature Review on the Generation Methods of Correlated 
Fading Channels 
Different multiantenna and multicarrier schemes are adopted to fulfil high data rate and 
QoS of 4G cellular systems. Such important systems are SU-MIMO [2, 5, 84], MU-MIMO [3, 
5, 17], OFDM [1, 52, 122], OFDMA [5, 7], MC-CDMA [11, 52, 123], MIMO-OFDM [4, 10, 
12, 88], MIMO-OFDMA [2, 3, 5, 7], MIMO-CDMA [13, 14, 124, 125], and MIMO-MC-
CDMA [9, 15, 16, 126]. However, it is well known that propagation channel modelling have a 
crucial impact on the capacity and error performance evaluations for any wireless 
communication system. Therefore, realistic channel modelling for different radio propagation 
conditions has attracted much attention by the research community [23, 33, 120, 121, 127-129]. 
Typically, in the analysis of multiantenna and multicarrier systems, models of independent 
fading channels are usually assumed due to the lack of a simple procedure for generating fading 
signals with an arbitrary cross-correlation. However, it is well known that channels’ correlation 
has direct influence on the diversity, multiplexing and capacity gains [123, 130-132]. It can 
happen due to insufficient antenna separation at transmit and/or receive ends, poor scattering 
environment, small coherence bandwidth of the channel or inadequate frequency separation 
among subcarriers [23, 133, 134].  
Based on Jakes’ work [31] and for 𝒩𝒩 × 𝒩𝒩 desired covariance matrix of 𝒩𝒩 correlated 
Rayleigh fading envelopes, accurate generation methods for 𝒩𝒩 = 2 have been presented by 
many researchers such as [135, 136]. However, for 𝒩𝒩 > 2 envelopes, many algorithms have 
been proposed with different limitations that affects their applicability in realistic channel 
conditions such as [133, 134, 137, 138]. Generation of multiple correlated Rayleigh or Rician 
process that possess specified cross-correlation and auto-correlation functions are investigated 
53 
 
in [139] using vector autoregressive stochastic model. In [140], Gaussian vector autoregressive 
process and inverse transform sampling techniques are utilized to generate fading processes 
with desired cross-correlation, auto-correlation, and heterogeneous probability density functions 
(Rayleigh, Rician, and Nakagami). The main shortcomings of the aforementioned methods are 
summarized as follows: 
1) The assumption of real covariance matrix in [137] leads to high restriction of use to 
special cases since covariance matrices are more likely to be complex in reality. 
2) The covariance matrix must be positive definite (i.e., positive eigenvalues) for 
successful factorization using Cholesky decomposition as in [138, 139] or positive 
semidefinite (i.e., zero or positive eigenvalues) when Eigenvalue decomposition is 
utilized [133]. 
3) The nonpositive semidefinite or unrealizable covariance matrices produce unstable 
Gaussian vector autoregressive process as in [139, 140] methods. 
4) High computational burden for covariance matrix factorization using Cholesky or 
Eigenvalue decomposition methods as in [133, 134, 137-139]. 
5) As  𝒩𝒩 increased, the desired cross-correlation values will be limited to short interval of 
operation within the required accuracy tolerance as in [133, 134, 138-140]. 
6) In [133, 134, 138-140] and for complex covariance matrices, generation of fading 
processes with high cross-correlation level such as 0.9 is not possible for 𝒩𝒩 ≥ 3 and as 
𝒩𝒩 increased, the correlation level that can be simulated will decrease. Therefore, none 
of these methods can generate any number of fading processes with any desired 
covariance matrix. 
 
Motivated by the aforementioned shortcomings, simple correlated fading channel models 
are essentially needed to enable accurate performance analysis of promising communication 
systems under realistic propagation environments. For efficient models, generation of any 
number of fading signals with any desired covariance matrices is of high importance. Moreover, 
spectral and spatial correlation parameters such as Doppler frequency shift, propagation delay 
spread, subcarriers frequency separation, antenna spacing, and angular spread should be 
included. 
In this chapter, we are focusing on the generation methods of CRFC due to its popularity of 
representing radio signals in mobile cellular systems. Therefore, analysis of previous techniques 
is provided in the next section due its usefulness for new models developments. 
54 
 
3.3 Analysis of Previous Techniques on the Generation of Correlated 
Rayleigh Fading Channels (CRFC) 
Conventionally, a vector of 𝒩𝒩 complex correlated signals 𝐀𝐀 ∈ 𝒞𝒞1×𝒩𝒩 with the desired 
complex covariance matrix 𝐑𝐑𝐴𝐴𝐴𝐴 = E{𝐀𝐀𝐀𝐀𝐻𝐻} ∈ 𝒞𝒞𝒩𝒩×𝒩𝒩  is generated by the use of coloring matrix 
𝐋𝐋 [135, 136] and vector  𝐙𝐙 ∈ 𝒞𝒞1×𝒩𝒩   of 𝒩𝒩 predefined samples of unit power uncorrelated 
complex Gaussian signals that have Rayleigh envelopes. The coloring matrix 𝐋𝐋 is the lower 
triangle matrix found by performing factorization of the covariance matrix using Cholesky 
decomposition as 𝐑𝐑𝐴𝐴𝐴𝐴 = 𝐋𝐋𝐋𝐋𝐻𝐻 [134]. It has the function of correlating the elements of  𝐙𝐙 to 
produce the desired complex Gaussian vector through the transformation 𝐀𝐀 = 𝐋𝐋𝐙𝐙 [137, 138]. 
Since covariance matrices are more likely to be complex in reality, the assumption of real 
covariance matrix in [137] leads to high restriction of use to special cases such as the real 
transmit or receive antenna correlation matrices in multiantenna systems [23, 131]. In this case, 
envelopes and phases of the complex signals are correlated in contrast to complex covariance 
matrices which produce correlation in envelopes only. For example, envelopes and phases of 
three highly correlated Rayleigh fading signals are shown in Fig. 3.1 using the following real 
covariance matrix [131]   
    𝐑𝐑𝐴𝐴𝐴𝐴 = � 1 0.95 0.950.95 1 0.950.95 0.95 1 � (3.1) 
 
Figure 3.1:  Envelopes and phases of three highly correlated Rayleigh fading signals using real 
covariance matrix. 
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As can be seen from this figure, all envelopes and phases are very close to each other according 
to the given desired correlation matrix 𝐑𝐑𝐴𝐴𝐴𝐴 . 
For complex covariance matrices, algorithm of [138] is severely limited by the requirement 
of positive definite covariance matrix 𝐑𝐑𝐴𝐴𝐴𝐴  for successful factorization. Theoretically, 
covariance matrices are positive definite since the nonpositive definite matrices cannot 
represent feasible systems where the correlation between any two signal envelopes are not lying 
in the interval specified by the correlations of all other envelopes. However, covariance 
matrices formulated empirically for more than two signals can be nonpositive definite [133, 
134]. In this situation, the diagonal matrix of eigenvalues 𝚲𝚲 resulting from eigenvalue 
decomposition  𝐑𝐑𝐴𝐴𝐴𝐴 = 𝐕𝐕𝚲𝚲𝐕𝐕  will have zero or negative values where 𝐕𝐕 is eigenvector matrix. 
To overcome this shortcoming, Eigenvalue decomposition is performed in [133] rather than 
Cholesky decomposition which requires the covariance matrix to be at least positive 
semidefinite. At cost of accuracy penalty, the procedure performs a replacement of negative 
eigenvalues in 𝚲𝚲 by zeros to produce approximate 𝚲𝚲� for coloring matrix calculation as  𝐋𝐋 =
𝐕𝐕�𝚲𝚲� . In [134], zero and negative eigenvalues of 𝚲𝚲 are replaced by small positive values to find 
𝚲𝚲� and the approximate covariance matrix  𝐑𝐑�𝐴𝐴𝐴𝐴 = 𝐕𝐕𝚲𝚲�𝐕𝐕  is used for coloring matrix calculation 
using Cholesky decomposition as  𝐋𝐋𝐋𝐋𝐻𝐻 = 𝐑𝐑�𝐴𝐴𝐴𝐴 . 
Complex covariance matrices of the desired correlated signals have direct influence on the 
performance and limitations of [133, 134, 138] algorithms. To clarify this fact by an example, 
Monte Carlo simulation results of probability of positive definite covariance matrices as a 
function of minimum correlation allowed between any pair of signal envelopes 𝜌𝜌𝑘𝑘𝑘𝑘 , (𝑘𝑘 ≠ 𝑘𝑘) =1, … ,𝒩𝒩 are illustrated in Fig. 3.2. Different numbers of envelopes 𝒩𝒩 are used for different 
values of propagation factor 𝕜𝕜 which represents the product of frequency separation between 
adjacent signals and the channel delay spread as will be explained in the next section. From this 
figure and for all 𝕜𝕜 values, it is noticed that as 𝒩𝒩 is increased from 3 to 6, the probability of 
getting positive definite covariance matrix is decreased sharply. As a result, the algorithm of 
[138] using Cholesky decomposition can not be applied to generate 𝒩𝒩 ≥ 5 envelopes with 
moderate to high correlations. This is also shown by another example where the desired 
correlations of all successive envelopes are set to be equal with 𝕜𝕜 = 1  and the range of all other 
correlations are measured using Monte Carlo simulation. 
In Table 3.1, cells marked by “Not Valid” represent the regions where algorithm of [138] is 
not able to generate the required envelopes. Similarly, results of algorithms given in [133, 134] 
are shown in Table 3.2 within error tolerance  𝜀𝜀 = ∓10%. The performance is better than [138] 
but still unfeasible for moderate to high correlations when five or more correlated envelopes are 
required. As  𝒩𝒩 is increased from 3 to 6 in the examined algorithms, the range of allowed 
correlation between any nonsuccessive envelopes shrinks to short interval of operation within 
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the required accuracy tolerance. Moreover, none of these algorithms is able to generate 
envelopes (𝒩𝒩 ≥ 3)  with high correlation of 0.9 and more which seriously affects the 
applicability of these algorithms.  
 
 
Figure 3.2:  Probability of positive definite covariance matrices as a function of number envelopes 𝒩𝒩, 
propagation factor 𝕜𝕜 , and minimum correlation allowed between any pair of envelopes 𝜌𝜌𝑘𝑘𝑘𝑘 , (𝑘𝑘 ≠ 𝑘𝑘) =1, … ,𝒩𝒩. 
 
Table 3.1: Desired correlation of all successive envelopes with 𝕜𝕜 = 1  and the range of all other 
correlations using algorithm of [138]  
Desired correlation 
of all successive 
envelopes 
Correlation  range of all other envelopes  
𝒩𝒩 = 3 𝒩𝒩 = 4 𝒩𝒩 = 5 𝒩𝒩 = 6 
0.0 0.00 - 1.00 0.00 - 0.38 0.00 - 0.22 0.00 - 0.14 
0.1 0.00 - 0.97 0.00 - 0.45 0.00 - 0.26 0.00 - 0.18 
0.2 0.00 - 0.94 0.00 - 0.45 0.00 - 0.27 0.00 - 0.19 
0.3 0.00 - 0.91 0.00 - 0.44 0.00 - 0.27 0.00 - 0.20 
0.4 0.00 - 0.86 0.00 - 0.42 0.00 - 0.27 0.05 - 0.20 
0.5 0.00 - 0.79 0.00 - 0.39 0.00 - 0.27 0.12 - 0.20 
0.6 0.00 - 0.69 0.00 - 0.34 Not Valid Not Valid 
0.7 Not Valid Not Valid Not Valid Not Valid 
0.8 Not Valid Not Valid Not Valid Not Valid 
0.9 Not Valid Not Valid Not Valid Not Valid 
1.0 Not Valid Not Valid Not Valid Not Valid 
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Table 3.2: Desired correlation of all successive envelopes with 𝕜𝕜 = 1  and the range of all other 
correlations using algorithms of [133] and [134] within error tolerance 𝜀𝜀 = ∓10% 
Desired correlation 
of all successive 
envelopes 
Correlation  range of all other envelopes ∓𝜀𝜀  
𝒩𝒩 = 3 𝒩𝒩 = 4 𝒩𝒩 = 5 𝒩𝒩 = 6 
0.0 0.00 - 1.00 0.00 - 0.39 0.00 - 0.25 0.00 - 0.16 
0.1 0.00 - 1.00 0.00 - 0.48 0.00 - 0.32 0.00 - 0.21 
0.2 0.00 - 1.00 0.00 - 0.56 0.00 - 0.35 0.00 - 0.21 
0.3 0.00 - 1.00 0.00 - 0.56 0.00 - 0.35 0.00 - 0.21 
0.4 0.00 - 1.00 0.00 - 0.52 0.00 - 0.34 0.05 - 0.21 
0.5 0.00 - 0.97 0.00 - 0.48 0.00 - 0.33 0.12 - 0.21 
0.6 0.00 - 0.93 0.00 - 0.45 0.10 - 0.32 Not Valid 
0.7 0.12 - 0.86 0.20 - 0.42 0.20 - 0.30 Not Valid 
0.8 0.40 - 0.84 0.25 - 0.35 Not Valid Not Valid 
0.9 Not Valid Not Valid Not Valid Not Valid 
1.0 Not Valid Not Valid Not Valid Not Valid 
 
To achieve the diversity, multiplexing, and capacity gains promised by multiantenna 
systems, the total number of channels between transmit and receive antennas is more likely to 
be moderate to high [141, 142]. For example, MIMO systems with 𝑀𝑀𝑡𝑡 = 4 transmit antennas 
and 𝑀𝑀𝑟𝑟 = 4 receive antennas has 𝒩𝒩 = 𝑀𝑀𝑡𝑡𝑀𝑀𝑟𝑟 = 16 channels. Furthermore, in multicarrier 
systems such as MC-CDMA, the total number of channels is usually high, for example, 
𝒩𝒩 = 256  channels (subcarriers) are required to support 256 users. Consequently, hybrid 
combinations from these two systems will result in large number of fading channels. Therefore, 
all of the aforementioned promising communication schemes involve large number of fading 
channels which is difficult to be simulated using existing modelling methods. 
In the next sections, two methods with different approaches are proposed for the generation 
of any number of equal and unequal power CRFC with any desired correlation. The first method 
is referred to as Successive Coloring Technique (SCT) [219] while the second method is called 
as Iterative Coloring Technique (ICT) [141, 142]. In these techniques, the real correlation 
matrix of fading envelopes is utilized rather than complex covariance matrix which is utilized in 
conventional methods to reduce the complexity considerably. This matrix is real since it 
represents the magnitudes (envelopes) of the complex Gaussian signals of desired covariance 
matrix. Moreover, factorization of the desired covariance matrix is avoided to overcome the 
shortcomings and high complexity of conventional methods while marinating all required 
statistical properties. Spectral and spatial correlation parameters are considered also in the 
proposed methods. For realistic channel modeling, the deterministic sum of sinusoids (SoS) 
method [129] is utilized in the proposed methods for the generation of uncorrelated reference 
vector 𝐙𝐙 with normalized auto-correlation function and zero cross-correlation.  
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3.4 Successive Coloring Technique (SCT) 
According to the analysis of previous methods when the number of desired envelopes is 
increased and/or moderate to high correlations of successive envelopes is required, the 
admissible correlation ranges of all other nonsuccessive envelopes will be shrinking to specific 
values. Therefore, correlation factors of the successive envelopes have the main influence on 
the performance of generation techniques.  
In this section, a simple SCT [219] for designing any number of correlated fading channels 
is proposed to overcome the shortcomings of existing methods. It enables generation of equal 
and unequal power Rayleigh fading envelopes with any desired correlation factor for successive 
pairs in the interval [0, 1]. Correlation values of all other pairs of envelopes are determined by 
the related successive envelopes which are in the admissible interval satisfying them. The 
proposed method employs successive coloring for the inphase and quadrature components of all 
successive signal pairs by considering real correlation vector of desired Rayleigh fading 
envelopes instead of the complex covariance matrix of the Gaussian signals. 
3.4.1 Principles of Successive Coloring 
Consider a vector  𝐙𝐙(𝑡𝑡) ∈ 𝒞𝒞1×𝒩𝒩 of 𝒩𝒩 equal power uncorrelated complex-valued i.i.d 
Rayleigh fading signals as 
 𝒁𝒁(𝑡𝑡) = [𝑧𝑧1(𝑡𝑡) ⋯ 𝑧𝑧𝑘𝑘(𝑡𝑡) ⋯ 𝑧𝑧𝒩𝒩(𝑡𝑡)] (3.2) 
where, 
 𝑧𝑧𝑘𝑘(𝑡𝑡) = 𝑤𝑤𝑘𝑘(𝑡𝑡) + 𝑗𝑗𝑣𝑣𝑘𝑘(𝑡𝑡) (3.3) 
Envelope of 𝑧𝑧𝑘𝑘(𝑡𝑡) is  𝑢𝑢𝑘𝑘(𝑡𝑡) = |𝑧𝑧𝑘𝑘(𝑡𝑡)| while  𝑤𝑤𝑘𝑘(𝑡𝑡) and 𝑣𝑣𝑘𝑘(𝑡𝑡) are the in-phase and quadrature 
components of zero mean Gaussian random signals each with  𝜎𝜎𝑧𝑧2 2⁄   variance. The envelope of 
𝑧𝑧𝑘𝑘(𝑡𝑡)  has Rayleigh distribution while the phase   𝛼𝛼𝑘𝑘(𝑡𝑡) = tan−1(𝑣𝑣𝑘𝑘(𝑡𝑡) 𝑤𝑤𝑘𝑘(𝑡𝑡)⁄ )  is uniformly 
distributed over [−𝜋𝜋,𝜋𝜋] .  
For simplicity and notational convenience, the time index will be removed in the rest of 
this chapter.  According to Jakes [31] and for any two uncorrelated Rayleigh fading signals 𝑧𝑧𝑘𝑘  
and 𝑧𝑧𝑘𝑘  with 1 ≤ (𝑘𝑘 ≠ 𝑘𝑘) ≤ 𝒩𝒩 assuming  𝜎𝜎𝑧𝑧2 = 1, the following conditions of inphase and 
quadrature components must hold: 
 
 
59 
 
1) E�𝑤𝑤𝑘𝑘2� = E�𝑣𝑣𝑘𝑘2� = E�𝑤𝑤𝑘𝑘2� = E�𝑣𝑣𝑘𝑘2� = σz2 2⁄  
2) E{𝑤𝑤𝑘𝑘 𝑣𝑣𝑘𝑘} = E�𝑤𝑤𝑘𝑘  𝑣𝑣𝑘𝑘� = 0   
3) E�𝑤𝑤𝑘𝑘 𝑤𝑤𝑘𝑘  � = E�𝑣𝑣𝑘𝑘𝑣𝑣𝑘𝑘� = 0 
4) E�𝑤𝑤𝑘𝑘 𝑣𝑣𝑘𝑘� = −E�𝑣𝑣𝑘𝑘𝑤𝑤𝑘𝑘  � = 0 
The required vector 𝐀𝐀 ∈ 𝒞𝒞1×𝒩𝒩  of 𝒩𝒩 equal power complex-valued correlated signals having 
Rayleigh fading envelopes is represented by 
 𝐀𝐀 = [𝑎𝑎1 ⋯ 𝑎𝑎𝑘𝑘 ⋯ 𝑎𝑎𝒩𝒩] (3.4) 
where 𝑎𝑎𝑘𝑘 = 𝑥𝑥𝑘𝑘 + 𝑗𝑗𝑅𝑅𝑘𝑘 , 𝑥𝑥𝑘𝑘  and 𝑅𝑅𝑘𝑘  are the in-phase and quadrature components of zero mean 
Gaussian random signals each with  𝜎𝜎𝑎𝑎2 2⁄   variance. The Rayleigh distributed envelope of 𝑎𝑎𝑘𝑘  is  
𝑟𝑟𝑘𝑘 = |𝑎𝑎𝑘𝑘 | and the phase  𝛽𝛽𝑘𝑘 = tan−1(𝑅𝑅𝑘𝑘 𝑥𝑥𝑘𝑘⁄ )  is uniformly distributed over [−𝜋𝜋,𝜋𝜋]. The 
inphase and quadrature components of any pair of correlated signals  𝑎𝑎𝑘𝑘  and  𝑎𝑎𝑘𝑘  for 1 ≤(𝑘𝑘 ≠ 𝑘𝑘) ≤ 𝒩𝒩 assuming  𝜎𝜎𝑎𝑎2 = 1 must satisfy Jakes conditions [31] as: 
1) E�𝑥𝑥𝑘𝑘2� = E�𝑅𝑅𝑘𝑘2� = E�𝑥𝑥𝑘𝑘2� = E�𝑅𝑅𝑘𝑘2� = σ𝑎𝑎2 2⁄  
2) E{𝑥𝑥𝑘𝑘 𝑅𝑅𝑘𝑘} = E�𝑥𝑥𝑘𝑘  𝑅𝑅𝑘𝑘� = 0   
3) E�𝑥𝑥𝑘𝑘 𝑥𝑥𝑘𝑘  � = E�𝑅𝑅𝑘𝑘𝑅𝑅𝑘𝑘� = ℊ𝑘𝑘𝑘𝑘    
4) E�𝑥𝑥𝑘𝑘 𝑅𝑅𝑘𝑘� = −E�𝑅𝑅𝑘𝑘𝑥𝑥𝑘𝑘  � = 𝓅𝓅𝑘𝑘𝑘𝑘  
where the statistics  ℊ𝑘𝑘𝑘𝑘  and  𝓅𝓅𝑘𝑘𝑘𝑘  are given for isotropic scattering assumption by [31] 
 ℊ𝑘𝑘𝑘𝑘 =  𝐽𝐽𝑜𝑜�2𝜋𝜋𝑓𝑓𝑑𝑑𝜏𝜏𝑘𝑘𝑘𝑘 �2�1 + 𝕜𝕜𝑘𝑘𝑘𝑘2 �  (3.5) 
 𝓅𝓅𝑘𝑘𝑘𝑘 = −𝕜𝕜𝑘𝑘𝑘𝑘  ℊ𝑘𝑘𝑘𝑘    (3.6) 
where 𝑓𝑓𝑑𝑑  is the maximum Doppler frequency, 𝜏𝜏𝑘𝑘𝑘𝑘  is the arrival time delay between fading 
signals, 𝕜𝕜𝑘𝑘𝑘𝑘 = 2𝜋𝜋�∆𝑓𝑓𝑘𝑘𝑘𝑘 �𝜎𝜎𝜏𝜏  is the propagation factor, ∆𝑓𝑓𝑘𝑘𝑘𝑘 = 𝑓𝑓𝑘𝑘 − 𝑓𝑓𝑘𝑘   is the frequency 
separation between signals and 𝜎𝜎𝜏𝜏  is the wireless channel delay spread. 
For desired correlated fading vector 𝐀𝐀, the corresponding 𝒩𝒩 × 𝒩𝒩 complex covariance 
matrix 𝐑𝐑𝐴𝐴𝐴𝐴 = E{𝐀𝐀𝐀𝐀𝐻𝐻} is given by 
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𝐑𝐑𝐴𝐴𝐴𝐴 = � 𝛾𝛾11 𝛾𝛾12𝛾𝛾21∗ 𝛾𝛾22 ⋯ 𝛾𝛾1𝒩𝒩⋯ 𝛾𝛾2𝒩𝒩⋮ ⋮
𝛾𝛾𝒩𝒩1∗ 𝛾𝛾𝒩𝒩2∗ ⋱    ⋮      ⋯ 𝛾𝛾𝒩𝒩𝒩𝒩  �                                                                       
(3.7) =
⎣
⎢
⎢
⎡
𝜎𝜎𝑎𝑎
2 2ℊ12 − 𝑗𝑗2𝓅𝓅122ℊ21 + 𝑗𝑗2𝓅𝓅21 𝜎𝜎𝑎𝑎2 ⋯ 2ℊ1𝒩𝒩 − 𝑗𝑗2𝓅𝓅1𝒩𝒩⋯ 2ℊ2𝒩𝒩 − 𝑗𝑗2𝓅𝓅2𝒩𝒩
⋮ ⋮2ℊ𝒩𝒩1 + 𝑗𝑗2𝓅𝓅𝒩𝒩1 2ℊ𝒩𝒩2 + 𝑗𝑗2𝓅𝓅𝒩𝒩2 ⋱           ⋮               ⋯          𝜎𝜎𝑎𝑎2            ⎦⎥⎥
⎤
 
where 𝛾𝛾𝑘𝑘𝑘𝑘  ,∀(𝑘𝑘 ≠ 𝑘𝑘) = 1, … ,𝒩𝒩 is the cross-correlation between 𝑘𝑘𝑡𝑡ℎ  and 𝑘𝑘𝑡𝑡ℎ  complex signals 
(𝑎𝑎𝑘𝑘  and 𝑎𝑎𝑘𝑘 ) and 𝛾𝛾𝑘𝑘𝑘𝑘 = ,∀𝑘𝑘 = 1, … ,𝒩𝒩 is the autocorrelation (power) of signal 𝑎𝑎𝑘𝑘 . When 
𝕜𝕜𝑘𝑘𝑘𝑘 = 0 ;    𝑘𝑘, 𝑘𝑘 = 1, … ,𝒩𝒩, the covariance matrix will be real and represented as 
 𝐑𝐑𝐴𝐴𝐴𝐴 =
⎣
⎢
⎢
⎡
𝜎𝜎𝑎𝑎
2 2ℊ122ℊ21 𝜎𝜎𝑎𝑎2 ⋯ 2ℊ1𝒩𝒩⋯ 2ℊ2𝒩𝒩
⋮ ⋮2ℊ𝒩𝒩1 2ℊ𝒩𝒩2 ⋱    ⋮      ⋯ 𝜎𝜎𝑎𝑎2  ⎦⎥⎥
⎤
 (3.8) 
The correlation factor  𝜌𝜌𝑘𝑘𝑘𝑘  between the 𝑘𝑘𝑡𝑡ℎ  and 𝑘𝑘𝑡𝑡ℎ  envelopes (𝑟𝑟𝑘𝑘  and 𝑟𝑟𝑘𝑘) is given by 
𝜌𝜌𝑘𝑘𝑘𝑘 = 𝐶𝐶𝑜𝑜𝑣𝑣�𝑟𝑟𝑘𝑘 , 𝑟𝑟𝑘𝑘�
�𝑉𝑉𝑎𝑎𝑟𝑟{𝑟𝑟𝑘𝑘}𝑉𝑉𝑎𝑎𝑟𝑟�𝑟𝑟𝑘𝑘� = �1 + 𝜆𝜆𝑘𝑘𝑘𝑘 �𝐸𝐸𝑚𝑚��2 �𝜆𝜆𝑘𝑘𝑘𝑘 � �1 + 𝜆𝜆𝑘𝑘𝑘𝑘 �� � −
𝜋𝜋22 − 𝜋𝜋2  (3.9) 
where 𝐸𝐸𝑚𝑚[𝑥𝑥] is the complete elliptic integral of the second kind with modulus 𝑥𝑥, and 𝜆𝜆𝑘𝑘𝑘𝑘  is the 
magnitude of correlation between complex Gaussian signals 𝑎𝑎𝑘𝑘  and 𝑎𝑎𝑘𝑘  represented by 
𝜆𝜆𝑘𝑘𝑘𝑘
2 = �� 𝐶𝐶𝑜𝑜𝑣𝑣�𝑎𝑎𝑘𝑘 ,𝑎𝑎𝑘𝑘�
�𝑉𝑉𝑎𝑎𝑟𝑟{𝑎𝑎𝑘𝑘}  𝑉𝑉𝑎𝑎𝑟𝑟�𝑎𝑎𝑘𝑘���
2 = ℊ𝑘𝑘𝑘𝑘2 + 𝓅𝓅𝑘𝑘𝑘𝑘2
𝒷𝒷2  (3.10) 
where 𝒷𝒷 = σ𝑎𝑎2 2⁄ . In [31], the correlation factor  𝜌𝜌𝑘𝑘𝑘𝑘  is well approximated by 𝜆𝜆𝑘𝑘𝑘𝑘2  as   
𝜌𝜌𝑘𝑘𝑘𝑘 ≅ 𝜆𝜆𝑘𝑘𝑘𝑘
2 = ℊ𝑘𝑘𝑘𝑘2 + 𝓅𝓅𝑘𝑘𝑘𝑘2
𝒷𝒷2  (3.11) 
Therefore, ℊ𝑘𝑘𝑘𝑘  can be calculated as 
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ℊ𝑘𝑘𝑘𝑘 ≅ �
𝜌𝜌𝑘𝑘𝑘𝑘1 + 𝕜𝕜𝑘𝑘𝑘𝑘2    𝒷𝒷 (3.12) 
Correlation factors between any pairs of envelopes of  𝐀𝐀 elements can be given in 𝒩𝒩 × 𝒩𝒩 
correlation matrix form 𝝆𝝆 ∈ ℛ𝒩𝒩×𝒩𝒩 as 
𝝆𝝆 =
⎣
⎢
⎢
⎢
⎡
𝜌𝜌11  𝜌𝜌12 𝜌𝜌13
𝜌𝜌21  𝜌𝜌22 𝜌𝜌23 ⋯ 𝜌𝜌1𝒩𝒩⋯ 𝜌𝜌2𝒩𝒩
𝜌𝜌31
⋮
𝜌𝜌32
⋮
𝜌𝜌33
⋮
𝜌𝜌𝒩𝒩1 𝜌𝜌𝒩𝒩2 𝜌𝜌𝒩𝒩3
⋯
⋱
𝜌𝜌3𝒩𝒩
⋮
  ⋯ 𝜌𝜌𝒩𝒩𝒩𝒩⎦⎥⎥
⎥
⎤
 (3.13) 
where  𝜌𝜌𝑘𝑘𝑘𝑘 = 1, ∀𝑘𝑘 = 1, … ,𝒩𝒩 is the autocorrelation of each signal envelope and  𝜌𝜌𝑘𝑘𝑘𝑘 = 𝜌𝜌𝑘𝑘𝑘𝑘  ,
∀(𝑘𝑘 ≠ 𝑘𝑘) = 1, … ,𝒩𝒩. The elements of  𝝆𝝆 are real values since they represent the correlation 
between envelopes (magnitudes of the complex signals). 
In SCT, correlation vector 𝝆𝝆𝒔𝒔 ∈ ℛ1×(𝒩𝒩−1) of successive pairs from 𝝆𝝆 matrix will be 
considered as 
𝝆𝝆𝒔𝒔 = [𝜌𝜌12 𝜌𝜌23 ⋯ 𝜌𝜌(𝒩𝒩−1)𝒩𝒩] (3.14) 
To generate 𝐀𝐀 elements from 𝐙𝐙  assuming  𝜎𝜎𝑎𝑎2 = 𝜎𝜎𝑧𝑧2 = 1, the following linear formulation is 
applied: 
𝑎𝑎𝑘𝑘 = � 𝑧𝑧𝑘𝑘                                                  ,𝑘𝑘 = 1          
𝒜𝒜(𝑘𝑘−1)𝑘𝑘  𝑎𝑎𝑘𝑘−1 + ℬ(𝑘𝑘−1)𝑘𝑘  𝑧𝑧𝑘𝑘      , 2 ≤ 𝑘𝑘 ≤ 𝒩𝒩  (3.15) 
where,  𝒜𝒜(𝑘𝑘−1)𝑘𝑘   and ℬ(𝑘𝑘−1)𝑘𝑘   for 2 ≤ 𝑘𝑘 ≤ 𝒩𝒩 are the complex coloring factors used to insure 
the required correlation among the inphase and  quadrature components of successive envelope 
pairs which can be calculated directly by satisfying the aforementioned conditions of [31] as 
follows: 
 𝒜𝒜(𝑘𝑘−1)𝑘𝑘 = � 𝜌𝜌(𝑘𝑘−1)𝑘𝑘1 + 𝕜𝕜(𝑘𝑘−1)𝑘𝑘2   �1 + 𝑗𝑗𝕜𝕜(𝑘𝑘−1)𝑘𝑘� (3.16) 
 ℬ(𝑘𝑘−1)𝑘𝑘 = �1 − 𝜌𝜌(𝑘𝑘−1)𝑘𝑘    (3.17) 
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Correlation factors of any nonsuccessive pairs of envelopes 𝜌𝜌𝑘𝑘𝑘𝑘  will be in the range satisfied by 
the correlation values of all other pairs between 𝑘𝑘𝑡𝑡ℎ  and 𝑘𝑘𝑡𝑡ℎ  envelopes and determined by their 
multiplication result as 
𝜌𝜌𝑘𝑘𝑘𝑘 ≅�𝜌𝜌𝑚𝑚(𝑚𝑚+1)𝑘𝑘−1
𝑚𝑚=𝑘𝑘     ; 𝑘𝑘 < 𝑘𝑘 − 1 (3.18) 
Note that for conventional methods, the desired correlation parameters must represent a feasible 
system (i.e. has a positive definite covariance matrix) in order to be simulated accurately. For 
example, if the desired correlations of three envelopes are 𝜌𝜌12 = 𝜌𝜌23 = 0.9 then as explained in 
[134], 𝜌𝜌13 should be in the interval [0.64, 1.0]. That is, if there is high correlation between (𝑟𝑟1, 𝑟𝑟2) and (𝑟𝑟2, 𝑟𝑟3), then there should be high correlation between (𝑟𝑟1, 𝑟𝑟3). For this case, 
𝜌𝜌13 using SCT will be 0.81 which is in the above interval. As the number of desired signals 
increased and/or moderate to high correlations of successive signal envelopes is required, the 
admissible correlation ranges of all nonsuccessive envelopes will be shrinking to the specific 
values of equation (3.18). 
3.4.2 SCT Algorithm 
For wireless communication system, the desired channel 𝐀𝐀 of equal power signals (𝜎𝜎𝑎𝑎2 =1 ) with an arbitrary correlation vector of successive pairs of envelopes  𝝆𝝆𝒔𝒔  can be generated as 
follows: 
1) Given the desired correlations 𝝆𝝆𝒔𝒔 of successive pairs of envelopes 𝜌𝜌(𝑘𝑘−1)𝑘𝑘   and the 
propagation factors  𝕜𝕜(𝑘𝑘−1)𝑘𝑘   for  2 ≤ 𝑘𝑘 ≤ 𝒩𝒩 or calculate them using the available 
informations. 
2) Calculate the coloring factors,  𝒜𝒜(𝑘𝑘−1)𝑘𝑘   and  ℬ(𝑘𝑘−1)𝑘𝑘   for  2 ≤ 𝑘𝑘 ≤ 𝒩𝒩 using 
equations (3.16) and (3.17).  
3) Generate a reference vector  𝐙𝐙  of 𝒩𝒩 equal power uncorrelated Rayleigh fading 
signals. 
4) For  𝑘𝑘 = 1, … ,𝒩𝒩, use equation (3.15) to calculate the desired signals of correlated 
fading channel 𝐀𝐀. 
3.4.3 Generalized SCT (GSCT) Algorithm for Equal and Unequal Power CRFC 
As shown in the previous section, SCT to generate equal power signals is a simple 
procedure. However, generation of unequal power signals 𝐀𝐀� = [𝑎𝑎�1   …  𝑎𝑎�𝑘𝑘   …  𝑎𝑎�𝒩𝒩] ∈ 𝒞𝒞1×𝒩𝒩 is 
very useful for many cases such as scattered users in different distances from the base station 
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receiver with the absence of accurate power control or unequal power transmission from the 
available transmit antennas. Therefore, GSCT algorithm is presented in this section for the 
generation of equal and unequal power signals.  
Consider a desired correlation matrix  𝝆𝝆�   of 𝒩𝒩 signal envelopes with power of   𝜎𝜎𝑎𝑎�𝑘𝑘2  , 𝑘𝑘 =1, … ,𝒩𝒩 as; 
𝝆𝝆� =
⎣
⎢
⎢
⎢
⎡
𝜌𝜌�11 𝜌𝜌�12 𝜌𝜌�13
𝜌𝜌�21 𝜌𝜌�22 𝜌𝜌�23 ⋯  𝜌𝜌�1𝒩𝒩⋯   𝜌𝜌�2𝒩𝒩
𝜌𝜌�31
⋮
𝜌𝜌�32
⋮
𝜌𝜌�33
⋮
𝜌𝜌�𝒩𝒩1 𝜌𝜌�𝒩𝒩2 𝜌𝜌�𝒩𝒩3
⋯
⋱   𝜌𝜌�3𝒩𝒩⋮   ⋯ 𝜌𝜌�𝒩𝒩𝒩𝒩 ⎦⎥⎥
⎥
⎤
 (3.19) 
Therefore, correlation vector 𝝆𝝆�𝒔𝒔 ∈ ℛ1×(𝒩𝒩−1) of successive pairs formulated from 𝝆𝝆� matrix will 
be considered in GSCT as 
𝝆𝝆�𝒔𝒔 = [𝜌𝜌�12 𝜌𝜌�23 ⋯ 𝜌𝜌�(𝒩𝒩−1)𝒩𝒩] (3.20) 
The desired signals can be generated using the following algorithm where the 
transformation in steps 2 and 6 are same as in [137]. 
1) Given the desired correlations 𝝆𝝆�𝒔𝒔 of successive pairs of envelopes 𝜌𝜌�(𝑘𝑘−1)𝑘𝑘   and the 
propagation factors  𝕜𝕜(𝑘𝑘−1)𝑘𝑘   for  2 ≤ 𝑘𝑘 ≤ 𝒩𝒩 or calculate them using the available 
informations. 
2) Normalize  𝝆𝝆�𝒔𝒔  to create normalized correlation vector 𝝆𝝆𝒔𝒔 using the following relation 
  
𝜌𝜌(𝑘𝑘−1)𝑘𝑘 = 𝜌𝜌�(𝑘𝑘−1)𝑘𝑘
�𝜎𝜎𝑎𝑎�(𝑘𝑘−1)2 𝜎𝜎𝑎𝑎�𝑘𝑘2    (3.21) 
3) Calculate the coloring factors,  𝒜𝒜(𝑘𝑘−1)𝑘𝑘   and  ℬ(𝑘𝑘−1)𝑘𝑘   for  2 ≤ 𝑘𝑘 ≤ 𝒩𝒩 using 
equations (3.16) and (3.17). 
4) Generate a reference vector  𝐙𝐙  of 𝒩𝒩 equal power uncorrelated Rayleigh fading 
signals. 
5) For  𝑘𝑘 = 1, … ,𝒩𝒩, use equation (3.15) to calculate the equal power signals of 
correlated fading channel 𝐀𝐀. 
6) For  𝑘𝑘 = 1, … ,𝒩𝒩, calculate the unequal power signals of desired correlated fading 
channel 𝐀𝐀� as 
  𝑎𝑎�𝑘𝑘 = 𝜎𝜎𝑎𝑎�𝑘𝑘𝜎𝜎𝑎𝑎   𝑎𝑎𝑘𝑘   (3.22) 
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3.4.4 Complexity Analysis of GSCT 
Let’s assume that 𝒩𝒩 is the total number of desired equal power correlated signals. To 
simulate these signals using GSCT, approximate computational operations of  2𝒩𝒩2 − 3𝒩𝒩 + 2  
are required which is  𝒪𝒪(𝒩𝒩2). This includes additions, subtractions, divisions, multiplications, 
and square roots. In Table 3.3, the approximate computational effort of the proposed algorithm 
is compared with the conventional methods that utilize Cholesky or Eigenvalue decomposition.  
For comparison purpose, let’s consider the generation of 𝒩𝒩 = 𝑀𝑀𝑡𝑡𝑀𝑀𝑟𝑟  signals for 𝑀𝑀𝑡𝑡 × 𝑀𝑀𝑟𝑟  
MIMO system. By using 𝑀𝑀𝑡𝑡 = 6 and 𝑀𝑀𝑟𝑟 = 8, the required number of signals is  𝒩𝒩 = 48. This 
means, 4.466 × 103 approximate calculations are needed for GSCT compared with 38.024 ×103 and 109.416 × 103 for Cholesky and Eigenvalue decomposition methods, respectively. 
When 𝒩𝒩 = 256, such as in MC-CDMA, approximate calculations of 0.13 × 106 are required 
for GSCT which are significantly less than 5.62 × 106 and 16.74 × 106 for Cholesky and 
Eigenvalue decomposition methods, respectively. Also, we find that approximately more than 
100% reduction in complexity can be achieved at 𝒩𝒩 = 9 compared with Cholesky and at 
𝒩𝒩 = 4 compared with Eigenvalue decomposition method. The significant reduction in 
computations is due to the direct use of  𝒩𝒩 − 1 conditions of successive correlated envelopes 
rather than ∑ (𝑚𝑚) 𝒩𝒩−1𝑚𝑚=1  conditions from the covariance matrix 𝐑𝐑𝐴𝐴𝐴𝐴  which needs 
𝒩𝒩3 6⁄   multiplications to be factorized. 
For unequal power correlated signals, GSCT requires extra 3(𝒩𝒩− 1 ) calculations for 𝝆𝝆�𝒔𝒔   
normalization and 2𝒩𝒩 for 𝐀𝐀� elements formulation. Hence, the total extra required computations 
is 5𝒩𝒩− 3. Similarly, when Cholesky or Eigenvalue decomposition method is used, extra 3𝒩𝒩2 + 2𝒩𝒩 computations are needed. Consequently, GSCT has more significant reduction 
compared with the other methods. 
In addition to the low complexity of proposed method, it provides a high performance 
compared with the existing methods in terms of accuracy and number of generated signals as 
we will see in the next section.  
 
 
Table 3.3: Computational complexity of GSCT to generate equal power correlated fading signals 
compared with the conventional methods that utilize Cholesky or Eigenvalue decomposition 
Algorithm Total Calculations Computational Effort 
Cholesky (2𝒩𝒩3 + 3𝒩𝒩2 + 𝒩𝒩)/6 𝒪𝒪(𝒩𝒩3) 
Eigenvalue (6𝒩𝒩3 − 3𝒩𝒩2 − 3𝒩𝒩)/6 𝒪𝒪(𝒩𝒩3) 
GSCT 2𝒩𝒩2 − 3𝒩𝒩 + 2 𝒪𝒪(𝒩𝒩2) 
 
65 
 
3.4.5 Simulation Results 
For the accuracy checking and to demonstrate the effectiveness of GSCT without loss of 
generality, we consider generation of correlated Rayleigh fading signals using four different 
representative examples. The first example is for simulating four equal power signals of  2 × 2 
SU-MIMO channel scenario with complex spatial covariance matrix. In the second example, we 
consider simulation of four equal power signals for 4 receive antenna correlation scenario using 
real spatial covariance matrix. The third example is for simulating 64 equal power signals of 
multicarrier channel scenario (OFDM) with spectral correlation. The last example is for 
simulating unequal power signal needed in many wireless applications that experiencing 
spectral and/or spatial correlation such as MC-CDMA, MU-MIMO, and MIMO-OFDM. In this 
study, MATLAB/7.9 is used for all simulations. 
Example 1: 
Consider generation of 𝒩𝒩 = 4 equal power flat Rayleigh fading signals as 𝐀𝐀 =[𝑎𝑎1 𝑎𝑎2 𝑎𝑎3 𝑎𝑎4]  for 2 × 2 MIMO scenario using 𝜎𝜎𝑎𝑎2 = 2𝒷𝒷 = 1 and the following 
empirically formulated covariance matrix. 
𝐑𝐑𝐴𝐴𝐴𝐴 = � 1 0.58 + 𝑗𝑗0.750.58 − 𝑗𝑗0.75 1 0.28 + 𝑗𝑗0.37 0.15 + 𝑗𝑗0.430.17 + 𝑗𝑗0.47 0.27 + 𝑗𝑗0.390.28 − 𝑗𝑗0.37 0.17 + 𝑗𝑗0.470.15 − 𝑗𝑗0.43 0.27 − 𝑗𝑗0.39 1 0.58 + 𝑗𝑗0.750.58 − 𝑗𝑗0.75 1 � (3.23) 
The eigenvalues of 𝐑𝐑𝐴𝐴𝐴𝐴  are: −0.254 , 0.198 , 1.298 , and 2.756 . Since one of the 
eigenvalue is negative, 𝐑𝐑𝐴𝐴𝐴𝐴  is neither a positive semidefinite nor a positive definite matrix. 
Besides serving as an illustration of GSCT effectiveness, the given covariance matrix also 
provides an example of realistic channel conditions where the covariance matrices are not 
always positive definite. It should be noted that Eigenvalue decomposition method can not be 
used directly for this example without forcing 𝐑𝐑𝐴𝐴𝐴𝐴  to be positive semidefinite by replacing the 
negative eigenvalue with zero as in [133]. Similarly, Cholesky decomposition method can not 
be employed without forcing 𝐑𝐑𝐴𝐴𝐴𝐴  to be positive definite by replacing the negative eigenvalue 
with small positive value as in [134]. However, forcing 𝐑𝐑𝐴𝐴𝐴𝐴  to be positive semidefinite/definite 
will affect its structure leading to inaccurate realistic channel simulation and hence the 
performance evaluation of the considered communication system. 
To generate 𝐀𝐀 using the proposed GSCT, the desired correlation matrix of envelopes 𝝆𝝆 can 
be calculated directly from 𝐑𝐑𝐴𝐴𝐴𝐴  using equation (3.11) as 
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𝝆𝝆 = � 1 𝜌𝜌12𝜌𝜌21 1 𝜌𝜌13 𝜌𝜌14𝜌𝜌23 𝜌𝜌24𝜌𝜌31 𝜌𝜌32
𝜌𝜌41 𝜌𝜌42 1 𝜌𝜌34𝜌𝜌43 1 � = �
1 0.8980.898 1 0.215 0.2250.249 0.2070.215 0.2490.225 0.207 1 0.8980.898 1 � (3.24) 
Therefore, desired correlation vector 𝝆𝝆𝒔𝒔 of successive envelopes is 
𝝆𝝆𝒔𝒔 = [𝜌𝜌12 𝜌𝜌23 𝜌𝜌34] = [0.898 0.249 0.898] (3.25) 
Propagation factors of the successive signals are calculated also from 𝐑𝐑𝐴𝐴𝐴𝐴  using equation (3.6) 
as 𝕜𝕜12 = 𝕜𝕜34 = 1.29 and 𝕜𝕜23 = 2.76. Envelopes (𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3, 𝑟𝑟4) and phases (𝛽𝛽1,𝛽𝛽2,𝛽𝛽3,𝛽𝛽4) of the 
generated fading signals are depicted in Fig. 3.3 and Fig. 3.4, respectively. It can be seen that 
envelopes (𝑟𝑟1, 𝑟𝑟2) and (𝑟𝑟3, 𝑟𝑟4) are very close to each other which reflects the desired high 
correlations of 𝜌𝜌12 = 𝜌𝜌34 = 0.898 while envelopes (𝑟𝑟1, 𝑟𝑟3), (𝑟𝑟1, 𝑟𝑟4), (𝑟𝑟2, 𝑟𝑟3), and (𝑟𝑟2, 𝑟𝑟4) are 
unrelated to each other due to their low correlation values shown in equation (3.24). In contrast 
to envelopes, all phases are independent even those related to the high correlated envelopes (𝑟𝑟1, 𝑟𝑟2) and (𝑟𝑟3, 𝑟𝑟4) which is expected for complex covariance matrices. In Table 3.4, the 
measured correlation values of fading envelopes are very close to the desired values which 
validate the accuracy of GSCT. Note that correlations of nonsuccessive envelopes are 
determined in GSCT by the associated successive envelope correlations using equation (3.18) as 
𝜌𝜌13 = 𝜌𝜌24 = 0.223 and 𝜌𝜌14 = 0.2. PDF of the generated Rayleigh fading envelopes and 
uniform distributed phases are coincides with the theoretical results as shown in Fig. 3.5 and 
Fig. 3.6, respectively. The results shown in Figs. 3.3-3.6 demonstrate the effectiveness of 
simulating the desired correlated fading signals. 
 
 
 
 Table 3.4: Measured correlations of equal power correlated fading signal envelopes generated using 
GSCT compared with the desired values of example 1 
Correlation 𝜌𝜌12  𝜌𝜌23  𝜌𝜌34  𝜌𝜌13  𝜌𝜌24  𝜌𝜌14  
Desired 0.898 0.249 0.898 0.215 0.207 0.225 
Measured 0.897 0.250 0.902 0.221 0.201 0.224 
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Figure 3.3:  Equal power envelopes of 𝐀𝐀 generated using GSCT for the parameters given in example 1 as; 
𝜎𝜎𝑎𝑎
2 = 1, 𝜌𝜌12 = 𝜌𝜌34 = 0.89,  𝜌𝜌23 = 0.25, 𝕜𝕜12 = 𝕜𝕜34 = 1.29, and 𝕜𝕜23 = 2.76 which are related to complex 
𝐑𝐑𝐴𝐴𝐴𝐴 . 
 
 
 
Figure 3.4:  Phases of equal power signals of 𝐀𝐀 generated using GSCT for the parameters given in 
example 1 as; 𝜎𝜎𝑎𝑎2 = 1,    𝜌𝜌12 = 𝜌𝜌34 = 0.89,  𝜌𝜌23 = 0.25, 𝕜𝕜12 = 𝕜𝕜34 = 1.29, and 𝕜𝕜23 = 2.76 which are 
related to complex 𝐑𝐑𝐴𝐴𝐴𝐴 .  
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Figure 3.5:  PDF of the Rayleigh fading envelopes of 𝐀𝐀 signals generated in example 1. 
 
 
 
 
Figure 3.6:  PDF of uniform distribution phases of 𝐀𝐀 signals generated in example 1. 
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Example 2: 
In this example, we consider generation of 𝒩𝒩 = 4 equal power flat Rayleigh fading signals 
as 𝐀𝐀 = [𝑎𝑎1 𝑎𝑎2 𝑎𝑎3 𝑎𝑎4]  for 4 receive antenna correlation scenario. The constant spatial 
correlation model [131] is adopted in this example due its popularity by using the following real 
constant receive covariance matrix. 
𝐑𝐑𝐴𝐴𝐴𝐴 = � 1 𝛾𝛾12𝛾𝛾21∗ 1 𝛾𝛾13 𝛾𝛾14𝛾𝛾23 𝛾𝛾24𝛾𝛾31∗ 𝛾𝛾32∗
𝛾𝛾41∗ 𝛾𝛾42∗ 1 𝛾𝛾34𝛾𝛾43∗ 1 � = �
1 0.90.9 1 0.9 0.90.9 0.90.9 0.90.9 0.9 1 0.90.9 1 � (3.26) 
Using equation (3.11) with 𝜎𝜎𝑎𝑎2 = 2𝒷𝒷 = 1, the desired correlation matrix of envelopes 𝝆𝝆 can be 
calculated directly from 𝐑𝐑𝐴𝐴𝐴𝐴  as 
𝝆𝝆 = � 1 𝜌𝜌12𝜌𝜌21 1 𝜌𝜌13 𝜌𝜌14𝜌𝜌23 𝜌𝜌24𝜌𝜌31 𝜌𝜌32
𝜌𝜌41 𝜌𝜌42 1 𝜌𝜌34𝜌𝜌43 1 � = �
1 0.810.81 1 0.81 0.810.81 0.810.81 0.810.81 0.81 1 0.810.81 1 � (3.27) 
Therefore, desired correlation vector 𝝆𝝆𝒔𝒔 of successive envelopes is 
𝝆𝝆𝒔𝒔 = [𝜌𝜌12 𝜌𝜌23 𝜌𝜌34] = [0.81 0.81 0.81] (3.28) 
In this example, all propagation factors 𝕜𝕜𝑘𝑘𝑘𝑘 , (𝑘𝑘 ≠ 𝑘𝑘) = 1, … ,4 are zero since 𝐑𝐑𝐴𝐴𝐴𝐴  is a real 
covariance matrix. Envelopes (𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3, 𝑟𝑟4) and phases (𝛽𝛽1,𝛽𝛽2,𝛽𝛽3,𝛽𝛽4) of the generated fading 
signals are depicted in Fig. 3.7 and Fig. 3.8, respectively. As can be seen, all phases and 
envelopes are correlated as expected for real covariance matrices. In this case, the inphase and 
quadrature components of any two signals 𝑎𝑎𝑘𝑘  and 𝑎𝑎𝑘𝑘  are uncorrelated where E�𝑥𝑥𝑘𝑘 𝑅𝑅𝑘𝑘� =
−E�𝑅𝑅𝑘𝑘𝑥𝑥𝑘𝑘  � = 0 in contrast to E�𝑥𝑥𝑘𝑘 𝑅𝑅𝑘𝑘� = −E�𝑅𝑅𝑘𝑘𝑥𝑥𝑘𝑘  � = 𝓅𝓅𝑘𝑘𝑘𝑘  when complex covariance matrices 
are used. This example demonstrates the applicability and accuracy of simulating signals with 
real covariance matrices using GSCT with less complexity compared with conventional 
methods. 
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Figure 3.7:  Equal power envelopes of 𝐀𝐀 generated using GSCT for the parameters given in example 1 as;  
𝜎𝜎𝑎𝑎
2 = 1, 𝜌𝜌12 =  𝜌𝜌23 = 𝜌𝜌34 = 0.81 and  𝕜𝕜12 = 𝕜𝕜23 = 𝕜𝕜34 = 0.0 which are related to real 𝐑𝐑𝐴𝐴𝐴𝐴 .  
 
 
 
 
 
Figure 3.8:  Phases of equal power signals of 𝐀𝐀 generated using GSCT for the parameters given in 
example 1 as; 𝜎𝜎𝑎𝑎2 = 1, 𝜌𝜌12 =  𝜌𝜌23 = 𝜌𝜌34 = 0.81 and  𝕜𝕜12 = 𝕜𝕜23 = 𝕜𝕜34 = 0.0 which are related to real 
𝐑𝐑𝐴𝐴𝐴𝐴 .  
0 50 100 150 200 250 300 350 400 450 500
-35
-30
-25
-20
-15
-10
-5
0
5
10
Samples
Fa
di
ng
 e
nv
el
op
e 
(d
B
)
 
 
envelope 1
envelope 2
envelope 3
envelope 4
0 50 100 150 200 250 300 350 400 450 500
-4
-3
-2
-1
0
1
2
3
4
Samples
C
ha
nn
el
 p
ha
se
 (r
ad
)
 
 
phase 1
phase 2
phase 3
phase 4
71 
 
Example 3: 
Channels of many communication systems include large number of correlated fading 
signals. In this example, we consider generation of 𝒩𝒩 = 64 equal power correlated flat 
Rayleigh fading signals as 𝐀𝐀 = [𝑎𝑎1 𝑎𝑎2 ⋯ 𝑎𝑎64]  for multicarrier system scenario of 64 
subcarriers. 
Based on IEEE 802.11a specifications (OFDM) [122, 134], the following parameters are 
adopted in this example: frequency separation between adjacent frequencies of ∆𝑓𝑓 = 312.5 
kHz, channel delay spread 𝜎𝜎𝜏𝜏 = 0.1 𝜇𝜇𝑠𝑠𝑅𝑅𝑐𝑐, maximum Doppler frequency 𝑓𝑓𝑑𝑑 = 50 Hz, arrival 
time delay between any adjacent signals are 𝜏𝜏(𝑘𝑘−1)𝑘𝑘 = 1 𝑚𝑚𝑠𝑠𝑅𝑅𝑐𝑐, 𝑘𝑘 = 1, … ,64, and  power of 
each signal is  𝜎𝜎𝑎𝑎2 = 2𝒷𝒷 = 1.  
Using equations (3.5), (3.6), and (3.11), the desired correlation vector 𝝆𝝆𝒔𝒔 of successive 
envelopes can be calculated from the given parameters as 
𝝆𝝆𝒔𝒔 = [𝜌𝜌12 𝜌𝜌23 ⋯ 𝜌𝜌(63)(64)] = [0.91 0.91 ⋯ 0.91] (3.29) 
where the calculated propagation factors are 𝕜𝕜(𝑘𝑘−1)𝑘𝑘 = 0.196, 𝑘𝑘 = 1, … ,64. 
From the generated signal of 𝐀𝐀 using GSCT, envelopes 𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3, and 𝑟𝑟64 are shown only 
in Fig. 3.9 for simplicity. As can be seen, frequency separation between signals is one of the 
parameters that has great impact on the channel correlation where as ∆𝑓𝑓 decreased, the 
correlation increased. For example, envelopes 𝑟𝑟1, 𝑟𝑟2, and 𝑟𝑟3 are highly correlated while 𝑟𝑟64 
appears independent to them. The measured correlations for these envelopes are; 𝜌𝜌12 = 0.91, 
𝜌𝜌12 = 0.91, 𝜌𝜌23 = 0.82, and 𝜌𝜌1(64) = 𝜌𝜌2(64) = 𝜌𝜌3(64) ≅ 0.0 . It should be noted that none of 
the existing methods can generate the desired signals of this example due to the large number of 
signals.  
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Figure 3.9:  Equal power envelopes of 𝐀𝐀 generated using GSCT for the parameters given in example 3 as; 
𝜎𝜎𝑎𝑎
2 = 1, 𝜌𝜌12 =  𝜌𝜌23 = 𝜌𝜌(63)(64) = 0.91 and  𝕜𝕜(𝑘𝑘−1)𝑘𝑘 = 0.196, 𝑘𝑘 = 1, … ,64.  
 
Example 4: 
In many applications of wireless communication systems such as MC-CDMA and MU-
MIMO, the fading channel exhibits unequal power signals due to system design requirement or 
inaccurate power control. In this representative example, we consider generation of 𝒩𝒩 = 4 
correlated flat Rayleigh fading signals as 𝐀𝐀� = [𝑎𝑎�1 𝑎𝑎�2 𝑎𝑎�3 𝑎𝑎�4]  for unequal power scenario 
using the following parameters: 
Signal power: 𝜎𝜎𝑎𝑎�12 = 𝜎𝜎𝑎𝑎�22 = 1,  𝜎𝜎𝑎𝑎�32 = 2, and 𝜎𝜎𝑎𝑎�42 = 3    
Propagation factors: 𝕜𝕜12 = 𝕜𝕜23 = 𝕜𝕜34 = 1      
Desired correlation vector 𝝆𝝆�𝒔𝒔 of successive envelopes is 
𝝆𝝆�𝒔𝒔 = [𝜌𝜌�12 𝜌𝜌�23 𝜌𝜌�34] = [0.9 0.3 0.7] (3.30) 
Using GSCT, the first step involves generation of equal unit power correlated Rayleigh fading 
signals 𝐀𝐀 = [𝑎𝑎1 𝑎𝑎2 𝑎𝑎3 𝑎𝑎4] with normalized correlation vector 𝝆𝝆𝒔𝒔 calculated from 𝝆𝝆�𝒔𝒔 using 
equation (3.21) as 
𝝆𝝆𝒔𝒔 = [𝜌𝜌12 𝜌𝜌23 𝜌𝜌34] = [0.9 0.21 0.28] (3.31) 
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In Fig. 3.10, envelopes (𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3, 𝑟𝑟4) of the generated signals 𝐀𝐀 are shown which reflects 
the correlation values of 𝝆𝝆𝒔𝒔 while all phases (𝛽𝛽1,𝛽𝛽2,𝛽𝛽3,𝛽𝛽4) are independent since the 
corresponding covariance matrix of these signals is complex. In the second step, desired 
unequal power signals 𝐀𝐀� are calculated from 𝐀𝐀 using equation (3.22).  
Unequal power envelopes (?̂?𝑟1, ?̂?𝑟2, ?̂?𝑟3, ?̂?𝑟4) of 𝐀𝐀� are depicted in Fig. 3.11 reflecting the desired 
signal power and correlations of  𝝆𝝆�𝒔𝒔 while all phases �?̂?𝛽1, ?̂?𝛽2, ?̂?𝛽3, ?̂?𝛽4� are independent as in the 
first step. From these figures, it can be seen that envelopes 𝑟𝑟3 and 𝑟𝑟4 are differ than ?̂?𝑟3 and ?̂?𝑟4 due 
to the power difference in first and second steps of generation while 𝑟𝑟1 and 𝑟𝑟2 are same as ?̂?𝑟1 
and ?̂?𝑟2 since they have equal powers in both steps. On the other hand, all phases in the first step 
are similar to that of second step and not affected by the power transformation as expected. 
Results of this example demonstrate the applicability of designing unequal power correlated 
fading signals using GSCT.  
 
 
 
 
Figure 3.10:  Equal unit power envelopes �𝜎𝜎𝑎𝑎12 = 𝜎𝜎𝑎𝑎22 = 𝜎𝜎𝑎𝑎32 = 𝜎𝜎𝑎𝑎42 = 1� and phases of 𝐀𝐀 generated in the 
first step of GSCT for the parameters calculated in example 4 as; 𝜌𝜌12 = 0.9, 𝜌𝜌23 = 0.21, and 𝜌𝜌34 = 0.28.  
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Figure 3.11:  Unequal power envelopes and phases of desired 𝐀𝐀� generated in the second step of GSCT for 
the parameters given in example 4 as; 𝜎𝜎𝑎𝑎�12 = 𝜎𝜎𝑎𝑎�22 = 1,  𝜎𝜎𝑎𝑎�32 = 2,  𝜎𝜎𝑎𝑎�42 = 3, 𝜌𝜌�12 = 0.9, 𝜌𝜌�23 = 0.3, 𝜌𝜌�34 =0.7, and 𝕜𝕜12 = 𝕜𝕜23 = 𝕜𝕜34 = 1.  
 
3.5 Iterative Coloring Technique (ICT) 
In this section, a simple ICT [141, 142] for designing any number of CRFC is proposed to 
overcome the shortcomings of conventional methods. It enables generation of equal and 
unequal power Rayleigh fading envelopes with any desired correlation factor in the 
interval [0, 1]. The proposed method employs iterative coloring of uncorrelated reference 
signals using real correlation matrix of envelopes 𝝆𝝆 rather than complex covariance matrix of 
the Gaussian samples 𝐑𝐑𝐴𝐴𝐴𝐴  which is employed in conventional methods. Furthermore, 
correlations of all signal envelope pairs are considered compared with GSCT that utilizes the 
correlation of successive signal envelopes only.  
3.5.1 Principles of Iterative Coloring 
In ICT and based largely on the material presented in section 3.4.1, we consider the 
correlation matrix of envelopes 𝝆𝝆 ∈ ℛ𝒩𝒩×𝒩𝒩 for generating 𝐀𝐀 = [𝑎𝑎1 ⋯ 𝑎𝑎𝒩𝒩] ∈ 𝒞𝒞1×𝒩𝒩 of equal 
power correlated signals from 𝐙𝐙 = [𝑧𝑧1 ⋯ 𝑧𝑧𝒩𝒩] ∈ 𝒞𝒞1×𝒩𝒩 of equal power uncorrelated signals 
using the following linear formulation assuming  𝜎𝜎𝑎𝑎2 = 𝜎𝜎𝑧𝑧2 = 1. 
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𝑎𝑎𝑘𝑘 =
⎩
⎪
⎨
⎪
⎧
𝛼𝛼𝑘𝑘𝑘𝑘 𝑧𝑧𝑘𝑘                                                    ,𝑘𝑘 = 1  
�(𝛼𝛼𝑘𝑘𝑚𝑚 + 𝑗𝑗𝛽𝛽𝑘𝑘𝑚𝑚 )𝑧𝑧𝑚𝑚 + 𝛼𝛼𝑘𝑘𝑘𝑘 𝑧𝑧𝑘𝑘𝑘𝑘−1
𝑚𝑚=1      , 2 ≤ 𝑘𝑘 ≤ 𝒩𝒩  (3.32) 
where  𝛼𝛼𝑘𝑘𝑚𝑚   and 𝛽𝛽𝑘𝑘𝑚𝑚   for 1 ≤ (𝑚𝑚 ≤ 𝑘𝑘) ≤ 𝒩𝒩 are coloring factors used to insure the required 
correlation among inphase and  quadrature components of complex Gaussian signals which can 
be calculated directly by satisfying the aforementioned conditions of [31] as follows: 
 
𝛼𝛼𝑘𝑘𝑚𝑚 = 1 ,                                                       𝑘𝑘 = 𝑚𝑚 = 1                      
(3.33) 
𝛼𝛼𝑘𝑘𝑚𝑚 = 2ℊ𝑘𝑘𝑚𝑚  ,                                               2 ≤ 𝑘𝑘 ≤ 𝒩𝒩      , 𝑚𝑚 = 1 
𝛼𝛼𝑘𝑘𝑚𝑚 = �1 −� �𝛼𝛼𝑘𝑘𝑗𝑗2 + 𝛽𝛽𝑘𝑘𝑗𝑗2 �𝑘𝑘−1
𝑗𝑗=1  ,                     2 ≤ 𝑚𝑚 < 𝑘𝑘 ≤ 𝒩𝒩  
𝛼𝛼𝑘𝑘𝑚𝑚 = 2ℊ𝑘𝑘𝑚𝑚 −� �𝛼𝛼𝑘𝑘𝑗𝑗 𝛼𝛼𝑚𝑚𝑗𝑗 − 𝛽𝛽𝑘𝑘𝑗𝑗 𝛽𝛽𝑚𝑚𝑗𝑗 �𝑚𝑚−1𝑗𝑗=1 𝛼𝛼𝑚𝑚𝑚𝑚 , 2 ≤ 𝑚𝑚 = 𝑘𝑘 ≤ 𝒩𝒩 
 
and, 
 
𝛽𝛽𝑘𝑘𝑚𝑚 = 𝕜𝕜𝑘𝑘𝑚𝑚𝛼𝛼𝑘𝑘𝑚𝑚  ,                                                 2 ≤ 𝑘𝑘 ≤ 𝒩𝒩      , 𝑚𝑚 = 1 
(3.34) 
𝛽𝛽𝑘𝑘𝑚𝑚 = 2𝓅𝓅𝑘𝑘𝑚𝑚 −� �𝛽𝛽𝑘𝑘𝑗𝑗 𝛼𝛼𝑚𝑚𝑗𝑗 − 𝛼𝛼𝑘𝑘𝑗𝑗 𝛽𝛽𝑚𝑚𝑗𝑗 �𝑚𝑚−1𝑗𝑗=1 𝛼𝛼𝑚𝑚𝑚𝑚  , 2 ≤ 𝑚𝑚 < 𝑘𝑘 ≤ 𝒩𝒩 
 
3.5.2 ICT Algorithm 
For wireless communication system, the desired channel 𝐀𝐀 of equal power signals with an 
arbitrary correlation matrix of envelopes  𝝆𝝆  can be generated as follows: 
1) Given the desired correlations between signal envelopes 𝜌𝜌𝑘𝑘𝑘𝑘  and propagation factors 
𝕜𝕜𝑘𝑘𝑘𝑘  for  1 ≤ 𝑘𝑘 ≠ 𝑘𝑘 ≤ 𝒩𝒩 or calculate them using the available informations.  
2) Calculate  ℊ𝑘𝑘𝑘𝑘   and  𝓅𝓅𝑘𝑘𝑘𝑘   for  1 ≤ (𝑘𝑘 ≠ 𝑘𝑘) ≤ 𝒩𝒩  using equations (3.5), (3.6), (3.11), 
and (3.12) or directly from 𝐑𝐑𝐴𝐴𝐴𝐴  upon the availability. 
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3) Calculate the coloring factors,  𝛼𝛼𝑘𝑘𝑚𝑚   and 𝛽𝛽𝑘𝑘𝑚𝑚   for 1 ≤ (𝑚𝑚 ≤ 𝑘𝑘) ≤ 𝒩𝒩  using equations 
(3.33) and (3.34). 
4) Generate a reference vector  𝐙𝐙  of 𝒩𝒩 equal power uncorrelated Rayleigh fading 
signals. 
5) For  𝑘𝑘 = 1, … ,𝒩𝒩, use equation (3.32) to calculate the desired signals of correlated 
Rayleigh fading channel 𝐀𝐀. 
3.5.3 Generalized ICT (GICT) Algorithm for Equal and Unequal Power CRFC 
Generation of unequal power signals 𝐀𝐀� = [𝑎𝑎�1   …  𝑎𝑎�𝑘𝑘   …  𝑎𝑎�𝒩𝒩] ∈ 𝒞𝒞1×𝒩𝒩 are very useful for 
simulating many applications of wireless communications. Therefore, GICT algorithm is 
presented in this section for the generation of equal/unequal power signals by considering the 
general correlation matrix  𝝆𝝆� ∈ ℛ𝒩𝒩×𝒩𝒩 of 𝒩𝒩 signal envelopes with power of   𝜎𝜎𝑎𝑎�𝑘𝑘2  , 𝑘𝑘 =1, … ,𝒩𝒩 as given in equation (3.19). 
The desired signals can be generated using the following algorithm where the 
transformation in steps 2 and 7 are same as in [137]. 
1) Given the desired correlations between signal envelopes 𝜌𝜌�𝑘𝑘𝑘𝑘  and propagation factors 
𝕜𝕜𝑘𝑘𝑘𝑘  for  1 ≤ 𝑘𝑘 ≠ 𝑘𝑘 ≤ 𝒩𝒩 or calculate them using the available informations. 
2) Normalize  𝝆𝝆�  to create normalized correlation matrix 𝝆𝝆 using the following relation 
  
𝜌𝜌𝑘𝑘𝑘𝑘 = 𝜌𝜌�𝑘𝑘𝑘𝑘
�𝜎𝜎𝑎𝑎�𝑘𝑘
2 𝜎𝜎𝑎𝑎�𝑘𝑘2    (3.35) 
3) Calculate  ℊ𝑘𝑘𝑘𝑘   and  𝓅𝓅𝑘𝑘𝑘𝑘   for  1 ≤ (𝑘𝑘 ≠ 𝑘𝑘) ≤ 𝒩𝒩  using equations (3.5), (3.6), (3.11), 
and (3.12) or directly from 𝐑𝐑𝐴𝐴𝐴𝐴  upon the availability. 
4) Calculate the coloring factors,  𝛼𝛼𝑘𝑘𝑚𝑚   and 𝛽𝛽𝑘𝑘𝑚𝑚   for 1 ≤ (𝑚𝑚 ≤ 𝑘𝑘) ≤ 𝒩𝒩  using equations 
(3.33) and (3.34). 
5) Generate a reference vector  𝐙𝐙  of 𝒩𝒩 equal power uncorrelated Rayleigh fading 
signals. 
6) For  𝑘𝑘 = 1, … ,𝒩𝒩, use equation (3.32) to calculate the equal power signals of 
correlated fading channel 𝐀𝐀. 
7) For  𝑘𝑘 = 1, … ,𝒩𝒩, calculate the unequal power signals of desired correlated fading 
channel 𝐀𝐀� using equation (3.22). 
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3.5.4 Complexity Analysis of GICT 
Let’s assume that 𝒩𝒩 is the total number of desired equal power correlated signals. To 
simulate these signals using GICT, approximate computational operations of  3𝒩𝒩2 − 6𝒩𝒩 + 4  
are required which is  𝒪𝒪(𝒩𝒩2). This includes additions, subtractions, divisions, multiplications, 
and square roots. In Table 3.5, the approximate computational effort of GICT algorithm is 
compared with GSCT and the conventional methods that utilize Cholesky or Eigenvalue 
decomposition.  
For comparison purpose, let’s consider two examples of 𝒩𝒩 = 48 signals for 6 × 8 MIMO 
system and 𝒩𝒩 = 256 for MC-CDMA system used in section 3.4.4. For 𝒩𝒩 = 48, approximate 
calculations of 6.628 × 103 are needed for GICT compared with 4.466 × 103 for GSCT, 38.024 × 103 for Cholesky, and 109.416 × 103 for Eigenvalue decomposition. When 𝒩𝒩 =256, approximate calculations of 0.19 × 106 are needed for GICT compared with 0.13 × 106 
for GSCT, 5.62 × 106 for Cholesky, and 16.74 × 106 for Eigenvalue decomposition. Also, we 
find that approximately more than 100% reduction in complexity can be achieved at 𝒩𝒩 = 14 
compared with Cholesky and at 𝒩𝒩 = 5 compared with Eigenvalue decomposition method. 
Therefore, GICT requires more computations than GSCT while providing significant reduction 
in computations compared with Cholesky and Eigenvalue methods due to the direct use of real 
correlation matrix of envelopes 𝝆𝝆 and iterative coloring rather than the complex covariance 
matrix 𝐑𝐑𝐴𝐴𝐴𝐴  which needs 𝒩𝒩3 6⁄   multiplications to be factorized. 
For unequal power correlated signals, GICT requires extra 3𝒩𝒩2 calculations for 𝝆𝝆�𝒔𝒔   
normalization and 2𝒩𝒩 for 𝐀𝐀� elements formulation. Hence, the total extra required computations 
are 3𝒩𝒩2 + 2𝒩𝒩 similar to Cholesky and Eigenvalue decomposition methods and higher than 5𝒩𝒩− 3 needed for GSCT algorithm. 
 
 
Table 3.5: Computational complexity of GICT to generate equal power correlated fading signals 
compared with GSCT and the conventional methods that utilize Cholesky or Eigenvalue decomposition  
Algorithm Total Calculations Computational Effort 
Cholesky (2𝒩𝒩3 + 3𝒩𝒩2 + 𝒩𝒩)/6 𝒪𝒪(𝒩𝒩3) 
Eigenvalue (6𝒩𝒩3 − 3𝒩𝒩2 − 3𝒩𝒩)/6 𝒪𝒪(𝒩𝒩3) 
GSCT 2𝒩𝒩2 − 3𝒩𝒩 + 2 𝒪𝒪(𝒩𝒩2) 
GICT 3𝒩𝒩2 − 6𝒩𝒩 + 4 𝒪𝒪(𝒩𝒩2) 
 
 
 
 
78 
 
3.5.5 Simulation Results 
For the accuracy checking and to show the superiority of GICT without loss of generality, 
we consider generation of correlated Rayleigh fading signals using MATLAB/7.9 for four 
different representative examples. The first example is for simulating three equal power signals 
of multicarrier channel scenario with complex covariance matrix. In the second example, we 
consider simulation of three equal power signals for 3 receive antenna correlation scenario (real 
covariance matrix). The third example is for simulating six equal power signals of 2 × 3 MIMO 
channel scenario while the last example is for simulating unequal power signal needed in many 
wireless applications such as MC-CDMA and MU-MIMO.  
Example 1: 
Consider generation of 𝒩𝒩 = 3 equal power flat Rayleigh fading signals as 𝐀𝐀 =[𝑎𝑎1 𝑎𝑎2 𝑎𝑎3]  for multicarrier system scenario using the following parameters: frequency 
separation between adjacent frequencies of ∆𝑓𝑓 = 200 kHz (GSM 900), channel delay spread 
𝜎𝜎𝜏𝜏 = 0.5 𝜇𝜇𝑠𝑠𝑅𝑅𝑐𝑐, maximum Doppler frequency 𝑓𝑓𝑑𝑑 = 80 Hz, arrival time delays between signals 
in 𝑚𝑚𝑠𝑠𝑅𝑅𝑐𝑐 are 𝜏𝜏12 = 0.4 , 𝜏𝜏23 = 1 , and 𝜏𝜏13 = 1.4, power of each signal is  𝜎𝜎𝑎𝑎2 = 2𝒷𝒷 = 1. 
Using equations (3.5), (3.6), and (3.7), the considered covariance matrix 𝐑𝐑𝐴𝐴𝐴𝐴  of complex 
signal can be calculated as 
𝐑𝐑𝐴𝐴𝐴𝐴 = � 1 𝛾𝛾12 𝛾𝛾13𝛾𝛾21∗ 1 𝛾𝛾23
𝛾𝛾31∗ 𝛾𝛾32∗ 1 � = � 1 0.70 + 𝑗𝑗44 0.34 + 𝑗𝑗430.70 − 𝑗𝑗44 1 0.67 + 𝑗𝑗420.34 − 𝑗𝑗43 0.67 − 𝑗𝑗42 1 � (3.36) 
where the propagation factors are calculated as 𝕜𝕜12 = 𝕜𝕜23 = 0.628 and 𝕜𝕜13 = 1.256. The 
eigenvalues of 𝐑𝐑𝐴𝐴𝐴𝐴  are: 0.067 , 0.477 , and 2.455 . Therefore, covariance matrix 𝐑𝐑𝐴𝐴𝐴𝐴  is a 
positive definite since all of the eigenvalue are positive and hence, Cholesky or Eigenvalue 
decomposition methods can be applied directly for this example. 
To generate 𝐀𝐀 using the proposed GICT, the desired correlation matrix 𝝆𝝆 of signal 
envelopes can be calculated using equations (3.5), (3.6), and (3.11), as 
𝝆𝝆 = � 1 𝜌𝜌12 𝜌𝜌13𝜌𝜌21 1 𝜌𝜌23
𝜌𝜌31 𝜌𝜌32 1 � = � 1 0.70 0.300.70 1 0.630.30 0.63 1 � (3.37) 
Envelopes (𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3) and phases (𝛽𝛽1,𝛽𝛽2,𝛽𝛽3) of the generated fading signals are depicted in Fig. 
3.12. For comparison, results of signal envelopes and phases using Cholesky decomposition 
method are shown in Fig. 3.13 and the measured correlations are shown in Table 3.6 with that 
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of GICT and desired values. It can be seen that the envelopes and phases of 𝑎𝑎1  and 𝑎𝑎2  signals 
are identical in both methods while slightly differ for 𝑎𝑎3 since the coloring processes are 
different. This is also shown by the measured correlations where GICT provide very close 
results for 𝜌𝜌23 and 𝜌𝜌13 compared with Cholesky decomposition method which prove the 
accuracy of GICT. In both methods, all phases are independent even those related to high 
correlated envelopes (𝑟𝑟1, 𝑟𝑟2) as expected for complex covariance matrices. PDF of the generated 
Rayleigh fading envelopes and uniform distributed phases are coincides with the theoretical 
results as shown in Fig. 3.14 and Fig. 3.15, respectively. 
 
 
Table 3.6: Measured correlations of example 1 using GICT and conventional Cholesky decomposition 
method compared with the desired values  
Correlation 𝜌𝜌12  𝜌𝜌23  𝜌𝜌13  
Desired 0.70 0.63 0.30 
GICT 0.70 0.62 0.31 
Cholesky 0.70 0.61 0.28 
 
 
 
 
Figure 3.12:  Equal power envelopes and phases of 𝐀𝐀 signals generated using GICT for the parameters 
given in example 1 as;  𝜎𝜎𝑎𝑎2 = 1, 𝜌𝜌12 = 0.7,  𝜌𝜌23 = 0.63, 𝜌𝜌13 = 0.3, 𝕜𝕜12 = 𝕜𝕜23 = 0.628, and 𝕜𝕜13 =1.256 which are related to complex 𝐑𝐑𝐴𝐴𝐴𝐴 . 
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Figure 3.13:  Equal power envelopes and phases of 𝐀𝐀 signals generated using Cholesky decomposition 
method for the parameters given in example 1 as; 𝜎𝜎𝑎𝑎2 = 1, 𝜌𝜌12 = 0.7,  𝜌𝜌23 = 0.63, 𝜌𝜌13 = 0.3, 𝕜𝕜12 =
𝕜𝕜23 = 0.628, and 𝕜𝕜13 = 1.256 which are related to complex 𝐑𝐑𝐴𝐴𝐴𝐴 . 
 
 
 
 
Figure 3.14:  PDF of the Rayleigh fading envelopes of 𝐀𝐀 signals generated in example 1. 
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Figure 3.15:  PDF of uniform distribution phases of 𝐀𝐀 signals generated in example 1. 
 
Example 2: 
In this example, we consider generation of 𝒩𝒩 = 3 equal power flat Rayleigh fading signals 
as 𝐀𝐀 = [𝑎𝑎1 𝑎𝑎2 𝑎𝑎3]  for 3 receive antenna correlation in scenario. The constant antenna 
correlation model [131] is adopted in this example due its popularity by using the following real 
constant receive covariance matrix. 
𝐑𝐑𝐴𝐴𝐴𝐴 = � 1 𝛾𝛾12 𝛾𝛾13𝛾𝛾21∗ 1 𝛾𝛾23
𝛾𝛾31∗ 𝛾𝛾32∗ 1 � = � 1 0.866 0.8660.866 1 0.8660.866 0.866 1 � (3.38) 
Using equation (3.11) with 𝜎𝜎𝑎𝑎2 = 2𝒷𝒷 = 1, the desired correlation matrix of envelopes 𝝆𝝆 can be 
calculated directly from 𝐑𝐑𝐴𝐴𝐴𝐴  as 
𝝆𝝆 = � 1 𝜌𝜌12 𝜌𝜌13𝜌𝜌21 1 𝜌𝜌23
𝜌𝜌31 𝜌𝜌32 1 � = � 1 0.75 0.750.75 1 0.750.75 0.75 1 � (3.39) 
In this example, all propagation factors 𝕜𝕜12, 𝕜𝕜23, and 𝕜𝕜13 are zero since 𝐑𝐑𝐴𝐴𝐴𝐴  is a real 
covariance matrix. Envelopes (𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3) and phases (𝛽𝛽1,𝛽𝛽2,𝛽𝛽3) of the generated fading signals 
are depicted in Fig. 3.16. For comparison, results of signal envelopes and phases using 
Cholesky decomposition method are shown in Fig. 3.17 and the measured correlations are 
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shown in Table 3.7 with that of GICT and desired values. As can be seen in both methods, all 
phases and envelopes are correlated as expected for real covariance matrices. In this case, the 
inphase and quadrature components of any two signals 𝑎𝑎𝑘𝑘  and 𝑎𝑎𝑘𝑘  are uncorrelated where E�𝑥𝑥𝑘𝑘 𝑅𝑅𝑘𝑘� = −E�𝑅𝑅𝑘𝑘𝑥𝑥𝑘𝑘  � = 0 in contrast to E�𝑥𝑥𝑘𝑘  𝑅𝑅𝑘𝑘� = −E�𝑅𝑅𝑘𝑘𝑥𝑥𝑘𝑘  � = 𝓅𝓅𝑘𝑘𝑘𝑘  for complex covariance 
matrices. Furthermore, envelopes and phases of 𝑎𝑎1  and 𝑎𝑎2  signals are identical in both methods 
while slightly differ for 𝑎𝑎3 since the coloring processes are different. This is also shown by the 
measured correlations where GICT provide very close results for 𝜌𝜌23 and 𝜌𝜌13 compared with 
Cholesky decomposition method which prove the accuracy of GICT.  
 
 
 Table 3.7: Measured correlations of example 2 using GICT and conventional Cholesky decomposition 
method compared with the desired values 
Correlation 𝜌𝜌12  𝜌𝜌23  𝜌𝜌13  
Desired 0.75 0.75 0.75 
GICT 0.75 0.74 0.74 
Cholesky 0.75 0.74 0.72 
 
 
 
 
Figure 3.16:  Equal power envelopes and phases of 𝐀𝐀 signals generated using GICT for the parameters 
given in example 2 as;  𝜎𝜎𝑎𝑎2 = 1, 𝜌𝜌12 =  𝜌𝜌23 =  𝜌𝜌13 = 0.75, and 𝕜𝕜12 = 𝕜𝕜23 = 𝕜𝕜13 = 0.0 which are related 
to real 𝐑𝐑𝐴𝐴𝐴𝐴 . 
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Figure 3.17:  Equal power envelopes and phases of 𝐀𝐀 signals generated using Cholesky decomposition 
method for the parameters given in example 2 as;  𝜎𝜎𝑎𝑎2 = 1, 𝜌𝜌12 =  𝜌𝜌23 =  𝜌𝜌13 = 0.75, and 𝕜𝕜12 = 𝕜𝕜23 =
𝕜𝕜13 = 0.0 which are related to real 𝐑𝐑𝐴𝐴𝐴𝐴 . 
 
 
Example 3: 
For large number of fading channels, we consider generation of 𝒩𝒩 = 6 equal power 
correlated flat Rayleigh fading signals in this example as 𝐀𝐀 = [𝑎𝑎1 𝑎𝑎2 ⋯ 𝑎𝑎6]  for 2 × 3 
MIMO system scenario. Desired parameters are given by the designer as: 𝜎𝜎𝑎𝑎2 = 1, 𝕜𝕜𝑘𝑘𝑘𝑘 = 1,
∀(𝑘𝑘, 𝑘𝑘) = 1, … ,6 and the following correlation matrix of signal envelopes.  
𝝆𝝆 =
⎣
⎢
⎢
⎢
⎢
⎡
1 0.90 0.440.90 1 0.600.44 0.60 1 0.38 0.25 0.180.44 0.38 0.250.90 0.44 0.380.38 0.44 0.900.25 0.38 0.440.18 0.25 0.38 1 0.60 0.440.60 1 0.900.44 0.90 1 ⎦⎥⎥
⎥
⎥
⎤
 (3.40) 
For this example, none of the existing methods can generate the desired signals with any 
accuracy tolerance (see Table 3.2) where the related covariance matrix 𝐑𝐑𝐴𝐴𝐴𝐴  is neither a positive 
semidefinite nor a positive definite matrix.  
Using GICT, envelopes 𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3, 𝑟𝑟4, 𝑟𝑟5, and 𝑟𝑟6 of 𝐀𝐀 signals are shown in Fig. 3.18 which 
clearly reflects the desired correlation values. The measured correlations for these envelopes 
demonstrate the accuracy and effectiveness of GICT as shown below. 
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𝝆𝝆 =
⎣
⎢
⎢
⎢
⎢
⎡
1 0.90 0.450.90 1 0.600.45 0.60 1 0.37 0.23 0.190.43 0.38 0.250.91 0.44 0.390.37 0.43 0.910.23 0.38 0.440.19 0.25 0.39 1 0.60 0.440.60 1 0.900.44 0.90 1 ⎦⎥⎥
⎥
⎥
⎤
 (3.41) 
 
 
 
Figure 3.18:  Equal power envelopes of 𝐀𝐀 generated using GICT for the desired correlation matrix 𝝆𝝆 and  
parameters given in example 3 as; 𝜎𝜎𝑎𝑎2 = 1 and  𝕜𝕜𝑘𝑘𝑘𝑘 = 1, ∀(𝑘𝑘, 𝑘𝑘) = 1, … ,6.  
 
Example 4: 
In this representative example, we consider generation of 𝒩𝒩 = 3 correlated flat Rayleigh 
fading signals as 𝐀𝐀� = [𝑎𝑎�1 𝑎𝑎�2 𝑎𝑎�3]  for unequal power scenario using the following 
parameters: 
Signal power: 𝜎𝜎𝑎𝑎�12 = 1, 𝜎𝜎𝑎𝑎�22 = 3, and 𝜎𝜎𝑎𝑎�32 = 9    
Propagation factors: 𝕜𝕜12 = 𝕜𝕜23 = 1.1 and  𝕜𝕜13 = 2.2     
Correlation of signal envelopes: 𝜌𝜌�12 = 0.9, 𝜌𝜌�23 = 0.6, and 𝜌𝜌�13 = 0.4 
 
Using GICT, the first step involves generation of unit power correlated Rayleigh fading 
signals 𝐀𝐀 = [𝑎𝑎1 𝑎𝑎2 𝑎𝑎3] with normalized correlations calculated from the desired values 
using equation (3.35) as 𝜌𝜌12 = 0.519, 𝜌𝜌23 = 0.115, and 𝜌𝜌34 = 0.133. Envelopes (𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3) and 
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phases (𝛽𝛽1,𝛽𝛽2,𝛽𝛽3) of the generated signals 𝐀𝐀 are depicted in Fig. 3.19 and the measured 
correlations in this step are  𝜌𝜌12 = 0.52, 𝜌𝜌23 = 0.113, and 𝜌𝜌34 = 0.122.  
In the second step, unequal power signals 𝐀𝐀� are calculated from 𝐀𝐀 using equation (3.22) 
and their envelopes (?̂?𝑟1, ?̂?𝑟2, ?̂?𝑟3) and phases �?̂?𝛽1, ?̂?𝛽2, ?̂?𝛽3� are depicted in Fig. 3.20. The measured 
correlations in this step are 𝜌𝜌�12 = 0.9, 𝜌𝜌�23 = 0.6, and 𝜌𝜌�13 = 0.39 which implies the accuracy of 
the proposed technique. 
As can be seen from these figures, envelopes 𝑟𝑟2 and 𝑟𝑟3 are differ than ?̂?𝑟2 and ?̂?𝑟3 due to the 
power difference in the first and second steps of generation while 𝑟𝑟1 is same as ?̂?𝑟1 since they 
have equal powers. On the other hand, phases in the first step are similar to that of second and 
not affected by the power transformation (3.22) as expected. 
 
 
 
 
 
Figure 3.19:  Equal unit power envelopes �𝜎𝜎𝑎𝑎12 = 𝜎𝜎𝑎𝑎22 = 𝜎𝜎𝑎𝑎32 = 1� and phases of 𝐀𝐀 generated in the first 
step of GICT for the parameters calculated in example 4 as; 𝜌𝜌12 = 0.519, 𝜌𝜌23 = 0.115, and 𝜌𝜌13 = 0.113.  
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Figure 3.20:  Unequal power envelopes and phases of desired 𝐀𝐀� generated in the second step of GICT for 
the parameters given in example 4 as; 𝜎𝜎𝑎𝑎�12 = 1,  𝜎𝜎𝑎𝑎�22 = 3,  𝜎𝜎𝑎𝑎�32 = 9, 𝜌𝜌�12 = 0.9, 𝜌𝜌�23 = 0.6, 𝜌𝜌�13 = 0.4, 
𝕜𝕜12 = 𝕜𝕜23 = 1.1, and 𝕜𝕜13 = 2.2.  
 
3.6 Conclusions 
In this chapter, two simple techniques have been proposed for accurate generation of equal 
and unequal power CRFC for multiantenna and multicarrier systems with different propagation 
conditions. They are designed to overcome the shortcomings of existing methods by avoiding 
decomposition of complex covariance matrix of the Gaussian samples. 
In GSCT, successive coloring of fading signals for all successive pairs is employed by 
utilizing the real correlation vector of desired signal envelopes. Any number of fading signals 
with any desired correlations of successive envelope pairs can be simulated accurately while 
correlations of all other pairs are determined by the related successive pairs. Extensive 
simulations of practical system scenarios demonstrate the effectiveness of GSCT compared with 
the conventional methods. It overcomes all shortcomings of existing methods particularly as the 
number of fading signals increases and/or moderate to high correlations used. For small number 
of fading signals and/or low correlation levels, GSCT provides high accuracy for the successive 
pairs of signals similar to conventional methods with significant reduction in computational 
complexity of 𝒪𝒪(𝒩𝒩2). 
In GICT, real correlation matrix of desired signal envelopes is utilized in iterative coloring 
processes of uncorrelated reference signals to generate any number of correlated fading signals 
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representing feasible system. Different practical system scenarios are simulated to show the 
effectiveness of GICT. It overcomes the shortcomings of existing methods when the number of 
fading signals increased and/or moderate to high correlations is required. For small number of 
fading signals and/or low correlation levels, GICT provides high accuracy with less 
computational complexity of 𝒪𝒪(𝒩𝒩2). 
Since GSCT utilizes correlation vector of successive envelopes, it is more convenient for 
generating moderate to large number of correlated signals (𝒩𝒩 > 6) and less complex compared 
with GICT. For 𝒩𝒩 ≤ 6, the accuracy of GICT outperforms GSCT since it considers the 
correlations of all signal pairs in the generation process. Analysis of previous methods 
demonstrates that none of them is able to generate any number of correlated fading signals with 
any desired correlation. Therefore, simplicity and accuracy of these techniques will help the 
research community to study and simulate the impact of channel correlations on current and 
new wireless applications. They are utilized efficiently in the following contributing chapters. 
The next chapter focus on new approach to mitigate the effects of channel correlation in 
multiantenna systems.  
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Chapter 4 
Signal Design for MU-MIMO Correlated Fading 
Channels 
 
4.1 Introduction 
Channels’ correlation has the effect to degrade the channel capacity and error performance 
of MU-MIMO systems considerably. For SU-MIMO, effects of signal constellation design on 
the capacity and error performance over correlated fading channels have been considered in the 
literature. However, their applicability on correlated MU-MIMO channels has not been 
investigated yet. 
In this chapter, two transmit signal constellation design methods referred to as unequal 
power allocation (UPA) and rotated constellation (RC) are proposed to maximize the capacity 
and error performance of MU-MIMO systems over different correlation levels (𝜌𝜌) in the 
interval [0, 1]. This novel approach is referred to as constellation constrained MU-MIMO (CC-
MU-MIMO) scheme. Based on principles of maximizing 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of the composite received 
signals, users’ data can be recovered using MLJD irrespective of correlation values 𝜌𝜌. 
Compared with identical constellation (IC) scenario of conventional MU-MIMO, constellation 
rearrangement of transmitted signals has direct impact to resolve the detection ambiguity when 
the channel difference is not enough to do, particularly in moderate to high correlations. 
Extensive analysis and simulation results demonstrate the superiority of proposed techniques to 
capture the promised gains of multiantenna systems regardless of channel correlations.  
This chapter is organized as follows. Literature review on MUMA systems is presented in 
Section 4.2. System model of CC-MU-MIMO is introduced in Section 4.3. In Section 4.4, 
signal constellation designs to mitigate fading correlations are presented. It includes two 
proposed methods, UPA and RC compared with IC design. In Section 4.5, channel capacity 
analysis including the ergodic sum rate capacity and constellation constrained capacity is 
presented. In Section 4.6, simulation results of capacity and BER performance of proposed 
methods are demonstrated over CRFC environment. Finally, chapter conclusions are withdrawn 
in the last section. 
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4.2 Literature Review 
Wireless digital communication systems are continuously striving for higher data rate. This 
is particularly a challenging task for power, bandwidth and complexity constrained systems. 
However, it is well known that spatial dimension can be exploited in rich multipath environment 
to increase the data rate significantly. This fact is well exploited in SU-MIMO [2, 6, 83, 97, 143-
145] and MU-MIMO systems [2, 3, 17, 18, 146] where several transmit and receive antennas are 
employed to accomplish high spectral efficiency without excess in bandwidth and transmit 
power [1, 5, 147]. 
For capacity evaluation promised by MIMO systems in real propagation environment, many 
research studies have been dealt with the channel correlations due its direct impact rather than 
the basic assumption of independent fading across different antenna pairs [86, 90, 130-132, 148-
151]. For example, high antenna correlations at transmit and/or receive ends may severely 
degrade the capacity of MIMO to that of SIMO, MISO, or SISO [86, 148]. In [90, 131, 132, 148, 
149], intensive investigations have been made on the effects of fading correlation on SU-MIMO 
channel capacity and BER performance. While correlation in SU-MIMO mainly occurs due to 
antenna separation at each communication point, additional poor scattering environment may 
lead to this phenomenon in MU-MIMO systems despite of the natural spatial difference among 
users [23]. Therefore, unlike SU-MIMO, this correlation will lead to erroneous detection of 
users’ signals or to avoid serving users with high correlated channels which seriously affects the 
multiuser diversity gain. As a result, the system capacity degrades as the fading channel 
correlation increases where the separation of users’ signals at BS receiver is mainly depends on 
the channel difference which is considered as a multiple access dimension [18, 21, 99]. Indeed, 
presence of correlations increases the linear dependence of the transmitted signals which 
complicates the decoder task. 
To mitigate the correlation effects even for extreme levels of full correlation, many 
techniques have been proposed in the literature such as [86, 152-154]. The key element is not to 
depend on the fading channel difference alone for signal detection.  For example, a precoding 
technique based on phase and power adjusting of the input constellations has been introduced in 
[86] for SU-MIMO system with transmit correlation. However, this method assumes the 
availability of correlation properties at the transmitter side and can not be applied directly for 
multiuser case without proper modifications. In [154], different scenarios have been presented 
for signal design of two users equipped with single antenna by applying constellation 
rearrangement to increase the minimum distance of the composite received signals. The idea of 
constellation design has been adopted in many studies to improve the performance of wireless 
systems [158-164]. In [158, 159], rotation of transmitted signal constellations is employed to 
enlarge the capacity region of different orthogonal and non-orthogonal 2-user Gaussian MAC. 
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However, for large number of constellation points, relative rotation between the alphabets will 
not affect the capacity region for any SNR level. In [160], same results and conclusions are 
found for 2-user Gaussian and fading BC. In [158], signal rotation is utilized also to construct 
STBC pairs for 2-user MISO and 2-user MIMO fading channel to reduce the detection 
complexity of ML and SD receivers, respectively. Rearrangement of constellation points is 
investigated to improve the system performance and bandwidth efficiency of transmit diversity 
in both Gaussian and fading channels [161-163].  Optimized signal constellation is proposed 
with network coding for two-way wireless relaying applications [164]. It is applied in the MAC 
channel with receive diversity to improve the system performance and throughput significantly.   
To utilize the available spectrum efficiently, new design approaches for MU-MIMO 
communications under different channel correlation conditions are of high interest to maintain 
high data rate and error performance. In this chapter, a novel CC-MU-MIMO scheme to achieve 
these objectives is presented for cellular system. It is based on the principles of maximizing 
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of composite received signal by employing different signal design methods at the users’ 
side. At the receive side, MLJD is employed to recover the users’ data irrespective of 
correlation values 𝜌𝜌. The mutual information formula between transmitted and received signals 
[143, 145], and the well known Ungerboeck’s equation of channel capacity [155] have been 
modified in this chapter for the purpose of constellation constrained capacity evaluations. 
4.3 Constellation Constrained MU-MIMO (CC-MU-MIMO) System 
Model 
4.3.1 Signal Model 
Consider CC-MU-MIMO of 𝐾𝐾 active mobile users communicating simultaneously over 
correlated flat Rayleigh fading MAC with one common BS in one cell cellular system as in Fig. 
4.1. Each of the mobile user equipments has a single antenna while the BS receiver equipped 
with 𝑚𝑚 antennas and utilizes nonlinear MLJD technique for data estimation. Signal 
constellation of each user is subject to the power control and/or channel phase feedback from 
BS such that the received composite signals will have maximum 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 .  
The received signal vector by 𝑚𝑚 receive antennas is represented as  
 𝐫𝐫 = �𝐡𝐡𝑘𝑘𝑣𝑣𝑘𝑘𝐾𝐾
𝑘𝑘=1 + 𝐧𝐧 (4.1) 
where 𝐫𝐫 = [𝑟𝑟1 ⋯ 𝑟𝑟𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1 received signal vector, 𝐡𝐡𝑘𝑘 = [ℎ𝑘𝑘1 ⋯ ℎ𝑘𝑘𝑚𝑚 ]𝑇𝑇 ∈
𝒞𝒞𝑚𝑚×1  is  𝑚𝑚 × 1 channel vector of user 𝑘𝑘 whose entries ℎ𝑘𝑘𝑙𝑙 = 𝑥𝑥𝑘𝑘𝑙𝑙 + 𝑗𝑗𝑧𝑧𝑘𝑘𝑙𝑙 , 𝑙𝑙 = 1, … ,𝑚𝑚  are zero 
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mean unit variance complex fading coefficient between user 𝑘𝑘 and 𝑙𝑙𝑡𝑡ℎ  receive antenna,  𝑥𝑥𝑘𝑘𝑙𝑙  and 
𝑧𝑧𝑘𝑘𝑙𝑙  are in-phase and quadrature components of zero mean Gaussian random processes each with 
variance 1/2, 𝑣𝑣𝑘𝑘  is transmitted signal of user 𝑘𝑘 subject to power constraint 𝑃𝑃𝑘𝑘  and modulated 
from equiprobable data 𝑏𝑏𝑘𝑘 , 𝐧𝐧 = [𝑚𝑚1 ⋯ 𝑚𝑚𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1 independently identically 
distributed (i.i.d) complex additive white Gaussian noise (AWGN) vector  with elements having 
zero mean and variance 𝜎𝜎𝑚𝑚2. 
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Figure 4.1:  CC-MU-MIMO system model of  𝐾𝐾 active mobile users each equipped with one antenna 
communicating simultaneously over MAC with one common base station receiver having 𝑚𝑚 antennas. 
 
 
 
The overall 𝑚𝑚 × 𝐾𝐾 channel matrix 𝐇𝐇 ∈ 𝒞𝒞𝑚𝑚×𝐾𝐾  of considered system can be represented as  
    𝐇𝐇 = [𝐡𝐡1  ⋯  𝐡𝐡𝑘𝑘  ⋯  𝐡𝐡𝐾𝐾] =
⎣
⎢
⎢
⎢
⎡
ℎ11    ⋯    ℎ𝑘𝑘1   ⋯  ℎ𝐾𝐾1
⋮      ⋱      ⋮       ⋱     ⋮
ℎ1𝑙𝑙    ⋯    ℎ𝑘𝑘𝑙𝑙    ⋯  ℎ𝐾𝐾𝑙𝑙
⋮      ⋱      ⋮       ⋱     ⋮
ℎ1𝑚𝑚   ⋯   ℎ𝑘𝑘𝑚𝑚  ⋯  ℎ𝐾𝐾𝑚𝑚 ⎦⎥⎥
⎥
⎤
 (4.2) 
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The fading coefficients ℎ𝑘𝑘𝑙𝑙   of 𝐇𝐇 can be represented also as 
 ℎ𝑘𝑘𝑙𝑙 = 𝛼𝛼𝑘𝑘𝑙𝑙  𝑅𝑅−𝑗𝑗𝛽𝛽𝑘𝑘𝑙𝑙  ;   𝑘𝑘 = 1, … ,𝐾𝐾;   𝑙𝑙 = 1, … ,𝑚𝑚 (4.3) 
where 𝛼𝛼𝑘𝑘𝑙𝑙 = |ℎ𝑘𝑘𝑙𝑙 | is the Rayleigh distributed envelope (magnitude) of channel component 
ℎ𝑘𝑘𝑙𝑙   and 𝛽𝛽𝑘𝑘𝑙𝑙 = tan−1(𝑧𝑧𝑘𝑘𝑙𝑙 𝑥𝑥𝑘𝑘𝑙𝑙⁄ ) is the uniform distribution phase over the interval [0, 2𝜋𝜋].  
The received signal in equation (4.1) can be rewritten as 
 𝐫𝐫 = 𝐇𝐇𝐇𝐇 + 𝐧𝐧 = 𝐬𝐬 + 𝐧𝐧 (4.4) 
where 𝐇𝐇 = [𝑣𝑣1  ⋯  𝑣𝑣𝑘𝑘  ⋯  𝑣𝑣𝐾𝐾]𝑇𝑇 ∈ 𝒞𝒞𝐾𝐾×1 is the transmitted signal vector of all active users and 
𝐬𝐬 = [𝑠𝑠1  ⋯  𝑠𝑠𝑙𝑙  ⋯  𝑠𝑠𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is the vector of superimposed users’ signals over their entire 
channels at the MAC input given as 
𝐬𝐬 =
⎣
⎢
⎢
⎡
𝑠𝑠1
⋮
𝑠𝑠𝑙𝑙
⋮
𝑠𝑠𝑚𝑚 ⎦
⎥
⎥
⎤ =
⎣
⎢
⎢
⎢
⎡
ℎ11    ⋯    ℎ𝑘𝑘1   ⋯  ℎ𝐾𝐾1
⋮      ⋱      ⋮       ⋱     ⋮
ℎ1𝑙𝑙    ⋯    ℎ𝑘𝑘𝑙𝑙    ⋯  ℎ𝐾𝐾𝑙𝑙
⋮      ⋱      ⋮       ⋱     ⋮
ℎ1𝑚𝑚   ⋯   ℎ𝑘𝑘𝑚𝑚  ⋯  ℎ𝐾𝐾𝑚𝑚 ⎦⎥⎥
⎥
⎤
⎣
⎢
⎢
⎡
𝑣𝑣1
⋮
𝑣𝑣𝑘𝑘
⋮
𝑣𝑣𝐾𝐾⎦
⎥
⎥
⎤ =
⎣
⎢
⎢
⎢
⎡
ℎ11𝑣𝑣1 + ⋯+ ℎ𝑘𝑘1𝑣𝑣𝑘𝑘 + ⋯+ ℎ𝐾𝐾1𝑣𝑣𝐾𝐾
⋮
ℎ1𝑙𝑙𝑣𝑣1 + ⋯+ ℎ𝑘𝑘𝑙𝑙 𝑣𝑣𝑘𝑘 + ⋯+ ℎ𝐾𝐾𝑙𝑙𝑣𝑣𝐾𝐾
⋮
ℎ1𝑚𝑚𝑣𝑣1 + ⋯+ ℎ𝑘𝑘𝑚𝑚 𝑣𝑣𝑘𝑘 + ⋯+ ℎ𝐾𝐾𝑚𝑚𝑣𝑣𝐾𝐾⎦⎥⎥
⎥
⎤
 (4.5) 
where 𝑠𝑠𝑙𝑙  is the superimposed received signal at  𝑙𝑙𝑡𝑡ℎ  antenna. Hence, the receive composite 
signal 𝑟𝑟𝑙𝑙  at the 𝑙𝑙𝑡𝑡ℎ  antenna with the noise component is 
 𝑟𝑟𝑙𝑙 = �ℎ𝑘𝑘𝑙𝑙𝑣𝑣𝑘𝑘𝐾𝐾
𝑘𝑘=1 + 𝑚𝑚𝑙𝑙 = 𝑠𝑠𝑙𝑙 + 𝑚𝑚𝑙𝑙   ;       𝑙𝑙 = 1, … ,𝑚𝑚 (4.6) 
For the given signal model, the following assumptions are considered: 
1) Perfect power control and CSI are assumed at the BS. 
2) The channel fading rate (Doppler spread) is assumed to be much less than the data rate. 
So, the channel remains constant over a frame of hundreds of symbols and changes 
from one frame to the next independently [29, 37, 144, 146].  
3) Due to the use of MLJD at BS receiver, impact of user scheduling is not included and 
the active users are perfectly synchronized. 
4) The total received power constrain of the considered system is 𝑃𝑃 = ∑ 𝑃𝑃𝑘𝑘𝐾𝐾𝑘𝑘=1 . 
5) The signal path loss from user 𝑘𝑘  to any receive antenna 𝑚𝑚 is identical to the others. 
6) CRFC is generated using ICT [141, 142] with correlation matrix of envelopes 𝝆𝝆 ∈
ℛ𝐾𝐾𝑚𝑚×𝐾𝐾𝑚𝑚   whose entries represent the correlation factor 𝜌𝜌𝑚𝑚𝑗𝑗  between 𝑚𝑚𝑡𝑡ℎ  and 𝑗𝑗𝑡𝑡ℎ  fading 
envelope. 
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4.3.2 Maximum Likelihood Joint Detection (MLJD) 
The nonlinear MLJD for the combined received signals is employed at BS receiver. It is 
optimal in the sense of minimizing the error probability by searching for the most likely 
transmitted signals. For CC-MU-MIMO system of K active users each equipped with single 
antenna and using 𝑀𝑀𝑘𝑘 , 𝑘𝑘 = 1, … ,𝐾𝐾 alphabet size of constellation, there are 𝐷𝐷 = ∏ 𝑀𝑀𝑘𝑘𝐾𝐾𝑘𝑘=1  
possible signal vectors at MAC input as 
 𝐇𝐇(𝑘𝑘) = �𝑣𝑣1(𝑘𝑘)  ⋯  𝑣𝑣𝑘𝑘 (𝑘𝑘)  ⋯  𝑣𝑣𝐾𝐾(𝑘𝑘)�𝑇𝑇  ;     𝑘𝑘 = 1, … ,𝐷𝐷 (4.7) 
where 𝑣𝑣𝑘𝑘
(𝑘𝑘) is the 𝑘𝑘𝑡𝑡ℎ  possible transmitted symbol from user 𝑘𝑘 and the total possible signals at 
the channel input during every symbol interval is 𝐷𝐷𝑚𝑚  = ∑ 𝑀𝑀𝑘𝑘𝐾𝐾𝑘𝑘=1 . When all 𝐾𝐾 users utilizes 
same alphabet size of constellation as 𝑀𝑀𝑘𝑘 = 𝑀𝑀, 𝑘𝑘 = 1, … ,𝐾𝐾 then, 𝐷𝐷 = 𝑀𝑀𝐾𝐾  and 𝐷𝐷𝑚𝑚  = 𝐾𝐾𝑀𝑀. 
From equations (4.5) and (4.7), we have 
 𝐬𝐬𝑘𝑘 = 𝐇𝐇𝐇𝐇(𝑘𝑘) = �𝑠𝑠1(𝑘𝑘)  ⋯  𝑠𝑠𝑙𝑙 (𝑘𝑘)  ⋯  𝑠𝑠𝑚𝑚 (𝑘𝑘)�𝑇𝑇  ;        𝑘𝑘 = 1, … ,𝐷𝐷  (4.8) 
where 𝑠𝑠𝑙𝑙(𝑘𝑘) is the 𝑘𝑘𝑡𝑡ℎ  possible superimposed received signal at  𝑙𝑙𝑡𝑡ℎ  antenna. Therefore, there 
are 𝐷𝐷 possible vectors �𝐬𝐬1, … , 𝐬𝐬𝑘𝑘 , … , 𝐬𝐬𝐷𝐷� ∈ 𝐒𝐒 at the MAC input consisting of superimposed 
users’ signals over their entire channels. Highest performance can be achieved if there is no 
identical elements in 𝐒𝐒. Therefore, fading channel signatures plays the main role for signal 
separation as long as the correlation level is very low. For example, all possible vectors 𝐒𝐒 of 2-
user system using 𝑀𝑀1 = 𝑀𝑀2 = 4 of QPSK modulation (𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ , 𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ , 𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  and 
𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  ) and 𝑚𝑚 = 2 are shown in Table 4.1. In this example, 𝐷𝐷 = 𝑀𝑀𝐾𝐾 = 42 = 16 and 
𝐷𝐷𝑚𝑚  = 𝐾𝐾𝑀𝑀 = 2 × 4 = 8.  
Based on the minimum distance criterion, the vector of transmitted users’ signals can be 
estimated as 
 𝐇𝐇� = arg min
𝐬𝐬𝑘𝑘∈𝑺𝑺 �𝐫𝐫 − 𝐬𝐬𝑘𝑘�2 ;      𝑘𝑘 = 1, … ,𝐷𝐷 (4.9) 
where �𝐫𝐫 − 𝐬𝐬𝑘𝑘�
2 is the squared distance 𝑑𝑑𝑘𝑘2 between received signal vector 𝐫𝐫 and the possible 
transmitted signal vector 𝐬𝐬𝑘𝑘 . The estimated signal vector 𝐇𝐇� = [𝑣𝑣�1 ⋯ 𝑣𝑣�𝐾𝐾]𝑇𝑇  will be remapped 
then to users’ data vector ?̂?𝐛 = [𝑏𝑏�1 ⋯ 𝑏𝑏�𝐾𝐾]𝑇𝑇. 
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Table 4.1: All possible composite signal vectors 𝐬𝐬𝑘𝑘 ∈ 𝐒𝐒 at the MAC input of 2-user system (𝐾𝐾 = 2) 
employing QPSK modulation (𝑀𝑀1 = 𝑀𝑀2 = 4)  and 𝑚𝑚 = 2 
 
Signals at MAC input, 𝑣𝑣𝑘𝑘 (𝑘𝑘) Possible signal vectors at MAC input, 𝐬𝐬𝑘𝑘 ∈ 𝐒𝐒 
𝑣𝑣1(𝑘𝑘) 𝑣𝑣2(𝑘𝑘) 𝐬𝐬𝑘𝑘 = [𝑠𝑠1(𝑘𝑘) 𝑠𝑠2(𝑘𝑘)]𝑇𝑇   ;        𝑘𝑘 = 1, … ,16 
𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄  𝐬𝐬1 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ ��𝑇𝑇 
𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄  𝐬𝐬2 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  𝐬𝐬3 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  𝐬𝐬4 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄  𝐬𝐬5 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄  𝐬𝐬6 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  𝐬𝐬7 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  𝐬𝐬8 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄  𝐬𝐬9 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄  𝐬𝐬10 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  𝐬𝐬11 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  𝐬𝐬12 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗𝜋𝜋 4⁄  𝐬𝐬13 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄  𝐬𝐬14 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗3𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄  𝐬𝐬15 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗5𝜋𝜋 4⁄ ��𝑇𝑇  
𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  𝐴𝐴𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄  𝐬𝐬16 = �𝐴𝐴�ℎ11𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ + ℎ21𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ � 𝐴𝐴�ℎ12𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ + ℎ22𝑅𝑅𝑗𝑗7𝜋𝜋 4⁄ ��𝑇𝑇  
 
 
4.4 Signal Design for CC-MU-MIMO 
Taking the advantage of accurate power control and CSI at BS receiver, UPA and RC 
signal design methods are proposed in this section for CC-MU-MIMO scheme to mitigate the 
channel correlation effects. We briefly describe the design and selection of user constellation 
points having 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 0  to maximize 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of the resulting unique composite points. In such 
methods, the constrained constellation of transmitted signals will have the effects to resolve the 
detection ambiguity at the receiver arisen due to high channel dependence (correlation). As a 
result, channel capacity and BER performance will be maximized irrespective of correlation 
level 𝜌𝜌. To simplify the analysis and without loss of generality, we consider the composite 
constellation of 𝑠𝑠𝑙𝑙 = ∑ ℎ𝑘𝑘𝑙𝑙 𝑣𝑣𝑘𝑘𝐾𝐾𝑘𝑘=1  at 𝑙𝑙𝑡𝑡ℎ  antenna only assuming that ℎ𝑘𝑘𝑙𝑙 = 1;  𝑘𝑘 = 1, … ,𝐾𝐾 (i.e. 
𝛼𝛼𝑘𝑘𝑙𝑙 = 1 and 𝛽𝛽𝑘𝑘𝑙𝑙 = 0). In other words, we assume full channel correlation and the task is to 
rearrange the composite signal constellation. For comparison purpose, the basic IC design of 
conventional MU-MIMO system is introduced first. 
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4.4.1 Identical Constellation (IC) 
In this case, IC for all users are used with equal power allocation (EPA) such that the 
received signals have equal power 𝑃𝑃𝑘𝑘 = 𝑒𝑒;  𝑘𝑘 = 1, … ,𝐾𝐾. The possible received symbol 𝑠𝑠𝑙𝑙  will 
have ambiguity reducing the number of possible received signals 𝐷𝐷 to an actual number 
of  𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡 . For example, in case of 2-user employing IC-BPSK of 𝑣𝑣𝑘𝑘 = ∓�𝑃𝑃𝑘𝑘 = ∓1 as a 
modulation levels, the possible composite received symbol is 𝑠𝑠𝑙𝑙 = {+2, 0, −2}. So, there 
are  𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡 = 3 instead of 𝐷𝐷 = 4  since the “0” composite symbol can be generated from two 
different cases (𝑣𝑣1 = +1, 𝑣𝑣2 = −1  or  𝑣𝑣1 = −1, 𝑣𝑣2 = +1) as shown in Fig. 4.2.  
To give an idea about the composite constellation in case of signal ambiguity (𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡 ≠ 𝐷𝐷), 
squared average distance (𝑑𝑑𝑎𝑎𝑣𝑣2 ) is used as a unit metric and given by 
 𝑑𝑑𝑎𝑎𝑣𝑣2 = 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚2   𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡𝐷𝐷  (4.10) 
In addition, energy loss factor ( 𝛾𝛾) in dB represents how much energy needed to achieve the 
single user performance and can be calculated as 
 𝛾𝛾 = 10 𝑙𝑙𝑜𝑜𝑅𝑅10 �𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 02𝑑𝑑𝑎𝑎𝑣𝑣2 � (4.11) 
In Table 4.2, some important results are summarized for 𝐾𝐾-user system employing IC-
BPSK. For example, there are  𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡 = 7 instead of 𝐷𝐷 = 64  for 𝐾𝐾 = 6. For this case, cost of 
𝛾𝛾 = 9.68 dB  should be spend to overcome high ambiguity in signal separation. The channel 
difference may resolve this inherent problem by increasing 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of each received symbol to 
achieve 𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡 = 𝐷𝐷. However, channels correlation has the opposite function by increasing the 
linear dependence of transmitted signals causing significant degradation in capacity and system 
performance. Therefore, the following methods are proposed to reduce the correlation impact by 
increasing 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚   of composite signals at the receive side. 
 
 
Table 4.2: Summary results for 𝐾𝐾-user system employing IC-BPSK where 𝑀𝑀 = 2 and 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 02 = 4 
 
𝐾𝐾 𝐷𝐷𝑚𝑚  𝐷𝐷 𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡  𝑠𝑠𝑙𝑙  𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚2  𝑑𝑑𝑎𝑎𝑣𝑣2  𝛾𝛾 
2 4 4 3 -2, 0, +2 4 3 1.24 
3 6 8 4 -3, -1, +1, +3 4 2 3.0 
4 8 16 5 -4, -2, 0, +2, +4 4 1.25 5.0 
5 10 32 6 -5, -3, -1, +1, +3, +5 4 0.75 7.26 
6 12 64 7 -6, -4, -2, 0, +2, +4, +6 4 0.43 9.68 
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4.4.2 Unequal Power Allocation (UPA) 
By taking the possibility of accurate power control at BS and according to the path loss 
advantage inherent in cellular systems due to spatial difference among users, UPA is used for 
the active users such that the received symbols are maximally separated. Therefore, powers are 
distributed among users by allocating a fraction 𝜂𝜂𝑘𝑘   of the total power 𝑃𝑃 to user 𝑘𝑘 as 
 𝑃𝑃𝑘𝑘 = 𝜂𝜂𝑘𝑘  𝑃𝑃 ;      𝑘𝑘 = 1, … ,𝐾𝐾 (4.12) 
where 𝜂𝜂𝑘𝑘  is power allocation ratio subject to 
 �𝜂𝜂𝑘𝑘
𝐾𝐾
𝑘𝑘=1 = 1 ;    0 ≤ 𝜂𝜂𝑘𝑘 ≤ 1 (4.13) 
For example, the optimal power allocation ratios for 2-user system that maximizes 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of the 
composite received symbols are found analytically as 𝜂𝜂1 = 0.8 and 𝜂𝜂2 = 0.2. These values are 
valid for any modulation type with any number of levels and will be used throughout this 
chapter whenever UPA mentioned if not others stated. For UPA-BPSK with 𝑃𝑃 = 2 and user 2 
has less path loss compared to user 1 (i.e. user 2 is closer to BS than user 1), the optimal 
assigned powers will be 𝑃𝑃1 = 𝜂𝜂1𝑃𝑃 = 1.6 and 𝑃𝑃2 = 𝜂𝜂2𝑃𝑃 = 0.4. Therefore, the transmitted 
symbols will be 𝑣𝑣1 = ∓�𝑃𝑃1 = ∓1.264  and 𝑣𝑣2 = ∓�𝑃𝑃2 = ∓0.632. All possible composite 
received symbol will be 𝑠𝑠𝑙𝑙 = {+1.896, +0.632, −0.632, −1.896} as shown in Fig. 4.3. As 
can be seen, there are  𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡 = 𝐷𝐷 = 4 composite symbols having 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 1.264  which is 
expected to improve the system immunity against the correlation effects. 
4.4.3 Rotated Constellation (RC) 
In this method, RC is employed for the active users by taking the possibility of accurate 
phase control with EPA (𝑃𝑃𝑘𝑘 = 𝑒𝑒;  𝑘𝑘 = 1, … ,𝐾𝐾) at BS. To maximize 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of the composite 
received signal, a suitable phase difference 𝜉𝜉𝑘𝑘  between 𝑘𝑘𝑡𝑡ℎ  user constellation and reference user 
constellation must be selected taking into account their channel phases. For CC-MU-MIMO 
system of 𝑚𝑚 ≥ 2 with highest SNR at 𝑙𝑙𝑡𝑡ℎ  antenna, 𝜉𝜉𝑘𝑘 ,𝑘𝑘 = 1, … . ,𝐾𝐾 is calculated according to 
channel phase 𝛽𝛽𝑘𝑘𝑙𝑙 . Therefore, procedure of 𝐾𝐾 user system starts with fixing constellation of user 
1 as a reference followed by rotating the others based on 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  maximization according to 
channel phases related to the receive antenna with highest SNR as 
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 𝑣𝑣𝑘𝑘  𝑅𝑅𝑗𝑗𝜉𝜉𝑘𝑘  ;    𝑘𝑘 = 2, … ,𝐾𝐾 (4.14) 
For example, the transmitted symbols of 2-user RC-BPSK are given for optimal phase angle 
rotation 𝜉𝜉2 = 𝜋𝜋/2 and 𝑃𝑃1 = 𝑃𝑃2 = 1 as 
 𝑣𝑣1 =  ∓�𝑃𝑃1 = ∓1 
(4.15) 
 𝑣𝑣2 =  ∓�𝑃𝑃2𝑅𝑅𝑗𝑗𝜉𝜉2 = ∓𝑗𝑗 
As a result, all possible composite received symbol will be  𝑠𝑠𝑙𝑙 = {+1 + 𝑗𝑗, +1 − 𝑗𝑗, −1 + 𝑗𝑗,
−1 − 𝑗𝑗} as shown in Fig.4.4. As can be seen, there are  𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡 = 𝐷𝐷 = 4 composite symbols 
having 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 0 = 2  which is better than UPA method at cost of extra overhead 
represented by the phase control at BS receiver.  
To clarify the concept of proposed signal design methods, Fig. 4.5–4.14 show the 
transmitted and received signal constellations of 2-user system using different modulations 
(QPSK, 8PSK, 4PAM, 8PAM, and 8QAM). It is obvious that maximizing  𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚   is achieved 
through rearrangement of users’ constellations. In Table 4.3, some important results of the 
investigated system configurations are summarized.  
 
Table 4.3: Summary results for 2-user system utilizing different modulations 
  
Modulation 𝑀𝑀 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 02  Constellation 𝐷𝐷𝑚𝑚  𝐷𝐷 𝐷𝐷𝑎𝑎𝑐𝑐𝑡𝑡  𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚2  𝑑𝑑𝑎𝑎𝑣𝑣2  𝛾𝛾 
BPSK 2 4 IC 4 4 3 4 3 1.24 
BPSK 2 4 RC (π /2) 4 4 4 4 4 0.0 
BPSK 2 4 UPA 4 4 4 1.6 1.6 0.0 
QPSK 4 2 IC 8 16 9 2 1.125 2.5 
QPSK 4 2 RC (π /6) 8 16 16 0.53 0.53 5.7 
QPSK 4 2 UPA 8 16 16 0.8 0.8 0.0 
8PSK 8 0.57 IC 16 64 33 0.34 0.175 5.1 
8PSK 8 0.57 RC (π /11) 16 64 64 0.04 0.04 11.5 
8PSK 8 0.57 UPA 16 64 64 0.044 0.044 7.2 
8QAM 8 0.66 IC 16 64 25 0.66 0.257 4.1 
8QAM 8 0.66 RC (π /4) 16 64 64 0.066 0.066 10.0 
8QAM 8 0.66 UPA 16 64 40 0.26 0.162 2.0 
8QAM 8 0.66 RC (π /4) & UPA 16 64 64 0.09 0.09 4.6 
4PAM 4 0.8 RC (π /2) 8 16 16 0.8 0.8 0.0 
8PAM 8 0.19 RC (π /2) 16 64 64 0.19 0.19 0.0 
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Figure 4.2: Signal constellation of 2-user IC-BPSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2) with the received signals. 
 
 
 
 
Figure 4.3: Signal constellation of 2-user UPA-BPSK (𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ) with the received 
signals. 
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Figure 4.4: Signal constellation of 2-user RC-BPSK (𝜉𝜉2 = 𝜋𝜋/2) with the received signals where 
𝑃𝑃1 = 𝑃𝑃2 = 1 and  𝑃𝑃 = 2. 
 
 
 
 
Figure 4.5: Signal constellation of 2-user IC-QPSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2) with the received signals. 
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Figure 4.6: Signal constellation of 2-user UPA-QPSK (𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ) with the received 
signals. 
 
 
 
 
 
Figure 4.7: Signal constellation of 2-user RC-QPSK (𝜉𝜉2 = 𝜋𝜋/6) with the received signals where 
𝑃𝑃1 = 𝑃𝑃2 = 1 and  𝑃𝑃 = 2. 
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Figure 4.8: Signal constellation of 2-user IC-8PSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2) with the received signals. 
 
 
 
 
Figure 4.9: Signal constellation of 2-user UPA-8PSK (𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ) with the received 
signals. 
 
 
-2 -1 0 1 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Q
ua
dr
at
ur
e
In-Phase
User1 signal
User2 signal
Recieved signal
-2 -1 0 1 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Q
ua
dr
at
ur
e
In-Phase
User1 signal
User2 signal
Recieved signal
102 
 
 
 
Figure 4.10: Signal constellation of 2-user RC-8PSK (𝜉𝜉2 = 𝜋𝜋/11) with the received signals where 
𝑃𝑃1 = 𝑃𝑃2 = 1 and  𝑃𝑃 = 2. 
 
 
 
 
Figure 4.11: Signal constellation of 2-user IC-8QAM (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2) with the received signals. 
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Figure 4.12: Signal constellation of 2-user UPA-8QAM (𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ) with the received 
signals. 
 
 
 
 
 
Figure 4.13: Signal constellation of 2-user RC-8QAM (𝜉𝜉2 = 𝜋𝜋/4) with the received signals where 
𝑃𝑃1 = 𝑃𝑃2 = 1 and  𝑃𝑃 = 2. 
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Figure 4.14: Signal constellation of 2-user UPA-RC-8QAM (𝜉𝜉2 = 𝜋𝜋/4, 𝑃𝑃1 = 𝑃𝑃2 = 1,  𝑃𝑃 = 2) with the 
received signals. 
 
4.5 Channel Capacity Analysis of CC-MU-MIMO 
4.5.1 Sum Rate Capacity 
Based on the ergodic sum rate capacity of UL Rayleigh fading MU-MIMO channel given 
in [24, 99], the sum rate capacity for CC-MU-MIMO signal model (4.1) in bit/s/Hz can be 
written as 
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = E �log2 �𝐈𝐈𝑚𝑚 + 1𝜎𝜎𝑚𝑚2 ��𝐡𝐡𝑘𝑘𝑃𝑃𝑘𝑘𝐡𝐡𝑘𝑘H𝐾𝐾𝑘𝑘=1 ��� (4.16) 
For EPA with 𝑃𝑃𝑘𝑘 = 𝑒𝑒 = 𝑃𝑃 𝐾𝐾⁄ ;  𝑘𝑘 = 1, … ,𝐾𝐾, this capacity can be written as 
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = E �log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐾𝐾𝜎𝜎𝑚𝑚2 ��𝐡𝐡𝑘𝑘𝐡𝐡𝑘𝑘H𝐾𝐾𝑘𝑘=1 ��� = E �log2 �𝐈𝐈𝑚𝑚 + Γ𝐾𝐾𝐇𝐇𝐇𝐇H �� (4.17) 
where Γ = 𝑃𝑃/𝜎𝜎𝑚𝑚2  is the average SNR. 
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Since all user equipments are equipped with single antenna, the sum rate capacity of CC-
MU-MIMO system grows linearly with min[𝐾𝐾,𝑚𝑚]. Therefore, any increase of receive antennas 
𝑚𝑚  at the BS will lead to linear growth in capacity 
4.5.2 Constellation Constrained Capacity 
Generally, for the channel model (4.1), any point on the ergodic sum rate capacity curves 
can be achieved using signal constellation with Gaussian distribution at the MAC input [143, 
145, 155, 156]. However, maximum achievable throughput by any practical communication 
system employing independent and equally likely 𝑀𝑀 modulation levels can be found by 
calculating the mutual information between transmitted signal vector 𝐇𝐇 and received signal 
vector 𝐫𝐫. It is known as constellation constrained capacity [157] and given in bit/s/Hz by 
 𝑅𝑅𝑐𝑐 = ℋ(𝐫𝐫) −ℋ(𝐫𝐫|𝐇𝐇) = ℋ(𝐇𝐇) −ℋ(𝐇𝐇|𝐫𝐫) (4.18) 
where ℋ(𝑥𝑥) = −E[log2⁡(𝑥𝑥)] denotes the entropy function. For CC-MU-MIMO system of 𝐾𝐾 
users (transmit antennas) and 𝑚𝑚 receive antennas, we have 
 ℋ(𝐫𝐫|𝐇𝐇) = 𝑚𝑚 log2(𝜋𝜋𝑅𝑅/Γ) (4.19) 
Assuming that all users utilizes same alphabet size of constellation as 𝑀𝑀𝑘𝑘 = 𝑀𝑀, 𝑘𝑘 = 1, … ,𝐾𝐾, 
the expectation in ℋ(𝐫𝐫) over the sources of randomness 𝐇𝐇, 𝐇𝐇 and 𝐧𝐧 can be numerically 
approximated using Monte-Carlo method as 
 ℋ(𝐫𝐫) = −E �log2 � Γ𝑚𝑚𝐷𝐷𝜋𝜋𝑚𝑚  �𝑅𝑅�−Γ�𝐫𝐫−𝐬𝐬𝑘𝑘�2�𝐷𝐷
𝑘𝑘=1 �� (4.20) 
where the summation runs over all 𝐷𝐷 = 𝑀𝑀𝐾𝐾  possible signal vectors �𝐬𝐬1, … , 𝐬𝐬𝑘𝑘 , … , 𝐬𝐬𝐷𝐷� ∈ 𝐒𝐒. After 
some mathematical manipulations, 𝑅𝑅𝑐𝑐  can be simplified as  
 𝑅𝑅𝑐𝑐 = log2(𝐷𝐷) − E �log2 �𝑅𝑅𝑚𝑚 �𝑅𝑅�−Γ�𝐫𝐫−𝐬𝐬𝑘𝑘�2�𝐷𝐷
𝑘𝑘=1 �� (4.21) 
where the first term can be identified as the entropy ℋ(𝐇𝐇) or the transmitted bits while the 
second term may represent the loss of information ℋ(𝐇𝐇|𝐫𝐫) due to different transmission 
schemes. 
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Ungerboeck’s formula of the constellation constrained capacity [155] can be modified as a 
second method to calculate 𝑅𝑅𝑐𝑐  for CC-MU-MIMO scheme. It can be written for discrete input 
over the entire channels represented by �𝐬𝐬1, … , 𝐬𝐬𝑘𝑘 , … , 𝐬𝐬𝐷𝐷� ∈ 𝐒𝐒 and continuos output as 
 𝑅𝑅𝑐𝑐 = maxPr (𝐬𝐬1)… Pr(𝐬𝐬𝐷𝐷 )  � Pr⁡(𝐬𝐬𝑘𝑘)𝐷𝐷
𝑘𝑘=1 � 𝑒𝑒�𝐫𝐫�𝐬𝐬𝑘𝑘� +∞−∞ log2 � 𝑒𝑒�𝐫𝐫�𝐬𝐬𝑘𝑘�∑ Pr(𝐬𝐬𝑚𝑚)𝑒𝑒(𝐫𝐫|𝐬𝐬𝑚𝑚)𝐷𝐷𝑚𝑚=1 �  𝑑𝑑𝑟𝑟 (4.22) 
where Pr(𝑘𝑘) is the probability associated with 𝐬𝐬𝑘𝑘   and  𝑒𝑒�𝐫𝐫�𝐬𝐬𝑘𝑘�  is the conditional probability of 
received composite symbol given for two dimensional modulation by 
 𝑒𝑒�𝐫𝐫�𝐬𝐬𝑘𝑘� = 12𝜋𝜋𝜎𝜎𝑚𝑚2   𝑅𝑅−��𝐫𝐫−𝐬𝐬𝑘𝑘�
22 𝜎𝜎𝑚𝑚2 � (4.23) 
By assuming equiprobable occurrence of 𝐒𝐒 elements such that  Pr�𝐬𝐬𝑘𝑘� = 1 𝐷𝐷⁄  , the capacity 𝑅𝑅𝑐𝑐   
in bit/s/Hz can be simplified to 
 𝑅𝑅𝑐𝑐 = log2(𝐷𝐷) − 1𝐷𝐷  � E �log2 � exp�−�𝐬𝐬𝑘𝑘 + 𝐧𝐧 − 𝐬𝐬𝑚𝑚�2 − ‖𝐧𝐧‖22 𝜎𝜎𝑚𝑚2 �𝐷𝐷𝑚𝑚=1 �𝐷𝐷𝑘𝑘=1  (4.24) 
This capacity can be calculated as a function of average SNR represented by Γ = 𝑃𝑃/𝜎𝜎𝑚𝑚2. 
4.6 Simulation Results 
Monte Carlo simulations using MATLAB/7.9 have been carried out in this section to 
demonstrate and validate the overall performance of 𝐾𝐾 × 𝑚𝑚 CC-MU-MIMO system using IC, 
UPA, and RC over CRFC. The first subsection includes the capacity results averaged over 
10,000 channel realization. The second subsection demonstrates the results of BER performance 
considering a frame of 100 symbols from MPSK constellation for each channel realization. In 
this assumption, the channel still constant over the entire frame length and changes 
independently from frame to the next. To demonstrate the effects of channel correlation, we 
consider without loss of generality equal correlation among different fading paths as 𝜌𝜌𝑚𝑚𝑗𝑗 =
𝜌𝜌 ;  ∀𝑚𝑚 ≠ 𝑗𝑗;  𝑚𝑚, 𝑗𝑗 = 1, … . ,𝐾𝐾𝑚𝑚. 
Firstly, consider 2 × 2 CC-MU-MIMO system utilizing QPSK signalling to show the 
impact of correlation and signal design on the constellation at the receive side and hence, the 
signal detection. For this purpose, two extreme cases are considered as ρ = 0.0 for uncorrelated 
channels and ρ = 0.9  for high correlation.  
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In Fig. 4.15, constellation points (v1, v2) of IC-QPSK (P1 = P2 = 1, P = 2)  is shown with 
the possible composite received signal s1 at BS antenna 1 over uncorrelated channel realization 
of h11 = 0.96 + j0.12 and h21 = −0.34 + j0.52. As can be seen, the fading signatures have 
direct impact to resolve signal ambiguity from 9 to 16 points (see Fig.4.5 for comparison) which 
enables efficient signal detection. However, fading correlation has the opposite effect as shown 
in Fig. 4.16 for channel realization of h11 = 0.96 + j0.12 and h21 = −0.91 − j0.11 with 
ρ = 0.9.  In this case, the recognized signals are 9 which cause severe degradation in spectral 
efficiency. This problem can be solved efficiently by utilizing the proposed signal design 
methods.  
Results of UPA-QPSK ( η1 = 0.8, η2 = 0.2, P = 2)   and RC-QPSK (ξ2 = π/6, P1 =P2 = 1, P = 2)   are shown in Fig. 4.17 and Fig. 4.18, respectively. As can be see, better 
constellation is achieved with 16 points and higher dmin . 
 
 
 
 
 
Figure 4.15: Signal constellation points (v1, v2) of IC-QPSK (P1 = P2 = 1, P = 2) with the possible 
composite received signal sl  over uncorrelated channel realization of h11 = 0.96 + j0.12 and h21 =
−0.34 + j0.52. 
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Figure 4.16: Signal constellation points (v1, v2) of IC-QPSK (P1 = P2 = 1, P = 2) with the possible 
composite received signal sl  over correlated channel realization (ρ = 0.9) of h11 = 0.96 + j0.12 and h21 = −0.91 − j0.11. 
 
 
 
 
 
Figure 4.17: Signal constellation points (v1, v2) of UPA-QPSK (η1 = 0.8, η2 = 0.2, P = 2 ) with the 
possible composite received signal sl  over correlated channel realization (ρ = 0.9) of h11 = 0.96 + j0.12 
and h21 = −0.91 − j0.11. 
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Figure 4.18: Signal constellation points (v1, v2) of RC-QPSK (ξ2 = π/6, P1 = P2 = 1, P = 2) with the 
possible composite received signal sl  over correlated channel realization (ρ = 0.9) of h11 = 0.96 + j0.12 
and h21 = −0.91 − j0.11. 
 
4.6.1 Channel Capacity 
To evaluate the channel capacity of 𝐾𝐾 × 𝑚𝑚 CC-MU-MIMO system and to show the 
effectiveness of proposed signal design methods, we consider without loss of generality QPSK 
signalling and three different cases of channel correlation; 𝜌𝜌 = 0.0 for uncorrelated channels,  𝜌𝜌 = 0.5 for moderate correlation, and 𝜌𝜌 = 0.9  for high correlation. Constellation constrained 
capacity (maximum achievable throughput) with the ergodic sum rate limit are demonstrated for 
four system configurations; 2 × 2, 2 × 4, 4 × 4, and 4 × 2. 
Results of 2 × 2 scheme employing IC-QPSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2), UPA-QPSK 
(𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ), and RC-QPSK (𝜉𝜉2 = 𝜋𝜋/6, 𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2) are shown in 
Fig. 4.19. It can be seen clearly that constrained capacity of IC, UPA, and RC signalling 
methods are similar for uncorrelated channel environment. However, as 𝜌𝜌 increased, capacity of 
IC decreases significantly while UPA and RC methods provides stable performance irrespective 
of 𝜌𝜌 values. For example, gain of 6dB in SNR is achieved using UPA or RC compared with IC 
at maximum capacity of  log2(42) = 4  bit/s/Hz when 𝜌𝜌 = 0.9. At same correlation level and 
maximum capacity, the achievable gain is increased to 8dB for 2 × 4 system as shown in Fig. 
4.20. In this case, the diversity order is 𝐿𝐿 = 4 due to employing 4 receive antennas compared 
with 𝐿𝐿 = 2  for 2 × 2  scheme. 
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In Fig. 4.21, results of 4 × 4 scheme employing IC-QPSK (𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4), 
UPA-QPSK (𝜂𝜂1 = 0.04, 𝜂𝜂2 = 𝜂𝜂3 = 0.16, 𝜂𝜂4 = 0.64, 𝑃𝑃 = 4), and RC-QPSK (𝜉𝜉2 = 𝜋𝜋/3,
𝜉𝜉3 = 𝜋𝜋/6,   𝜉𝜉4 = 𝜋𝜋/12, 𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4) are depicted. As in the previous system 
configuration, the constrained capacity of IC, UPA, and RC signalling methods are identical 
when 𝜌𝜌 = 0.0. However, the system with IC design suffers from serious capacity degradation as 
the correlation increased. For example, when 𝜌𝜌 = 0.9, UPA and RC methods provide 8dB gain 
in SNR compared with IC at maximum capacity of  log2(44) = 8  bit/s/Hz. At same correlation 
level and maximum capacity, the achievable gain is reduced to 6dB for 4 × 2 system as shown 
in Fig. 4.22. In this case, the diversity order is reduced to 𝐿𝐿 = 2 compared with 𝐿𝐿 = 4  for 4 × 4  
scheme. 
From the presented results, CC-MU-MIMO with UPA and RC signal design methods 
enables robust capacity performance over different channel correlation levels compared with 
conventional MU-MIMO systems with IC signalling. Furthermore, the achievable gain is 
increased as the diversity order 𝐿𝐿 increased by utilizing more receive antennas at BS. In this 
case, more vector elements of 𝐒𝐒 can be resolved without ambiguity leading to capacity 
maximization.  
 
 
 
Figure 4.19: Capacity of 2 × 2 CC-MU-MIMO system over correlated channel with 𝜌𝜌 = 0.0, 0.5, and 0.9 
for: IC-QPSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2), UPA-QPSK (𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ), and RC-QPSK 
(𝜉𝜉2 = 𝜋𝜋/6, 𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2). 
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Figure 4.20: Capacity of 2 × 4 CC-MU-MIMO system over correlated channel with 𝜌𝜌 = 0.0, 0.5, and 0.9 
for: IC-QPSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2), UPA-QPSK (𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ), and RC-QPSK 
(𝜉𝜉2 = 𝜋𝜋/6, 𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2). 
 
 
Figure 4.21: Capacity of 4 × 4 CC-MU-MIMO system over correlated channel with 𝜌𝜌 = 0.0, 0.5, and 0.9 
for: IC-QPSK (𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4), UPA-QPSK (𝜂𝜂1 = 0.04, 𝜂𝜂2 = 𝜂𝜂3 = 0.16, 𝜂𝜂4 = 0.64, 𝑃𝑃 =4), and RC-QPSK (𝜉𝜉2 = 𝜋𝜋/3, 𝜉𝜉3 = 𝜋𝜋/6,   𝜉𝜉4 = 𝜋𝜋/12, 𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4). 
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Figure 4.22: Capacity of 4 × 2 CC-MU-MIMO system over correlated channel with 𝜌𝜌 = 0.0, 0.5, and 0.9 
for: IC-QPSK (𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4), UPA-QPSK (𝜂𝜂1 = 0.04, 𝜂𝜂2 = 𝜂𝜂3 = 0.16, 𝜂𝜂4 = 0.64, 𝑃𝑃 =4), and RC-QPSK (𝜉𝜉2 = 𝜋𝜋/3, 𝜉𝜉3 = 𝜋𝜋/6,   𝜉𝜉4 = 𝜋𝜋/12, 𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4). 
 
4.6.2 BER Performance 
To evaluate the average BER performance of 𝐾𝐾 × 𝑚𝑚 CC-MU-MIMO system and to show 
the effectiveness of proposed signal design methods, we consider without loss of generality 
MPSK signalling for same correlation levels used in previous subsection as; 
𝜌𝜌 = 0.0, 0.5, and 0.9. The results are demonstrated for four representative system 
configurations as; 2 × 2, 2 × 4, 4 × 4, and 4 × 2. 
Results of 2 × 2 and 2 × 4 configurations employing IC-BPSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2), 
UPA-BPSK (𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ), and RC-BPSK (𝜉𝜉2 = 𝜋𝜋/2, 𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2) are 
shown in Fig. 4.23. It can be seen clearly that performance of IC, UPA, and RC signalling 
methods are similar for uncorrelated channel environment. However, as 𝜌𝜌 increased, 
performance of IC decreases significantly while UPA and RC methods provides stable 
performance irrespective of 𝜌𝜌 values. For example, the achieved gain in SNR using UPA or RC 
compared with IC when 𝜌𝜌 = 0.9 at target BER of 10−5 is 2dB and 5dB for 2 × 2 and 2 × 4 
schemes, respectively. Due to the spatial diversity, gain of 2 × 4 with 𝐿𝐿 = 4  is higher than 2 × 2  configuration with 𝐿𝐿 = 2. 
In Fig. 4.24, performance results of 4 × 4 and 4 × 2 schemes employing IC-BPSK 
(𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4), UPA-BPSK (𝜂𝜂1 = 0.04, 𝜂𝜂2 = 𝜂𝜂3 = 0.16, 𝜂𝜂4 = 0.64, 𝑃𝑃 = 4), 
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and RC-BPSK (𝜉𝜉2 = 𝜋𝜋/6, 𝜉𝜉3 = 𝜋𝜋/2,   𝜉𝜉4 = 2𝜋𝜋/3, 𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4) are depicted. As 
in the previous system configurations, the performance of IC, UPA, and RC signalling methods 
are identical for uncorrelated channels (𝜌𝜌 = 0.0). However, system performance with IC design 
is significantly decreased as the correlation level increased (𝜌𝜌 → 1). For example, the achieved 
gain in SNR using UPA or RC compared with IC when 𝜌𝜌 = 0.9 at target BER of 10−5 is 3dB 
and 7dB for 4 × 2 and 4 × 4 schemes, respectively. Due to the spatial diversity, gain of 4 × 4 
with 𝐿𝐿 = 4  is higher than 4 × 2  configuration with 𝐿𝐿 = 2. 
Finally, performance results of  4 × 4 system employing IC-QPSK (𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1,
𝑃𝑃 = 4), UPA-QPSK (𝜂𝜂1 = 0.04, 𝜂𝜂2 = 𝜂𝜂3 = 0.16, 𝜂𝜂4 = 0.64, 𝑃𝑃 = 4), and RC-QPSK 
(𝜉𝜉2 = 𝜋𝜋/3, 𝜉𝜉3 = 𝜋𝜋/6,   𝜉𝜉4 = 𝜋𝜋/12, 𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4) are demonstrated in Fig. 4.25. In 
this case, significant gain in SNR of 11dB is achieved for UPA or RC compared with IC at 
BER of 10−5 and correlation level of 𝜌𝜌 = 0.9. 
From the presented results, CC-MU-MIMO with UPA and RC signal design methods 
enables robust performance compared with conventional MU-MIMO systems with IC signalling 
irrespective of correlation level. Indeed, correlation has serious impact on the BER performance 
of conventional MU-MIMO systems. Therefore, receive diversity in such a situation should be 
increased by increasing the number of receive antennas or reducing the number of served users 
(user capacity) to maintain a reliable communication.  For CC-MU-MIMO scheme, robust and 
reliable communication is achieved even in extreme level of correlation without need for extra 
diversity overhead. In Table 4.4, summery results of the achievable SNR gain in dB of proposed 
system using UPA or RC methods compared with IC for 𝜌𝜌 = 0.5 and 0.9  are presented. It can 
be seen that the gain is increased significantly as the correlation 𝜌𝜌, diversity order 𝐿𝐿, modulation 
level 𝑀𝑀, and/or number of fading channels 𝐾𝐾𝑚𝑚 increases. In these cases, more vector elements 
of 𝐒𝐒 can be resolved without ambiguity leading to highest average BER performance.  
 
 
Table 4.4: Summary results of achievable SNR gain in dB of CC-MU-MIMO using UPA or RC 
compared with IC of conventional MU-MIMO for 𝜌𝜌 = 0.5 and 0.9 
  
CC-MU-MIMO configuration SNR gain in dB 
𝐾𝐾 𝑚𝑚 Modulation 𝜌𝜌 = 0.5 𝜌𝜌 = 0.9 
2 2 BPSK 1.2 2.0 
2 4 BPSK 2.8 5.0 
4 4 BPSK 2.2 7.0 
4 2 BPSK 2.0 3.0 
4 4 QPSK 4.5 11.0 
 
114 
 
 
Figure 4.23: Average BER performance of 2 × 2 and  2 × 4  CC-MU-MIMO system over correlated 
channel with 𝜌𝜌 = 0.0, 0.5, and 0.9 for: IC-BPSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2), UPA-BPSK (𝜂𝜂1 = 0.8, 𝜂𝜂2 =0.2, 𝑃𝑃 = 2 ), and RC-BPSK (𝜉𝜉2 = 𝜋𝜋/2, 𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2). 
 
 
 
Figure 4.24: Average BER performance of 4 × 4 and 4 × 2  CC-MU-MIMO system over correlated 
channel with 𝜌𝜌 = 0.0, 0.5, and 0.9 for: IC-BPSK (𝑃𝑃1 = ⋯ = 𝑃𝑃4 = 1, 𝑃𝑃 = 4), UPA-BPSK (𝜂𝜂1 = 0.04,
𝜂𝜂2 = 𝜂𝜂3 = 0.16, 𝜂𝜂4 = 0.64, 𝑃𝑃 = 4), and RC-BPSK (𝜉𝜉2 = 𝜋𝜋/6, 𝜉𝜉3 = 𝜋𝜋/2,   𝜉𝜉4 = 2𝜋𝜋/3, 𝑃𝑃1 = ⋯ = 𝑃𝑃4 =1, 𝑃𝑃 = 4). 
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Figure 4.25: Average BER performance of 2 × 2 CC-MU-MIMO system over correlated channel with 
𝜌𝜌 = 0.0, 0.5, and 0.9 for: IC-QPSK (𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2), UPA-QPSK (𝜂𝜂1 = 0.8, 𝜂𝜂2 = 0.2, 𝑃𝑃 = 2 ), 
and RC-QPSK (𝜉𝜉2 = 𝜋𝜋/6, 𝑃𝑃1 = 𝑃𝑃2 = 1, 𝑃𝑃 = 2). 
 
4.7 Conclusions 
In this chapter, CC-MU-MIMO scheme is proposed to mitigate the effects of channel 
correlations using constrained signal constellation and MLJD. It takes the advantages of spatial 
difference among users to maximize the capacity and error performance of correlated MU-
MIMO channels. The proposed UPA and RC methods have the function of maximizing 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of 
composite received signals to resolve the detection ambiguity caused by channel correlation. 
Extensive analysis and simulation results demonstrate the effectiveness of CC-MU-MIMO 
compared with the conventional MU-MIMO systems. UPA and RC methods show robust and 
stable performance irrespective of 𝜌𝜌 values. The achieved gain in SNR is significant, 
particularly in moderate to high correlation levels. For example, 11dB gain is achieved for 4 × 4 system using UPA-QPSK or RC-QPSK compared with IC-QPSK at target BER of 10−5 
and 𝜌𝜌 = 0.9. Furthermore, 8dB gain is achieved to reach the maximum capacity of  log2(44) =8  bit/s/Hz. Maximizing channel capacity and BER performance have the effects of maintaining 
high user capacity even in sever correlation environment without need of extra receive diversity. 
In addition to the simplicity of UPA compared with RC method, the possibility of power 
control at BS makes it more feasible to implement in the available systems. Therefore, this 
technique provides efficient spectrum utilization and reliable communication in correlated 
channel environment. In the next chapter, another method is introduced for same targets.  
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Chapter 5 
Receive Antenna Selection (RAS) for Single and 
Multiuser MIMO Systems 
 
5.1 Introduction 
It is well known that channel capacity of SM MIMO systems employing antenna selection 
can significantly outperform systems without selection for same number of costly RF chains. 
However, it requires an exhaustive search for the optimal selection (OS) that grows 
exponentially with the available number of antennas. In this chapter, a new efficient RAS 
algorithm is proposed for single and multiuser MIMO systems to maximize the channel 
capacity over CRFC. It utilizes the received signal constellation geometry to select the subset of 
antennas with highest 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  due to its direct impact on the capacity and BER performance. A 
low complexity algorithm is designed by employing the Euclidean norm of channel matrix rows 
with their corresponding phase differences.  
For any channel correlation and SNR levels, simulation results show that the proposed 
method outperforms that of norm based selection (NBS) and close to OS with much reduced 
complexity. Channels’ correlation has the effect to reduce the channel capacity of SU-MIMO 
and MU-MIMO systems considerably. Furthermore, multiple users with highly correlated 
channels may not be served which reduces the user capacity. In this case, the proposed method 
enables channel and user capacity maximization at low cost and complexity.  
This chapter is organized as follows. In Section 5.2, literature review of receive signal 
combining techniques for wireless communication systems and antenna selection methods for 
SU-MIMO and MU-MIMO schemes are presented. RAS for SU-MIMO system is considered in 
Section 5.3. System model is presented first followed by channel capacity analysis. New low 
complexity RAS algorithm is proposed with the complexity analysis. Extensive simulation 
results are carried out to validate and show the superiority of proposed method over CRFC. In 
Section 5.4, RAS for MU-MIMO is investigated. System model and analysis of sum rate 
capacity are introduced followed by employing the proposed RAS algorithm for multiuser case. 
Complexity analysis and simulation results are included also. In Section 5.5, the impact of 
imperfect channel estimation on the capacity and BER performance of MIMO system 
employing the proposed algorithms is investigated. 
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5.2 Literature Review 
5.2.1 Receive Signal Combining Techniques 
Diversity combining techniques for multiple received copies of the transmitted signal as in 
SIMO is a classical concept to combat the fading effects in wireless systems by increasing the 
average received SNR [37-39]. The main combining methods are; the optimal MRC, EGC, SC, 
and the Generalized SC (GSC). Such a technique can be employed depending essentially on the 
affordable system complexity, CSI available at the receiver, number of diversity branches 𝐿𝐿, 
and target system capacity and BER performance [165-167].  
MRC weights each received diversity branch by its complex channel conjugate and then 
linearly combine them. Although it provides the best possible combined SNR [38], it is very 
sensitive to the channel estimation errors particularly at low SNR values. Furthermore, it has the 
highest complexity which is directly proportional to 𝐿𝐿. In EGC, all available branches 𝐿𝐿 are co-
phased and equally weighted then incoherently added. It has the same features of system 
complexity as MRC since all of 𝐿𝐿 branches are exploited. However, it has less performance due 
to the noncoherent combining loss where adding more signals does not necessarily enhance the 
performance. On the other hand, SC in which the branch of highest SNR out of 𝐿𝐿 branches is 
selected for demodulation does not fully exploit the available diversity. It is the simplest 
combining scheme at the expense of significant performance loss compared with MRC and 
EGC. However, this technique is suitable for coherent and noncoherent differential detection 
where the channel estimates are not required [38, 165, 166].   
Bridging the gap between the two extremes in diversity combining schemes MRC (or 
EGC) and SC can be done using GSC schemes by exploiting the fact that most of the diversity 
gain is achieved by combining the strongest 𝐿𝐿𝑠𝑠 branches among the available 𝐿𝐿 ones. GSC 
schemes refer to the hybrid of SC with MRC for coherent combining and SC with EGC for 
noncoherent combining [165, 168, 169]. The two extreme values of 𝐿𝐿𝑠𝑠 (1 ≤ 𝐿𝐿𝑠𝑠 ≤ 𝐿𝐿) brings 
GSC back to that of SC when 𝐿𝐿𝑠𝑠 = 1 and MRC (or EGC) when 𝐿𝐿𝑠𝑠 = 𝐿𝐿. As a result, efficient 
trade off between system complexity and performance can be achieved by ignoring the diversity 
branch which gives significantly small contributions to the overall received SNR. 
Methods of signal combining for SU-MIMO systems are depends also on the transmission 
modes such as transmit diversity, STC, and SM. For transmit diversity and STC modes, the 
aforementioned MRC, EGC, SC and GSC methods are utilized as in [170-174] whereas hybrid 
of antenna selection and linear or nonlinear MUD is employed for SM [175-177].   
Regardless of the transmission mode, the main problem of any MIMO system with 𝑢𝑢 
transmit and 𝑚𝑚 receive antennas is the requirement of (𝑢𝑢 + 𝑚𝑚)  costly RF chains to be 
implemented at both link ends. However, additional antenna elements and digital signal 
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processing are usually inexpensive. Due to this reason, the research community shows great 
interest in systems that utilizes a subset of available transmit and/or receive antennas which 
leads to significant saving comes of course at the cost of small performance loss compared with 
full complexity systems [175, 178]. The major works in this field are mostly involved with the 
efficient antenna selection algorithms under different channel conditions and hardware 
shortcomings to achieve the best performance [175-188]. 
5.2.2 Antenna Selection for SU-MIMO 
It is well known that MIMO system with 𝑢𝑢 transmit and 𝑚𝑚 receive antennas can 
dramatically improve the capacity and reliability in rich fading environments through extra DoF 
provided by the multiple antenna arrays. This improvement in wireless links can be done using 
SM for capacity and diversity methods for beamforming gain [6, 86]. However, the need for (𝑢𝑢 + 𝑚𝑚) RF chains associated with multiple antennas are costly in terms of hardware 
requirements, computational complexity, consumed power and size. Therefore, low complexity 
promising techniques referred to as antenna selection have been proposed as an alternative way 
to capture most of MIMO system gains [175, 176]. This can be achieved by employing 
inexpensive antenna elements and RF switches to select the best subset of transmit and/or 
receive antennas and connect them with the available RF chains.  
It has been shown that a MIMO system with OS can significantly outperform a system 
without selection using same number of RF chains [178]. However, this superior performance 
requires an exhaustive search for the OS that grows exponentially with available number of 
antennas, which is computationally prohibitive [185, 186]. For example, selecting optimal 
subset of  𝑚𝑚𝑠𝑠 = 6 from  𝑚𝑚 = 18 available receive antennas require �𝑚𝑚𝑚𝑚𝑠𝑠� = 𝑚𝑚! {𝑚𝑚𝑠𝑠! (𝑚𝑚 −𝑚𝑚𝑠𝑠)!}⁄ =18564 channel capacity calculations. Moreover, if the selection process applied at transmit and 
receive side, the overall calculations will be more than 344 millions. Therefore, fast selection 
algorithms based on capacity maximization for SM or highest SNR for diversity were 
developed for different channel conditions [178-188].  
For RAS in SU-MIMO schemes, decremental selection algorithm (DSA) has been 
proposed in [185] for near-optimal selection based on capacity maximization. It starts from the 
available 𝑚𝑚 receive antenna elements and one antenna in each step is discarded according to its 
capacity contribution until the subset of 𝑚𝑚𝑠𝑠 antennas are selected. Incremental selection 
algorithm (ISA) with lower complexity than DSA is proposed in [186]. This method starts from 
an empty set of 𝑚𝑚𝑠𝑠 antennas and then one antenna with highest contribution to the channel 
capacity is added in each step. The computational complexity of these algorithms are reported 
as of 𝒪𝒪(𝑢𝑢2𝑚𝑚2) for DSA and of 𝒪𝒪(𝑢𝑢𝑚𝑚𝑚𝑚𝑠𝑠) for ISA. Several other algorithms with different 
complexity requirement are given in [179]. Recently, fast RAS algorithm with global search 
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function is proposed in [187]. It has better capacity performance than the method of [186] at 
moderate to high SNR with complexity order of 𝒪𝒪(𝑢𝑢2𝑚𝑚). Among others, antenna selection 
based on the received signal power known as NBS with complexity of 𝒪𝒪(𝑢𝑢𝑚𝑚) is the simplest 
selection algorithm which provides best capacity and BER results for diversity systems [175, 
181]. However, it has low capacity performance for SM systems compared with capacity 
optimization based algorithms, specifically at moderate to high SNR. 
The other important issue which must be considered is channel correlation. It is a crucial 
factor in SU-MIMO systems that directly influence diversity and capacity gains [86]. Therefore, 
spatial correlation based selection (SCBS) algorithm has been proposed in [188] to address this 
issue. It offers capacity maximization at low complexity of 𝒪𝒪(𝑚𝑚2) by utilizing the long-term 
channel statistics (correlation) rather than instantaneous CSI (ICSI). In [178], correlation based 
selection (CBS) has been presented to select the channel matrix rows (i.e. receive antennas) 
with highest power and minimum correlations with the others. It has less complexity of 𝒪𝒪(𝑚𝑚2) 
compared with SCBS due to the use of vector product rather than capacity matrix calculations. 
In [184], transmit antenna selection (TAS) technique has been proposed based on maximizing 
SNR margin for linear receivers by assuming independent fading channel. Based on the same 
assumption, transmit antenna and constellation selection has been investigated in [182] for 
correlated SU-MIMO fading channels. Cross entropy optimization (CEO) method has been 
introduced in [181] for RAS to maximize the channel capacity irrespective of the SNR values. 
5.2.3 Antenna Selection for MU-MIMO 
MU-MIMO systems enable simultaneous transmission between multiple mobile users and 
BS transceiver by exploiting the spatial dimension [19]. It offers substantial increase in channel 
and user capacity and reduces users’ latency compared with conventional TDMA systems [17, 
189, 190]. However, the maximum number of users with multiple antennas that can be 
supported is limited by total DoF which is defined by the number of BS antennas (𝑚𝑚) connected 
with RF chains. Therefore, different scheduling methods are used to serve the active users and 
to exploit the inherent multiuser diversity when the sum of users’ antennas is larger than 𝑚𝑚 [19, 
108]. However, it is seriously affected by channel correlations due to insufficient antenna 
separation at the communication terminals and/or poor scattering environment [23, 181, 187]. 
As a result, the sum rate capacity is significantly degraded and users with highly correlated 
channels may not be served which reduces the user capacity [6, 18]. 
Compared with SU-MIMO, little work in the field of antenna selection has been done for 
MU-MIMO systems and most of the available results are for DL channel to maximize the sum 
rate and/or diversity gains [19, 20, 22, 189-194]. In [189], two TAS algorithms for DL MU-
MIMO system with linear precoding of block diagonalization (BD) are proposed based on 
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symbol error rate (SER) and sum rate capacity optimizations. However, it requires an 
exhaustive search for the optimal subset of BS antennas to achieve the promised diversity gain. 
Therefore, two low complexity and sub optimal algorithms are investigated in [190] by utilizing 
greedy selection mechanism to find the best antenna subset where one antenna with lowest 
contribution to the system performance is removed at each step.  The first algorithm is based on 
minimizing the post-processing SER for linear multiuser receivers while the second one is 
based on Frobenius norm to maximize sum rate capacity. Also, optimal and suboptimal TAS 
algorithms have been proposed for DL MU-MIMO with DPC in [191]. TAS has been 
considered also in conjunction with the inherent multiuser diversity in MU-MIMO systems. The 
objective is to overcome the channel hardening caused by large number of antennas, improve 
the system performance and to reduce the required CSI feedback from users to the BS [20, 193]. 
In [19], suboptimal algorithms of joint user scheduling and RAS at the users’ side are 
considered for DL MU-MIMO with BD and successive optimization (SO) precoding. The aims 
are to maximize the sum rate with less complexity compared with exhaustive search methods 
and to enhance the multiuser diversity gain. In these algorithms and starting from an empty set, 
one user with highest contribution to the sum rate capacity for BD or Frobenius norm for SO is 
added each step till the desired number of users have been selected. RAS is performed in 
conjunction with the user selection to enhance the selection metrics. In [19, 192], further results 
on sum rate and diversity gains are found when user scheduling with RAS is performed for DL 
channel. 
For the UL MU-MIMO channel, suboptimal joint user and TAS algorithms based on 
capacity and norm maximization are proposed in [195, 196]. In [197], joint user and RAS based 
on sequential Monte Carlo optimization is considered to maximize the channel capacity. In 
[198], a genetic approach is used for joint RAS and symbol detection based on ML criterion. 
Statistics-based RAS for UL MU-MIMO systems is considered also in [199]. 
5.3 RAS for SU-MIMO 
In this section, a new low complexity RAS algorithm is proposed for SM SU-MIMO 
systems over CRFC [220]. It is based on 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  maximization by utilizing the largest Euclidean 
norm of channel matrix rows with their corresponding phase differences. In the following, 
system model of SU-MIMO system with RAS is presented. 
5.3.1 System Model 
Consider a single SU-MIMO system where the transmitter utilizes all available antennas 
𝑢𝑢 while the receiver uses 𝑚𝑚𝑠𝑠  from 𝑚𝑚 receive antennas as shown in Fig. 5.1 [220]. The 
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correlated 𝑚𝑚 × 𝑢𝑢 channel matrix 𝐇𝐇 ∈ 𝒞𝒞𝑚𝑚×𝑢𝑢  is assumed to be flat Rayleigh fading of zero mean 
and unit variance complex Gaussian entries given as 
    𝐇𝐇 = �ℎ11 ⋯ ℎ𝑢𝑢1⋮ ⋱ ⋮
ℎ1𝑚𝑚 ⋯ ℎ𝑢𝑢𝑚𝑚 � = �𝐡𝐡1⋮𝐡𝐡𝑚𝑚� (5.1) 
where, ℎ𝑚𝑚𝑙𝑙 = 𝑥𝑥𝑚𝑚𝑙𝑙 + 𝑗𝑗𝑧𝑧𝑚𝑚𝑙𝑙  is complex fading coefficient between 𝑚𝑚𝑡𝑡ℎ  transmit and 𝑙𝑙𝑡𝑡ℎ  receive 
antennas, 𝑥𝑥𝑚𝑚𝑙𝑙  and 𝑧𝑧𝑚𝑚𝑙𝑙  are the in-phase and quadrature components of zero mean 0.5  variance 
Gaussian random processes, and 𝐡𝐡𝑙𝑙 ,∀𝑙𝑙 = 1, … ,𝑚𝑚 is the 𝑙𝑙𝑡𝑡ℎ  row of 𝐇𝐇. The Rayleigh distributed 
envelope of ℎ𝑚𝑚𝑙𝑙  path is 𝛼𝛼𝑚𝑚𝑙𝑙 = |ℎ𝑚𝑚𝑙𝑙 | while 𝛽𝛽𝑚𝑚𝑙𝑙 = tan−1(𝑧𝑧𝑚𝑚𝑙𝑙 𝑥𝑥𝑚𝑚𝑙𝑙⁄ ) represents the uniform distribution 
phase over the interval [0, 2𝜋𝜋].  
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Figure 5.1:  System model for 𝑢𝑢 × 𝑚𝑚 SU-MIMO with RAS. 
 
 
For the given system model, the following assumptions are considered: 
1) The channel fading rate (Doppler spread) is assumed to be much less than the data rate. 
Therefore, the channel remains constant over a frame of hundreds of symbols [29, 37, 
177, 189]. For example, the channel fading rate is approximately 100 Hz for typical 
channel coherence time of 10 ms. Therefore, a frame of 100 data bits can be 
transmitted for data rate of 10 4 bits/s for each channel realization and for data rate of 1Mbits/s, the frame length will be increased to 10,000 data bits. Under this condition 
and for a frame of training phase and data phase, the fading coefficients estimated 
during the training phase will be constant over the entire data phase and changes from 
one frame to the next independently [29, 144, 181]. 
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2) Correlated fading signals of 𝐇𝐇 are generated using ICT [141, 142] with correlation 
matrix of envelopes 𝝆𝝆 ∈ ℛ𝑢𝑢𝑚𝑚×𝑢𝑢𝑚𝑚   whose entries represent the correlation factor 𝜌𝜌𝑚𝑚𝑗𝑗  
between 𝑚𝑚𝑡𝑡ℎ  and 𝑗𝑗𝑡𝑡ℎ  fading signal envelope in the interval [0, 1]. 
3) Perfect CSI with correlated envelopes and independent phases is assumed at the 
receiver side. 
 
The corresponding received signal by 𝑚𝑚 receive antennas is given by 
 𝐫𝐫 = 𝐇𝐇𝐇𝐇 + 𝐧𝐧 (5.2) 
where 𝐫𝐫 = [𝑟𝑟1 ⋯ 𝑟𝑟𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1 received signal vector, 𝐇𝐇 = [𝑣𝑣1 ⋯ 𝑣𝑣𝑢𝑢]𝑇𝑇 ∈ 𝒞𝒞𝑢𝑢×1  
is 𝑢𝑢 × 1 transmitted signal vector with equal power distribution modulated  from 𝑢𝑢 × 1 
equiprobable data vector 𝐛𝐛 = [𝑏𝑏1 ⋯ 𝑏𝑏𝑢𝑢]𝑇𝑇 ∈ ℛ𝑢𝑢×1, and 𝐧𝐧 = [𝑚𝑚1 ⋯ 𝑚𝑚𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is 
𝑚𝑚 × 1 i.i.d complex AWGN vector  of zero mean and variance 𝜎𝜎𝑚𝑚2 entries. 
The received signal vector 𝐫𝐫𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1  associated with the selection of 𝑚𝑚𝑠𝑠 from 𝑚𝑚 receive 
antennas is given by 
 𝐫𝐫𝐬𝐬 = 𝐇𝐇𝐬𝐬𝐇𝐇+ 𝐧𝐧𝐬𝐬 (5.3) 
where, 𝐇𝐇𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×𝑢𝑢   and 𝐧𝐧𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 denote the selected channel matrix and noise vector, 
respectively.  
MLJD is employed in the considered system. This nonlinear receiver is optimal in the 
sense of minimizing the error probability by searching for the most likely transmitted signals. 
For spatial multiplexing SU-MIMO utilizing 𝑀𝑀 modulation levels at the transmitter, there are 
𝐷𝐷 = 𝑀𝑀𝑢𝑢  possible signal vectors, 𝐇𝐇𝑘𝑘 ∈  𝑽𝑽;  𝑘𝑘 = 1, … ,𝐷𝐷 at the channel input. Therefore, based on 
the minimum distance criterion, the transmitted signal vector associated with antenna selection 
is estimated as 
 𝐇𝐇� = arg min
𝐇𝐇𝑘𝑘∈𝑽𝑽 �𝐫𝐫𝐬𝐬 − 𝐇𝐇𝐬𝐬𝐇𝐇𝑘𝑘�2 ;   𝑘𝑘 = 1, … ,𝐷𝐷 (5.4) 
The estimated signal vector 𝐇𝐇� = [𝑣𝑣�1 ⋯ 𝑣𝑣�𝑢𝑢]𝑇𝑇 ∈ 𝒞𝒞𝑢𝑢×1 will be remapped to data vector 
?̂?𝐛 = [𝑏𝑏�1 ⋯ 𝑏𝑏�𝑢𝑢]𝑇𝑇 ∈ ℛ𝑢𝑢×1. 
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5.3.2 Channel Capacity Analysis of SU-MIMO with RAS 
For full complexity SU-MIMO system (without antenna selection), the channel capacity 𝐶𝐶 
for fixed 𝐇𝐇 is given as [17, 24] 
 𝐶𝐶 = log2 �𝐈𝐈𝑚𝑚 + Γ𝑢𝑢𝐇𝐇𝐇𝐇H� (5.5) 
where,  𝐈𝐈𝑚𝑚  is 𝑚𝑚 × 𝑚𝑚 identity matrix, and Γ is the average SNR. Therefore, the maximum 
capacity associated with RAS can be written as 
 𝐶𝐶𝑠𝑠 = max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + Γ𝑢𝑢𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)𝐇𝐇𝐬𝐬H (𝓈𝓈𝑚𝑚)�� (5.6) 
where the maximization is over the subset 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 for 𝕊𝕊 = �𝓈𝓈1, … , 𝓈𝓈𝑚𝑚 , … , 𝓈𝓈|𝕊𝕊|� representing the 
set of all possible subsets of receive antennas whose cardinality is |𝕊𝕊| = �𝑚𝑚𝑚𝑚𝑠𝑠�, 𝐈𝐈𝑚𝑚𝑠𝑠  is 𝑚𝑚𝑠𝑠 × 𝑚𝑚𝑠𝑠  
identity matrix, and 𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚) is the selected 𝑚𝑚𝑠𝑠 × 𝑢𝑢 sub-channel matrix according to subset 𝓈𝓈𝑚𝑚 . 
For 𝐇𝐇 with linearly independent (uncorrelated) rows, the capacity (5.5) can be written as 
 𝐶𝐶 = log2 � �1 + Γ𝑢𝑢 �𝐡𝐡𝑙𝑙H�2�𝑚𝑚
𝑙𝑙=1 � (5.7) 
Therefore, the capacity contributions of all antennas are decoupled and determined by the 
Euclidian norm of the channel rows. Furthermore, at low SNR or when the rank of 𝐇𝐇 is min(𝑢𝑢,𝑚𝑚) = 1, capacity (5.5) can be approximated as 
𝐶𝐶 ≈ log2 �1 + Γ𝑢𝑢 tr�𝐇𝐇𝐇𝐇H�� = log2 �1 + Γ𝑢𝑢 ‖𝐇𝐇‖𝐹𝐹2 � (5.8) 
where ‖. ‖𝐹𝐹  is the matrix Frobenius norm.Therefore, channel capacity is determined by the total 
channel power due to the individual contributions of each antenna to ‖𝐇𝐇‖𝐹𝐹2 . Hence, the 
maximum capacity associated with RAS of subset 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 can be approximated as 
𝐶𝐶𝑠𝑠 ≈ max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �1 + Γ𝑢𝑢 ‖𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)‖𝐹𝐹2 �� (5.9) 
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5.3.3 Proposed Phase Difference Based Selection (PDBS) 
5.3.3.1 Principles of PDBS 
By employing antenna selection based on the received signal power (Euclidean norm of the 
channel rows), optimal performance can be achieved for the following specific cases: 1) 𝐇𝐇 with 
orthogonal rows, 2) low SNR, and 3) 𝐇𝐇 of rank one. However, this optimality is not maintained 
at moderate to high SNR due to the correlation of some rows even if they have high power 
[175, 186]. Therefore, it is very important to improve the selection process for this range of 
SNR and different correlation conditions. This can be achieved by utilizing 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of the 
combined received signal constellation at each receive antenna. For capacity and BER 
maximization, geometrical structure of the combined received signal constellation with highest 
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  is an important factor. In this case, the inherent phase shifts between 𝑢𝑢 transmit antennas 
will create diverse received constellations having different 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  values. This can be explained 
by the following representative example. 
Consider transmission of equal power BPSK signals from two transmit antennas (𝑢𝑢 = 2) 
in SU-MIMO system of 𝑚𝑚 receive antennas as, [𝑣𝑣1,𝑣𝑣2] = [∓1,∓1]. The received signal 𝑟𝑟𝑙𝑙  at 
𝑙𝑙𝑡𝑡ℎ  antenna is given as 
 𝑟𝑟𝑙𝑙 = ℎ1𝑙𝑙𝑣𝑣1 + ℎ2𝑙𝑙𝑣𝑣2 + 𝑚𝑚𝑙𝑙  (5.10) 
Constellation of 𝑟𝑟𝑙𝑙  without noise component consists four possible points {𝑅𝑅1,𝑅𝑅2,𝑅𝑅3,𝑅𝑅4} 
corresponding to 𝑣𝑣1 and 𝑣𝑣2 given by 
 𝑅𝑅1 = +ℎ1𝑙𝑙 + ℎ2𝑙𝑙  , 𝑣𝑣1 = +1,𝑣𝑣2 = +1 
(5.11) 
 𝑅𝑅2 = −ℎ1𝑙𝑙 + ℎ2𝑙𝑙  , 𝑣𝑣1 = −1,𝑣𝑣2 = +1 
 𝑅𝑅3 = −ℎ1𝑙𝑙 − ℎ2𝑙𝑙  , 𝑣𝑣1 = −1,𝑣𝑣2 = −1 
 𝑅𝑅4 = +ℎ1𝑙𝑙 − ℎ2𝑙𝑙  , 𝑣𝑣1 = +1,𝑣𝑣2 = −1 
Let’s define the phase difference 𝜃𝜃𝑙𝑙  corresponding to 𝑟𝑟𝑙𝑙  as the resultant phase between ℎ1𝑙𝑙  and 
ℎ2𝑙𝑙  given by 
𝜃𝜃𝑙𝑙 = min{abs(𝛽𝛽1𝑙𝑙 − 𝛽𝛽2𝑙𝑙), 2𝜋𝜋 − abs(𝛽𝛽1𝑙𝑙 − 𝛽𝛽2𝑙𝑙)} (5.12) 
where 𝛽𝛽1𝑙𝑙 = tan−1(𝑧𝑧1𝑙𝑙 𝑥𝑥1𝑙𝑙⁄ ) is the phase of ℎ1𝑙𝑙  and 𝛽𝛽2𝑙𝑙 = tan−1(𝑧𝑧2𝑙𝑙 𝑥𝑥2𝑙𝑙⁄ ) is the phase of ℎ2𝑙𝑙 . It 
represents with the channel gains (𝛼𝛼1𝑙𝑙 = |ℎ1𝑙𝑙| and 𝛼𝛼2𝑙𝑙 = |ℎ2𝑙𝑙 |) analogous measure to 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 . In 
correlated channel conditions, the channel gains (𝛼𝛼1𝑙𝑙  and 𝛼𝛼2𝑙𝑙) will be close to each other 
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depending on the correlation factor while the phases (𝛽𝛽11 and 𝛽𝛽21) are independent and can take 
any value in the interval  [0,2𝜋𝜋]. Also, the fading coefficients have more contribution to the 
received signal 𝑟𝑟𝑙𝑙  than the noise component for moderate to high SNR. Considering these 
issues, constellation of 𝑟𝑟𝑙𝑙  over possible channel realizations is depicted in Fig. 5.2 for three 
different possible values of phase difference 𝜃𝜃𝑙𝑙 . The channel gains 𝛼𝛼1𝑙𝑙  and 𝛼𝛼2𝑙𝑙  are assumed to 
be fixed while 𝜃𝜃𝑙𝑙  can take any value in the interval [0,𝜋𝜋]. The noise component 𝑚𝑚𝑙𝑙  is 
represented by circular region surrounding the constellation points {𝑅𝑅1,𝑅𝑅2,𝑅𝑅3,𝑅𝑅4}. From this 
figure, it is clear that there is one to one correspondence between the phase difference and 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 . 
When 𝜃𝜃𝑙𝑙 = 𝜋𝜋/2, the constellation has maximum 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  compared with when 𝜃𝜃𝑙𝑙 = 𝜋𝜋/7 and 
𝜃𝜃𝑙𝑙 = 3𝜋𝜋/4. For 𝜃𝜃𝑙𝑙 = 𝜋𝜋/7, there is a possibility of signal detection error caused by the noise 
component and small 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  between 𝑅𝑅2 and 𝑅𝑅4. Thus, the best case that makes 𝑙𝑙𝑡𝑡ℎ  antenna to be 
selected is 𝜃𝜃𝑙𝑙 = 𝜋𝜋/2 which lies in the middle of phase difference interval and can be denoted as 
the optimal angle 𝜃𝜃𝑙𝑙∗. As a result, there is 50% of phase difference realizations that makes 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  
large represented by 𝜃𝜃𝑙𝑙  in the range, 𝜋𝜋 4⁄ ≤ 𝜃𝜃𝑙𝑙 ≤ 3𝜋𝜋 4⁄  and maximum 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  is achieved when 
𝜃𝜃𝑙𝑙 → 𝜃𝜃𝑙𝑙
∗. 
To generalize this concept for 𝑢𝑢 transmit antennas, the phase difference vector 𝜽𝜽𝑙𝑙   for the 
𝑙𝑙𝑡𝑡ℎ  receive antenna is given as 
𝜽𝜽𝑙𝑙 = �𝜃𝜃𝑙𝑙(ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 )�𝑚𝑚,𝑗𝑗=1; 𝑚𝑚≠𝑗𝑗𝑢𝑢     ;    𝑙𝑙 = 1, … ,𝑚𝑚 (5.13) 
where 𝜃𝜃𝑙𝑙(ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 ) is the phase difference between 𝑚𝑚𝑡𝑡ℎ  and 𝑗𝑗𝑡𝑡ℎ  coefficients in the 𝑙𝑙𝑡𝑡ℎ  row of 𝐇𝐇 
given as 
𝜃𝜃𝑙𝑙�ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 � = min{abs�𝛽𝛽𝑚𝑚𝑙𝑙 − 𝛽𝛽𝑗𝑗𝑙𝑙 � , 2𝜋𝜋 − abs�𝛽𝛽𝑚𝑚𝑙𝑙 − 𝛽𝛽𝑗𝑗𝑙𝑙 �} (5.14) 
Therefore, optimal phase difference vector at the 𝑙𝑙𝑡𝑡ℎ  receive antenna 𝜽𝜽𝑙𝑙∗ can be written as 
𝜽𝜽𝑙𝑙
∗ = �𝜃𝜃𝑙𝑙∗(ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 )�𝑚𝑚,𝑗𝑗=1; 𝑚𝑚≠𝑗𝑗𝑢𝑢    ;    𝑙𝑙 = 1, … ,𝑚𝑚 (5.15) 
As 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗, the maximum value of 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  will be approached. 
Since calculations of 𝜽𝜽𝑙𝑙  is less complex than 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 , it is considered in this contribution with 
the Euclidean norm of the channel rows ‖𝐡𝐡𝑙𝑙‖; ∀𝑙𝑙 = 1, … ,𝑚𝑚 for RAS. In the next subsection, 
PDBS algorithm is designed and Maximization of the Ergodic capacity is considered rather than 
constellation constrained capacity of practical signalling due to the utilization of channel 
properties in the selection process. 
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Figure 5.2:  Received signal constellation of 𝑟𝑟𝑙𝑙  at 𝑙𝑙𝑡𝑡ℎ  antenna over possible channel realizations where the 
path gains 𝛼𝛼11  and 𝛼𝛼21  are fixed while the phase difference 𝜃𝜃𝑙𝑙  is;  a) 𝜋𝜋/2,  b) 𝜋𝜋/7, and c) 3𝜋𝜋/4.  
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5.3.3.2 PDBS Algorithm 
In PDBS algorithm, selection of 𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)  is based on the largest Euclidean norms of 
channel matrix rows ‖𝐡𝐡𝑙𝑙‖;  ∀𝑙𝑙 = 1, … ,𝑚𝑚 with best phase differences 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗;  ∀𝑙𝑙 = 1, … ,𝑚𝑚  
for higher contribution to ‖𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)‖𝐹𝐹2 . Therefore, maximum capacity associated with antenna 
selection can be written as 
 𝐶𝐶𝑠𝑠 = max𝓈𝓈𝑚𝑚∈𝕊𝕊
𝜽𝜽𝑙𝑙→𝜽𝜽𝑙𝑙
∗
�log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + Γ𝑢𝑢𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)𝐇𝐇𝐬𝐬H(𝓈𝓈𝑚𝑚)�� (5.16) 
where the maximization is over 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 and  𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗. For practical signalling, this selection will 
provide a received vector 𝐫𝐫𝐬𝐬  to the detection stage with highest SNR and constellations having 
maximum 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 . The proposed algorithm is as follows: 
1) Define the set of receive antennas as, 𝒳𝒳 = {1, … , 𝑙𝑙, … ,𝑚𝑚} with 𝑙𝑙 ∈ 𝒳𝒳 representing the 
𝑙𝑙𝑡𝑡ℎ  antenna. 
2) For all 𝑙𝑙 in 𝒳𝒳, calculate the phase difference vector 𝜽𝜽𝑙𝑙  and the power of channel vector 
𝐡𝐡𝑙𝑙  as 𝑒𝑒𝑙𝑙 = ‖𝐡𝐡𝑙𝑙‖2. 
3) From 𝒳𝒳, construct two subsets of receive antennas as 𝒳𝒳𝑎𝑎  from those satisfying 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗ 
and the rest in 𝒳𝒳𝑏𝑏 . For each subset, sort the elements from highest to lowest power. 
4) To select the best subset of antennas 𝓈𝓈𝑚𝑚 ; choose the first 𝑚𝑚𝑠𝑠 elements from 𝒳𝒳𝑎𝑎 . If the 
number of elements in 𝒳𝒳𝑎𝑎  is less than 𝑚𝑚𝑠𝑠, complete the selection process from 𝒳𝒳𝑏𝑏 . 
5) From the selected subset of receive antennas 𝓈𝓈𝑚𝑚 , construct 𝑚𝑚𝑠𝑠 × 𝑢𝑢 channel matrix 
𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚) associated with RAS. 
 
5.3.4 Computational Complexity 
To demonstrate the computational effort of proposed PDBS algorithm compared with that 
of OS and NBS, same number of 𝑢𝑢 transmit antennas, 𝑚𝑚 receive antennas and 𝑚𝑚𝑠𝑠  RF chains at 
the receive side is assumed in all schemes. So, the comparison is based on the selection of  𝑚𝑚𝑠𝑠 
from 𝑚𝑚 available receive antennas. 
For PDBS algorithm, calculations of 𝑢𝑢𝑚𝑚 channel Euclidean norms and 
𝑚𝑚(𝑢𝑢! {2! (𝑢𝑢 − 2)!}⁄ ) phase difference are required. Therefore, total of 𝑚𝑚(𝑢𝑢2 + 𝑢𝑢)/2 
calculations are used and the resulting complexity effort is of 𝒪𝒪(𝑚𝑚𝑢𝑢2). 
Using OS algorithm, optimal capacity is achieved by maximizing the following 
performance function 
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 ℱOS ∶= arg max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�𝐈𝐈𝑚𝑚𝑠𝑠 + Γ𝑢𝑢𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)𝐇𝐇𝐬𝐬H(𝓈𝓈𝑚𝑚)�  (5.17) 
Therefore, capacity of 𝑚𝑚𝑠𝑠 × 𝑢𝑢 selected channel matrix with 𝒪𝒪(𝑚𝑚𝑠𝑠3) singular value 
decomposition (SVD) requirement over all possible 𝑚𝑚! {𝑚𝑚𝑠𝑠! (𝑚𝑚 −𝑚𝑚𝑠𝑠)!}⁄  combinations of 
𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 has to be calculated. As a result, huge overall computational effort of 
𝒪𝒪[𝑚𝑚𝑠𝑠3 𝑚𝑚! {𝑚𝑚𝑠𝑠!  (𝑚𝑚−𝑚𝑚𝑠𝑠)!}⁄ ] is needed [179, 185].  
For NBS algorithm [181], the channel capacity is maximized by maximizing the following 
performance function 
 ℱNBS ∶= arg max 𝓈𝓈𝑚𝑚∈𝕊𝕊 ‖𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)‖𝐹𝐹2   (5.18) 
The complexity of this method is of 𝒪𝒪(𝑢𝑢𝑚𝑚) due to the requirement of vector norm calculations 
over all 𝑚𝑚 channel matrix rows each of 𝑢𝑢 elements. 
In Table 5.1, the computational efforts are shown where it should be noted that the main 
computational burden of OS method comes from matrix rather than vector calculations as in 
PDBS and NBS. Obviously, PDBS has significant complexity reduction than OS method and 
more calculations compared with NBS. This will provide important tradeoff between the system 
performance and complexity (hardware and computational efforts). 
 
 
Table 5.1: Computational effort for PDBS, OS and NBS algorithms 
  
Algorithm Total Calculations Computational Effort 
OS 𝑚𝑚𝑠𝑠3 𝑚𝑚! {𝑚𝑚𝑠𝑠!  (𝑚𝑚 −𝑚𝑚𝑠𝑠)!}⁄  𝒪𝒪[𝑚𝑚𝑠𝑠3 𝑚𝑚! {𝑚𝑚𝑠𝑠!  (𝑚𝑚 −𝑚𝑚𝑠𝑠)!}⁄ ] 
NBS 𝑢𝑢𝑚𝑚 𝒪𝒪(𝑢𝑢𝑚𝑚) 
PDBS 𝑚𝑚(𝑢𝑢2 + 𝑢𝑢)/2 𝒪𝒪(𝑚𝑚𝑢𝑢2) 
 
 
5.3.5 Simulation Results 
In this section, Monte Carlo simulations using MATLAB/7.9 for SU-MIMO system have 
been carried out in order to validate the capacity and BER performance of PDBS algorithm 
compared with that of OS and NBS [181, 186]. For simplicity and without loss of generality, 
𝑢𝑢 = 2, 𝑚𝑚 = 2, 4, 6 and 𝑚𝑚𝑠𝑠 = 1, 2 are considered and represented for notational convenience as 
𝑢𝑢 × 𝑚𝑚/algorithm-𝑚𝑚𝑠𝑠. The reference baseline SU-MIMO without RAS will be represented as 
𝑢𝑢 × 𝑚𝑚 system. To demonstrate the effects of channel correlation, we consider equal correlation 
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among different Rayleigh fading paths as 𝜌𝜌𝑚𝑚𝑗𝑗 = 𝜌𝜌 ;  ∀𝑚𝑚 ≠ 𝑗𝑗;  𝑚𝑚, 𝑗𝑗 = 1, … . ,𝑢𝑢𝑚𝑚. In the simulations, 
three different cases are used; 𝜌𝜌 = 0.0 for uncorrelated channels,  𝜌𝜌 = 0.5 for moderate 
correlation, and 𝜌𝜌 = 0.9  for high correlation level. The results are averaged using 10,000 
channel realization for channel capacity evaluation. For BER performance, a frame of 100 
symbols from BPSK constellation is assumed for each channel realization. MLJD detection is 
employed at the receiver for all considered systems.  
5.3.5.1 Channel Capacity  
Channel capacity over different correlation levels is shown in Fig. 5.3  for 2 × 6/PDBS-2 
system compared with 2 × 6/NBS-2 and 2 × 6/OS-2. Theoretical capacity bounds for the 
reference baseline 1 × 1 and  2 × 2 systems are shown also for comparison. From this figure, it 
is obvious that the capacity of system employing RAS is higher than 2 × 2 system for any SNR 
and correlation levels. At low SNR and low to moderate correlation levels, all selection methods 
are optimal while at moderate to high SNR with various correlations, the performance is differ 
from one technique to other. Furthermore, OS algorithm provides stable performance compared 
with NBS algorithm for all correlation levels. This is due to the fact that for deterministic case 
and corresponding to one channel realization, the phase shift between channel elements is of 
high importance as the SNR. Indeed, it represents a crucial factor for system capacity [178]. 
PDBS algorithm has the property of maintaining highest SNR for RAS while trying to find the 
best constellation at the same time. Therefore, performance of PDBS is less affected by the 
correlation while outperform NBS for any SNR, specifically at moderate to high values. For 
example, at spectral efficiency of 16 bit/s/Hz and compared with 2 × 2 system for uncorrelated 
channels, 3.8dB gain is achieved for PDBS while 4dB for OS and 2.8dB for NBS. So, PDBS 
has only 0.2dB difference in SNR from OS while outperform NBS by 1dB. For high correlation 
of  𝜌𝜌 = 0.9  and compared with 2 × 2 system, 6.9dB gain is achieved for PDBS while 7.4dB 
for OS and 5.4dB for NBS. Therefore, PDBS has 0.5dB  difference in SNR from OS and 
outperform NBS by 1.5dB. Summery of these results are shown in Table 5.2. 
To asses the effects of number receive antennas 𝑚𝑚 on the channel capacity enhancement, 
Fig. 5.4 show the channel capacity of 2 × 4/PDBS-2 and 2 × 6/PDBS-2 over uncorrelated 
channel with the baseline 1 × 1 and  2 × 2 systems. At moderate to high SNR, 1.0dB is 
achieved by increasing 𝑚𝑚 from 4 to 6 for fixed number of 𝑚𝑚𝑠𝑠 = 2 which represents the RF 
chains. Hence, increasing the number of antennas and using PDBS for the available number of 
RF chains will provide substantial increase in capacity. For 𝑚𝑚 = 6 and different number of 𝑚𝑚𝑠𝑠 
RF chains, the capacity is depicted in Fig. 5.5 for  2 × 6/PDBS-1 and 2 × 6/PDBS-2 over 
uncorrelated channel compared with 2 × 6/OS-1 and 2 × 6/OS-2. The reference 1 × 1 and  2 × 2 systems are shown also in the same figure. As can be seen, performance of PDBS is 
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similar to OS method for 𝑚𝑚𝑠𝑠 = 1. This optimality is due to the fact that, all selection methods 
are optimal when the rank of channel matrix 𝐇𝐇 is one as discussed earlier. Significant increase 
in capacity is achieved using PDBS by increasing 𝑚𝑚𝑠𝑠 from 1 to 2, as expected. For example, the 
contribution of second RF chain to the capacity is 6 bit/s/Hz at SNR of 20dB. 
 
 
Table 5.2: SNR gain in dB for 2 × 6/NBS-2,  2 × 6/PDBS-2, and  2 × 6/OS-2 systems compared with 
the reference 2 × 2 at spectral efficiency of 16 bit/s/Hz for uncorrelated (𝜌𝜌 = 0.0) and highly correlated 
channel (𝜌𝜌 = 0.9) 
 
Correlation (𝜌𝜌) 
SNR Gain (dB) 2 × 6/NBS-2 2 × 6/PDBS-2 2 × 6/OS-2 
0.0 2.8 3.8 4.0 
0.9 5.4 6.9 7.4 
 
 
 
 
 
 
Figure 5.3:  Channel capacity of 2 × 6/PDBS-2 over CRFC compared with,  2 × 6/NBS-2,  2 × 6/OS-2, 
and the reference  2 × 2  and 1 × 1 systems. 
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Figure 5.4:  Channel capacity of 2 × 4/PDBS-2 and 2 × 6/PDBS-2  over uncorrelated Rayleigh fading 
channel compared with the reference  2 × 2  and 1 × 1 systems. 
 
 
 
Figure 5.5:  Channel capacity of 2 × 6/PDBS-1 and 2 × 6/PDBS-2  over uncorrelated Rayleigh fading 
channel compared with,  2 × 6/OS-1,  2 × 6/OS-2, and the reference  2 × 2  and 1 × 1 systems. 
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5.3.5.2 BER Performance  
To asses the correlation effects on BER performance, results of 2 × 4/NBS-2 is shown in 
Fig. 5.6 compared with the reference 2 × 2 system. Theoretical performance results of the 
baseline 1 × 2 system using MRC (1 × 2/MRC) are depicted also for completeness. As can be 
seen, significant gain is achieved for the system with antenna selection compared with 2 × 2 for 
all correlation values. The interesting observation is that, while the correlations degrade 2 × 2 
performance, it has the opposite effect for the system with antenna selection. The range of SNR 
gain at BER of 10−5 is approximately from 3.7dB for uncorrelated channels (𝜌𝜌 = 0.0) to 10dB  
for high correlation level of 𝜌𝜌 = 0.9. The physical interpretation for this behaviour is that the 
power 𝑒𝑒𝑙𝑙  of 𝐡𝐡𝑙𝑙 ; 𝑙𝑙 = 1, … ,𝑚𝑚 may increased with increase of correlation level of its fading path 
elements and according to their phase difference. With antenna selection, the possibility of 
increase in 𝑒𝑒𝑙𝑙  as the correlation increases will lead to enhance the error performance. This 
explanation is enhanced by simulation where it is found that receive antennas are still selected 
even for the case of high correlation levels in their corresponding fading paths. 
For the proposed PDBS algorithm, BER performance of 2 × 4/PDBS-2  over correlated 
channel is depicted in Fig. 5.7 compared with 2 × 4/NBS-2 and the reference 1 × 2/MRC. 
System performance using PDBS outperforms that of NBS for all channel correlation levels. As 
the channel correlation increased, the achieved gain is increased. By increasing the number of 
receive antennas 𝑚𝑚 from 4 to 6 with fixed number of RF chains 𝑚𝑚𝑠𝑠 = 2, the BER performance 
of 2 × 6/PDBS-2  is depicted in Fig. 5.8 compared with 2 × 6/NBS-2 and the reference 1 ×2/MRC system. As can be seen, for fixed number of 𝑚𝑚𝑠𝑠 antennas, higher gain is achieved as 𝑚𝑚 
increased. For example when 𝑚𝑚𝑠𝑠 = 2 and 𝑚𝑚 = 4 at target BER of 10−5, the achieved gain is 1.1dB at high correlation level of 𝜌𝜌 = 0.9 compared with 0.8dB  for uncorrelated channel 
(𝜌𝜌 = 0.0). For 𝑚𝑚𝑠𝑠 = 2 and 𝑚𝑚 = 6, the gain is increased to 2dB for 𝜌𝜌 = 0.9  compared to 1dB  
for 𝜌𝜌 = 0.0.  
Performance results of PDBS algorithm for different numbers of 𝑚𝑚 and 𝑚𝑚𝑠𝑠 and two 
extreme cases of correlation (𝜌𝜌 = 0.0 and 𝜌𝜌 = 0.9) are investigated. The reference 1 × 1 and 1 × 2/MRC systems are utilized also for completeness. Results of 2 × 2/PDBS-1, 2 × 4/PDBS-1, and 2 × 6/PDBS-1 are shown in Fig. 5.9 with 𝑚𝑚 = 2, 4, and 6 while 𝑚𝑚𝑠𝑠 = 1. In Fig. 5.10, 
BER of 2 × 4/PDBS-1 and 2 × 4/PDBS-2 are shown for 𝑚𝑚 = 4 while 𝑚𝑚𝑠𝑠 = 1, and 2. In Fig. 
5.11, results of 2 × 6/PDBS-1 and 2 × 6/PDBS-2 are shown for 𝑚𝑚 = 6 while 𝑚𝑚𝑠𝑠 = 1, and 2.  
In Fig. 5.9 for 𝑚𝑚𝑠𝑠 = 1 and 𝑚𝑚 = 6, significant gain of 16.5dB  is achieved for high 
correlation compared with uncorrelated channel. This gain is reduced to 15.4dB  when 𝑚𝑚 = 4 
and approximately 7dB  when 𝑚𝑚 = 2. By increasing the RF chains from 𝑚𝑚𝑠𝑠 = 1   to 𝑚𝑚𝑠𝑠 = 2  
while keeping 𝑚𝑚 = 4  fixed as in Fig.5.10, the gain between two channel conditions (𝜌𝜌 = 0.0 
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and 𝜌𝜌 = 0.9) is degraded from 15.4dB to 4.5dB. Also, this gain is degraded from 16.5dB  to 5.8dB when 𝑚𝑚 = 6 as in Fig.5. 11. Hence, higher gain is achieved as 𝑚𝑚 and 𝑚𝑚𝑠𝑠 increased. 
 
 
 
Figure 5.6:  BER performance of 2 × 4/NBS-2  over CRFC compared with the reference 2 × 2 and  1 × 2/MRC systems. 
 
 
 
Figure 5.7:  BER performance of 2 × 4/PDBS-2  over CRFC compared with 2 × 4/NBS-2 and the 
reference 1 × 2/MRC system. 
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Figure 5.8:  BER performance of 2 × 6/PDBS-2  over CRFC compared with 2 × 6/NBS-2 and the 
reference 1 × 2/MRC  system. 
 
 
 
 
Figure 5.9:  BER performance of 2 × 2/PDBS-1,  2 × 4/PDBS-1  and 2 × 6/PDBS-1 over CRFC 
compared with the reference 1 × 1 BPSK and 1 × 2/MRC systems. 
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Figure 5.10:  BER performance of 2 × 4/PDBS-1 and 2 × 4/PDBS-2 over CRFC compared with the 
reference 1 × 1 BPSK and 1 × 2/MRC systems. 
 
 
 
 
 
Figure 5.11:  BER performance of 2 × 6/PDBS-1 and 2 × 6/PDBS-2 over CRFC compared with the 
reference 1 × 1 BPSK and 1 × 2/MRC systems. 
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5.4 RAS for the Uplink MU-MIMO 
In wireless MU-MIMO systems, the BS can afford huge capabilities compared with the 
user equipments due to the limitations on mobile cost, small physical size and battery life [17, 
189, 190]. Therefore, RAS for UL MU-MIMO correlated channel is considered in this section 
motivated by the possibility of accommodating larger number of antennas than available RF 
chains at BS. The aims are to maximize the sum rate capacity well beyond that achieved by 
conventional systems (i.e. without antenna selection) and to maintain high user capacity in 
different correlation conditions at low cost [209]. To the best of our knowledge and compared 
with the DL channel, little attention has been given to the antenna selection for UL channel. In 
such systems, NBS algorithms has the least complexity compared with OS based on sum rate 
capacity maximization at the cost of capacity loss specifically at moderate to high SNR [184, 
190, 195, 199]. Since multiple antennas at the users’ side can be viewed as virtual transmit 
antennas as in SU-MIMO [20], the proposed PDBS algorithm for single user is extended for UL 
MU-MIMO over CRFC [221]. In this case, the inherent phase shifts between multiuser transmit 
antennas will create diverse received constellations having different 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  values which are 
utilized by PDBS method through the employment of Euclidean norm of channel matrix rows 
and their corresponding phase difference.  
5.4.1 System Model 
Consider MU-MIMO system of 𝐾𝐾 active mobile users communicating simultaneously over 
CRFC with one common BS (e.g. uplink of one cell cellular system) as in Fig. 2.15 [221]. Each 
of the mobile users utilizes all available  𝑢𝑢𝑘𝑘 ;  𝑘𝑘 = 1, … ,𝐾𝐾 antennas in SM mode while the BS 
receiver which is equipped with 𝑚𝑚 antennas more than the available 𝑚𝑚𝑠𝑠 RF chains employs 
RAS to choose the best subset of 𝑚𝑚𝑠𝑠 ≤ 𝑚𝑚 antennas according to their channel conditions. The 
received signal vector at BS antennas can be written as [17, 18, 24, 99] 
 𝐫𝐫 = �𝐇𝐇𝑘𝑘𝐇𝐇𝑘𝑘 + 𝐧𝐧𝐾𝐾
𝑘𝑘=1  (5.19) 
where 𝐫𝐫 = [𝑟𝑟1 ⋯ 𝑟𝑟𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1 received signal vector, 𝐇𝐇𝑘𝑘 = [𝑣𝑣1 ⋯ 𝑣𝑣 𝑢𝑢𝑘𝑘 ]𝑇𝑇 ∈
𝒞𝒞  𝑢𝑢𝑘𝑘×1  is  𝑢𝑢𝑘𝑘 × 1 transmitted signal vector of 𝑘𝑘𝑡𝑡ℎ  mobile user with equal power distribution 
and modulated from  𝑢𝑢𝑘𝑘 × 1 equiprobable data vector 𝐛𝐛𝑘𝑘 = [𝑏𝑏1 ⋯ 𝑏𝑏 𝑢𝑢𝑘𝑘 ]𝑇𝑇 ∈ ℛ  𝑢𝑢𝑘𝑘×1,  
𝐧𝐧 = [𝑚𝑚1 ⋯ 𝑚𝑚𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1  i.i.d complex AWGN vector  of entries having zero 
mean and variance 𝜎𝜎𝑚𝑚2, and 𝐇𝐇𝑘𝑘 ∈ 𝒞𝒞𝑚𝑚×𝑢𝑢𝑘𝑘   is the 𝑚𝑚 × 𝑢𝑢𝑘𝑘  channel matrix of 𝑘𝑘𝑡𝑡ℎ  user with zero 
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mean and unit variance complex Gaussian entries. The 𝑘𝑘𝑡𝑡ℎ  user channel matrix for 𝑘𝑘 = 1, … ,𝐾𝐾 
is represented as 
    𝐇𝐇𝑘𝑘 = �ℎ11(𝑘𝑘) ⋯ ℎ𝑢𝑢𝑘𝑘1(𝑘𝑘)⋮ ⋱ ⋮
ℎ1𝑚𝑚(𝑘𝑘) ⋯ ℎ𝑢𝑢𝑘𝑘𝑚𝑚(𝑘𝑘) � = �
𝐡𝐡1(𝑘𝑘)
⋮
𝐡𝐡𝑚𝑚
(𝑘𝑘)� (5.20) 
where, ℎ𝑚𝑚𝑙𝑙
(𝑘𝑘) = 𝑥𝑥𝑚𝑚𝑙𝑙(𝑘𝑘) + 𝑗𝑗𝑧𝑧𝑚𝑚𝑙𝑙(𝑘𝑘) is the complex fading coefficient between 𝑚𝑚𝑡𝑡ℎ  transmit antenna and 
𝑙𝑙𝑡𝑡ℎ  receive antenna, 𝑥𝑥𝑚𝑚𝑙𝑙
(𝑘𝑘)and 𝑧𝑧𝑚𝑚𝑙𝑙(𝑘𝑘) are the in-phase and quadrature components of zero mean 0.5  variance Gaussian random processes, and 𝐡𝐡𝑙𝑙(𝑘𝑘),∀𝑙𝑙 = 1, … ,𝑚𝑚 is the 𝑙𝑙𝑡𝑡ℎ  row of 𝐇𝐇𝑘𝑘 . The 
Rayleigh distributed envelope of ℎ𝑚𝑚𝑙𝑙
(𝑘𝑘) path is 𝛼𝛼𝑚𝑚𝑙𝑙(𝑘𝑘) = �ℎ𝑚𝑚𝑙𝑙(𝑘𝑘)� while 𝛽𝛽𝑚𝑚𝑙𝑙(𝑘𝑘) = tan−1 �𝑧𝑧𝑚𝑚𝑙𝑙(𝑘𝑘) 𝑥𝑥𝑚𝑚𝑙𝑙(𝑘𝑘)� � 
represents the uniform distribution phase over the interval [0, 2𝜋𝜋].  
The received signal vector 𝐫𝐫𝐬𝐬 associated with the selection of 𝑚𝑚𝑠𝑠 from 𝑚𝑚 receive antennas 
is given by 
 𝐫𝐫𝐬𝐬 = �𝐇𝐇�𝑘𝑘𝐇𝐇𝑘𝑘 + 𝐧𝐧𝐬𝐬𝐾𝐾
𝑘𝑘=1  (5.21) 
where 𝐫𝐫𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 denotes the selected received signal vector, 𝐇𝐇�𝑘𝑘 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×𝑢𝑢𝑘𝑘   and 𝐧𝐧𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 
denote the selected channel matrix of user𝑘𝑘 and noise vector, respectively. 
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Figure 5.12:  System model for MU-MIMO system of  𝐾𝐾 active mobile users and one common BS 
receiver with RAS. 
 
138 
 
The overall MU-MIMO channel matrix 𝐇𝐇 ∈ 𝒞𝒞𝑚𝑚×𝑢𝑢  can be represented as 
𝐇𝐇 = [𝐇𝐇1 ⋯ 𝐇𝐇𝑘𝑘 ⋯ 𝐇𝐇𝐾𝐾] =
⎣
⎢
⎢
⎢
⎢
⎡𝐡𝐡1(1)
⋮
𝐡𝐡𝑙𝑙
(1)
⋮
𝐡𝐡𝑚𝑚
(1)
⋯
⋱
⋯
⋱
⋯
𝐡𝐡1(𝑘𝑘)
⋮
𝐡𝐡𝑙𝑙
(𝑘𝑘)
⋮
𝐡𝐡𝑚𝑚
(𝑘𝑘)
⋯
⋱
⋯
⋱
⋯
𝐡𝐡1(𝐾𝐾)
⋮
𝐡𝐡𝑙𝑙
(𝐾𝐾)
⋮
𝐡𝐡𝑚𝑚
(𝐾𝐾)
⎦
⎥
⎥
⎥
⎥
⎤ =
⎣
⎢
⎢
⎢
⎡
𝐡𝐡1
⋮
𝐡𝐡𝑙𝑙
⋮
𝐡𝐡𝑚𝑚⎦
⎥
⎥
⎥
⎤
 (5.22) 
where 𝑢𝑢 = ∑ 𝑢𝑢𝑘𝑘𝐾𝐾1  is the total number of users’ antennas and 𝐡𝐡𝑙𝑙 ,∀𝑙𝑙 = 1, … ,𝑚𝑚 is the 𝑙𝑙𝑡𝑡ℎ  row of 
𝐇𝐇. Using the possibility of analyzing SM MU-MIMO as a virtual SU-MIMO system [20], the 
corresponding received signal vector (5.19) can be rewritten as  
 𝐫𝐫 = 𝐇𝐇𝐕𝐕 + 𝐧𝐧 (5.23) 
where 𝐕𝐕 = [𝐇𝐇1𝑇𝑇 ⋯ 𝐇𝐇𝑘𝑘𝑇𝑇 ⋯ 𝐇𝐇𝐾𝐾𝑇𝑇]𝑇𝑇 ∈ 𝒞𝒞𝑢𝑢×1 is the modulated signal vector of users’ data 
vector 𝐛𝐛 = [𝐛𝐛1𝑇𝑇 ⋯ 𝐛𝐛𝑘𝑘𝑇𝑇 ⋯ 𝐛𝐛𝐾𝐾𝑇𝑇 ]𝑇𝑇 ∈ ℛ𝑢𝑢×1. Therefore, the received signal vector 𝐫𝐫𝐬𝐬 can be 
written as 
 𝐫𝐫𝐬𝐬 = 𝐇𝐇𝐬𝐬𝐕𝐕 + 𝐧𝐧𝐬𝐬 (5.24) 
where 𝐫𝐫𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 denotes the selected received signal vector, 𝐇𝐇𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×𝑢𝑢   and 𝐧𝐧𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 
denote the overall channel matrix and noise vector after selection. 
For system of K active users each equipped with 𝑢𝑢𝑘𝑘  antennas and utilizing 𝑀𝑀𝑘𝑘  alphabet 
size of constellation, there are 𝐷𝐷 = ∏ 𝑀𝑀𝑘𝑘𝑢𝑢𝑘𝑘𝐾𝐾𝑘𝑘=1  possible signal vectors 𝐕𝐕𝑘𝑘 ∈ 𝒞𝒞𝑢𝑢×1 ;𝑘𝑘 = 1, … ,𝐷𝐷 
at the channel input as 
 𝐕𝐕𝑘𝑘 = �𝐇𝐇1𝑘𝑘𝑇𝑇 ⋯ 𝐇𝐇𝑘𝑘𝑘𝑘𝑇𝑇 ⋯ 𝐇𝐇𝐾𝐾𝑘𝑘𝑇𝑇 �𝑇𝑇   (5.25) 
where 𝐇𝐇𝑘𝑘𝑘𝑘 = �𝑣𝑣1(𝑘𝑘) ⋯ 𝑣𝑣 𝑢𝑢𝑘𝑘(𝑘𝑘)�𝑇𝑇 ∈ 𝒞𝒞  𝑢𝑢𝑘𝑘×1   and 𝑣𝑣𝑚𝑚(𝑘𝑘) is the 𝑘𝑘𝑡𝑡ℎ  possible transmitted symbol from 
𝑚𝑚𝑡𝑡ℎ  antenna at user 𝑘𝑘.  
Using MLJD, the transmitted signal vector associated with RAS is estimated based on the 
minimum distance criterion as 
 𝐕𝐕� = arg min
𝐕𝐕𝑘𝑘∈𝑽𝑽 �𝐫𝐫𝐬𝐬 − 𝐇𝐇𝐬𝐬𝐕𝐕𝑘𝑘�2 ;   𝑘𝑘 = 1, … ,𝐷𝐷 (5.26) 
where 𝑽𝑽 = �𝐕𝐕1, … ,𝐕𝐕𝑘𝑘 , … ,𝐕𝐕𝐷𝐷� is the set of all possible transmitted signal vectors. 
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The estimated signal vector 𝐕𝐕� = [𝐇𝐇�1 ⋯ 𝐇𝐇�𝐾𝐾]𝑇𝑇 ∈ 𝒞𝒞𝑢𝑢×1 will be remapped to the estimated 
users’ data vector ?̂?𝐛 = [?̂?𝐛1 ⋯ ?̂?𝐛𝐾𝐾]𝑇𝑇 ∈ ℛ𝑢𝑢×1. 
For the considered system model, the following assumptions are considered unless 
otherwise stated: 
1) Perfect power control and CSI are assumed at BS. 
2) It is assumed that each user is subject to an individual power constraint of 𝑃𝑃𝑘𝑘  which 
implies tr(𝐐𝐐𝑘𝑘) ≤ 𝑃𝑃𝑘𝑘  where  𝐐𝐐𝑘𝑘 ≜ E�𝐇𝐇𝑘𝑘𝐇𝐇𝑘𝑘H� is transmit covariance matrix of 𝑘𝑘𝑡𝑡ℎ  user. 
3) Since CSI is not available at the transmitters, equal power allocation for each user is a 
robust transmission strategy in UL MU-MIMO system [24]. Then, 𝑃𝑃𝑘𝑘 = 𝑃𝑃/𝐾𝐾;∀𝑘𝑘 =1, … ,𝐾𝐾 where 𝑃𝑃 is the total power constraint and  𝐐𝐐𝑘𝑘 = 𝑃𝑃𝑘𝑘𝐈𝐈𝑢𝑢𝑘𝑘/𝑢𝑢𝑘𝑘 . 
4) The fading signals of 𝐇𝐇 with correlated envelopes and independent phases are 
generated using ICT [141, 142] for desired correlation matrix of envelopes 𝝆𝝆 ∈
ℛ𝑢𝑢𝑚𝑚×𝑢𝑢𝑚𝑚 . The entries of 𝝆𝝆 represent the correlation factor 𝜌𝜌𝑚𝑚𝑗𝑗  between 𝑚𝑚𝑡𝑡ℎ  and 𝑗𝑗𝑡𝑡ℎ  
fading signal envelope in the interval [0, 1].  
5) The channel fading rate is assumed to be much less than the data rate, so the channel 
remains constant over a frame of hundreds of symbols and changes independently from 
one frame to the next [29, 37, 177, 189].  
6) Since the spatial DoF of UL MU-MIMO system associated with RAS is ℕ =min(𝑢𝑢,𝑚𝑚𝑠𝑠), up to ℕ different data streams can be transmitted simultaneously and any 
further increase will give little contribution to the sum rate capacity [22, 195]. 
Therefore, impact of user scheduling is not included in this study by assuming that 
𝑢𝑢 ≤ 𝑚𝑚𝑠𝑠 and the active users are perfectly synchronized. 
 
5.4.2 Sum Rate Capacity Analysis of MU-MIMO with RAS 
The optimal sum rate capacity for UL MU-MIMO system with constant channel is given as 
[24, 99]  
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = max
∑ tr(𝐐𝐐𝑘𝑘)≤𝑃𝑃𝐾𝐾𝑘𝑘=1 �log2 �𝐈𝐈𝑚𝑚 + 1𝜎𝜎𝑚𝑚2 �𝐇𝐇𝑘𝑘𝐐𝐐𝑘𝑘𝐇𝐇𝑘𝑘H𝐾𝐾𝑘𝑘=1 �� (5.27) 
For equal power allocation, this capacity can be written as 
140 
 
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = log2 �𝐈𝐈𝑚𝑚 + � Γ𝑢𝑢𝑘𝑘 𝐇𝐇𝑘𝑘𝐇𝐇𝑘𝑘H𝐾𝐾𝑘𝑘=1 � (5.28) 
where Γ = 𝑃𝑃/(𝐾𝐾𝜎𝜎𝑚𝑚2) is the average SNR. Therefore, the sum rate capacity associated with RAS 
can be written as 
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠 = max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + � Γ𝑢𝑢𝑘𝑘 𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚)𝐇𝐇�𝑘𝑘H𝐾𝐾𝑘𝑘=1 (𝓈𝓈𝑚𝑚)�� (5.29) 
where the maximization is over the subset 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 for 𝕊𝕊 = �𝓈𝓈1, … , 𝓈𝓈𝑚𝑚 , … , 𝓈𝓈|𝕊𝕊|� representing the 
set of all possible subsets of receive antennas whose cardinality is |𝕊𝕊| = �𝑚𝑚𝑚𝑚𝑠𝑠�, and 𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚) is 
the selected channel matrix of user 𝑘𝑘 corresponding to subset 𝓈𝓈𝑚𝑚 . At low SNR values or when 
the rank of 𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚)  is min(𝑢𝑢𝑘𝑘 ,𝑚𝑚𝑠𝑠) = 1, this capacity can be approximated by 
                  𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠 ≈ max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �1 + � Γ𝑢𝑢𝑘𝑘𝐾𝐾𝑘𝑘=1 tr�𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚)𝐇𝐇�𝑘𝑘H(𝓈𝓈𝑚𝑚)���= max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �1 + � Γ𝑢𝑢𝑘𝑘𝐾𝐾𝑘𝑘=1 �𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚)�𝐹𝐹2�� (5.30) 
Hence, maximum 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠  is determined by total users’ channel power due to individual 
contributions of each receive antenna. After some mathematical manipulations, it can be proved 
that 
 �‖𝐇𝐇𝑘𝑘‖𝐹𝐹2𝐾𝐾
𝑘𝑘=1 = ‖𝐇𝐇‖𝐹𝐹2 = �‖𝐡𝐡𝑙𝑙‖2𝑚𝑚𝑙𝑙=1  (5.31) 
Therefore, sum rate capacity associated with RAS of subset 𝓈𝓈𝑚𝑚  is determined by individual 
contributions of each receive antenna ‖𝐡𝐡𝑙𝑙‖2 to the related overall channel power ‖𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)‖𝐹𝐹2 . 
Same conclusion is valid for 𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚) with orthogonal rows due to the orthogonality of {𝐇𝐇𝑘𝑘}𝑘𝑘=1𝐾𝐾  
rows (see Section 5.3.2). In this case, the sum rate capacity is decoupled into 𝑚𝑚𝑠𝑠 antenna 
contributions and determined by the Euclidian norms of selected rows.  
141 
 
5.4.3 PDBS Algorithm for MU-MIMO 
To overcome the shortcoming of NBS and OS algorithms, the proposed PDBS algorithm 
for SU-MIMO is extended in this subsection by utilizing the overall channel matrix 𝐇𝐇 =[𝐇𝐇1 ⋯ 𝐇𝐇𝐾𝐾] = [𝐡𝐡1, … ,𝐡𝐡𝑙𝑙 , … ,𝐡𝐡𝑚𝑚 ]𝑇𝑇of MU-MIMO. Therefore, selection of 𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚) is based on 
the largest Euclidean norms of channel matrix rows ‖𝐡𝐡𝑙𝑙‖;  ∀𝑙𝑙 = 1, … ,𝑚𝑚 with best phase 
differences 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗;  ∀𝑙𝑙 = 1, … ,𝑚𝑚  for higher contribution to ‖𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)‖𝐹𝐹2 . The maximum 
capacity associated with antenna selection can be written as 
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠 = max𝓈𝓈𝑚𝑚∈𝕊𝕊
𝜽𝜽𝑙𝑙→𝜽𝜽𝑙𝑙
∗
�log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + � Γ𝑢𝑢𝑘𝑘 𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚)𝐇𝐇�𝑘𝑘H(𝓈𝓈𝑚𝑚)𝐾𝐾𝑘𝑘=1 �� (5.32) 
where the maximization is over 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 and  𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗. Due to the inherent phase shift between 
multiuser transmit antennas, this selection will provide a received vector 𝐫𝐫𝐬𝐬  to the detection 
stage with highest SNR and constellations having maximum 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 . The proposed algorithm is as 
follows: 
1) Define the set of receive antennas as, 𝒳𝒳 = {1, … , 𝑙𝑙, … ,𝑚𝑚} with 𝑙𝑙 ∈ 𝒳𝒳 representing the 
𝑙𝑙𝑡𝑡ℎ  antenna. 
2) Given the overall channel matrix 𝐇𝐇 = [𝐇𝐇1 ⋯ 𝐇𝐇𝐾𝐾] = [𝐡𝐡1, … ,𝐡𝐡𝑙𝑙 , … ,𝐡𝐡𝑚𝑚 ]𝑇𝑇 where 
𝐡𝐡𝑙𝑙 ;  ∀𝑙𝑙 = 1, … ,𝑚𝑚  is the 𝑙𝑙𝑡𝑡ℎ  row. 
3) For all 𝑙𝑙 in 𝒳𝒳, calculate the phase difference vector 𝜽𝜽𝑙𝑙  and the power of channel vector h𝑙𝑙  as 𝑒𝑒𝑙𝑙 = ‖𝐡𝐡𝑙𝑙‖2. 
4) From 𝒳𝒳, construct two subsets of receive antennas as 𝒳𝒳𝑎𝑎  from those satisfying 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗ 
and the rest in 𝒳𝒳𝑏𝑏 . For each subset, sort the elements from highest to lowest power. 
5) To select the best subset of antennas 𝓈𝓈𝑚𝑚 ; choose the first 𝑚𝑚𝑠𝑠 elements from 𝒳𝒳𝑎𝑎 . If the 
number of elements in 𝒳𝒳𝑎𝑎  is less than 𝑚𝑚𝑠𝑠, complete the selection process from 𝒳𝒳𝑏𝑏 . 
6) From the selected subset of receive antennas 𝓈𝓈𝑚𝑚 , construct 𝑚𝑚𝑠𝑠 × 𝑢𝑢 channel matrix 
𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚) associated with RAS for 𝑘𝑘 = 1, … ,𝐾𝐾. 
 
5.4.4 Computational Complexity 
To evaluate the computational effort of proposed PDBS algorithm for MU-MIMO 
compared with that of OS and NBS, same total number of transmit antennas 𝑢𝑢, receive 
antennas 𝑚𝑚 and  RF chains 𝑚𝑚𝑠𝑠 at the receive side is assumed in all schemes. So, the comparison 
is based on the selection of  𝑚𝑚𝑠𝑠 from 𝑚𝑚 available receive antennas. 
142 
 
For PDBS algorithm, calculations of 𝑢𝑢𝑚𝑚 channel Euclidean norms and 
𝑚𝑚(𝑢𝑢! {2! (𝑢𝑢 − 2)!}⁄ ) phase difference are required. Therefore, total of 𝑚𝑚(𝑢𝑢2 + 𝑢𝑢)/2 
calculations are used and the resulting complexity effort is of 𝒪𝒪(𝑚𝑚𝑢𝑢2). 
Using OS algorithm, optimal capacity is achieved by maximizing the following 
performance function 
 ℱOS ∶= arg max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�𝐈𝐈𝑚𝑚𝑠𝑠 + � Γ𝑢𝑢𝑘𝑘 𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚)𝐇𝐇�𝑘𝑘H(𝓈𝓈𝑚𝑚)𝐾𝐾𝑘𝑘=1 �  (5.33) 
In this method, capacity of 𝑚𝑚𝑠𝑠 × 𝑢𝑢𝑘𝑘  selected channel matrices of 𝐾𝐾 active users with 𝒪𝒪(𝑚𝑚𝑠𝑠3) 
SVD requirement over all possible 𝑚𝑚! {𝑚𝑚𝑠𝑠!  (𝑚𝑚−𝑚𝑚𝑠𝑠)!}⁄  combinations of 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 has to be 
calculated. As a result, exhaustive computations of 𝒪𝒪[𝑚𝑚𝑠𝑠3 𝑚𝑚! {𝑚𝑚𝑠𝑠! (𝑚𝑚 −𝑚𝑚𝑠𝑠)!}⁄ ] is needed [179, 
185].  
For NBS algorithm, selection of 𝑚𝑚𝑠𝑠 receive antennas is based on the corresponding rows 
of overall channel matrix 𝐇𝐇 with the largest Euclidean norm. Therefore, the capacity is 
maximized by maximizing the following performance function 
 ℱNBS ∶= arg max
𝓈𝓈𝑚𝑚∈𝕊𝕊
��𝐇𝐇�𝑘𝑘(𝓈𝓈𝑚𝑚)�𝐹𝐹2𝐾𝐾
𝑘𝑘=1 = arg max𝓈𝓈𝑚𝑚∈𝕊𝕊‖𝐇𝐇𝐬𝐬(𝓈𝓈𝑚𝑚)‖𝐹𝐹2   (5.34) 
The complexity of this method is of 𝒪𝒪(𝑢𝑢𝑚𝑚) due to the requirement of vector norm calculations 
over all 𝑚𝑚 channel matrix rows each of 𝑢𝑢 elements. 
As can be seen, the computational efforts are similar to that shown In Table 5.1 for single 
user case where the main computational burden of OS method comes from matrix rather than 
vector calculations as in PDBS and NBS. The complexity of PDBS is significantly less than OS 
and slightly higher than NBS. Hence, a valuable tradeoff between the system performance and 
complexity can be achieved. 
5.4.5 Simulation Results 
Monte Carlo simulations using MATLAB/7.9 for UL MU-MIMO system have been 
carried out in this section to validate the capacity and BER performance of PDBS algorithm 
compared with that of OS and NBS. For simplicity and without loss of generality, we consider a 
system of two users (𝐾𝐾 = 2) each equipped with two transmit antennas (𝑢𝑢𝑘𝑘 = 2, 𝑘𝑘 = 1, 2) 
communicating simultaneously with one BS equipped with 𝑚𝑚 =  5 and 6 antennas and 
𝑚𝑚𝑠𝑠 = 𝑢𝑢 = ∑ 𝑢𝑢𝑘𝑘𝐾𝐾1 = 4  RF chains. It will be represented for notational convenience as 𝑢𝑢 ×
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𝑚𝑚/algorithm-𝑚𝑚𝑠𝑠 while the reference baseline MU-MIMO without RAS will be represented 
as 𝑢𝑢 × 𝑚𝑚 system. To demonstrate the effects of channel correlation, we consider equal 
correlation among different Rayleigh fading paths as 𝜌𝜌𝑚𝑚𝑗𝑗 = 𝜌𝜌 ;  ∀𝑚𝑚 ≠ 𝑗𝑗;  𝑚𝑚, 𝑗𝑗 = 1, … . ,𝑢𝑢𝑚𝑚. In the 
simulations, three different cases are used; 𝜌𝜌 = 0.0 for uncorrelated channels,  𝜌𝜌 = 0.5 for 
moderate correlation, and 𝜌𝜌 = 0.9  for high correlation level. The results are averaged using 
10,000 channel realization for channel capacity evaluation. For BER performance, MLJD 
detection is employed for all considered systems and a frame of 100 symbols from BPSK 
constellation is assumed for each channel realization. 
In Fig. 5.13, sum rate capacity results over different correlation levels are shown for 4 ×6/PDBS-4 in bit/s/Hz compared with 4 × 6/NBS-4 and 4 × 6/OS-4. Theoretical sum rate 
bounds for the reference 4 × 4 system are shown also for comparison. As can be seen, the sum 
rate capacity with RAS is higher than 4 × 4 system due to 2 extra receive antennas (spatial 
dimension). As SNR and/or correlation level 𝜌𝜌 increased, the gain is increased substantially. 
Furthermore, OS algorithm provides stable performance compared with NBS algorithm for all 𝜌𝜌 
values. In this case, performance of PDBS is very close to OS and very little affected by 𝜌𝜌 while 
outperform NBS for any SNR, specifically at moderate to high values. At low SNR and 𝜌𝜌 
levels, all RAS methods are optimal while different performance is achieved at moderate to 
high levels. For example, at spectral efficiency of 26 bit/s/Hz and compared with 4 × 4 system 
for uncorrelated channel (𝜌𝜌 = 0.0), 1.8dB gain is achieved for PDBS while 1.9dB for OS and 1.2dB for NBS. So, PDBS has only 0.1dB difference in SNR from OS while outperform NBS 
by 0.6dB. For high correlation of  𝜌𝜌 = 0.9  , the achieved gain is increased to 7.5dB for PDBS 
compared to 7.8dB for OS and 6.4dB for NBS. Therefore, PDBS has 0.3dB  difference in SNR 
from OS and outperform NBS by 1.1dB. Summery of these results are shown in Table 5.3. 
 
 
 
 
Table 5.3: SNR gain in dB for 4 × 6/NBS-4,  4 × 6/PDBS-4, and  4 × 6/OS-4 systems compared with 
the reference 4 × 4 at spectral efficiency of 26 bit/s/Hz for uncorrelated (𝜌𝜌 = 0.0) and highly correlated 
channel (𝜌𝜌 = 0.9) 
 
Correlation (𝜌𝜌) 
SNR Gain (dB) 4 × 6/NBS-4 4 × 6/PDBS-4 4 × 6/OS-4 
0.0 1.2 1.8 1.9 
0.9 6.4 7.5 7.8 
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To investigate the effect of number receive antennas 𝑚𝑚 on the sum rate capacity for fixed 
number of RF chains (𝑚𝑚𝑠𝑠), Fig. 5.14 show the performance 4 × 5/PDBS-4 compared with 4 × 5/NBS-4, 4 × 5/OS-4, and the reference 4 × 4 system. At spectral efficiency of 26 bit/s/Hz 
with one additional receive antenna compared with 4 × 4 system for uncorrelated channel, 1.1dB gain is achieved for PDBS while 1.3dB for OS and 0.7dB for NBS. So, PDBS has only 0.2dB difference in SNR from OS while outperform NBS by 0.4dB. For high correlation of  
𝜌𝜌 = 0.9, the achieved gain is increased to 6.8dB for PDBS while 7.2dB for OS and 6.3dB for 
NBS. Therefore, PDBS has 0.4dB  difference in SNR from OS and outperform NBS by 0.5dB. 
As seen from these results, PDBS algorithm provides higher gain than NBS and close results to 
the OS. Hence, higher capacity is achieved by increasing the number of low cost antennas 𝑚𝑚 
and using PDBS for the available number of RF chains. 
In Table 5.4, sample results of sum rate capacity in bit/s/Hz at SNR of 20dB are shown for 4 × 6/PDBS-4 compared with 4 × 6/NBS-4, 4 × 6/OS-4, and the reference 4 × 4 system. 
Capacity gain is shown also with the average user rate 𝑅𝑅𝑎𝑎𝑣𝑣 = 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 /𝐾𝐾 for 4 × 4 system of 2 
users. For example, the gain in bit/s/Hz of PDBS using 𝜌𝜌 = 0.9  is 8.7 while 7.2 for NBS and 8.8 for OS. In addition to near optimal performance with low complexity, the achieved gain of 
PDBS is higher than 7.8 for average user rate in 4 × 4  system. Therefore, maximum user 
capacity can be maintained indirectly by exploiting few extra spatial dimensions provided by 
additional antennas to mitigate the channel correlation effects.  
 
 
 
Table 5.4: Sum rate results in bit/s/Hz for MU-MIMO system with and without RAS at SNR = 20dB for 
different correlation values 
 
Correlation 
( 𝜌𝜌 ) 
𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚  of 4 × 4 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠  of 4 × 6/algorithm-4 Gain of 4 × 6/algorithm-4 𝑅𝑅𝑎𝑎𝑣𝑣 =𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 /𝐾𝐾   NBS PDBS OS NBS PDBS OS 
0.0 22.2 23.6 24.35 24.4 1.4 2.15 2.2 11.1 
0.5 20.6 23.2 24.32 24.4 2.6 3.72 3.8 10.3 
0.9 15.6 22.8 24.30 24.4 7.2 8.70 8.8 7.8 
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Figure 5.13:  Sum rate capacity of 4 × 6/PDBS-4 over CRFC compared with  4 × 6/NBS-4,  4 × 6/OS-4, 
and the reference 4 × 4 system. 
 
 
 
 
Figure 5.14:  Sum rate capacity of 4 × 5/PDBS-4 over CRFC compared with  4 × 5/NBS-4,  4 × 5/OS-4, 
and the reference  4 × 4 system. 
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In Fig. 5.15, BER results over different channel correlations for 4 × 6/PDBS-4  is depicted 
compared with 4 × 6/NBS-4 and the reference 4 × 4 and 1 × 4/MRC systems. As can be seen, 
while the correlations degrade the performance of 4 × 4 system, it has the opposite effect for 
the system with RAS. For example, at BER of 10−6 and compared with the 4 × 4 system for 
uncorrelated channel, 4.2dB gain is achieved for PDBS while 3.2dB for NBS. Therefore, PDBS 
outperforms NBS by 1.0dB. For highly correlated channels of 𝜌𝜌 = 0.9 , gain of 17.2dB is 
achieved for PDBS while 16.0dB for NBS. Hence, PDBS outperforms NBS by 1.2dB. 
Performance of PDBS outperforms that of NBS for all channel correlation levels and as the 
channel correlation increased, the performance gain is increased. From the similarity in results 
with SU-MIMO systems, higher gain is achieved as 𝑚𝑚 and/or 𝑚𝑚𝑠𝑠 increased.  
 
 
 
 
Figure 5.15:  BER performance of 4 × 6/PDBS-4  over CRFC compared with 4 × 6/NBS-4 and the 
reference  4 × 4 and 1 × 4/MRC  systems. 
 
5.5 RAS for MIMO Systems with Imperfect Channel Estimation 
Exploiting the advantages offered by wireless MIMO communication systems are crucially 
depends on the CSI available at the link ends [89, 144, 146, 200]. CSI is usually estimated at the 
receiver and completely or partially fed back to the transmitter according to the system 
requirements. In the literature, there are different methods for channel estimation of MIMO 
systems such as the simple conventional training-based channel estimation [144, 146, 201-203], 
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blind channel estimation [204], and semi-blind channel estimation [205-208]. To reduce the loss 
in system throughput due to training overhead, blind techniques for joint channel and data 
detection are used at the cost of high computational complexity, slower convergence, and/or 
lower accuracy. Semi-blind techniques are simpler than blind methods at the cost of using few 
training symbols. Perfect channel estimation using any of the aforementioned methods is a 
difficult task in multiantenna systems due to the large number of channel parameters to be 
estimated [208]. Therefore, imperfect CSI at BS receiver is considered in this subsection to 
investigate its impact on the capacity and error performance of SM multiantenna systems 
employing PDBS algorithm for RAS. 
5.5.1 Channel Model 
For SU-MIMO as well as MU-MIMO systems, the overall true 𝑚𝑚 × 𝑢𝑢 channel matrix 𝐇𝐇 is 
considered to represent the fading signals from total 𝑢𝑢 transmit antennas to 𝑚𝑚 receive antennas. 
The estimated channel matrix will be represented as [89, 189]  
 𝐇𝐇� = 𝐇𝐇 + 𝐄𝐄 (5.35) 
where 𝐄𝐄 ∈ 𝒞𝒞𝑚𝑚×𝑢𝑢   is  𝑚𝑚 × 𝑢𝑢 channel error matrix of complex Gaussian entries with zero mean 
and 𝜎𝜎𝑚𝑚𝑠𝑠𝑅𝑅2  variance. The channel mean square error (MSE) will be represented in dB as  
 MSE = 10 log10(𝜎𝜎𝑚𝑚𝑠𝑠𝑅𝑅2 ) (5.36) 
5.5.2 Channel Capacity 
Under equal power allocation conditions when CSI is not available at the transmitter, the 
lower bound capacity of fixed channel with imperfect estimation can be represented as [89] 
 𝐶𝐶𝑙𝑙𝑜𝑜𝑤𝑤𝑅𝑅𝑟𝑟 = log2 �𝐈𝐈𝑚𝑚 + Γ 𝑢𝑢⁄1 + 𝜎𝜎𝑚𝑚𝑠𝑠𝑅𝑅2 Γ𝐇𝐇�𝐇𝐇�H� (5.37) 
Therefore, lower bound of capacity with imperfect channel condition and RAS can be written as 
 𝐶𝐶𝑠𝑠
𝑙𝑙𝑜𝑜𝑤𝑤𝑅𝑅𝑟𝑟 = max
𝓈𝓈𝑚𝑚∈𝕊𝕊
𝜽𝜽𝑙𝑙→𝜽𝜽𝑙𝑙
∗
�log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + Γ 𝑢𝑢⁄1 + 𝜎𝜎𝑚𝑚𝑠𝑠𝑅𝑅2 Γ𝐇𝐇�𝐬𝐬(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐬𝐬H (𝓈𝓈𝑚𝑚)�� (5.38) 
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where the maximization is over subset 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 and 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗ for 𝕊𝕊 = �𝓈𝓈1, … , 𝓈𝓈𝑚𝑚 , … , 𝓈𝓈|𝕊𝕊|� 
representing the set of all possible subsets of receive antennas, and 𝐇𝐇�𝐬𝐬(𝓈𝓈𝑚𝑚) is selected channel 
matrix according to 𝓈𝓈𝑚𝑚 . 
5.5.3 Simulation Results 
In order to evaluate the performance of PDBS algorithm with different channel estimation 
errors, Monte Carlo simulations using MATLAB/7.9 for SM multiantenna system have been 
carried out in this section. For simplicity and without loss of generality, we consider 𝑚𝑚 × 𝑢𝑢 
uncorrelated channel matrix 𝐇𝐇. The simulated results are averaged using 10,000 channel 
realization for channel capacity evaluation. For BER performance, MLJD detection is employed 
for all considered systems and a frame of 100 symbols from BPSK constellation is assumed for 
each channel realization. 
In Fig. 5.16, lower bound capacity (5.38) with perfect and imperfect channel estimation is 
shown for 2 × 6/PDBS-2 system. For imperfect channel estimation, MSE of −30dB, −20dB, 
and −10dB are used. As can be seen, the channel capacity is degraded as the MSE increased, 
specifically at high SNR. At low to moderate SNR, the noise components at the receiver are 
more dominant than channel gain components. Hence, the estimation error has less impact to 
the capacity. 
In Fig. 5.17, BER performance with perfect and imperfect channel estimation is shown for 2 × 6/PDBS-2 system. MSE of −30dB, −20dB, and −10dB are used for imperfect channel 
estimation. As the MSE increased, the BER performance is decreased, specifically at high SNR. 
By decreasing the number of receive antennas from 𝑚𝑚 = 6 to 𝑚𝑚 = 4, the performance loss for 
same MSE will be more as shown in Fig. 5.18. For example, the performance loss at BER of 10−4 and MSE of −20dB is 1.2dB for 𝑚𝑚 = 6 compared to 2dB  for 𝑚𝑚 = 4. Therefore, RAS for 
a limited 𝑚𝑚𝑠𝑠 RF chains can provide a good immunity to channel estimation errors, specifically 
as 𝑚𝑚 increased.   
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Figure 5.16:  Lower bound of 2 × 6/PDBS-2  system capacity over uncorrelated channel with different 
values of channel estimation errors. 
 
 
 
 
Figure 5.17:  BER performance of 2 × 6/PDBS-2  system over uncorrelated channel with different values 
of channel estimation errors. 
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Figure 5.18:  BER performance of 2 × 4/PDBS-2  system over uncorrelated channel with different values 
of channel estimation errors. 
 
5.6 Conclusions 
To meet the increasing demands of modern communication service in bandwidth 
constrained resource, a novel and efficient RAS algorithm is proposed in this chapter to 
maximize the channel capacity of single and multiuser MIMO over CRFC environment. The 
proposed PDBS takes the advantages of NBS and OS methods to provide a competitive 
performance near to OS with significant reduction in complexity. It exploits the Euclidean norm 
of channel matrix rows with their corresponding phase difference for the selection task. Without 
an exhaustive search over all possible antenna combinations and capacity calculations as in OS 
algorithm, the complexity of PDBS method is of 𝒪𝒪(𝑚𝑚𝑢𝑢2) vector calculations. Due to this 
advantage, it is also higher performance and less complex than SCBS method [188] which 
requires correlation matrix calculations of 𝒪𝒪(𝑚𝑚2). Furthermore, it utilizes the principles of 
signal constellation to tackles the effect of channel correlation on the ergodic capacity rather 
than maximizing the data rate and error performance of specific linear receivers as in [182].  
Extensive analysis and simulations results demonstrate the effectiveness of proposed 
method.  It is shown that the capacity and BER performance using PDBS algorithm outperforms 
NBS and close to OS algorithm for any SNR and correlation values 𝜌𝜌. Furthermore, it shows 
more robust performance in correlated environment compared with NBS and conventional 
systems without RAS. The gain of PDBS is depend on the number of receive antennas 𝑚𝑚 and 
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number of selected antennas (RF chains) 𝑚𝑚𝑠𝑠. As 𝑚𝑚 and/or 𝑚𝑚𝑠𝑠 increases, the capacity and BER 
gains are increased significantly. Furthermore, RAS using PDBS maintains high user capacity 
for MU-MIMO systems over correlated channels. It provides a robust solution for users with 
highly correlated channels instead of terminating them as in conventional systems. 
For imperfect channel estimation conditions, MIMO systems suffer from high performance 
degradation, specifically at high SNR. However, providing more receive antennas (𝑚𝑚) than the 
available RF chains (𝑚𝑚𝑠𝑠)  with RAS has the effect to reduce the performance loss. This low 
complexity and cost technique provides fast RAS to capture most of the large gains promised by 
single and multiuser MIMO systems.  
In the last contributing chapter, new scheme is introduced to increase the user capacity of 
MU-MIMO beyond the limit of available number of RF chains with low complexity. 
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Chapter 6 
High User Capacity Group Layered MU-MIMO 
(GL-MU-MIMO) System 
 
6.1 Introduction 
MU-MIMO represent one of the promising and feasible techniques to meet the increasing 
number of clients and their demands for various wireless services such as internet and media 
rich applications. However, the maximum number of allowed users is critically limited by the 
number of receive antennas associated with RF chains at the BS or the high complexity burden 
of MUD methods.  
In this chapter, a novel GL-MU-MIMO scheme is proposed to exploit the available 
bandwidth for high user capacity with affordable complexity. It takes the advantages of spatial 
difference among users and power control at BS to increase the number of users beyond the 
available number of RF chains by dividing them into two groups according to their received 
power, HPG and LPG. In Rayleigh fading environment, different low complexity GL-MUD 
configurations, group power allocation, number of receive antennas at BS, and RAS algorithms 
are utilized to provide a valuable tradeoff between complexity and overall system performance. 
Through extensive simulations, the results demonstrate the effectiveness of proposed scheme 
compared with the conventional MU-MIMO systems. It shows a substantial increase in the user 
and sum rate capacity at target BER performance and SNR values. Furthermore, it provides fair 
rate distribution among users.  
This chapter is organized as follows. Literature review on overloaded MU-MIMO systems 
are presented in Section 6.2. In Section 6.3, GL-MU-MIMO scheme with the signal model and 
different GL-MUD configurations with its complexity analysis are given. In Section 6.4, 
capacity analysis for GL-MU-MIMO scheme is presented. It includes the user capacity, sum 
rate capacity, and capacity region. In Section 6.5, two proposed algorithms for RAS are 
introduced with the complexity analysis. Simulation results of GL-MU-MIMO over 
uncorrelated channel environment with/without RAS are presented in Section 6.6. It includes 
sum rate capacity, capacity region, and BER performance. In Section 67, GL-MU-MIMO over 
correlated fading channel is investigated and simulation results for sum rate capacity and BER 
performance are given. Finally, chapter conclusions are withdrawn in the last section. 
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6.2 Literature Review 
In wireless MU-MIMO systems, the maximum number of users (𝐾𝐾) with multiple antennas 
that can be supported is limited by total DoF represented by the available number of BS 
antennas (𝑚𝑚) connected with RF chains [84]. Therefore, scheduling techniques are employed to 
exploit the multiuser diversity when the sum of users’ antennas is larger than the BS antennas 
[19, 108]. Moreover, MUD methods employed at BS receiver has direct impact on the 
maximum number of users that can be supported in the MAC. 
By utilizing linear MUD with user equipment equipped with single antenna, up to 𝐾𝐾 ≤ 𝑚𝑚 
users can be supported simultaneously [12, 17, 18]. In the literature, it is well known that linear 
MUD schemes such as ZF, MMSE and V-BLAST are capable to provide limited performance 
at low detection complexity [102, 210, 211, 216, 218]. However, in rank-deficient scenario 
(overloaded systems when 𝐾𝐾 > 𝑚𝑚), the channel matrix becomes noninvertible reducing the DoF 
required for signal detection. 
In contrast, nonlinear MUD schemes such as ML can increase the user capacity by 
supporting more number of users than BS antennas 𝑚𝑚 with optimal performance [84, 92, 93]. It 
utilizes the available radio spectrum efficiently at the cost of high computational complexity 
which increases exponentially with the number of supported users 𝐾𝐾. Due to the complexity 
issue, practical implementation of the optimal ML detector in overloaded system scenarios is 
prohibitive. Therefore, many suboptimal nonlinear MUD schemes have been developed such as 
SIC [119, 212], PIC [12], SD family [109-112], iterative groupwise detection [213], and MUD 
techniques based MBER algorithms [113-115] as well as GA [12, 113]. Although complexity of 
suboptimal MUD methods is less than the optimal ML detection, they are currently still more 
complex than linear MUD schemes. 
To increase the number of DoF represented by 𝑚𝑚 BS antennas for overloaded systems, 
same number of 𝑚𝑚 costly RF chains is required. Therefore, increasing the number of RF chains 
to support additional users is practically prohibited in terms of hardware requirements, system 
complexity, consumed power and size. In relation to this point, however, a promising diversity 
technique referred to as antenna selection has been proposed in the last few years to capture 
most of the capacity promised by multiantenna systems with low cost [20, 175]. This technique 
is intensively investigated in the previous chapter for single [179, 181, 187] and multiuser [22, 
189, 192] systems to maximize the channel and sum rate capacity, respectively. Since extra 
antenna elements, RF switches, and digital signal processing are usually inexpensive, the gain 
of antenna selection can be achieved with additional low cost by choosing the best subset of 
transmit and/or receive antennas and connect them with the available RF chains. It has been 
shown that multiantenna system with OS can significantly outperform a system without 
selection using same number of RF chains [178, 185].  
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User overloading (or extending cell capacity) based on users grouping to share the same 
signal space dimension (DoF) has been investigated also for different multiple access schemes 
such as [47, 67, 214, 215, 125, 216-218]. In [47, 214, 215], a higher number of users 𝐾𝐾 than the 
spreading factor 𝑁𝑁 of OCDMA can be accommodated with small SNR penalty by using 
OCDMA for the group of first 𝑁𝑁 users and augment it with PN-CDMA or TDMA for the group 
of additional users. At the receiver, iterative multistage detection is employed to cancel the 
interference between the two groups. In [67], S-C is employed also by taking the advantage of 
power disparities among users to share a group of users with single spreading sequence of 
OCDMA. In [125], improving the user capacity of OCDMA systems has been considered by 
employing multiple antennas at the transmitters and receiver with linear MUD techniques. Also, 
collaborative spreading is used recently in [216-218] to share the same spreading sequence 
among group of more than one user. At the receiver, group despreading followed by low 
complexity MLJD is carried out to recover the co-spread users’ data.   
For efficient spectrum utilization, new design approaches for MU-MIMO systems are of 
high interest to achieve high user capacity with affordable complexity and target BER 
performance. In the next sections, a novel GL-MU-MIMO scheme is designed to increase the 
user capacity beyond the available number of RF chains. By taking the possibility of power 
control at the BS and according to the path loss advantage inherent in the cellular systems due 
to the spatial difference among users, the total number of active users 𝐾𝐾 is divided into two 
groups, HPG and LPG. To maintain the channel rank condition, the maximum allowed number 
of users in each group is determined by the available number of RF chains which leads to 
duplicate the user capacity compared with conventional MU-MIMO. At the receive side, GL-
MUD is utilized for the selected received superimposed group signals in a layered fashion. 
Signal of HPG are detected in the first stage with high reliability by assuming LPG as 
interference signals. In the seconde stage, the re-encoded users’ data of HPG will be subtracted 
from the selected received signals using group SIC (GSIC) to remove its interference, which 
improves the LPG signal detection. RAS diversity is integrated to increase the capacity and 
improve the error performance by using two antenna selection methods, NBS and novel HPG-
PDBS. 
6.3 GL-MU-MIMO System 
In this section, GL-MU-MIMO is proposed for the following objectives; 1) increase the 
user capacity for UL MU-MIMO cellular system using the available number of RF chains at 
BS, 2) substantially reduces the complexity of MUD at BS receiver compared with the optimal 
ML detection and 3) maintain good error performance for different channel conditions. 
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6.3.1 Signal Model 
Consider an overloaded MU-MIMO system of 𝐾𝐾 active mobile users communicating 
simultaneously over flat Rayleigh fading MAC with one common BS  as in Fig. 6.1. Each of the 
mobile user equipment has a single antenna while the BS receiver which equipped with 
𝑚𝑚 antennas and 𝑚𝑚𝑠𝑠 RF chains employs RAS to select the best subset of antennas 𝑚𝑚𝑠𝑠 ≤ 𝑚𝑚 
according to their channel conditions. Since the total DoF is limited by 𝑚𝑚𝑠𝑠 RF chains, the 
considered total number of active users 𝐾𝐾 ≤ 2𝑚𝑚𝑠𝑠 is divided into two groups based on their 
received signal powers. HPG includes the first 𝑇𝑇 = 𝑚𝑚𝑠𝑠 users with low channel path loss 
condition (e.g. users near the BS) while LPG contains the additional 𝑈𝑈 = (𝐾𝐾 − 𝑇𝑇) ≤ 𝑚𝑚𝑠𝑠  users 
whose channel path loss conditions are high compared with the former (e.g. users near the cell 
edge). Assuming total average received power constrain of 𝑃𝑃, the received signal power of HPG 
users 𝑃𝑃𝐻𝐻  and of LPG users 𝑃𝑃𝐿𝐿 are given as 
 𝑃𝑃𝐻𝐻 = (1 − 𝜂𝜂)𝑃𝑃 (6.1) 
 𝑃𝑃𝐿𝐿 = 𝜂𝜂𝑃𝑃 = 𝜂𝜂1 − 𝜂𝜂 𝑃𝑃𝐻𝐻  (6.2) 
 𝑃𝑃 = 𝑃𝑃𝐻𝐻 + 𝑃𝑃𝐿𝐿 (6.3) 
where 𝜂𝜂;  0 < 𝜂𝜂 < 0.5  is the power allocation ratio maintained by the power control at BS.   
The received signal vector by 𝑚𝑚 receive antennas is represented as  
 𝐫𝐫 = �𝐡𝐡𝑘𝑘𝑣𝑣𝑘𝑘𝑇𝑇
𝑘𝑘=1 + � 𝐡𝐡𝑘𝑘𝑣𝑣𝑘𝑘𝐾𝐾𝑘𝑘=𝑇𝑇+1 + 𝐧𝐧 = 𝐬𝐬𝐻𝐻 + 𝐬𝐬𝐿𝐿 + 𝐧𝐧 (6.4) 
where 𝐫𝐫 = [𝑟𝑟1 ⋯ 𝑟𝑟𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1 received signal vector, 𝐡𝐡𝑘𝑘 = [ℎ𝑘𝑘1 ⋯ ℎ𝑘𝑘𝑚𝑚 ]𝑇𝑇 ∈
𝒞𝒞𝑚𝑚×1  is  𝑚𝑚 × 1 channel vector of user 𝑘𝑘 whose entries ℎ𝑘𝑘𝑙𝑙 = 𝑥𝑥𝑘𝑘𝑙𝑙 + 𝑗𝑗𝑧𝑧𝑘𝑘𝑙𝑙 , 𝑙𝑙 = 1, … ,𝑚𝑚  are zero 
mean unit variance complex fading coefficient between user 𝑘𝑘 and 𝑙𝑙𝑡𝑡ℎ  receive antenna,  𝑥𝑥𝑘𝑘𝑙𝑙  and 
𝑧𝑧𝑘𝑘𝑙𝑙  are in-phase and quadrature components of zero mean Gaussian random processes each with 
variance 0.5, 𝑣𝑣𝑘𝑘  is transmitted signal of user 𝑘𝑘 subject to power constraint 𝑒𝑒𝑘𝑘  and modulated 
from equiprobable data 𝑏𝑏𝑘𝑘 , 𝐧𝐧 = [𝑚𝑚1 ⋯ 𝑚𝑚𝑚𝑚 ]𝑇𝑇 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1 i.i.d AWGN vector  with 
elements having zero mean and variance 𝜎𝜎𝑚𝑚2, 𝐬𝐬𝐻𝐻 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1 superimposed signal vector 
of HPG users over their entire channels, 𝐬𝐬𝐿𝐿 ∈ 𝒞𝒞𝑚𝑚×1 is 𝑚𝑚 × 1 superimposed signal vector of 
LPG users over their entire channels. 
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The overall 𝑚𝑚 × 𝐾𝐾 channel matrix 𝐇𝐇 ∈ 𝒞𝒞𝑚𝑚×𝐾𝐾  of GL-MU-MIMO system can be 
represented as  
    𝐇𝐇 = [𝐡𝐡1  ⋯  𝐡𝐡𝑘𝑘  ⋯  𝐡𝐡𝐾𝐾] =
⎣
⎢
⎢
⎢
⎡
ℎ11    ⋯    ℎ𝑘𝑘1   ⋯  ℎ𝐾𝐾1
⋮      ⋱      ⋮       ⋱     ⋮
ℎ1𝑙𝑙    ⋯    ℎ𝑘𝑘𝑙𝑙    ⋯  ℎ𝐾𝐾𝑙𝑙
⋮      ⋱      ⋮       ⋱     ⋮
ℎ1𝑚𝑚   ⋯   ℎ𝑘𝑘𝑚𝑚  ⋯  ℎ𝐾𝐾𝑚𝑚 ⎦⎥⎥
⎥
⎤ =
⎣
⎢
⎢
⎢
⎡
𝐡𝐡1
⋮
𝐡𝐡𝑙𝑙
⋮
𝐡𝐡𝑚𝑚⎦
⎥
⎥
⎥
⎤
 (6.5) 
where 𝐡𝐡𝑙𝑙 = [ℎ1𝑙𝑙    ⋯    ℎ𝑘𝑘𝑙𝑙    ⋯  ℎ𝐾𝐾𝑙𝑙 ] ∈ 𝒞𝒞1×𝐾𝐾 ,∀𝑙𝑙 = 1, … ,𝑚𝑚 is the 𝑙𝑙𝑡𝑡ℎ  row of 𝐇𝐇 corresponding to 
the 𝑙𝑙𝑡𝑡ℎ  receive antenna. The Rayleigh distributed envelope of channel component ℎ𝑘𝑘𝑙𝑙  is the 
magnitude 𝛼𝛼𝑘𝑘𝑙𝑙 = |ℎ𝑘𝑘𝑙𝑙 | and 𝛽𝛽𝑘𝑘𝑙𝑙 = tan−1(𝑧𝑧𝑘𝑘𝑙𝑙 𝑥𝑥𝑘𝑘𝑙𝑙⁄ ) is the uniform distribution phase over [0, 2𝜋𝜋]. 
The overall channel matrix 𝐇𝐇 can be represented also in terms of HPG channel matrix 𝐇𝐇𝐻𝐻 ∈
𝒞𝒞𝑚𝑚×𝑇𝑇  and LPG channel matrix 𝐇𝐇𝐿𝐿 ∈ 𝒞𝒞𝑚𝑚×𝑈𝑈 as 
𝐇𝐇 = [𝐇𝐇𝐻𝐻   𝐇𝐇𝐿𝐿] = �ℎ11 ⋯ ℎ𝑇𝑇1⋮ ⋱ ⋮
ℎ1𝑚𝑚 ⋯ ℎ𝑇𝑇𝑚𝑚�����������
ℎ𝑇𝑇+1 1 ⋯ ℎ𝐾𝐾1
⋮ ⋱ ⋮
ℎ𝑇𝑇+1 𝑚𝑚 ⋯ ℎ𝐾𝐾𝑚𝑚�������������� =
⎣
⎢
⎢
⎢
⎢
⎡𝐡𝐡1(𝐻𝐻)
⋮
𝐡𝐡𝑙𝑙
(𝐻𝐻)
⋮
𝐡𝐡𝑚𝑚
(𝐻𝐻)
𝐡𝐡1(𝐿𝐿)
⋮
𝐡𝐡𝑙𝑙
(𝐿𝐿)
⋮
𝐡𝐡𝑚𝑚
(𝐿𝐿)
⎦
⎥
⎥
⎥
⎥
⎤ =
⎣
⎢
⎢
⎢
⎡
𝐡𝐡1
⋮
𝐡𝐡𝑙𝑙
⋮
𝐡𝐡𝑚𝑚⎦
⎥
⎥
⎥
⎤
 (6.6) 
where 𝐡𝐡𝑙𝑙
(𝐻𝐻) = [ℎ1𝑙𝑙  ⋯  ℎ𝑇𝑇𝑙𝑙 ] ∈ 𝒞𝒞1×𝑇𝑇  and 𝐡𝐡𝑙𝑙(𝐿𝐿) = [ℎ𝑇𝑇+1 𝑙𝑙  ⋯  ℎ𝐾𝐾𝑙𝑙 ] ∈ 𝒞𝒞1×𝑈𝑈 are the 𝑙𝑙𝑡𝑡ℎ  rows of 𝐇𝐇𝐻𝐻 
and 𝐇𝐇𝐿𝐿 corresponding to the 𝑙𝑙𝑡𝑡ℎ  receive antenna. Therefore, the received signal in equation 
(6.4) can be rewritten as 
 𝐫𝐫 = 𝐇𝐇𝐻𝐻𝐇𝐇𝐻𝐻 + 𝐇𝐇𝐿𝐿𝐇𝐇𝐿𝐿 + 𝐧𝐧 (6.7) 
where 𝐇𝐇𝐻𝐻 = [𝑣𝑣1 ⋯ 𝑣𝑣𝑇𝑇]𝑇𝑇 ∈ 𝒞𝒞𝑇𝑇×1 and 𝐇𝐇𝐿𝐿 = [𝑣𝑣𝑇𝑇+1 ⋯ 𝑣𝑣𝐾𝐾]𝑇𝑇 ∈ 𝒞𝒞𝑈𝑈×1 are the transmitted 
signal vectors of HPG and LPG users, respectively. 
The received signal vector 𝐫𝐫𝐬𝐬 associated with the selection of 𝑚𝑚𝑠𝑠 from 𝑚𝑚 receive antennas 
is given by  
 𝐫𝐫𝐬𝐬 = �?̆?𝐡𝑘𝑘𝑣𝑣𝑘𝑘𝑇𝑇
𝑘𝑘=1 + � ?̆?𝐡𝑘𝑘𝑣𝑣𝑘𝑘𝐾𝐾𝑘𝑘=𝑇𝑇+1 + 𝐧𝐧𝐬𝐬 = 𝐇𝐇�𝐻𝐻𝐇𝐇𝐻𝐻 + 𝐇𝐇�𝐿𝐿𝐇𝐇𝐿𝐿 + 𝐧𝐧𝐬𝐬 = 𝐬𝐬�𝐻𝐻 + 𝐬𝐬�𝐿𝐿 + 𝐧𝐧𝐬𝐬 (6.8) 
where, 𝐫𝐫𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 denotes the selected received signal vector, 𝐇𝐇�𝑘𝑘 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1  and 𝐧𝐧𝐬𝐬 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 
denote the 𝑘𝑘𝑡𝑡ℎ  user channel matrix and the noise vector after selection, 𝐇𝐇�𝐻𝐻 and 𝐇𝐇�𝐿𝐿 are the HPG 
and LPG channel matrices associated with antenna selection, 𝐬𝐬�𝐻𝐻 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 and 𝐬𝐬�𝐿𝐿 ∈ 𝒞𝒞𝑚𝑚𝑠𝑠×1 are 
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the superimposed signal vector of HPG users and LPG users over their entire channels and 
associated with antenna selection. 
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Figure 6.1:  System model for GL-MU-MIMO system of  𝐾𝐾 active mobile users and one common BS 
receiver with RAS technique. 
 
 
 
For the given signal model, the following assumptions are considered: 
1) Perfect CSI is assumed at the BS receiver. 
2) The channel fading rate is assumed to be much less than the data rate. The channel 
remains constant over a frame of hundreds of symbols and changes independently from 
one frame to the next [29, 37, 177, 189].  
3) Impact of user scheduling is not included by assuming that 𝐾𝐾 ≤ 2𝑚𝑚𝑠𝑠 and the active 
users are perfectly synchronized. 
4) Since CSI is not available at the transmitters, equal power allocation for users in each 
group is assumed. Hence, {𝑒𝑒𝑘𝑘 = 𝑃𝑃𝐻𝐻/𝑇𝑇}𝑘𝑘=1𝑇𝑇  for HPG users and {𝑒𝑒𝑘𝑘 = 𝑃𝑃𝐿𝐿/𝑈𝑈}𝑘𝑘=𝑇𝑇+1𝐾𝐾  for 
LPG users. 
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6.3.2 Group Layered MUD (GL-MUD) 
Taking the advantage of power disparity between HPG and LPG, GL-MUD is designed for 
the BS receiver by using different linear/nonlinear group MUD configurations with GSIC as 
shown in Fig. 6.2. In the first detection layer, the selected received signal 𝐫𝐫𝐬𝐬 is processed by 
HPG-MUD using ZF or ML receiver to estimate the data of HPG users 𝑏𝑏�𝑘𝑘 ,𝑘𝑘 = 1, … ,𝑇𝑇 while 
treating LPG signals as a background noise. The estimated data of HPG are then re-modulated 
and multiplied by their channel estimates to calculate the group interference estimate 𝐬𝐬��𝐻𝐻.  After 
cancelling 𝐬𝐬��𝐻𝐻 from 𝐫𝐫𝐬𝐬, the input signal �𝐫𝐫𝐬𝐬 − 𝐬𝐬��𝐻𝐻� to LPG-MUD in the second detection layer is 
processed by ZF or ML receiver to estimate the data of LPG users 𝑏𝑏�𝑘𝑘 ,𝑘𝑘 = 𝑇𝑇 + 1, … ,𝐾𝐾. Highest 
performance of LPG is achieved when perfect cancellation of HPG interference is accomplished 
such that the desired signals are disturbed by AWGN only. On the other hand, performance of 
HPG can be maximized if the interference level of LPG is minimized (i.e. low 𝑃𝑃𝐿𝐿). For this 
purpose, appropriate power allocation ratio 𝜂𝜂 should be used to allow reliable communication 
for different user overloading and number of RF chains. 
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Figure 6.2:  GL-MUD for proposed system using linear/nonlinear MUD for HPG and LPG with GSIC. 
 
6.3.2.1 Linear ZF Group Receivers for GL-MUD 
In this configuration of GL-MUD, the simple ZF receivers are employed in HPG-MUD 
and LPG-MUD layers and represented as ZF/ZF-MUD. For HPG-MUD, the linear ZF receiver 
(as explained in Chapter 2, Section 2.6.2.5) has a front-end 𝐇𝐇�𝐻𝐻
†  where 𝐀𝐀† = �𝐀𝐀H𝐀𝐀�−1𝐀𝐀H   
denotes the Moore-Penrose inverse of matrix 𝐀𝐀 with special case of 𝐀𝐀† = 𝐀𝐀−1 when 𝐀𝐀 is square 
and invertible [84]. The output of ZF receiver in the first detection layer is given by 
159 
 
 𝐇𝐇�𝐻𝐻 = 𝐇𝐇�𝐻𝐻† 𝐫𝐫𝐬𝐬 =   𝐇𝐇𝐻𝐻 + 𝐇𝐇�𝐻𝐻† (𝐬𝐬�𝐿𝐿 + 𝐧𝐧𝐬𝐬)���������  (6.9) 
where the estimated signal 𝐇𝐇�𝐻𝐻 is affected by enhanced noise and other group user interference 
𝐇𝐇�𝐻𝐻
† (𝐬𝐬�𝐿𝐿 + 𝐧𝐧𝐬𝐬) which is the cost of low detection complexity. The estimated data of HPG users 
can be found then by remapping 𝐇𝐇�𝐻𝐻 = [𝑣𝑣�1 ⋯ 𝑣𝑣�𝑇𝑇]𝑇𝑇  to ?̂?𝐛𝐻𝐻 = [𝑏𝑏�1 ⋯ 𝑏𝑏�𝑇𝑇]𝑇𝑇 . 
In the second detection layer, the front-end of ZF receiver is 𝐇𝐇�𝐿𝐿
† . Therefore the output of 
this receiver in LPG-MUD layer is given by 
 𝐇𝐇�𝐿𝐿 = 𝐇𝐇�𝐿𝐿†�𝐫𝐫𝐬𝐬 − 𝐬𝐬��𝐻𝐻� =   𝐇𝐇𝐿𝐿 + 𝐇𝐇�𝐿𝐿†�𝐬𝐬�𝐻𝐻 − 𝐬𝐬��𝐻𝐻 + 𝐧𝐧𝐬𝐬�.�� ��������   (6.10) 
When 𝐬𝐬�𝐻𝐻 = 𝐬𝐬��𝐻𝐻 , perfect interference cancellation of HPG users is achieved and the 
estimated signal vector is influenced by the noise component only which leads to maximize the 
performance of LPG users. Data estimation of LPG users can be carried out by remapping 
𝐇𝐇�𝐿𝐿 = [𝑣𝑣�𝑇𝑇+1 ⋯ 𝑣𝑣�𝐾𝐾]𝑇𝑇 to ?̂?𝐛𝐿𝐿 = [𝑏𝑏�𝑇𝑇+1 ⋯ 𝑏𝑏�𝐾𝐾]𝑇𝑇. 
6.3.2.2 Nonlinear ML Group Receivers for GL-MUD 
In this configuration of GL-MUD, the optimal ML receivers are employed in HPG-MUD 
and LPG-MUD layers and represented as ML/ML-MUD. The nonlinear ML receiver is optimal 
in the sense of minimizing the error probability by searching for the most likely transmitted 
signals. For conventional MU-MIMO system of K active users each equipped with single 
antenna and using 𝑀𝑀𝑘𝑘 , 𝑘𝑘 = 1, … ,𝐾𝐾 alphabet size of constellation, there are 𝐷𝐷𝐶𝐶  = ∏ 𝑀𝑀𝑘𝑘𝐾𝐾𝑘𝑘=1  
possible signal vectors 𝐇𝐇(𝑘𝑘) = �𝑣𝑣1(𝑘𝑘) ⋯ 𝑣𝑣𝐾𝐾(𝑘𝑘)�𝑇𝑇 ∈ 𝒞𝒞𝐾𝐾×1 ;𝑘𝑘 = 1, … ,𝐷𝐷𝐶𝐶 at the channel input 
where 𝑣𝑣𝑘𝑘
(𝑘𝑘) is the 𝑘𝑘𝑡𝑡ℎ  possible transmitted symbol from user 𝑘𝑘. In the proposed GL-MU-MIMO 
system, there are 𝐷𝐷𝐻𝐻 = ∏ 𝑀𝑀𝑘𝑘𝑇𝑇𝑘𝑘=1  possible HPG signal vectors 𝐇𝐇𝐻𝐻(𝑘𝑘) = �𝑣𝑣1(𝑘𝑘) ⋯ 𝑣𝑣𝑇𝑇(𝑘𝑘)�𝑇𝑇 ∈
𝒞𝒞𝑇𝑇×1 ;𝑘𝑘 = 1, … ,𝐷𝐷𝐻𝐻 and 𝐷𝐷𝐿𝐿 = ∏ 𝑀𝑀𝑘𝑘𝐾𝐾𝑘𝑘=𝑇𝑇+1  possible LPG signal vectors 
𝐇𝐇𝐿𝐿
(𝑘𝑘) = �𝑣𝑣𝑇𝑇+1(𝑘𝑘) ⋯ 𝑣𝑣𝐾𝐾(𝑘𝑘)�𝑇𝑇 ∈ 𝒞𝒞(𝐾𝐾−𝑇𝑇)×1 ;𝑘𝑘 = 1, … ,𝐷𝐷𝐿𝐿 at the channel input. 
For HPG-MUD layer, signal of LPG are considered as a background noise. Therefore, 
there are only 𝐷𝐷𝐻𝐻 possible signal vectors to the input of first detection layer. Based on the 
minimum distance criterion, the transmitted HPG signal vector associated with antenna 
selection is estimated as 
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 𝐇𝐇�𝐻𝐻 = arg min
𝐇𝐇𝐻𝐻
(𝑘𝑘)∈𝑽𝑽𝐻𝐻  �𝐫𝐫𝐬𝐬 − 𝐇𝐇�𝐻𝐻𝐇𝐇𝐻𝐻(𝑘𝑘)�2 ; 𝑘𝑘 = 1, … ,𝐷𝐷𝐻𝐻 (6.11) 
where 𝑽𝑽𝐻𝐻 = �𝐇𝐇𝐻𝐻(1), … , 𝐇𝐇𝐻𝐻(𝑘𝑘), … , 𝐇𝐇𝐻𝐻(𝐷𝐷𝐻𝐻 )� is the set of all possible HPG transmitted signal vectors. 
The estimated signal vector 𝐇𝐇�𝐻𝐻 = [𝑣𝑣�1 ⋯ 𝑣𝑣�𝑇𝑇]𝑇𝑇 will be remapped to the estimated data vector 
?̂?𝐛𝐻𝐻 = [𝑏𝑏�1 ⋯ 𝑏𝑏�𝑇𝑇]𝑇𝑇 . 
After applying GSIC of HPG estimated signal from the selected received signal 𝐫𝐫𝐬𝐬, there 
are 𝐷𝐷𝐿𝐿 possible LPG signal vectors to the input of LPG-MUD layer and the transmitted signal 
vector associated with antenna selection is estimated as 
 𝐇𝐇�𝐿𝐿 = arg min
𝐇𝐇𝐿𝐿
(𝑘𝑘)∈𝑽𝑽𝐿𝐿  �𝐫𝐫𝐬𝐬 − 𝐬𝐬��𝐻𝐻 − 𝐇𝐇�𝐿𝐿𝐇𝐇𝐿𝐿(𝑘𝑘)�2 ; 𝑘𝑘 = 1, … ,𝐷𝐷𝐿𝐿 (6.12) 
where 𝑽𝑽𝐿𝐿 = �𝐇𝐇𝐿𝐿(1), … , 𝐇𝐇𝐿𝐿(𝑘𝑘), … , 𝐇𝐇𝐿𝐿(𝐷𝐷𝐿𝐿)� is the set of all possible LPG transmitted signal vectors. 
The estimated signal vector 𝐇𝐇�𝐿𝐿 = [𝑣𝑣�𝑇𝑇+1 ⋯ 𝑣𝑣�𝐾𝐾]𝑇𝑇 will be remapped to estimated data vector 
?̂?𝐛𝐿𝐿 = [𝑏𝑏�𝑇𝑇+1 ⋯ 𝑏𝑏�𝐾𝐾]𝑇𝑇. 
6.3.2.3 Linear ZF and Nonlinear ML Group Receivers for GL-MUD 
Using ZF and ML receivers, the two possible GL-MUD configurations are ZF/ML-MUD 
and ML/ZF-MUD. In ZF/ML-MUD configuration, ZF receiver is employed in HPG-MUD layer 
while ML receiver for LPG-MUD layer. As discussed in Section 6.3.2.1, the output of ZF 
receiver in the first detection layer 𝐇𝐇�𝐻𝐻 is given by equation (6.9). In the second detection layer, 
the output signal vector 𝐇𝐇�𝐿𝐿 of ML receiver as discussed in Section 6.3.2.2 is given by equation 
(6.12). Similarly, for ML/ZF-MUD, ML receiver is employed in HPG-MUD layer while ML 
receiver for LPG-MUD layer. The output of ML receiver in the first detection layer 𝐇𝐇�𝐻𝐻 is given 
by equation (6.11). In the second detection layer, the output signal vector 𝐇𝐇�𝐿𝐿 of ZF receiver is 
given by equation (6.10). These configurations will provide a tradeoff between complexity and 
performance compared with ZF/ZF-MUD and ML/ML-MUD. Other low complexity or 
suboptimal receivers such as MMSE and SD are not considered in this study since their 
performance is bounded by the proposed detection scheme. 
6.3.3 Detection Complexity of Proposed GL-MU-MIMO 
In GL-MU-MIMO system with 𝐾𝐾 active users, GL-MUD configurations have different 
performance and detection complexity. ZF/ZF-MUD has the lowest performance and 
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complexity while ML/ML-MUD has the best performance at the cost of highest complexity. In 
this section, complexity of ML/ML-MUD is compared with ML detection of conventional MU-
MIMO system assuming that 𝑀𝑀𝑘𝑘 = 𝑀𝑀, 𝑘𝑘 = 1, … ,𝐾𝐾 for both schemes and 𝑇𝑇 = 𝑈𝑈 = 𝐾𝐾/2 for 
GL-MU-MIMO. 
The total number of searches required for transmitted signal vectors using GL-MU-MIMO 
scheme is 𝐷𝐷𝐺𝐺𝐿𝐿 = 𝐷𝐷𝐻𝐻 + 𝐷𝐷𝐿𝐿    compared with 𝐷𝐷𝐶𝐶 for conventional system. It is represented by 
 𝐷𝐷𝐺𝐺𝐿𝐿 = 𝐷𝐷𝐻𝐻 + 𝐷𝐷𝐿𝐿 = 𝑀𝑀𝐾𝐾/2 + 𝑀𝑀𝐾𝐾/2 = 2𝑀𝑀𝐾𝐾/2 (6.13) 
For conventional MU-MIMO scheme, the total number of searches required for transmitted 
signal vectors is 
 𝐷𝐷𝐶𝐶 = 𝑀𝑀𝐾𝐾  (6.14) 
Therefore, complexity of GL-MU-MIMO scheme is significantly less than conventional MU-
MIMO, specifically as 𝑀𝑀 and/or 𝐾𝐾 increased as shown in Table 6.1. For example, when 𝑀𝑀 = 4 
and 𝐾𝐾 = 10, the total number of required searches is 2048 compared with 1048576 for 
conventional system. 
 
 
Table 6.1: Total number of searches required for the transmitted vectors using ML/ML-MUD in GL-MU-
MIMO compared with conventional MU-MIMO when ML detection is employed 
Number of 
users (𝐾𝐾) Total number of required searches 𝑀𝑀 = 2 𝑀𝑀 = 4 𝑀𝑀 = 16 
𝐷𝐷𝐶𝐶  𝐷𝐷𝐺𝐺𝐿𝐿  𝐷𝐷𝐶𝐶  𝐷𝐷𝐺𝐺𝐿𝐿  𝐷𝐷𝐶𝐶  𝐷𝐷𝐺𝐺𝐿𝐿  
2 4 4 16 8 256 32 
4 16 8 256 32 65 536 512 
6 64 16 4 096 128 16 777 216 8 192 
8 256 32 65 536 512 4.295 × 109 131 072 
10 1 024 64 1 048 576 2 048 1.099 × 1012  2 097 152 
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6.4 Capacity Analysis of GL-MU-MIMO 
6.4.1 User Capacity 
The user capacity 𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟  can be defined as the total number of users (𝐾𝐾) that 
simultaneously communicate with common BS receiver in a cell using the available resources 
(DoF) of time, frequency, space and codes. In the proposed GL-MU-MIMO scheme, one of the 
main objectives is to increase the user capacity beyond the spatial DoF limit represented by 𝑚𝑚𝑠𝑠 
RF chains at BS. Since the HPG is formed from 𝑇𝑇 = 𝑚𝑚𝑠𝑠  high power users and the LPG 
includes the rest of 𝐾𝐾 users as 1 ≤ (𝑈𝑈 = 𝐾𝐾 − 𝑇𝑇) ≤ 𝑚𝑚𝑠𝑠, the user capacity upper bound 𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 −𝐺𝐺𝐿𝐿𝑚𝑚𝑎𝑎𝑥𝑥  
and lower bound 𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 −𝐺𝐺𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚  are given as  
 𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 −𝐺𝐺𝐿𝐿𝑚𝑚𝑎𝑎𝑥𝑥 = 2𝑚𝑚𝑠𝑠 (6.15) 
 𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 −𝐺𝐺𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑚𝑚𝑠𝑠 + 1 (6.16) 
In Fig. 6.3, user capacity bounds of GL-MU-MIMO are shown compared with maximum 
user capacity of conventional MU-MIMO system with linear receiver known as 𝐶𝐶𝑢𝑢𝑠𝑠𝑅𝑅𝑟𝑟 −𝐶𝐶𝑚𝑚𝑎𝑎𝑥𝑥 = 𝑚𝑚𝑠𝑠. 
As can be seen, the user capacity is increased by 𝑈𝑈 users of LPG compared with conventional 
system. Therefore, up to double user capacity can be achieved which is significant in terms of 
serving more user in same available bandwidth resource. 
 
 
 
 
Figure 6.3:  User capacity bounds of GL-MU-MIMO system compared with the maximum user capacity 
of conventional MU-MIMO system. 
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6.4.2 Sum Rate Capacity 
Based on the sum rate capacity of UL MU-MIMO given in [24, 99], the sum rate capacity 
for GL-MU-MIMO signal model (6.4) with constant channel realization is given as follows 
 
𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = log2 �𝐈𝐈𝑚𝑚 + 1𝜎𝜎𝑚𝑚2 � 𝐡𝐡𝑘𝑘𝑒𝑒𝑘𝑘𝐡𝐡𝑘𝑘H𝐾𝐾
𝑘𝑘=1 ��                                            
 = log2 �𝐈𝐈𝑚𝑚 + 1𝜎𝜎𝑚𝑚2 � 𝐡𝐡𝑘𝑘𝑒𝑒𝑘𝑘𝐡𝐡𝑘𝑘H𝑇𝑇
𝑘𝑘=1 + � 𝐡𝐡𝑘𝑘𝑒𝑒𝑘𝑘𝐡𝐡𝑘𝑘H
𝐾𝐾
𝑘𝑘=𝑇𝑇+1 ��  
 = log2 �𝐈𝐈𝑚𝑚 + 1𝜎𝜎𝑚𝑚2 �𝑃𝑃𝐻𝐻𝑇𝑇 �𝐡𝐡𝑘𝑘𝐡𝐡𝑘𝑘H𝑇𝑇
𝑘𝑘=1 + 𝑃𝑃𝐿𝐿𝑈𝑈 � 𝐡𝐡𝑘𝑘𝐡𝐡𝑘𝑘H
𝐾𝐾
𝑘𝑘=𝑇𝑇+1 ��  
 = log2 �𝐈𝐈𝑚𝑚 + Γ �1 − 𝜂𝜂𝑇𝑇 �𝐡𝐡𝑘𝑘𝐡𝐡𝑘𝑘H𝑇𝑇
𝑘𝑘=1 + 𝜂𝜂𝑈𝑈 � 𝐡𝐡𝑘𝑘𝐡𝐡𝑘𝑘H
𝐾𝐾
𝑘𝑘=𝑇𝑇+1 �� (6.17) 
where,  𝐈𝐈𝑚𝑚  is the 𝑚𝑚 × 𝑚𝑚 identity matrix, 𝜎𝜎𝑚𝑚2 is the average noise power, and Γ = 𝑃𝑃/𝜎𝜎𝑚𝑚2 is the 
average SNR. In terms of 𝐇𝐇𝐻𝐻 and 𝐇𝐇𝐿𝐿, the sum rate capacity can be further simplified to 
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 = log2 �𝐈𝐈𝑚𝑚 + Γ �1 − 𝜂𝜂𝑇𝑇 �𝐇𝐇𝐻𝐻𝐇𝐇𝐻𝐻H� + 𝜂𝜂𝑈𝑈 �𝐇𝐇𝐿𝐿𝐇𝐇𝐿𝐿H��� (6.18) 
With RAS diversity, the sum rate capacity is therefore given as 
 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠 = max𝓈𝓈𝑚𝑚∈𝕊𝕊 �log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + Γ �1 − 𝜂𝜂𝑇𝑇 �𝐇𝐇�𝐻𝐻(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐻𝐻H(𝓈𝓈𝑚𝑚)� + 𝜂𝜂𝑈𝑈 �𝐇𝐇�𝐿𝐿(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐿𝐿H(𝓈𝓈𝑚𝑚)���� (6.19) 
where the maximization is over the subset 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊 for 𝕊𝕊 = �𝓈𝓈1, … , 𝓈𝓈𝑚𝑚 , … , 𝓈𝓈|𝕊𝕊|� representing the 
set of all possible subsets of receive antennas whose cardinality is |𝕊𝕊| = �𝑚𝑚𝑚𝑚𝑠𝑠�, and group 
channels 𝐇𝐇�𝐻𝐻(𝓈𝓈𝑚𝑚) and 𝐇𝐇�𝐿𝐿(𝓈𝓈𝑚𝑚) are the selected channel matrix of HPG and LPG according to the 
subset 𝓈𝓈𝑚𝑚 , respectively, and 𝐈𝐈𝑚𝑚𝑠𝑠  is the 𝑚𝑚𝑠𝑠 × 𝑚𝑚𝑠𝑠  identity matrix. 
6.4.3 Capacity Region of GL-MU-MIMO 
Let 𝑅𝑅𝐻𝐻  and 𝑅𝑅𝐿𝐿 denote the sum rate capacity of HPG and LPG users, respectively. Based on 
the capacity region of two user UL MU-MIMO investigated in [24, 99], the capacity region of 
GL-MU-MIMO scheme with constant channel realization is given as the set of all group sum 
rates (𝑅𝑅𝐻𝐻 ,𝑅𝑅𝐿𝐿) satisfying the following three constraints 
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𝑅𝑅𝐻𝐻 ≤ log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐻𝐻𝜎𝜎𝑚𝑚2𝑇𝑇 �𝐇𝐇𝐻𝐻𝐇𝐇𝐻𝐻H�� (6.20) 
 𝑅𝑅𝐿𝐿 ≤ log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐿𝐿𝜎𝜎𝑚𝑚2𝑈𝑈�𝐇𝐇𝐿𝐿𝐇𝐇𝐿𝐿H�� (6.21) 
 𝑅𝑅𝐻𝐻 + 𝑅𝑅𝐿𝐿 ≤ log2 �𝐈𝐈𝑚𝑚 + 1𝜎𝜎𝑚𝑚2 �𝑃𝑃𝐻𝐻𝑇𝑇 �𝐇𝐇𝐻𝐻𝐇𝐇𝐻𝐻H� + 𝑃𝑃𝐿𝐿𝑈𝑈 �𝐇𝐇𝐿𝐿𝐇𝐇𝐿𝐿H��� (6.22) 
The capacity region is the pentagon shown in Fig. 6.4. The maximum rate points “A1” for HPG 
and “B1” for LPG can be achieved as if the other group is absent from the system (see the 
constraints (6.20) and (6.21)). Constraint (6.22) is on the achievable sum rate when both groups 
are communicating simultaneously with BS receiver as in point-to-point channel. The corner 
sum rate points “A” and “B” can be achieved by using GL-MUD which involves groups MUD 
and GSIC. In the proposed GL-MUD, signals of HPG users are decoded first in the presence of 
interference from LPG signals followed by GSIC to decode LPG signals without interference 
from HPG. Therefore, the sum rate point “B” is represented as (𝑅𝑅𝐻𝐻(B),𝑅𝑅𝐿𝐿(B)) given by 
 𝑅𝑅𝐻𝐻(B) = log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐻𝐻𝜎𝜎𝑚𝑚2𝑇𝑇 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐿𝐿𝜎𝜎𝑚𝑚2𝑈𝑈 �𝐇𝐇𝐿𝐿𝐇𝐇𝐿𝐿H��−1 �𝐇𝐇𝐻𝐻𝐇𝐇𝐻𝐻H�� (6.23) 
 
𝑅𝑅𝐿𝐿(B) = log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐿𝐿𝜎𝜎𝑚𝑚2𝑈𝑈 �𝐇𝐇𝐿𝐿𝐇𝐇𝐿𝐿H�� (6.24) 
If the detection process is reversed by decoding signals of LPG users first with the presence of 
HPG interference and followed by GSIC to decode HPG signals, the sum rate point “A” 
represented as (𝑅𝑅𝐻𝐻(A),𝑅𝑅𝐿𝐿(A)) can be given as 
 𝑅𝑅𝐻𝐻(A) = log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐻𝐻𝜎𝜎𝑚𝑚2𝑇𝑇 �𝐇𝐇𝐻𝐻𝐇𝐇𝐻𝐻H�� (6.25) 
 
𝑅𝑅𝐿𝐿(A) = log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐿𝐿𝜎𝜎𝑚𝑚2𝑈𝑈 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐻𝐻𝜎𝜎𝑚𝑚2𝑇𝑇 �𝐇𝐇𝐻𝐻𝐇𝐇𝐻𝐻H��−1 �𝐇𝐇𝐿𝐿𝐇𝐇𝐿𝐿H�� (6.26) 
It should be noted that users in each group will have equal rate distribution since they have 
equal powers by assumption. The capacity region of GL-MU-MIMO scheme will characterize 
the optimal tradeoff of achievable groups’ rate using different power allocations and user 
overloading.  
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Figure 6.4:  Capacity region of GL-MU-MIMO scheme. 
 
 
When RAS of subset 𝓈𝓈𝑚𝑚  is utilized, the capacity region of GL-MU-MIMO is similarly 
given as the set of all rates (𝑅𝑅𝐻𝐻𝑠𝑠 ,𝑅𝑅𝐿𝐿𝑠𝑠) satisfying the following three constraints 
𝑅𝑅𝐻𝐻
𝑠𝑠 ≤ max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + 𝑃𝑃𝐻𝐻𝜎𝜎𝑚𝑚2𝑇𝑇 �𝐇𝐇�𝐻𝐻(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐻𝐻H(𝓈𝓈𝑚𝑚)��� (6.27) 
𝑅𝑅𝐿𝐿
𝑠𝑠 ≤ max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + 𝑃𝑃𝐿𝐿𝜎𝜎𝑚𝑚2𝑈𝑈 �𝐇𝐇�𝐿𝐿(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐿𝐿H (𝓈𝓈𝑚𝑚)��� (6.28) 
𝑅𝑅𝐻𝐻
𝑠𝑠 + 𝑅𝑅𝐿𝐿𝑠𝑠 ≤ max𝓈𝓈𝑚𝑚∈𝕊𝕊 �log2 �𝐈𝐈𝑚𝑚𝑠𝑠 + 1𝜎𝜎𝑚𝑚2 �𝑃𝑃𝐻𝐻𝑇𝑇 �𝐇𝐇�𝐻𝐻(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐻𝐻H(𝓈𝓈𝑚𝑚)� + 𝑃𝑃𝐿𝐿𝑈𝑈 �𝐇𝐇�𝐿𝐿(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐿𝐿H (𝓈𝓈𝑚𝑚)���� (6.29) 
The corner sum rate points associated with antenna selection “B” represented as (𝑅𝑅𝐻𝐻𝑠𝑠 (B),𝑅𝑅𝐿𝐿𝑠𝑠(B)) and “A” represented as (𝑅𝑅𝐻𝐻𝑠𝑠 (A),𝑅𝑅𝐿𝐿𝑠𝑠(A)) are given by 
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𝑅𝑅𝐻𝐻
𝑠𝑠 (B) = max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐻𝐻𝜎𝜎𝑚𝑚2𝑇𝑇 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐿𝐿𝜎𝜎𝑚𝑚2𝑈𝑈 �𝐇𝐇�𝐿𝐿(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐿𝐿H(𝓈𝓈𝑚𝑚)��−1 �𝐇𝐇�𝐻𝐻(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐻𝐻H(𝓈𝓈𝑚𝑚)��� (6.30) 
𝑅𝑅𝐿𝐿
𝑠𝑠(B) = max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐿𝐿𝜎𝜎𝑚𝑚2𝑈𝑈�𝐇𝐇�𝐿𝐿(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐿𝐿H(𝓈𝓈𝑚𝑚)��� (6.31) 
𝑅𝑅𝐻𝐻
𝑠𝑠 (A) = max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐻𝐻𝜎𝜎𝑚𝑚2𝑇𝑇 �𝐇𝐇�𝐻𝐻(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐻𝐻H(𝓈𝓈𝑚𝑚)��� (6.32) 
𝑅𝑅𝐿𝐿
𝑠𝑠(A) = max
𝓈𝓈𝑚𝑚∈𝕊𝕊
�log2 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐿𝐿𝜎𝜎𝑚𝑚2𝑈𝑈 �𝐈𝐈𝑚𝑚 + 𝑃𝑃𝐻𝐻𝜎𝜎𝑚𝑚2𝑇𝑇 �𝐇𝐇�𝐻𝐻(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐻𝐻H(𝓈𝓈𝑚𝑚)��−1 �𝐇𝐇�𝐿𝐿(𝓈𝓈𝑚𝑚)𝐇𝐇�𝐿𝐿H (𝓈𝓈𝑚𝑚)��� (6.33) 
 
6.5 RAS Diversity 
To achieve high user capacity and good BER performance with affordable complexity, 
RAS diversity is employed in the proposed GL-MU-MIMO system. For this purpose and with 
the availability of CSI at the receiver, two RAS algorithms are used to select the best subset of 
𝑚𝑚𝑠𝑠 from 𝑚𝑚 receive antennas as 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊. The popular low complexity NBS [181, 186] is 
considered as the first selection method. 
The constellation geometry of combined receive signal with highest 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  is a critical 
factor for system performance. Therefore, higher BER performance can be achieved by using 
the maximum 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  measure or its corresponding in the selection process. To exploit this fact, a 
new HPG-PDBS algorithm is proposed in this section after brief review of NBS method. It is 
based on the largest Euclidean norm of HPG channel matrix rows with best corresponding 
phase difference.  
6.5.1 Norm Based Selection (NBS) 
In this method, selection of 𝑚𝑚𝑠𝑠 receive antennas is based on the corresponding rows of 
overall channel matrix 𝐇𝐇 with the largest Euclidean norm (power) to maximize the SNR. The 
complexity of NBS when used in GL-MU-MIMO system is of 𝒪𝒪(𝐾𝐾𝑚𝑚) due to the requirement 
of vector norm calculations of all 𝑚𝑚 overall channel matrix rows. 
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NBS Algorithm 
1) Define the set of receive antenna elements as, 𝒳𝒳 = [1, … ,𝑚𝑚] with 𝑙𝑙 ∈ 𝒳𝒳 representing 
the 𝑙𝑙𝑡𝑡ℎ  antenna. 
2) Given the overall channel matrix 𝐇𝐇 = �𝐡𝐡1, … ,𝐡𝐡𝑙𝑙 , … ,𝐡𝐡𝑚𝑚�𝑇𝑇 where 𝐡𝐡𝑙𝑙 ,∀𝑙𝑙 = 1, … ,𝑚𝑚 is 
the 𝑙𝑙𝑡𝑡ℎ  row corresponding to the 𝑙𝑙𝑡𝑡ℎ  antenna. 
3) For all 𝑙𝑙 in 𝒳𝒳, calculate the power of channel vector 𝐡𝐡𝑙𝑙  as �𝐡𝐡𝑙𝑙�
2. 
4) To select the best subset of 𝑚𝑚𝑠𝑠  receive antennas; choose 𝑙𝑙 representing the channel 
vectors with maximum power. 
6.5.2 HPG Phase Difference Based Selection (HPG-PDBS) 
The SIC receivers suffers from error propagation due to erroneously detected signals 
during the consecutive detection stages leading to performance degradation [24]. In GL-MU-
MIMO scheme and due to the use of GSIC, signal detection errors of HPG-MUD layer have a 
direct impact on the system BER performance. Moreover, constellation geometry of the 
combined receive signals of HPG has the same effect. Therefore, higher BER performance can 
be achieved by improving the first detection layer using the largest Euclidean norm of overall 
channel matrix rows �𝐡𝐡𝑙𝑙�
2;∀𝑙𝑙 = 1, … ,𝑚𝑚 in conjunction with the highest minimum Euclidian 
distance of HPG constellation 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺  or its equivalent in the selection algorithm. This can be 
explained by the following example. 
Illustrative example 
Consider a simultaneous transmission of BPSK signals from 𝐾𝐾 = 4 active users to a BS 
receiver equipped with 𝑚𝑚 antennas and 𝑚𝑚𝑠𝑠 = 𝑇𝑇 = 𝑈𝑈 = 2 RF chains in GL-MU-MIMO system 
(see Fig. 6.1). Let 𝜂𝜂 = 0.2 such that there is enough power difference between HPG and LPG 
users. Also, assume that 𝑒𝑒𝑙𝑙
(𝐻𝐻) > �𝑒𝑒𝑙𝑙(𝐿𝐿) + 𝜎𝜎𝑚𝑚2�  at the 𝑙𝑙𝑡𝑡ℎ  antenna where 𝑒𝑒𝑙𝑙(𝐻𝐻) = �𝐡𝐡𝑙𝑙(𝐻𝐻)�2 
represent the power of 𝑙𝑙𝑡𝑡ℎ  row in 𝐇𝐇𝐻𝐻 while  𝑒𝑒𝑙𝑙
(𝐿𝐿) = �𝐡𝐡𝑙𝑙(𝐿𝐿)�2 is for the 𝑙𝑙𝑡𝑡ℎ  row in 𝐇𝐇𝐿𝐿.  
At antenna No.1, the combined received signal 𝑟𝑟1 is given by 
 𝑟𝑟1 = ℎ11𝑣𝑣1 + ℎ21𝑣𝑣2���������HPG + ℎ31𝑣𝑣3 + ℎ41𝑣𝑣4���������LPG + 𝑚𝑚1 = 𝑠𝑠𝐻𝐻 + 𝑠𝑠𝐿𝐿 + 𝑚𝑚1  (6.34) 
The signal constellation of 𝑟𝑟1 consists of 24 = 16 possible points corresponding to the 
superposition of HPG and LPG signals. Since 𝑃𝑃𝐿𝐿 =  0.25 𝑃𝑃𝐻𝐻 , the power contribution of HPG 
signals to 𝑟𝑟1 is greater than LPG signals. For HPG, the constellation consists of four possible 
points �𝑠𝑠𝐻𝐻1, 𝑠𝑠𝐻𝐻2, 𝑠𝑠𝐻𝐻3, 𝑠𝑠𝐻𝐻4� corresponding to 𝑣𝑣1 and 𝑣𝑣2 as 
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 𝑠𝑠𝐻𝐻1 = +ℎ11 + ℎ21 , 𝑣𝑣1 = +1,𝑣𝑣2 = +1 
(6.35) 
 𝑠𝑠𝐻𝐻2 = −ℎ11 + ℎ21 , 𝑣𝑣1 = −1,𝑣𝑣2 = +1 
 𝑠𝑠𝐻𝐻3 = −ℎ11 − ℎ21 , 𝑣𝑣1 = −1,𝑣𝑣2 = −1 
 𝑠𝑠𝐻𝐻4 = +ℎ11 − ℎ21 , 𝑣𝑣1 = +1,𝑣𝑣2 = −1 
 
Similarly, signal constellation of LPG consists of four possible points �𝑠𝑠𝐿𝐿1, 𝑠𝑠𝐿𝐿2, 𝑠𝑠𝐿𝐿3, 𝑠𝑠𝐿𝐿4� 
corresponding to 𝑣𝑣3 and 𝑣𝑣4 as 
 𝑠𝑠𝐿𝐿1 = +ℎ31 + ℎ41 , 𝑣𝑣3 = +1, 𝑣𝑣4 = +1 
(6.36) 
 𝑠𝑠𝐿𝐿2 = −ℎ31 + ℎ41 , 𝑣𝑣3 = −1, 𝑣𝑣4 = +1 
 𝑠𝑠𝐿𝐿3 = −ℎ31 − ℎ41 , 𝑣𝑣3 = −1, 𝑣𝑣4 = −1 
 𝑠𝑠𝐿𝐿4 = +ℎ31 − ℎ41 , 𝑣𝑣3 = +1, 𝑣𝑣4 = −1 
Let’s define the phase difference 𝜃𝜃1 corresponding to 𝑟𝑟1 as the resultant phase between 
HPG channel coefficients ℎ11 and ℎ21 given by 
𝜃𝜃1 = min{abs(𝛽𝛽11 − 𝛽𝛽21), 2𝜋𝜋 − abs(𝛽𝛽11 − 𝛽𝛽21)}. (6.37) 
Constellation of HPG combined signals in 𝑟𝑟1 over possible channel realizations is depicted in 
Fig. 6.5a while the constellation region of LPG combined signals is shown in Fig. 6.5b. 
In Fig. 6.6, signal constellation of 𝑟𝑟1 constructed by the superposition of HPG constellation 
over possible channel realizations and LPG constellation region with low level noise component 
𝑚𝑚1 is shown for three different possible values of phase difference 𝜃𝜃1. The channel gains 𝛼𝛼11 
and 𝛼𝛼21 are assumed to be fixed while 𝜃𝜃1 can take any value in the interval [0,𝜋𝜋]. From this 
figure, it is clear that there is one to one correspondence between the phase difference and 
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚
𝐻𝐻𝑃𝑃𝐺𝐺 . When 𝜃𝜃1 = 𝜋𝜋/2, the constellation has maximum 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺compared with when 𝜃𝜃1 = 2𝜋𝜋/3 
and 𝜃𝜃1 = 𝜋𝜋/7.  For 𝜃𝜃1 = 𝜋𝜋/7, there is a possibility of signal detection error in HPG-MUD layer 
due to small 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺  between 𝑠𝑠𝐻𝐻2 and 𝑠𝑠𝐻𝐻4 which leads to erroneous signal detection in LPG-
MUD layer. Thus, the best case that makes antenna No.1 to be selected is 𝜃𝜃1 = 𝜋𝜋/2 which lies 
in the middle of phase difference interval and can be denoted as the optimal angle 𝜃𝜃1∗. As a 
result, there is 50% of phase difference realizations that makes 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺  large represented by 𝜃𝜃1in 
the range, 𝜋𝜋 4⁄ ≤ 𝜃𝜃1 ≤ 3𝜋𝜋 4⁄  and maximum 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺  is achieved when 𝜃𝜃1 → 𝜃𝜃1∗. 
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Figure 6.5:  a) Constellation of HPG combined signals over possible channel realizations, b) 
Constellation region of LPG combined signals.  
 
 
To generalize this concept for 𝑇𝑇 users in HPG, the phase difference vector 𝜽𝜽𝑙𝑙   for the 𝑙𝑙𝑡𝑡ℎ  
receive antenna can be found as 
𝜽𝜽𝑙𝑙 = �𝜃𝜃𝑙𝑙(ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 )�𝑚𝑚,𝑗𝑗=1; 𝑚𝑚≠𝑗𝑗𝑇𝑇    , 𝑙𝑙 = 1, … ,𝑚𝑚 (6.38) 
where 𝜃𝜃𝑙𝑙(ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 ) is the phase difference between 𝑚𝑚𝑡𝑡ℎ  and 𝑗𝑗𝑡𝑡ℎ  coefficients in the 𝑙𝑙𝑡𝑡ℎ  row of 𝐇𝐇𝐻𝐻 
which can be written as 
𝜃𝜃𝑙𝑙�ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 � = min{abs�𝛽𝛽𝑚𝑚𝑙𝑙 − 𝛽𝛽𝑗𝑗𝑙𝑙 � , 2𝜋𝜋 − abs�𝛽𝛽𝑚𝑚𝑙𝑙 − 𝛽𝛽𝑗𝑗𝑙𝑙 �}. (6.39) 
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Good constellation structures at the 𝑙𝑙𝑡𝑡ℎ  receive antenna with high 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺  can be achieved when 
the phase difference between 𝑙𝑙𝑡𝑡ℎ  row elements of 𝐇𝐇𝐻𝐻 are within the following interval 
(𝜃𝜃− = 𝜋𝜋 4⁄ ) ≤ 𝜃𝜃𝑙𝑙�ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 � ≤ (𝜃𝜃+ = 3𝜋𝜋 4⁄ ), (6.40) 
where 𝜃𝜃− and 𝜃𝜃+ are the lower and upper limits of acceptable 𝜃𝜃𝑙𝑙 . Therefore, optimal phase 
difference vector at the 𝑙𝑙𝑡𝑡ℎ  receive antenna 𝜽𝜽𝑙𝑙∗ can be written as 
𝜽𝜽𝑙𝑙
∗ = �𝜃𝜃𝑙𝑙∗(ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 )�𝑚𝑚,𝑗𝑗=1; 𝑚𝑚≠𝑗𝑗𝑇𝑇    , 𝑙𝑙 = 1, … ,𝑚𝑚 (6.41) 
where 𝜃𝜃𝑙𝑙∗�ℎ𝑚𝑚𝑙𝑙 ,ℎ𝑗𝑗𝑙𝑙 � = (𝜃𝜃− + 𝜃𝜃+) 2⁄ . Hence, large 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺  is maintained when 𝜽𝜽𝑙𝑙  elements are in 
the range of equation (6.40) and as 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗, the maximum value of 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺  will be approached. 
According to the above discussion, antenna selection of a subset 𝓈𝓈𝑚𝑚 ∈ 𝕊𝕊, 𝑚𝑚 = 1, … , |𝕊𝕊| based 
on the largest Euclidean norm of overall channel matrix rows �𝐡𝐡𝑙𝑙�
2;∀𝑙𝑙 = 1, … ,𝑚𝑚 with best 
corresponding phase differences 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗ of 𝐇𝐇𝐻𝐻 rows will provide a received vector 𝐫𝐫𝐬𝐬  with 
highest SNR and 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝐻𝐻𝑃𝑃𝐺𝐺 . The proposed HPG-PDBS method enables significant improvement in 
the first signal detection layer and hence the second layer. Therefore, superior BER 
performance can be achieved compared with NBS at the cost of extra calculations. In the 
following, HPG-PDBS algorithm is given. 
HPG-PDBS Algorithm 
1) Define the set of receive antenna elements as, 𝒳𝒳 = {1, … ,𝑚𝑚} with 𝑙𝑙 ∈ 𝒳𝒳 representing 
the 𝑙𝑙𝑡𝑡ℎ  antenna. 
2) Given the overall channel matrix 𝐇𝐇 = [𝐇𝐇𝐻𝐻   𝐇𝐇𝐿𝐿] = �𝐡𝐡1, … ,𝐡𝐡𝑙𝑙 , … ,𝐡𝐡𝑚𝑚�𝑇𝑇 where 
𝐡𝐡𝑙𝑙 ,∀𝑙𝑙 = 1, … ,𝑚𝑚 is the 𝑙𝑙𝑡𝑡ℎ  row corresponding to the 𝑙𝑙𝑡𝑡ℎ  receive antenna. 
3) For all 𝑙𝑙 in 𝒳𝒳, calculate the power of channel vector 𝐡𝐡𝑙𝑙  as 𝑃𝑃𝑙𝑙 = 𝑒𝑒𝑙𝑙(𝐻𝐻) + 𝑒𝑒𝑙𝑙(𝐿𝐿) = �𝐡𝐡𝑙𝑙�2. 
4) Using HPG channel matrix 𝐇𝐇𝐻𝐻, calculate the phase difference vector 𝜽𝜽𝑙𝑙 ,∀𝑙𝑙 = 1, … ,𝑚𝑚 
corresponding to the 𝑙𝑙𝑡𝑡ℎ  receive antenna as in equation (6.38). 
5) From 𝒳𝒳, construct two subset of receive antennas as 𝒳𝒳𝑎𝑎  from those satisfying 
𝑒𝑒𝑙𝑙
(𝐻𝐻) > �𝑒𝑒𝑙𝑙(𝐿𝐿) + 𝜎𝜎𝑚𝑚2� and 𝜽𝜽𝑙𝑙 → 𝜽𝜽𝑙𝑙∗ and the rest in 𝒳𝒳𝑏𝑏 . 
6) For each subset, sort the elements from highest to lowest power. 
7) To select the best subset of antennas 𝓈𝓈𝑚𝑚 ; choose the first 𝑚𝑚𝑠𝑠 elements from subset 𝒳𝒳𝑎𝑎 . 
If the number of elements in 𝒳𝒳𝑎𝑎  is less than 𝑚𝑚𝑠𝑠, complete the selection process from 
subset 𝒳𝒳𝑏𝑏 . 
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Figure 6.6:  Received signal constellation of 𝑟𝑟1 over possible HPG channel realizations where the channel 
gain 𝛼𝛼11 = |ℎ11 | and 𝛼𝛼21 = |ℎ21| is fixed while the phase difference is; a) 𝜃𝜃1 = 𝜋𝜋/2,  b) 𝜃𝜃1 = 2𝜋𝜋/3 ,and 
c) 𝜃𝜃1 = 𝜋𝜋/7.  
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Computational Complexity 
Using HPG-PDBS algorithm, calculations of 𝐾𝐾𝑚𝑚 channel Euclidean norms and 
𝑚𝑚(𝑇𝑇! {2! (𝑇𝑇 − 2)!}⁄ ) phase difference are required. Therefore, total of 𝐾𝐾𝑚𝑚 + 0.5𝑚𝑚𝑇𝑇2 − 0.5𝑚𝑚𝑇𝑇 
calculations are used and the resulting complexity effort is of 𝒪𝒪(𝐾𝐾𝑚𝑚 + 𝑚𝑚𝑇𝑇2) compared 
with 𝒪𝒪(𝐾𝐾𝑚𝑚) for NBS algorithm. In Table 6.2, comparison results are shown where HPG-PDBS 
require extra calculations compared with NBS as a cost of superior performance. This will 
provide a tradeoff between the system performance and complexity. 
 
 
Table 6.2: Computational complexity for NBS and HPG-PDBS algorithms 
Algorithm Total Calculations Computational Effort 
NBS 𝐾𝐾𝑚𝑚 𝒪𝒪(𝐾𝐾𝑚𝑚) 
HPG-PDBS 𝐾𝐾𝑚𝑚 + 0.5𝑚𝑚𝑇𝑇2 − 0.5𝑚𝑚𝑇𝑇 𝒪𝒪(𝐾𝐾𝑚𝑚 + 𝑚𝑚𝑇𝑇2) 
 
 
6.6 Simulation Results of GL-MU-MIMO over Uncorrelated Channels 
To demonstrate and validate the overall performance of GL-MU-MIMO system over 
uncorrelated flat Rayleigh fading channel, Monte Carlo simulations have been carried in this 
section. The first subsection includes the results for GL-MU-MIMO system without RAS 
diversity (𝑚𝑚 = 𝑚𝑚𝑠𝑠) while the second subsection demonstrates the results when NBS and HPG-
PDBS are employed for 𝑚𝑚 > 𝑚𝑚𝑠𝑠 to enhance the system performance.  
The results are averaged using 10,000 channel realization for sum rate capacity evaluation. 
For BER performance, a frame of 100 symbols from BPSK constellation is assumed for each 
channel realization where the channel still constant over the entire frame length and changes 
independently from frame to the next. For notational convenience, GL-MU-MIMO system of 𝐾𝐾 
active users and 𝑚𝑚 = 𝑚𝑚𝑠𝑠 receive antennas (i.e. without antenna selection) will be denoted as 
𝐾𝐾 × 𝑚𝑚/𝑚𝑚𝑠𝑠 . With antenna selection of 𝑚𝑚𝑠𝑠 from 𝑚𝑚 receive antennas using NBS or HPG-PDBS 
algorithm, the system will be represented as 𝐾𝐾 × 𝑚𝑚/algorithm-𝑚𝑚𝑠𝑠. For conventional MU-
MIMO system, 𝐾𝐾 × 𝑚𝑚(ML) denote a system of 𝐾𝐾 active users and 𝑚𝑚 receive antennas which 
employs ML detection whereas 𝐾𝐾 × 𝑚𝑚(ZF) when ZF detection is used.  For completeness, the 
reference single user MQAM performance is shown with the simulation results and denoted as 1 × 1(MQAM).  
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6.6.1 GL-MU-MIMO without RAS Diversity 
6.6.1.1 Sum Rate Capacity  
To evaluate the sum rate capacity of GL-MU-MIMO system without loss of generality, we 
consider 4 × 2/2  and 6 × 3/3   systems (two-fold user capacity) for different power allocation 
ratios (𝜂𝜂). Simulation results using 𝜂𝜂 = 0.2 and 𝜂𝜂 = 0.1 are shown in Fig. 6.7 compared with 
the sum rate capacity of conventional 2 × 2, 4 × 2, 3 × 3, and 6 × 3 MU-MIMO systems. 
As can be seen, the sum rate of 4 × 2/2  system is higher than 2 × 2 and less than 4 × 2 
sum rates. When the power allocation ratio increased as 𝜂𝜂 → 0.5 for equal power groups, the 
sum rate of 4 × 2/2  approaches that of  4 × 2 system. If 𝜂𝜂 → 0, the power of LPG approaches 
zero and hence, the sum rate of 4 × 2/2  drops to that of 2 × 2  system. Therefore, 2 × 2 and 4 × 2 systems serve as the upper and lower bounds for 4 × 2/2  GL-MU-MIMO system. 
Similarly, 3 × 3 and 6 × 3 systems serve as the upper and lower bounds for 6 × 3/3  system. It 
should be noted that the increase of 𝜂𝜂 will increase the interference level of LPG to HPG which 
causes low average BER performance. Therefore, careful selection of 𝜂𝜂 values should be 
maintained. From the presented results, it can be seen that more than 50% of sum rate range 
between upper and lower bounds can be achieved using 𝜂𝜂 = 0.1. 
 
 
 
Figure 6.7:  Sum rate capacity of 4 × 2/2 and 6 × 3/3  GL-MU-MIMO system using different group 
power assignment (𝜂𝜂 = 0.2, 0.1) compared with conventional 2 × 2, 4 × 2, 3 × 3, and 6 × 3 MU-
MIMO systems. 
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6.6.1.2 Capacity Region  
Capacity region of representative 4 × 2/2 GL-MU-MIMO system using 𝜂𝜂 = 0.3, 0.2,0.1, and  0.05 is shown in Fig. 6.8 for SNR = 20 and 30dB compared with the reference 2 × 2 
MU-MIMO systems. Using equations (6.22)-(6.24), the achievable group sum rates (𝑅𝑅𝐻𝐻 , 𝑅𝑅𝐿𝐿) 
and sum rate (𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 ) in bit/s/Hz are summarized in Table 6.3 for different values of 𝜂𝜂. 
As can be seen, the sum rate of 4 × 2/2  system is higher than 2 × 2 for all SNR values 
and increases as 𝜂𝜂 increased. Moreover, the achievable group sum rate points (𝑅𝑅𝐻𝐻 , 𝑅𝑅𝐿𝐿) for given 
SNR are also depending on 𝜂𝜂 due to the use of GSIC. In Fig. 6.9, the curves of 𝑅𝑅𝐻𝐻  and 𝑅𝑅𝐿𝐿 sum 
rates are shown as a function of 𝜂𝜂 for different SNR values. For example at SNR = 20dB, the 
point (𝑅𝑅𝐻𝐻 = 7.55, 𝑅𝑅𝐿𝐿 = 4.12)  is achieved using 𝜂𝜂 = 0.05 while point (𝑅𝑅𝐻𝐻 = 5.06, 𝑅𝑅𝐿𝐿 = 7.13)   
is achieved when 𝜂𝜂 = 0.2 is used. Therefore, in addition to the increase of user capacity (4 users 
rather than 2), the proposed system offers a flexible group rate management in a given target 
SNR through the power allocation ratio 𝜂𝜂. For instance, LPG users near the cell edge can be 
served fairly as HPG users near the BS with equal data rate. Hence, we convert the near-far 
problem to our advantage. Recall that in conventional systems, power of the users near the cell 
edge should be increased to increase their data rate.  
 
 
 
Figure 6.8:  Capacity region (𝑅𝑅𝐻𝐻 , 𝑅𝑅𝐿𝐿)  of 4 × 2/2 GL-MU-MIMO system in bit/s/Hz at SNR =20 and 30dB with different power allocation ratio (𝜂𝜂 = 0.3, 0.2, 0.1, 0.05) compared with the 
reference 2 × 2 MU-MIMO system. 
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Table 6.3: Achievable groups and sum rates (𝑅𝑅𝐻𝐻 , 𝑅𝑅𝐿𝐿, and 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚 ) of 4 × 2/2  GL-MU-MIMO system in 
bit/s/Hz at SNR = 20 and 30dB with different power allocation ratio (𝜂𝜂)    
power allocation 
ratio (𝜂𝜂)    SNR = 20dB SNR = 30dB 𝑅𝑅𝐻𝐻  𝑅𝑅𝐿𝐿  𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚  𝑅𝑅𝐻𝐻  𝑅𝑅𝐿𝐿  𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚  
0.05 7.55 4.12 11.67 8.80 9.43 18.23 
0.1 6.37 5.54 11.91 7.21 11.27 18.48 
0.15 5.59 6.49 12.08 6.20 12.45 18.65 
0.2 5.06 7.13 12.19 5.61 13.17 18.78 
0.25 4.58 7.72 12.30 5.01 13.88 18.89 
0.3 4.23 8.12 12.35 4.65 14.30 18.95 
0.35 3.94 8.47 12.41 4.31 14.68 18.99 
0.4 3.63 8.81 12.44 3.97 15.06 19.03 
0.45 3.35 9.11 12.46 3.66 15.39 19.05 
 
 
 
 
 
 
 
Figure 6.9:  Group sum rate (𝑅𝑅𝐻𝐻  and 𝑅𝑅𝐿𝐿) of 4 × 2/2 GL-MU-MIMO system in bit/s/Hz as a function of  
power allocation ratio (𝜂𝜂) for different SNR. 
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6.6.1.3 BER Performance  
Without loss of generality, we consider representative examples to evaluate the average 
BER performance of GL-MU-MIMO scheme. 
In Fig. 6.10, average BER performance of 4 × 2/2 system using ML/ML-MUD and 
different group power assignment (𝜂𝜂 = 0.2, 0.15, 0.1, 0.05) is shown compared with the 
conventional 4 × 4 (ZF), 4 × 2 (ML), and the reference 1 × 1 (16QAM). Obviously, the system 
performance over all SNR values is directly affected by the power allocation ratio 𝜂𝜂. For 
𝜂𝜂 = 0.2 and 0.15, the interference of LPG is high enough to degrade the system performance 
significantly. Using 𝜂𝜂 = 0.1, performance of 4 × 2/2 system at BER= 10−3 outperforms 4 × 4 
(ZF) by approximately 1dB and less than 1 × 1 (16QAM) by 1dB.  For same BER target and SNR ≥ 31dB, the system performance is decreased due to the high contribution of LPG signals 
to the combined received signal compared with the noise component 𝐧𝐧. By using 𝜂𝜂 = 0.05, the 
power of LPG users will be very little compared with HPG users causing less average BER 
performance compared with 4 × 4 (ZF). Therefore, appropriate 𝜂𝜂 values should be selected to 
allow reliable communication for all served users. The performance results of 4 × 2/2 system 
using low complexity ML/ML-MUD and  𝜂𝜂 = 0.1  at BER= 10−3 compared with the full 
complexity 4 × 4 (ZF) system confirm the effectiveness of the proposed technique with 
significant saving of two receive antennas associated with the RF chains (double user capacity). 
In Fig. 6.11, Average BER performance of HPG and LPG for 4 × 2/2 system using 
ML/ML-MUD and 𝜂𝜂 = 0.1 is shown compared with  2 × 2 (ZF),  2 × 2 (ML), and 1 × 1 
(16QAM). Due to the power difference among groups, performance of HPG is higher than LPG 
which results in unequal error protection. This is very useful to provide different quality of 
services (QoS) desired in modern wireless applications. For the same system, different values of 
𝜂𝜂 are examined and the results are shown in Fig. 6.12. As can be seen, performance of HPG is 
linearly dependent with 𝜂𝜂 while LPG performance depends on the first detection layer of GL-
MUD (i.e. HPG-MUD). The error propagation from HPG-MUD has the main influence on the 
overall system performance. Therefore, high performance of HPG will result in good error 
performance of LPG and vice versa.  In the proposed GL-MU-MIMO scheme, careful 𝜂𝜂 setting 
is of high importance to achieve the best system BER performance with most fairness between 
HPG and LPG performances and sum rates. In Fig. 6.13, BER performance of HPG and LPG 
with the average BER of 4 × 2/2  system is shown as a function of 𝜂𝜂 for SNR = 20 and 30dB. 
As can be seen, 𝜂𝜂 = 0.1 provides the best performance for this system set up. 
To examine different configurations of GL-MUD for the considered 4 × 2/2 system 
compared with 4 × 4 (ZF) and 1 × 1 (16QAM), performance results using 𝜂𝜂 = 0.2, 0.15,0.1, and 0.05 are shown in Fig. 6.14 when ZF/ZF-MUD is employed while Fig. 6.15 for the 
case of ZF/ML-MUD. For example at BER= 10−3 with 𝜂𝜂 = 0.05, ZF/ML-MUD outperforms 
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ZF/ZF-MUD by 5.5dB. At the same system setting and from Fig. 6.10 results, performance of 
ML/ML-MUD outperforms ZF/ML-MUD by 3dB. Since ZF/ZF-MUD is less complex than 
ZF/ML-MUD which in turns less complex than ML/ML-MUD, the results demonstrate a 
valuable trade off between system complexity and performance. 
To improve the performance of 4 × 2/2 system for any GL-MUD configuration, some of 
the gain in user capacity (saving in antennas) should be sacrificed. In Fig. 6.16, Average BER 
performance of 4 × 3/3 system is shown using 𝜂𝜂 = 0.1 with ML/ML-MUD, ZF/ZF-MUD and 
ZF/ML-MUD. In this system setup, the HPG of 4 × 3/3  system contains three users while 
LPG includes one user. Average BER results of conventional 4 × 4 (ZF),  4 × 3 (ML), and 1 × 1 (16QAM) are shown also for comparison. By adding one extra antenna to 4 × 2/2, 
performance of 4 × 3/3  is improved significantly due to low interference level of LPG user 
compared with the power of HPG users. In Table 6.4, SNR results and gain in dB compared 
with 4 × 4 (ZF) are given at target BER of 10−3 and for different GL-MUD configurations. For 
example by using ML/ML-MUD, 4 × 3/3  system outperforms 4 × 4 (ZF) by 10dB whereas 1dB gain is achieved for 4 × 2/2. Hence, gain of 9dB in SNR is achieved in this case for one 
extra antenna at the BS. As can be seen, using ZF/ZF-MUD or ZF/ML-MUD in 4 × 2/2 system 
represents infeasible choices for the GL-MUD configuration while they perform well in case of 4 × 3/3 according to their complexity.  
 
 
 
 
Table 6.4: SNR and gain results in dB of 4 × 2/2 and 4 × 3/3  systems at BER of 10−3 for different GL-
MUD configurations using 𝜂𝜂 = 0.1  compared with the reference 29dB for  4 × 4 (ZF). 
GL-MUD 
configuration 
4 × 2/2 [Fig. 6.10, 6.14 and 6.15 ] 4 × 3/3 [Fig. 6.16] 
SNR (dB) Gain (dB) SNR (dB) Gain (dB) 
ML/ML-MUD 28 1 19 10 
ZF/ZF-MUD Not applicable Not applicable 31 -2 
ZF/ML-MUD 38 -9 25 4 
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Figure 6.10:  Average BER performance of 4 × 2/2 system using ML/ML-MUD and different group 
power assignment (𝜂𝜂 = 0.2, 0.15, 0.1, 0.05) compared with conventional 4 × 4 (ZF),  4 × 2 (ML), and 1 × 1 (16QAM). 
 
 
Figure 6.11:  Average BER performance of HPG and LPG of 4 × 2/2 system using ML/ML-MUD and 
𝜂𝜂 = 0.1 compared with  2 × 2 (ZF),  2 × 2 (ML), and 1 × 1 (16QAM). 
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Figure 6.12:  Average BER performance of HPG and LPG of 4 × 2/2 system using ML/ML-MUD and 
𝜂𝜂 = 0.05, 0.1, and 0.15  compared with  2 × 2 (ZF) and  2 × 2 (ML). 
 
 
 
Figure 6.13:  Average BER performance of 4 × 2/2 system with ML/ML-MUD as a function of  power 
allocation ratio (𝜂𝜂)  and for SNR = 20 and 30dB. 
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Figure 6.14:  Average BER performance of 4 × 2/2 system using ZF/ZF-MUD and different group 
power assignment (𝜂𝜂 = 0.2, 0.15, 0.1, 0.05) compared with conventional 4 × 4 (ZF), and 1 × 1 
(16QAM). 
 
 
 
Figure 6.15:  Average BER performance of 4 × 2/2 system using ZF/ML-MUD and different group 
power assignment (𝜂𝜂 = 0.2, 0.15, 0.1, 0.05) compared with conventional 4 × 4 (ZF), and 1 × 1 
(16QAM). 
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Figure 6.16:  Average BER performance of 4 × 3/3 system using 𝜂𝜂 = 0.1 with ML/ML-MUD, ZF/ZF-
MUD and ZF/ML-MUD compared with conventional 4 × 4 (ZF),  4 × 3 (ML), and 1 × 1 (16QAM). 
 
 
6.6.2 GL-MU-MIMO with RAS Diversity 
6.6.2.1 Sum Rate Capacity  
To evaluate the sum rate capacity of GL-MU-MIMO system with RAS, we consider 
without loss of generality the following system setup:𝐾𝐾 = 4, 𝑚𝑚 = 5, 𝑚𝑚𝑠𝑠 = 2 and 𝜂𝜂 = 0.2. In 
Fig. 6.17, simulation results of 4 × 5/NBS-2 and 4 × 5/PDBS-2 are shown compared with 4 × 2/2 and 2 × 2 MU-MIMO systems. 
As can be seen, systems with receive antenna selection provides higher sum rate capacity 
than the systems without selection diversity. Furthermore, sum rate of HPG-PDBS outperforms 
NBS for all SNR values. For example at spectral efficiency of 16 bit/s/Hz, HPG-PDBS shows 3.5dB gain in SNR compared with 4 × 2/2 while outperform NBS by 0.5dB. The gain that 
achieved with antenna selection diversity is of high importance to increase the groups sum rate 
and improve the average BER performance.    
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Figure 6.17:  Sum rate capacity of 4 × 5/NBS-2 and 4 × 5/PDBS-2 GL-MU-MIMO systems using 
𝜂𝜂 = 0.2 compared with 4 × 2/2 and 2 × 2 MU-MIMO systems. 
 
 
6.6.2.2 Capacity Region  
Capacity region of 4 × 5/NBS-2 and 4 × 5/PDBS-2 systems with 𝜂𝜂 = 0.2 are shown in 
Fig. 6.18 for SNR = 10, 20 and 30dB compared with 4 × 2/2 system. Using equations (6.29)-
(6.31), the achievable group sum rates (𝑅𝑅𝐻𝐻𝑠𝑠 , 𝑅𝑅𝐿𝐿𝑠𝑠) and sum rate (𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠 ) in bits/s/Hz are 
summarized in Table 6.5 for different values of SNR. 
As can be seen, the sum rate of 4 × 5/PDBS-2 is higher than 4 × 5/NBS-2 which 
outperforms 4 × 2/2 system for all SNR values. Moreover, the achieved HPG sum rate 𝑅𝑅𝐻𝐻𝑠𝑠  
using HPG-PDBS is higher than of NBS for all SNR values due to selection process which 
depends on HPG channels 𝐇𝐇𝐻𝐻 only. For example at SNR = 20dB, point (𝑅𝑅𝐻𝐻𝑠𝑠 = 6.09, 𝑅𝑅𝐿𝐿𝑠𝑠 =7.65)  is achieved using HPG-PDBS while the point is (𝑅𝑅𝐻𝐻𝑠𝑠 = 5.34, 𝑅𝑅𝐿𝐿𝑠𝑠 = 8.07) when NBS is 
employed. In Fig. 6.19, groups sum rate (𝑅𝑅𝐻𝐻𝑠𝑠  and 𝑅𝑅𝐿𝐿𝑠𝑠)  are shown also as a function of SNR. It 
can be seen that the equal rate point (𝑅𝑅𝐻𝐻𝑠𝑠 = 𝑅𝑅𝐿𝐿𝑠𝑠)   using the proposed selection algorithms is 
achieved at different SNR values as 13dB for NBS and 16.2dB for HPG-PDBS. Therefore, 
selection diversity with different selection algorithms provides more flexibility of group rate 
management in addition to the substantial increase of sum rate capacity.  
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Figure 6.18:  Capacity region (𝑅𝑅𝐻𝐻𝑠𝑠 , 𝑅𝑅𝐿𝐿𝑠𝑠)  of 4 × 5/NBS-2 and 4 × 5/PDBS-2 systems in bit/s/Hz at SNR = 10, 20 and 30dB with 𝜂𝜂 = 0.2 . 
 
 
Figure 6.19:  Group sum rate (𝑅𝑅𝐻𝐻𝑠𝑠  and 𝑅𝑅𝐿𝐿𝑠𝑠) of 4 × 5/NBS-2 and 4 × 5/PDBS-2 systems in bit/s/Hz as a 
function of  SNR with 𝜂𝜂 = 0.2. 
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Table 6.5: Achievable groups and sum rates (𝑅𝑅𝐻𝐻𝑠𝑠 , 𝑅𝑅𝐿𝐿𝑠𝑠, and 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠 ) of 4 × 5/NBS-2 and 4 × 5/PDBS-2 
systems in bit/s/Hz using 𝜂𝜂 = 0.2   and different values of SNR   
SNR (dB)    
4 × 5/NBS-2 4 × 5/PDBS-2 
𝑅𝑅𝐻𝐻
𝑠𝑠  𝑅𝑅𝐿𝐿
𝑠𝑠 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠  𝑅𝑅𝐻𝐻
𝑠𝑠  𝑅𝑅𝐿𝐿
𝑠𝑠 𝑅𝑅𝑠𝑠𝑢𝑢𝑚𝑚𝑠𝑠  
0.0 1.63 0.65 2.28 1.81 0.57 2.38 
10 3.93 3.16 7.09 4.47 2.88 7.36 
20 5.34 8.07 13.41 6.09 7.65 13.74 
30 5.75 14.26 20.01 6.55 13.80 20.35 
 
 
6.6.2.3 BER Performance  
To evaluate the average BER performance of GL-MU-MIMO system with antenna 
selection, we consider the following system setup: 𝐾𝐾 = 4; 𝑚𝑚 = 4, 6; 𝑚𝑚𝑠𝑠 = 2 ; and 𝜂𝜂 = 0.1.  
In Fig. 6.20, average BER performance results of 4 × 2/2 , 4 × 4/NBS-2,  4 × 6/NBS-2, 4 × 4/PDBS-2, and 4 × 6/PDBS-2  using ML/ML-MUD are shown compared with 4 × 4 
(ZF),  2 × 2 (ZF),and  4 × 2 (ML). For ZF/ZF-MUD and ZF/ML-MUD configurations, the 
results are shown in Fig. 6.21 and Fig. 6.22 compared with 4 × 4 (ZF). 
Using NBS or HPG-PDBS, the BER performance improved as 𝑚𝑚 increased compared with 4 × 2/2  system (without antenna selection) and 4 × 4 (ZF). Also for a given number of receive 
antennas 𝑚𝑚, the performance of ML/ML-MUD configuration outperforms ZF/ML-MUD which 
in turn outperforms ZF/ZF-MUD. In Table 6.6, SNR and gain results are shown in dB at target 
BER of 10−3 for 4 × 4/NBS-2, 4 × 6/NBS-2, 4 × 4/PDBS-2 and 4 × 6/PDBS-2 with 
different GL-MUD configurations compared with 29dB for  4 × 4 (ZF). From this table, HPG-
PDBS outperforms NBS for same 𝑚𝑚 receive antennas and GL-MUD configuration. For 
example when ZF/ML-MUD is used, HPG-PDBS outperforms NBS by 2.5dB when 𝑚𝑚 = 4 
while 1.5dB  is achieved for 𝑚𝑚 = 6. The results of low complexity ML/ML-MUD compared 
with the full complexity 4 × 4 (ZF) system confirms and validate the effectiveness of proposed 
technique with significant saving of two receive antennas associated with the RF chains. 
Compared with results of 4 × 2/2  system (without antenna selection) given in Table 6.4 at 
BER of 10−3, the achieved SNR gain using NBS is 2dB when 𝑚𝑚 = 4 and 3.5dB for 𝑚𝑚 = 6. 
For HPG-PDBS, gain of 3dB is achieved when 𝑚𝑚 = 4 and 5dB for 𝑚𝑚 = 6. Therefore, antenna 
selection diversity has a significant impact to improve the average BER performance of GL-
MU-MIMO system and its groups. 
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Table 6.6: SNR and gain results in dB of 4 × 4/NBS-2, 4 × 6/NBS-2, 4 × 4/PDBS-2 and 4 × 6/PDBS-
2 at BER of 10−3 with different GL-MUD configurations and 𝜂𝜂 = 0.1  compared with 29dB for  4 × 4 
(ZF). 
MUD 
configuration 
4 × 4/NBS-2 4 × 6/NBS-2 4 × 4/PDBS-2 4 × 6/PDBS-2 
SNR 
(dB) 
Gain 
(dB) 
SNR 
(dB) 
Gain 
(dB) 
SNR 
(dB) 
Gain 
(dB) 
SNR 
(dB) 
Gain 
(dB) 
ML/ML-MUD 
[Fig. 6.20] 26 3 24.5 4.5 25 4 23 6 
ZF/ZF-MUD 
[Fig. 6.21] 
Not 
applicable 
Not 
applicable 39 -10 40 -11 36 -7 
ZF/ML-MUD 
[Fig. 6.22] 34 -5 31 -2 31.5 -2.5 29.5 -0.5 
 
 
 
 
 
 
 
Figure 6.20:  Average BER performance of 4 × 2/2 , 4 × 4/NBS-2,  4 × 6/NBS-2,  4 × 4/PDBS-2, and 4 × 6/PDBS-2  GL-MU-MIMO using ML/ML-MUD and 𝜂𝜂 = 0.1 compared with 4 × 4 (ZF),  2 × 2 
(ZF),  4 × 2 (ML), and 1 × 1 (16QAM). 
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Figure 6.21:  Average BER performance of 4 × 2/2 , 4 × 4/NBS-2,  4 × 6/NBS-2,  4 × 4/PDBS-2, and 4 × 6/PDBS-2  GL-MU-MIMO using ZF/ZF-MUD and 𝜂𝜂 = 0.1 compared with 4 × 4 (ZF), and 1 × 1 
(16QAM). 
 
 
Figure 6.22:  Average BER performance of 4 × 2/2 , 4 × 4/NBS-2,  4 × 6/NBS-2,  4 × 4/PDBS-2, and 4 × 6/PDBS-2  GL-MU-MIMO using ZF/ML-MUD and 𝜂𝜂 = 0.1 compared with 4 × 4 (ZF), and 1 × 1 
(16QAM). 
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6.7 Simulation Results of GL-MU-MIMO over Correlated Channels 
In MU-MIMO systems, users with highly correlated channels due to poor scattering and/ 
or insufficient antenna spacing at their terminals may not be served which reduces the user and 
sum rate capacity significantly [18, 23, 86, 181]. In this section, effects of channel correlation 
on the performance of GL-MU-MIMO system are investigated. For this objective, the fading 
signals of  H with correlated envelopes and independent phases are generated using ICT [141, 
142] for correlation matrix of envelopes ρ ∈ ℛKm ×Km . The entries of ρ represents the 
correlation factor ρij  between ith  and jth  fading signal envelope in the interval [0, 1]. To 
demonstrate and validate the overall performance of GL-MU-MIMO over flat CRFC, Monte 
Carlo simulations have been carried in this section. The results are averaged using 10,000 
channel realization for sum rate capacity evaluation. For BER performance, a frame of 100 
symbols from BPSK constellation is assumed for each channel realization where the channel 
still constant over the entire frame length and changes independently from frame to the next. In 
all simulations, we consider equal correlation among different Rayleigh fading paths as 
ρij = ρ ;  ∀i ≠ j;  i, j = 1, … . , Km. 
6.7.1 Sum Rate Capacity 
To evaluate the sum rate capacity of GL-MU-MIMO with/without RAS, we consider the 
following system setup: 𝐾𝐾 = 4; 𝑚𝑚 = 2, 5; 𝑚𝑚𝑠𝑠 = 2; and 𝜂𝜂 = 0.2. In Fig. 6.23, simulation results 
of 4 × 5/NBS-2 and 4 × 5/PDBS-2 are shown compared with 4 × 2/2 and 2 × 2 MU-MIMO 
systems for moderate correlation level of 𝜌𝜌 = 0.5. Results of high correlation level of 𝜌𝜌 = 0.9 
are shown in Fig. 6.24. It can be seen that sum rate of systems with RAS are less affected by the 
correlation level than the systems without selection diversity. Furthermore, as the correlation 
level increased, HPG-PDBS shows better performance than NBS. For example at spectral 
efficiency of 14 bit/s/Hz and 𝜌𝜌𝑚𝑚𝑗𝑗 = 0.5, HPG-PDBS shows 2.7dB gain in SNR compared with 4 × 2/2 while outperform NBS by 1.5dB. For 𝜌𝜌 = 0.9, HPG-PDBS has 4.2dB gain compared 
with 4 × 2/2 and outperform NBS by 2.0dB. The achieved gain of proposed GL-MU-MIMO 
with antenna selection diversity is of high importance to enable robust performance over 
different channel correlation conditions.   
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Figure 6.23:  Sum rate capacity of 4 × 5/NBS-2 and 4 × 5/PDBS-2 GL-MU-MIMO systems using 
𝜂𝜂 = 0.2 over CRFC (𝜌𝜌 = 0.5) compared with 4 × 2/2 and 2 × 2 MU-MIMO systems. 
 
 
 
 
Figure 6.24:  Sum rate capacity of 4 × 5/NBS-2 and 4 × 5/PDBS-2 GL-MU-MIMO systems using 
𝜂𝜂 = 0.2 over CRFC (𝜌𝜌 = 0.9) compared with 4 × 2/2 and 2 × 2 MU-MIMO systems. 
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6.7.2 BER Performance 
To demonstrate the effects of channel correlations on the BER performance of GL-MU-
MIMO, simulations results are shown in Fig. 6.25 for 4 × 2/2, 4 × 4/NBS-2, and 4 × 4/PDBS-2 using 𝜂𝜂 = 0.1 and ML/ML-MUD. To investigate the performance on wide range of 
correlation levels, two extreme cases are considered as 𝜌𝜌 = 0.0 for uncorrelated channels and 
𝜌𝜌 = 0.9 for high correlations. The reference performance results of conventional 4 × 4(ZF) and 4 × 2(ML) are shown also for comparison.  
For conventional MU-MIMO, the correlation has serious impact on the BER when 
nonlinear ZF receiver is employed compared with ML receiver. For example at BER of 10−3, 
the SNR loss is approximately 11.5dB  for ZF whereas 3dB  for ML. Therefore, the receive 
diversity should be increased by increasing the number of receive antennas or reducing the 
number of served users (user capacity) to maintain a reliable communication.  
For GL-MU-MIMO system without antenna selection at same BER level of 10−3, the SNR 
loss of 4 × 2/2  is 9dB. Therefore, the performance is degraded as the correlation increased. 
When antenna selection diversity is utilized and as the correlation increased, the proposed 
system shows a significant gain in SNR of 2dB for 4 × 4/NBS-2 and 3dB for 4 × 4/PDBS-2. 
Interestingly, channel correlation has the effects to increase the performance of GL-MU-MIMO 
with antennas selection in contrast to the others. As a result for example, the SNR gain of 4 ×4/PDBS-2 compared with 4 × 4(ZF) is 4dB for uncorrelated channels and increased to 
approximately  19dB for high correlation levels. Also, the SNR gap between 4 × 4/PDBS-2 
and 4 × 2(ML) is 12.5dB for uncorrelated channels and reduced to 6dB for high correlation 
levels. Therefore, GL-MU-MIMO system with antennas selection provides improved BER 
performance and maintains robust user and sum rate capacity.    
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Figure 6.25:  Average BER performance of GL-MU-MIMO system using ML/ML-MUD and 𝜂𝜂 = 0.1 
over correlated Rayleigh fading channel. 
 
6.8 Conclusions 
In this chapter, a new GL-MU-MIMO scheme is designed to increase the user capacity 
over Rayleigh fading MAC using the available number of RF chains at BS receiver, low 
complexity GL-MUD, and RAS diversity. It takes the advantages of spatial difference among 
users and power control at BS to increase the number of users beyond number of RF chains (𝑚𝑚𝑠𝑠 + 1 ≤ 𝐾𝐾 ≤ 2𝑚𝑚𝑠𝑠) by dividing them into two groups according to their received power. 
Users near the cell edges are served without need of increasing their power which leads to 
significant reduction in cochannel interference to neighbouring cells. Furthermore, the proposed 
technique increases the sum rate capacity and provides fair rate distribution among users with 
unequal error protection.  
Extensive simulation results demonstrate the superiority of proposed scheme compared 
with conventional MU-MIMO system. By using appropriate power allocation ratio 𝜂𝜂, it shows 
higher sum rate capacity and substantial increase in the user capacity up to two-fold at target 
BER and SNR values. Users of HPG achieve high BER performance and data rate while LPG 
users are able to maintain high rate and fair error performance due to their path loss. Without 
RAS diversity (𝑚𝑚 = 𝑚𝑚𝑠𝑠), high performance is achieved by employing different GL-MUD 
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configurations and controlling the LPG interference level through its size. When 𝑚𝑚 > 𝑚𝑚𝑠𝑠,  the 
selection diversity through NBS and HPG-PDBS algorithms improves the sum rate and BER 
performance significantly. For same number of accommodated users 𝐾𝐾, BER of proposed 
scheme using HPG-PDBS and ML/ML-MUD outperforms that of MU-MIMO system using ZF 
receivers with significant saving of receive antennas associated with the RF chains (higher user 
capacity). Furthermore, in correlated channel environment, it outperforms conventional system 
in terms of sum rate capacity and BER. As the correlation increased, the achieved gain is 
increased significantly.   
A valuable tradeoff between system complexity and achieved capacity and error 
performance can be implemented using appropriate value of 𝜂𝜂, different GL-MUD 
configurations, number of receive antennas 𝑚𝑚, and antenna selection methods. Therefore, this 
technique provides efficient spectrum utilization and reliable communication for high user 
overloading in practical wireless systems with affordable complexity. 
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Chapter 7 
Conclusions and Future Work 
 
7.1 Conclusions 
In this thesis, many contributions have been made to fulfil the increasing demand of high 
spectral efficiency and user capacity for modern and future wireless communication systems in 
different channel environment. In chapter 2, extensive analysis on capacity region of Gaussian 
MAC and the benchmark results of different 2-user multiple access techniques demonstrate that 
spatial dimension enables significant increase in the channel capacity. It represents one of the 
best competitive directions to meet the requirement of next generation mobile systems and 
already adopted by means of SU-MIMO and MU-MIMO in LTE and WiMAX standards. 
Furthermore, S-C and SIC techniques can be integrated with other multiple access methods for 
further improvement on the capacity and BER performance with low complexity requirements. 
Therefore, we specifically utilizes the spatial dimension in multiantenna systems with different 
techniques such as signal constellation design, antenna selection diversity, user grouping, signal 
superposition, successive cancellation, and low complexity detection to achieve the targets 
towards Gigabits communications. 
For practical system design and performance evaluations, channel correlation has been 
considered in this thesis as one of the main channel impurities due its severe influence on 
diversity, capacity, and multiplexing gains. Therefore, chapter 3 focused on accurate generation 
methods for CRFC which have been utilized in the rest of the thesis. A new scheme has been 
proposed in chapter 4 to mitigate the correlation effects on channel capacity and BER 
performance of MU-MIMO systems. In chapter 5, a novel RAS method has been introduced to 
maximize the channel capacity of single and multiuser MIMO systems over CRFC. In chapter 
6, a new approach was proposed to increase the user and sum rate capacity for MU-MIMO 
system using the available RF chains at BS with RAS diversity and low detection complexity. 
The main achievements of this thesis are summarized in the following. 
In Chapter 3, two simple techniques refereed to as GSCT and GICT have been proposed 
for the generation of equal and unequal power CRFC for multiantenna and multicarrier systems. 
They were designed to overcome the shortcomings of existing methods by avoiding 
decomposition of desired covariance matrix of the Gaussian samples. Different radio 
propagation conditions were considered in these techniques.  
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Successive coloring of uncorrelated reference fading signals for all successive pairs is 
employed in GSCT by utilizing the real correlation vector of desired signal envelopes. In this 
technique, any number of fading signals 𝒩𝒩 with any desired correlations of successive envelope 
pairs can be simulated accurately while correlations of all other pairs are determined by the 
related successive pairs. The effectiveness of GSCT compared with existing methods has been 
demonstrated through extensive simulations of practical system scenarios. This method 
overcomes the shortcomings of conventional methods particularly as the number of fading 
signals increases and/or moderate to high correlations is used. For small number of fading 
signals and/or low correlation levels, it provides high accuracy for the successive pairs similar 
to existing methods with significant reduction in computational complexity of 𝒪𝒪(𝒩𝒩2).  
Iterative coloring of uncorrelated reference signals is employed in GICT by utilizing the 
real correlation matrix of signal envelopes. Different practical system scenarios have been 
simulated to show the superiority of GICT for generating any number of fading signals with any 
desired correlations. It overcomes the shortcomings of conventional methods when the number 
of fading signals increases and/or moderate to high correlations is required. Furthermore, it 
provides high accuracy with less computational complexity of 𝒪𝒪(𝒩𝒩2) for the case of generating 
small number of fading signals and/or low correlation levels. For 𝒩𝒩 ≤ 6, GICT provides higher 
accuracy than GSCT since it considers the correlations of all signal pairs in the generation 
process. However, GSCT is more convenient for 𝒩𝒩 > 6 since it utilizes the correlation vector 
of successive envelopes and less complex compared with GICT.  
For the generation of realistic fading channels, analysis of conventional methods 
demonstrates that none of them is able to generate any number of correlated fading signals with 
any desired correlation. Therefore, simplicity and accuracy of these techniques will help the 
researchers to study and simulate the impact of channel correlations on various multiantenna 
and multicarrier systems. Furthermore, the proposed methods enable efficient design, 
deployment and integration of new techniques into real wireless applications. 
In Chapter 4, a novel scheme has been designed to mitigate the effects of channel 
correlations for MU-MIMO system using constrained transmit signal constellation and MLJD at 
the receiver. It is referred to as CC-MU-MIMO and takes the advantages of spatial difference 
among active users with accurate power control at BS to maximize the channel capacity and 
BER performance for any correlation level. Two signal design methods named as UPA and RC 
have been utilized to resolve the detection ambiguity caused by channel correlation through 
maximizing 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of composite received signals. 
The effectiveness of proposed scheme has been demonstrated through extensive analysis 
and simulations compared with the conventional MU-MIMO systems. Both of signal design 
methods show robust and stable performance irrespective of correlation values 𝜌𝜌. Significant 
gain in SNR is achieved particularly in moderate to high correlation levels. For example, gain of 
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11dB is achieved for 4 × 4 system using UPA-QPSK or RC-QPSK compared with IC-QPSK at 
target BER of 10−5 and correlation level 𝜌𝜌 = 0.9. Furthermore, 8dB gain is achieved to reach 
the maximum capacity of  log2(44) = 8  bit/s/Hz.  
In CC-MU-MIMO, maximizing channel capacity and BER performance have the effects to 
maintain high user capacity even in sever correlation environment without need of extra receive 
diversity. Therefore, it provides high spectral efficiency and reliable communication regardless 
of channel correlation levels. Furthermore, the simplicity of UPA compared with RC method 
and the possibility of power control at BS makes this method more feasible to be integrated in 
the available systems. 
In Chapter 5, a new PDBS algorithm has been proposed to maximize the channel capacity 
of single and multiuser MIMO systems employing RAS over CRFC environment. It takes the 
advantages of NBS and OS methods to provide a competitive performance near to OS with 
significant reduction in complexity of 𝒪𝒪(𝑚𝑚𝑢𝑢2) vector calculations. It exploits the Euclidean 
norm of channel matrix row with their corresponding phase difference for the selection process 
rather than exhaustive search over all possible antenna combinations and capacity calculations 
as in OS algorithm. Extensive analysis and simulations demonstrate the superiority of proposed 
method. It has been shown that channel capacity using PDBS outperform NBS and close to OS 
for any SNR and correlation values 𝜌𝜌. For fixed 𝜌𝜌 and as 𝑚𝑚 and/or 𝑚𝑚𝑠𝑠 increases, the capacity 
and BER gains are increased significantly. Furthermore, it shows more robust channel capacity 
in correlated environment compared with NBS and conventional MIMO systems without RAS.  
For multiuser systems, RAS using PDBS maintains high user capacity even in sever 
channel correlations. It provides a robust solution for users with highly correlated channels 
instead of terminating them as in conventional systems. MIMO systems with imperfect channel 
estimation suffer from high performance degradation, specifically at high SNR. However, 
providing more receive antennas than the available RF chains with RAS technique has the effect 
to reduce the performance loss. This low complexity technique enable fast RAS to capture most 
of the large gains promised by multiantenna systems over different channel conditions. 
In Chapter 6, GL-MU-MIMO scheme has been proposed to increase the user capacity 
over Rayleigh fading MAC using the available number of RF chains 𝑚𝑚𝑠𝑠 at BS receiver, low 
complexity GL-MUD, and RAS diversity. The number of users 𝐾𝐾 has been increased beyond 
the available number of RF chains (𝑚𝑚𝑠𝑠 + 1 ≤ 𝐾𝐾 ≤ 2𝑚𝑚𝑠𝑠) by taking the advantages of spatial 
difference among them and power control at BS. They are divided into two groups according to 
their received power. In this scheme, users near the cell edges are served without increasing 
their power which leads to significant reduction in cochannel interference to neighbouring cells. 
Additionally, our scheme increases the sum rate capacity and provides fair rate distribution 
among served users with unequal error protection advantage.  
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The effectiveness of proposed scheme compared with conventional MU-MIMO has been 
demonstrated through extensive analysis and simulations. By using appropriate power 
allocation ratio 𝜂𝜂, it shows higher sum rate capacity and substantial increase in the user capacity 
up to two-fold at target BER and SNR. HPG users achieve high BER performance and rate 
while LPG users are able to maintain high rate and fair error performance due to their 
propagation path loss. Without RAS diversity, high error performance is achieved by employing 
ML/ML-MUD and controlling the LPG interference level through its size. With RAS diversity 
using NBS or HPG-PDBS, the sum rate and BER performance are improved significantly. For 
same number of users 𝐾𝐾, the BER of our scheme using HPG-PDBS and ML/ML-MUD 
outperforms that of MU-MIMO using ZF receivers with significant saving of receive antennas 
associated with the RF chains (higher user capacity). Furthermore, in correlated channel 
environment, it outperforms the conventional system in terms of sum rate capacity and BER. As 
the correlation level increased, the achieved gain is increased considerably.  
In the presented system, a valuable tradeoff between complexity and overall performance 
improvement can be implemented using suitable value of 𝜂𝜂, different GL-MUD configurations, 
number of receive antennas 𝑚𝑚, and selection methods. Therefore, it provides efficient spectrum 
utilization and reliable communication for practical wireless applications with affordable 
complexity and cost. 
7.2 Future Work 
There are a variety of productive areas for future work on MU-MIMO wireless systems and 
related topics. In the following, we address some of the important ones related to the subjects 
presented in this thesis for further consideration.  
• Correlated Channel Modeling: The problem of generation realistic correlated fading 
channels for multiantenna and multicarrier systems is tackled in chapter 3 using two 
methods. The proposed methods are mainly designed for CRFC environment. However, 
mobile cellular systems may experienced different fading channel environments such as 
Rayleigh, Rician and Nakagami processes due to their locations and the scattering, 
reflecting and diffracting objects. Therefore, it is worthwhile to explore a unified 
approach for generating heterogenous families of fading processes using the proposed 
successive and iterative coloring techniques. This will enable sufficient testing and 
performance evaluation of different wireless systems under these circumstances.  
• Signal Constellation Design: In chapter 4, maximum capacity and error performance of 
CC-MU-MIMO system is maintained over correlated channels by employing 
constrained transmit signal constellation and MLJD at the BS receiver. Further 
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investigations can be carried out using different suboptimal SD methods to reduce the 
detection complexity and provide a reasonable performance tradeoff according to system 
requirements. Additionally, it is worthwhile to extend this study by combining the 
approach of CC-MU-MIMO with that of GL-MU-MIMO for robust and higher 
user/channel capacity system over different correlation conditions. The broadcast 
channel of MU-MIMO system with these proposed future works can be investigated 
also. Based on the availability of CSI at the transmitters’ side, the idea of signal 
constellation design with MLJD can be exploited in future work for new efficient multiple 
access technique. This can be used in hybrid manner with different conventional multiple 
access methods for higher capacity multiuser communications. 
• Antenna Selection Diversity: Channel capacity maximization for single and multiuser 
MIMO systems over CRFC is investigated in chapter 5 by employing low complexity 
suboptimal RAS method. The proposed PDBS method utilizes the largest Euclidean 
norm of channel matrix rows with their corresponding phase differences. As extension of 
this work, we suggest joint user and RAS for MUMA systems when the total number of 
active users’ antennas is larger than available RF chains. For same situation, TAS at the 
user side could be included for further investigation to increase the user capacity (i.e. 
accommodating more users) and/or the achievable sum rate capacity. Constellation 
constrained capacity for MUMA with TAS and/or RAS could be investigated also in the 
future work. From another direction, joint channel estimation and antenna selection can 
be implemented in further studies by utilizing for example the training phase signals. In 
such a case, OS can be performed by maximizing 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  of the composite received 
constellation of training phase signals (BPSK). Furthermore, user selection can be 
integrated to achieve the user diversity.  
• High User Capacity Systems: GL-MU-MIMO scheme is presented in chapter 6 for high 
user capacity based on users’ grouping and low complexity GL-MUD. RAS diversity is 
utilized also for more improvement.  For 𝐾𝐾 > 2𝑚𝑚𝑠𝑠 and according to the availability of 
CSI at BS receiver, adaptive user scheduling and group formations to achieve user 
diversity are left for future research. This will have direct impact on controlling the 
interference of LPG and hence overall system performance. From the detection side, 
efficient and low complexity MUD methods using MMSE, SD etc. with interference 
cancellation would be useful to investigate. In addition, the issue of error propagation 
from HPG to LPG during the detection process needs more consideration. Based on 
training phase signals, further investigations on joint channel estimation and selection 
criteria of user and/or antenna (transmit and/or receive) can be carried out to improve the 
system performance. For system optimization, different group formation scenarios can be 
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explored when the users equipped with different number of antennas. This could be based 
on the selection of best subset of transmit antennas (belong different users) for user and 
channel capacity maximization or any one of these metrics. Adaptive constrained signal 
constellation design among users in each group is another direction of future investigation 
to mitigate the effects of channel correlations. We expect that this approach will maintain 
high transmission rate and BER performance as found in chapter 4. Last but not least, 
extension of GL-MU-MIMO scheme to the downlink channel is natural for future studies 
due to high demands of wireless services such as internet and media applications. 
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