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Abstract
We give a lower bound for the multipliers of repelling periodic
points of entire functions. The bound is deduced from a bound for
the multipliers of fixed points of composite entire functions.
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1 Introduction and results
Let f be an entire function. The iterates fn are defined by f 0(z) = z and
fn(z) = f(fn−1(z)) for n ≥ 1. A point ξ ∈ C is called a periodic point of f
if fn(ξ) = ξ for some n ≥ 1. The smallest n with this property is the period
of ξ. A periodic point of period 1 is called a fixed point. Let ξ be a periodic
point of period n of f . Then (fn)′(ξ) is called the multiplier of ξ and the
point ξ is called repelling if |(fn)′(ξ)| > 1.
The periodic points play an important role in complex dynamics; for an
introduction to complex dynamics we refer to [25, 32] for rational and [7, 30]
for entire functions. For example, the Julia set of a rational or entire function,
which is defined as the set where the iterates fail to be normal, is the closure
of the set of repelling periodic points. For rational functions this was proved
by both Fatou and Julia (see [25, §14] for an exposition of both proofs); for
entire functions this result is due to Baker [2]. Before Baker’s result it was
∗Supported by the NNSF of China (Grant No. 11701188, 11371149).
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not even known whether a transcendental entire function must have repelling
periodic points at all. It turns out [5, Theorem 1] that a transcendental entire
function f actually has repelling periodic points of period n for every n ≥ 2.
In fact, for n ≥ 2 there exists a sequence (ξk) of repelling periodic points of
period n such that |(fn)′(ξk)| → ∞ as k →∞; see [9, Theorem 1.2]. In this
paper we will give a lower bound for |(fn)′(ξk)| in terms of the maximum
modulus
M(r, f) = max
|z|=r
|f(z)|
of f , under a suitable additional hypothesis.
The Eremenko-Lyubich class B consists of all transcendental entire func-
tions f for which the set of critical and asymptotic values is bounded. It was
introduced in [20] and plays an important role in transcendental dynamics;
see [30, §3]. For this class a lower bound for the multipliers of fixed points
was given by Langley and Zheng [24, Theorem 2] who proved that there is
a positive constant c such that if f ∈ B and 0 < α < 1, then there exists a
sequence (ξk) of fixed points of f tending to ∞ such that
|f ′(ξk)| > c logM(α|ξk|, f).
Of course, this result does not hold outside the class B, since an entire func-
tion need not have any fixed points at all.
Noting that if f ∈ B and n ≥ 1, then fn ∈ B, we see that there is also a
sequence (ξk) of fixed points of f
n such that
|(fn)′(ξk)| > c logM(α|ξk|, f
n).
It is reasonable to conjecture that for n ≥ 2 a result of this type also holds
outside the class B. We shall show that this is the case under an additional
hypothesis involving the minimum modulus
m(r, f) = min
|z|=r
|f(z)|.
More precisely, we shall require that there exist positive constants a and b
with b > 1 such that, for large r,
there exists ρ ∈ (r, br) such that m(ρ, f) ≤ a. (1.1)
This condition occurs in work of Rippon and Stallard on slow escaping points
of entire functions [29, Theorem 2]. For example, it is clearly satisfied if f is
bounded on a curve tending to∞. Functions in B satisfy the latter condition.
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We note that it follows from Harnack’s inequality that the existence of
positive constants a and b satisfying (1.1) is equivalent to the existence of,
for any given ε > 0, a constant c > 1 such that, for large r,
there exists ρ ∈ (r, cr) such that logm(ρ, f) ≤ (1− ε) logM(ρ, f); (1.2)
see the remark after Lemma 2.5 below.
Theorem 1.1. Let f be a transcendental entire function satisfying (1.1) and
n ≥ 2. Then there exists a positive constant c and a sequence (ξk) of periodic
points of period n tending to ∞ as k →∞ such that
|(fn)′(ξk)| > c logM((1− o(1))|ξk|, f
n). (1.3)
We note that the bound given in (1.3) is of the right order of magnitude.
Indeed, if f(z) = ez and fn(ξ) = ξ, then
(fn)′(ξ) =
n∏
j=1
f j(ξ) =
n−1∏
j=0
f j(ξ)
and hence
|(fn)′(ξ)| ≤
n−1∏
j=0
f j(|ξ|) = fn−1((1 + o(1))|ξ|) = logM((1 + o(1))|ξ|, fn)
as |ξ| → ∞.
Theorem 1.1 follows from a result concerning composite entire functions.
It was shown in [5, Theorem 3] that if f and g are transcendental entire
functions, then f ◦ g has infinitely many repelling fixed points. Here we
prove the following result.
Theorem 1.2. Let f and g be transcendental entire functions, with f satis-
fying condition (1.1). Then there exists positive constants α and β such that
f ◦ g has a sequence (ξk) of fixed points tending to ∞ and satisfying
|(f ◦ g)′(ξk)| ≥ α logM(βM(|ξk|, g), f) (1.4)
and
|g(ξk)| ≥ (1− o(1))M(|ξk|, g). (1.5)
In our proofs we will use in part the ideas developed in [5], with the main
tools coming from Wiman-Valiron theory and Ahlfors’ theory of covering
surfaces. In addition, we use an estimate of the spherical derivative based on
a method from [18, Theorem 5.2].
Acknowledgment. We thank the referees for many helpful suggestions.
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2 Preliminary lemmas
For a ∈ C and r > 0, let D(a, r) = {z ∈ C : |z− a| < r} be the disk of radius
r centered at a and, for R > r > 0, let ann(r, R) = {z ∈ C : r < |z| < R} be
the annulus centered at 0 with radii r and R.
We begin by summarizing some results of Wiman-Valiron theory. Let
g(z) =
∞∑
k=0
akz
k
be a transcendental entire function. Then
µ(r, g) := max
k≥0
|ak|r
k and ν(r, g) := max{k : µ(r, g) = |ak|r
k}
are called the maximum term and the central index, respectively. Note that
µ(r, g) ≤M(r, g) by Cauchy’s inequality.
Wiman-Valiron theory describes the behavior of an entire function g near
points of maximum modulus; that is, near points z0 for which |g(z0)| =
M(|z0|, g). Essentially, it says that near such points, and for r = |z0| outside
an exceptional set F of finite logarithmic measure, the function behaves like
a polynomial of degree ν(r, g). Here a subset F of [1,∞) is said to have finite
logarithmic measure if ∫
F
dr
r
<∞.
One consequence of the theory is that for each C > 0 there exists K > 0
such that g(D(z0, Kr/ν(r, g))) ⊃ ann(|g(z0)|/C, C|g(z0)|), if z0 is a point of
maximum modulus and |z0| = r /∈ F is sufficiently large.
The following lemma collects some of the main results of Wiman-Valiron
theory; see [22, 33]. An alternative approach to results of this type is given
in [12], with the central index ν(r, g) replaced by d logM(r, f)/d log r.
Lemma 2.1. Let g be a transcendental entire function and let K be a positive
constant. Then there exists a set F of finite logarithmic measure such that if
|z0| = r /∈ F , |g(z0)| =M(r, g) and |τ | ≤ K/ν(r, g), then
g(z0e
τ ) ∼ g(z0)e
ν(r,g)τ , (2.1)
|g(z0e
τ )| ∼M(|z0e
τ |, g) (2.2)
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and
g′(z0e
τ ) ∼
ν(r, g)
z0eτ
g(z0e
τ ) (2.3)
as r →∞. Moreover,
logµ(r, g) ∼ logM(r, g) (2.4)
as r →∞, r /∈ F , and, given ε > 0,
ν(r, g) ≤ (log µ(r, g))1+ε (2.5)
for large r /∈ F .
The following two lemmas are consequences of Lemma 2.1 and Rouche´’s
Theorem; see [3, Lemma 2] and [4, Lemma 3] for the proofs. In both lemmas,
F is the exceptional set arising from Lemma 2.1.
Lemma 2.2. Let g be a transcendental entire function, 0 < ε < 2pi and K >
0. Suppose that |z0| = r, |g(z0)| = M(r, g) and σ ∈ C with |σ| ≤ K. Then, if
r /∈ F is large enough, there exists a unique τ ∈ C such that |ν(r, g)τ−σ| < ε
and g(z0e
τ ) = g(z0)e
σ.
Lemma 2.3. Let g be a transcendental entire function, K > 0 and j ∈ Z.
Suppose that |z0| = r and |g(z0)| = M(r, g). Then, if r /∈ F is large enough,
there exists a holomorphic function τj : D(z0, Kr/ν(r, g))→ C which satisfies
g(zeτj(z)) = g(z), (2.6)
and, as r →∞,
|τj(z)ν(r, g)− 2piij| → 0 (2.7)
and
d
dz
(zeτj (z))→ 1. (2.8)
The following result is known as Harnack’s inequality; see [28, Theo-
rem 1.3.1].
Lemma 2.4. Let v : D(a, r)→ R be a positive harmonic function, 0 < ρ < 1
and z ∈ D(a, r) with |z − a| ≤ ρr. Then
1− ρ
1 + ρ
≤
v(z)
v(a)
≤
1 + ρ
1− ρ
.
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A simple consequence of Harnack’s inequality is the following lemma.
Similar results appear in [13, Theorem 3], [23, Lemma 2] and [29, Lemma 5,
part (a)].
Lemma 2.5. Let R > 0 and ε > 0. Let u : ann(e−2pi/εR, e2pi/εR) → R be a
positive harmonic function. Then
min
|z|=R
u(z) > (1− ε)max
|z|=R
u(z).
Proof. Choose z1 and z2 with |z1| = |z2| = R such that
u(z1) = max
|z|=R
u(z) and u(z2) = min
|z|=R
u(z).
Consider the strip
S =
{
ζ ∈ C : logR −
2pi
ε
< Re ζ < logR +
2pi
ε
}
and define
v : S → R, v(ζ) = u(eζ).
There exist ζ1 and ζ2 with Re ζ1 = Re ζ2 = logR such that z1 = exp ζ1,
z2 = exp ζ2 and |ζ1 − ζ2| ≤ pi. It now follows from Lemma 2.4 with a = ζ1,
z = ζ2, r = 2pi/ε and ρ = ε/2 that
u(z2)
u(z1)
=
v(ζ2)
v(ζ1)
≥
1− ρ
1 + ρ
> 1− 2ρ = 1− ε,
from which the conclusion follows by the definition of z1 and z2.
Remark. Let f be an entire function satisfying (1.2); that is, for large r
there exists ρ ∈ (r, cr) such that logm(ρ, f) ≤ (1− ε) logM(ρ, f). Applying
Lemma 2.5 to u = log |f | we see that u cannot be positive in the annulus
ann(e−2pi/ερ, e2pi/ερ). Thus there exists
s ∈ (e−2pi/ερ, e2pi/ερ) ⊂ (e−2pi/εr, e2pi/εcr)
with m(s, f) ≤ 1. Hence (1.1) holds with b = e4pi/εc. Clearly (1.1) im-
plies (1.2) and so this shows that the conditions (1.1) and (1.2) are indeed
equivalent, as noted in the introduction.
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Pommerenke [27, Theorem 4] showed that there exists a constant C > 0
such that if f is a transcendental entire function, then there exists a sequence
(zk) tending to ∞ such that
|f(zk)| ≤ 1 and |f
′(zk)| ≥ C
logM(|zk|, f)
|zk|
.
We shall need the additional information that given a sequence (wk) satis-
fying |f(wk)| ≤ 1 for all k, the sequence (zk) can be chosen such that |zk|
and |wk| are of the same order of magnitude. This could be deduced from
Pommerenke’s method, but for completeness we include the following lemma
whose proof is based on a different method which was also used in [18, 11, 14].
Lemma 2.6. Let R > 0 and h : ann(e−piR, epiR)→ C be holomorphic. Sup-
pose that
m(R, h) ≤ 1 < M(R, h).
Then there exists z0 ∈ ann(e
−piR, epiR) such that
|h(z0)| = 1 and |h
′(z0)| ≥
1
2pi
logM(e−pi|z0|, h)
|z0|
.
Proof. We proceed similarly as in the proof of Lemma 2.5 and choose z1 and
z2 with |z1| = |z2| = R such that |h(z1)| = M(R, h) and |h(z2)| = m(R, h).
With S = {ζ ∈ C : logR− pi < Re ζ < logR + pi} we define f : S → C,
f(ζ) = h(eζ). There exists ζ1 and ζ2 with Re ζ1 = Re ζ2 = logR such
that z1 = exp ζ1, z2 = exp ζ2 and |ζ1 − ζ2| ≤ pi.
Now let G = {ζ ∈ S : |f(ζ)| > 1} and r = max{t : D(ζ1, t) ⊂ G}. Then
0 < r ≤ |ζ1−ζ2| ≤ pi and there exists ζ0 ∈ ∂G∩∂D(ζ1, r)∩S with |f(ζ0)| = 1.
For 0 < s < 1 we put ζs = (1− s)ζ0 + sζ1 so that |ζs − ζ0| = s|ζ1 − ζ0| = sr.
By the definition of r, the function v : D(ζ1, r) → R, v(ζ) = log |f(ζ)|, is
a positive harmonic function. Lemma 2.4 (that is, Harnack’s inequality),
applied with a = ζ1, z = ζs and ρ = |ζs − ζ1|/r = 1− s, now yields that
v(ζs)
v(ζ1)
≥
1− ρ
1 + ρ
>
1− ρ
2
=
s
2
and hence
v(ζs)− v(ζ0)
|ζs − ζ0|
=
v(ζs)
sr
>
v(ζ1)
2r
≥
v(ζ1)
2pi
=
1
2pi
log |f(ζ1)| =
1
2pi
logM(R, h).
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Thus
|f ′(ζ0)| =
|f ′(ζ0)|
|f(ζ0)|
= |∇v(ζ0)| ≥ lim
s→0
v(ζs)− v(ζ0)
|ζs − ζ0|
≥
1
2pi
logM(R, h).
With z0 = exp ζ0 we thus have |h(z0)| = |f(ζ0)| = 1 and
|h′(z0)| =
|f ′(ζ0)|
|z0|
≥
1
2pi
logM(R, h)
|z0|
,
which yields the conclusion since |z0| ≤ e
piR.
The following lemma follows easily from Rouche´’s theorem and Schwarz’s
lemma; see [9, Lemma 2.3].
Lemma 2.7. Let 0 < δ < ε/2 and let U ⊂ D(a, δ) be a simply-connected
domain. Let f : U → D(a, ε) be holomorphic and bijective. Then f has a
fixed point ξ in U which satisfies |f ′(ξ)| ≥ ε/4δ.
To achieve a situation where Lemma 2.7 can be applied, we use Ahlfors’
theory of covering surfaces; see [1], [21, Chapter 5] or [26, Chapter XIII] for
an account of Ahlfors’ theory. A key result of Ahlfors’ theory is the following;
see also [8] for another proof of this result. Here f# := |f ′|/(1+ |f |2) denotes
the spherical derivative.
Lemma 2.8. Let D1, D2 and D3 be three Jordan domains in C with pairwise
disjoint closures. Then there exists a positive constant A depending only on
these domains such that if a ∈ C, ρ > 0 and f : D(a, ρ) → C is a holo-
morphic function with the property that no subdomain of D(a, ρ) is mapped
conformally onto one of the domains Dj, then ρf
#(a) ≤ A.
We mention that the result also holds for meromorphic functions if we
take five Jordan domains Dj instead of three domains. This result is known
as the Ahlfors five islands theorem.
3 Proof of Theorems 1.1 and 1.2
Proof of Theorem 1.2. The idea of the proof is as follows. Choose z0 with
|z0| = r and |g(z0)| = M(r, g) as in Lemmas 2.1–2.3. Let F be the exceptional
set arising in these lemmas and suppose that r 6∈ F is sufficiently large. We
consider a small disk D(u0, ρ) near z0. Lemma 2.3 says that g and hence
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f ◦ g map D(u0, ρ) and its images under the maps z 7→ φj(z) := ze
τj (z) in
the same way. We will choose D(u0, ρ) so that the images φj(D(u0, ρ)) are
contained in pairwise disjoint disks ∆j . Lemma 2.8 will then be used to obtain
j ∈ {1, 2, 3} and a subdomain U of D(u0, ρ) which is mapped conformally
onto ∆j by f ◦ g. Since φj(U) ⊂ ∆j and f ◦ g : φj(U)→ ∆j is conformal, we
can then apply Lemma 2.7 to obtain a repelling fixed point of f ◦ g. For this
we will actually replace ∆j by a subdisk centered at uj = φj(u0) and replace
φj(U) by the corresponding subdomain W .
In order to apply Lemma 2.8 we have to choose a point u0 where the
spherical derivative is large. This will be done using Lemma 2.6. However,
since Lemma 2.8 asks for fixed disks Dj while the ∆j vary with r, we have
to consider suitable rescalings of f and f ◦ g and apply Lemmas 2.6 and 2.8
to those.
We thus define
H(w) =
ν(r, g)
z0
(f(w)− z0)
and R = M(r, g). By our hypothesis (1.1) there exists w1 ∈ ann(R, bR)
satisfying |f(w1)| ≤ a. It follows that
|H(w1)| ≤
ν(r, g)
r
(a+ r) < 2ν(r, g) (3.1)
for large r. From (2.4) and (2.5) we can easily deduce that
log ν(r, g) = o(logM(r, g)) (3.2)
as r → ∞, r /∈ F . Noting that |w1| > R = M(r, g) we conclude from (3.1)
and (3.2) that
log |H(w1)| = o(logM(r, g)) = o(log |w1|) (3.3)
as r → ∞, r /∈ F . We choose v1 with |v1| = |w1| and |f(v1)| = M(|w1|, f).
Noting that M(|w1|, f) ≥ |w1| ≥M(r, g) ≥ 2r for large r, we find that
|H(v1)| =
ν(r, g)
r
|f(v1)− z0| ≥
ν(r, g)
r
(M(|w1|, f)− r) ≥
ν(r, g)
2r
M(|w1|, f).
Together with (3.2) this implies that
log |H(v1)| ≥ (1− o(1)) logM(|w1|, f) (3.4)
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as r →∞, r /∈ F . Since f is transcendental, we have
logM(t, f)
log t
→∞
as t→∞. Thus (3.3) and (3.4) yield that log |H(v1)| > 2 log |H(w1)| for large
r /∈ F . Applying Lemma 2.5 with ε = 1/2 we deduce that log |H| cannot
be a positive harmonic function in the annulus ann(e−4pi|w1|, e
4pi|w1|). Hence
m(s,H) ≤ 1 for some s ∈ (e−4pi|w1|, e
4pi|w1|) ⊂ (e
−4piR, e4pibR).
Lemma 2.6 implies that there exists
w0 ∈ ann(e
−pis, epis) ⊂ ann(e−5piR, e5pibR) (3.5)
such that
|H(w0)| = 1 and |H
′(w0)| ≥
1
2pi
logM(e−pi|w0|, H)
|w0|
. (3.6)
Using (3.2) we easily see that
logM(e−pi|w0|, H) ∼ logM(e
−pi|w0|, f)
so that (3.6) yields
ν(r, g)
r
|f ′(w0)| = |H
′(w0)| ≥ (1− o(1))
logM(e−pi|w0|, f)
2pi|w0|
. (3.7)
By (3.5) we have w0 = e
σg(z0) for some σ satisfying |Reσ| ≤ 5pi + log b
and | Im σ| ≤ pi. Lemma 2.2 implies that for large r /∈ F there exists τ
satisfying
|τ | ≤
6pi + log b
ν(r, g)
(3.8)
and g(z0e
τ ) = w0.
Put u0 = z0e
τ so that g(u0) = w0. Note that by (3.8) we have τ → 0 and
thus
u0 ∼ z0 and |u0| ∼ r (3.9)
as r →∞.
We will apply Lemma 2.8 to the function G : D(u0, ρ)→ C,
G(z) =
ν(r, g)
u0
(f(g(z))− u0),
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and the domains Dj = D(2piij, 2) for j ∈ {1, 2, 3}, with a value of ρ still to
be determined.
In order to do so, we have to estimate
G#(u0) =
|G′(u0)|
1 + |G(u0)|2
=
ν(r, g)
|u0|
|f ′(w0)| · |g
′(u0)|
1 + |G(u0)|2
= (1 + o(1))
ν(r, g)
r
|f ′(w0)| · |g
′(u0)| ·
1
1 + |G(u0)|2
.
(3.10)
The first factor on the right hand side has already been estimated in (3.7).
The second one can be estimated by (2.3) which yields
|g′(u0)| ∼
∣∣∣∣ν(r, g)u0 g(u0)
∣∣∣∣ ∼ ν(r, g)r |g(u0)| =
ν(r, g)
r
|w0|. (3.11)
In order to estimate the third factor on the right hand side of (3.10) we note
that
|u0 − z0| = r|e
τ − 1| = (1 + o(1))r|τ | ≤ (1 + o(1))
(6pi + log b)r
ν(r, g)
(3.12)
as r →∞, r /∈ F , by (3.8). Since
G(z) =
z0
u0
H(g(z))−
ν(r, g)
u0
(u0 − z0)
we deduce from (3.6), (3.9) and (3.12) that
|G(u0)| =
∣∣∣∣ z0u0H(w0)−
ν(r, g)
u0
(u0 − z0)
∣∣∣∣ ≤ 1 + 6pi + log b+ o(1). (3.13)
Combining (3.10) with (3.7), (3.11) and (3.13) we find that
G#(u0) ≥ (1− o(1))
logM(e−pi|w0|, f)
2pi|w0|
·
ν(r, g)|w0|
r
·
1
1 + (1 + 6pi + log b)2
.
Choosing η with 0 < η < 1/(2pi(1 + (1 + 6pi + log b)2)) and putting γ = e−pi
we thus have
G#(u0) > η
ν(r, g)
r
logM(γ|w0|, f)
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for large r /∈ F .
We now put
ρ =
Ar
η ν(r, g) logM(γ|w0|, f)
, (3.14)
and deduce from Lemma 2.8 that there exist j ∈ {1, 2, 3} and a domain U
contained in D(u0, ρ) such that G maps U conformally onto Dj. It follows
that f ◦ g maps U conformally onto
∆j := D
(
u0
(
1 +
2piij
ν(r, g)
)
,
2|u0|
ν(r, g)
)
We choose τj according to Lemma 2.3, for some fixed large constant K,
and define φ = φj as mentioned above; that is,
φ : D
(
u0,
Kr
ν(r, g)
)
→ C, φ(z) = zeτj(z).
Put uj = φ(u0). Then
uj = u0e
τj(u0) = u0 exp
(
2piij + o(1)
ν(r, g)
)
= u0
(
1 +
2piij + o(1)
ν(r, g)
)
(3.15)
by (2.7). Thus
∆j ⊃ D
(
uj,
r
ν(r, g)
)
for large r. It follows that U contains a subdomain V which is mapped
conformally onto D(uj, r/ν(r, g)) by f ◦ g.
By (2.6) we have g(z) = g(φ(z)) and (2.8) implies that φ is univa-
lent. Putting W = φ(V ) we see that f ◦ g maps W conformally onto
D(uj, r/ν(r, g)). Moreover, we deduce from (2.8) that
W = φ(V ) ⊂ φ(U) ⊂ φ(D(u0, ρ)) ⊂ D(uj, 2ρ) (3.16)
for large r. We can now apply Lemma 2.7 with δ = 2ρ and ε = r/ν(r, g).
Note that the hypothesis δ < ε/2 is clearly satisfied for large r since (3.14)
implies that
ε
δ
=
η
2A
logM(γ|w0|, f)→∞
12
as r → ∞. Lemma 2.7 now yields that W contains a fixed point ξ of f ◦ g
satisfying
|(f ◦ g)′(ξ)| ≥
ε
4δ
=
η
8A
logM(γ|w0|, f), (3.17)
provided r is large enough. It follows from (3.8), (3.14), (3.15) and (3.16)
that
ξ = uj exp
(
o(1)
ν(r, g)
)
= u0 exp
(
2piij + o(1)
ν(r, g)
)
= z0 exp
(
τ +
2piij + o(1)
ν(r, g)
)
.
Thus we deduce from (2.1) and (2.2) that
M(|ξ|, g) ∼ |g(ξ)| ∼
∣∣eν(r,g)τ+2piijg(z0)∣∣ = eν(r,g)Re τ |w0|
and thus, by (3.8),
M(|ξ|, g) ≤ (1 + o(1))e6pi+log b|w0|. (3.18)
Choosing α = η/(8A) and β with 0 < β < e−6pi−log bγ = e−7pi−log b we can
now deduce from (3.17) and (3.18) that
|(f ◦ g)′(ξ)| ≥ α logM(βM(|ξ|, g), f),
provided r is large enough. Since |ξ| can be chosen arbitrarily large by taking
r large, the conclusion follows.
Proof of Theorem 1.1. We apply Theorem 1.2 with g = fn−1 and obtain a
sequence (ξk) of fixed points of f ◦ g = f
n satisfying (1.4) and (1.5); that is,
|(fn)′(ξk)| ≥ α logM(βM(|ξk|, f
n−1), f) (3.19)
and
|fn−1(ξk)| ≥ (1− o(1))M(|ξk|, f
n−1). (3.20)
It follows easily from (3.20) that if 1 ≤ m ≤ n − 1 and k is sufficiently
large, then ξk is not a fixed point of f
m. Thus ξk is a periodic point of period
n for large k.
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Since f and hence fn−1 are transcendental, it follows that if K > 1, then
M(Kr, fn−1)
M(r, fn−1)
→∞
as r →∞. This implies that βM(r, fn−1) =M((1− o(1))r, fn−1) as r →∞.
Together with the maximum principle this yields that
M(βM(r, fn−1), f) =M(M((1 − o(1))r, fn−1), f) ≥M((1 − o(1))r, fn).
Combining this with (3.19) we obtain the conclusion.
4 Remarks and open questions
Let f be a transcendental entire function that does not satisfy the condi-
tion (1.1) imposed in our results. Using that this condition is equivalent
to (1.2) we can deduce that there exists a sequence (Rk) tending to ∞ and
a sequence (Gk) of Jordan domains satisfying 0 ∈ Gk ⊂ D(0, Rk) such that
f : Gk → D(0, Rk) is a proper map for all k. In the terminology of Douady
and Hubbard [17], the map f : Gk → D(0, Rk) is a polynomial-like map.
As indicated by the name, such functions behave like polynomials in some
sense, and this was the underlying idea in the proof in [5] that fn has in-
finitely many repelling periodic points of any period n ≥ 2 in this case, and
that f ◦ g has infinitely many repelling fixed points for any transcendental
entire function g.
While not phrased this way in [5], the essential tool from complex dy-
namics that was used is the following proposition. Here we denote by deg(p)
the degree and by cv(p) the number of critical values of a polynomial p; that
is, the cardinality of the set p((p′)−1(0)).
Proposition 4.1. Let p be a polynomial satisfying deg(p) > 2 cv(p). Then
p has a repelling fixed point.
Sketch of proof. Let ξ be a fixed point of p and let λ = p′(ξ) be its multiplier.
If ξ is attracting, that is, if |λ| < 1, then – by a standard result [25, §8] in
complex dynamics – the attracting basin {z : pn(z) → ξ} contains a critical
value of p. If λ = 1, then ξ is a zero of z 7→ p(z) − z of multiplicity m ≥ 2.
Again by classical results [25, §10] in complex dynamics, there are m − 1
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invariant domains where the iterates of p tend to ξ, and each such domain
contains a critical value of p.
It follows from these considerations that, counting multiplicities, there are
at most 2 cv(p) fixed points of p for which the multiplier λ satisfies |λ| < 1 or
λ = 1. Now let N be the number of non-repelling fixed points. By perturbing
p so that fixed points with multiplier λ satisfying |λ| = 1 but λ 6= 1 become
attracting, one can also show that N ≤ 2 cv(p). Since p has deg(p) fixed
points, the conclusion follows.
We note that the perturbation needed to pass from |λ| = 1 to |λ| < 1
does not need the results of Shishikura [31] about quasiconformal surgery
or the result of Douady and Hubbard [17] that polynomial-like maps are
quasiconformally conjugate to polynomials. Instead, using interpolation one
perturbs p to a polynomial q of higher degree. But viewed as a polynomial-
like map on a suitable domain, the polynomial q has the same degree as p;
see [5, p. 67] and [16, p. 54] for more details. The argument shows that
Proposition 4.1 extends to polynomial-like maps.
To see how Proposition 4.1 can be applied to prove that composite poly-
nomials have repelling fixed points we note that if p and q are polynomials,
then
cv(p ◦ q) ≤ cv(p) + deg(q)− 1 ≤ deg(p) + deg(q)− 2
while
deg(p ◦ q) = deg(p) · deg(q).
Proposition 4.1 yields that p ◦ q has a repelling fixed point if
deg(p) · deg(q) > 2(deg(p) + deg(q)− 2),
which is equivalent to
(deg(p)− 2) · (deg(q)− 2) > 0.
We thus have the following corollary of Proposition 4.1.
Corollary 4.1. Let p and q be polynomials of degree at least 3. Then p ◦ q
has a repelling fixed point.
Proposition 4.1 yields – under the hypotheses made – the existence of
a repelling fixed point, but it does not give any further information about
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the multiplier of this fixed point. It seems plausible that if 2 cv(p) is much
smaller than deg(p), then there should be a fixed point of large multiplier.
Denote by Fix(p) the set of fixed points of a polynomial p and let
Λ(p) = max{|p′(ξ)| : ξ ∈ Fix(p)}
be the maximum of the moduli of the multipliers of the fixed points of p.
Problem 1. Let p be a polynomial. Can one give a lower bound for Λ(p)
depending only on deg(p) and cv(p) such that Λ(p) > 1 if deg(p) > 2 cv(p)?
As mentioned, one would expect that Λ(p) is large if cv(p) is small com-
pared to deg(p). In the extremal case that cv(p) = 1 the polynomial p is
conjugate to the polynomial z 7→ zd, with d = deg(p), and it follows that
Λ(p) = d in this case.
Problem 2. Let ε > 0. Does there exist δ > 0 such that if p is a polynomial
satisfying cv(p) < δ deg(p), then Λ(p) ≥ (1− ε)d?
An answer to these questions could help to give a lower bound for the mul-
tipliers of periodic points or fixed points of composite functions, comparable
to (1.3) or (1.4), in the case that condition (1.1) is not satisfied.
In the context of iteration rather than composition we also have the fol-
lowing question [10, Conjecture C].
Problem 3. Let p be a polynomial of degree d ≥ 2 and let n ≥ 2. Do we have
Λ(pn) ≥ dn?
The monomial p(z) = zd already considered shows that this would be
best possible. Eremenko and Levin [19, Theorem 3] have shown that if p is a
polynomial of degree d ≥ 2 which is not conjugate to the monomial z 7→ zd,
then Λ(pn) > dn for some n ≥ 2. The question is whether this holds for all
n ≥ 2.
Instead of considering the multipliers of all fixed points of pn one may also
restrict to those of periodic points of period n and study the corresponding
modification of Λ(pn). The polynomials that fail to have repelling periodic
points of some period were classified in [6, 15].
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