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Abstract
The shock wave in a viscous gas which is treated as a strong discontinuity is unstable against small
perturbations [A.M. Blokhin, On stability of shock waves in a compressible viscous gas, Matematiche LVII
(I) (2002) 3–19]. We suggest such additional boundary conditions that a modified (with account to these
conditions) linear initial-boundary value problem on stability of the shock wave does not admit Hadamard-
type ill-posedness examples.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
0.1. The motion of continuous media is often accompanied by the formation of transitional
zones of strong gradients, where flow parameters (velocity, density, pressure, temperature, etc.)
vary rapidly. If dissipative mechanisms are neglected, then such thin zones are usually treated as
surfaces of strong discontinuity. In that case the flow parameters change step-wise with jumps on
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A.M. Blokhin et al. / J. Math. Anal. Appl. 331 (2007) 408–423 409a propagating surface of strong discontinuity (e.g., shock wave). Note that motions of ideal con-
tinuous media are usually described by hyperbolic conservation laws for which the mathematical
theory of shock waves has been well discovered not only for one-dimensional [2–11] but also for
multi-dimensional flows [12–22].
Concerning continuous media with dissipation (e.g., viscosity, heat conduction, etc.), tran-
sitional zones of strong gradients can also be formed, and there emerges the necessity for the
mathematical modeling of such a phenomenon. In this paper, we are concerned with the motion
of a viscous compressible gas in the framework of the Navier–Stokes model. As is known, the
Navier–Stokes equations are applied for solving the problem on shock structure in a viscous and
heat conducting gas (see, e.g., the classical approach in [23]). In this problem, instead of a sur-
face of strong discontinuity one considers a thin transitional zone (viscous profile) where flow
parameters vary continuously.
A strong discontinuity in an ideal medium is said to have a viscous profile (or structure) if
the discontinuous flow is a limiting one under vanishing dissipation [23–26]. Although, it should
be noted that until now such a viscous profile (continuous) approach was applying for different
concrete models of continuum mechanics mainly in the one-dimensional case. So, it cannot be
fully considered as an alternative one to the discontinuous approach for multi-dimensional shock
fronts. At the same time, for continuous media with dissipation only the continuous approach
has yet a sufficient justification (at least, on the one-dimensional level [28]).
The indirect confirmation of the correctness of precisely this continuous approach for viscous
conservation laws is the following. Hyperbolic conservation laws modeling motions of ideal
media have such a property that their solutions are continuous and single-valued during short
time only (even for rather smooth initial data). After that the so-called gradient catastrophe occurs
(see, e.g., [11]), and one has to introduce strong discontinuities. Solutions of viscous conservation
laws have apparently no such a property. This is indirectly confirmed by numerous results (e.g.,
[29–32]) concerning global existence theorems for the Navier–Stokes equations.
In this connection, we especially refer to interesting results in [32] where the global existence
and uniqueness of the weak solution of the one-dimensional Navier–Stokes equations written
in the Lagrangian coordinates has been proved for the case of discontinuous initial data. Under
certain natural restrictions on the initial data it was shown that shock discontinuities do not arise
in solutions of the Navier–Stokes equations.
0.2. At the same time, it should be noted that in some works (their number is not small)
the discontinuous approach is nevertheless used for shock waves in a viscous gas. For exam-
ple, to estimate the influence of a small viscosity on the evolution of perturbations of planar gas
dynamic shock waves it is assumed in [33] that one can neglect the width of the shock layer.
Therefore, as for a inviscid gas, the problem on the evolution of perturbations is reduced in [33]
to the study of a linear initial boundary value problem with boundary conditions on a shock
front obtained by the linearization of the generalized Rankine–Hugoniot relations. Another ex-
ample is the numerical analysis of two-dimensional steady viscous flows near blunt bodies [34]
(we just refer to [34] as to a typical paper from numerous computational works relating to the
subject under discussion). To bound essentially the calculated domain, where solutions of the
compressible Navier–Stokes equations are sought, one introduces a bow shock that is treated
in [34] as a strong discontinuity on which surface the generalized Rankine–Hugoniot condi-
tions hold. Moreover, steady flows were being computed in [34] by the stabilization method, i.e.,
steady-state solutions of the Navier–Stokes equations were being sought as a limit of unsteady
ones under t → ∞.
410 A.M. Blokhin et al. / J. Math. Anal. Appl. 331 (2007) 408–4230.3. In [1,35,36], on the example of the compressible Navier–Stokes equations the ground-
lessness of the approach based on the consideration of shock waves in a viscous gas as fictitious
surfaces of strong discontinuity was shown. It appears that this conclusion can be already drawn
according to the linear analysis. For this purpose one studies the initial boundary value problem
(IBVP) obtained by the linearization of the Navier–Stokes equations and the jump conditions
with respect to their piecewise constant solution. This piecewise constant solution describes the
following flow regime for a viscous gas: a supersonic steady viscous flow (for x > 0) is separated
from a subsonic one (for x < 0) by a planar shock discontinuity (with the equation x = 0). It was
shown in [1,35,36] that this planar shock wave is unstable depending not on the character of lin-
earized boundary conditions at x = 0. This is a direct consequence of the fact that the number of
independent parameters determining an arbitrary perturbation of the shock front is greater than
that of linearized boundary conditions. That is to say, the shock wave in a viscous gas viewed
as a surface of strong discontinuity is like nonevolutionary (undercompressive) discontinuities in
ideal media (see [27,37]).
Mathematically, the exponentially increasing particular solutions constructed in [1,35,36] for
establishing linear instability are, actually, Hadamard examples (see, e.g., [15,38]) that indicate
the ill-posedness of the linearized stability IBVP mentioned above. The discovered instability can
be also treated as an indirect proof of the inadmissibility of steady-state calculations for viscous
blunt body flows with a bow shock discontinuity. From the physical point of view, this means the
practical unrealizability of the steady flow regime for a viscous gas described above.
0.4. At the same time, accounting for some advantages of the discontinuous approach (es-
pecially for numerical calculations), it would like to modify this approach so that it might be
applied (together with the stabilization method) with a mathematical ground for steady-state
calculations for blunt body flows with dissipation. In [39,40], on the example of the linearized
stability problem for the shock discontinuity in a viscous gas the idea of such a modification was
proposed for the one-dimensional case. The essence of this idea is that for the original shock front
problem one writes additional boundary conditions so that for the modified problem the steady
flow regime with a shock wave described above becomes asymptotically stable (by Lyapunov).
So, at least on the linearized level it might justify the stabilization method which can now be
applied for finding (e.g., numerically) steady flow regimes for a viscous gas with a shock wave.
The mentioned additional boundary conditions were suggested to be written with regard to an a
priori information about steady-state solutions of the Navier–Stokes equations being sought by
the stabilization method.
In the present paper, we discuss the statement of additional boundary conditions for the multi-
dimensional linearized stability problem for the shock discontinuity in a viscous gas and study
the well-posedness of the corresponding modified problem. Observe that the consideration of the
multi-dimensional case is necessary to come naturally, for example, to the study of blunt body
problems for a viscous gas.
1. Preliminaries
1.1. Since the mathematical model of a viscous gas is widely known, we describe it schemat-
ically. This model is the Navier–Stokes equations for a compressible fluid (see, for example,
[27,41]):
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∂t
+ div(ρu) = 0,
∂(ρu)
∂t
+ div(ρu ⊗ u − P) = 0,
∂
∂t
(
ρ
(
e0 + 12 |u|
2
))
+ div
(
ρ
(
e0 + 12 |u|
2 + pV
)
u − ξ
)
= 0. (1.1)
Here ρ denotes the density; u = (u1, u2, u3) is the velocity of the gas; P is the stress tensor
with the components Pik : Pik = −pδik +σik , σik = η( ∂ui∂xk +
∂uk
∂xi
− 23δikλ)+ ζ δikλ, i, k = 1,2,3,
λ = div u; p is the pressure; η and ζ are the first and second viscosity coefficients (usually
η, ζ are functions in ρ, s); s is the entropy; e0 the internal energy; V = 1ρ , ξ = (ξ1, ξ2, ξ3),
ξi =∑3k=1 σikuk , i = 1,2,3.
To make system (1.1) closed, we complete it with the Gibbs relation
T ds = de0 + p dV,
where T is the temperature,
e0 = e0(ρ, s)
is the state equation.
Then the thermodynamical parameters T and p are defined as follows
T = ∂e0
∂s
, p = ρ2 ∂e0
∂ρ
.
1.2. Reasoning in a usual way (see [41,42]), from the system of viscous conservation
laws (1.1) we easily derive the following jump conditions:[
ρ(un − Dn)
]= [j ] = 0,
[un]j + [P ] = 0,
[uk,l]j =
[ 3∑
i,k=1
σikτink
]
,
[
e0 + 12 |u|
2
]
j +
[
pun −
3∑
i,k=1
σikniuk
]
= 0. (1.2)
Here f (t,x′) − x1 = 0, x′ = (x2, x3), is the equation of the strong discontinuity surface;
[g] = g|f (t,x′)−x1→−0 −g|f (t,x′)−x1→+0 = (g −g∞) is the jump of g on the strong discontinuity
surface; un = (u,n), uk = (u,k), ul = (u, l), n = (n1, n2, n3) = 1√
1+f 2x2+f 2x3
(−1, fx2, fx3) is the
unit normal to the discontinuity front, Dn = − ft√
1+f 2x2+f 2x3
is the projection of the strong discon-
tinuity velocity onto n; k = (τ1, τ2, τ3) = (fx2 ,1,0) and l = (τ1, τ2, τ3) = (fx3 ,0,1) are the vec-
tors tangential to the strong discontinuity surface and orthogonal to n; P = p −∑3i,k=1 σiknink ,
j is the mass transfer flux across the discontinuity surface.
In the case of the shock wave,
[ρ], j = 0,
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dynamics (see [42]):
[j ] = 0,
[un]2 + [P ][V ] = 0,
[uk,l] = 1
j
[ 3∑
i,k=1
σikτink
]
,
[e0] + P +P∞2 [V ] =
1
2j2
[ 3∑
i=1
( 3∑
k=1
σiknk
)2
−
( 3∑
i,k=1
σiknink
)2]
. (1.2′)
The last relation in (1.2′) is the generalized Hugoniot adiabat.
2. Setting of the linear IBVP
2.1. Now we formulate a main linear IBVP (and its variants). For this purpose we consider
solutions to system (1.1) which describe steady-state flows in a viscous gas with a shock discon-
tinuity. Obviously, we can take, for example, the piecewise constant solution
u = (uˆ1,0,0), ρ = ρˆ, s = sˆ for x1 > 0,
u = (uˆ1∞,0,0), ρ = ρˆ∞, s = sˆ∞ for x1 < 0, (2.1)
where the constants uˆ1, ρˆ, sˆ, uˆ1∞, ρˆ∞, sˆ∞ are linked by conditions (1.2′):
jˆ = ρˆuˆ1 = ρˆ∞uˆ1∞ = 0,
(uˆ1 − uˆ1∞)2 + (pˆ − pˆ∞)(V̂ − V̂∞) = 0,
(eˆ0 − eˆ0∞) + pˆ + pˆ∞2 (V̂ − V̂∞) = 0. (2.2)
Here uˆ1∞, ρˆ∞, sˆ∞ are parameters of the coming flow, moreover,
uˆ1∞ > cˆ∞ > 0, ρˆ∞ > 0, (2.3)
pˆ∞ = ρˆ2∞ ∂e0∂ρ (ρˆ∞, sˆ∞), V̂∞ = 1ρˆ∞ , eˆ0∞ = e0(ρˆ∞, sˆ∞), cˆ∞ = ( ∂∂ρ (ρ2
∂e0
∂ρ
)(ρˆ∞, sˆ∞))
1
2 is the up-
stream sound speed (see [42]); uˆ1, ρˆ, sˆ are parameters behind the shock wave:
0 < uˆ1 < cˆ, ρˆ > 0, (2.4)
pˆ = ρˆ2 ∂e0
∂ρ
(ρˆ, sˆ), V̂ = 1
ρˆ
, eˆ0 = e0(ρˆ, sˆ), cˆ = ( ∂∂ρ (ρ2 ∂e0∂ρ )(ρˆ, sˆ))
1
2 is the downstream sound speed;
jˆ is the viscous gas flux across the shock wave. Additionally, we suppose that the state equation
e0 = e0(ρ, s)
satisfies requirements for the normal gas (see [11,42]). That is, the inequalities (2.3), (2.4) are
fulfilled together with
pˆ > pˆ∞, ρˆ > ρˆ∞, uˆ1∞ > uˆ1, sˆ > sˆ∞. (2.5)
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sonic coming steady viscous flow (the Mach number ahead of the shock wave M∞ = uˆ1∞cˆ∞ > 1,
see (2.3)) from the subsonic flow behind the shock wave (the Mach number behind the shock
wave M = uˆ1
cˆ
< 1, see (2.4)). It is natural to raise the question on physical realizability of such a
fluid flow regime. For an inviscid gas this question was studied in [15].
2.2. We linearize (1.1) and (1.2) about solution (2.1), (2.2). Next we give some dimensionless
variants of the linear problem. Its 2-D variant looks as follows. We seek solutions to the systems
Lp + λ = 0,
Lu + 1
M2
px = ruxx + 1
R1
uyy + r1vxy,
Lv + 1
M2
py = 1
R1
vxx + rvyy + r1uxy,
Ls = 0 for x > 0, (2.6)
and
L∞p∞ + λ∞ = 0,
L∞u∞ + 1
M2∞
(p∞)x = r∞(u∞)xx + 1
R1∞
(u∞)yy + r1∞(v∞)xy,
L∞v∞ + 1
M2∞
(p∞)y = 1
R1∞
(v∞)xx + r∞(v∞)yy + r1∞(u∞)xy for x < 0, (2.7)
satisfying at x = 0 the boundary conditions
u + dp − dˆrux − dˆr2vy = uˆ
{
u∞ + d∞p∞ − dˆ∞r∞(u∞)x − dˆ∞r2∞(v∞)y
}
,
Ft = μ(u + p − u∞ − p∞ − N̂s),
Fy = 1
uˆ − 1
{
v − 1
R1
(uy + vx) − uˆv∞ + uˆ
R1∞
(
(u∞)y + (v∞)x
)}
,
νp + N̂s − νˆrux − νˆr2vy = uˆ
{
ν∞p∞ + νˆr∞(u∞)x + νˆr2∞(v∞)y
}
. (2.8)
Here p, u (:= u1), v (:= u2), s are small perturbations of the pressure, the components of the
vector u, and the entropy for x > 0; p∞, u∞, v∞ small perturbations of the pressure and the com-
ponents of the velocity for x < 0 (without the loss of generality, we can assume that the small
perturbation s∞ for x < 0 is zero); the values of p, p∞, u, v, u∞, v∞, s are related to the
characteristic parameters ρˆcˆ2, ρˆ∞cˆ2∞, uˆ1, uˆ1, uˆ1∞, uˆ1∞, sˆ;
λ = ux + vy, λ∞ = (u∞)x + (v∞)y,
L = τ + ξ, L∞ = 1
uˆ
τ + ξ, τ = ∂
∂t
, ξ = ∂
∂x
;
the time t and the spatial coordinates x (:= x1), y (:= x2) are related to lˆuˆ1 , lˆ, lˆ;
r = 4
3R1
+ 1
R2
, r∞ = 43R1∞ +
1
R2∞
;
R1, R2, R1∞, R2∞ are the Reynolds numbers, moreover,
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ηˆ
, R2 = ρˆuˆ1 lˆ
ζˆ
, R1∞ = R1 ηˆ
ηˆ∞
, R2∞ = R2 ζˆ
ζˆ∞
,
ηˆ = η(ρˆ, sˆ), ζˆ = ζ(ρˆ, sˆ), ηˆ∞ = η(ρˆ∞, sˆ∞), ζˆ∞ = ζ(ρˆ∞, sˆ∞);
r1 = 13R1 +
1
R2
, r2 = 1
R2
− 2
3R1
, r1∞ = 13R1∞ +
1
R2∞
, r2∞ = 1
R2∞
− 2
3R1∞
;
uˆ = uˆ1∞
uˆ1
> 1
(
see (2.5)), d = 1 + M2
2M2
+ β
2
2M2
L̂, β2 = 1 − M2;
dˆ = 1 + L̂
2
, i.e. d − 1 = β
2
M2
dˆ, d∞ = 1 + M
2∞
2M2∞
+ β
2∞
2M2∞
L̂, β2∞ = M2∞ − 1,
dˆ∞ = 1 − L̂2 , i.e. 1 − d∞ =
β2∞
M2∞
dˆ∞, ν = β
2
M2
L̂, νˆ = L̂, ν∞ = β
2∞
M2∞
L̂,
μ = uˆ
uˆ − 1 , N̂ = −
sˆ(e0)V s(ρˆ, sˆ)
V̂ (e0)V V (ρˆ, sˆ)
, L̂ = 1
1 − D̂ , D̂ =
2T̂ sˆ
uˆ21(uˆ − 1)N̂
,
F (t, y) is a small perturbation of the front x = 0. We note that the main problem (2.6)–(2.8) does
not contain the characteristic length lˆ. However, we will see later that the final result does not
depend on the choice of lˆ.
2.3. Remark 2.1. For the polytropic gas with the adiabatic exponent γ the coefficient L̂ is
(see [35])
L̂ = −γ − 1
γ + 1
(
1 − 1
M2∞
)
, γ > 1,
i.e. −1 < L̂ < 0.
Remark 2.1. As shown in [1], the main problem (2.6)–(2.8) is ill-posed. The ill-posedness of
(2.6)–(2.8) follows from the fact that the number of independent parameters which characterize
a small perturbation of the shock is greater than the number of the linearized boundary condi-
tions (2.8) on the discontinuity. Further, we add to (2.8) such boundary conditions at x = 0 that
the trivial solution of the resulting problem becomes asymptotically stable by Lyapunov.
2.4. Some of these additional boundary conditions are deduced in such a way. We rewrite
(2.7) in the vector form
A∞ 1
uˆ
τU∞ + B∞ξU∞ + C∞ηU∞ = A∞1 ξ2U∞ + A∞2 η2U∞ + A∞3 ξηU∞, (2.9)
where
U∞ =
(
u∞
v∞
p∞
)
, A∞ =
(
M2∞ 0 0
0 M2∞ 0
0 0 1
)
, B∞ =
(
M2∞ 0 1
0 M2∞ 0
1 0 1
)
,
C∞ =
(0 0 0
0 0 1
0 1 0
)
, A∞1 =
⎛⎝M2∞r∞ 0 00 M2∞
R1∞ 0
⎞⎠ ,
0 0 0
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⎛⎝ M2∞R1∞ 0 00 M2∞r∞ 0
0 0 0
⎞⎠ , A∞3 =
( 0 M2∞r1∞ 0
M2∞r1∞ 0 0
0 0 0
)
,
η = ∂
∂y
, ξ2 = ∂
2
∂x2
, η2 = ∂
2
∂y2
, ξη = ∂
2
∂x∂y
.
We multiply (2.9) by 2U∞ and after simple calculations arrive at
1
uˆ
τ
(
U∞,A∞U∞
)+ ξ(U∞,B∞U∞)+ η(U∞,C∞U∞)
= 2ξ(U∞,A∞1 ξU∞)+ 2η(U∞,A∞2 ηU∞)
+ 2η(U∞,A∞3 ξU∞)− 2M2∞(V∞,NV∞). (2.10)
Here
V∞ =
⎛⎜⎝
ξu∞
ξv∞
ηu∞
ηv∞
⎞⎟⎠ , N =
⎛⎜⎜⎝
r∞ 0 0 r1∞2
0 1
R1∞
r1∞
2 0
0 r1∞2
1
R1∞ 0
r1∞
2 0 0 r∞
⎞⎟⎟⎠ .
Next, assuming that |U∞| → 0 as (x2 +y2) → ∞, we integrate (2.10) over R2− = {(x, y) | x < 0,
|y| < ∞}:
1
uˆ
dJ
dt
+ (U∞,B∞U∞)∣∣x=0 − 2(U∞,A∞1 ξU∞)∣∣x=0
+ 2M2∞
∫ ∫
R2−
(V∞,NV∞) dx dy = 0, (2.11)
where J (t) = ∫∫
R2−(U∞,A
∞U∞) dx dy. We note that B∞ > 0 since M∞ > 1. Provided that
5
3
1
R1∞
− 1
R2∞
> 0, (2.12)
the matrix N > 0.
Let the additional condition be fulfilled at x = 0:
ξu∞|x=0 = 0, ξv∞|x=0 = 0. (2.13)
In view of (2.12) and (2.13), (2.11) implies that
dJ (t)
dt
 0, i.e. J (t) J (0) for all t > 0.
Consequently, if J (0) = 0 then J (t) ≡ 0 for all t > 0, i.e.
u∞(t, x, y), v∞(t, x, y),p∞(t, x, y) ≡ 0 (2.14)
for t  0, x  0, |y| < ∞.
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the system
Lp + λ = 0,
Lu + 1
M2
ξp = rξλ + 1
R1
ηΩ,
Lv + 1
M2
ηp = rηλ − 1
R1
ξΩ,
Ls = 0 for x > 0, (2.6′)
satisfying the boundary conditions
u + dp − dˆrξu − dˆr2ηv = 0,
Ft = μ
(
u + (1 + ν)p − νˆrξu − νˆr2ηv
)
,
Fy = 1
uˆ − 1
(
v − 1
R1
(ηu + ξv)
)
,
N̂s = −νp + νˆrξu + νˆr2ηv (2.8′)
at x = 0. Here Ω = ηu − ξv is the vorticity.
From problem (2.6′), (2.8′) we can naturally separate the following subproblem for finding
the function s:
Ls = (τ + ξ)s = 0 if x = 0, (2.15)
N̂s = −νp + νˆrξu + νˆr2ηv if x = 0. (2.16)
The right-hand part in the boundary condition (2.16) is found from the problem
Lp + λ = 0,
Lu + 1
M2
ξp = rξλ + 1
R1
ηΩ,
Lv + 1
M2
ηp = rηλ − 1
R1
ξΩ for x > 0; (2.17)
u + dp = dˆrξu + dˆr2ηv,
τv − Ληp = 1
R1
(τηu + τξv) − M
2
β2
Λ
(
rξηu + r2η2v
)
at x = 0. (2.18)
Here Λ = uˆ β2
M2
(νˆ − dˆ).
The function F(t, y) is determined from the equality
Ft = 1
uˆ − 1Λ
(
p − M
2
β2
(rξu + r2ηv)
)∣∣∣∣
x=0
. (2.19)
Remark 2.2. For the case of a polytropic gas (see [15]) Λ = − β22M4 .
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rξu + r2ηv = β
2
M2
p at x = 0, (2.20)
where  is a constant.
We choose (2.20) by analogy with the 1-D case (see [39,40]).
Remark 2.3. At present, we do not aim at the formulation of such an additional boundary condi-
tion that has a definite physical meaning. The finding of such a condition is a separate problem.
Its resolution could make clear the behaviour of solutions in transitional zones. The goal of the
present work is different. We just want to add to the boundary conditions (2.18) one more condi-
tion so that the new problem is well-posed.
So, the modified problem is formulated as follows. We seek the solution to the system
(τ + ξ)p + λ = 0,
(τ + ξ)u + 1
M2
ξp = rξλ + 1
R1
ηΩ,
(τ + ξ)v + 1
M2
ηp = rηλ − 1
R1
ξΩ for x > 0, (2.17)
satisfying the boundary conditions
u + d˜p = 0,
τv = Λ˜ηp + 1
R1
(τηu + τξv),
rξu + r2ηv = β
2
M2
p (2.21)
at x = 0. Here d˜ = d − (d − 1) =  − ( − 1)d , Λ˜ = Λ(1 − ). The subproblems for s and F
can be rewritten in the form
(τ + ξ)s = 0, x > 0,
N̂s = −ν˜p, x = 0; (2.22)
Ft = Λ˜
uˆ − 1p
∣∣∣∣
x=0
, (2.23)
where ν˜ = ν − νˆ β2
M2
 = β2
M2
νˆ(1 − ).
2.7. If we introduce the new unknowns
U = u + rξp, V = v + rηp, (2.24)
then problem (2.17), (2.21) is rewritten as follows:
(τ + ξ)p + ξU + ηV = rp,
(τ + ξ)U + 1
M2
ξp = 1
R1
ηΩ,
(τ + ξ)V + 12 ηp = −
1
ξΩ if x > 0, (2.25)
M R1
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τV = Λ˜ηp + rτηp + 1
R1
(τηU + τξV − 2rτξηp),
rξU + r2ηV = r
(
rξ2p + r2η2p
)+ β2
M2
p if x = 0. (2.26)
Here Ω = ηU − ξV ,  = ξ2 + η2.
Next, in (2.25), (2.26) we introduce the new independent variables
t ′ = t
r˜
, x′ = x
r˜
, y′ = y
r˜
,
r˜ = r
2
= 2
3R1
+ 1
2R2
(2.27)
and reformulate (2.25), (2.26) as follows (primes are omitted):
(a) (τ + ξ)p + ξU + ηV = 2p,
(b) (τ + ξ)U + 1
M2
ξp = ηΩ,
(c) (τ + ξ)V + 1
M2
ηp = −ξΩ if x > 0, (2.28)
(I) U + d˜p = 2ξp,
(II) τV = Λ˜ηp + 2τηp + (τηU + τξV − 4τξηp),
(III) ξU + kηV = 2(ξ2p + kη2p)+ β2
2M2
p if x = 0, (2.29)
where
 = 1
R1r˜
= 12
3 + R12R2
= 1
2
3 (1 + 34 ζˆηˆ )
=
3
2
1 + 34 ζˆηˆ
,
k˜ = r2
r˜
=
1
R2
− 23R1
1
2R2 + 23R1
=
3
2
ζˆ
ηˆ
− 1
3
4
ζˆ
ηˆ
+ 1
, k = k˜
2
, 1 − k = .
We note that 0 <  < 32 .
2.8. Next, we deduce some useful relations. For Ω and p, we have{
M2(τ + ξ)2 −  − 2M2(τ + ξ)}p = 0 for x > 0,{
(τ + ξ) − }Ω = 0 for x > 0. (2.30)
Using (I), we can simplify condition (II):
(II): τV = Λ˜ηp + (2 − d˜)τηp + (τξV − 2τξηp), x = 0.
Now we obtain boundary conditions for equations of (2.30). We subtract equation (2.28)(b)
from equation (2.28)(a), then apply the operator τ to the obtained relation and put x = 0. Taking
into account the boundary conditions (I), (II), we finally obtain
(1+ d˜)τ 2p− β
2
2 τξp+ Λ˜η2p−2d˜τp−2τξ
(
τ − (d˜ −1)ξ)p=0, x =0. (2.31)M
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have
(τ + ξ)p + ηV = 2η2p − β
2
2M2
p, x = 0,
or
ηV = 2η2p − 1

(τ + ξ)p − β
2
2M2
p, x = 0. (2.32)
In view of (2.32), it follows from the boundary condition (III) that
ξU + k
(
2η2p − 1

(τ + ξ)p − β
2
2M2
p
)
= 2(ξ2p + kη2p)+ β2
2M2
p, x = 0,
or
ξU = 2ξ2p + k

(τ + ξ)p + β
2
2M2
p, x = 0. (2.33)
Taking into account (2.33), equation (2.28)(b) at x = 0 implies
ηΩ = 2τξp − d˜τp + 1
M2
ξp + 2ξ2p + k

(τ + ξ)p + β
2
2M2
p
= 2τξp + 2ξ2p + γ1τp + γ2ξp + β
2
2M2
p, x = 0, (2.34)
where γ1 = 1− − d˜ , γ2 = 1− + 1M2 . Setting x = 0 in equation (2.28)(c) and using the boundary
condition (II), one gets
ξΩ = τΩ + Ω − η
((
Λ̂ − dˆ + 1
M2
)
p + 2(1 − d˜)τp + 2ξp
)
, x = 0. (2.35)
We also set initial data for system (2.30):
p|t=0 = p0(x, y), pt |t=0 = p1(x, y); Ω|t=0 = Ω0(x, y). (2.36)
Thus, instead of (2.28), (2.29) we have the following problem.
Problem. In the domain t > 0, (x, y) ∈ R2+ = {(x, y) | x > 0, y ∈ R1} we seek a solution to
system (2.30) satisfying the boundary conditions (2.31), (2.34), (2.35) at x = 0 (t > 0, y ∈ R1)
and the initial data (2.36) for t = 0, (x, y) ∈ R2+.
3. Hadamard-type ill-posedness examples for problem (2.30), (2.31), (2.34)–(2.36)
3.1. We seek solutions to (2.30) in the exponential form
p = pˆ exp{n(St + Rx + iy)},
Ω = Ω̂ exp{n(St + ρx + iy)}, x  0, (3.1)
where ρˆ, Ω̂ , R, S, ρ are constants such that
ReS > 0, ReR,Reρ < 0, (3.2)
n is a positive integer. Substituting (3.1) into (2.30) and assuming that pˆ, Ω̂ = 0, we obtain
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2
{
(S + R)2 + 1 − R
2
M2
}
,
(
ρ2 − 1)= ε2

(ρ + S), ε2 = 1
n
. (3.3)
We find the roots of (3.3) with property (3.2), provided that n is large enough and S is a given
value expanded into a series
S = S0 + εS1 + ε
2
2! S2 + · · · , ReS0  0. (3.4)
These roots are
R1 = −S0 − εS1 − ε
2
2!
(
S2 + 1
M2
)
+ · · · ,
R2 = −1 + ε
2
2!
1 − S0
2
+ · · · ,
ρ = −1 + ε
2
2!
1 − S0

+ · · · . (3.5)
Expansions (3.5) are valid if S0 = 1.
3.2. Finally, we find a solution to problem (2.30), (2.31), (2.34)–(2.36) in the form
p = exp{n(St + iy)} 2∑
j=1
pˆj exp{nRjx},
Ω = exp{n(St + iy)}Ω̂ exp{nρx}. (3.6)
Here the constants pˆ1,2, Ω̂ are found from the linear homogeneous algebraic system
2∑
j=1
Aj pˆj = 0,
Ω̂1 =
2∑
j=1
Cj pˆj ,
Ω̂1D0 +
2∑
j=1
Dj pˆj = 0,
which can be rewritten in the matrix form(
A1 A2
B1 B2
)(
pˆ1
pˆ2
)
= 0, (3.7)
where
Aj = d˜S − S2Rj − SR2j +
ε2
2
{
(1 + d˜)S2 − β
2
M2
SRj − Λ̂
}
, Ω̂1 = iΩ̂2n ,
Cj = SRj + R2j +
ε2
(γ1S + γ2Rj) + β
2
2 ε
4,2 4M 
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2

, Dj = (1 − d˜)S + Rj + ε
2
2
(
Λ˜ − d˜ + 1
M2
)
,
Bj = D0Cj + Dj, j = 1,2.
The solvability condition
A1B2 − A2B1 = 0
can be represented as follows:

{
dS
[
ρ(S + q) − 1]− S(S + R1)(S + R2) + ε22
[(
d˜Sργ2 − (1 + d˜)S2 + Λ˜
− β
2
M2
S2 + ρS(1 + d˜)S2 − ρSΛ˜ − S
4

+ S3γ1ρ − S2
(
1
M2
− d˜
))
− q
(
Λ˜ρ + S
(
1
M2
+ d˜
)
+ S
2(S − ρ)

)
− R1R2
(
S2

− Sρ

)]
+ · · ·
}
= 0, (3.8)
where  = R1 − R2, q = R1 + R2.
Then, we substitute (3.4) and (3.5) into (3.8) and consider the coefficient at ε2:(

2
− 1
)
d˜S0(1 + S0) = 0, d˜ = 0.
Hence, either
S0 = 0
or
S0 = −1.
In view of (3.4), we ignore the second case, whereas the case S0 = 0 requires additional analysis.
By (3.3)–(3.5), S is a spurious solution. The last means that problem (2.30), (2.31), (2.34)–(2.36)
does not admit Hadamard-type ill-posedness examples in form (3.6).
Remark 3.1. Since the only possible variant for S0 is S0 = 1 we conclude from (3.5) that the
root of (3.3) in S (it is a zero of the corresponding Lopatinsky determinant, see formulae (2.14),
(2.16) from Part II) lies beyond the domain where ReR1,2 < 0 simultaneously.
3.3. So, we have shown that problem (2.30), (2.31), (2.34)–(2.36) does not have Hadamard-
type examples in form (3.6). Now we use ideas from [1] and try to construct Hadamard examples
to problem (2.28), (2.29). Indeed, if the functions
ϕ = ϕ(t, x, y), Φ = Φ(t, x, y)
satisfy the equations{
M2(τ + ξ)2 −  − 2M2(τ + ξ)}ϕ = 0,{
(τ + ξ) − }Φ = 0 for x > 0, (2.30′)
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p = −M2(τ + ξ)ϕ,
U = ξϕ + ηΦ,
V = ηϕ − ξΦ (3.9)
satisfy (2.28). We substitute (3.9) into (2.29). Then for system (2.30′) we obtain a problem which
is similar to (2.30), (2.31), (2.34)–(2.36). Trying to find special solutions to (2.30′) in form (3.1),
ϕ = ϕˆ exp{n(St + Rx + iy)},
Φ = Φ̂ exp{n(St + ρx + iy)}, x  0,
we again conclude that Hadamard-type examples do not exist.
3.4. Further (see Part II of the paper) we prove that problem (2.30), (2.31), (2.34)–(2.36) has
a unique smooth solution provided that the initial data have a compact support. We give then an
explicit form of the solution and justify the asymptotic stability (by Lyapunov) of the steady-
state solution. While proving stability we use estimates that are relatively rough in some sense
but sufficient for our goals.
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