The similarities between statistical mechanics and combinatorial optimization fields, as described by Kirkpatrick et al, 1, 2 has stimulated extensive interest and progresses in developing algorithms and methods based on simulated annealing (SA) for solving optimization problems. 2 These methods and algorithms have found extensive applications in a variety of important problems such as computer-aided circuit design, 3 power systems, 4, 5 fingerprint matching, 6 scheduling 7, 8 and routing. 9, 10 Artificial neural networks (ANNs) have been widely adopted to solve a broad range of problems including optimization, voice recognition, computer vision, and electronic design automation. [11] [12] [13] [14] A hardware accelerator based on an ANN for the SA algorithms can significantly improve the computational efficiency for solving the combinatorial optimization problems. The
Boltzmann machine (BM), whose dynamics is similar to the thermodynamics of a natural physical system, is especially suitable for performing the SA algorithms for optimization. 15 One major challenge, however, is an efficient hardware realization of the stochastic artificial neurons in the BM. To perform the SA tasks, a combinatorial optimization problem can be mapped to an imaginary physical system, whose energy is described by the cost function of the optimization problem. Furthermore, the "temperature" needs to be cooled down in the simulated annealing process, which requires that the effective "temperature" of the stochastic artificial neuron to be dynamically tunable in the BM. A transistor-circuit-based approach is inefficient in implementing a stochastic artificial neuron. Although memristors have been explored for efficient hardware implementation of the ANN structures, [16] [17] [18] [19] [20] [21] [22] [23] the following issues need to be addressed. First, the artificial neuron implemented by a memristor needs to be stochastic and shows Boltzmann-like statistics. Second, the effective "temperature" of the stochastic memristor needs to be dynamically tunable. Here we show that by exploiting the unique material properties of the two-dimensional material system, a tunable stochastic memristor following Boltzmann statistics can be realized as the neuronal element in the BM for SA. Figure 1a shows the schematic of the heterojunction device structure. This vertical memristor is constructed on 285 nm Si/SiO2 (285 nm) substrate with 4 nm oxidized boron nitride, i.e. BNOx, as the resistive switching medium. 24 The top electrode consists of silver while the bottom of the BNOx layer forms van der Waals interface with multi-layer WSe2.
Figure 1b shows a cross-sectional scanning transmission electron microscopy (STEM) image of the memristor and an electron energy loss spectroscopy (EELS) mapping of the material composition, which clearly reveals the device structure consisting of the crystalline layered WSe2 and amorphous BNOx. The silver metal layer serves as an active electrode, which ionizes upon the application of electrical bias and drifts through the BNOx layer. The silver ions are reduced to silver atoms as they receive electrons from the bottom electrode to form a silver filament inside the BNOx layer, which switches the device from the high resistance state to the low resistance state. The multi-layer WSe2 under the BNOx serves not only as an inert electrode connected to the external bias, but also as a gatetunable series resistor that can vary the potential distributions between the WSe2 and BNOx layers. The external bias voltage, i.e. Vbias as indicated in Figure 1a , includes the potential change across both the WSe2 layer and the BNOx filamentary medium. Since the resistance of the WSe2 layer can be modulated over six orders of magnitude through electrostatic gating (see supplementary information section S1), the gate bias can hence significantly tune the effective potential drop across the BNOx layer for a given Vbias. In a typical device, Figure 1d shows the dynamic measurement on the device showing the set and reset time-scale of the device at the gate voltage Vg = 50 V.
A bias voltage of 1.8 V is applied for 45 ms to set the device, followed by a 0.15 V pulse train to read the memristor state at 7.5 ms time intervals. 10 set-read cycles are shown in Figure 1d . The device always spontaneously self-reset within 7.5 ms, and hence can generate successive sampling without any intentional reset operation. Figure 2a shows the statistics of the set voltages extracted from 30 set-reset cycles, which follows a Gaussian distribution with a mean value of 0.93 V and a standard derivation of 0.18 V. To understand the stochastic characteristics, a three-dimensional (3D) kinetic
Monte Carlo (KMC) method is used to simulate the filament formation and SET process of the memristor device (see supplementary information section S4). The KMC simulation describes the hopping events stochastically by an exponential probability distribution. The agreement between the experiment and simulation indicates that the distribution of the SET voltage is physically due to the stochastic hopping properties of the ions in the filament formation process. 25 The stochastic ionic movement that dictates the filament formation process in this device provides a platform for realizing exponential class sigmoidal distribution function. Here, we define PSET (t < t0, Vbias) as the probability that the device will set within time t0 for a given external voltage bias across the memristive device. Figure 2b shows the experimentally measured distribution of PSET (t < t0, Vbias) as a function of the SET voltage shifted with respect to V0 at three different gate biases: -10 V, 20 V, and 50 V, respectively.
V0 is the 50% probability bias voltage point, i.e. PSET (t < t0, Vbias = V0) = 0.5. In each test, a voltage Vbias is applied between the Ag electrode and WSe2 for t0=300 ms. For each gate bias, this procedure is repeated 50 times at each value of the Vbias to obtain the set probability. Measurements at different Vbias conditions lead to Figure 2b , which shows the set probability as a function of Vbias shifted with respect to V0. As shown in Figure 2b , for
Vbias significantly lower than V0, the probability of setting the device within a certain time (t0 = 300 ms) approaches zero while for Vbias sufficiently higher than V0, this probability is close to unity. In the intermediate region of the probability distribution, a sigmoidal transition region exists where the probability increases as Vbias increases. Furthermore, the gate modulated tunable Fermi level and charge density in the WSe2 layer allow the dynamic tuning of the transition region spread in such distribution functions. At voltage biases where the WSe2 layer becomes more resistive (e.g. Vg = -10 V), the effective portion of the potential drops across the memristive switching medium becomes smaller. Hence the bias voltage will be less effective in modifying the probability distribution, resulting in the probability transition occurring within a wider spread of the bias voltage. On the other hand, a WSe2 layer with higher conductance (e.g. Vg = 50 V) as tuned by the gate bias tends to decrease the spread of the sigmoidal transition region of the distribution. Based on the Markovian dynamics approximation, which is valid when the thermal equilibration rate is much larger than the ion hopping rate, the SET probability within < 0 can be expressed in an exponential form, ≈ 1 − − 0 , where is a parameter proportional to the average hopping rate. In the hopping transport regime, the average rate is exponentially sensitive to the applied bias , ≈ 
where V0 is the voltage at which there is 50% probability to set the memristor within 300 ms, and V is a characteristic scale in the unit of voltage resembling the temperature effect The gate voltage modulates the resistance of the WSe2 layer as,
where Z is a constant independent of the gate voltage, g is the gate voltage, and is the threshold voltage. The voltage on the intrinsic memristor is a fraction of the applied voltage through a voltage divider relation. As a result, the effective "temperature" can be expressed as,
where V0 is an effective "temperature" constant, M ̅̅̅̅ is the average resistance of the intrinsic memristor, and ′ = Z/ M ̅̅̅̅ . As shown in Figure 3a , the model describes the modulation of the effective "temperature" by the gate voltage as observed in the experiment.
The design of a "cooling" procedure in SA, therefore, can be translated into the design of a series of gate voltage pulses by mapping the effective "temperature" to the gate voltage
The device demonstrated here can enable a compact, single-device implementation of the stochastic artificial neurons in a BM for SA. Figure 3b shows a schematic block diagram of a BM-based circuit, in which the weighted sum can be computed by a standard memristor crossbar array (CBA), 26, 27 and the stochastic artificial neurons can be implemented by the two-dimensional material based memristor devices demonstrated here.
In addition, a voltage amplifier is used to amplify the output of the CBA and provides the input voltage to the stochastic artificial neurons. A readout circuit block reads the state of the stochastic artificial neuron device, and provides a binary voltage input to the CBA. The "cooling" procedure in SA can be achieved by designing the applied gate voltage on the stochastic artificial neuron device as described before.
As an example of applying the BM with SA to solve combinatorial optimization problems, a school timetabling problem is solved. 28, 29 The timetabling problem requires assigning resources including teachers (T), classrooms (R), and course subjects (C) to classes of students over a number of periods (P) with a combination of constraints (see supplementary information section S6 for the detailed problem definition). It can be mapped into minimizing the energy (or cost) function of an imaginary physical system, whose dynamics is described by an isomorphic BM. For the school timetabling problem solved here, the timetabling information is expressed in terms of a 4 th order tensor whose entry values are represented by the neuron states. The coefficients in the expression of the cost function are mapped to the weights which could be implemented by a cross-bar array. The effects of two sources of stochasticity in the stochastic neurons -the standard deviation of V0,  = std(V0) and a finite effective "temperature" TV -on the BM performance in solving a sample scheduling problem, which involves the assignment of 5 teachers and 5 classrooms to 5 courses over 5 class periods, are examined in Figure 3c and 3d, respectively (also see supplementary information section S6). In Figure 3c , the cost function vs. generation is simulated for different values of  at zero "temperature" TV = 0, which reduces the BM to a Hopfield network with a stochastic threshold V0, whose randomness is characterized by
The results show that with  close to 0, the network suffers from a problem of trapping in local minima of the cost function. While increasing  solves the problem of trapping, an excessively large  perturbs the system away from minimum points.
To study the impact of randomness due to the effective "temperature", Figure 3d assumes =0 and performs a SA, which has an exponential form of the cooling procedure as,
where is the temperature at the i-th generation, 0 is the initial temperature, and T is a unitless exponent factor which determines the cooling rate. A larger positive value of T corresponds to a slower cooling rate and a smaller positive value of T corresponds to a faster cooling rate. The BM dynamics lowers the total cost function stochastically in the SA process, which is equivalent to the search for an optimized solution stochastically. The main panel of Figure 3d shows the cost function vs. the generation number for several different values of T , with the cooling procedure shown in the inset. A cooling procedure that is too rapid with a small T = 2 can lead to trapping in local minima, whereas a cooling procedure that is too slow with a large T = 4 results in excessive perturbation, both of which miss the global optimization stochastically. A careful design of the cooling procedure parameter T , therefore, is essential for the optimum performance of the stochastic neural-network circuit in solving the combinatorial optimization problem.
To design the stochastic-memristor-based neural-network circuit, the stochastic nature at both the device and circuit levels needs to be addressed. First, because the circuit characteristics are stochastic, the design objective is in the form of the expectation.
Evaluating a data point of the stochastic hardware in the design space requires averaging a sufficiently large number of samples, which can be computationally expensive. Second, the relation between the design objective function and the design space parameters is unknown and can be non-convex. Third, even with a large number of samples, statistical noise still exists in the dataset. For design optimization of the stochastic neural network, we develop a new method by combining the Markov chain Monte Carlo (MCMC) simulations of the device and circuit with Bayesian optimization (BO), and show that this new MCMC-BO approach is especially suitable and efficient to address the stochastic nature. Previous application of the traditional BO method in electronics has been limited to deterministic CMOS circuitry. 30 Stochastic neuromorphic circuits discussed here, however, have fundamentally different operation principles and require device-circuit codesign of stochastic parameters, which can be addressed by the new MCMC method. The BO can use Gaussian process (GP) as a prior, and the new data points in addition to a small initial dataset can be obtained iteratively as the next "best" guess determined by an acquisition function 31 . The method requires only a small dataset and is accommodative to a general design objective function and statistical noise in the dataset.
The results for the design optimization of the BM circuit for SA by using the MCMC-BO method are shown in Figure 4 . The optimization objective function, which is defined as the expectation of the cost or energy of the BM, is obtained by using the sample average approximation. 32 To achieve statistical accuracy, it is computed as the average of 3000
generations after an initial 2000 generations of the burn-in phase, whose samples are discarded, in each MCMC simulation of the BM, and it is further averaged over 100 independent chains whose initial states are random. 33 A multivariable design parameter space is formed by  and T . In each BO step, a new "best" guess data point in the design space, which is determined by the acquisition function of the BO, is computed, and the hyper-parameters of the GP is learnt. Figure 4a shows the design objective function after 5
initial data points and 25 additional BO steps. The number of BO iteration steps determines the balance between the computational efficiency and accuracy, which can be examined by checking the predictive uncertainty of the GP model in BO as discussed below. As shown by the bottom panel of Figure 4a and the highlighted region in Figure 4c , a region around 3.1 < T < 3.4 and 0 <  < 0.37, is identified as the near-optimal design region. In addition, we tested several types of acquisition functions using the BO optimization, and it is found that the identified optimum design region is insensitive to the specific choice of the acquisition function (see supplementary information section S9).
To quantify the predictive uncertainty of the GP model used in BO, the inset of Figure 4b shows the predictive uncertainty averaged over the entire design space (2 < T < 4 and 0 <  < 1.0 V) vs. the BO iteration step number. The result shows a decrease in the average uncertainty in the first 15 steps, and it remains approximately unchanged subsequently.
The main panel of Figure 4b , which resolves the predictive uncertainty in the design space with 30 data points, indicates that the predictive uncertainty is the smallest near the optimum region. As shown in Figure 4c , the efficiency of the design optimization method benefits from the strategy of sampling mostly in the near optimum region, especially in the later steps of BO. Alternatively, the optimization convergence can be checked heuristically by comparing the objective function from n BO steps with that from a larger m (>n) BO steps, by assessing the relative convergence ( , ) = | min − min | min ⁄ , where min is the minimum objective after n BO steps (see supplementary information section S11 and Figure S8 ).
To confirm that the MCMC-BO method indeed identifies near optimum designs for the stochastic neural-network circuit, we selected a design in the identified optimum region with experimentally accessible devices and "cooling" schedule parameters, and assessed its performance in comparison to the designs outside this region. The existence of a region instead of a single point allows designing the "cooling" schedule parameter T in accordance with a given  value. For example, for an experimental device with a variation of ≈ 0.15 V, it is identified that T ≈ 3.31 falls in the identified region. The cooling schedule starts from an initial effective "temperature" 0 = 0.5 V and "cools" down with the exponential schedule, which falls in the range of the "temperature" accessible by modulating the gate voltage of the experimental device as shown in Figure 3a . Figure 4d compares the statistical distribution of the cost function for this design with those of two other designs outside the optimum region. Not only the average cost of this design reduces compared to two other designs, but also the variance of the probability distribution decreases. As a result, for the optimum design, the probability of the cost to be smaller than To optimize the design of the Boltzmann machine, we further explore a machine-learningbased strategy to tackle the stochastic nature of the design problem. It is shown that the MCMC-BO method is especially suitable and highly efficient for device-circuit cooptimization of the stochastic-memristor-based neural-network circuit. The IDS-Vg curve shows ambipolar behavior with a minimum conductance point at Vth = -18 V and an on-off ratio of 10 6 . Figure S2 shows the Raman spectrum of the WSe2 layer in our WSe2/BNOx memristor. 
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The interface analysis of the two-dimensional material heterostructures was performed 
S4. 3D Kinetic Monte Carlo Simulation of the Memristor Device
The kinetic Monte Carlo (KMC) method describes the ion transport stochastically in a three-dimensional (3D) numerical grid, as described in detail in Ref. S2 and outlined below. The 3D KMC simulation of the memristor device starts by calculating the rates of vacancy hopping, generation, and recombination processes. For a device as shown in Figure 1a , the total electric field, ⃗, can be computed from the potential calculated using the current continuity equation. Based on the electric field equations, the rate of ionization, hopping and reduction can be described as , = 0 exp( − ), where 0 is a rate constant, is the barrier height, d is the effective hopping distance, is the electric field along the hopping direction, and is the thermal energy. After the rates are calculated, a random number is generated to determine the event time and another random number is used to determine the type of event. Iterating the above procedures, the evolvement of the filament morphology can be obtained. The set probability SET ( < 0 , bias ) can be obtained from multiple KMC simulation samples, as the number of samples which set within < 0 divided by the total number of KMC simulation samples, which is 1000 in this work. Figure S3 shows the simulated stochastic distribution of the SET voltage, which agrees with the experimental results.
S5. Asymptotic form of the SET probability
As described in the main text, the probability function of the stochastic device characteristics can be described by,
(1) The exponential form as described by eq. (1) has the following limits SET ( → −∞) = 0 and ( → +∞) = 1. For a sufficiently large satisfying > ln ( 10 0 ), Eq. (1) can be simplified as
For a sufficiently small , < ln (
, by using the first order Taylor expansion,
where = 1/β and 0 = ln( 0 ) / . It indicates that the function asymptotically approaches the sigmoid function above, or equivalent, the Fermi-Dirac distribution function.
S6. Design of the Boltzmann machine and solution of the timetabling problem 1. Boltzmann Machine
The Boltzmann machine (BM) mimics the thermodynamics of an imaginary physical system, which is used for implementing the simulated annealing algorithm to solve a combinational optimization problem in this work. The network is fully connected with the weights satisfying = . The output of each artificial neuron will feedback into the inputs of all other neurons. The energy difference due to the flipping of the k-th artificial neuron is,
and the probability of the state 1 can be obtained according to the probabilistic update rule similar to the Fermi-Dirac distribution function,
Timetabling problem solved with Boltzmann machine
The school timetabling problem involves assigning teachers to each class of students. Each class of students will be taught a number of different courses over a number of class periods.
Each teacher will require a classroom to teach a particular class of students. In this problem, the class of students is denoted by the classroom that is assigned to them. Let C, T, R, P be the set of courses, teachers, classrooms, and periods. The set of constraints can be described as:
(1). A teacher can only teach N periods of a course in the duration of time table.
(2). During the same period, each course can be given in only one classroom by only one teacher.
(3). During the same period, each teacher can teach only one course in only one classroom.
(4). During the same period, each classroom can be used by only one teacher for only one course.
(5). Each course has a certain teacher.
Suppose a Boolean variable is defined as = { 1,ifcourseiandteacherjareassignedtoroomkinperiodl 0,otherwise . (6) To solve this problem, a 4-dimensional BM is assigned. Thus, the energy function can be given as,
In order to solve an optimization problem with BM, we first need to express the energy and the constraints in a single function. Considering the constraints and the conditions, the energy function can be constructed as, (8) where is the limit of the number that teacher j teach course i in the duration of the timetable. The terms with coefficients (m =1, 2, ... , 5) each encourage satisfaction of constraints (1)- (5) by counting pairwise products, and the additional terms C6, and C7 are insufficient and necessary conditions of C3, and C4, respectively, strengthening the same constrains. The terms are zero only if the timetable satisfies the corresponding constraints.
Together with eq. (7), we can get the expressions of the weight matrix and the additional bias. The weight matrix of the BM network can be expressed as:
where = 1 if = and 0 otherwise. Similarly, each term in this formula corresponds to the constraint in order, and the additional bias can be set as = 1 × . The additional 2 term can be ignored since that it only affects the absolute value of energy but does not affect the relative value.
As an example, the problem is set as 5 courses, 5 teachers, 5 rooms, and 5 periods (C=T=R=P=5) for simplicity. The parameters are set as C1= C2= C3= C4= C5= C6= C7=0.1. One typical optimization result is shown in Table S1 . 
S7. Gaussian process model used in BO
S8. Design in the "temperature" parameter space
The design in the standard deviation of V0 and the temperature ( , TV) design space is also simulated, as shown in Figure S4 . Figure S4a shows the design objective function after 5
initial data points and 25 additional BO steps. As shown by the highlighted region in Figure   S4c , a region of 0 < V < 0.55 and 0 <  < 0.32, is identified as the near-optimal design region. The inset of Figure 4b shows the predictive uncertainty averaged over the entire design space (0 < V < 1.2 and 0 <  < 1.0 V) vs. the BO iteration step number. The uncertainty has a decreasing trend during the 25 BO steps. However, it is slightly larger than that in Figure 4b of the main text, which is caused by the large search space including the region where the total cost is too high to be searched further. (That is also why the search space shown in Figure S4a is smaller.) The smallest predictive uncertainty is still near the optimum region.
S9. Effect of the acquisition function and its parameters
The acquisition function is computed by one of the following three methods: the probability of improvement (PI), which maximizes the probability of improving over the best current value; the expected improvement (EI), which maximize the expected improvement over the current best; the upper confidence bound (UCB) method, which minimizes regret over the course of their optimization by exploiting lower confidence bounds (upper when considering maximization). Figure   S5 . It is shown that the results are not sensitive to the specific choice of the acquisition function for the design optimization problem explored here. In addition, Bayesian optimization allows the exploration and exploitation of an optimum solution to be balanced by the choice of a model parameter. In exploitation, the design space near the minimum mean value is preferred, whereas, in exploration, the design space with large uncertainty is preferred. In the EI acquisition function, the margin parameter , controls the tradeoff, in 
S10. Effect of the stochastic crossbar array device
In the discussions in the main text, the variations of the crossbar array (CBA) parameters are neglected. Figure S7 explores the effect of the randomness of the CBA parameters as another design parameter. The normalized conductance values in the crossbar array are assumed to obey the same Gaussian distribution. For each individual conductance value normalized to its mean value, the Gaussian distribution has a standard deviation of . Figure S7 identifies the optimum region in the ( , ) space, which forms a valley in the design space. To maintain the similar optimum BM performance, a decrease in the randomness of the CBA can be compensated by an increase in within the optimum region. where min is the minimum of the average cost function after n steps. The relative difference between 25 and 50 steps is 0.011%, and that between 25 and 100 steps is 0.026%. The results confirm that the 25-iteration MCMC-BO method is a good balance between the computational cost and accuracy.
