The challenge of finding small targets in big images lies in the characterization of the background clutter. The more homogeneous the background, the more distinguishable a typical target will be from its background. One way to homogenize the background is to segment the image into distinct regions, each of which is individually homogeneous, and then to treat each region separately. In this paper we will report on experiments in which the target is unspecified (it is an anomaly), and various segmentation strategies are employed, including an adaptive hierarchical tree-based scheme. We find that segmentations that employ overlap achieve better performance in the low false alarm rate regime.
INTRODUCTION
When it comes to detecting anomalies, context is everything. Anomalies, by and large, are unspecified entities, defined only by what they are not. An anomaly is something that stands out from its background, that differs from the context in which it finds itself.
When it comes to detecting anomalies in hyperspectral imagery, a wide variety of algorithms have been proposed, many of which are described in recent surveys.
1, 2 These algorithms identify a context (sometimes local, sometimes global, sometimes a combination thereof), and seek to characterize the pixels in that context. Pixels that are inconsistent with their associated characterizations are identified as anomalies.
The RX algorithm 3 provides both a standard benchmark and an illustrative example. In the simplest variant, the context is the whole image, and the characterization is a Gaussian distribution, fit to the sample mean and sample covariance of the pixels in the image. The anomalousness of a pixel is defined by the Mahalanobis distance from the pixel to the centroid of the distribution. A slightly more complicated (and considerably more common) variant uses a moving window as its context. In particular, the anomalousness of a given pixel is based on the mean and covariance of the pixels in an annulus that surrounds that pixel. A smaller context is generally more uniform, which means that smaller deviations from what is normal can be detected.
A local context is also appropriate for identifying local anomalies. A green tree in a forest is not unusual; a green tree in the desert may be. If a large image has both forest and desert areas, the lone tree in the desert may still be interesting, but only because it is unusual with respect to its local context. Detecting anomalous changes follows the same idea. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] In this case there are two (or more) co-registered images, and one seeks the pixel locations for which the corresponding pixels are anomalously changed; i.e., they differ in a way that different from the way all the other corresponding pixels in the images differ. For residualbased anomalous change detectors -of which chronochrome 4 is the most well known, but multivariate alteration detection 5 and covariance equalization 7 are well known alternatives -a single image is obtained (in some cases, 6 that image is explicitly the difference between the two images), and anomalies are sought in that single difference or residual image.
form. (What one explicitly models is not the distribution, per se, but a boundary that encloses a large fraction of the measure in the distribution.) A strength of these approaches is that they recognize and deal with the non-Gaussian structure of real hyperspectral data. A weakness, however, is that they treat the hyperspectral image as a "bag of pixels," without respect to the considerable spatial structure that is evident in imagery.
For anomaly detection in multispectral and hyperspectral imagery, a variety of approaches have been pursued, [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] some involving more sophisticated modeling of the spectral, and others combining spatial aspects of the imagery. In what follows, we will emphasize spatial analysis, and in particular will consider approaches employing image segmentation to limit the context under which anomalousness is sought. The spectral analysis will be standard RX, with sample mean and sample covariance provided by the data in each of the image segments. Also, although interesting anomalies might span a number of adjacent pixels, and although that is something that might be exploited in a more comprehensive anomaly detector, we will consider single pixel and sub-pixel anomalies. That is not to say that the algorithms will be useless against multi-pixel anomalies, just that they will be designed for and evaluated against anomalies with no spatial extent. In other words, it is the spatial properties of the background that we seek to exploit, not the spatial properties of the anomalous targets.
SEGMENTATION-BASED ANOMALY DETECTION

Fixed window segmentation
In the most straightforward use of segmentation, the image is partitioned into disjoint sets of pixels (which we will call segments), and anomalies are sought separately in each segment. In particular, a mean and covariance is computed separately for each segment, and an Mahalanobis distance-based anomalousness is computed for each of the pixels in that segment.
For example, one can very simply and cheaply segment an image into non-overlapping rectangular (typically square) tiles. Given that segmentation, Algorithm 1 describes the process of computing mean and covariance over each segment (i.e., in this example, over each tile), and then computing anomalousness for each pixel in that segment with respect to the mean and covariance associated with that segment. We will use square tiles as a kind of baseline to compare more sophisticated segmentations against. 
Output is anomalousness image A When the segments are small, there is often concern that the anomaly being tested will contaminate the estimates of mean and covariance (as they do in other kinds of target detection 41, 42 ). But when the contamination is the target itself, the effect is more benign.
43 Fig. 1 shows that the effect of contamination can be quite large, but that the effect is only one of calibration. There is a monotonic relationship between the anomalousness measures computed with and without the pixel, and that relationship is constant over the whole image, so relative anomalousness over the pixels in the image is the same in either case. 
Adaptive and hierarchical segmentation
While tile-based segmentations are simple and cheap to obtain, they do not exploit the detailed spatial structure in the image. (They do exploit the general tendency for parts of the image that are far apart spatially to be less correlated spectrally.) Purely spectral segmentation, such as k-means, [44] [45] [46] provide clusters of pixels that are not necessarily adjacent, but that can in principle still be used for anomaly detection. However, this is not very effective for finding single pixels that are locally anomalous, because locality is not taken into account. Variants of k-means that account for spatial structure, such as contig-k-means, 47 or the superpixels given by simple linear iterative clustering (SLIC), 48 are more promising for this purpose, but will not be pursued here.
Our focus here will be on a particular segmentation algorithm, known as HierArchitect, 49-51 which produces not a single segmentation but a stack of them. This segmentation scheme starts with image edges as a prior and establishes proximity-based regional relationships between them via a Delaunay triangulation. The triangles are then grouped into polygons based on region-contour affinity criteria. The grouping criteria tend to assemble spectrally similar areas with relatively smooth boundaries. They are grouped further based on their individual and ensemble spatio-spectral characteristics, thus generating nested polygons at multiple scales. By choosing a particular level of the hierarchy, a finer or coarser segmentation can be obtained. And this segmentation, just like that of the fixed tile segmentation, can be taken as input to Algorithm 1 for finding anomalies in the image.
Detectors based on overlapping segmentations
One difficulty with fixed segmentations is that pixels near the borders of segments may be "less typical" than pixels well into the interior, and may appear as false positives in segmentation-based anomaly detection. Furthermore, particularly with the adaptive segmentation schemes, there may be boundary effects of quantization due to rasterization. We suggest that these problems can be dealt with using algorithms based on overlapping segmentations. For example, a pair of overlapping square tile segmentations leads to the "double-window detector" described in Algorithm 2. The basic idea is to compute two anomalousness maps, one for each segmentation, and then to take the pixel-by-pixel minimum to produce the final anomalousness map. 
An approach which combines the utility of overlapping segmentations with the image-adaptability of the hierarchical segmentation is described in Algorithm 3. Here, each of the segments is made just a little bit larger (in our experiments, we dilated by just two pixels), so as to more completely cover the boundary region. As with the double-window detector, the anomalousness of pixels that are covered by multiple segments is computed by taking the minimum of all the anomalousness values computed for that pixel. 
Moving window detector
The moving window anomaly detector can be thought of as an extreme case of an overlapping segmentation. A separate mean and covariance are computed for every pixel in the image, based on the pixels in a window that is centered on that pixel. A naive implementation of the moving window anomaly detector can be very expensive. If there are N pixels in a p-channel image, and a window of width w is employed, then there will be O(N p 2 w 2 ) + O(N p 3 ) operations to compute the covariance matrices at all the pixels. The implementation in Algorithm 4 speeds this up considerably. The local outer products require O(N p 2 ) operations; depending on the implementation of the smoothing operator, up to O(N pw 2 ) operations are necessary, and much fewer if Fourierbased smoothing (which is standard in packages like Matlab) is used. Finally, the anomalousness computations only take O(N p 3 ) operations (since all of those covariances matrices need to be inverted). In practice, it is the O(N p 3 ) terms that dominate, but that is the same order as an estimate of anomalousness based on a single global estimate of the covariance.
SIMULATED IMAGERY
For real imagery, there is no "ground truth" with respect to the correct hierarchical segmentation. So we will begin with simulated imagery where that decomposition is built into the simulation. The simulated image has a fractal structure based on nested quad-trees, optionally followed by a rotation. In the first step, the image is divided into quadrants, each quadrant is assigned a random value, and that value is assigned to all the pixels in the quadrant. Each quadrant is divided into sub-quadrants, and each of those sub-quadrants is assigned a random value, and that value is added to all the pixels in the sub-quadrant. The process continues until the
4,
Algorithm 4 Anomaly detection with moving window
Require: p-channel image a, window width w
Create temporary image z with p(p + 1)/2 channels. a ← a − mean(a) {Subtract mean from image; this is not strictly necessary, but is numerically advantageous.} for each pixel (j, k) in the image do
Pack the p(p + 1)/2 distinct components of R into z(j, k) end for z ← smooth(z, w) {Smooth image z in place, using a w × w square window} a ← a − smooth(a, w) {Subtract local mean from image a} for each pixel (j, k) in the image do Figure 2 . The first band of two simulated images, with and without rotation, illustrating the hierarchical structure that is designed into Algorithm 5. One can see structure on all scales, as well as strong (and weak) edges. Both images are 1024×1024 pixels and were generated using γ = 0.5.
sub-sub-· · ·-sub-quadrants are individual pixels. An implementation is described in Algorithm 5, and an example is shown in Fig. 2(a) . A variant is to start with an image twice as large as desired, to rotate it by some angle θ, and then to crop the center of the rotated image, as seen in Fig. 2(b) .
Algorithm 5
Simulating one band of a fractal square image of size 2 n on a side. Multi-band images can be made using the same scheme (with different random number seed) for subsequent bands. The larger γ, the more distinct are the larger squares; we used γ = 0.5. Require: Parameters n, γ, θ a(1 : 2 n+1 , 1 : 2 n+1 ) ← 0; {Initialize double-sized image with zeros} for i = 1 to n + 1 do w ← 2 n+1−i {width of square; there will be 4 i of these squares, corresponding to the ith level of a quad-tree.
is a range that covers a square of width w} Let r be a random scalar {We use a Gaussian distribution}
γ r {Add random value to square of width w} end for end for end for a ← rotate(a, θ) {Rotate image by angle θ} Let (c, c) be the center of the rotated image
Simulating anomalies
Starting either from a simulated or a real image, anomalies can be artificially embedded in the image so that algorithms for detecting anomalies can be quantitatively evaluated. Our approach for this simulation is to draw from the image itself. Our anomalies are not spectrally anomalous with respect to the entire image; indeed, they are typical in this global context by definition, since they are drawn at random from the image. However, by placing the pixels in new random locations -the details are shown in Algorithm 6 -we will generate local anomalies, pixels that are not by themselves unusual, but are unusual with respect to their local context. In the experiments reported here, m = 1049 anomalies were generated; this corresponds to 1/1000 of the total number of pixels.
Algorithm 6
Simulating full (α = 1) and sub-pixel (α < 1) anomalies; this algorithm inserts m anomalous pixels into the image a. These anomalies are obtained from random positions in the same image.
Require: Image a, Parameters m, α
Choose m random pixels locations in the image a:
. . , p(m) be a random permutation of the integers {1, . . . , m}.
RESULTS
With simulated images and simulated anomalies, we are able to evaluate and compare the different segmentationbased anomaly detectors that we have discussed. Figure 4 . ROC curves for local anomaly detection in simulated images, using a variety of strategies. The original images are 1024×1024 pixels, and are based on the simulation illustrated in Fig. 2 (a) and Fig. 2(b) . The anomalies are single-pixels that were simulated by sampling randomly from across the image.
For the unrotated image in Fig. 2(a) , there is a fortuitous (and unnatural) alignment of the natural hierarchy of the image with the image axes. This means, for instance, that tile-based segmentation (especially if those tiles are squares whose widths are powers of two) will very neatly match the built-in segments in the simulated image. One consequence of this alignment is seen in within-segment variances shown in Table 1 . In general, the smaller the within-segment variances, the better, because less clutter means anomalies are more detectable. We see that with the fixed window segmentation leads to low variance for the unrotated image. The moving window is also aligned with the natural hierarchy, but it does not have as low a variance because although the axes are aligned, the offsets generally are not. The HierArchitect segmentation (which is seen in Fig. 3(a) ) is smaller still, partly because the boundaries have been adapted to the image content (but possibly also because, at this level of the hierarchy, there were more segments than for the fixed window). The dilated segmentation has substantially higher variance, nominally suggesting that its performance should be worse than the original HierArchitect segmentation. Fig. 4(a) shows the actual performance, as defined in terms of detections and false alarms. It shows excellent performance for the fixed window detector, and only marginally better performance for the much lower-variance segmentation given by HierArchitect, and that marginal improvement only coming in the high false-alarm rate regime. At lower false alarm rates, the HierArchitect solution is the worst of all the plotted alternatives. That this can be attributed to effects on the border of the segments is indicated by the substantially better performance at low false alarm rate exhibited by the dilated HierArchitect.
The rotated case should be considered more typical, because the fortuitous alignments no longer apply. In this example, looking again at Table 1 , the square window variances are much larger than the adaptive HierArchitect variances, even though those windows are on average smaller. And in this case, Fig. 4 shows that in the moderate false alarm rate regime (larger than 10 −3 ), the HierArchitect performance is substantially better than any of the square window variants. Also, in this unaligned case, we see that the moving window and double-window detectors outperform the fixed window detector, and this is seen over the full range of false alarm rates. As with the aligned case, we also see that the small two-pixel dilation dramatically improves the low false alarm rate performance of the HierArchitect detector.
CONCLUSIONS
To investigate and compare the effectiveness of segmentation-based anomaly detectors, we developed a way to simulate imagery that builds in a natural hierarchical structure. We also proposed a principled scheme to simulate anomalies in a way that tests for local anomalousness without confounding that with global anomalousness. Based on this imagery and these anomalies, we produced ROC curves that quantified the performance of different detection algorithms in terms of detection and false alarm rates. Table 1 . Number of segments and average within-segment variances for four segmentations. Although the moving window has a huge number of (highly overlapping) segments, it is the same size as the fixed window, which has a width of 128 pixels.
One conclusion to be drawn from the performance of the detectors in Fig. 4 is that overlapping segmentations outperform disjoint segmentations in the low false alarm rate. The tendency of false alarms to concentrate on the boundaries of segments is a problem that has been previously noted, [52] [53] [54] and the effect of the overlapping segments is to ameliorate these boundary effects.
The ostensible problem with the moving window (aside from the computational expense) is that a window that straddles two natural segments of an image will have larger variance than is needed to express the natural variability expected at the center pixel, thereby reducing the magnitude of anomalousness that is detectable. This effect is exhibited as reduced performance for the moderate false alarm rate regime, compared to adaptive segmentation, such as that given by the HierArchitect. But the moving window has a robustness against false alarms because the pixel under test is always far from the boundary, and this is seen in the respectable performance at low false alarm rate.
In this paper, we introduced two tricks for improving the performance of segmentation-based anomaly detection: the double-window (or twindow !) trick, and the dilation trick. Both tricks involve overlapping segments, and this overlap minimizes the false alarms that occur on the boundaries of segments. These methods are competitive with the moving window algorithm, but are much cheaper. And in the case of the dilated HierArchitect, we can combine the advantages of adaptive segmentation with the robustness of these overlaps to produce a detector the performs well across the whole range of false alarm rate.
