The asymptotic optimal scaling of random walk Metropolis (RWM) algorithms with Gaussian proposal distributions is well understood for certain specific classes of target distributions. These asymptotic results easily extend to any light tailed proposal distribution with finite fourth moment. However, heavy tailed proposal distributions such as the Cauchy distribution are known to have a number of desirable properties, and in many situations are preferable to light tailed proposal distributions. Therefore we consider the question of scaling for Cauchy distributed proposals for a wide range of independent and identically distributed (iid) product densities. The results are somewhat surprising as to when and when not Cauchy distributed proposals are preferable to Gaussian proposal distributions. This provides motivation for finding proposal distributions which improve on both Gaussian and Cauchy proposals, both for finite dimensional target distributions and asymptotically as the dimension of the target density, d → ∞. Throughout we seek the scaling of the proposal distribution which maximizes the expected squared jumping distance (ESJD).
Introduction
There has been considerable interest in the scaling of the proposal variance of random walk Metropolis (RWM) algorithms with Gaussian distributed increments, see, for example, Roberts et al. (1997) , Breyer and Roberts (2000) , Roberts and Rosenthal (2001) , Neal and Roberts (2006) , Bédard (2006 ), Sherlock (2006 . If the proposal variance is too small, most proposed moves are accepted but the RWM algorithm takes many iterations to move across, and hence explore, the sample space. Alternatively, if the proposal variance is too high most proposed moves are into areas of the sample space with low posterior probability, and are hence rejected. Therefore the algorithm will spend many iterations 'stuck' at a given value before moving. A compromise between the two extremes offers an optimal proposal scaling. In the seminal work of Roberts et al. (1997) , exact asymptotic results as d → ∞ for the scaling of the proposal variance for d-dimensional independent and identically distributed (iid) product densities were obtained. Somewhat surprisingly it was found that the optimal proposal variance corresponded to an asymptotic average acceptance rate of 0.234. The resulting 'rule of thumb' of tuning the proposal variance such that approximately 1 in 4 proposed moves are accepted has been found to be very robust, Breyer and Roberts (2000), Roberts and Rosenthal (2001) (2006) is that it is symmetric and has finite second moment whilst restricting attention to elliptically symmetric target distributions. It is known that heavy tailed proposal distributions for RWM algorithms have a number of desirable properties, see Jarner and Roberts (2007), and as a consequence are often preferable to light tailed proposal distributions. Therefore it is interesting to study the optimization of the scaling of RWM algorithms with Cauchy proposal distributions. The optimization of the RWM algorithm is obtained by maximizing the expected squared jumping distance (ESJD), see Section 2 below or Sherlock (2006), Chapter 3 for a full discussion. As with (Roberts et al. 1997) and Neal et al. (manuscript in preparation) we restrict attention to iid product densities, see (2.1) below. Depending upon the nature of the target density, a Cauchy proposal distribution may or may not be an improvement upon Gaussian proposal distributions. However, the analysis sheds light on the key features determining the ESJD and leads to more efficient proposal distributions. The efficiency gains are not only asymptotic results as d → ∞ but are in some cases explicit for finite d ≥ 2.
The paper is structured as follows. A description of the RWM algorithm along with details of the target densities to be considered are given in Section 2. Analysis of the ESJD for continuous and discontinuous target densities are given in Sections 3
