Estimating dependency is a fundamental task in data management. Identifying the relevant variables leads to better understanding and improves both the runtime and outcome of data analysis. In this paper, we propose Monte Carlo Dependency Estimation (MCDE), a framework to estimate multivariate dependency. MCDE quantifies dependency as the average discrepancy between marginal and conditional distributions via Monte Carlo simulations. Based on this framework, we present Mann-Whitney P (MWP), a novel dependency estimator. We show that MWP satisfies a number of desirable properties and demonstrate the superiority of our estimator against the state-of-the-art multivariate dependency measures.
INTRODUCTION 1.Motivation
Estimating statistical relationships between variables is fundamental to any knowledge discovery process and has become an important topic in the database community [4, 9, 28] . Knowing the relationship between attributes, one can infer useful knowledge about unknown outcomes. For example, knowing that weight and arterial pressure correlate with the odds of contracting certain diseases may guide physicians, when predicting whether a patient will become sick within a year or not.
In the real world, data often comes as an open-ended, ever evolving stream of sensor signals. The signals can be noisy, redundant or generated at a varying speed. In this setting, the timely detection of changes in the stream is crucial; the early discovery of anomalies can, say, facilitate predictive maintenance and yield tremendous cost savings. We see the following requirements which any dependency estimator should satisfy. To our knowledge, any existing Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. solution only fulfils some of them at best. In this article, we propose a new estimator which features all these characteristics: R1: Multivariate. Bivariate measures only apply to two entities (i.e., variables, vectors). Estimating the dependency between more than two entities is useful as well, but existing attempts to generalize bivariate measures lack efficiency or effectiveness, as we will show.
R2: Efficient. Monitoring and respective computations should be 'at least as fast' as the stream. Next, one often is not only interested in one set of attributes, but potentially in all of them. Since the number of attribute combinations grows exponentially with the number of attributes, the efficiency of dependency estimators is crucial, with large data sets in particular.
R3: General-purpose. Dependency estimators should not be restricted to specific types of dependency, or they may miss important associations. Existing multivariate estimators are typically limited, e.g., to monotonous dependencies or to functional ones.
R4: Intuitive. A method is intuitive if its parameters are easy to set, i.e., users understand their impact on the estimation process. Existing solutions typically have unintuitive parameters, and the suggestion of 'good' parameter values often happens at the discretion of the inventors. Different values often yield very different results. This calls for a method that is intuitive to use.
R5: Non-parametric. Since real data can exhibit virtually any kind of distribution, it is not reasonable to use measures relying on parametric assumptions. The risk is to systematically miss relevant effects with wrong assumptions.
R6: Interpretable. The results of dependency estimators should be interpretable. In particular, the returned estimate should have a maximum and a minimum, so that one can interpret a given estimate from 'highly dependent' to 'independent'. R7: Sensitive. Dependency estimation is not only about deciding whether a relationship exists, but also about quantifying its strength. Data points generally are observations sampled from a potentially noisy process. The same dependency should get a higher score when observed with more objects, as the size of the observed effect -the 'effect size' -is larger.
R8: Robust. Real-world data may be of poor quality. It is common to discretise attributes, for a more compact representation. Next, measuring devices often have a limited precision, such that values are rounded or trimmed, wrongly leading to points with exactly the same values. Such artefacts can have a negative influence on the estimation. In other words, estimators need to be robust against duplicates and imprecision.
R9: Anytime. Last but not least, users should be able to trade accuracy for a faster computation and to interrupt the estimation process at any time; a data set may be too large to allow for acceptable computation times, or the rate of incoming items from a data stream may vary. Thus, users should be able to set a 'budget' they are willing to spend, and the estimator should return approximate results, ideally with a known quality, in case of early termination.
Contributions
The contributions of this article are as follows:
We introduce Monte Carlo Dependency Estimation (MCDE), a framework to estimate multivariate dependency. MCDE estimates the dependency of an attribute set as the average discrepancy between marginal and conditional distributions, via Monte Carlo simulations. In each iteration, a condition is applied on each dimension, in a process called subspace slicing [11] . A statistical test quantifies the discrepancy between the marginal and conditional distributions of a dimension taken at random. MCDE is abstract, since the underlying statistical test is left unspecified. We determine a lower bound for the quality of the estimation, allowing to trade a quantifiable level of accuracy for a computational advantage.
As a proof of concept, we instantiate within MCDE a new dependency measure, named Mann-Whitney P (MWP). MWP relies on the Mann-Whitney U test, a well-known non-parametric statistical test [15] , to quantify the average discrepancy between the marginal and conditional distributions. We describe the implementation of MWP in detail. We compare our estimator to the state of the art. We benchmark each approach using an assortment of synthetic dependencies. In particular, we measure the statistical power and execution time of each approach. This will show that MWP fulfils all requirements while the existing ones do not.
We release our source code and experiments on GitHub 1 , together with documentation, to ensure reproducibility.
Paper outline: Section 2 reviews related work. Section 3 describes MCDE and MWP. Section 4 evaluates MWP and compares it to the state of the art. Section 5 concludes. In Appendix, we provide the formal proofs and details about our algorithms and experiments.
RELATED WORK
Estimating the correlation has been of interest for more than a century. Many bivariate measures exist, e.g., [21, 24] . Some of them also target at quantifying the association between two vectors which are possibly multivariate [1, 8, 14, 25] . However, they can only measure the dependency between two entities -not several ones, i.e., they do not fulfil requirement R1. They also often have other drawbacks. For example, the Pearson correlation coefficient is parametric (R5) and targets at linear dependencies (R3).
There are attempts to extend bivariate dependency measures to the multivariate case. [22] propose an extension of Spearman's ρ to multivariate data (MS), but it is limited to monotonous relationships (R3). Several authors also propose multivariate extensions of Mutual Information [26] . For example, Interaction Information (II ) [16] quantifies the 'synergy' or 'redundancy' in a set of variables. Similarly, Total Correlation (TC) [27] quantifies the total amount of information. However, information-theoretic measures are difficult to estimate, as they require knowledge about the underlying probability distributions. Density estimation methods, based on kernels, histograms or local densities, all require to set unintuitive parameters (R4) and may be computationally expensive (R2). Next, with many dimensions, density estimation becomes meaningless, due to the curse of dimensionality [2] . Information-theoretic measures also are difficult to interpret (R6), since they usually correspond to a quantity of bits or nats, that is theoretically unbounded.
1 https://github.com/edouardfouche/MCDE-experiments More recently, Cumulative Mutual Information (CMI ) [20] , Multivariate Maximal Correlation (MAC) [19] and Universal Dependency Score (UDS) [18] have been proposed as multivariate dependency measures. They are remotely related to concepts from information theory, as they rely on the so-called cumulative entropy [5] . However, these measures are computationally expensive (R2) and not intuitive (R4). They also are difficult to interpret, because their theoretical maximum and minimum vary with the number of dimensions (R6). Another approach, High Contrast Subspaces (HiCS) [11] , is the one most similar to MCDE/MWP. It introduces subspace slicing as a heuristic to quantify the potential of subspaces to contain outliers. Yet the suitability of HiCS as a dependency estimators is unknown so far. To our knowledge, the requirements R7, R8 and R9 have not been considered in the literature.
In Section 4, we compare our estimator MWP to the related work, namely MS, TC, II, CMI, MAC, UDS and HiCS, against each of our requirements, via experiments.
THE MCDE FRAMEWORK
Dependency estimation determines to which extent a relationship differs from randomness. In this spirit, MCDE quantifies a dependency, i.e., an extent of independence violation, based on marginal and conditional distributions.
Notation
A database DB is a set of dimensions/attributes/variables D = {s 1 , . . . , s d } and a list of objects B = (ì x 1 , . . . , ì x n ), where ì
We call a subspace S a projection of the database on d ′ attributes, with S ⊆ D and d ′ ≤ d. To formalize our framework, we treat the attributes in D as random variables, i.e., a random variable X s j represents each attribute s j ∈ D. Additionally, p(X ) is the joint probability density function (pdf ) of a random vector X = X s i s i ∈S and let p(X ) denote the empirical estimation of this pdf. We use p s j (X ) and p s j (X ) for the marginal pdf of s j and its estimation. P(S) is the power set of S, i.e., the set of all attribute subsets. For any attribute subset S ′ ∈ P(S), its random vector is X S ′ = X s i s i ∈S ′ , and its complement random vector is X S ′ = X S \S ′ = X s i s i ∈S \S ′ .
Theory of MCDE

Measuring Dependency via Contrast.
A set of variables is independent or uncorrelated if and only if all the variables are mutually independent. By treating the attributes of a subspace as random variables, we can define the independence assumption of a subspace as follows: Definition 1 (Independence Assumption). The independence assumption A of a subspace S holds if and only if the random variables {X s i : s i ∈ S } are mutually independent, i.e.:
Under the independence assumption, the joint distribution of subspace S is expected to be equal to the product of its marginal distributions. We can define a degree of dependency based on the degree to which A does not hold: Definition 2 (Degree of Dependency). The degree of dependency D of a subspace S is the discrepancy, abbreviated as 'disc', between the observed joint distribution p o (X ) and the expected joint distribution p e (X )
While one can estimate the discrepancy between two probability distributions, using for instance the Kullback-Leibler divergence, this is not trivial here because p o (X ) and p e (X ) are a priori unknown. We work around this as follows: Lemma 1. The independence assumption A of a subspace S holds if and only if the joint pdf for all S ′ ∈ P(S) is equal to its joint conditional pdf given all other variables S \ S ′ :
Lemma 1 provides an alternative definition of A. However, it is still problematic: First, a multivariate density estimation is needed to estimate p(X S ′ ) and p(X S ′ |X S ′ ) with |S ′ | ≥ 1 in the multivariate case. Second, even if one could estimate p(X S ′ ) and p(X S ′ |X S ′ ), estimating the densities for all S ′ ∈ P(S) is intractable. We instead relax the problem by considering only subspaces with |S ′ | = 1, i.e., we only look at the marginal pdf of single variables.
Definition 3 (Relaxed Independence Assumption). The relaxed independence assumption A * of a subspace S holds if and only if the marginal distribution p s i (X ) of each variable s i ∈ S equals p s i (X |X s i ), i.e., the conditional pdf of s i :
Lemma 2 (Independence Assumption Relaxation). A(S) ⇒ A * (S), i.e., we can relax A into A * for any subspace S.
Loosely speaking, the relaxed independence assumption holds if and only if knowing the value of all variables but s i does not bring any information about s i .
A(S) ⇒ A * (S), then ¬A * (S) ⇒ ¬A(S), i.e., showing that A * does not hold is sufficient but not necessary to show that A does not hold. Thus, we can define a relaxed degree of dependency D * of a subspace S, as the discrepancy disc between the observed marginal distribution p o s i (X ) and the expected one p e s i (X ). Under the relaxed independence assumption A * , we have p e s i (X ) = p o s i (X |X s i ). We define D * as the expected value E[.] of this discrepancy: Definition 4 (Relaxed Degree of Dependency).
This definition is broad and contains a whole class of dependency estimators, e.g., [11] . This class of estimators aims at measuring a so-called notion of contrast of the subspace. D * -or contrastis a variant of D which is much easier to estimate: First, it relies on the comparison of marginal against conditional densities, i.e., multivariate density estimation is not required. Second, the number of degrees of freedom of A * (S) increases linearly with |S |, while exponentially for A(S). Thus, D * is less expensive to estimate.
By definition, D * does not take into account the dependency between multivariate subsets, but only of each variable versus all others. However, we argue that this relaxation is not problematic, and even supports interpretability. In fact, the detection of dependency is only interesting as long as we can observe effects w.r.t. the marginal and conditional distributions: In real-world scenarios, one is typically looking for interpretable influences of particular variables -so-called 'targets' -on the system and vice versa.
Estimating Conditional Distributions.
The difficulty to estimate D * is estimating the conditional distributions p s i (X |X s i ), because the underlying data distribution is unknown. As suggested in [11] , we can simulate conditional distributions by applying a set of conditions to S, in a process called subspace slicing.
Definition 5 (Subspace Slice).
A slice c i of subspace S w.r.t. dimension s i is a set of |S | − 1 conditions l s j , u s j , which restricts the values of each dimension s j ∈ S \ s i :
where n ′ ∈ {1, . . . , n} is the number of objects per condition, and s i is the reference dimension. We say that ì x k ∈ c i when ì x k fulfils all the conditions in c i . We definec i as the set of complementary conditions:
p s i |c i (X ) and p s i |c i (X ) denote the conditional pdf of the observation in the slice c i and of its complementc i respectively. P c (S) is the set of all possible slices in subspace S.
We choose each interval in a slice at random and independently from each other. Under the independence assumption, the expected share of observations α in the slice is equal to α = (n ′ /n) |S |−1 . Interestingly, n ′ can be determined given α and |S |:
As a result, subspace slicing can be done in a dimensionalityaware fashion. When α is a constant, the expected number of objects per slice does not change between subspaces with different dimensionality. Thus, subspace slicing is a dynamic grid-based method, which does not suffer from the curse of dimensionality.
Definition 6 (Dimensionality-aware Slice). A dimensionality-aware slice c α i of subspace S is a set of |S | − 1 conditions:
For brevity, we assume a fixed α ∈ (0, 1) and write c i ≡ c α i , and we omit '(X )' in p s j (X ) and p s j |c j (X ) in the following.
The idea behind dimensionality-aware slicing is to simulate conditional distributions empirically. Under the A * -assumption, the conditional distribution p s i |c i equals the marginal distribution p s i , for any dimension s i and slice c i .
Lemma 3 (A * and Conditional Distributions).
3.2.3 Discrepancy Estimation. In reality, one only has a limited number of observations, i.e., one only has access to empirical distributions. A solution is to use a statistical test T : However, since the number of observations is finite, the observations fromp s i |c i are included in the set of observations fromp s i . This is problematic, as statistical tests assume the samples to be distinct. Plus, when α ≈ 1,p s i |c i converges top s i , i.e., the two populations are nearly the same. Conversely, α ≈ 0 yields spurious effects, since the sample fromp s i |c i is then small. We solve the problem by observing that p s i |c i and p s i |c i are equal under A * .
Theorem 1 (A * and Complementary Conditions).
Hence, one can evaluate the assumption by looking instead at the discrepancies between the conditional distribution and its complementary conditional distribution. When doing so, the samples obtained from both distributions are distinct.
Dimensionality-aware slicing is defined based on α, the expected share of observations in the slice c i . Thus, the expected share of observationsᾱ inc i equals 1 − α. This leads to setting α = 0.5, so thatᾱ = α. This choice is judicious for statistical testing, as equal sample sizes lead to higher statistical stability, and we get rid of α.
To further improve slicing, we also propose to restrict the domain of the reference dimension s i to the same proportion α of objects. When doing so, statistical testing detects local effects in the marginal distributions better than when considering the full range. Next, this reduces the number of points in the two samples, leading to lower computational requirements of the underlying statistical test. Formally, we define the marginal restriction as follows: Definition 7 (Marginal Restriction). A marginal restriction is a condition on the reference dimension s i , i.e., an interval r i :
j ∈ r i }| = ⌈α · n⌉. We define p s i |c i |r i as the restricted conditional distribution given c i , r i . P r (S) is the set of all restrictions in subspace S.
We illustrate slicing in Figure 1 , with an independent subspace on the left-hand side and with subspaces with noisy dependencies on the right. The grey lines show a random slice c x on the y-axis. Two black bold lines stand for the restriction r x . The points in dark blue are in the restricted slice c x |r x and the points in light orange are in c x |r x . Using histograms, we plot along the x-axis the distribution of the points in both samples. From the histograms, we can see that the two distributions are relatively similar for Figure 1 After each slicing operation, one obtains two object samples B c i |r i and Bc i |r i such that B c i |r i ∩Bc i |r i = ∅, and we use a statistical test T to estimate the discrepancy betweenp s i |c i |r i andp s i |c i |r i .
A statistical test T (B 1 , B 2 ) on two samples B 1 and B 2 typically yields a p-value. Traditionally, one uses p-values to assess the statistical significance. Conversely, p c = 1 − p is a confidence level or probability to truly reject a false null hypothesis. The rationale behind D * is to yield values quantifying the independence violation. We define our own notion of contrast, abbreviated as C, as the expected value of the confidence level of a statistical test T between the samples from the conditional distributions for all the possible dimensions s i , slices c i and restrictions r i :
where the test T yields p c -values, and we draw c i , r i randomly and independently from each other from P c×r ≡ P c (S) × P r (S), w.r.t. any reference dimension s i in subspace S.
By definition, T ∼ U[0, 1] when the two samples are independent, and T ≈ 1 as the evidence against independence increases. The properties of C follow:
(1) C converges to 1 as the dependency in S increases, since the 
Monte Carlo Approximation.
Unfortunately, C is impossible to compute exactly; one would need to know the distribution for every dimension, slice and restriction. Instead, we approximate C via Monte Carlo (MC) simulations, using M iterations. At each iteration, we choose the reference, slice and restriction at random. The approximated contrastĈ is defined as follows: Definition 9 (Approximated ContrastĈ).
where [c i |r i ] m means that we draw i, c i and r i randomly at iteration m, i.e., i ← {1, ..., |S |} and {c i , r i } ← P c×r .
Interestingly, we can bound the quality of the approximation. From Hoeffding's inequality [10] , we derive a bound onĈ w.r.t. C, which decreases exponentially with increasing M:
Theorem 2 (Hoeffding's Bound ofĈ).
where M is the number of MC iterations, and 0 < ε < 1 − C. This is very useful. For instance, when M = 200, the probability ofĈ to deviate more than 0.1 from its expected value is less than 2e −4 ≈ 0.04, and this bound decreases exponentially with M. Thus, one can adjust the computational requirements ofĈ, given the available resources or a desired quality level. In other words, users can set M intuitively, as it leads to an expected quality, and vice versa. Furthermore, M is the only parameter of MCDE. See Appendix A for our formal proofs.
Instantiation as MWP
To use the MCDE framework, one must instantiate a suitable statistical test as T . To comply with our requirements, this test needs to be non-parametric (R5) and robust (R8). As a proof of concept, we instantiate T as a two-sided Mann-Whitney U test [15] .
The U test has the following features which other statistical tests may lack. First, it is one of the most powerful statistical tests [17] : Its power-efficiency approaches 95.5% when comparing it to the t-test, as the number of observations n increases. But contrary to the t-test, the U test is non-parametric. Second, [6] shows that the U test is more efficient than the Kolmogorov-Smirnov test for large samples. Finally, the U test does not require continuous data, as it operates on ranks. Thus, it is robust and applicable to virtually any kind of ordinal measurements.
Our approach, MWP, is the instantiation ofĈ using a two-sided U test as the statistical test T . The letter P emphasises that the test returns a p c -value, as required by MCDE, i.e., whenever the evidence against independence increases, the values of the U test approach 1. MWP is the average of this test over M iterations:
Definition 10 (Mann-Whitney P (MWP)).
Algorithmic Considerations & Complexity
We now give an overview of our algorithm to efficiently compute the MWP score of a subspace S. See Algorithm 1.
First, we construct an index (Line 2), as a preprocessing step, to avoid the expensive repetition of sorting operations. Afterwards, for M iterations, we slice the data (Line 6) and compute the U test (Line 7). We can do this efficiently thanks to the index, because tuples are sorted. MWP is the average U test outcome over M iterations.
slice ← Slice(I, r )
7:
result ← result + U-test(I, slice, r ) 8: result ← result/M 9: return result To replace the statistical test, one only needs to change the algorithm behind U-test. The rest is part of the MCDE framework and does not require any adaptation. Since |S | ≪ n, the overall complexity of MWP is in O(n ·loд(n)+M ·n). The index construction is asymptotically the most expensive step, as it is in O(n · loд(n)). However, one only needs to construct the index once. When the index for a given data set is available, one can compute MWP in linear time for the exponential number of subspaces. Thus, MWP scales well with the size of the data set. In Appendix B, we outline our algorithms for the index construction, slicing and the statistical test. We also provide a detailed complexity analysis. 
EVALUATION
We implement every approach in Scala. We re-implement MS following [22] , TC and II following [26] using Kraskov's [13] and Kozachenko & Leonenko estimators respectively, with k = 4. We use the R*-tree implementation from ELKI [23] to increase the efficiency of the k-NN queries. For CMI, MAC, UDS and HiCS, we use the implementation in [18] . Each algorithm runs single-threaded in a server with 32 cores at 2.2 GHz and 64GB RAM, with default parameters, if any. If not stated otherwise, the samples we use have n = 1000, d = 3, and we set M = 50 for MWP and HiCS. In most existing studies, such as in [19, 21] , n usually is equal or lower. Hereafter, we focus on the comparison of MWP to the state-ofthe-art approaches. Appendix C contains a detailed evaluation of MWP w.r.t. parameters d, n, M and requirements R7 and R8.
Methodology
To compare the approaches, we characterise the score they produce w.r.t. different dependencies of variable noise. Intuitively, noiseless dependencies should lead to higher scores than noisier ones.
Dependency Generation.
For benchmarking, we use an assortment of 12 multivariate dependencies scaled to [0, 1], as showed in Figure 2 . For each dependency, we repeatedly draw n objects with d dimensions, to which we add Gaussian noise with standard deviation σ , which we call noise level. We provide the pseudo-code for the generation of each dependency in Appendix B.
Evaluation Measures.
A dependency estimator E is an operator E(S) → score which computes a score for a subspace S. We inspect the score of each estimator E against each dependency X, with increasing noise level σ . We consider 30 noise levels, distributed linearly from 0 to 1. For better comparability, we also include the independent subspace I in the experiments, where each attribute is i.i.d. in U[0, 1]. For each dependency and each noise level, we draw 500 subspaces to compute the estimate. We record the average (avg) and standard deviation (std) for each estimator and, as in other multivariate studies [12, 18, 21] , we compute the statistical power with confidence γ = 0.95, see Appendix C. 
Score Distribution and Statistical Power
We observe the distribution of the scores for each approach in Figure 3 . Please note that the figures are best seen in colour. The expectation is that the scores and statistical power are high for noiseless dependencies, i.e., the left side of the plot is blue, and decrease gradually as we add noise. A noise level σ = 1 is comparably high, since the data is scaled to [0, 1]. Thus, the right side of the plot should be red, standing for low scores, or low power. First, we see that the average score of MWP is most similar to TC. TC however is unbounded, and its scores follow a logarithmic scale. This means that the estimates of TC change very abruptly. We see that MWP scores are slightly smaller for noiseless dependencies with many ties w.r.t. marginal distributions, such as H and Hc, which we attribute to the correction for ties in the U test.
II can yield positive or negative values. We visualize the absolute value of II with a logarithmic scale. We mark the dependencies which obtain a positive score in their noiseless form with a plus sign. II assigns high scores to every noiseless dependency. However, the score decreases rapidly with noise, except for L.
HiCS shows a similar behaviour as MWP, except that the scores decrease faster, and that many dependencies start with a low score, even in the noiseless form, such as C, Dl, H, Hs, S5 and St.
Next, MS and UDS are restricted to monotonous and bijective functional relationships respectively. They can detect only 3 out of 12 dependencies. MAC and CMI behave curiously. Their scores change noticeably only for C, Dl, L, P and S1. The values of MAC also change very abruptly and even non-monotonously with noise. For example, L and S1 obtain lower scores with a noise level of 0.3 than with higher noise levels. CMI evolves smoothly. However, for many dependencies, including I, the score increases again with more noise: The shades on the right are lighter, which shows a bias towards noise, independently from the underlying relationship.
While HiCS, UDS, MAC and CMI are expected to be in 
HcG
Hs Figure 4 reveals that MWP, TC and HiCS achieve high power in any situation up to a certain extent of noise. MWP shows slightly more power with C, H, Hc, HcG, Hs and St. II can detect almost every dependency, but the power decreases rapidly with noise and dimensionality. MS detects Dl, L, P, S1, S5 and Zi, but misses all other dependencies. MAC looks unstable, since its power evolves in a non-monotonous way and decreases with increasing dimensionality by much. In fact, it is not able to detect most dependencies for d = 5. UDS can only detect L, P and S1, a clear limitation. CMI has maximal power for each dependency and noise level for d = 3, which is unrealistic: CMI reaches its lowest score against the noiseless I, our baseline for power.
Scalability
We measure the average CPU time for each estimator against 500 independent data sets with growing n and d. Note that which data set we use only has a marginal effect on the measured time. For consistency, we use instantiations of I for every estimator. Figure 5 graphs the results. As we can see, MWP is the second fastest after MS. HiCS and CMI scale relatively well with n and d. There is a second group formed by TC, II and UDS one order of magnitude slower. However, II does not scale well with d. MAC is way behind all others. One should note that the runtime of MWP can be further improved via parallelisation and prior indexing.
Discussion
Our study shows that MWP fulfils all our requirements. We have compared MWP to a range of multivariate (R1) and non-parametric (R5) approaches. We have shown to which extent they are efficient (R2), general-purpose (R3), interpretable (R6), sensitive (R7) and robust (R8). Each approach, except MWP and MS, has at least one unintuitive parameter (R4): TC and II require k ∈ N, CMI requires Q ∈ N, MAC requires ϵ ∈ (0, 1), UDS requires β ∈ N, HiCS requires α ∈ (0, 1). Next, only MWP and HiCS allow to trade accuracy for a computational advantage (R9). Table 1 summarizes our findings.
All in all, MWP is a state-of-the-art estimator: It is versatile, allowing quality-runtime trade-offs and parallelisation, which is useful when time is critical, e.g., in large data streams. At the same time, it shows excellent detection quality with no restriction on the dependency type, while being easy to use and interpret. MWP features a blend of properties that so far no competitor offers. 
CONCLUSIONS & OUTLOOK
In this paper, we have introduced MCDE, a framework to estimate multivariate dependency, and its instantiation as MWP. We have shown that MWP fulfils all the requirements one would expect from a state-of-the-art dependency estimator. Compared to other approaches, it provides high statistical power on a large panel of dependencies, while being very efficient. Thus, MCDE/MWP is particularly promising for correlation monitoring in data streams.
As future work, we will study the deployment of MCDE in streaming scenarios. Our goal is to characterize the anytime flexibility of MCDE by refining the bound presented in Theorem 2 via further assumptions. It will also be interesting to consider different instantiations of the statistical test, e.g., by comparing recent modifications of the Mann-Whitney U test, such as [7] and [3] . Finally, the efficiency of MCDE in the streaming setting could be further improved via efficient insert and delete index operations.
A.5 Theorem 2
where M is the number of MC iterations, and 0 < ε < 1 − C.
Proof. Let us first restate Theorem 1 from Hoeffding [10] : Let X 1 , X 2 , . . . , X n be independent random variables 0 ≤ X i ≤ 1 for i ∈ {1, . . . , n} and letX = 1 n (X 1 + X 2 + · · · + X n ) be their mean with expected value E[X ]. Then, for 0 < t < 1 − E[X ]: 
B ALGORITHMS B.1 Pseudo-code for the Index Construction
We outline the construction of the index in Algorithm 2. The index I is a one-dimensional structure containing the adjusted ranks and tying values corrections for each dimension. It consists of |S | elements {I 1 , . . . , I |S | }, where I i is an array of 3-tuple 
while j ≤ n do 7:
adjust ← adjust + r i k 10: increment k and t
11:
if k > j then 12: adjusted ← (adjust + r i k )/t 13: correction ← correction + t 3 − t
14:
for m ← j to k do 15:
else 17:
18:
B.2 Pseudo-code for Slicing
Algorithm 3 is the pseudo-code of the slicing process. We can slice the input data efficiently, because the tuples are already sorted in the index structure. We successively mask the row numbers based on a random condition for all but one reference attribute s r . Since we visit each value at most once, the complexity is in O(|S | · n). end ← start + slicesize 6: for j ← 1 until start and end + 1 to n do
slice[l i j ] ← false 8: return slice
B.3 Pseudo-code for the Statistical Test
Algorithm 4 is our approach to compute the statistical test. We determine a restriction [start, end] on s r and sum the adjusted ranks of the objects that belong to the slice. Thanks to the marginal restriction, we compute the statistical test in a subsample of size n ′ < n. Since the ranks in this subset may not start from 0, we adjust the sum of the ranks R 1 (Line 10). Then, we compute a correction term (Line 13) using the cumulative correction b r to adjust σ for ties (Line 14). Φ 1/2 is the cumulative distribution function of the half-Gaussian distribution. We compute the statistical test via a single pass, considering only elements between start and end. Each operation requires constant time, so the complexity is in O(n). Since each points p are generated independently from each other, it is enough to run the procedure n times to generate a ddimensional data set with n points for a given dependency. Note that each dependency generator are scaled to [0, 1]. We package our algorithms for data generation as an independent GitHub project 2 .
B.4 Pseudo-code for Dependency Generation
y ← random integer in [1, 4] 4:
C EXPERIMENTS C.1 Details on the Statistical Power
Definition 11 (Power). The power of an estimator E w.r.t. X with σ , n and d is the probability of the score of E to be larger than a γ -th percentile of the scores w.r.t. I: 
Algorithm 13 Sine(d, P) * P is the number of periods of the sinusoid
y ← random integer in [1, 3] 4:
is a random instantiation of a subspace as dependency X with noise level σ , which has n objects and d dimensions. {x } P γ stands for the γ -th percentile of the set {x }, i.e., a value v such that γ % of the values in {x } are smaller than v.
Note that, since the attributes of I are independent, adding noise does not have any effect on dependence, so we set noise to 0 when instantiating I. To estimate the power, we draw two sets of 500 estimates from X, σ and I respectively:
Then, we count the elements in Σ E X,σ greater than
One can interpret power as the probability to correctly reject the independence hypothesis with γ % confidence. In other words, the power quantifies how well a dependency measure, such as MWP, can differentiate between the independence I and a given dependency X with noise level σ . For our experiments, we choose γ = 95. In the case of II, values can be negative or positive, depending on whether the dependency is a 'synergy' or a 'redundancy'. For II, we measure power using the absolute value of its score.
C.2 Influence of size n and parameter M Figure 6 shows that power globally increases with n, but it is still high for most dependencies with low n, provided noise is moderate. As we can see, the average score of MWP tends to increase with n, which explains the gain in power. In fact, that is because MWP is sensitive (R7), as we discuss in Section C.4. Similarly, power increases slightly as M increases, but the effect is visible only for S5 and Zi. This increase of power is easily explained by the fact that the standard deviation of MWP decreases, which is what Theorem 2 predicted: with more iterations, the values concentrate around C.
In the end, we see that MWP is already useful for small n or small M, even though more iterations or more data samples yield higher power when data is noisy. Figure 7 graphs the evolution of MWP for d = 2, 3, 5. As we see, the average MWP decreases gradually for each dependency. The same level of noise does not seem to affect each estimate equally, also regarding dimensionality. For instance, the estimates of L, P and S1 are larger at d = 2. While the estimates of Hc, HcG, P and Zi decrease with increasing d, they increase for C and St.
C.3 Influence of dimensionality d
The standard deviation of MWP increases with noise and decreases with d. In particular, L, C and Hs have a low standard deviation. This means that fewer iterations are in fact required to estimate stronger dependencies.
The statistical power does not seem to vary much with dimensionality for most dependencies. It decreases with d for Hc, HcG, Hs, P and Zi, while it increases for C, S5 and St.
All in all, each dependency yields a score larger than the independence I up to a certain level of noise, leading to high power. This indicates that MWP is general-purpose (R3). Figure 8 graphs the average score from 500 instances of each dependency with a minimal noise of 1/30. The average of MWP obtained for each dependency converges to 1 consistently with more samples, except for I, which stabilizes around 0.5. This means that MWP is sensitive (R7). TC behaves similarly to MWP. However, it is not bounded. While the scores of II seem to increase with sample size, they decrease in terms of absolute value. MS is insensitive to changes of sample size. HiCS, UDS, MAC and CMI behave antagonistically: Their scores tends to go down as the sample size increases, even in the case of I. This implies that their minimum or maximum score varies with the sample size, highlighting also interpretability (R6) problems.
C.5 Robustness
We simulate data imperfections by discretising a 3-dimensional linear dependency into a number ω of discrete values from 100 to 1. With only one value, the space is completely redundant, i.e., its contrast should be minimal. We compare the power of MWP and of the other approaches against L and I for different levels of discretisation. Since TC and II rely on a nearest neighbours algorithm, they fail when the same observation is present more than k times, i.e., they are by design not robust; we exclude them from the analysis. Figure 9 (a) displays the results. HiCS yields high power in the case of discrete values, even for I. Thus, HiCS is not robust. Also, the power of CMI wrongly increases as we add noise to I, provided that ω ≥ 10. This is why the power of CMI is high for every dependency in Figure 4 . CMI rejects the independence for independent spaces, i.e., it is not robust. On the other hand, MWP, MS, UDS and MAC seem robust (R8).
In Figure 9 (b), we see that the score of CMI tends to increase slightly for I as we add noise, whenever ω > 5. Also, the score of HiCS increases for both I and L when ω ≤ 5. MAC converges to 0.4 as noise increases for ω > 10. On the other hand, MWP converges to 0 as the space becomes discrete. This is an interesting feature of our estimator: discrete spaces are of lower interested, since the notion of contrast is not clearly defined there. It allows analysts to draw a line between discrete and real-valued attributes.
