We derive general distribution tests based on the method of Maximum Entropy density. The proposed tests are derived from maximizing the differential entropy subject to moment constraints. By exploiting the equivalence between the Maximum Entropy and Maximum Likelihood estimates of the general exponential family, we can use the conventional Likelihood Ratio, Wald and Lagrange Multiplier testing principles in the maximum entropy framework. In particular, we use the Lagrange Multiplier method to derive tests for normality and their asymptotic properties. Monte Carlo evidence suggests that the proposed tests have desirable small sample properties and often outperform commonly used tests such as the Jarque-Bera test and the KolmogorovSmirnov-Lillie test for normality. We show that the proposed tests can be extended to tests based on regression residuals and non-iid data in a straightforward manner. We apply the proposed tests to the residuals from a stochastic production frontier model and reject the normality hypothesis.
Introduction
Testing that a given sample comes from a particular distribution is one of the most important topics in inferential statistics and can be dated back to as early as Pearson (1900) 's χ 2 goodness-of-fit test. In particular, testing for normality, thanks to the prominent role of the central limit theorem in statistics, has received an extensive treatment in the literature, see Thode (2002) who provides a comprehensive review on this topic. In this paper we present alternative tests for a given distribution, in particular the normal distribution, based on the method of maximum entropy (ME) density. They are derived from maximizing differential entropy subject to known moment constraints. By exploiting the equivalence between ME and maximum likelihood estimates for the exponential family, we can use the conventional likelihood ratio (LR), Wald and Lagrange Multiplier (LM) testing principles in the maximum entropy framework. Hence, our tests share the optimality properties of the standard maximum likelihood based tests. Using the LM method, we show that the ME approach leads to simple yet powerful tests for normality. Our Monte Carlo simulations show that the proposed tests compare favorably and often outperform the commonly used tests in the literature, such as the Jarque-Bera test and the Kolmogorov-Smirnov-Lillie test for normality, especially when the sample size is small. In addition, we show that the proposed method can be easily extended to: i) other distributions in addition to the normal; ii) regression residuals; iii) dependent and/or heteroskedastic data. We apply the proposed tests to test the normality of residuals from a stochastic production frontier model using a benchmark dataset.
The paper is organized as follows. In the next section we present the information theoretic framework on which we base our analysis. We then proceed to derive our normality tests and discuss their properties. In the following section we present some simulation results. Finally, before we conclude, we discuss some possible extensions and an empirical application. The appendix collects the proofs of the main results.
Information-theoretic distribution test
The information entropy, the central concept of the information theory, was introduced by Shannon (1949) . Entropy is an index of disorder and uncertainty. The maximum entropy (ME) principle states that among all the distributions that satisfy certain information constraints, one should choose the one that maximizes Shannon's information entropy. According to Jaynes (1957) , the ME distribution is "uniquely determined as the one which is maximally noncommittal with regard to missing information, and that it agrees with what is known, but expresses maximum uncertainty with respect to all other matters."
The ME density is obtained by maximizing the entropy subject to some moment constraints. Let x be a random variable distributed with a probability density function (pdf) f (x), and X 1 , X 2 , ..., X n be an i.i.d. random sample of size n generated according to f (x).
The unknown density f (x) is assumed to be continuously differentiable, positive on the interval of support (usually the real line if there is no prior information on the support of the density) and bounded. We maximize the entropy
whereθ k is the Lagrangian multiplier associated with the kth moment constraint in the optimization problem (see Zellner and Highfield, 1988, for details) . To ensure f x,θ integrates to one, we setθ
The maximized entropy W =θ 0 + K k=1θ kμk . The ME density is of the generalized exponential family and can be completely characterized by the moments Eg k (x) , k = 1, 2, . . . , K. We call these moments "characterizing moments", whose sample counterparts are the sufficient statistics of the estimated ME density f (x,θ). A wide range of distributions belong to this family. For example, the Pearson family and its extensions described in Cobb et al. (1982) , which nest the normal, beta, gamma and inverse gamma densities as special cases, are all ME densities with simple characterizing moments.
In general, there is no analytical solution for the ME density problem, and nonlinear optimization methods are required (Zellner and Highfield (1988) , Ornermite and White (1999) and Wu (2003) ). We use Lagrange's method to solve this problem by iteratively updating θ
where for the (t + 1)th stage of the updating, b k = g k (x) f x,θ (t) dx−μ k and the Hessian matrix H takes the form
The positive-definitiveness of the Hessian ensures the existence and uniqueness of the solution.
Hence, H is positive-definite.
Given Equation (1), we can also estimate f (x, θ) using the MLE. The maximized log-
Therefore, when the distribution is of the generalized exponential family, MLE and ME are equivalent. Moreover, they are also equivalent to a method of moments (MM) estimator.
This ME/MLE/MM estimator only uses the sample characterizing moments.
Although the MLE and ME are equivalent in our case, there are some conceptual differences. For the MLE, the restricted estimates are obtained by imposing certain constraints on the parameters. In contrast, for the ME, the dimension of the parameter is determined by the number of moment restrictions imposed: the more moment restrictions, the more complex and at the same time the more flexible the distribution is. To reconcile these two methods, we note that a ME estimate with the first m moment restrictions has a solution of the form
which implicitly sets θ j , j = m + 1, m + 2, . . . , to be zero. When we impose more moment restrictions, say, g m+1 (x) f (x, θ) dx =μ m+1 , we let the data choose the appropriate value of θ m+1 .
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In this sense, the estimate with more moment restrictions is in fact less restricted, or more flexible. The ME and MLE share the same objective function (up to a proportion) which is determined by the moment restrictions of the maximum entropy problem. Therefore, one can regard the ME approach as a method of model selection, which generates a MLE solution.
We can use the ME approach for distribution tests. Consider a M dimension parameter space Θ M . Suppose we want to test the hypothesis that θ ∈ Θ m , a subspace of Θ M , where
The only case that θ m+1 = 0 is when the moment restriction g m+1 (x)f (x, θ m ) dx =μ m+1 is not binding, or the (m + 1)th moment is identical to its prediction based on the ME density f (x, θ m ) from the first m moments. In this case, the (m + 1)th moment does not contain any additional information that can further reduce the entropy. m ≤ M. Because of the equivalence between the ME and MLE, we can use the traditional LR, Wald and LM principles to construct test statistics.
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For j = m, M, let θ j be the MLE estimates in Θ j , l j and W j be their corresponding log-likelihood and maximized entropy, we
The fourth equality follows because the first m moments of f (x, θ m ) are identical to those of f (x, θ M ) . Consequently, the log-likelihood ratio
which is the Kullback-Leibler distance between f (x, θ M ) and f (x, θ m ) multiplied by twice of the sample size. Consequently, if the true model
as shown in White (1982) .
) for the unrestricted model and similarly θ r = (θ 1r , 0) for the restricted model, then the score function
and the Hessian
If we partition similarly the inverse of the information matrix I = −E (H) as
then the Wald test statistic is defined as
whereas the Lagrange Multiplier test statistic is defined as
All three tests are asymptotically equivalent and distributed as χ 2 with (M − m) degrees of freedom under the null hypothesis (see for example, Engle, 1984) .
In this section, we use the proposed ME method to derive tests for normality. Since the LR and Wald procedures require the estimation of the unrestricted ME density, which in general has no analytical solution and can be computationally involved, we focus on the LM test, which reduces surprisingly to a test statistic with a simple closed form.
Flexible ME Density Estimators
Suppose a density can be rewritten as or approximated by a sufficiently flexible ME density
Two conditions are required to ensure that f 0 (x) is integrable over the real line. First, the dominant term in the exponent must be an even function; otherwise, f 0 (x) will explode at either tail as x → ∞ or x → −∞. The second condition is that the coefficient associated with the dominant term, which is an even function by the first condition, must be positive;
otherwise f 0 (x) will explode to ∞ at both tails as |x| → ∞.
The LM test of normality amounts to testing θ k = 0 for k = 3, . . . , K. In practice, only a small number of momentsμ k = 1 n n i=1 g k (x i ) are used for the test, especially when the sample size is small. In this paper we consider three simple, yet flexible functional forms.
If we approximate f 0 (x) using the ME density subject to the first four arithmetic moments, the solution takes the form
This classical exponential quartic density was first discussed by Fisher (1922) and studied in the maximum entropy framework in Zellner and Highfield (1988) , Ornermite and White (1999) and Wu (2003) .
In practice, it is well known that the third and fourth sample moments can be sensitive to outliers. In addition to the robustness consideration, Dalén (1987) shows that sample moments are restricted by sample size, which makes higher order moments unsuitable for small sample problem. A third problem with the quartic exponential form is that this specification does not admit µ 4 > 3 if µ 3 = 0. To see this point denote µ = [µ 1 , . . . , µ 4 ] . Stohs (2003) shows that for the one-to-one mapping θ = M (µ), the gradient matrix H with Although f 1 (x) is rather flexible, the restriction discussed above precludes the applicability of the ME density to symmetric fat-tailed distributions, which occur frequently in practice. Hence, we consider an alternative specification which is motivated by the fat-tailed Student's t distribution. We note that the t distribution with r degrees of freedom has the density
which can be characterized as an exponential distribution with the general moment of
. Accordingly, we can modify the normal density by adding the extra moment condition that E log 1 + x 2 r be equal to its sample estimate. The resulting general ME density
where r > 0. Since log 1 +
is the dominant term for all r, which implies that θ 2 > 0 to ensure the integrability of f 1 (x) over the real line. The presence of log(1 + x 2 r ) allows the ME density to accommodate symmetric fat-tailed distributions.
To make the specification more flexible, we further introduce a term to capture skewness and asymmetry. One possibility is to use tan −1 (x) which is an odd function and bounded between (−1, 1). Formally, Lye and Martin (1993) derive the generalized t distribution from the generalized Pearson family defined by
The solution takes the form
, r > 0.
Since the "degrees of freedom" r is unknown, we set r = 1, which allows the maximum degree of fat-tailedness.
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Therefore, the alternative ME density is defined as
We further notice an "asymmetry" between tan −1 (x) and log(1 + x 2 ) in the sense that the former is bounded while the latter is unbounded. Therefore, we consider yet another alternative wherein we replace log (1 + x 2 ) by tan
Hence, our third ME density is defined as
Similarly, ∂ tan
) monotonically increasing in |x| . Therefore, tan yet at the same time remain bounded such that f 3 (x) is able to accommodate distributions with exceptionally large skewness and kurtosis. Note that f 3 (x) is in spirit close to Gallant (1981) 's flexible Fourier transformation where low-order polynomials are combined with trigonometric series to achieve a balance of parsimony and flexibility. In Wu and Stengos (2005), we also consider sin(x) and cos(x) for flexible ME densities. Generally, using periodic functions like sin(x) and cos(x) requires rescaling the data to be within [−π, π] . 4 A t distribution with one degree of freedom is the Cauchy distribution, which has the fattest tail within the family of t distribution.
5 We also tried tan −1 (x) 2 . The performance was essentially the same as that with tan −1 x 2 .
Although in principle they are equally suitable for density approximation, we do not consider specifications with sin(x) and cos(x) in this study as rescaling the data to be within [−π, π] , rather than standardizing them, requires us to calculate the asymptotic variance under normality for each dataset.
The introduction of general moments offers a considerably higher degree of flexibility as we are not restricted to polynomials. Generally, by choosing general moments appropriately from distributions that are known to accommodate the given moment conditions, we make the ME density more robust and at the same time more flexible. As an illustration, Figure 1 shows the ME approximation to a χ 2 distribution with five degrees of freedom by f 1 (x) , f 2 (x) and f 3 (x) . Although they have relatively simple functional forms, all three ME densities are shown to capture the general shape of the χ 2 5 density rather well.
Normality Tests
In this section we derive tests for normality based on the ME densities f 1 (x) , f 2 (x) and f 3 (x) presented in the previous section. When θ 3 = θ 4 = 0, all three densities reduce to the standard normal density.
6
The information matrix of f 1 (x) under standard normality is 
6 Shannon (1949) shows that among all distributions that possess a density function f (x) and have a given variance σ 2 , the entropy W = − f (x) log f (x) dx is maximized by the normal distribution. The entropy of the normal distribution with variance σ 2 is log √ 2πeσ . Vasicek (1976) uses this property to test a composite hypothesis of normality, based on a nonparametric estimates of sample entropy.
This the familiar JB test of normality. Bera and Jarque (1981) to its asymptotic distribution could be rather slow and the sample kurtosis can deviate substantially from its true value even with a large number of observations. Since the kurtosis test has very low power, the power of normality test based on skewness and kurtosis largely reflect the results of the skewness tests.
Instead of using the coefficients of skewness and kurtosis, whose small sample properties are unsatisfactory, we consider tests based on alternative ME densities f 2 (x) and f 3 (x).
Under normality, the information matrix of f 2 (x) takes the form 
The alternative LM test is given by
Similarly, the information matrix for f 3 (x) under normality is The proof is presented in the appendix.
Under normality, the correlation betweenμ 3 andμ 4 is practically zero, so is that between µ a andμ b , and betweenμ a andμ c . However, we note that the correlation of |μ 3 | andμ 4 is 0.65 and 0.53 from 10,000 repetitions of random normal samples with n = 20 and 50, while the correlation of |μ a | andμ b is -0.25 and -0.14, the correlation between |μ a | andμ c is -0.19 and -0.13 for the same sample size. Therefore, we expect that t 2 and t 3 to have better small sample performance than t 1 .
Simulations
In this section, we use Monte Carlo simulations to assess the size and power of the proposed tests. Following Bai and Ng (2005) , we consider well known distributions such as the normal, the t and the χ 2 , as well as distributions from the generalized lambda family. The generalized lambda distribution, denoted F λ , is defined in terms of the inverse of the cumulative distri- 
The first seven distributions are symmetric and the next eight are asymmetric, which have a wide range of skewness and kurtosis as shown in Table 1 . For each distribution, we draw 10,000 random samples of size n = 20, 50, 100 respectively and compute the normality test statistics discussed above. For the sake of comparison, we also compute the commonly used Kolmogorov-Smirnov (KS) test. We note that the general-purpose KS test has very low power. Instead, we use the Lillie test, which is a special version of KS test tailored for the case of normality (see Thode, 2002) . Table 1 reports the results of the normality tests at the 5% significance level. The first row reflects the size and the rest show the power of the tests. All the four tests have similar desirable size, except that the KS test is slightly oversized when n = 20.
For n = 20, t 2 and t 3 have higher power than t 1 for all distributions considered in the simulation. The powers of t 2 and t 3 are similar except for S3 and A4. For the thin-tailed S3, the power of t 2 and t 3 is respectively three and five times of that of t 1 . For the distribution A4 with a relatively large skewness and a thin tail, the power of t 2 and t 3 is respectively ten and fourteen times of that of t 1 . On the other hand, the power of the KS test is generally lower than that of t 2 and especially t 3 , except for S4, where the KS test has a power of 0.06, larger than the power of t 3 test, which is 0.04.
As n increases, the size of all tests converge to the theoretical level and their powers generally increase. For the distribution S3, where the t 3 and KS test have comparable powers when n = 20, we note that the power of t 3 test is 43% higher than that of the KS test when n = 50 and 90% higher when n increases to 100. Also, for the distribution S4, the t 3 and KS test have comparable powers when n = 50 and 100. Since this distribution shares the same first four moments with the standard normal distribution, the powers of all four tests are similar to their respective size, reflecting the difficulty in distinguishes S4 from the normal distribution. This difficulty is also reported in Bai and Ng (2005) . We also note that for A4, the power of t 2 and t 3 increases rapidly, while the power of t 1 remains considerably lower than other tests when n = 50.
Overall, our results suggest that the proposed tests are comparable to and often outperform the commonly used JB test and KS test, especially when the sample size is small.
Extensions
In addition to their simplicity, a major advantage of the proposed tests is its generality. In this section, we briefly discuss some easy-to-implement extensions of the tests.
Firstly, we note that we can incorporate higher order polynomials x k for k > 4 and higher order trigonometric terms such as tan
Usually, addition of higher order terms will improve the approximation to the underlying distribution. However, we note that it does not necessarily improve the test. We experimented with adding These alternative tests are distributed asymptotically according to a χ 2 4 distribution under normality. However, we note that their powers are generally lower than tests based on two moment conditions. This is to be expected as the test statistics are distributed 7 The first two moments are zero and one by standardization.
according to a non-central χ 2 distribution under alternative non-normal distributions. For a given non-centrality parameter there is an inverse relationship between degrees of freedom and power, see Das Gupta and Perlman (1974) . One reason behind the loss in power in our case is that with four moment conditions, the two even moments and two odd moments are each correlated, which lowers the power of the tests when the sample size is small. Secondly, we can use the proposed method for other distributions than the normal. For example, the gamma distribution can be characterized as a ME distribution
Because Ex and E log x are the characterizing moments for gamma distribution, the presence of any additional terms in the exponent of f (x) rejects the hypothesis that x is distributed ac-
, the test of θ k = 0 for k ≥ 3 is then the LM test for gamma distribution. The discussions in previous section suggest that the natural candidates for g k (x) may include polynomials of x and log x, and trigonometric terms of x and log x.
Thirdly, we can generalize our tests to regression residuals within the framework of White and McDonald (1980) . Consider a classical linear model
Since the error term ε i is not observed, one has to replace it with estimatedε i . The following theorem ensures that the test statistics computed from estimatedε i share the same asymptotic distribution as those from true ε i .
Theorem 2. Assume the following assumptions hold: 
E|ε
bounded.
. Then under normality, the test statisticŝ
The proof is presented in the appendix.
Furthermore, for time series or heteroskedastic data, we can use the approach of Bai and Ng (2005) or Bontemps and Meddahi (2005) . In general, for non-iid data, to test the Lagrange Multipliers associated with sample moments of g k (x) in the ME density being zero, we need to estimate a Heteroskedastic-Autocorrelation-Consistent (HAC) covariance matrix for those moments.
As an illustration, we apply the proposed normality tests to regression residuals. We use data on the production cost of American electricity generating companies from Christensen and Greene (1976) . We estimate a flexible cost function with 123 observations:
where c is total cost, q is total output, p f , p l and p k is the price of fuel, labor and capital respectively, and ε is the error term. All variables are in logarithm. It is expected that the distribution of error terms from this stochastic production frontier model is skewed to the right due to the presence of a firm specific non-negative efficiency component in the error terms. Nonetheless, the KS test fails to reject the normality hypothesis. On the other hand, all three LM tests reject the normality hypothesis with p−value at 0.03, 0.01 and 0.02 respectively.
In this paper we derive general distribution tests based on the method of maximum entropy density. The proposed tests are derived from maximizing differential entropy subject to moment constraints. By exploiting the equivalence between ME and ML estimates for the exponential family, we can use the conventional LR, Wald and LM testing principles in the maximum entropy framework. Hence, our tests share the optimality properties of the standard ML based tests. In particular, we show that the ME approach leads to simple yet powerful LM tests for normality. We derive the asymptotic properties of the proposed tests and show that they are asymptotically equivalent to the popular Jarque-Bera test. Our
Monte Carlo simulations show that the proposed tests have desirable small sample properties. 
