In this paper we present "Touching the Cloud", a bi-manual user interface for the interaction, selection and annotation of immersive point cloud data. With minimal instrumentation, the setup allows a user in an immersive head-mounted display (HMD) environment to naturally interact with point clouds. By tracking the user's hands using an OpenNI sensor and displaying them in the virtual environment (VE), the user can touch the virtual 3D point cloud in midair and transform it with pinch gestures inspired by smartphonebased interaction. In addition, by triggering voice-or button-pressactivated commands, the user can select, segment and annotate the immersive point cloud, thereby creating hierarchical exploded view models.
INTRODUCTION
The main goal from the beginning of the project was to create a natural user interface for immersive point clouds. Most research in the field focuses on automated processes, such as the efficient RANSAC algorithm by Schnabel et al., which finds shapes even in noisy point clouds [10] or the segmentation algorithms presented by Poudel [8] . Rusu et al. presented the importance of point cloud labeling by implementing an automated, point cloud operating object recognition system for robots [9] . As those automated processes do not necessarily create the selections a user might want to have and lack the understanding of a human being, manual selection might sometimes still be necessary, even if it is just for the creation of ground-truth models for the automated processes. For that purpose, we wanted to support natural and intuitively segmentation of points. Needless to say, one of the most natural means of interaction is touch [4, 5] and studies from Buxton and Myers have shown the benefits of two handed interaction [3] . Moreover, we want to provide an immersive experience, which leads to the decision to utilize a HMD. The final goal is to provide a portable system, which is simple to setup and usable without expensive instrumentation.
HARDWARE AND SOFTWARE SETUP
After evaluating hardware, such as the Leap Motion [6] , we decided to use the 3Gear SDK [1], since it offers a larger interaction volume, allowing more natural movements and also provides an easily portable 3D hand model. Despite the limitations of the hand recognition software, which are partly caused by the low resolution of the depth camera, the 3Gear engine provides sufficient results. We use the easily extendable Unity3D engine, since it offers many plugins * e-mail: paul.lubos@uni-wuerzburg.de † e-mail: ruediger.beimler@uni-wuerzburg.de ‡ e-mail: markus.lammers@stud-mail.uni-wuerzburg.de § e-mail: frank.steinicke@uni-wuerzburg.de for various purposes, such as a high-performance point cloud visualization system 1 that we adapted to our needs by implementing colored points, depending on their current selection state. Figure 1 shows the entire setup, including the Oculus Rift HMD and the PrimeSense Carmine 1.09 Sensor mounted on a tripod for the hand and finger tracking, providing an interaction volume of 60cm width and 50cm depth with the sensor at a height of 65cm. The sensor provides viable depth information at a height of up to 1.4m, allowing the interaction volume to be increased if required. The laptop with an Intel Core i5 2.3 GHz processor, 4 GB RAM and an AMD Radeon HD 6630M was used to process and display the scene on an Oculus Rift HMD. The system was able to consistently provide over 30 FPS using a data set with more than 100 000 colored points.
Our modular system allows the components to be distributed among multiple computers if necessary. The hand and finger tracking and the speech recognition software transmit their results through custom network protocols, which are processed by Unity Scripts. A dedicated system may process a larger amount of points and selections more efficiently. 
INTERACTION DESIGN AND ITERATION
Transformation Inspired by the initial Long Horn Beetle data set, we decided to display the point cloud as a virtual object above a virtual table. Considering the fat finger problem [12] and the limitations of the finger tracking, it became apparent that scaling, rotation and translation functions were needed to allow the user to manipulate the 3D point cloud in a way that also allows to select single points. Initially developed interaction metaphors employed virtual widgets, such as handles or bounding volumes, to provide the user with an easy way to manipulate the point cloud, such as rotating the point cloud by turning the table the cloud was atop of. Additionally, the user scaled the object by grabbing and pulling the handles apart.
Internal evaluations showed that direct interaction without widgets was easier to use, due to the few interaction options we wanted the user to use their hands for, such as the transformation or the selection. Furthermore, users tend to grab objects and manipulate them directly with their hands when these are clearly visible. Inspired by well-known multi-touch metaphors employed in smart phone picture galleries and studies on 3D interaction techniques [7] , we developed a two pinch gesture that allows the user to rotate, scale and translate the object by performing a pinch gesture with both hands as figure 2 illustrates. Our technique is similar to the one presented by Schultheis et al. [11] , transforming the object instead of the world without any handheld devices. Changing the distance between the hands scales the point cloud relative to the change of distance. A translation of the whole point cloud is triggered by moving both hands in one direction, thus changing the center position between the hands relative to the starting position. To rotate the object a user simply has to rotate the hands around the center between them.
Selection As all necessary transformations are covered by the two-pinch-gesture, single pinch gestures, as well as pointing can be used to select objects. Potentially, different selection shapes and sizes are possible. Currently, the user can mark points by touching them with their fingertip given a customizable tolerance radius, whereas difficulties with the distance estimation [2] imply a higher tolerance along the viewing axis might provide better results. Marked points can be set as selected or, should the user accidentally select too many points, they can be easily unselected, as well. Once the selection is finished, the user can finalize it and annotate it.
Annotation Since the HMD blocks the users view to the real world, a physical keyboard is no viable solution to name a finished selection. As the project's focus is natural interaction, speech recognition allows the user to simply say the annotation after the predefined keyword "annotate". Alternatively, if the user doesn't want to use voice recognition, enumerated annotations are available. Inspired by CAD software, we use an explosion view to properly allow hierarchical annotations of objects, which provides a copy of the annotated subset of 3D points displayed next to the original. This also allows the user to create further selections without accidentally selecting points from the initial point cloud.
EVALUATION AND CONCLUSION
Besides the internal evaluations, two subjects were asked to test the system over the timespan of 15 minutes for each. Both participants started with the same scene displaying the Long Horn Beetle data set and the task was to interact with the scene by translating the point cloud and selecting a part. Both of them commented positively on the 3D impression and on the level of immersion. One subject pointed out the low resolution of the HMD. All subjects commented positively on the visualization of the hands and were able to interact with the point cloud after minimal instructions, which were necessary partly due to the occasional jitter of the virtual hands, caused by the limitations of the hand recognition engine. These informal results implicate that the system is working as intended, allowing the novice subjects to finish the task.
We introduced Touching the Cloud, which provides users an easy, intuitive tool for the selection, segmentation and annotation of point cloud data by combining novel technology with innovative solutions for selection problems in a cost efficient package. We are not aware of any existing solutions allowing novice users to interact with point cloud data which is comparatively easy. Our work shows that the new combination of direct bi-manual interaction with point clouds displayed by an immersive HMD is an interesting, viable solution for manual point cloud segmentation and annotation.
