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ABSTRACT 
The paper addresses the blind equalization problem of 
spread spectrum modulations in the presence of fast 
time-variant frequency selective channels. The basic 
assumption of the paper is that the channel response 
exhibit fast changes. A second goal of the paper is to 
force the definition of a universal CDMA blind 
equalization scheme that is capable to perform for DS- 
CDMA or Multi-Carrier CDMA signal modulations 
without any modification in the equalizer. The 
formulation of the equalization scheme allows the 
consideration of temporal andor spatial diversity front- 
end receivers. The result is a high performance system 
that uses a deterministic blind criterion to equalize the 
channel, avoiding the use of stochastic methods. The 
proposed technique performs direct channel 
equalization without previous channel estimation. 
Although the proposed equalizer in this work performs 
equalization at chip rate, this paper suggests a solution 
to achieve equalization at lower rates. 
I. INTRODUCTION 
Spread spectrum technology is in special interest when 
dealing with wireless fading channels because it has its 
own capabilities to combat the hostile channel effect. 
Nevertheless due to the frequency selectivity of the 
channel, the orthogonality between user codes at the 
receiver is lost, and some algorithms to combat this 
channel impact must be approached. This justifies that 
the equalization of the multipath transmission channel 
has recently received considerable attention. 
The RAKE correlator is the optimum receiver for 
processing a spread spectrum signal, but it requires 
estimating the channel coefficients, which is not 
feasible if the channel is changing rapidly. Another 
algorithms are based in correlation techniques, but 
assume that the channel parameters change slowly 
considering a linear time invariant system in sufficient 
short intervals [l]. The best solution considering the 
time-variant nature of this kind of channels requires the 
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use of deterministic methods, which make use of the a 
priori known signal structure, avoiding the use of 
conventional stochastic algorithms. 
This paper is the natural extension of works done in [2] 
and [3], where equalizers based on a deterministic 
criterion were developed to directly identify the 
transmitted signal by means of spatial andor temporal 
diversity. It proposes a mobile communications scheme 
that combines the use of CDMA systems with a 
deterministic blind equalizer. The result is a system 
that exploits the inherent structure of the transmitted 
data due to the spreading process, obtaining a robust 
equalization criterion against the frequency selectivity 
of the fading channel. The equalization process can be 
applied in single user and multiuser systems with the 
only restriction that the signal users must be 
synchronously received. In both cases the symbol 
detection is done in two steps, first the transmitted 
symbols are estimated (equalization process), and latter 
a single user or multiuser detector is required. 
In special interest are spread spectrum equalizers that 
perform equalization at symbol rate. The main 
advantage of those equalizers is they do not work at 
high chip rates, a drawback when using long spreading 
code sequences. A design achieving equalization at 
lower rates is presented in [4]. Although the proposed 
equalizer in this work performs equalization at chip 
rate, it is suggested how to take into account the 
solution proposed in [4] reducing the equalization 
speed. 
The next section summarizes briefly the signal model 
in a multiuser CDMA system. Section I11 justifies 
equalization design using the criterion suggested in [2] 
and [3], and obtains the proposed channel equalization 
algorithm. Single user and multiuser cases are 
separately studied. To conclude that section a solution 
to achieve equalization at rates lower than chip rate is 
proposed. Section IV derives the CRB covariance 
matrix for the transmitted symbol estimator in order to 
study the performance of algorithm. Finally section V 
presents some simulations results to illustrate the 
proposed scheme. 
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II. SIGNAL MODEL 
In a multiuser CDMA system several users can transmit 
simultaneously, so the received signal can be modeled as 
the summation of the K users with additive channel noise: 
r ( t )  = C r ’ ( t ) + n ( t )  
i=l 
where nfi) is assumed to be white gaussian noise with zero 
mean and variance 0,”. 
For each user the received signal can be expressed as the 
convolution of the transmitted signal with the time-variant 
frequency selective channel h( 51). 
r k ( t )  = h k ( r , t ) + s k ( t )  ( 2 )  
Finally the transmitted signal for each user $(t) can be 
modeled as: 
n=O i=O 
where d,k E {k 1 k j }  are the k-user transmitted bits, c,k 
is the PN sequence, L, is the length of the spreading 
code, p(t) is the chip pulse shaping and T, is the chip 
period. 
Writing (3) in a matrix notation, a signal model, which 
can be identified with the model presented in [3], is 
obtained. This model is based in temporal and/or 
spatial diversity receivers. Thus the equalizer has B 
samples (B  is the diversity order) of the same 
transmitted information observed through different 
channels. Under the assumption that the B channels 
have no common zeros, the perfect equalization of the 
frequency selective fading channels is allowed. Section 
I11 compares the results in [2] and [3] with the signal 
model proposed in this work and derives a criterion to 
design the equalizer scheme. 
In. PROBLEM STATEMENT 
This section obtains the equalization criterion that 
allows detecting the transmitted symbols in frequency 
selective fading channels. The proposed algorithm uses 
the matrix model derived from (3) applying the 
criterion proposed in [3], which is based on the insertion 
of certain structure in the transmitted information using a 
linear transformation. To simplify the notation let us first 
obtain the expressions for the single user model, and later 
we will generate the multiuser scheme. 
A. Single user 
If d is a vector that contains the N, information symbols: 
d = [do dl ... dNS-,lT (4) 
considering a rectangular pulse for p(t) ,  and sampling 
the signal at Ts=Tc (one sample per chip), the 
spreading can be modeled by means of a matrix as: 
OLC c ... OLC 
G c = l  i ; .. . .  : 
where c is the spreading code 
c = [CO c1 ... CLc-JT 
and O,, is a Ljl zero vector. 
Thus the spreaded sequences can be seen as the result of a 
linear transformation by means of the spreading matrix 
G, over the transmitted data d 
( 7 )  s = Gcd 
The spreading matrix G, is a (GpxN,)xNs column full 
rank matrix that provides structure to the encoded’ 
vector s. The transformation defines a signal subspace 
S, spanned by the N, columns of matrix G, , where 
vectors is contained. 
Accordingly it is possible to define an orthogonal 
subspace s‘ spanned by an r=(Gp-l)xN, dimensional 
orthogonal basis and obtain its associated check matrix 
G:. By definition this matrix accomplishes: 
G:G,d = G:s = 0 (8) 
The check matrix will detect changes between the 
transmitted code and the received information. The 
outputs of the marginal channels C (i=1,2 ... B) to the 
transmitted data s, and the channel noise contributions 
w’ will force the received data to be contained in 
S @ S ’. Basically, the projection of the received data 
in the orthogonal subspace S ’ is used by the equalizer 
to characterize the noise and channel response. 
Thus, the two equalizer design equations becomes [3]: 
s^  = Y,e 
G:S^  = G:Y,e = 0 
( 9 )  
In (9) e is the vector that contains the equalizer coefficients, 
and K are the first n rows of the convolution matrix Y that 
contains the symbols at the output of the channel. 
Thus an estimation of the transmitted vector s is obtained 
in the first equation. The second equation contains 
information on the residual IS1 and noise in the orthogonal 
signal subspace S ’, and might be zero if a perfect 
equalization is accomplished. 
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According to (9), the equalizer co+fkients can be obtained 
by means of a cost function that maximizes the signal to 
noise+ZSlratio in the orthogonal subspace (SNZR): 
(10) e Y, Y,e SINR= uI I 
e Y, G, C, Y,e 
and the equalizer that maximizes (10) corresponds to the 
generalized eigenvector associated with the maximum 
generalized eigenvalue: 
where p" is an arbitrary multiplicative complex 
constant for user k. Thus at the output of the equalizer: 
1 =1 
To force the column vectors in (15) to be linearly 
independent means that the minimum required 
redundancy for perfect channel equalization becomes: 
Redundancy= rank(GiS,) 2 K(L + v - 2) 
Furthermore (16) has solution if there are equal or 
lower equations than variables, and thus: 
B. Multiuser 
Defining h as the symbol vector for user k (eq. 4) and G," 
the spreading matrix for user k (eq. 5), the spreaded 
sequence can be modeled in a matrix notation as (without 
lost of generality the 2 users case is considered): 
s = SI +S '  = [Gf G:] [ : : ]  (12)  -
Gc 
In the multiuser case the spreading matrix is a column 
full rank matrix (G+NS)xKNs and thus the equalization 
scheme can be used again. 
Let us now study how the perfect equalization criterion 
[3] is accomplished in the multiuser case. Focusing on 
k user let us denote c5' as the Sylvester matrix that 
contains the i-khannel coefficients, where i is the diversity 
branch i=1 ... B . Thus equation 8 can be written as: 
(13)  cK9i1r S K  1 y'=[Cl*'  ... 
where yi is the vector at the output of the i-channel. 
Combining all branches, the equalizer output is given by: 
L J L  J 
where 9 is the Sylvester matrix whose columns are shifted 
versions of the k-user transmitted samples sk. 
Finally to design the equalizer coefficients satisfying the 
second equation in (9) means: 
C:Y,e = G,IS,Ce 
= [0 p i  ... p ~ + " - ,  o p f  ... pitV-,]~e = o 
(15)  
where S, =S( I :n,:) is by definition a sub-matrix of S matrix 
composed by rows 1 to n, such that for each user the first 
columns is the transmitted vector sk (orthogonal to G:). 
If the column vectors M, ... L + ~ - I  are linearly 
independent, the solution for equation (15) is 
equivalent to the perfect equalization for each user: 
C e = b  0 ... pz 0 ... PK ...p' ( 1 6 )  
K(L - 1) 
V2- 
B - K  
where K is the number of users, L the length of the 
channel, B the diversity order and v the equalizer 
length for each branch. Equation (18) forces a new 
condition in the length of the equalizer design. 
To conclude this section let us suggest how the 
proposed equalizer can be modified to achieve 
equalization at lower than chip rates. Figure 1 presents 
the scheme in [4] allowing that. In those case the 
despreading is done before the equalization process, 
equalizing the equivalent channel that includes 
spreading, frequency-selective channel distortion and 
despreading processes. 
b(t) 
Figure 1.  General scheme 
Notice that in the algorithm presented in this paper it is 
not possible to carry out despreading before 
equalization. That is because it assumes that the 
information vector at the output of the equalizer is still 
the spreaded information vector (9). 
A solution to consider first the despreading, reducing 
the equalization rate, is to spread the information signal 
in two steps. In figure 1, if signal x(t )  has been 
spreaded according to the structure required in (7), 
equation (9) can already been accomplished at the 
equalizer output. In such a case the spreading code is 
illustrated in the next figure: 
._ 
(t) ' .. - . e q _ _ -  I b(t) 
Information Data 
Rate T 
l s l  Spreading M e  
Rate T,, 
2nd Spreading Code 
Rate T, 
Figure 2.Two steps'spreading process 
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Where the second spreading code is used to achieve the 
spreading at the output of the channel (fig. 1) while the 
first spreading code provide the structure to the 
transmitted data and can be used to perform the 
equalization (6). 
IV. PERFORMANCE ANALISYS 
In this section we provide a performance analysis of our 
algorithm. The goal will be to derive the Cram&-Rao 
Bound (CRB) for the transmitted symbol estimator for user 
k. With the CRl3 we will obtain a lower bound to evaluate 
the mean-square error of the proposed scheme. 
Following the same notation used in previous sections, yi is 
the vector at the output of the channel for the branch 
i=l ... B. For user k, d' is the matrix containing the i 
channel coefficients, and s is the transmitted vector: 
r - 1  i 
The likelihood function of the data is given by: 
(20) 
Thus the log-likelihood function is: 
If we denote A as: 
And the Fischer information matrix 
vector sk is given by: 
for the symbol 
J = E ~ A ~  1 
The expression @'-Cs) is the noise vector w', and 
computing the expectation: 
E w'w" = a i I S ( i - j )  { I  
we obtain : 
And thus the CRB can be obtained directly from the FIM 
computing its inverse: 
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where the matrix ck is defined as: 
C k  = [Ckl ... c q  (27)  
The derived CRB do not considers that some parametric 
constraints can be considered on the estimated parameters. 
Equation (8) defines the constraints over s, the estimated 
vector. Under these assumptions [5] and [6] (see also 
references) derived a CRB under parametric constraints: 
If the estimated parameters satisfies: 
f (SI = 0 (28) 
And define the gradient matrix (assumed to have full row 
rank) of the constraints as: 
the exists a matrix U so that: 
F(s)U = 0 
(30) 
and the derived CRB is: 
CRB = U(UHJU)- 'UH (31) 
In our problem the previous matrix can be identified as: 
V. SIMULATIONS 
To illustrate the performance of the proposed algorithm and 
compare it with the analytical MSE expression obtained in 
section IV, some simulation examples are here presented. 
In all cases the length of the transmitted frame information 
was 32 QPSK data symbols, the channel EbNo was 12dB 
and the FIR filters in each equalizer branch had 8 
coefficients. The order of the spatial and temporal diversity 
was B=6. Finally the PN sequences considered were Gold 
codes of length 15 chips. 
The frequency selective multipath channel responses were 
generated according to [7]: 
L 
h(n) = ai 6(n - i) (33) 
i =1 
where h(n) is the channel response, L the length of the 
channel, in our case the channel length was five chps, and 
a; the random complex value for path i. 
Figure 2 shows the performance of the spatial diversity 
receiver; while figure 3 illustrates the temporal diversity 
one. In both cases simulations &splay the percentage of 
realizations (over lO00) for which the equalizer output 
EbNo was higher than the value indicated in the x-axis. The 
results are focused on user 1 and several simulations were 
done increasing the number of users (maintaining the same 
channel for user 1). As it can be seen when the number of 
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users increases the performance of the algorithm decreases 
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Figure 2. Algorithm Performance in Spatial Diversity 
EbNo=lZdB. Nousers:l-4 
EbNo(dB) 
Figure 3. Algorithm Performance in Temporal Diversity. 
EbNo=l2dB. Nousers: 1-4 
Notice that in the spatial diversity receiver, B sensors 
are considered, and so the maximum output EbNo 
could be: 
max((EbNo),,,}= (E~NO) , ,  + 10log(B) ( 35 ) 
Figure 4 compares the CRB derived in section IV with 
the normalized root-mean square error (RMSE) 
defined bellow: 
where N, is the number of Monte Carlo realizations 
(500). The RMSE is employed as a performance 
measure for the proposed equalizer based on spatial 
and temporal diversity receivers. 
It is seen that the RMSE decreases as l/EbNo, as CRB 
does. 
I 
5 10 15 20 25 30 
EDNO 
10-lI 
Figure 4. Root-Mean Square Error vs. EbNo 
CONCLUSIONS 
A blind equalization scheme for CDMA systems in 
multipath frequency selective fading channels has been 
introduced. The main contribution in this work is the 
exploitation of the inherent structure in the transmitted 
data due to orthogonality properties of the spreading 
codes. The spreading process allows defining an 
orthogonal subspace &, which is used in the receiver to 
obtain a robust equalization criterion against the 
frequency selective fading channels. 
The resulting equalizer, applied over single user and 
multiuser CDMA systems, exploit the high capacity of 
blind algorithms based on block coded modulations 
avoiding the insertion of certain redundancy in the 
transmitter. 
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