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Model Design and Representations of CM Sequences
Reza Rezaie and X. Rong Li ∗
Abstract
Conditionally Markov (CM) sequences are powerful mathematical tools for modeling prob-
lems. One class of CM sequences is the reciprocal sequence. In application, we need not only
CM dynamic models, but also know how to design model parameters. Models of two impor-
tant classes of nonsingular Gaussian (NG) CM sequences, called CML and CMF models, and
a model of the NG reciprocal sequence, called reciprocal CML model, were presented in our
previous works and their applications were discussed. In this paper, these models are studied in
more detail, in particular their parameter design. It is shown that every reciprocal CML model
can be induced by a Markov model. Then, parameters of each reciprocal CML model can be
obtained from those of the Markov model. Also, it is shown that a NG CML (CMF ) sequence
can be represented by a sum of a NG Markov sequence and an uncorrelated NG vector. This
(necessary and sufficient) representation provides a basis for designing parameters of a CML
(CMF ) model. From the CM viewpoint, a representation is also obtained for NG reciprocal
sequences. This representation is simple and reveals an important property of reciprocal se-
quences. As a result, the significance of studying reciprocal sequences from the CM viewpoint
is demonstrated. A full spectrum of dynamic models from a CML model to a reciprocal CML
model is also presented.
Keywords: Conditionally Markov, reciprocal, Markov, Gaussian, dynamic model, characteriza-
tion.
1 Introduction
Consider stochastic sequences defined over [0, N ] = {0, 1, . . . , N}. For convenience, let the index be
time. A sequence is Markov if and only if (iff) conditioned on the state at any time k, the segment
before k is independent of the segment after k. A sequence is reciprocal iff conditioned on the states
at any two times j and l, the segment inside the interval (j, l) is independent of the two segments
outside [j, l]. As defined in [1], a sequence is CMF (CML) over [k1, k2] iff conditioned on the state
at time k1 (k2), the sequence is Markov over [k1 + 1, k2] ([k1, k2 − 1]). The Markov sequence is a
special case of the reciprocal sequence (i.e., each Markov sequence is a reciprocal sequence, but not
vice versa) and the reciprocal sequence is a special case of the CM sequence (i.e., each reciprocal
sequence is a CM sequence, but not vice versa).
Markov processes have been widely studied and used. However, they are not general enough for
some problems [2]–[12], and more general processes are needed. Reciprocal processes are one gener-
alization of Markov processes. The CM process (including the reciprocal process as a special case)
provides a systematic and convenient generalization of the Markov process (based on conditioning)
leading to various classes of processes [1].
Being a motivation for defining reciprocal processes [13], the problem posed by E. Schrodinger
[14] about some behavior of particles can be studied in the reciprocal process setting. In [15]
reciprocal processes were discussed in the context of stochastic mechanics. In a quantized state
space, finite-state reciprocal sequences were used in [2]–[5] for detection of anomalous trajectory
patterns, intent inference, and tracking. The approach presented in [6]–[7] for intent inference in
an intelligent interactive vehicle’s display is implicitly based on the idea of reciprocal processes. In
[8], the relation between acausal systems and reciprocal processes was discussed. Applications of
reciprocal processes in image processing can be found in [9]–[10]. Some CM sequences were used in
[11]–[12] for trajectory modeling and prediction.
Gaussian CM processes were introduced in [16] based on mean and covariance functions, where
the processes were assumed nonsingular on the interior of the index (time) interval. [16] considered
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conditioning at the first time of the CM interval. [17] extended the definition of Gaussian CM
processes (presented in [16]) to the general (Gaussian/non-Gaussian) case. In [1] we presented
definitions of different (Gaussian/non-Gaussian) CM processes based on conditioning at the first
or the last time of the CM interval, studied (stationary/non-stationary) NG CM sequences, and
presented their dynamic models and characterizations. Two of these models for two important
classes of NG CM sequences (i.e., sequences being CML or CMF over [0, N ]) are called CML and
CMF models. Applications of CM sequences for trajectory modeling in different scenarios were
also discussed. In addition, [1] provided a foundation and preliminaries for studying the reciprocal
sequence from the viewpoint of the CM sequence in [18].
Reciprocal processes were introduced in [13] and studied in [19]–[37] and others. [19]–[23] studied
reciprocal processes in a general setting. [17] made an inspiring comment that reciprocal and CM
processes are related, and discussed the relationship between the Gaussian reciprocal process and
the Gaussian CM process. [18] elaborated on the comment of [17] and obtained a relationship
between (Gaussian/non-Gaussian) CM and reciprocal processes. It was shown in [17] that a NG
continuous-time CM (including reciprocal) process can be represented in terms of a Wiener process
and an uncorrelated NG vector. Following [17], [24]–[25] obtained some results about continuous-
time Gaussian reciprocal processes. [26]–[28] presented state evolution models of Gaussian reciprocal
processes. In [28], a dynamic model and a characterization of the NG reciprocal sequence were
presented. It was shown that the evolution of a reciprocal sequence can be described by a second-
order nearest-neighbor model driven by locally correlated dynamic noise [28]. That model is a
natural generalization of the Markov model. Due to the dynamic noise correlation and the nearest-
neighbor structure, the corresponding state estimation is not straightforward. Recursive estimation
of the sequence based on the model presented in [28] was discussed in [29]–[32]. A covariance
extension problem for reciprocal sequences was addressed in [33]. Modeling and estimation of finite-
state reciprocal sequences were discussed in [34]–[37]. Based on the results of [1], in [18] reciprocal
sequences were studied from the CM viewpoint leading to simple and revealing results.
A typical application of reciprocal and CM sequences is in trajectory modeling and prediction
with an intent or destination. One group of papers focuses on trajectory prediction without ex-
plicitly modeling trajectories. They use estimation approaches developed for the case of no in-
tent/destination. Then, they utilize intent/destination information to improve the trajectory predic-
tion performance (e.g., [38]–[42]). The underlying trajectory model is not clear in such approaches.
However, to study and generate trajectories, and analyze problems, it is desired to have a clear
model. A rigorous mathematical model of the trajectories provides a solid basis for systematically
handling relevant problems. Another group of papers tries to explicitly model trajectories. Due
to many sources of uncertainty, trajectories are mathematically modeled as some stochastic pro-
cesses (e.g., [2]–[5]). After quantizing the state space, [2]–[5] used finite-state reciprocal sequences
for intent inference and trajectory modeling with destination/waypoint information. Reciprocal se-
quences provide an interesting mathematical tool for motion problems with destination information.
However, it is not always feasible or efficient to quantize the state space. So, it is desirable to
use continuous-state reciprocal sequences to model such trajectories. Gaussian sequences have a
continuous-state space. A dynamic model of NG reciprocal sequences was presented in [28], which
is the most significant paper on Gaussian reciprocal sequences. However, as mentioned above, due
to the nearest neighbor structure and the colored dynamic noise, the model of [28] is not easy to
apply for trajectory modeling and prediction. For example, in the model of [28], the current state
depends on the previous state and the next state. As a result, for estimation of the current state,
prior information (density) of the next state is required. However, such information is not available.
We presented a different dynamic model of NG reciprocal sequence (called reciprocal CML model)
in [18] from the CM viewpoint. That model has a good structure for trajectory modeling with a
destination. More specifically, its structure can naturally model a destination. Also, recursive
estimation based on the model of [18] is straightforward. Like any model-based approach, to use it
in application, we need to design its model parameters.
In this paper, we present a rigorous and systematic approach for parameter design of a reciprocal
CML model, which is directly applicable to trajectory modeling with a destination. Following [19],
[3] obtained a transition probability function of a finite-state reciprocal sequence from a transition
probability function of a finite-state Markov sequence in a quantized state space for a problem
of intent inference and trajectory modeling. However, [3] did not discuss if all reciprocal transition
probability functions can be obtained from a Markov transition probability function, which is critical
for the application considered in [3]. In this paper, we make this issue clear based on our reciprocal
CML model. [6]–[7] obtained a transition density of a Gaussian bridging distribution from a Markov
transition density. However, [6]–[7] did not show what type of stochastic process was obtained for
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modeling their problem of intent inference. In other words, [6]–[7] did not discuss what type of
transition density was obtained. In this paper, we address this issue and make it clear. Including
reciprocal sequences as a special case ([17], [18]), CM sequences are more general for trajectory mod-
eling with waypoints and/or a destination [1], for example, CML sequences for trajectory modeling
with destination information. However, guidelines for parameter design of a CML model are lacking.
In this paper, application of CML sequences to trajectory modeling is discussed and guidelines for
parameter design of CML models are presented. Some classes of CM sequences provide models for
more complicated trajectories. For example, a CML ∩ [0, k2]-CML sequence (i.e., a sequence which
is CML over both [0, N ] and [0, k2]) can be applied to modeling trajectories with a waypoint and
a destination. However, a dynamic model of CML ∩ [0, k2]-CML sequences is not available in the
literature. We discuss such application and present a dynamic model for these CM sequences. Sys-
tematic modeling of trajectories in the above scenarios is desired but challenging. Different classes
of CM sequences make it possible to achieve this goal. Then, for application of these CM sequences,
we need to have their dynamic models and design their parameters. This is a main topic of this
paper.
The main goal of this paper is three-fold: 1) to present approaches/guidelines for parameter
design of CML, CMF , and reciprocal CML models in general and their application in trajectory
modeling with destination in particular, 2) to obtain a representation of NG CML, CMF , and
reciprocal sequences, revealing a key fact behind these sequences, and to demonstrate the significance
of studying reciprocal sequences from the CM viewpoint, and 3) to present a full spectrum of dynamic
models from a CML model to a reciprocal CML model and show how models of various intersections
of CM classes can be obtained.
The main contributions of this paper are as follows. From the CM viewpoint, we not only show
how a Markov model induces a reciprocal CML model, but also prove that every reciprocal CML
model can be induced by a Markov model. Then, we give formulas to obtain parameters of the
reciprocal CML model from those of the Markov model. This approach is more intuitive than a
direct parameter design of a reciprocal CML model, because one usually has a much better intuitive
understanding of Markov models. This is particularly useful for parameter design of a reciprocal
CML model for trajectory modeling with destination. In addition, our results make it clear that
the transition density obtained in [6]–[7] is actually a reciprocal transition density. A full spectrum
of dynamic models from a CML model to a reciprocal CML model is presented. This spectrum
helps to understand the gradual change from a CML model to a reciprocal CML model. Also, it
is demonstrated how dynamic models for intersections of NG CM sequences can be obtained. In
addition to their usefulness for application (e.g., application of CML ∩ [0, k2]-CML sequences in
trajectory modeling with a waypoint and a destination), these models are particularly useful to de-
scribe the evolution of a sequence (e.g., a reciprocal sequence) in more than one CM class. Based on
a valuable observation, [17] discussed representations of NG continuous-time CM (including recipro-
cal) processes in terms of a Wiener process and an uncorrelated NG vector. First, we show that the
representation presented in [17] is not sufficient for a Gaussian process to be reciprocal (although [17]
stated that it was sufficient, which has not been challenged or corrected so far). Then, we present a
simple (necessary and sufficient) representation for NG reciprocal sequences from the CM viewpoint.
This demonstrates the significance of studying reciprocal sequences from the CM viewpoint. Second,
inspired by [17], we show that a NG CML (CMF ) sequence can be represented by a NG Markov
sequence plus an uncorrelated NG vector. This (necessary and sufficient) representation makes a
key fact of CM sequences clear and is very helpful for parameter design of CML and CMF models
from a Markov model plus an uncorrelated NG vector. Third, we study the obtained representations
of NG CML, CMF , and reciprocal sequences and, as a by-product, obtain new representations of
some matrices, which characterize NG CML, CMF , and reciprocal sequences.
A preliminary conference version of this paper is [43], where results were presented without proof.
In this paper, we present all proofs and detailed discussion. Other significant results beyond [43]
include the following. The notion of a CML model induced by a Markov model is defined and such a
model is studied in Subsection 3.1 (Definition 3.3, Corollary 3.4, and Lemma 3.1). Dynamic models
are obtained for intersections of CM classes (Proposition 3.5 and Proposition 3.6). Uniqueness of the
representation of a CML (CMF ) sequence (as a sum of a NG Markov sequence and an uncorrelated
NG vector) is proved (Corollary 4.3). Such a representation is also presented for reciprocal sequences
(Proposition 4.4 and Proposition 4.6). Due to its usefulness for application, the notion of a CML
model constructed from a Markov model is introduced and is compared with that of a CML model
induced by a Markov model (Section 4). As a by-product, representations of some matrices (that
characterize CM sequences) are obtained in Corollary 4.2 and 4.5.
The paper is organized as follows. Section 2 reviews some definitions and results required for
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later sections. In Section 3, a reciprocal CML model and its parameter design are discussed. Also,
it is shown how dynamic models for intersections of CM classes can be obtained. In Section 4,
a representation of NG CML (CMF ) sequences are presented and parameter design of CML and
CMF models is discussed. Section 5 contains a summary and conclusions.
2 Definitions and Preliminaries
We consider stochastic sequences defined over the interval [0, N ], which is a general discrete index
interval. For convenience this discrete index is called time. Also, we consider:
[i, j] , {i, i+ 1, . . . , j − 1, j}, i < j
[xk]
j
i , {xk, k ∈ [i, j]}
[xk] , [xk]
N
0
i, j, l, k1, k2, l1, l2 ∈ [0, N ]
where k in [xk]
j
i (or [xk]) is a dummy variable. [xk] is a stochastic sequence. The symbols “\”
and “ ′ ” are used for set subtraction and matrix transposition, respectively. Ci,j is a covariance
function and Ci , Ci,i. C is the covariance matrix of the whole sequence [xk] (i.e., C = Cov(x), x =
[x′0, x
′
1, · · · , x
′
N ]
′). For a matrix A, A[r1:r2,c1:c2] denotes its submatrix consisting of (block) rows r1
to r2 and (block) columns c1 to c2 of A. Also, 0 may denote a zero scalar, vector, or matrix, as
is clear from the context. F (·|·) denotes the conditional cumulative distribution function (CDF).
N (µk, Ck) denotes the Gaussian distribution with mean µk and covariance Ck. Also, N (xk;µk, Ck)
denotes the corresponding Gaussian density with (dummy) variable xk. The abbreviations ZMNG
and NG are used for “zero-mean nonsingular Gaussian” and “nonsingular Gaussian”.
2.1 Definitions and Notations
Formal (measure-theoretic) definitions of CM (including reciprocal) sequences can be found in [1],
[19], [18]. Here, we present definitions in a simple language.
A sequence [xk] is [k1, k2]-CMc, c ∈ {k1, k2} (i.e., CM over [k1, k2]) iff conditioned on the state
at time k1 (or k2), the sequence is Markov over [k1 + 1, k2] ([k1, k2 − 1]). The above definition is
equivalent to the following lemma [1].
Lemma 2.1. [xk] is [k1, k2]-CMc, c ∈ {k1, k2}, iff F (ξk| [xi]
j
k1
, xc) = F (ξk|xj , xc) for every j, k ∈
[k1, k2], j < k, ∀ξk ∈ Rd, where d is the dimension of xk.
The interval [k1, k2] of the [k1, k2]-CMc sequence is called the CM interval of the sequence.
Remark 2.2. We consider the following notation (k1 < k2)
[k1, k2]-CMc =
{
[k1, k2]-CMF if c = k1
[k1, k2]-CML if c = k2
where the subscript “F” or “L” is used because the conditioning is at the first or the last time of the
CM interval.
Remark 2.3. When the CM interval of a sequence is the whole time interval, it is dropped: the
[0, N ]-CMc sequence is called CMc.
A CM0 sequence is CMF and a CMN sequence is CML. For different values of k1, k2, and c,
there are different classes of CM sequences. For example, CMF and [1, N ]-CML are two classes. By
a CMF ∩ [1, N ]-CML sequence we mean a sequence being both CMF and [1, N ]-CML. We define
that every sequence with a length smaller than 3 (i.e., {x0, x1}, {x0}, and {}) is Markov. Similarly,
every sequence is [k1, k2]-CMc, |k2 − k1| < 3. So, CML and CML ∩ [k1, N ]-CMF , k1 ∈ [N − 2, N ]
are equivalent.
A sequence is reciprocal iff conditioned on the states at any two times j and l, the segment inside
the interval (j, l) is independent of the two segments outside [j, l]. In other words, inside and outside
are independent given the boundaries.
Lemma 2.4. [xk] is reciprocal iff F (ξk|[xi]
j
0, [xi]
N
l ) = F (ξk|xj , xl) for every j, k, l ∈ [0, N ] (j < k <
l), ∀ξk ∈ Rd, where d is the dimension of xk.
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2.2 Preliminaries
We review some results required in later sections from [1], [18], [28], [44].
Theorem 2.5. [xk] is reciprocal iff it is [k1, N ]-CMF , ∀k1 ∈ [0, N ], and CML.
Definition 2.6. A symmetric positive definite matrix is called CML if it has form (1) or CMF if
it has form (2):


A0 B0 0 · · · 0 0 D0
B′0 A1 B1 0 · · · 0 D1
0 B′1 A2 B2 · · · 0 D2
...
...
...
...
...
...
...
0 · · · 0 B′N−3 AN−2 BN−2 DN−2
0 · · · 0 0 B′N−2 AN−1 BN−1
D′0 D
′
1 D
′
2 · · · D
′
N−2 B
′
N−1 AN


(1)


A0 B0 D2 · · · DN−2 DN−1 DN
B′0 A1 B1 0 · · · 0 0
D′2 B
′
1 A2 B2 · · · 0 0
...
...
...
...
...
...
...
D′N−2 · · · 0 B
′
N−3 AN−2 BN−2 0
D′N−1 · · · 0 0 B
′
N−2 AN−1 BN−1
D′N 0 0 · · · 0 B
′
N−1 AN


(2)
Here Ak, Bk, and Dk are matrices in general. We call both CML and CMF matrices CMc. A
CMc matrix is CML for c = N and CMF for c = 0.
Theorem 2.7. A NG sequence with covariance matrix C is: (i) CMc iff C
−1 is CMc, (ii) reciprocal
iff C−1 is cyclic (block) tri-diagonal (i.e. both CML and CMF ), (iii) Markov iff C
−1 is (block) tri-
diagonal.
Corollary 2.8. A NG sequence with its covariance inverse C−1 =
[
A11 A12
A21 A22
]
is
(i) [0, k2]-CMc (k2 ∈ [1, N − 1]) iff ∆A22 has the CMc form, where
∆A22 = A11 −A12A
−1
22 A
′
12 (3)
A11 = A[1:k2+1,1:k2+1], A22 = A[k2+2:N+1,k2+2:N+1], and A12 = A[1:k2+1,k2+2:N+1].
(ii) [k1, N ]-CMc (k1 ∈ [1, N − 1]) iff ∆A11 has the CMc form, where
∆A11 = A22 −A
′
12A
−1
11 A12 (4)
A11 = A[1:k1,1:k1], A22 = A[k1+1:N+1,k1+1:N+1], and A12 = A[1:k1,k1+1:N+1].
A positive definite matrix A is called a [0, k2]-CMc ([k1, N ] -CMc) matrix if ∆A22 (∆A11) in (3)
((4)) has the CMc form.
Theorem 2.9. A ZMNG [xk] is CMc, c ∈ {0, N}, iff it obeys
xk = Gk,k−1xk−1 +Gk,cxc + ek, k ∈ [1, N ] \ {c} (5)
where [ek] (Gk = Cov(ek)) is a zero-mean white NG sequence, and boundary condition
1
xc = ec, x0 = G0,cxc + e0 (for c = N) (6)
or equivalently2
x0 = e0, xc = Gc,0x0 + ec (for c = N) (7)
1Note that (7) means that for c = N we have x0 = e0 and xN = GN,0x0+eN ; for c = 0 we have x0 = e0. Likewise
for (6).
2e0 and eN in (7) are not necessarily the same as e0 and eN in (6). Just for simplicity we use the same notation.
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Theorem 2.10. A ZMNG [xk] is reciprocal iff it satisfies (5) along with (6) or (7), and
G−1k Gk,c = G
′
k+1,kG
−1
k+1Gk+1,c (8)
∀k ∈ [1, N − 2] for c = N , or ∀k ∈ [2, N − 1] for c = 0. Moreover, for c = N , [xk] is Markov iff in
addition to (8), we have G−10 G0,N = G
′
1,0G
−1
1 G1,N for (6), or equivalently G
−1
N GN,0 = G
′
1,NG
−1
1 G1,0
for (7). Also, for c = 0, [xk] is Markov iff in addition to (8), we have GN,0 = 0.
A reciprocal sequence is a special CMc sequence. Theorem 2.10 gives a necessary and sufficient
condition for a CMc model to be a model of the ZMNG reciprocal sequence. A model of this
sequence was also presented in [28]. In other words, the ZMNG reciprocal sequence can be modeled
by either what we call the “reciprocal CMc model” of Theorem 2.10 or what we call the “reciprocal
model” of [28].
Similarly, a Markov sequence is a special CMc sequence. Theorem 2.10 gives a necessary and
sufficient condition for a CMc model to be a model of the ZMNG Markov sequence. A CMc model
of a Markov sequence is called a “Markov CMc model”. A different model of the ZMNG Markov
sequence is as follows.
Lemma 2.11. A ZMNG [yk] is Markov iff it obeys
yk =Mk,k−1yk−1 + ek, k ∈ [1, N ] (9)
where y0 = e0 and [ek] (Mk = Cov(ek)) is a zero-mean white NG sequence.
3 Dynamic Models of Reciprocal and Intersections of CM
Classes
3.1 Reciprocal Sequences
By Theorem 2.10, one can determine whether a CMc model describes a reciprocal sequence or not.
In other words, it gives the required conditions on the parameters of a CMc model to be a reciprocal
CMc model. However, it does not provide an approach for designing the parameters. Theorem 3.2
below provides such an approach. First, we need a lemma.
Lemma 3.1. The set of reciprocal sequences modeled by a reciprocal CML model (5) with parameters
(Gk,k−1, Gk,N , Gk), k ∈ [1, N − 1] includes Markov sequences.
Proof. By Theorem 2.10, (5) (for c = N) satisfying (8) with (6) models a reciprocal sequence. By
Theorem 2.7, C−1 of such a sequence is cyclic (block) tri-diagonal given by (1) with D1 = · · · =
DN−2 = 0 and
D0 = G
′
1,0G
−1
1 G1,N −G
−1
0 G0,N (10)
Now, consider a reciprocal sequence modeled by (5) satisfying (8) with parameters (Gk,k−1, Gk,N , Gk), k ∈
[1, N − 1], and boundary condition (6) with parameters G0,N , G0, and GN , where
G0,N = G0G
′
1,0G
−1
1 G1,N (11)
meaning that D0 = 0. This reciprocal sequence is Markov (Theorem 2.7). Note that since for every
possible value of the parameters of the boundary condition the sequence is nonsingular reciprocal
modeled by the same reciprocal CML model, choice (11) is valid. Thus, there exist Markov sequences
belonging to the set of reciprocal sequences modeled by a reciprocal CML model (5) with the
parameters (Gk,k−1, Gk,N , Gk), k ∈ [1, N − 1].
Theorem 3.2. (Markov-induced CML model) A ZMNG [xk] is reciprocal iff it can be modeled
by a CML model (5)–(6) (for c = N) induced by a Markov model (9), that is, iff the parameters
(Gk,k−1, Gk,N , Gk), k ∈ [1, N − 1], of the CML model (5)–(6) of [xk] can be determined by the
parameters (Mk,k−1,Mk), k ∈ [1, N ], of a Markov model (9) as
Gk,k−1 =Mk,k−1 −Gk,NMN |kMk,k−1 (12)
Gk,N = GkM
′
N |kC
−1
N |k (13)
Gk = (M
−1
k +M
′
N |kC
−1
N |kMN |k)
−1 (14)
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where MN |k =MN,N−1 · · ·Mk+1,k, MN |N = I, CN |k =
∑N−1
n=k MN |n+1Mn+1M
′
N |n+1, k ∈ [1, N − 1],
where Mk,k−1, k ∈ [1, N ], are square matrices, and Mk, k ∈ [1, N ], are positive definite having the
dimension of xk.
Proof. First, we show how (12)–(14) are obtained and prepare the setting for our proof.
Given the square matrices Mk,k−1, k ∈ [1, N ], and the positive definite matrices Mk, k ∈ [1, N ],
there exists a ZMNG Markov sequence [yk] (Lemma 2.11):
yk =Mk,k−1yk−1 + e
M
k , k ∈ [1, N ], y0 = e
M
0 (15)
where [eMk ] is a zero-mean white NG sequence with covariances Mk, k ∈ [0, N ].
Since every Markov sequence is CML, we can obtain a CML model of [yk] as
yk = Gk,k−1yk−1 +Gk,NyN + e
y
k, k ∈ [1, N − 1] (16)
where [eyk] is a zero-mean white NG sequence with covariances Gk, k ∈ [1, N − 1], G
y
0, G
y
N , and
boundary condition
yN = e
y
N , y0 = G
y
0,NyN + e
y
0 (17)
Parameters of (16) can be obtained as follows. By (15), we have p(yk|yk−1) = N (yk;Mk,k−1yk−1,Mk).
Since [yk] is Markov, we have, for ∀k ∈ [1, N − 1],
p(yk|yk−1, yN ) =
p(yk|yk−1)p(yN |yk, yk−1)
p(yN |yk−1)
=
p(yk|yk−1)p(yN |yk)
p(yN |yk−1)
(18)
= N (yk;Gk,k−1yk−1 +Gk,NyN , Gk)
and it turns out that Gk,k−1, Gk,N , and Gk are given by (12)–(14) [45], where we have p(yk|yk−1) =
N (yk;Mk,k−1yk−1,Mk).
Now, we construct a sequence [xk] modeled by the same model (16) as
xk = Gk,k−1xk−1 +Gk,NxN + ek, k ∈ [1, N − 1] (19)
where [ek] is a zero-mean white NG sequence with covariancesGk, k ∈ [0, N ], and boundary condition
xN = eN , x0 = G0,NxN + e0 (20)
but with different parameters of the boundary condition (i.e., (GN , G0,N , G0) 6= (G
y
N , G
y
0,N , G
y
0)).
By Theorem 2.9, [xk] is a ZMNG CML sequence. Note that parameters of (16) and (19) are the same
(Gk,k−1, Gk,N , Gk, k ∈ [1, N − 1]), but parameters of (17) (G
y
0,N , G
y
0 , G
y
N ) and (20) (G0,N , G0, GN )
are different.
Sufficiency: we prove sufficiency; that is, a CML model with the parameters (12)–(14) is a recip-
rocal CML model. It suffices to show that the parameters (12)–(14) satisfy (8) and consequently
[xk] is reciprocal. Substituting (12)–(14) in (8), for the right hand side of (8), we have
G′k+1,kG
−1
k+1Gk+1,N =M
′
N |kC
−1
N |k+1 −M
′
N |kC
−1
N |k+1MN |k+1
· (M−1k+1 +M
′
N |k+1C
−1
N |k+1MN |k+1)
−1M ′N |k+1C
−1
N |k+1
and for the left hand side of (8), we haveG−1k Gk,N =M
′
N |kC
−1
N |k =M
′
N |k(CN |k+1+MN |k+1Mk+1M
′
N |k+1)
−1,
where from the matrix inversion lemma it follows that (8) holds. Therefore, [xk] is reciprocal. So,
equations (5)–(6) with (12)–(14) model a ZMNG reciprocal sequence.
Necessity: Let [xk] be ZMNG reciprocal. By Theorem 2.10 [xk] obeys (5)–(6) with (8). By
Lemma 3.1, the set of reciprocal sequences modeled by a reciprocal CML model contains Markov
and non-Markov sequences (depending on the parameters of the boundary condition). So, a sequence
modeled by a reciprocal CML model and a boundary condition determined as in the proof of Lemma
3.1 (i.e., satisfying (11)) is actually a Markov sequence whose C−1 is (block) tri-diagonal (i.e., (1)
with D0 = · · · = DN−2 = 0). Given this C
−1, we can obtain parameters of Markov model (15)
(Mk,k−1, k ∈ [1, N ], Mk, k ∈ [0, N ]) of a Markov sequence with the given C−1 as follows. C−1 of
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a Markov sequence can be calculated in terms of parameters of a Markov CML model or those of
a Markov model. Equating these two formulations of C−1, parameters of the Markov model are
obtained in terms of those of the Markov CML model. Thus, for k = N − 2, N − 3, . . . , 0,
M−1N = AN (21)
MN,N−1 = −MNB
′
N−1 (22)
M−1k+1 = Ak+1 −M
′
k+2,k+1M
−1
k+2Mk+2,k+1 (23)
Mk+1,k = −Mk+1B
′
k (24)
M−10 = A0 −M
′
1,0M
−1
1 M1,0 (25)
where
A0 = G
−1
0 +G
′
1,0G
−1
1 G1,0 (26)
Ak = G
−1
k +G
′
k+1,kG
−1
k+1Gk+1,k, k ∈ [1, N − 2] (27)
AN−1 = G
−1
N−1 (28)
AN = G
−1
N +
N−1∑
k=0
G′k,NG
−1
k Gk,N (29)
Bk = −G
′
k+1,kG
−1
k+1, k ∈ [0, N − 2] (30)
BN−1 = −G
−1
N−1GN−1,N (31)
Following (18) to get a reciprocal CML model from this Markov model, we have (12)–(14).
What remains to be proven is that the parameters of the model obtained by (12)–(14) are the
same as those of the CML model calculated directly based on the covariance function of [xk]. By
Theorem 2.9, the model constructed from (12)–(14) is a valid CML model. In addition, given a
CML matrix (a positive definite cyclic (block) tri-diagonal matrix is a special CML matrix) as the
C−1 of a sequence, the set of parameters of the CML model and boundary condition of the sequence
is unique (it can be seen by the almost sure uniqueness of a conditional expectation [1]). Thus, the
parameters (12)–(14) must be the same as those obtained directly from the covariance function of
[xk]. Thus, a ZMNG reciprocal sequence [xk] obeys (5)–(6) with (12)–(14).
Note that by matrix inversion lemma, (14) is equivalent toGk =Mk−MkM ′N |k(CN |k+MN |kMkM
′
N |k)
−1
·MN |kMk.
Note that Theorem 3.2 holds true for every combination of the parameters (i.e., square matrices
Mk,k−1 and positive definite matrices Mk, k ∈ [1, N ]). By (12)–(14), parameters of every reciprocal
CML model are obtained fromMk,k−1,Mk, k ∈ [1, N ], which are parameters of a Markov model (9).
This is particularly useful for parameter design of a reciprocal CML model. We explain it for the
problem of motion trajectory modeling with destination information as follows. Such trajectories
can be modeled by combining two key assumptions: (i) the object motion follows a Markov model
(9) (e.g., a nearly constant velocity model) without considering the destination information, and (ii)
the joint origin and destination density is known (which can be different from that of the Markov
model in (i)). In reality, if the joint density is not known, an approximate density can be used.
Now, (by (i)) let [yk] be Markov modeled by (15) (e.g., a nearly constant velocity model without
considering the destination information) with parameters Mk,k−1, k ∈ [1, N ],Mk, k ∈ [1, N ]. [yk]
can be also modeled by a CML model (16)–(17). By the Markov property, parameters of (16) are
obtained as (12)–(14) based on (18). Next, we construct [xk] modeled by (19)–(20). By Theorem
2.9, [xk] is a CML sequence. Since parameters of (20) are arbitrary, [xk] can have any joint density
of x0 and xN . So, [yk] and [xk] have the same CML model ((16) and (19)) (i.e., the same transition
(18)), but [xk] can have any joint distribution of the states at the endpoints. In other words, [xk]
can model any origin and destination. Therefore, combining the two assumptions (i) and (ii) above
naturally leads to a CML sequence [xk] whose CML model is the same as that of [yk] while the
former can model any origin and destination. Thus, model (19) with (12)–(14) is the desired model
for destination-directed trajectory modeling based on (i) and (ii) above.
Markov sequences modeled by the same reciprocal model of [28] were studied in [27]. This is
an important topic in the theory of reciprocal processes [19]. In the following, Markov sequences
modeled by the same CML model (5) are studied and determined. Following the notion of a
reciprocal transition density derived from a Markov transition density [19], a CML model induced
by a Markov model is defined as follows. A Markov sequence can be modeled by either a Markov
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model (9) or a CML model (5). Such a CML model is called the CML model induced by the Markov
model since parameters of the former can be obtained from those of the latter (see (18) or (21)–(31)).
Definition 3.3 is for the Gaussian case.
Definition 3.3. Consider a Markov model (9) with parameters Mk,k−1, k ∈ [1, N ],Mk, k ∈ [1, N ].
The CML model (5) with parameters (Gk,k−1, Gk,N , Gk), k ∈ [1, N − 1], given by (12)–(14) is called
the Markov-induced CML model.
Corollary 3.4. A CML model (5) is for a reciprocal sequence iff it can be so induced by a Markov
model (9).
Proof. See our proof of Theorem 3.2.
By the proof of Theorem 3.2, given a reciprocal CML model (5) (satisfying (8)), we can choose a
boundary condition satisfying (11) and then obtain a Markov model (9) for a Markov sequence that
obeys the given reciprocal CML model (see (21)–(31)). Since parameters of the boundary condition
(i.e., G0,N , G0, and GN ) satisfying (11) can take many values, there are many such Markov models
and their parameters are given by (21)–(25).
The idea of obtaining a reciprocal evolution law from a Markov evolution law was used in [14],
[19], and later for finite-state reciprocal sequences in [2], [36]. Our contributions are different. First,
our reciprocal CML model above is from the CM viewpoint. Second, Theorem 3.2 not only induces
a reciprocal CML model by a Markov model, but also shows that every reciprocal CML model can
be induced by a Markov model (by necessity and sufficiency of Theorem 3.2). This is important
for application of reciprocal sequences (i.e., parameter design of a reciprocal CML model) because
one usually has a much better intuitive understanding of Markov models (see the above explanation
for trajectory modeling with reciprocal sequences). Third, our proof of Theorem 3.2 is constructive
and shows how a given reciprocal CML model can be induced by a Markov model. Fourth, our
constructive proof of Theorem 3.2 gives all possible Markov models by which a given reciprocal
CML model can be induced. Note that only one CML model can be induced by a given Markov
model (it can be verified by (21)–(31)). However, a given reciprocal CML model can be induced by
many different Markov models. This is because (11) holds for many different choices of parameters
of the boundary condition (i.e., G0,N , G0, and GN ) each of which leads to a Markov model with
parameters given by (21)–(25) (see the proof of necessity of Theorem 3.2). By Theorem 3.2, one can
see that the transition density of the bridging distribution used in [6]–[7] is a reciprocal transition
density.
3.2 Intersections of CM Classes
In some applications sequences with more than one CM property (i.e., belonging to more than one
CM class) are desired. An example is trajectories with a waypoint and a destination information.
Assume we know not only the destination density (at time N) but also the state density at time
k2(< N) (i.e., waypoint information). First, consider only the waypoint information at k2 (without
destination information). In other words, we know the state density at k2 but not after. With a CM
evolution law between 0 and k2, such trajectories can be modeled as a [0, k2]-CML sequence. Now,
consider only the destination information (density) without waypoint information. Such trajectories
can be modeled as a CML sequence. Then, trajectories with a waypoint and a destination informa-
tion can be modeled as a sequence being both [0, k2]-CML and CML, denoted as CML∩[0, k2]-CML.
In other words, the sequence has both the CML property and the [0, k2]-CML property. Studying
the evolution of other sequences belonging to more than one CM class, for example CML ∩ [k1, N ]-
CMF , is also useful for studying reciprocal sequences. The NG reciprocal sequence is equivalent
to CML ∩ CMF [18]. Proposition 3.5 below presents a dynamic model of CML ∩ [k1, N ]-CMF se-
quences, based on which one can see a full spectrum of models from a CML sequence to a reciprocal
sequence.
Proposition 3.5. A ZMNG [xk] is CML∩[k1, N ]-CMF iff it obeys (5)–(6) with (∀k ∈ [k1+1, N−2])
G−1k Gk,N = G
′
k+1,kG
−1
k+1Gk+1,N (32)
Proof. A ZMNG CML sequence has a CML model (5)–(6) (Theorem 2.9). Also, a NG sequence
is [k1, N ]-CMF iff its C
−1 has the [k1, N ]-CMF form (Corollary 2.8). Then, a sequence is CML ∩
[k1, N ]-CMF iff it obeys (5)–(6), where C
−1 of the sequence has the [k1, N ]-CMF form, which is
equivalent to (32).
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Proposition 3.5 shows howmodels change from a CML model to a reciprocalCML model for k1 = 0
(compare (32) and (8) (for c = N)). Note that CML and CML ∩ [k1, N ]-CMF , k1 ∈ [N − 2, N ] are
equivalent (Subsection 2.1).
Following the idea of the proof of Proposition 3.5, we can obtain models for intersections of
different CM classes, for example CMc ∩ [k1, k2]-CMc ∩ [m1,m2]-CMc sequences. However, the
above approach does not lead to simple results in some cases, e.g., CML ∩ [0, k2]-CML sequences.
A different way of obtaining a model for CML ∩ [0, k2]-CML sequences is presented next.
Proposition 3.6. A ZMNG [xk] is CML ∩ [0, k2]-CML iff
xk = Gk,k−1xk−1 +Gk,k2xk2 + ek, k ∈ [1, k2 − 1] (33)
xk2 = ek2 , x0 = G0,k2xk2 + e0 (34)
xN =
k2∑
i=0
GN,ixi + eN (35)
xk = Gk,k−1xk−1 +Gk,NxN + ek, k ∈ [k2 + 1, N − 1] (36)
where [ek] (Gk = Cov(ek)) is a zero-mean white NG sequence,
G′N,jG
−1
N GN,i = 0 (37)
G−1l Gl,k2 = G
′
l+1,lG
−1
l+1Gl+1,k2 +G
′
N,lG
−1
N GN,k2 (38)
j = 0, . . . , k2 − 3, i = j + 2, . . . , k2 − 1, and l = 0, . . . , k2 − 2.
Proof. Necessity: Let [xk] be a ZMNG CML∩[0, k2]-CML sequence. Let p(·) and p(·|·) be its density
and conditional density, respectively. Then,
xk2 ∼ p(xk2) (39)
x0 ∼ p(x0|xk2) (40)
Since [xk] is CML ∩ [0, k2]-CML, it is [0, k2]-CML. Thus, for k ∈ [1, k2 − 1],
xk ∼ p(xk|x0, . . . , xk−1, xk2) = p(xk|xk−1, xk2 ) (41)
Also, since [xk] is CML, for k ∈ [k2 + 1, N ],
xN ∼ p(xN |x0, . . . , xk2) (42)
xk ∼ p(xk|x0, . . . , xk−1, xN ) = p(xk|xk−1, xN ) (43)
According to (39)–(40), we have xk2 = ek2 and x0 = G0,k2xk2 + e0, where e0 and ek2 are
uncorrelated ZMNG with nonsingular covariances G0 and Gk2 , G0,k2 = C0,k2C
−1
k2
, Gk2 = Ck2 ,
G0 = C0 − C0,k2C
−1
k2
C′0,k2 , and Cl1,l2 is the covariance function of [xk]. For k ∈ [1, k2 − 1],
by (41) we have xk = Gk,k−1xk−1 + Gk,k2xk2 + ek, Gk = Cov(ek) (see [1]), [Gk,k−1, Gk,k2 ] =
[Ck,k−1, Ck,k2 ]
[
Ck−1 Ck−1,k2
Ck2,k−1 Ck2
]−1
, andGk = Ck−[Ck,k−1, Ck,k2 ]
[
Ck−1 Ck−1,k2
Ck2,k−1 Ck2
]−1
[Ck,k−1, Ck,k2 ]
′.
For k ∈ [k2+1, N ], by (42) we have xN =
∑k2
i=0GN,ixi+ eN , GN = Cov(eN), [GN,0, GN,1, . . . , GN,k2 ] =
C[N+1:N+1,1:k2+1](C[1:k2+1,1:k2+1])
−1, andGN = CN−C[N +1:N+1,1:k2+1](C[1:k2+1,1:k2+1])
−1C′[N+1:N+1,1:k2+1].
Here, C[r1:r2,c1:c2] denotes the submatrix of the covariance matrix C of [xk] including the block rows
r1 to r2 and the block columns c1 to c2.
3
By (43) we have xk = Gk,k−1xk−1+Gk,NxN+ek, k ∈ [k2+1, N−1],Gk = Cov(ek), [Gk,k−1, Gk,N ] =
[Ck,k−1, Ck,N ]
[
Ck−1 Ck−1,N
CN,k−1 CN
]−1
, andGk = Ck−[Ck,k−1, Ck,N ]
[
Ck−1 Ck−1,N
CN,k−1 CN
]−1
[Ck,k−1, Ck,N ]
′.
In the above, [ek] is a zero-mean white NG sequence with covariances Gk.
Now we show that (37)–(38) hold. We construct C−1 of the whole sequence [xk] and obtain
(37)–(38) from the fact that C−1 is both CML and [0, k2]-CML. [xk]
k2
0 obeys (33)–(34). So, by
Theorem 2.9, [xk]
k2
0 is CML. Then, by Theorem 2.7, (C[1:k2+1,1:k2+1])
−1 is CML for every value of
parameters of (33)–(34) (i.e., C−1 is [0, k2]-CML). C
−1 of [xk] is calculated by stacking (33)–(36)
3Note that C is an (N + 1)× (N + 1) matrix for a scalar sequence.
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as follows. We have
Gx = e (44)
where x , [x′0, x
′
1, . . . , x
′
N ]
′, e , [e′0, e
′
1, . . . , e
′
N ]
′, G =
[
G11 0
G21 G22
]
,
G21 =


0 · · · 0 −Gk2+1,k2
0 · · · 0 0
...
...
...
...
−GN,0 · · · −GN,k2−1 −GN,k2


G11 is 

I 0 0 · · · 0 −G0,k2
−G1,0 I 0 · · · 0 −G1,k2
0 −G2,0 I 0 · · · −G2,k2
...
...
...
...
...
...
0 0 · · · −Gk2−1,k2−2 I −Gk2−1,k2
0 0 0 · · · 0 I


and G22 is 

I 0 · · · 0 −Gk2+1,N
−Gk2+2,k2+1 I 0 · · · −Gk2+2,N
...
...
...
...
...
0 · · · −GN−1,N−2 I −GN−1,N
0 · · · 0 0 I


Then,
C−1 = G′G−1G (45)
where G = diag(G0, G1, . . . , GN ). Since [xk] is CML, C
−1 has the CML form, which is equivalent
to (37)–(38).
Sufficiency: We need to show that a sequence modeled by (33)-(38) is CML ∩ [0, k2]-CML, that
is, its C−1 has both CML and [0, k2]-CML forms. Since [xk]
k2
0 obeys (33)–(34), (C[1:k2+1,1:k2+1])
−1
has the CML form for every choice of parameters of (33)–(34) (Theorem 2.9 and Theorem 2.7). So,
[xk] governed by (33)-(38) is [0, k2]-CML. Also, C
−1 can be calculated by (45). It can be seen that
(37)–(38) is equivalent to C−1 having the CML form. Thus, a sequence modeled by (33)-(38) is
CML ∩ [0, k2]-CML. The Gaussianity of [xk] follows clearly from linearity of (33)-(36). Also, [xk] is
nonsingular due to (45), the nonsingularity of G, and the positive definiteness of G.
4 Representations of CM and Reciprocal Sequences
A representation of NG continuous-time CM processes in terms of a Wiener process and an uncor-
related NG vector was presented in [17]. Inspired by this representation, we show that a NG CMc
sequence can be represented by a sum of a NG Markov sequence and an uncorrelated NG vector.
We also show how to use a NG Markov sequence and an uncorrelated NG vector to construct a NG
CMc sequence.
Proposition 4.1. A ZMNG [xk] is CMc iff it can be represented as
xk = yk + Γkxc, k ∈ [0, N ] \ {c} (46)
where [yk] \ {yc} 4 is a ZMNG Markov sequence, xc is a ZMNG vector uncorrelated with [yk] \ {yc},
and Γk are some matrices.
Proof. Let c = N . Necessity: We show that any ZMNG CML [xk] can be represented as (46). Any
4For c = N , [yk] \ {yc} = [yk]
N−1
0
, and for c = 0, [yk] \ {yc} = [yk]
N
1
.
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such [xk] obeys
xk = Gk,k−1xk−1 +Gk,NxN + ek, k ∈ [1, N − 1] (47)
x0 = G0,NxN + e0 (48)
xN = eN (49)
where [ek] (Gk = Cov(ek)) is zero-mean white NG.
According to (48), we consider y0 = e0 and Γ0 = G0,N . So, x0 = y0 + Γ0xN . For k ∈ [1, N − 1],
we have
xk = Gk,k−1xk−1 +Gk,NxN + ek
= Gk,k−1(yk−1 + Γk−1xN ) +Gk,NxN + ek
= Gk,k−1yk−1 + ek + (Gk,k−1Γk−1 +Gk,N )xN
By induction, [xk] can be represented as xk = yk + ΓkxN , k ∈ [0, N − 1], where for k ∈ [1, N − 1],
yk = Uk,k−1yk−1 + ek, Uk,k−1 = Gk,k−1, Γk = Gk,k−1Γk−1 +Gk,N , y0 = e0, Γ0 = G0,N , and xN is
uncorrelated with the Markov sequence [yk]
N−1
0 , because xN is uncorrelated with [ek]
N−1
0 .
What remains is to show the nonsingularity of [yk]
N−1
0 and the random vector xN . Since the
sequence [xk] is nonsingular, xN is nonsingular. Also, we have y0 = e0. In addition, the co-
variances Gk, k ∈ [0, N ], are nonsingular. Thus, Uk = Cov(ek), k ∈ [0, N − 1], are all non-
singular. Similar to (45), we have Cy = Cov(y) = W−1UW ′−1, where y = [y′0, y
′
1, . . . , y
′
N−1]
′,
U = diag(U0, U1, . . . , UN−1) and W is a nonsingular matrix. Therefore, [yk]
N−1
0 is nonsingular
because U and W are nonsingular.
Sufficiency: We show that for any ZMNG Markov sequence [yk]
N−1
0 uncorrelated with any ZMNG
vector xN , [xk] constructed as xk = yk +ΓkxN , k ∈ [0, N − 1] is a ZMNG CML sequence, where Γk
are some matrices. Therefore, it suffices to show that [xk] obeys (5)–(6). Since [yk]
N−1
0 is a ZMNG
Markov sequence, it obeys (Lemma 2.11) yk = Uk,k−1yk−1 + ek, k ∈ [1, N − 1], y0 = e0, where
[ek]
N−1
0 is a zero-mean white NG sequence with covariances Uk.
We have x0 = y0 + Γ0xN . So, consider G0,N = Γ0. Then, for k ∈ [1, N − 1], we have
xk = yk + ΓkxN = Uk,k−1yk−1 + ek + ΓkxN
= Uk,k−1xk−1 + (Γk − Uk,k−1Γk−1)xN + ek (50)
We consider Gk,k−1 = Uk,k−1 and Gk,N = Γk − Uk,k−1Γk−1. Covariances Uk, k ∈ [0, N − 1],
and Cov(xN ) are nonsingular. So, covariances Gk = Cov(ek), k ∈ [0, N ] (let eN = xN ), are all
nonsingular. So, [xk] is nonsingular (it can be shown similar to (45)). Thus, by (50), it can be seen
that [xk] obeys (5)–(6) (note that [ek] is white). So, [xk] is a ZMNG CML sequence.
For c = 0 we have a parallel proof. We skip the details and only present some results required later.
Necessity: The proof is based on the CMF model. Let [xk] be a ZMNG CMF sequence governed by
(5)–(6) (for c = 0). It is possible to represent [xk] as (46) with the Markov sequence [yk]
N
1 governed
by yk = Uk,k−1yk−1 + ek, k ∈ [2, N ], where for k ∈ [2, N ], Uk,k−1 = Gk,k−1, Γ1 = 2G1,0, and
Γk = Gk,k−1Γk−1 +Gk,0.
Sufficiency: Let [yk]
N
1 be a ZMNG Markov sequence governed by yk = Uk,k−1yk−1+ek, k ∈ [2, N ],
where [ek]
N
1 (let y1 = e1) is a zero-mean white NG sequence with covariances Uk. Also, let x0 be
a ZMNG vector uncorrelated with the sequence [yk]
N
1 . It can be shown that the sequence [xk]
constructed by (46) obeys (5)–(6) (for c = 0), where for k ∈ [2, N ], Gk,k−1 = Uk,k−1, G1,0 =
1
2Γ1,
and Gk,0 = Γk − Uk,k−1Γk−1.
Proposition 4.1 presents a Markov-based representation of CMc sequences. It reveals a key fact
of relationship between a NG CMc sequence and a NG Markov sequence: the former is the latter
plus an uncorrelated NG vector. As a result, it provides insight and guidelines for design of CMc
models in application such as for motion trajectory modeling with destination information. A CML
model is more general than a reciprocal CML model. Consequently, the following guidelines for
CML model design is more general than the approach of Theorem 3.2: First, consider a Markov
model (e.g., a nearly constant velocity model) with the given origin density (without considering
other information). The sequence so modeled is [yk]
N−1
0 in (46). Assume the destination (density of
xN ) is known. Then, based on Γk, the Markov sequence [yk]
N−1
0 is modified to satisfy the available
information in the problem (e.g., about the general form of trajectories) leading to the desired
trajectories [xk] which end up at the destination. A direct attempt for designing parameters of a
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CML model for this problem is much harder. These guidelines make parameter design easier and
more intuitive. In addition, one can learn Γk (which shows the impact of the destination) from a
set of trajectories. Next, we study the representation of Proposition 4.1 further to provide insight
and tools for its application [11].
The following representation of the CMc matrix is a by-product of Proposition 4.1.
Corollary 4.2. Let C be an (N +1)d× (N +1)d positive definite block matrix (with (N +1) blocks
in each row/column and each block being d× d). C−1 is CMc iff
C = B + ΓDΓ′ (51)
Here D is a d × d positive definite matrix and (i) if c = N , then B =
[
B1 0
0 0
]
and Γ =
[
S
I
]
,
(ii) if c = 0, then B =
[
0 0
0 B1
]
and Γ =
[
I
S
]
, where (B1)
−1 is Nd×Nd block tri-diagonal, S
is Nd× d, and I is the d× d identity matrix.
Proof. Let c = N . Necessity: By Theorem 2.7, for every CML matrix C
−1, there exists a ZMNG
CML sequence [xk] with the covariance C. By Proposition 4.1, we have
x = y + ΓxN (52)
where x , [x′0, x
′
1, . . . , x
′
N ], y , [y
′
0, y
′
1, . . . , y
′
N−1]
′, y , [y′, 0]′, S , [Γ′0,Γ
′
1, . . . ,Γ
′
N−1]
′, Γ , [S′, I]′,
and [yk]
N−1
0 is a ZMNG Markov sequence uncorrelated with the ZMNG vector xN . Then, by (52),
we have
Cov(x) = Cov(y) + ΓCov(xN )Γ
′ (53)
because y and xN are uncorrelated. Then, (53) leads to (51), where C , Cov(x), B ,
[
B1 0
0 0
]
=
Cov(y), B1 , Cov(y), D , Cov(xN ), and by Theorem 2.7, (B1)
−1 is block tri-diagonal. Therefore,
for every CML matrix C
−1 we have (51).
Sufficiency: Let (B1)
−1 be an Nd×Nd block tri-diagonal matrix, D be a d× d positive definite
matrix, and S be an Nd× d matrix. By Theorem 2.7, for every Nd×Nd block tri-diagonal matrix
(B1)
−1, there exists a Gaussian Markov sequence [yk]
N−1
0 with (C
y)−1 = (B1)
−1, where Cy = Cov(y)
and y = [y′0, y
′
1, . . . , y
′
N−1]
′. Also, given a d × d positive definite matrix D, there exists a Gaussian
vector xN with Cov(xN ) = D. Let xN and [yk]
N−1
0 be uncorrelated. By Proposition 4.1, [xk]
constructed by (52) is a CML sequence. Also, by Theorem 2.7, C
−1 of [xk] is a CML matrix. With
C , Cov(x), (51) follows from (53). Thus, for every block tri-diagonal matrix (B1)
−1, every positive
definite matrix D, and every matrix S, C−1 is a CML matrix. The proof for c = 0 is similar.
Corollary 4.3. For every CMc sequence, the representation (46) is unique.
Proof. Let c = N , and [xk] be a CML sequence governed by (5) with parameters (Gk,k−1, Gk,N , Gk),
k ∈ [1, N − 1], and (6) with parameters (G0,N , G0, GN ). By Proposition 4.1, [xk] can be represented
as (46). Parameters (denoted by Uk,k−1, k ∈ [1, N − 1], Uk, k ∈ [0, N − 1]) of the Markov model (9)
of [yk]
N−1
0 , covariance of xN denoted by D, and the matrices Γk, k ∈ [0, N − 1], can be calculated
in terms of the parameters of the CML model as follows (see the proof of Proposition 4.1):
D = GN , Γ0 = G0,N (54)
Uk = Gk, k ∈ [0, N − 1] (55)
Uk,k−1 = Gk,k−1, k ∈ [1, N − 1] (56)
Γk = Gk,k−1Γk−1 +Gk,N , k ∈ [1, N − 1] (57)
Now, assume that there exists a different representation of [xk] in the form (46). Denote parameters
of the corresponding Markov model by U˜k,k−1, k ∈ [1, N − 1], U˜k, k ∈ [0, N − 1], and the weight
matrices by Γ˜k, k ∈ [0, N − 1] (covariance of xN is D). By the proof of Proposition 4.1, parameters
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of the corresponding CML model are
G0,N = Γ˜0, GN = D (58)
Gk,k−1 = U˜k,k−1, k ∈ [1, N − 1] (59)
Gk,N = Γ˜k − U˜k,k−1Γ˜k−1, k ∈ [1, N − 1] (60)
Gk = U˜k, k ∈ [0, N − 1] (61)
Parameters of a CML model of a CML sequence are unique [1]. Comparing (54)-(57) and (58)-(61),
it can be seen that the parameters U˜k,k−1, k ∈ [1, N − 1], U˜k, k ∈ [0, N − 1], and Γ˜k, k ∈ [0, N − 1],
are the same as Uk,k−1, k ∈ [1, N − 1], Uk, k ∈ [0, N − 1], and Γk, k ∈ [0, N − 1]. In other words,
parameters of the representation (46) are unique. Uniqueness of (46) for c = 0 can be proven
similarly.
Based on a valuable observation, [17] discussed the relationship between Gaussian CM and Gaus-
sian reciprocal processes. Then, based on the obtained relationship, [17] presented a representation
of NG reciprocal processes. We showed in [18] that the relationship between Gaussian CM and
Gaussian reciprocal processes presented in [17] was incomplete; that is, the presented condition was
not sufficient for a Gaussian process to be reciprocal (although [17] stated that it was sufficient).
Then, we presented in [18] (Theorem 2.5 above) a relationship between CM and reciprocal processes
for the general (Gaussian/non-Gaussian) case. Also, we showed that CML in Theorem 2.5 was the
missing part in the results of [17]. Consequently, it can be seen that the representation presented in
[17] is not sufficient for a NG process to be reciprocal and its missing part is the representation of
CML processes.
Next, we present a simple necessary and sufficient representation of the NG reciprocal sequence
from the CM viewpoint. It demonstrates the significance of studying reciprocal sequences from the
CM viewpoint.
Proposition 4.4. A ZMNG [xk] is reciprocal iff it can be represented as both
xk = y
L
k + Γ
L
k xN , k ∈ [0, N − 1] (62)
and
xk = y
F
k + Γ
F
k x0, k ∈ [1, N ] (63)
where [yLk ]
N−1
0 and [y
F
k ]
N
1 are ZMNG Markov sequences, xN and x0 are ZMNG vectors uncorrelated
with [yLk ]
N−1
0 and [y
F
k ]
N
1 , respectively, and Γ
L
k and Γ
F
k are some matrices.
Proof. A NG [xk] is reciprocal iff it is both CML and CMF (Theorem 2.7). On the other hand, [xk]
is CML (CMF ) iff it can be represented as (62) ((63)) (Proposition 4.1). So, [xk] is reciprocal iff it
can be represented as both (62) and (63).
By (62)–(63) the relation between sample paths of the two Markov sequences is yLk + Γ
L
k xN =
yFk + Γ
F
k x0, k ∈ [1, N − 1], y
L
0 + Γ
L
0 xN = x0, xN = y
F
N + Γ
F
Nx0.
The following representation of cyclic block tri-diagonal matrices is a by-product of Proposition
4.4.
Corollary 4.5. Let C be an (N +1)d× (N +1)d positive definite block matrix (with (N +1) blocks
in each row/column and each block being d× d). Then, C−1 is cyclic block tri-diagonal iff
C = BL + ΓLDL(ΓL)′ = BF + ΓFDF (ΓF )′ (64)
where DL and DF are d × d positive definite matrices, BL =
[
B1 0
0 0
]
, ΓL =
[
S1
I
]
, BF =[
0 0
0 B2
]
, ΓF =
[
I
S2
]
, (B1)
−1 and (B2)
−1 are Nd × Nd block tri-diagonal, S1 and S2 are
Nd× d, and I is the d× d identity matrix.
Proof. Necessity: Let C−1 be a positive definite cyclic block tri-diagonal matrix. So, C−1 is CML
and CMF . Then, by Corollary 4.2 we have (64). Sufficiency: Let a positive definite matrix C
be written as (64). By Corollary 4.2, C−1 is CML and CMF and consequently cyclic block tri-
diagonal.
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The reciprocal sequence is an important special class ofCML (CMF ) sequences. So, it is important
to know conditions for (46) to represent a reciprocal sequence.
Proposition 4.6. Let [yk] \ {yc}, c ∈ {0, N}, be a ZMNG Markov sequence, yk = Uk,k−1yk−1 +
ek, k ∈ [1, N ] \ {a},
a =
{
1 if c = 0
N if c = N
, r =
{
1 if c = 0
N − 1 if c = N
where [ek] \ {ec} is a zero-mean white NG sequence with covariances Uk (for c = 0 we have e1 = y1;
for c = N we have e0 = y0). Also, let xc be a ZMNG vector with covariance Cc uncorrelated with
the Markov sequence [yk] \ {yc}. Let [xk] be constructed as
xk = yk + Γkxc, k ∈ [0, N ] \ {c} (65)
where Γk are some matrices. Then, [xk] is reciprocal iff ∀k ∈ [1, N − 1] \ {r},
U−1k (Γk − Uk,k−1Γk−1) = U
′
k+1,kU
−1
k+1(Γk+1 − Uk+1,kΓk) (66)
Moreover, [xk] is Markov iff in addition to (66), we have
(U0)
−1Γ0 = U
′
1,0U
−1
1 (Γ1 − U1,0Γ0), (for c = N) (67)
ΓN − UN,N−1ΓN−1 = 0, (for c = 0) (68)
Proof. By Proposition 4.1, [xk] constructed by (65) is a CMc sequence. Parameters of the CML
model (i.e., c = N) are calculated by (58)–(61) (U˜k,k−1, k ∈ [1, N − 1], U˜k, k ∈ [0, N − 1] and
Γ˜k, k ∈ [0, N − 1] are replaced by Uk,k−1, k ∈ [1, N − 1], Uk, k ∈ [0, N − 1], and Γk, k ∈ [0, N − 1]).
Parameters of the CMF model (i.e., c = 0) are calculated as Gk,k−1 = Uk,k−1, k ∈ [2, N ], Gk = Uk,
k ∈ [1, N ], G1,0 =
1
2Γ1, G0 = D, Gk,0 = Γk − Uk,k−1Γk−1, k ∈ [2, N ]. Then, by Proposition 2.10,
the CMc sequence [xk] is reciprocal iff (66) holds. Also, [xk] is Markov iff in addition to (66), (67)
holds for c = N or (68) for c = 0.
Due to their importance in designing CMc dynamic models, the main elements of representation
(46) are formally defined.
Definition 4.7. In (46), [yk] \ {yc} is called an underlying Markov sequence and the Markov model
(without the initial condition) is called an underlying Markov model. Also, [xk] is called a CMc
sequence constructed from an underlying Markov sequence and the CMc model (without the boundary
condition) is called a CMc model constructed from an underlying Markov model.
Corollary 4.8. For CMc models, having the same underlying Markov model is equivalent to having
the same Gk,k−1, Gk, ∀k ∈ [1, N ] \ {a} (a = N for c = N , and a = 1 for c = 0).
Proof. Given a Markov model with parameters Uk,k−1, Uk, k ∈ [1, N ] \ {a}, by our proof of Propo-
sition 4.1, parameters of a CMc model constructed from the Markov model are Gk,k−1 = Uk,k−1,
Gk,c = Γk −Uk,k−1Γk−1, Gk = Uk, k ∈ [1, N ] \ {a}. Clearly all CMc models so constructed have the
same Gk,k−1, Gk, k ∈ [1, N ] \ {a}.
For a CMc model with parameters Gk,k−1, Gk,c, Gk, ∀k ∈ [1, N ]\{a}, parameters of its underlying
Markov model are uniquely determined as (see the proof of Proposition 4.1)
Uk,k−1 = Gk,k−1, Uk = Gk, k ∈ [1, N ] \ {a} (69)
So, CMc models with the same Gk,k−1, Gk, ∀k ∈ [1, N ] \ {a}, are constructed from the same
underlying Markov model.
In the following, we try to distinguish between two concepts which are both useful in the appli-
cation of CML and reciprocal sequences: 1) a CML model induced by a Markov model (Definition
3.3) and 2) a CML model constructed from its underlying Markov model (Definition 4.7).
By Theorem 3.2, a Markov-induced CML model is actually a reciprocal CML model. In other
words, non-reciprocal CML models can not be so induced (with (12)–(14)) by any Markov model.
By Corollary 3.4, every reciprocal CML model can be so induced. However, the corresponding
Markov model is not unique. In addition, every Markov sequence modeled by a Markov model is
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also modeled by the corresponding Markov-induced CML model (with an appropriate boundary
condition).
Every CML model can be constructed from its underlying Markov model, and the construction
is unique (Corollary 4.3). So, an underlying Markov model plays a fundamental role in constructing
a CML model. However, an underlying Markov sequence is not modeled by the constructed CML
model.
The underlying Markov model of a Markov-induced CML model can be determined as follows.
Let Mk,k−1,Mk, ∀k ∈ [1, N ], be the parameters of a Markov model (9). Parameters of its induced
CML model are calculated by (12)–(14). Then, by (69), parameters of the underlying Markov model
are, ∀k ∈ [1, N − 1],
Uk,k−1 =Mk,k−1 − (UkM
′
N |kC
−1
N |k)MN |k−1 (70)
Uk = (M
−1
k +M
′
N |kC
−1
N |kMN |k)
−1 (71)
MN |k = MN,N−1 · · ·Mk+1,k, k ∈ [0, N − 1], CN |k =
∑N−1
n=k MN |n+1Mn+1M
′
N |n+1, k ∈ [1, N − 1],
and MN |N = I.
5 Summary and Conclusions
Dynamic models for different classes of nonsingular Gaussian (NG) conditionally Markov (CM)
sequences have been studied, and approaches/guidelines for designing their parameters have been
presented. Every reciprocal CML model can be induced by a Markov model. More specifically,
parameters of the former can be obtained from those of the latter. In some applications sequences
belonging to more than one CM class are desired. It has been shown how dynamic models of
such NG CM sequences can be obtained. A spectrum of CM dynamic models has been presented,
which makes a gradual change of models from a CML model to a reciprocal CML model clear. A
NG CMc sequence can be represented by a sum of a NG Markov sequence and an uncorrelated
NG vector. It is useful for designing CML and CMF models. Moreover, a representation of NG
reciprocal sequences has been presented from the CM viewpoint, which demonstrates the significance
of studying reciprocal sequences from the CM viewpoint. Our results here provide some theoretical
tools for application of CM sequences, e.g., trajectory modeling and prediction with destination
information.
Equivalent CM dynamic models were studied in [46]–[47]. Also, general singular/nonsingular
Gaussian CM sequences and their application were studied in [48]–[49].
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