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ABSTRACT Fluorescence correlation spectroscopy (FCS) has proven to be a powerful technique with single-molecule
sensitivity. Recently, it has found a complement in the form of fluorescence intensity distribution analysis (FIDA). Here we
introduce a fluorescence fluctuation method that combines the features of both techniques. It is based on the global analysis
of a set of photon count number histograms, recorded with multiple widths of counting time intervals simultaneously. This
fluorescence intensity multiple distributions analysis (FIMDA) distinguishes fluorescent species on the basis of both the
specific molecular brightness and the translational diffusion time. The combined information, extracted from a single
measurement, increases the readout effectively by one dimension and thus breaks the individual limits of FCS and FIDA. In
this paper a theory is introduced that describes the dependence of photon count number distributions on diffusion
coefficients. The theory is applied to a series of photon count number histograms corresponding to different widths of
counting time intervals. Although the ability of the method to determine specific brightness values, diffusion times, and
concentrations from mixtures is demonstrated on simulated data, its experimental utilization is shown by the determination
of the binding constant of a protein–ligand interaction exemplifying its broad applicability in the life sciences.
INTRODUCTION
Magde et al. (1972) demonstrated the feasibility of detecting
molecular number fluctuations by fluorescence correlation
spectroscopy (FCS). Since then an increasing number of
publications has appeared, aimed at improving the perfor-
mance and accuracy of this technique. A major progress was
the implementation of confocal detection optics (Koppel et
al., 1976; Rigler and Widengren, 1990) and the use of
silicon photon detectors (Rigler et al., 1993a). This devel-
opment pushed the detection limit below the single-mole-
cule level (Rigler et al., 1993b; Eigen and Rigler, 1994;
Brand et al., 1997; Eggeling et al., 1998). In recent publi-
cations covering fluorescence fluctuation spectroscopy the
attention has been drawn toward analyzing the histogram of
the number of photon counts rather than the autocorrelation
function (Qian and Elson, 1990; Fries et al., 1998; Chen et
al., 1999; Kask et al., 1999). Whereas fluorescence intensity
distribution analysis (FIDA) relies on a collection of instan-
taneous values of the fluctuating intensity, FCS analyzes the
temporal characteristics of the fluctuations. Hence, the two
methods represent complementary tools; FCS resolves com-
ponents with different diffusion coefficients, while FIDA
distinguishes the species according to their different values
of specific molecular brightness.
In this study we present a method that extracts both
characteristics (diffusion time and molecular brightness)
from a single measurement, increasing the readout effec-
tively by one dimension. This is achieved by recording the
histograms of the number of photon counts using multiple
widths of counting time intervals simultaneously. In con-
trast to other two-dimensional FIDA techniques (Kask et al.,
2000), which use two detectors, here only a single detector
is needed. The viability of this new method, which we shall
call fluorescence intensity multiple distributions analysis
(FIMDA), is supported by measurements characterizing a
real protein–ligand interaction. The method can be widely
applied for monitoring molecular interactions including re-
ceptors and ligands or antibodies and antigens, which are
both of great relevance in the life sciences.
THEORY
FIDA has been introduced as a method for analyzing mix-
tures of fluorescent particles. It is based on the detection of
instantaneous photon emission rates from an open confocal
volume. The central part of the method is the collection of
photon count numbers, recorded in time intervals of fixed
duration (time windows) and using this information to build
up a count number histogram. A theoretical probability
distribution of photon count numbers is fitted against the
obtained histogram yielding specific brightness values q,
and concentrations c, for all different species in the sample.
The historic predecessor of FIDA is FCS, which distin-
guishes different species on the basis of their characteristic
diffusion times , by analyzing the second-order autocorre-
lation function of light intensity, G(t)  I(0)I(t)  I2.
Parameters that can be determined by FCS (in addition to
diffusion times ) are not, however, concentrations and
specific brightness values of different species separately,
but products of the form cq2. It is noteworthy that FCS and
FIDA are complementary methods that can be applied to
analyze the same sequence of photon counts.
The present study is aimed at developing a method that
unifies—in a possibly minimal way—the advantages of
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both techniques. The key is to analyze a set of distributions
that is sensitive to the translational diffusion of particles.
FCS detects the dynamics of particles because it compares
the instantaneous intensities at time intervals separated by a
certain delay. In order to make the distribution of photon
count numbers sensitive to the temporal evolution of inten-
sity one may alternatively choose to build a set of photon
count number distributions corresponding to different time
windows. The choice of the time windows should span a
range comparable to the delay values used in FCS.
In the following we will present a modification of the
theory of FIDA (Kask et al., 1999), which is a suitable
approximation for our experimental purposes. In FIDA, a
convenient representation of a photon count number distri-
bution P(n) is its generating function, defined as
RPn 
n
nPn. (1)
The simple theory of FIDA assumes (1) that molecules
are immobile during the counting time interval, and (2) that
the light flux from a molecule can be expressed as a product
of a spatial brightness function B(r) (this is a function of
spatial coordinates of the molecule characterizing the equip-
ment) and a specific brightness q (characterizing a certain
molecule species). Under these two assumptions, the distri-
bution of the number of photon counts, emitted by mole-
cules from a volume element dV, is double Poissonian and
the corresponding generating function reads
RPn exp	cdVe1qBrT 1
, (2)
where  is the complex argument of the generating function,
c is the concentration of molecules, and T is the width of the
counting time interval. The representation we use is partic-
ularly convenient because contributions from independent
sources, like different volume elements or species, are com-
bined by simple multiplication of the contributing generat-
ing functions. The generating function of P(n) for a single
species is
RPn expce1qBrT 1dV, (3)
while accounting for multiple species simply yields
RPn exp
i
cie1qiBrT 1dV. (4)
The integral on the right-hand side of Eq. 4 is calculated
numerically, but instead of the three-dimensional integra-
tion over spatial coordinates, a one-dimensional integration
coordinate x  ln[B0/B(r)] is introduced. The relationship
between the brightness B and the coordinate x is therefore
B(x)  B0e
x. In FIDA it is suitable to express the function
dV/dx, which describes the brightness profile in one-dimen-
sional representation, by the formula:
dV
dx
 A0x a1x
2 a2x
3. (5)
Here a1 and a2 are empirical adjustment parameters granting
for a sufficient flexibility to fit the measured histograms
with high precision. The selection of coefficients A0 and B0
is nothing but the selection of the units of V and B. Usually,
they are determined from the conditions
BdV 1, (6)
B2dV 1. (7)
So far, we have described a simple version of the theory
of FIDA. For the purposes of FIMDA, we have to abandon
the assumption that molecules are immobile during the
counting interval. Surprisingly, we will not abandon Eq. 2,
and the following equations, but we will redefine the mean-
ing of some variables instead; x is still a variable related to
the spatial brightness profile, but now it characterizes the
path of the molecule rather than its position. B is the spatial
brightness averaged over the path rather than determined at
a fixed position of the molecule. V is not the volume in
space but dV/dx still expresses the probability that a mole-
cule has a given value of x. If we would keep the original
meaning of c and q, we would have to develop a theory
predicting how A0, a1, and a2 depend on the counting time
interval T. However, we have chosen another approach. We
kept the normalization conditions (Eqs. 6 and 7) and even
found it possible to apply a single selection of the values A0,
a1, and a2 for a set of different time windows. The conse-
quence of this selection is that in Eqs. 2–4 c is an apparent
concentration (capp) and q is an apparent brightness (qapp),
which both depend on the width of the counting time
interval T.
In the following, a theory is presented predicting how capp
and qapp depend on T. We will study the case of single
species and calculate the first and the second factorial
cumulants of the distribution corresponding to Eq. 3. The
factorial cumulants are defined as
Kn  
n
lnR1 (8)
yielding:
K1 n cappqappT, (9)
K2 nn 1 n2 cappqapp
2 T 2, (10)
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where we have used normalization conditions given by Eqs.
6 and 7. (Note that Eqs. 9 and 10 are in total agreement with
Qian and Elson’s formulae (1990) derived under assump-
tions 1 and 2.) From Eq. 9 one can easily conclude that
cappTqappT I, (11)
where I  nT/T is the mean count rate, which does not
depend on the choice of T. We shall proceed by using the
following relationship between the second cumulant of the
count number distribution P(n; T) and the autocorrelation
function of fluorescence intensity G(t)  I(0)I(t)  I2,
nn 1T nT
2  
0
T
dt1
0
T
dt2Gt2 t1. (12)
Introducing the notation
T
1
capp0qapp
2 0T 2
0
T
dt1
0
T
dt2Gt2 t1, (13)
we get from Eqs. 12 and 10
cappTqapp
2 T capp0qapp
2 0T. (14)
From Eqs. 11 and 14 we get
cappT
capp0
T
, (15)
qappT qapp0T. (16)
As the concluding step in our present theory, we shall
substitute the well-known and tested expressions of G(t)
from FCS into Eq. 13. If we ignore triplet trapping and
study pure diffusion, then capp(0) is the true concentration c,
and qapp(0) is the true specific brightness q. Applying a
Gaussian brightness function (Arago´n and Pecora, 1976),
the autocorrelation function is
Gdifft cq
21 Dt r2 
11 Dt z2 
1/2
, (17)
denoting D as the diffusion coefficient and r as the radial
and z as the longitudinal distance, where the Gaussian
profile has dropped e1/2 times. The integrals in Eq. 13 yield
the correction factor for translational diffusion
difft

4
t 2		1 		1 tartanh	1 		1 	t 1	  	1 	t 1 
 	1 		1 	t 1, (18)
where t  DT/ r
2 and 	   r
2/ z
2. For reasons explained
below it is useful to calculate the first-order terms in Eq. 18:
diffT 1 DT6  2 r2 1 z2
1
 OD2. (19)
However, from theoretical considerations and measure-
ments it is known that simple physical models like Gaussian
or Gaussian-Lorentzian do not exactly represent the actual
brightness profile (Kask et al., 1999). Therefore, we modi-
fied Eq. 19 and introduced a fitting parameter a that pre-
serves the first-order terms in Eq. 19:
diffT
 1 DT6a 2 r2 1 z2
a
. (20)
By matching the second-order terms the Gaussian bright-
ness profile would correspond to a  2/3, but we rather
choose a to be an empirical parameter, which has to be
determined by the fitting procedure. From Eqs. 15 and 16
we can express the apparent parameters of a pure diffusion
process:
capp
(diff)T
c
diffT
, (21)
qapp
(diff)T qdiffT. (22)
Another well-known phenomenon involved is that of
intensity fluctuations due to trapping of molecules into a
triplet excited state (Widengren et al., 1995). To obtain a
good fit, particularly at values of T comparable to the triplet
lifetime (which is typically 2 
s), an additional factor has to
be introduced into G(t):
Ftript
1  exp 1 t 
1 2
, (23)
where  is the singlet to triplet transition rate and  is the
triplet lifetime. As the following step we may consider Eq.
23 with an additional factor of cq2 as a correlation function
of an ensemble of immobile particles undergoing triplet
transitions:
Gtript cq
2Ftript (24)
From Eq. 13 and 24 we can compute
tripT

2 T 1   T 1 e(T/)(1) 1 2
1 3
.
(25)
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Unlike diffusion, which influences only higher cumulants of
photon count numbers, triplet corrections also shift the first
cumulant by the factor 1/(1  ).
capp
(trip)Tqapp
(trip)T
cq
1 
,
(26)
capp
(trip)Tqapp
(trip)T2
cq2tripT
1 
.
Solving these equations with respect to qapp
(trip) and capp
(trip)
yields
capp
(trip)T
c
tripT1 
, (27)
qapp
(trip)T qtripT. (28)
Now, having solved the problems with diffusion and
triplet transitions separately, we shall study the joint prob-
lem. Usually, the time scale of triplet transitions is much
shorter than that of diffusion. Therefore, we are justified to
replace c and q in Eqs. 21 and 22 by capp
(diff) and qapp
(diff). This
lets us combine Eqs. 21, 22, 27, and 28 to express capp and
qapp as
cappT
c
tripTdiffT1 
,
(29)
qappT qtripTdiffT.
After having derived these expressions for capp and qapp, the
data simulations and the experiments should verify their
validity.
MATERIALS AND METHODS
Experimental set-up
The central optical part of a FIMDA experiment is a confocal microscope
as it is used in fluorescence correlation spectroscopy (Koppel et al., 1976;
Rigler et al., 1993a). For the excitation of fluorescence, a beam from a
continuous wave laser is attenuated to 800 
W by neutral density filters,
passes a beam expander, and is directed to the microscope objective
(UApo/340, 40, N.A. 1.15, Olympus Optical Co. Ltd., Tokyo, Japan) by
a dichroic mirror. Fluorescence is collected by the same objective through
the dichroic mirror, a spectral band-pass filter, and is focused to a confocal
pinhole, which serves to reject the out-of-focus light. The light, which
passes the pinhole, is detected by a silicon photon counting module
(SPCM-AQ-131, EG&G Optoelectronics, Vaudreuil, Canada). An elec-
tronic counter, constructed at EVOTEC as a computer plug-in card, col-
lects the TTL pulses from the detector continuously and calculates the
count number histograms for all preselected widths of time windows (40,
60, 120, 200, 400, 600, 800, 1200, 1600, 2000 
s) in real time from the
32 MB onboard buffer. By feeding the detector outputs to a correlator, FCS
measurements can be performed in parallel with FIMDA experiments.
In order to satisfy the spectral needs of the various fluorophores used in
this study, different lasers and spectral band-pass filters were employed.
For Cy5 (Amersham Pharmacia Biotech, Bucks, UK) conjugated biomol-
ecules an arrangement of a red laser diode (Crystal GmbH, Berlin, Ger-
many; 635 nm) and a band-pass filter with a central wavelength of 670 nm
(670DF40, Omega Optical, Brattleboro, VT) was used. In case of TAMRA
(5-carboxytetramethylrhodamine) labeled molecules this was an arrange-
ment of a frequency doubled Nd-YAG laser (
Green 4601; Uniphase, San
Jose, CA; 532 nm) and a 590DF60 filter.
The effective dimensions of the illuminated volume were calibrated
indirectly, using FCS on small dye molecules (TAMRA, Cy5) with known
diffusion coefficients. The autocorrelation functions of diffusion were
fitted to Eq. 17, i.e., assuming a three-dimensional Gaussian intensity
profile. The exact determination of the dimensions and profile would be
very complex because they are affected by both the size of the laser beam
and the size of the confocal pinhole. However, in most cases the knowledge
of the exact dimensions is not necessary.
The focal beam radius was adjusted to 0.75 
m by selecting an
appropriate expansion factor of the original laser beam, resulting in a mean
translational diffusion time of 360 
s for the free dye Cy5. This diffusion
can be clearly observed when raising the time windows from 40 
s to 2 ms.
As can be seen in Fig. 1, the selected count number distributions of a
3.8 nM Cy5 solution differ considerably. However, the major differences
between the distributions are due to the varying mean count number in
different time windows used. Diffusion of fluorescent molecules causes
only small but significant modifications to the shape of each distribution.
The levels of background count rate are determined in a separate
experiment on bidistilled water and amount usually to 0.5 kHz. The main
contributor to this non-fluctuating background light intensity is Raman
scattering from water.
Data simulations
Real samples, comprising a mixture of molecules, which express deliber-
ately chosen parameters (brightness values and diffusion coefficients), are
difficult to prepare. Therefore, some evaluations of the new method were
performed using simulated data. A number of sets of histograms for
FIMDA, FIDA, and correlation functions for FCS have been simulated
according to the following algorithm. In a closed rectangular reservoir, a
given number of molecules is initially randomly distributed over a high
number (typically 360  360  720) of discrete spatial grid points. Each
molecule is subject to consequent diffusion simulation and jumps randomly
by one grid unit either in an x-, y-, or z-direction with a frequency
corresponding to a given diffusion coefficient. The “focus” is located in the
center of the reservoir, and the brightness distribution is assumed to be
Gaussian in all three dimensions. When calculating the brightness integral
from a molecule over a given set of time intervals, the molecule can be
randomly trapped and released from the triplet excited state (where it is
dark). Now we can calculate an array of brightness integrals over basic
time intervals of a given width (e.g., 5 
s) describing the evolution of the
mixture. The brightness integrals are then converted into photon count
numbers by generating a random Poisson number with the corresponding
average. This step also accounts for the noise introduced by the detector
because the random number generator is used not only for driving random
motion of molecules but also for simulating random numbers of detected
photons at given light intensities. The random count numbers obtained
were subsequently used to calculate histograms for FIMDA, FIDA, and the
correlation function for FCS.
Due to the finite size of the simulation reservoir, some distortions of the
correlation function (i.e., deviations from Eq. 17) can be expected. The
distortions are in fact below the statistical noise level. Therefore we
consider the simulations to be an adequate tool for estimating statistical
errors of the extracted parameters. For this purpose, typically 30 realiza-
tions of experiments with a given set of molecular parameters were
simulated, from which the standard deviations and the coefficients of
variation (CV) as the ratio of standard deviation to mean value were
calculated.
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Fitting
A series of simultaneously measured or simulated distributions is globally
fitted using a Marquardt algorithm. The fitting program is a modest
modification of the program designed for FIDA (Kask et al., 1999).
Theoretical distributions are calculated using exactly the same algorithm as
in FIDA, except that each species has an individual apparent concentration
and an apparent brightness at each time window, calculated according to
Eqs. 29. All parameters not assigned to species but rather to the equipment
(i.e., A0, a1, and a2 from Eq. 5 and a from Eq. 20) are usually determined
beforehand from separate adjustment experiments on pure dye solutions.
Biochemical system
The Grb2 (SH2)-phosphopeptide interaction
Recent antitumor research has been focused on tyrosine kinase growth
factor receptors (Levitzki, 1994; Alessandro et al., 1996; Furet et al., 1998).
A critical link in the signal transduction pathway of this receptor is the
interaction of its phosphotyrosine residue (pTyr) with the Src-homology 2
(SH2) domain of the adapter protein Grb2 (growth factor receptor-binding
protein 2). For the recognition, a minimal peptide sequence of the receptor
(pTyr-Val-Asn) is sufficient (Mu¨ller et al., 1996; Gram et al., 1997; Furet
et al., 1998). The binding partner of this peptide motive, the SH2 domain
of Grb2, can fold into a functional protein module independent of neigh-
boring sequences (Booker et al., 1992; Overduin et al., 1992). Therefore, as
a model system, we have chosen the bare SH2 domain (14.3 kDa) to
interact with a fluorescently labeled phosphopeptide (pTyr-Val-Asn-Val-
Lys(Cy5)) (1387 Da).
The SH2 domain of Grb2 was prepared as described elsewhere
(Lowenstein et al., 1992; Baumann et al., 1994; Mu¨ller et al., 1996). The
phosphopeptide was synthesized using manual Fmoc solid phase chemistry
and labeled with Cy5-NHS via a lysine residue. An additional valine was
introduced to minimize possible interactions of the dye with the main
recognition motive pTyr. The final compound, pTyr-Val-Asn-Val-Ly-
s(Cy5), was characterized by mass spectrometry (LC/MS, and MALDI/
TOF), UV/VIS, and fluorescence spectroscopy.
RESULTS
Data simulations and test experiments
At first, a series of measurements on a 1 nM TAMRA
solution was performed collecting data in parallel for
FIMDA and FCS. This series of experiments, with duration
of 2 s each, was repeated in simulations using similar
molecular parameters. The purpose of these experiments
was to verify whether simulations are a reasonable model of
real experiments, in particular whether data simulations are
a reasonable means of predicting statistical errors of esti-
mated parameters. The coefficients of variation of the pa-
rameters extracted from simulated data indeed coincide with
the results of the real experiment, as can be seen in Table 1.
Another series of test experiments was repeated in a
significantly shorter time domain with the goal of compar-
ing FIMDA and FCS in their ability to estimate parameters
of the triplet component. A set of counting time intervals of
2, 4, 8, 16, 32, 64, 128, 256, 512, and 1024 
s was selected
for this purpose. The duration of these experiments was
16 s. The results, presented in Table 2, indicate that the
values for the triplet parameters estimated by FIMDA have
similar dependence on the excitation intensity to the FCS
results. It is not surprising that the FIMDA results are
slightly biased and have higher CV values compared to
FCS, since the estimation of triplet parameters in FIMDA is
indirect, because the shortest time window (2 
s) is equal to
the triplet lifetime. However, the main purpose of the triplet
correction in the model is not to determine the triplet pa-
rameters, but to improve the quality of the fit and to remove
a source of bias in the brightness and diffusion parameters.
The bias in the estimated triplet parameters as presented in
Table 2 disappears when introducing corrections for the
dead time of the detector.
Out of curiosity, we also simulated histograms for
FIMDA for three-component analysis. Two of the compo-
FIGURE 1 Count number distributions and fits of a 3.8 nM Cy5 solution
recorded simultaneously at different time windows T. The weighted resid-
uals for the different time windows are shown in the lower part of the
figure.
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nents had equal brightness values (120 kHz), and another
pair had equal diffusion times (192 
s). Due to the larger
number of free parameters, the simulated duration of exper-
iments was increased to 60 s, so that the variations of fitted
parameters stayed within reasonable limits. In this test, all
parameters were subject to fitting. The results are presented
in Fig. 2 as vertical bars in a plane with brightness and
diffusion time as x-y coordinates, and the ordinate display-
ing the contribution to the intensity, i.e., the product of
concentration and brightness. It is obvious that the three
components are clearly resolved, because the scatter in
the location of individual bars is much smaller than the
distance between the groups, which correspond to different
components.
Note that with FIDA alone the components with equal
brightness cannot be resolved; with FCS alone, the compo-
nents with equal diffusion time remain unresolved.
Biochemical system
The experimental utilization of the new method will be
demonstrated by the determination of the binding constant
of the above-introduced Grb2 (SH2)-phosphopeptide inter-
action. For this purpose a titration experiment was carried
out, keeping the pTyr-Val-Asn-Val-Lys(Cy5) concentration
constant at 0.4 nM, while SH2 was subject to titration (0.01,
0.03, 0.1, 0.3, 1, 3, 10, 30, 100, and 130 
M). All experi-
ments were performed under identical conditions, i.e., the
same buffer (sterile filtered water, 50 mM sodium phos-
phate buffer pH 7.8, 50 mM NaCl, and 0.05% Pluronic; T
20°C), and a data acquisition time of 30 s per measurement,
repeated 30 times per sample. In each single measurement
the same set of 10 different time windows was used (40, 60,
120, 200, 400, 600, 800, 1200, 1600, 2000 
s) resulting in
10 different photon count number histograms, which were
globally fitted.
As the first step, the diffusion time 1  407  6 
s and
the molecular brightness q1  31.7  0.3 kHz were deter-
mined from a single component analysis applied to the pure
conjugate solution. Addition of excess SH2 (130 
M) to 0.4
nM conjugate resulted in a sample with the majority of the
conjugate bound to SH2. The complex was characterized
both by a longer diffusion time and a higher molecular
brightness compared to the free conjugate. This mixture was
then analyzed by all three methods (FIMDA, FIDA, and
FCS) using a two-component fit with 1 and/or q1 fixed,
depending on the method. The results of this step of analysis
are presented in Table 3. It can be seen that all methods
yield similar values of parameters for the complex. The
corresponding CV values were again determined by two
independent methods, i.e., from the statistical analysis of the
results of a series of 30 measurements and from simulations.
The two estimates of the statistical errors agree reasonably
well and the CV values corresponding to different methods
are similar, with the exception of FIDA, which has difficul-
ties due to the small (30%) difference in specific brightness
of the two components.
As the next step of our studies, a sample with 3 
M SH2
was analyzed. This particular concentration was chosen to
achieve a mixture of approximately equal proportions of
complex and free conjugate. Because it is rather difficult to
resolve components with only a twofold difference in dif-
TABLE 1 Comparison of coefficients of variation of estimated parameters from series of experimental and simulated
histograms by FIMDA, and correlation functions by FCS
Parameter
Mean
Value
CV (%)
FIMDA FCS
Experimental
Data
Simulated
Data
Experimental
Data
Simulated
Data
Brightness q (kHz) 115 2.5 2.3 2.6 2.5
Concentration c (molecules per confocal volume) 0.73 3.1 3.8 3.8 4.0
Diffusion time  (
s) 287 5.4 4.3 7.3 5.2
The diffusion time  is defined as   G r
2/D, whereas the axis ratio Gz/Gr has been fixed to 3.0 (compare Eqs. 17–20).
TABLE 2 Triplet parameters estimated from a series of experiments on 1 nM TAMRA solution by FCS and FIMDA at two
different excitation intensities. Excitation wavelength 532 nm, duration 16 s, time windows 2, 4, 8, 16, 32, 64, 128, 256, 512, and
1024 s
Peak
Excitation
Intensity
(kW/cm2)
FCS FIMDA
Triplet
Lifetime
(
s)
CV
(%)
Triplet
Population
CV
(%)
Triplet
Lifetime
(
s)
CV
(%)
Triplet
Population
CV
(%)
118 1.98 3.9 0.182 2.7 3.12 7.6 0.137 3.1
187 1.75 3.7 0.235 1.6 2.59 3.8 0.183 2.0
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fusion coefficient and even smaller difference in specific
brightness, here also the diffusion time and brightness of the
complex were fixed to the values of Table 3. With the
molecular parameters fixed, the concentrations were reli-
ably determined by all methods. The results of this step of
analysis are summarized in Table 4.
In the same manner, the whole series of SH2 concentra-
tions was fitted. Figure 3 shows the calculated fraction
bound (ccomplex/(ccomplex  cconjugate)) for FIMDA with the
solid curve resulting from a hyperbolic fit that yielded a
binding constant for the SH2-phosphopeptide interaction of
KD  1.54  0.14 
M. Comparable binding curves were
also obtained by FCS and FIDA (data not shown), with
KD values of 2.16  0.19 
M and 1.60  0.19 
M,
respectively.
DISCUSSION
The data of Fig. 3 demonstrate that FIMDA is a suitable
method for monitoring the formation of a molecular com-
plex. FCS and FIDA experiments yielded similar KD values
for this particular SH2-phosphopeptide interaction. In the
literature the affinity is reported to vary by several orders of
magnitude, depending on the peptide sequence (Mu¨ller et
al., 1996; Gram et al., 1997; Furet et al., 1998). High
affinities are in the range of KD  10  100 nM. However,
with a lysine (and Cy5 attached to it) at the 4 position of
the phosphopeptide (defining p-Thr as the 0 position with
“” continuing on the C and “” on the N-terminus) the
affinity decreases to the micromolar range. This result
agrees well with the importance of lipophilic groups at-
tached to “appropriate” positions on the C-terminus, in-
creasing the binding constant to the SH2-domain (Furet et
al., 1998). For example, Val (at position pTyr3) is making
van der Waals contact with a large hydrophobic area on the
SH2-domain.
One of the surprising results of this study is that in each
of the experiments, the statistical accuracy of the diffusion
time estimated by FIMDA is as good as or even better than
that estimated by FCS. This is a counter-intuitive result
because FCS is directly focused on fitting a diffusion-
dependent correlation function G(t), while in FIMDA the
FIGURE 2 Fitting results of simulated data for a mixture of three com-
ponents. The simulated brightness (in kHz) and diffusion time (in 
s)
values for the components are 30 kHz, 192 
s; 120 kHz, 192 
s; 120 kHz,
64 
s. The contributions to the total intensity are 10.8, 20.4, and 14.4,
respectively. The graph presents the results of FIMDA from 20 indepen-
dent realizations of simulations, each corresponding to an experiment of
60 s duration.
TABLE 3 Comparison of estimated parameters and their coefficients of variation at a high receptor concentration (130 M). A
series of 30 experiments of 30 s duration each was evaluated by FIMDA, FIDA, and FCS. Brightness (in FIMDA and FIDA) and
diffusion time (in FIMDA and FCS) of the free conjugate were independently determined and fixed to 31.7 kHz and 407 s,
respectively, in this analysis
Parameter Method
Mean Value from
Experiment
CV
(%)
CV (%) from
Simulations
cconjugate (molecules per confocal volume) FIMDA 0.132* 43* 82*
FIDA 0.196* 76* 71*
FCS 0.052* 99* 120*
ccomplex (molecules per confocal volume) FIMDA 0.618 9.6 8.0
FIDA 0.555 26.7 14.9
FCS 0.710 7.9 12.6
qcomplex (kHz) FIMDA 39.5 2.2 2.3
FIDA 38.4 5.5 3.9
FCS 36.4 3.7 3.4
complex (ms) FIMDA 0.913 6.9 4.6
FCS 0.898 5.4 7.2
*Of 30 realizations, in 5 to 10 cases zero conjugate concentration was yielded by the fitting program (negative values are disallowed). This indicates that
in this particular example the conjugate concentration could not be properly determined. However, for further data analysis only qcomplex and complex are
needed.
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diffusion time is estimated only indirectly, namely through
the dependence of the apparent brightness on the width of
the time window.
A further observation in this respect is that the CV values
of the diffusion times are in general higher than those for the
brightness values. This also holds true for the theoretical
simulations and therefore reflects an effect rooting in the
measuring principle. The phenomenon can be explained
qualitatively by the different ways these quantities are de-
termined. For simplicity, one may imagine an observation
volume with a constant brightness profile B(r) inside. In this
case, one only needs to measure the average count rate of a
molecule that enters the volume to determine its specific
brightness. This requires the detection of many photons per
given time interval but can in principle be achieved from a
single passage. However, for estimating the diffusion time,
one has to determine the mean duration of the diffusion-
driven passage, which inevitably requires averaging over
many events, even though many photons may be detected
each time. Therefore, in an experiment of fixed duration, the
specific brightness of a molecule can in principle be deter-
mined with a higher accuracy than its diffusion time.
The advantage of FIMDA and its predecessor FIDA over
FCS is that both methods yield genuine concentrations of
components in the sample, instead of the products of con-
centration and brightness squared in FCS. Only the inde-
pendent determination of at least one of the two molecular
brightness values enables FCS to determine two concentra-
tions unambiguously, as it was done in the examples above.
However, inexperienced users of FCS often silently assume
equal molecular brightness when resolving two compo-
nents. This assumption can cause significantly biased re-
sults. FIDA and FIMDA bring this issue to the focus of
analysis.
Another advantage of the presented method is its versa-
tility. If FCS or FIDA fail to detect a particular readout upon
a biochemical reaction, FIMDA might be able to succeed.
The biochemical reaction is not necessarily limited to the
binding of two components, but can be any chemical reac-
tion of interest. Using only one detector for recording two
physical characteristics in a single measurement makes
FIMDA a very efficient method of analysis, which saves
precious assay development time.
After the realization of FIDA (Kask et al., 1999) and the
presentation of 2D-FIDA (Kask et al., 2000) FIMDA is
already the second FIDA-based fluorescence fluctuation
method introduced within a short period of time. This dem-
onstrates the high potential of FIDA for being combined
with other methods in order to resolve different fluorescent
species on the basis of two or more specific physical quan-
tities (like the molecular brightness and the diffusion time in
FIMDA). Single-molecule sensitivity and high reliability of
two-dimensional analysis make this class of methods really
attractive for various applications.
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