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Abstract
In this paper, we study a nonlocal variational inequality. The nonlocality appears both in the coef-
ficients of the operator, through an integral representing some elastic energy, and in the constraints,
which are of the type called soft in the literature.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
When the equilibrium configuration of a constrained elastic membrane is sought, vari-
ational inequalities are obtained. The classical equilibrium problem concerns a membrane
fixed at its boundary and spanned over a rigid obstacle, whose generalization to the case of
N membranes is considered in [4]. The equilibrium configuration corresponds to a mini-
mum of the functional representing the elastic energy associated to the membrane, subject
to the pointwise constraint modelling the obstacle.
Here an integral condition is imposed to model a nonlocal constraint. Consider, for a
simple example, the case of a right cylinder whose directrix is the membrane’s boundary
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to the rim over which the membrane is taut. Neglecting gravitational effects amounts to
the requirement that the volume below the membrane be greater than or equal to the fluid’s
volume. Such a kind of constraint can be introduced also in the case when the problem of
two membranes taut the one over the other is studied. If the elastic energy density of the
two membranes is the same, the problem of finding the constrained minimum of the energy
functional reduces to an equation for the sum of displacements together with a variational
inequality subject to a nonlocal constraint on the difference of displacements.
We consider a generalized version of this last problem, the case of N membranes subject
to nonlocal constraints. We let the coefficient which appear in the expression of the elastic
energy of each membrane depend, nonlocally, on the energy of that membrane. Under
“natural” regularity assumptions on the boundary of the set occupied by the membrane and
on the other data, we prove an existence and regularity result. As it is typical of nonlocal
elliptic problems, uniqueness has to be proved for each specific problem, no general result
can be stated.
The paper is organized as follows. The mathematical setting of the problem is presented
in Section 2. There, the functional spaces where solutions are looked for are defined, the
variational formulation of the problem is obtained in the case of two membranes subject to
a nonlocal constraint, and, finally, the case of N membranes subject to nonlocal constraints
is studied. In Section 3 an existence result is proved in the general case of N membranes.
The closing Section 4 deals with regularity of solutions.
2. Mathematical setting
Let Ω ⊂Rn, n 1, be a bounded open set with boundary ∂Ω . If
ψ(x) ∈ H 1(Ω), ψ  0 on ∂Ω,
then the closed convex set
Kψ =
{
v ∈ H 10 (Ω)
∣∣ v ψ a.e. x ∈ Ω}, (2.1)
is not empty and for f ∈ H−1(Ω), there exists a unique solution to
u ∈Kψ,
∫
Ω
∇u · ∇(v − u)dx  〈f, v − u〉, ∀v ∈Kψ. (2.2)
u is the solution of the so-called obstacle problem. (See [1,6,7]. The reader is referred to
[6] for an introduction to variational inequalities and for the notation on Sobolev spaces.)
Physically (2.2) models the position of an elastic membrane to which a vertical force f
is applied and which is constrained to stay above an obstacle represented by the function
ψ . When an elastic membrane is constrained to lye above, or below, an incompressible
liquid of fixed volume, then the constraint can be “softened,” according to the terminology
introduced by Titov [8]. Introducing for a ∈R
Ka =
{
v ∈ H 10 (Ω)
∣∣∣∣
∫
v dx  a
}
, (2.3)Ω
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{
v ∈ H 10 (Ω)
∣∣∣∣
∫
Ω
v dx  a
}
, (2.4)
one is led to study the problem
u ∈Ka
(
respectively Ka)∫
Ω
∇u · ∇(v − u)dx  〈f, v − u〉, ∀v ∈Ka
(
respectively Ka). (2.5)
It is easy to see that (2.5) admits a unique solution. Moreover, as for the obstacle problem
(see [1]), some regularity theory can be developed (cf. [2]). Instead of a fixed obstacle, one
can consider the action of a second membrane. This has been introduced in [9]. Now, let us
consider the case of two membranes (see [6]) subject to a nonlocal constraint. To describe
such a nonlocal version of the problem, consider two functions
φi ∈ H 1(Ω), i = 1,2, (2.6)
such that
φ1  φ2 on ∂Ω (2.7)
(where the inequality is taken for instance in the trace sense), and introduce the convex set
K :=
{
v = (v1, v2) ∈
(
H 1(Ω)
)2 ∣∣∣∣ vi = φi, on ∂Ω, i = 1,2,
∫
Ω
v1 dx 
∫
Ω
v2 dx
}
.
(2.8)
If we denote by fi the forces applied on the different membranes, we are led to the problem
of finding u solution to
u ∈K,
2∑
i=1
∫
Ω
∇ui · ∇(vi − ui) dx 
2∑
i=1
〈fi, vi − ui〉, ∀v ∈K. (2.9)
As above, the fi are supposed to satisfy
fi ∈ H−1(Ω), ∀i = 1,2, (2.10)
〈 , 〉 denotes the duality bracket between H−1(Ω) and H 10 (Ω). Note that if u,v ∈K, then,
for i = 1,2, vi −ui ∈ H 10 (Ω). SinceK is not empty, the usual theory of variational inequal-
ities implies that (2.9) admits a unique solution. Now, to prove the regularity of u1 and u2,
we show that u1 +u2 represents the solution of a differential equation, while u1 −u2 solves
a variational inequality.
Accordingly, let
vi = ui + α, i = 1,2, α ∈ H 10 (Ω); (2.11)
then, on substitution into (2.9), it follows∫
∇u1 · ∇α dx +
∫
∇u2 · ∇α dx  〈f1, α〉 + 〈f2, α〉, ∀α ∈ H 10 (Ω), (2.12)Ω Ω
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Ω
∇(u1 + u2) · ∇α dx  〈f1 + f2, α〉, ∀α ∈ H 10 (Ω). (2.13)
The latter (2.13), when rewritten replacing α with −α, gives∫
Ω
−∇(u1 + u2) · ∇α dx −〈f1 + f2, α〉, ∀α ∈ H 10 (Ω). (2.14)
Since both (2.13) as well as (2.14) hold true, for any choice of α ∈ H 10 (Ω), it follows∫
Ω
∇(u1 + u2) · ∇α dx = 〈f1 + f2, α〉, ∀α ∈ H 10 (Ω) (2.15)
and hence the regularity of u1 + u2 is proved.
Let K0 denote the following convex set:
K0 :=
{
β ∈ H 1(Ω)
∣∣∣∣ β = φ1 − φ2 on ∂Ω,
∫
Ω
β dx  0
}
, (2.16)
and let us assume
v1 = u2 + β, v2 = u2, β ∈K0; (2.17)
then (2.9) gives∫
Ω
∇u1 · ∇(u2 + β − u1) dx  〈f1, u2 + β − u1〉. (2.18)
Let us, now, assume
v1 = u1, v2 = u1 − β, β ∈K0, (2.19)
again, the latter, substituted in (2.9), gives∫
Ω
∇u2 · ∇(u1 − β − u2) dx  〈f2, u1 − β − u2〉. (2.20)
Summation term by term of (2.18) and (2.20) induces∫
Ω
∇(u1 − u2) · ∇(u2 + β − u1) dx  〈f1 − f2, u2 + β − u1〉, ∀β ∈K0, (2.21)
where u1 − u2 ∈ K0. Thus u1 − u2 is the solution of a variational inequality set on K0.
Since u1 + u2, u1 − u2 are smooth (see [2]), the same holds for u1 and u2.
Now we would like to introduce some nonlocal nonlinearity in the operator and show
that existence and regularity theory still remain available. So, assuming K to be the closed
convex set given by
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{
v ∈ (H 1(Ω))N ∣∣∣∣ vi = φi, on ∂Ω, ∀i = 1, . . . ,N,∫
Ω
v1 dx 
∫
Ω
v2 dx  · · ·
∫
Ω
vN dx
}
. (2.22)
It is easy to see that K is not empty. Indeed, consider a function φ such that
φ ∈D(Ω),
∫
Ω
φ(x)dx < 0. (2.23)
Setting
v1 = φ1, v2 = φ2 + λ2φ, . . . , vN = φN + λNφ, (2.24)
it is clear that λ2 can be chosen large enough so that∫
Ω
v1(x) dx >
∫
Ω
v2(x) dx. (2.25)
Then, repeating the process, the choice of λ3, . . . , λN such that∫
Ω
v1(x) dx >
∫
Ω
v2(x) dx > · · · >
∫
Ω
vN(x)dx, (2.26)
will provide us with an element v, given by (2.24), which is in K.
We denote by ai(s), i = 1, . . . ,N , positive functions such that
ai(s) is continuous ∀i = 1, . . . ,N, (2.27)
0 < m ai(s)M, ∀i = 1, . . . ,N, (2.28)
for some positive constants m and M . Then, for fi ∈ H−1(Ω), we would like to consider
the problem of finding u solution to
u ∈K,
N∑
i=1
∫
Ω
ai
(∫
Ω
|∇ui |2 dx
)
∇ui · ∇(vi − ui) dx 
N∑
i=1
〈fi, vi − ui〉, ∀v ∈K. (2.29)
Remark 2.1. We could choose a more general operator than the one we have here, i.e., we
took
−ai∆, ∀i = 1, . . . ,N,
but one could have taken operators of the type
−
∑
l,k
∂xl
(
ailk∂xk
)
.
As we will see also, the nonlocality inside the operator is playing no rôle (see Remark 3.5).
We choose the Dirichlet integral for simplicity and also for its meaning in energetical terms.
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Ω
u1(x) dx >
∫
Ω
u2(x) dx > · · · >
∫
Ω
uN(x)dx, (2.30)
then u satisfies (take v = (u1, . . . , ui ± εβ, . . . , uN), β ∈D(Ω) in (2.29))
−ai
(∫
Ω
|∇ui |2 dx
)
∆ui = fi, ∀i = 1, . . . ,N. (2.31)
In this case the regularity theory is trivial. However, the constraint might be saturated.
Taking, for instance,
φi = 0, ∀i = 1, . . . ,N, (2.32)
and choosing in Ω
f1  0 f2, (2.33)
then the first inequality of (2.30) cannot hold. Indeed, from (2.31) and (2.33) we would
have in Ω
u1  0 u2, (2.34)
which renders the first inequality of (2.30) impossible.
The paper is divided as follows. In the next section we prove the existence of a solution
u to (2.29). In the last section we prove that any solution is as smooth as the solution of the
corresponding Dirichlet problem, a contrast to the theory of regularity for local variational
inequalities, see [1].
3. Existence of a solution
We will set for convenience
f := (f1, f2, . . . , fN), Φ := (φ1, φ2, . . . , φN). (3.1)
Then we have
Theorem 3.1. Suppose that (2.6), (2.10), (2.27), (2.28) hold. Then there exists a solution
to (2.29).
Proof. It is based on the Brouwer fixed point theorem. For simplicity we will set
∣∣|∇u|∣∣2,Ω =
{∫
Ω
∣∣∇u(x)∣∣2 dx}1/2, ∀u ∈ H 10 (Ω), (3.2)
where | , |2,Ω denotes the usual L2(Ω)-norm and |∇u| the euclidean norm of the gradient.
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follows then easily from the theory of elliptic variational inequalities that for every α :=
(α1, α2, . . . , αN) ∈RN there exists a unique u = uα solution to
uα ∈K,
N∑
i=1
∫
Ω
ai(αi)∇uαi · ∇
(
vi − uαi
)
dx 
N∑
i=1
〈
fi, vi − uαi
〉
, ∀v ∈K. (3.3)
Then we have
Lemma 3.2. There exists a constant C = C(m,M,Ω, f,Φ) independent of α such that
N∑
i=1
∣∣∣∣∣∇uαi ∣∣∣∣∣22,Ω  C2, ∀α ∈RN. (3.4)
In addition, we have
Lemma 3.3. The mapping
α → uα
is continuous from RN into (H 1(Ω))N .
Let us assume, for the time being, these two lemmas are proved. Then, consider the map
α →
(∣∣∣∣∣∇uα1 ∣∣∣∣∣2,Ω,
∣∣∣∣∣∇uα2 ∣∣∣∣∣2,Ω, . . . ,
∣∣∣∣∣∇uαN ∣∣∣∣∣2,Ω
)
. (3.5)
By the above lemmas, this map is continuous and maps the euclidean ball
B(C) =
{
α ∈RN
∣∣∣∣∣
N∑
i=1
α2i  C2
}
(3.6)
into itself. It follows from the Brouwer fixed point theorem that it admits a fixed point. The
corresponding uα is then solution to (2.29). This completes the proof of the theorem. 
Remark 3.4. We refer to [3] for arguments similar to the ones of Theorem 2.1. It would be
interesting to exhibit cases of uniqueness. Uniqueness fails in general since it fails for the
solution to (2.31), see [5].
Remark 3.5. It is clear that, in ai any nonlocal term, continuous as a function from H 1(Ω)
into R, could replace the L2(Ω)-norm of the gradient.To complete this section, we turn now to the proof of the lemmas.
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(v0 depends on Φ and Ω). From (3.3) we get
N∑
i=1
∫
Ω
ai(αi)∇uαi · ∇
(
v0i − uαi
)
dx 
N∑
i=1
〈
fi, v
0
i − uαi
〉
. (3.7)
This implies that
N∑
i=1
∫
Ω
ai(αi)
∣∣∇(uαi − v0i )∣∣2 dx

N∑
i=1
{∫
Ω
ai(αi)∇v0i · ∇
(
v0i − uαi
)
dx − 〈fi, v0i − uαi 〉
}
. (3.8)
Since (3.2) defines a norm on H 10 (Ω), if we denote by | |−1 its dual norm, we get from
(2.27), (2.28) by the Cauchy–Schwarz inequality
m
N∑
i=1
∣∣∣∣∣∇(uαi − v0i )∣∣∣∣∣22,Ω 
N∑
i=1
{
M
∣∣∣∣∣∇(v0i )∣∣∣∣∣2,Ω + |fi |−1
}∣∣∣∣∣∇(uαi − v0i )∣∣∣∣∣2,Ω . (3.9)
Applying the Cauchy–Schwarz inequality in RN for the right-hand side of the inequality,
we obtain then
N∑
i=1
∣∣∣∣∣∇(uαi − v0i )∣∣∣∣∣22,Ω  1m2
N∑
i=1
{
M
∣∣∣∣∣∇v0i ∣∣∣∣∣2,Ω + |fi |−1
}2
, (3.10)
from which (3.4) follows easily. 
We now turn to the
Proof of Lemma 3.3. Let α,α ′ ∈RN . Taking v = uα ′ in (3.3) and v = uα in (3.3) written
for α ′, we obtain
N∑
i=1
∫
Ω
ai(αi)∇uαi · ∇
(
uα
′
i − uαi
)
dx 
N∑
i=1
〈
fi, u
α ′
i − uαi
〉
, (3.11)
N∑
i=1
∫
Ω
ai
(
α ′i
)∇uα ′i · ∇(uαi − uα ′i )dx 
N∑
i=1
〈
fi, u
α
i − uα
′
i
〉
. (3.12)
Adding these two inequalities it comes
N∑
i=1
∫
Ω
ai(αi)∇uαi · ∇
(
uα
′
i − uαi
)
dx 
N∑
i=1
∫
Ω
ai
(
α′i
)∇uα′i · ∇(uα ′i − uαi )dx. (3.13)Hence also
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i=1
∫
Ω
ai
(
α′i
)∣∣∇(uα ′i − uαi )∣∣2 dx

N∑
i=1
∫
Ω
(
ai(αi) − ai
(
α′i
))∇uαi · ∇(uα ′i − uαi )dx. (3.14)
Using (2.28) and the Cauchy–Schwarz inequality, we obtain
m
N∑
i=1
∣∣∣∣∣∇(uα ′i − uαi )∣∣∣∣∣22,Ω
max
i
∣∣ai(αi) − ai(α′i)∣∣
N∑
i=1
∣∣∣∣∣(∇uαi )∣∣∣∣∣2,Ω
∣∣∣∣∣∇(uα ′i − uαi )∣∣∣∣∣2,Ω . (3.15)
Thus, it follows easily by (3.4) and the Cauchy–Schwarz inequality in RN that{
N∑
i=1
∣∣∣∣∣∇(uα ′i − uαi )∣∣∣∣∣22,Ω
}1/2
 C
m
max
i
∣∣ai(αi) − ai(α′i)∣∣. (3.16)
By (2.27) this completes the proof of the lemma.
Note that uα − uα ′ ∈ (H 10 (Ω))N . 
4. Regularity theory
First, we have
Theorem 4.1. Let u be a solution to (2.29). There exist N constants λ1, λ2, . . . , λN such
that u satisfies
−ai
(∣∣|∇ui |∣∣22,Ω)∆ui = fi + λi, ui = φi on ∂Ω, (4.1)
in a weak sense.
Proof. Suppose we have established the following lemma:
Lemma 4.2. Let T ∈D′(Ω) be a distribution such that
〈T ,β〉 = 0, ∀β ∈D(Ω),
∫
Ω
β(x)dx = 0, (4.2)
then T is a constant. 〈 , 〉 denotes the duality bracket between D′(Ω) and D(Ω).
Then, in (2.29) we can consider as test function v the function defined by
vj = uj , ∀j = i, vi = ui ± β, (4.3)
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β ∈D(Ω),
∫
Ω
β(x)dx = 0. (4.4)
We derive that it holds that∫
Ω
ai
(∣∣|∇ui |∣∣22,Ω)∇ui · ∇(±β)dx  〈fi,±β〉, (4.5)
for any β satisfying (4.4). This can be written also〈−ai(∣∣|∇ui |∣∣22,Ω)∆ui − fi, β〉= 0 (4.6)
for any β satisfying (4.4). It follows from the Lemma 3.1 that
−ai
(∣∣|∇ui |∣∣22,Ω)∆ui = fi + λi, (4.7)
where λi is some constant. This completes the proof of the theorem. 
Proof of Lemma 4.2. Let θ be a fixed function in D(Ω) such that
\
∫
Ω
θ(x)dx = 1 (4.8)
( \
∫
Ω
denotes the average on Ω , i.e. \
∫
Ω
θ(x)dx = 1|Ω|
∫
Ω
θ(x)dx, |Ω| is the measure of Ω).
Let γ ∈D(Ω). Then
β = γ − θ \
∫
Ω
γ (x)dx ∈D(Ω) and
∫
Ω
β(x)dx = 0. (4.9)
It follows from (4.2) that
0 = 〈T ,β〉 = 〈T ,γ 〉 − 〈T , θ〉 \
∫
Ω
γ (x)dx (4.10)
⇔ 〈T ,γ 〉 =
∫
Ω
〈T , θ〉
|Ω| γ (x) dx. (4.11)
This shows that
T = 〈T , θ〉|Ω| (4.12)
and completes the proof of the lemma. 
Remark 4.3. One should remark that
ai
(∣∣|∇ui |∣∣22,Ω)
is a constant. Then the regularity of ui solution to (4.1) is the regularity of the correspond-
ing Dirichlet problem. For instance, for fi ∈ Lp(Ω), φi = 0, ∀i = 1, . . . ,N, Ω smooth,
then ( 2,p 1 )Nu ∈ W (Ω) ∩ H0 (Ω) .
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