Abstract. We consider a finite one-dimensional totally asymmetric simple exclusion process (TASEP) with four types of particles, {1, 0,1, * }, in contact with reservoirs. Particles of species 0 can neither enter nor exit the lattice, and those of species * are constrained to lie at the first and last site. Particles of species 1 enter from the left reservoir into either the first or second site, move rightwards, and leave from either the last or penultimate site. Conversely, particles of species1 enter from the right reservoir into either the last or penultimate site, move leftwards, and leave from either the first or last site. This dynamics is motivated by a natural random walk on the Weyl group of type D. We compute the exact nonequilibrium steady state distribution using a matrix ansatz building on earlier work of Arita. We then give explicit formulas for the nonequilibrium partition function as well as densities and currents of all species in the steady state, and derive the phase diagram.
Introduction
Exact solutions of nonequilibrium statistical mechanical models have served as useful testbeds for potential theories of nonequilibrium statistical mechanics. The most prominent example of this phenomenon in recent times is the totally asymmetric simple exclusion process (TASEP) on a finite one-dimensional lattice, whose steady state was obtained by Derrida, Evans, Hakim and Pasquier [DEHP93] . The exact solution via the matrix ansatz also enabled the computation of the large deviations of density [DLS97] and the current [LM11] . These computations were the first nontrivial test of two key ideas: the additivity principle [BD04] and the macroscopic fluctuation theory [BDSG + 05] . Exclusion processes with multiple species of particles are natural candidates for the modelling of systems where there are several subpopulations in a large population [SLH09, BC12] . Prominent examples of these include movements of (human or animal) crowds, traffic flow and heterogeneous ion transport.
The steady state of the TASEP with two species (and vacancies) with periodic boundaries was determined exactly by the matrix ansatz [DJLS93] , but the two-species process with open boundaries and arbitrary rates is not believed to have a simple solution. With special kinds of boundary rates, the steady states have been determined exactly using the matrix ansatz in several cases [EFGM95, Ari06, ALS09, ALS12, CMRV15, CEM + 16, AFR18] .
In this work, we consider a variant of the semipermeable TASEP [Ari06, ALS09] . Recall that this is a TASEP with two species of particles: 1 (first-class particles), 2 (second-class particles) and vacancies labelled 0, where both 1's and 2's hop right, and 1's preferentially hop over the 2's. First-class particles enter from the left with rate α and exit to the right with rate β. The semipermeability comes from the fact that 2's cannot leave the system.
In our model, we have particles labelled {1, 0,1, * } on a one-dimensional lattice of length n. We dub this the D * -TASEP because of its relation with Lam's random walk [Lam15] for the affine Weyl group of type D. For more on this, see Section 6. It will be convenient for us to think of particles 1 and1 being charged positively and negatively respectively. Particles of type 0 are vacancies, and those of type * are neutral. However, there are some important differences. Each site in positions 2, . . . , n − 1 can be occupied by one of1, 0 and 1. The sites at the boundaries can only be occupied by either 0 or * . The dynamics of the D * -TASEP can be thought of as the action of a rightward-pointing electric field, and is as follows. In the bulk, 11 →11 with rate 1, 10 → 01 with rate 1, 01 →10 with rate 1.
(1.1)
At the left boundary, the transitions are * 1 → * 1 with rate α, * 0 → 01 with rate α * , 01 → * 0 with rate 1.
(1.2)
Finally, at the right boundary, the transitions are 1 * →1 * with rate β, 0 * →10 with rate β * , 10 → 0 * with rate 1
At the left boundary, either a 1 enters the second site, or a1 leaves from the second site, or both, and conversely at the right boundary. This is consistent with the action of the electric field. It is clear that the total number of 0's is fixed by the dynamics and we set it to be n 0 . The D * -TASEP exhibits charge-conjugation symmetry: if we simultaneously interchange 1's and1's, α and β, α * and β * , as well as left and right directions, the D * -TASEP is invariant. This fact will be useful in the analysis. Let the state space be given by
where n 0 (τ ) is the number of 0's in τ . A little thought shows that if α, α * , β, β * > 0 the D * -TASEP is ergodic, i.e., it is possible to get from any configuration in Ω n,n 0 to any other. If any of the parameters is zero the model will not be ergodic. For example, in the case when α * = β * = 0, the first and last sites will eventually be occupied by * , and the resulting model is equivalent to the semipermeable TASEP on sites 2, . . . , n − 1.
The plan of the article is as follows. In Section 2, we show that the matrix ansatz can be used to construct the steady state probabilities. We also construct an explicit representation. In Section 3, we give an exact formula for the nonequilibrium partition function. We compute the current and densities exactly in Section 4. Using these results we derive the phase diagram in the thermodynamic limit in Section 5. The computations of the thermodynamic limit are not mathematically rigorous, but we believe the resulting limits are correct. Our computations follow the same strategy as that of Arita [Ari06,
Section 5]. We have also performed extensive numerical checks to convince ourselves that the result is true. The asymptotic computations that we need for the phase diagram are relegated to Appendix A. We end with some discussion on the relationship of the D * -TASEP to other TASEPs in Section 6.
Matrix Ansatz
We will now determine the steady state using the matrix ansatz. Since the D * -TASEP is ergodic, the steady state is uniquely determined. It therefore suffices to verify the master equation. This is done using the matrix ansatz [DEHP93] .
For each species j, we will associate a matrix X j . The steady state probability π(τ ) of a configuration τ ∈ Ω n,n 0 is then given by
where the weight of τ is given by
and the nonequilibrium partition function Z n,n 0 is then given by
We claim that the matrices X + , X − , X 0 , X * and boundary vectors W |, |V satisfy a particular algebra, which we now state. The bulk relations are the same as the usual twospecies TASEP on a ring [DJLS93] and the semipermeable TASEP [Ari06, ALS09],namely
The boundary relations are more complicated than that of the semipermeable TASEP.
On the left boundary, they are given by
(2.5)
On the right boundary, the relations are similarly
The proof that the matrix ansatz equations (2.4)(2.5) and (2.6) give the correct stationary probabilities using (2.1) are now standard and can be seen in [BE07, Section 3.1]. Both the domain-based proof and the algebraic proof work exactly the same way as for the semipermeable TASEP [Ari06] . What is new here is that the boundary relations are also quadratic, but this presents no additional difficulty, as we now show.
Recall that the master equation for configuration τ can be written as (2.7)
We rewrite (2.7) as
, where T i only considers transitions involving sites i and i + 1. In other words, (2.8)
for 2 ≤ i ≤ n − 2. Similarly, T 1 (τ ), T n−1 (τ ) are defined by the boundary transitions (1.2) and (1.3) respectively.
We now claim that the matrix algebra in (2.4), (2.5) and (2.6) allows us to show that
(2.9) with a 1 = 1, a 0 = 0, a1 = −1, where a hatted element in a tuple means that it is omitted. Once we verify (2.9), the master equation (2.7) holds because i T i (τ ) telescopes to zero. We now verify the equations in (2.9) one at a time. We will start with the bulk equation for T i in (2.8) and use (2.4) for all nine possibilities for (τ i , τ i+1 ). If τ i = τ i+1 , there is nothing to check. The other cases are verified in the following table.
For the T 1 equation, the nontrivial cases are analyzed using (2.5) and (2.4).
Lastly, we consider the equation for T n−1 , which we analyze using (2.6) and (2.4). This can be justified using the charge-conjugation symmetry mentioned earlier, but it might be illustrative to write out all the details.
In each case, we have shown that (2.9) are satisfied, completing the proof of the matrix algebra.
To show that the algebra given by (2.4), (2.5) and (2.6) is consistent, we give an explicit representation. We first choose the operators X + and X − as (2.10)
To build the representation, we recall the vectors W α | and | V β (2.11)
Using these vectors, we write (2.12)
Since X + , X − and X 0 are written in the form of one of the standard representations, the bulk algebra (2.4) is satisfied. Notice that X 0 satisfies (2.13)
in this representation. Finally, we set the vectors
so that W |X * = W α | and X * |V = | V β . One can use the above identities to verify that the boundary relations (2.5) and (2.6) are satisfied. The column-stochastic generator of the D * -TASEP in the ordered basis of Ω 3,1 is then given by 
The stationary distribution is the column eigenvector of the matrix above with eigenvalue zero, and is given in the same basis by
where the nonequilibrium partition function is
One can easily check that the stationary probabilities computed by the matrix ansatz are given by (2.15).
The Partition function
In this section, we will derive an explicit formula for the partition function Z n,n 0 . To do so, we will need to recall some notation. The n'th Catalan number is given by (3.1)
The Catalan numbers form an important sequence in enumerative combinatorics. For example, the number of up-right paths from (0, 0) to (n, n) which stay on or below the diagonal x = y are all counted by the Catalan numbers. See [Slo12, Sequence A000108] for more details on the sequence. Among the many refinements of the Catalan numbers, an important one is the sequence of ballot numbers, C n k given by
The ballot numbers C n k [Slo12, Sequence A009766] count the number of up-right paths from (0, 0) to (n, n) which stay on or below the diagonal x = y and which touch the diagonal exactly n − k + 1 times (counting both endpoints).
We will now show that the partition function is given by
As a step towards the proof of (3.3), we consider the set of configurations for the semipermeable TASEP,Ω n,n 0 = {τ ∈ {1, 0, 1} n | n 0 (τ ) = n 0 }, and let
It has been shown by Arita (see [Ari06, Appendix A]) that
Let us consider the sum we want to compute,
Using (3.4), we see that
SubstituteF n,n 0 from (3.5) in the above expression. The first term in (3.7) becomes (3.8)
The second term in (3.7) simplifies to
where we have used the standard identity, , in the last equality. The third term in (3.7) simplifies in a similar manner to (3.11)
Finally, the fourth term in (3.7) yields
where we have used the identity (3.13)
, in the last equality. To summarise, we have now shown
Using the boundary algebra (2.5) and (2.6) and properties of the representation (2.10), (2.12) and (2.14) completes the proof of (3.3).
In the special case when α = α * = β = β * = 1, it can be shown that the partition function in (3.3) reduces to Z n,n 0 = C n+n 0 −1 n−n 0 when n 0 > 0, and Z n,0 = C n−1 .
Current and Density
As the number of 0's is conserved, their current is zero. The current of 1's to the right is the same as that of1's to the left. Since all species of particles are conserved in the bulk, the current is independent of the site. We denote the current of 1's by J.
By the matrix ansatz description of stationary probabilities in (2.1), the rate at which a 1 hops across the (i, i + 1)'th bond is given by
where the sums ′ (resp. ′′ ) runs over all configurations τ with τ i = 1, τ i+1 = 0 (resp. τ i+1 =1), and n 0 (resp. n 0 − 1) 0's among sites in {1, . . . , i − 1, i + 2, . . . , n}. Using the matrix algebra in (2.4), we simplify (4.1) to
and it is easy to see that this simplifies to (4.2) J = Z n−1,n 0 Z n,n 0 .
We now give a formula for the density. It will suffice to give a formula for the density of 1's for the following reason: By the charge-conjugation symmetry mentioned in Section 1, we will obtain a formula for the density of1's and since the total density at any site is 1, we will obtain the density of 0's. Let ρ + i denote the density of 1's at the i'th site in the steady state, i.e., the probability that there is a 1 at site i in the stationary distribution. Similarly, let ρ − i and ρ 0 i denote the densities of1 and 0 at site i respectively. Let G y = X + + yX 0 + X − , where y is a formal parameter. By the matrix ansatz (2.1),
where the expression [x a ]P (x) denotes the coefficient of x a in P (x). We first give a formula for ρ + i when 2 ≤ i ≤ n − 3. Arita has shown [Ari06, Eq. (33)] that, for j ≥ 1,
where we recall the Catalan numbers and ballot numbers defined in (3.1) and (3.2) respectively. Using the above equation, (4.3) splits into two terms. The first one is similar to the first sum in the density formula for the semipermeable TASEP [Ari06, Eq. (38)] and becomes
which immediately simplifies using (2.3) to
The second term in (4.3) has to be treated more carefully. Using (2.6) for X + , it becomes
To evaluate this, it will be convenient to define
where the superscripts denote the particle on the last site. It is then clear that F n,n 0 = F * n,n 0
. We then obtain F * n,n 0 by adding (3.8) and (3.11), and F 0 n,n 0 by adding (3.9) and (3.12). Using these expressions, (4.4) becomes 1 Z n,n 0
Now, from the definitions,
, using which (4.4) can be evaluated immediately. To summarise, we have shown that the density at site i, for 2 ≤ i ≤ n − 2, is given by
Notice that when i < n 0 , the first sum in (4.7) becomes independent of i and the last two sums drop out. Therefore, the densities at all sites between 2 and n 0 − 1 are identical. A similar result holds for the semipermeable TASEP [ALS09] . See Section 6 for a discussion of this phenomenon.
There's a slightly different formula for the density at the penultimate site. Plugging in i = n − 1 in (4.3), we obtain
and simplifying using (4.5) and (4.6), we find
Phase diagram
The steady state phase diagram of the D * -TASEP in the thermodynamic limit depends on three parameters, α, β and the density of 0's. We take n, n 0 → ∞ so that there is a limiting density of 0's, i.e. n 0 /n → ζ, where 0 ≤ ζ ≤ 1. Therefore, our phase diagram is three-dimensional and will depend on three parameters, α, β and ζ, each of which lies between 0 and 1. It will be convenient for us to consider the (α, β)-plane at a fixed value of ζ. Note that unlike the rest of the paper, some computations in this section are mathematically non-rigorous.
We will now determine the phase diagram using the current as the order parameter. Recall that the current is given by (4.2) in the steady state. Therefore, we need leading order asymptotics for the partition function Z n,ζn . These have been computed in Appendix A following a similar strategy as in [Ari06] . Using the results in (A.11)-(A.15), we find that
We will call this region of the phase diagram Phase I. Similarly, (A.16) shows that
This region is denoted Phase II. Lastly, (A.17)-(A.18) show that
This region is denoted Phase III. The phase diagram is identical to that of the semipermeable TASEP [Ari06, ALS09] and is shown in Figure 1 . All transitions are of second order, since the current is continuous, but not differentiable across all phase boundaries. We now compute the density of 1's far from the boundaries in the large volume limit. We fix a position i = xn for x ∈ (0, 1) and n 0 = ζn, and take the limit as n → ∞ in (4.7). For the first sum, write Z n,ζn = Cλ n µ ζn n z , where C, λ, µ, z depend on the phases as shown in (A.11)-(A.18). Then we get
This is a place where the computation is mathematically non-rigorous and we leave it as a challenge for the interested reader to make it rigorous. We now consider the second term in (4.7). Note that it is nonzero only when x ≥ ζ. Again, write Z * n,ζn = C 1 λ n 1 µ ζn 1 n z 1 where C 1 , λ 1 , µ 1 , z depend on the phases as shown in (A.21)-(A.28). Moreover, we have
The asymptotics of R n,0 (β) have been computed in [DEHP93, Eqs. (48)-(50)] to be
Therefore, the asymptotics of the second term are given by
The only regions in which this term does not go to zero is when the exponential terms in R match those of the prefactor. This can only happen if both Z n,ζn and Z * n,ζn lie in either phase III or the II-III boundary. Therefore, we must have β ≤ α and β ≤ 1−ζ/x 2 . First, suppose β < α. In case β < 1−ζ/x 2 , using (A.17) and (A.27), we find that C 1 = C, z = z 1 = 0, λ 1 = λ = 1/(β(1 − β)) and µ 1 = µ = β/(1 − β). Further, using (5.1), we find that the second term becomes 1 − 2β. On the other hand, if β = 1−ζ/x 2 , C 1 = C/2 and the rest is as before, so that the second term is (1 − 2β)/2. Now, if β = α, we must have β < 1−ζ/x 2 for a nontrivial contribution. In that case, using (A.18) and (A.28), we find that z = z 1 = 1, λ 1 = λ = 1/(β(1 − β)), µ 1 = µ = β/(1 − β) and
Taking into account the asymptotics from (5.1), we find that the second term becomes
Lastly, we consider the third term in (4.7). Write Z 0 n,ζn = C 2 λ n 2 µ ζn 2 n z 2 where C 2 , λ 2 , µ 2 , z depend on the phases as shown in (A.30)-(A.32). Similar to the second term, we need to consider the ratio of Z 0 xn,ζn and Z * n,ζn in various phases. It is clearly nonzero only if x ≥ ζ. The prefactor of the Catalan number has asymptotics given by
A little thought shows that in all regions of the phase diagram the third term goes to zero exponentially in n, and thus does not contribute to the density in the thermodynamic limit. Therefore, the density is given by the contribution of the first and second terms in (4.7). We now summarise the asymptotics of the density formulas using the charge conjugation symmetry explained in Section 1. Let x 1 = ζ 1−2α and x 2 = ζ 1−2β
. Let ρ + (x), ρ 0 (x), ρ − (x) denote the densities of +1's, 0's and −1's respectively at position ⌊xn⌋ for x ∈ [0, 1] as n → ∞. The densities in various regions are given in Table 1 .
Discussion
The motivation for this work comes from Lam's study on random walks for affine Weyl groups [Lam15] . The random walk for the affine Weyl group of type A is directly related to the multispecies TASEP on the ring. The matrix ansatz for the latter was determined in [EFM09] and the steady state was determined exactly using multiline queues in [FM07] . In both these studies, the understanding of the two-species case ([DJLS93] for the matrix ansatz and [Ang06] for the queueing picture) was essential in building the general theory. In this work, we have considered the two-species TASEP whose study is crucial for the understanding of the random walk on the affine Weyl group of type D. In future work [AALP19] , we plan to study the multispecies version of this TASEP. We also remark that we have chosen the rates so that we can study the random walks for types B and C as special cases.
The physics of the D * -TASEP is very similar to that of the semipermeable TASEP discussed in [ALS09] . In particular, the asymptotics strongly suggests that the phase diagram can be explained in terms of the fat shock defined in [ALS09] . Recall that the fat shock is a bound state of all the 0's in the system. This fat shock gets pinned to the right boundary in Phase II, to the left boundary in Phase III, and pervades the system 1 − β for x > x 2 .
0 for x > x 2 . Table 1 . Densities of all three species in the bulk in different phases in the thermodynamic limit. The precise formulas for the linear profiles on the II-III boundary are the same as in [Ari06] and can be seen from the discussion in Section 5.
II-III
in Phase I. On the II-III boundary, the two fronts of the fat shock perform a correlated unbiased random walk, leading to piecewise linear density profiles for all species. We also expect other phenomena for the semipermeable TASEP to continue to hold. For example, in the finite semipermeable TASEP, the joint correlation of 1's at sites i 1 < · · · < i k < n 0 only depended on k and not the positions themselves. We have only proven a similar result for the D * -TASEP for k = 1 here, but exact computations for small sizes suggests that a similar result should be true for all k < n 0 − 1 here. If so, then the property of exchangeability of the limiting measure as seen from the left boundary should also continue to hold.
Then the second term on the right hand side of (3.3) can be written as
and similarly for the third term. Finally, if α = β, the last term of (3.3) is
If α = β, using the previous computation, the last term of (3.3) is
To summarise, we have obtained
if α = β, and
The advantage of writing the partition function this way is that the leading order asymptotics for R n,n 0 (α) and S n,n 0 (α) has been computed by Arita. We now describe his computation. Let n, n 0 → ∞ so that n 0 /n → ζ, where 0 < ζ < 1 is the (fixed) density of zeros in the system. We will use the notation a n ≈ b n to mean that the ratio a n /b n → 1 as n → ∞. Then we have [Ari06, Appendix B.1]
Note that there is a typo in [Ari06] for the case when α = (1 − ζ)/2. Similarly, we have [Ari06, Appendix B.2] A.1. Asymptotics for Z. We are now in a position to compute the asymptotics of Z n,n 0 using (A.3)-(A.10). These depend on the relative values of α and β as follows.
• For α, β > (1 − ζ)/2, α = β, (A.11) Z n,ζn ≈ ζ(ζ + 1) 2 (α(2α * − ζ + 1) + α * (ζ − 1))(β(2β * − ζ + 1) + β * (ζ − 1)) 4α * β * (2α + ζ − 1)(2β + ζ − 1) π(1 − ζ 2 )n × 4 1 − ζ 2 n 1 − ζ 1 + ζ ζn .
• If α = β > (1 − ζ)/2, (A.12) Z n,ζn ≈ ζ(ζ + 1) 2 (α(2α * − ζ + 1) + α * (ζ − 1))(α(2β * − ζ + 1) + β * (ζ − 1)) 4α * β * (2α + ζ − 1) 2 π(1 − ζ 2 )n
• If α > β = (1 − ζ)/2, (A.13) Z n,ζn ≈ β(1 − β)(1 − 2β)(α * (β − α) − αβ) 2α * β * (β − α)
• If β > α = (1 − ζ)/2, (A.14)
Z n,ζn ≈ α(1 − α)(1 − 2α)(β * (α − β) − βα) 2α * β * (α − β) n−n 0 −1 + R n−2,n 0 (β) + 1 α * β * S n−2,n 0 (β),
