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Abstract
We furnish an explicit bound for the prime number theorem in short
intervals on the assumption of the Riemann hypothesis.
1 Introduction
We define the von Mangoldt function as
Λ(n) =
{
log p : n = pm, p is prime, m ∈ N
0 : otherwise
and consider the sum ψ(x) =
∑
n≤xΛ(n). The prime number theorem is the
statement ψ(x) ∼ x as x→∞. It is known that
ψ(x+ h)− ψ(h) ∼ h
provided that h grows suitably with respect to x. Heath-Brown [4] has shown
that one can take h = x
7
12
−ǫ(x) provided that ǫ(x) → 0 as x → ∞. Assuming
the Riemann hypothesis, Selberg [9] showed that the above is true for any
function h(x) such that h/(x1/2 log x) → ∞ as x → ∞. On the other hand,
Maier [6] has shown that the statement is false for h = (log x)λ for any λ > 1.
In this paper we prove the following explicit version of Selberg’s result.
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Theorem 1. Assume the Riemann hypothesis and let x ≥ 2 · 104. Then for
all h such that
√
x log x ≤ h ≤ x we have that
|ψ(x+ h)− ψ(x)− h| <
√
2
π
√
x log x log
(
h
x1/2 log x
)
+ 5
√
x log x. (1)
Note 1. The
√
2 appearing in the above theorem can be replaced with 1 if one
stipulates that h = o(x). This will be clear in the proof.
Clearly, Selberg’s result follows, for setting h = f(x)
√
x log x we have that
|ψ(x+ h)− ψ(x)− h| ≪ √x log x log(f(x)) = o(h)
where the error term can be kept explicit. Additionally, setting h = c
√
x log x,
one acquires Crame´r’s [2] result that there is a prime in the interval (x, x+ h)
for all sufficiently large x and provided that one takes c large enough. In an
earlier paper [3], the author showed that c = 1+ ǫ is suitable for any ǫ > 0 and
for all sufficiently large x. Carneiro, Milinovich and Soundararajan [1] have
since shown that
pn+1 − pn ≤ 22
25
√
pn log pn
for all pn > 3 where pn denotes the nth prime number. The same methods
used in [3] are applied here; it would thus be reasonable to assume that one
could sharpen Theorem 1 using the more advanced techniques of [1].
Notably, Theorem 1 provides an explicit bound for the prime number the-
orem in short intervals on the assumption of the Riemann Hypothesis. One
could also consider the following result of Schoenfeld [8].
Theorem 2 (Schoenfeld). Suppose the Riemann hypothesis is true. Then
|ψ(x)− x| < 1
8π
√
x log2 x (2)
for x ≥ 73.2.
Schoenfeld’s result confirms Selberg’s theorem but only for the slightly
weaker condition that h/(
√
x log2 x)→∞. One also has from the above that
|ψ(x+ h)− ψ(x)− h| < 1
4π
√
x+ h log2(x+ h).
It can be seen that Theorem 1 improves the leading constant in this bound for
any choice h = o(xδ) where δ = 1
2
+ 1
4
√
2
= 0.676 . . ..
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2 Proof of Theorem 1
2.1 A smooth explicit formula
The summatory function ψ(x) submits itself to the Riemann von-Mangoldt
explicit formula (see Ingham [5] for example)
ψ(x) = x−
∑
ρ
xρ
ρ
− log 2π − 1
2
log(1− x−2) (3)
where x > 0 is not an integer and the sum is over all nontrivial zeroes ρ = β+iγ
of the Riemann zeta-function ζ(s). We define the weighted sum
ψ1(x) =
∑
n≤x
(x− n)Λ(n) =
∫ x
2
ψ(t)dt
and use the following explicit formula (the author provides a proof in [3]).
Lemma 3. For x > 0 and x /∈ Z we have
ψ1(x) =
x2
2
−
∑
ρ
xρ+1
ρ(ρ+ 1)
− x log(2π) + ǫ (4)
where
ǫ(x) <
12
5
.
Using a linear combination of equation (4), we can probe the distribution
of prime powers on an interval (x, x + h). Suppose that 2 ≤ ∆ ≤ h ≤ x. We
define a weight function
w(n) =


(n− x+∆)/∆ : x−∆ ≤ n ≤ x
1 : x ≤ n ≤ x+ h
(x+ h+∆− n)/∆ : x+ h ≤ n ≤ x+ h +∆
0 : otherwise.
One can then verify the identity
∑
n
Λ(n)w(n) =
1
∆
(ψ1(x+ h+∆)− 2ψ1(x+ h)− ψ1(x)− ψ1(x−∆)).
by expanding both sides. We insert Lemma 3 into the above equation to get
the following:
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Lemma 4. Let 2 ≤ ∆ ≤ h ≤ x with x /∈ Z.
∑
n
Λ(n)w(n) = h+∆− 1
∆
∑
ρ
S(ρ) + ǫ(∆)
where
S(ρ) =
(x+ h+∆)ρ+1 − (x+ h)ρ+1 − xρ+1 + (x−∆)ρ+1
ρ(ρ+ 1)
and
|ǫ(∆)| < 48
5∆
.
The error here is precisely four times the error in Lemma 3 (from the linear
combination). For our purposes, it thus remains to estimate the sum over the
zeroes. We split this into three sums by
∑
ρ
S(ρ) =
( ∑
|γ|≤αx/h
+
∑
αx/h<|γ|≤βx/∆
+
∑
|γ|>βx/∆
)
S(ρ)
where α > 0 and β > 0 are to be chosen later.
Lemma 5. Let 2 ≤ ∆ ≤ h ≤ x and assume the Riemann hypothesis. We have
the bound ∑
|γ|>βx/∆
S(ρ) <
4∆(x+ h +∆)3/2
πβx
log(βx/∆)
provided that βx/∆ ≥ γ1 = 14.13 . . ..
Proof. Clearly, on the Riemann hypothesis, one has that
|S(ρ)| ≤ 4(x+ h+∆)
3/2
γ2
.
The result follows from the fact that
∑
γ≥T
1
γ2
<
1
2π
log T
T
for all T ≥ γ1 = 14.13 . . . (see Skewes [10] for example) and with a factor of
two arising from counting both positive and negative ordinates.
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Lemma 6. Let 2 ≤ ∆ ≤ h ≤ x and assume the Riemann hypothesis. We have
the bound ∑
|γ|≤αx/h
S(ρ) <
αx(h+∆)∆
πh
√
x−∆ log(αx/h).
Proof. We can write
S(ρ) =
∫ x+h+∆
x+h
∫ u
u−h−∆
tρ−1dtdu.
Estimating trivially on the Riemann hypothesis one has
|S(ρ)| < (h +∆)∆√
x−∆ .
It is known that
N(T ) <
T log T
2π
,
and so the result follows.
We now turn our attention to the middle sum where we will require the
following estimate.
Lemma 7. For T2 > T1 ≥ 100 we have
∑
T1<γ<T2
1
γ
<
1
4π
(
log2 T2 − log2 T2
)
+
1
2π
log(T2/T1) +
1
2
.
Proof. We apply Theorem A from Ingham [5] twice (for X = T2 and X = T1)
with cn = 1, λn = γn and φ(t) = t
−1 to get
∑
T1<γ<T2
1
γ
=
∫ T2
T1
N(t)
t2
dt+
(
C(T2)
T2
− C(T1)
T1
)
.
The result now follows from applying the bounds
N(T ) <
T log T
2π
for T > 15 and
N(T ) >
T log T
2π
− T
2
for T > 100 (see Trudgian [11] for example) and integrating.
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Lemma 8. Let 2 ≤ ∆ ≤ h ≤ x and assume the Riemann hypothesis.
∣∣∣∣∣
∑
αx/h<|γ|≤βx/∆
S(ρ)
∣∣∣∣∣ < ∆(x+h+∆)1/2
(
1
π
log
(
αβx2
h∆
)
log
(
βh
α∆
)
+
2
π
log
(
βh
α∆
)
+2
)
Proof. Clearly, we have that
S(ρ) =
1
ρ
(∫ x+h+∆
x+h
tρdt−
∫ x
x−∆
tρdt
)
and so bounding trivially gives
|S(ρ)| ≤ 2(x+ h +∆)
1/2∆
|γ| .
It follows that∣∣∣∣∣
∑
αx/h<|γ|≤βx/∆
S(ρ)
∣∣∣∣∣ ≤ 4(x+ h+∆)1/2∆
∑
αx/h<γ<βx/∆
1
γ
on which we apply Lemma 7 to obtain the result.
2.2 Bringing it all together
From Lemma 4 we have that
∣∣∣∣ψ(x+h)−ψ(x)−h
∣∣∣∣ < 1∆
∣∣∣∣∣
∑
ρ
S(ρ)
∣∣∣∣∣+
∑
x−∆≤n≤x
w(n)Λ(n)+
∑
x+h≤n≤x+h+∆
w(n)Λ(n)+∆+
48
5∆
.
(5)
To bound the sums on the right side concerning the von Mangoldt function, we
use |w(n)| ≤ 1 and the Brun–Titchmarsh theorem for short intervals (Mont-
gomery and Vaughan [7]) to get
∑
x−∆≤n≤x
w(n)Λ(n) +
∑
x+h≤n≤x+h+∆
w(n)Λ(n) ≤ 4∆
log∆
log(x+ h +∆).
From here on, we set ∆ = 1
10
√
x log x. It is straightforward to check that
∑
x−∆≤n≤x
w(n)Λ(n) +
∑
x+h≤n≤x+h+∆
w(n)Λ(n) +
48
5∆
<
√
x log x
6
for all x ≥ 1000. This bound along with Lemmas 5 and 6 give us that
∣∣∣∣ψ(x+ h)− ψ(x)− h
∣∣∣∣ < 1∆
∣∣∣∣∣
∑
αx/h<|γ|<βx/∆
S(ρ)
∣∣∣∣∣+ E(x, h,∆)
where
E(x, h,∆) =
11
10
√
x log x+
αx(h+∆)
πh
√
x−∆ log(αx/h)+
4(x+ h+∆)3/2
πβx
log(βx/∆).
Choosing α = β = 1 and using the fact that x ≥ h ≥ ∆ = 1
10
√
x log x we have
that
E(x, h,∆) < 11
10
√
x log x+ 2
π
x√
x− 1
10
√
x log x
log
( √
x
1
10
log x
)
+
4(2x+ 1
10
√
x log x)3/2
πx
log
( √
x
1
10
log x
)
.
As x > e10 it follows that 1
10
log x > 1 and so
E(x, h,∆) <
11
10
√
x log x+
1
π
x√
x− 1
10
√
x log x
log x+
2
π
(2x+ 1
10
√
x log x)3/2
x
log x
which is less than 3
√
x log x (check that 3 works) for all x > e10.
Therefore, we have that
∣∣∣∣ψ(x+ h)− ψ(x)− h
∣∣∣∣ < 1∆
∣∣∣∣∣
∑
x/h<|γ|<x/∆
S(ρ)
∣∣∣∣∣+ 3
√
x log x
for all 2 ≤ ∆ ≤ h ≤ x with x ≥ e10. From Lemma 8 we have that the right
hand side is bounded above by
(x+ h+∆)1/2
(
1
π
log
(
x2
h∆
)
log
(
h
∆
)
+
2
π
log
(
h
∆
)
+ 2
)
+ 3
√
x log x.
Stipulating that h ≥ √x log x and so h ≥ 10∆ we have that this is trivially
bounded by
(
2x+
1
10
x1/2 log x
)1/2(
1
π
log(x) log
(
10h√
x log x
)
+
2
π
log
(
10h√
x log x
)
+2
)
+3
√
x log x.
(6)
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It is straightforward to bound the leading term here. We use the A.M–G.M
inequality to get
(
2x+
1
10
x1/2 log x
)1/2
=
√
2x
(
1 +
log x
20
√
x
)1/2
≤
√
2x
(
1 +
log x
40
√
x
)
=
√
2x+
√
2 log x
40
.
It is now straightforward to expand Equation (6) and bound the secondary
terms trivially in the range x ≥ 2 · 104 to finish the proof.
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