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Recently, a new pairing state with the mixing between s-wave singlet channel and isotropic d-wave
quintet channel induced by centrosymmetric spin-orbit coupling has been theoretically proposed
in the superconducting materials with j = 3
2
electrons.1 In this work, we derive the expressions
of the zero-temperature spin susceptibility, the upper critical field close to the zero-field critical
temperature Tc and the critical temperature with weak random non-magnetic disorders for the
singlet-quintet mixed state based on the Luttinger model. Our study revealed the following features
of the singlet-quintet mixing. (1) The zero-temperature spin susceptibility remains zero for the
singlet-quintet mixed state if only the centrosymmetric spin-orbit coupling is taken into account,
and will deviate from zero when the non-centrosymmetric spin-orbit coupling is introduced. (2) The
singlet-quintet mixing can help enhance the upper critical field roughly because it can increase Tc.
(3) Although the quintet channel is generally suppressed by the non-magnetic disorder scattering, we
find the strong mixing between singlet and quintet channels can help to stabilize the quintet channel.
As a result, we still find a sizable quintet component mixed into the singlet channel in the presence
of weak random non-magnetic disorders. Our work provides the guidance for future experiments
on spin susceptibility and upper critical field of the singlet-quintet mixed superconducting states,
and illustrates the stability of the singlet-quintet mixing against the weak random non-magnetic
disorder.
I. Introduction
Increasing research interests have recently been fo-
cused on the superconductivity in half-Heusler materi-
als, including RPtBi(R=La, Y and Lu) and RPdBi(R =
Er, Lu, Ho, Y, Sm, Tb, Dy and Tm) due to their possi-
ble unconventional mechanism indicated by the low car-
rier density(1018 ∼ 1019cm−3) compared with the critical
temperature (0.5 ∼ 1.9K), the power-law temperature
dependence of London penetration depth implying nodal
superconductivity (YPtBi) and the large upper critical
field.2–13 In these half-Heusler compounds, the low en-
ergy excitations have total angular momentum j = 32
given by the addition of 12 spin and angular momentum
of p atomic orbitals (l = 1). Therefore, half-Heusler SCs
provide an intriguing platform to study superconductiv-
ity with j = 32 fermions
13,14. Such j = 32 fermions also
exist in Anti-perovskite materials15 and the cold atom
system16,17. The effective spin j = 32 of electrons allows
the spin of Cooper pairs to take four values, S = 0 (sin-
glet), 1 (triplet), 2 (quintet) and 3 (septet), instead of
only singlet and triplet for spin- 12 electrons. A variety of
pairing states have been studied in such system, includ-
ing mixed singlet-septet pairing13,14,18,19, mixed singlet-
quintet pairing1,20, s-wave quintet pairing14,19,21,22 , d-
wave quintet pairing23,24 , odd-parity (triplet and septet)
parings23–26, et al24,27. In particular, the mixing between
the s-wave singlet and isotropic d-wave quintet channels
proposed in Ref.[1] is the first realistic proposal of the
mixing between different spin channels that preserves the
inversion symmetry in solid state systems. The mixing is
promising because it is induced by the strong inversion-
invariant “spin orbital coupling (SOC)”(the coupling be-
tween the “ 32 -spin” and the orbit) and the resulted topo-
logical nodal-line superconductivity(TNLS) is protected
by the non-trivial topological invariant.1 In this work, we
studied the spin susceptibility, the upper critical field and
the non-magnetic disorder effect of such pairing mixing
state. We found that the spin susceptibility is isotropic
and approaches to a non-zero (zero) value as the temper-
ature decreases in the presence (absence) of the inversion-
breaking SOC. We also found that the upper critical
field near the zero-field critical temperature Tc can be
isotropic and enhanced by the mixing, and its slope at Tc
varies significantly with the band structure. In presence
of the non-magnetic random disorder, it is found that the
critical temperature and the portion of the quintet chan-
nel of the paring-mixed state are suppressed, while the
latter cannot be entirely suppressed due to the singlet-
quintet mixing. Our results show several properties of
the singlet-quintet mixed state that can be experimen-
tally measured.
The rest of the paper is organized as the following.
We will describe the model for the mixing between the
s-wave singlet and isotropic d-wave quintet channels in
Sec.II, addresses spin susceptibility in Sec.III, study the
upper critical field in Sec.IV, discuss the disorder effect
in Sec.V, and eventually conclude our work with the dis-
cussion about experiments in Sec.VI.
II. Model Hamiltonian
In this section, we will first review the model without
magnetic fields proposed in Ref.[1] and then introduce
the modification due to the external magnetic field. The
effective non-interacting Hamiltonian that describes the
low-energy j = 32 fermionic excitations with long wave-
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2lengths is the Luttinger model1,28–30, which reads
h(k) = ξkΓ
0 + hSSOC(k) + hASOC(k) , (1)
where
hSSOC(k) = c1
3∑
i=1
gk,iΓ
i + c2
5∑
i=4
gk,iΓ
i (2)
is the symmetric SOC(SSOC) which is invariant under
inversion,
hASOC =
2C√
3
(kxVx + kyVy + kzVz) (3)
is the anti-symmetric SOC(ASOC) which changes sign
under inversion. Here the bases have total angular mo-
mentum 32 as mentioned in the last section and can be la-
beled as |j, jz〉 with j = 32 and jz = 3/2, 1/2,−1/2,−3/2,
ξk =
1
2mk
2 − µ with µ the chemical potential, and the
expressions of five d-orbital cubic harmonics gi’s, six
4 × 4 matrices Γi (i = 0, . . . , 5) and Vx,y,z are shown
in Appendix.A. We want to emphasize that both SSOC
and ASOC refer to the coupling between the “3/2-spin”
and the orbit degrees of freedom of j = 3/2 fermions.
h(k) has O(3) point group symmetry for c1 = c2.
c1 6= c2 reduces O(3) to Oh and C 6= 0 further re-
duces it to Td. h(k) also has time-reversal(TR) sym-
metry: γh∗(−k)γ† = h(k), where γ = −Γ1Γ3 is the
TR matrix. If C = 0, h(k) has two doubly degener-
ate bands ξ±(k) = k2/(2m±) − µ, where m± = mm˜±,
m˜± = 1/(1 ± 2mQc), Qc =
√
c21Q
2
1 + c
2
2Q
2
2, Q1 =√
gˆ21 + gˆ
2
2 + gˆ
2
3 , Q2 =
√
gˆ24 + gˆ
2
5 and gˆi = gi/k
2. We
also assume µ < 0 for p-type carriers14,25, m < 031
and c1c2 > 0 for simplicity. In this case, we have three
regimes(Fig.1): (I) m+ < 0 (normal band structure),
(II) m+ > 0 (inverted band structure), and (III) the
sign of m+ being angular dependent, while m− is always
negative.1 At last, since the Luttinger model is only valid
around the Γ point, we introduce a momentum cut-off Λ
and only care about the Fermi surface inside Λ. The
momentum cut-off Λ is not essential in regimes I and II
since the Fermi surfaces are closed and finite, and thus
we drop it in those regimes.1 In regime III, the ξ+ band
would form a saddle point and its corresponding Fermi
surface is unbounded, which is just an artifact of Lut-
tinger model(Fig.1c) and requires the momentum cut-off
Λ.1
As described in Ref.[1], we focus on a minimal O(3)-
invariant attractive interaction
HI =
1
2V
∑
q
[
V0P0(q)P
†
0 (q) + V1P1(q)P
†
1 (q)
]
(4)
in the s-wave singlet and isotropic d-wave quintet chan-
nels, where P0(q) =
∑
k c
†
k+ q2
(Γ0γ/2)(c†−k+ q2 )
T , P1(q) =∑
k c
†
k+ q2
(a2gk·Γγ/2)(c†−k+ q2 )
T , V0 < 0 and V1 < 0 stand
for the attractive interaction in singlet and quintet chan-
nels, respectively. The above attractive interaction only
𝐼 𝐼𝐼 𝐼𝐼𝐼(a) (b) (c)
Γ LX
FIG. 1. The solid lines in (a), (b) and (c) plot the typical
band structure in regimes I, II and III, respectively. The red
dashed lines stand for the position of the chemical potential
µ. The dashed purple line in (c) shows the realistic band
structure beyond the Luttinger model.
applies to the electrons near the Fermi energy within the
energy cut-off c. Here c
†
k = (c
†
k, 32
, c†
k, 12
, c†
k,− 12
, c†
k,− 32
) cre-
ates a j = 32 fermion with wavevector k, V is the volume
and a is the lattice constant. Compared to Ref.[1], we
include a non-zero q in the interaction term (4), which is
essential for the study of upper critical field. In this case,
the mean-field gap function derived from Eq.4 reads
∆(k, q) = ∆0(q)
Γ0γ
2
+ ∆1(q)
a2gk · Γγ
2
, (5)
where ∆0(q) and ∆1(q) are order parameters in the sin-
glet and quintet channels, respectively.
To study spin susceptibility and upper critical field, a
uniform magnetic fieldB is required to couple to the elec-
trons in the above model. We assume the magnetic field
is small enough so that only the first order of B = |B|
is kept. Such assumption is suitable for the calculation
of spin susceptibility but restricts the study of the up-
per critical field to be at the temperature close to the
zero-field critical temperature. The magnetic field has
two effects: the Zeeman effect and the orbital effect.32–39
The Zeeman effect is described by the Hamiltonian
hΓ8Z =
2µB
3
B · J , (6)
in the basis of the Γ8 bands (Appendix.A), where J =
(Jx, Jy, Jz) are angular momentum matrices for j =
3
2
(Appendix.A), µB =
e~
2me
is the Bohr magneton, e is the
elementary charge and me is the rest mass of the electron.
Before including the orbital effect, we first project h(k)+
hΓ8Z onto ξ± bands and get the effective Hamiltonian
Ξ±(k,B) = ξ±(k) + Ckp±(kˆ) · σ +B ·M±(kˆ) , (7)
where p±(kˆ) ·σ and M±(kˆ) are the corresponding 2× 2
blocks of the projected 2√
3
kˆ · V and 2µB3 J on ξ± bands,
respectively, kˆ = k/k , p±(−kˆ) = −p±(kˆ), σ =
(σx, σy, σz) are Pauli matrices for the double degeneracy
of each band, M±(−kˆ) = M±(kˆ) and Tr[M±(kˆ)] = 0.
In Eq.7, we neglect the terms of order Ck2Qck2 . The reason
is that the energy scale of SSOC near the Fermi sur-
face is typically much larger than that of ASOC, e.g.
32Qck
2
F ∼ 20meV and CkF ∼ 4meV for YPtBi13,14,25
with kF being the magnitude of the Fermi momentum.
For the orbital effect, we can choose the symmetric gauge
for the vector potential as A(r) = B×r2 and the vector
potential can be included into the Hamiltonian with the
Peierls substitution32–39. As a result, the effective Hamil-
tonian (7) becomes
Ξ±(K,B) = h±(k) +B ·M±(kˆ) + e~∇kh±(k) ·A(i∇k)
(8)
with K = k+ e~A(i∇k) and h±(k) = ξ±(k)+Ckp±(kˆ) ·
σ.
III. Spin Susceptibility
The spin susceptibility χij can be defined as
χij =
∂Mspini
∂Bj
∣∣∣∣∣
B→0
, (9)
where Mspini is the ith component of the magnetic mo-
ment generated by the spins of conduction electrons.40
The spin susceptibility of a material in the supercon-
ducting phase χSij is typically different from that in the
normal metal phase χNij due to the formation of Cooper
pairs. Such difference cause Knight shifts41,42 in nuclear-
magnetic-resonance(NMR) experiments, which serves as
an important experimental tool to identify the pairing
form. In this section, we will study the spin susceptibil-
ity of the singlet-quintet mixed superconducting state.
We first analyze the symmetry properties of χS and
χN . According to the definition of χij (9), the spin sus-
ceptibility satisfies χij =
∑
i′,j′ Rii′Rjj′χi′j′ for any op-
eration Rˆ in the point group of the material, where Rii′
represents the transformation of a pseudo-vector under
Rˆ. The model considered here (1, 4) has Td symme-
try, meaning that χN satisfies Td symmetry. In the zero
magnetic field limit40,43,44, we consider uniform order pa-
rameters in the superconducting phase, i.e. Eq.5 is zero
for q 6= 0. Such pairing has O(3) symmetry1, implying
that χS is also Td invariant. For Td group, Rii′ belongs
to T1 irreducible representation. As a result, χ
S
ij = χ
Sδij
and χNij = χ
Nδij can be derived from Schur’s lemma.
45
Thus, χSij and χ
N
ij are isotropic, which simplifies our cal-
culations.
Following Ref.[43], the spin susceptibilities in super-
conducting phase and normal metal phase read
χS
χN
= 1− VN0
βχN
∑
λ,ωn
∫
dΩ
4pi
θ(m˜λ)m˜
3/2
λ
{
mzλ(kˆ) + m¯
z
λ(kˆ)
2
pi|dλ(kF,λ)|2
(|dλ(kF,λ)|2 + ω2n)3/2
+
mzλ(kˆ)− m¯zλ(kˆ)
2
pi|dλ(kF,λ)|2
(|dλ(kF,λ)|2 + ω2n)1/2(|dλ(kF,λ)|2 + α2λ(kˆ) + ω2n)
}
(10)
and
χN = VN0
∑
λ
∫
dΩ
4pi
θ(m˜λ)m˜
3/2
λ m
z
λ(kˆ) , (11)
respectively. Here β = 1kBT , kB is the Bolzmann
constant, ωn = (2n + 1)pi/β is the fermionic
Matsubara frequency, N0 =
4pi
(2pi)3 |m|
√
2mµ,
mλz (kˆ) = Tr[M
λ
z (kˆ)M
λ
z (kˆ)], m¯
λ
z (kˆ) = Tr[M
λ
z (kˆ)pˆ
λ(kˆ) ·
σMλz (kˆ)pˆ
λ(kˆ) · σ], pˆλ(kˆ) = pλ(kˆ)/pλ(kˆ),
pλ(kˆ) = |pλ(kˆ)|, dλ(k) = ∆02 + λ∆12 a2k2sgn(c1)fQ,
∆0,1 are uniform order parameters in singlet and quintet
channels, respectively, fQ = (|c1|Q21 + |c2|Q22)/Qc,
αλ(kˆ) = |CkF,λ|pλ(kˆ), and the terms of order 1/(βc),
αλ/c, |dλ|/c and c/|µ| are neglected. (See Appendix.B
for more details.) In the case where only one of the
λ = ± bands is cut by the Fermi energy, Mλ(kˆ) = µBσ
and the system is isotropic, Eq.10 and Eq.11 would
match the results in Ref.43.
In particular, we focus on the zero-temperature limit
of Eq.10. One should be careful that T → 0 limit and
dλ → 0 limit are not exchangeable, and dλ → 0 limit,
if needed, should be performed before T → 0 limit since
the later is not physically achievable. Although TNLS
indicates dλ can be zero along some lines on the Fermi
surface, such lines can be neglected in Eq.10 since they
do not cause any divergence and have zero measure in
the surface integration. After summing over ωn, Eq.10
at zero temperature reads
χS
χN
∣∣∣∣
T→0
= 1− VN0
χN
∑
λ
∫
dΩ
4pi
θ(m˜λ)m˜
3/2
λ (12)[
mzλ(kˆ) + m¯
z
λ(kˆ)
2
+
mzλ(kˆ)− m¯zλ(kˆ)
2
J ( |dλ(kF,λ)|
αλ(kˆ)
)
]
,
where J (x) = x2√
1+x2
ln( 1+
√
1+x2
x ). According to Eq.12,
a non-vanishing χ
S
χN
∣∣∣
T→0
comes from the ASOC term43.
In the limit of zero ASOC, i.e. C → 0 or equivalently
αλ → 0, we find χ
S
χN
∣∣∣
T→0
= 0 using J (x → +∞) =
1. On the other hand, if ASOC is much larger than
4𝐶 2𝑚𝜇/ Δ0 𝐶 2𝑚𝜇/ Δ0 𝐶 2𝑚𝜇/ Δ0
𝜒𝑆
𝜒𝑁
𝜒𝑆
𝜒𝑁
𝐼 𝐼𝐼 𝐼𝐼𝐼
(a) (b) (c)
𝜒𝑆
𝜒𝑁
𝑇 = 0
FIG. 2. The solid lines in (a), (b) and (c) plot the zero-temperature (T = 0) spin susceptibility χS/χN as a function of the
ratio between ASOC and pairing C
√
2mµ/∆˜0 in regime I, II and III, respectively. The dashed lines show the zero-temperature
spin susceptibility at large ASOC limit(C → ∞), which is given by Eq.13. ∆˜1/∆˜0 = 1.6 and c2 = 2c1 are chosen for every
graph, where ∆˜0 = sgn(c1)∆0 and ∆˜1 = 2mµa
2∆1. |2m|c1 = 0.4,|2m|c1 = 1.2 and |2m|c1 = 0.6 are chosen for (a),(b) and (c),
respectively, and a finite momentum cut-off Λ/
√
2mµ = 3 is set for (c).
the superconducting gap on the Fermi surface αλ  dλ,
Eq.12 is simplified as
χS
χN
∣∣∣∣
T→0
= 1−VN0
χN
∑
λ
∫
dΩ
4pi
θ(m˜λ)m˜
3/2
λ
mzλ(kˆ) + m¯
z
λ(kˆ)
2
(13)
using J (x → 0) = 0. This expression is generally non-
zero. Fig.2 a, b, and c show the behavior of χ
S
χN
∣∣∣
T→0
as
a function of the ratio between ASOC and pairing am-
plitude in regime I, II and III, respectively. We find the
χS
χN
∣∣∣
T→0
drops to zero for zero ASOC and approaches to
the limit set by Eq.13 (dashed lines in Fig.2) when ASOC
increases. We also can see that χ
S
χN
∣∣∣
T→0
is not sensitive to
SSOC, and Eq.13 gives a slightly smaller value in regime
II than those in regime I and III.
Based on this calculation, we arrive at the following
conclusions. (1) Unlike the singlet-triplet mixing with
a non-zero χ
S
χN
∣∣∣
T→0
, zero-temperature spin susceptibil-
ity can be zero for singlet-quintet mixing. This is be-
cause the singlet-triplet mixing is from ASOC and the
singlet-quintet mixing comes from SSOC, while χ
S
χN
∣∣∣
T→0
is only sensitive to ASOC. This indicates that in some
centrosymemtric SCs with j = 3/2 (e.g. anti-perovskite
materials15), even if one measures a vanishing zero-
temperature spin susceptibility, the possibility of singlet-
quintet mixing cannot be excluded. (2) In half-Heusler
SCs, such as YPtBi, since the energy scale of ASOC near
the Fermi surface (∼ 4meV ) is much larger than the gap
function of the similar order as kBTc ∼ 0.06meV , a non-
zero χ
S
χN
∣∣∣
T→0
is expected for the singlet-quintet mixed
pairing. We notice that the situation here is similar to
the case of other non-centrosymmetric SCs with “spin-
1/2” electrons43.
IV. Upper Critical Field
In this section, we will study the upper critical field
Bc,2, at which the superconductivity is destroyed by
the external magnetic field46, in our model. The upper
critical field can be obtained by solving linearized gap
equation with a non-zero magnetic field. The effect of
magnetic field is taken into account through the orbital
term and the Zeeman term, as discussed in Eq.(8).39
Although the magnetic field is not infinitesimal, the
projection of Zeeman term onto Γ8 bands in Eq.6 and
ξ± bands in Eq.7 can still be justified. The reason is
that in half Heusler materials, the energy scale of Zee-
man term (µBB ∼ 0.1meV for B ∼ 2T as the typi-
cal zero-temperature upper critical field3–8,10) is much
smaller than the energy gap between Γ8 and Γ7 bands
(|EΓ8 − EΓ7 | ∼ 1eV 8,13,31,47) and the energy scale of
SSOC near the Fermi surface (2Qck
2
F ∼ 20meV for
YPtBi13,14,25). For only keeping the leading order of B
in Eq.8, we need to focus on the temperature T close
to the zero-field critical temperature Tc for which Bc,2
is small enough. In addition, we neglect the ASOC, i.e.
C = 0, for simplicity. In this case, we have the effective
Hamiltonian for each band
E±(K,B) = ξ±(k) +B ·M±(kˆ) + e~∇kξ±(k) ·A(i∇k)
(14)
which is just Eq.8 with C = 0. As a result, the cor-
responding Green function G±(r1, r2, ωn) for each band
reads
G±(r1, r2, ωn) = e−i
e
~r1·A(r2)G˜λ(r1 − r2, ωn) , (15)
5where G˜λ(r, ωn) =
1
V
∑
k e
ik·rG˜λ(k, ωn) and
G˜±(k, ωn) =
1
iωn − ξ±(k) +
B ·M±(k)
(iωn − ξ±(k))2 . (16)
It is clear that, the orbital effect only appears in the
phase factor of G±(r1, r2, ω) to the first order of B. (See
Appendix.C for details.)
As mentioned above, the upper critical field is solved
via linearized gap equation46, which is derived from the
superconducting Ginzburg-Landau free energy FSC to
the second order of the order parameter:
FSC = −
∑
a1
∫
d3r
1
2V˜a1
|∆˜a1(r)|2 −
1
2
∑
a1,a2
∫
d3r
∆˜∗a1(r)(K˜
a1a2
0 + K˜
a1a2
1 D
2)∆˜a2(r) , (17)
where a1, a2 = 0, 1, ∆˜0 = sgn(c1)∆0, ∆˜1 = 2mµa
2∆1,
V˜0 = V0, V˜1 = (2mµa
2)2V1 ,
K˜0 =
xN0
2
(
y1 y2
y2 y3
)
, (18)
K˜1 = −N0
2
β2µ
2m
(
z1 z2
z2 z3
)
, (19)
x = ln(2eγ¯βc/pi) with γ¯ = 0.577... the Euler’s constant,
D = −i∇r + e~ (B × r) and the expressions of y1,2,3
and z1,2,3 are shown in Appendix.A. Here 1/(βc)  1,
c/2Qck
2
F  1 and c/|µ|  1 are assumed. FSC only
contains the orbital effect because the Zeeman term only
appears as the second order of B and thus is neglected in
FSC . In addition, FSC does not depend on the direction
of B since D2 is isotropic, meaning that the upper crit-
ical field is isotropic near the critical temperature. (See
Appendix.D for more details.) The resulted linearized
gap equation reads
1
x
(
∆˜0
∆˜1
)
=
1
2
(
λ0y˜1 λ0y˜2
λ1y˜2 λ1y˜3
)(
∆˜0
∆˜1
)
, (20)
where λ0,1 = −N0V˜0,1, y˜1 = y1 − β
2µ2
2mµxz1l
2, y˜2 = y2 −
β2µ2
2mµxz2l
2, y˜3 = y3 − β
2µ2
2mµxz3l
2 and l2 = 4eB~ (n+
1
2 ) + k
2
3
is the eigenvalue of D2 with n ≥ 0 and k3 being the
component of the momentum in the direction of magnetic
field. The upper critical field Bc,2 can be obtained by
solving the above equation with a fixing temperature T
below Tc and the solution gives
Bc,2
B0
=
T
Tc
− 1
α(βcc)2xc
, (21)
where B0 =
8~mµ2c
2eµ2 , Tc is given by
1:
ln
(
Tc
T0
)
=
−4√
(λ0y1 − λ1y3)2 + 4λ0λ1y22 + λ0y1 + λ1y3
,
(22)
(c)
(b)𝑇/𝑇0
singlet
quintet mixed
singlet
mixed
𝐵
𝐵0
(d)
mixed
𝐵
𝐵0
quintet
2𝑚𝑐1
A
C
B
𝐼 𝐼𝐼𝐼 𝐼𝐼
𝑇/𝑇0 𝑇/𝑇0
𝐵
𝐵0
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A
B C
(a)
𝑅𝐵𝑇
× 10−39
× 10−20
𝑇𝑐
𝑇0𝑥𝑐
FIG. 3. (a) shows the slope(blue) RBT =
−d(Bc,2/B0)/d(T/T0) at the zero-field critical temperature
(Tc) and the Tc factor(red) of the slope as functions of SSOC
|2mc1|. I, II and III stand for the three regimes. (b), (c) and
(d) depict the upper critical field Bc,2 at various temperature
for point A, B and C in (a), receptively. In (b), (c) and (d),
blue, orange and red lines stand for mixed, singlet and quintet
channels, respectively, and the dashed parts are not precise
since Eq.21 is only suitable for T close to Tc. The missing
quintet channel in (c) is because it is too small. c2 = 2c1
is chosen for all figures, |2mc1| = 0.4 for (b), |2mc1| = 1.2
for (c), |2mc1| = 0.6 and Λ = 3√2mµ for (d). The inter-
action parameter choices are λ1 = 0.1λ0 = 0.02 for (a) and
the mixed channel in (b), (c) and (d). The singlet(quintet)
channel in (b), (c) and (d) is determined by setting λ0(λ1) to
be the same as the mixed channel and λ1(λ0) to be zero.
T0 =
2eγ¯c
pikB
, βc = 1/(kBTc) , xc = ln(
2eγ¯βcc
pi ) = ln(
T0
Tc
),
and
α = −z1λ0 − z3λ1
+
(−λ0z1 + λ1z3)(y1λ0 − y3λ1)− 4y2z2λ0λ1√
(y1λ0 − y3λ1)2 + 4y22λ0λ1
. (23)
As a result, the slope −dBc,2/dT at the zero-field critical
temperature has the form
− dBc,2/B0
dT/T0
=
T0
(−α)(βcc)2xcTc =
1
−α
(
2eγ¯
pi
)2
Tc
T0
1
xc
.
(24)
Below we label X(α) = 1−α
(
2eγ¯
pi
)2
for short. The tem-
perature dependence of Bc,2 for the pure singlet(quintet)
channel can be obtained by setting λ1 = 0(λ0 = 0) in Eq.
(21). (See Appendix.E for more details.)
The blue line of Fig.3a shows the slope RBT =
−dBc,2/dT at T = Tc as a function of SSOC strength.
6The slope in the regime I and III is significantly larger
than that in the regime II, which can be attributed to
the behavior of the function TcT0xc , as shown by the red
line of Fig.3a and in Eq.24. With increasing |2mc1|, we
find a peak of the slope RBT appears in the regime I
close to the I-III boundary, and then the slope drops
rapidly to a dip around the point C in Fig.3a. Another
small peak is found in the regime III and then the slope
drops to almost zero due to the extremely small Tc in the
regime II. The behavior of the slope RBT is mainly de-
termined by the function TcT0xc (see the red line in Fig.3a)
except when |2mc1| is tuned to the boundary between
the regime I and III. The difference there is attributed
to the rapid decrease of the factor X(α) when increas-
ing |2mc1| towards the I-III boundary, as shown in Fig.6
of Appendix.E. Fig.3b,c and d show the upper critical
field of the pairing mixed state (blue lines) as a func-
tion of temperatures (close to Tc) for typical parameters
in regime I, II, III, respectively. The upper critical fields
for pure singlet pairing (orange lines) and quintet pairing
(red lines) are also shown in these figures for comparison.
It is clear that the mixing can increase the upper critical
fields in Eq.20. Moreover, we can see Bc,2 of the quin-
tet channel is larger than that of the singlet channel in
regime III as shown in Fig.3d while the opposite happens
in regimes I and II (Fig.3b,c), which coincides with the
fact that the quintet channel can be dominant around
regime III.
In conclusion, the above results have shown that the
upper critical field Bc,2 close to the zero-field critical
temperature Tc is isotropic and can be enhanced by the
singlet-quintet mixing. The slope dBc,2/dT at the zero-
field critical temperature is mainly determined by the
zero-field critical temperature Tc. The slope is much
larger in regimes I and III than that in regime II mainly
due to its Tc dependence, and reaches its maximum
around the boundary between I and III as a result of
the interplay between the Tc and α dependence in Eq.24.
V. Effect of Random Non-magnetic Disorder
In this section, we study the effect of weak random non-
magnetic disorder on the singlet-quintet mixed SC. The
non-magnetic disorder is included in the Hamiltonian as
Hdis =
∫
d3rV (r)c†rcr , (25)
where c†r is the Fourier transformation of c
†
k and V (r) is
the random potential describing the disorder scattering.
The probability measure of the disorder configuration is
chosen as
P [V ] = exp
[
− 1
2γ2d
∫
d3rV 2(r)
]
, (26)
and thereby the spatial correlation of V (r) is just the
delta function 〈V (r)V (r′)〉dis = γ2dδ(r − r′) , where
= +
= +
(a)
(b)
FIG. 4. Feynman diagrams (a) and (b) show the equations of
the exact propagator and vertex via the replica trick with the
Born approximation, respectively. The dashed line stands for
the disorder, and the solid single line and the solid double lines
are the bare and exact fermionic propagators, respectively.
γ2d measures the strength of the disorder with larger γ
2
d
meaning stronger disorder. In order to carry out the dis-
order average, we use the Replica trick48 which, in our
case, is equivalent to eliminating all fermionic loops in
Feynman diagrams, as elaborated in Appendix.F. We as-
sume the disorder is weak:
γ2dNF
|µ|  1 with µ the chem-
ical potential and NF = N0y1 the density of state at
the Fermi energy without spin index. In this case, we
consider the self-energy correction (Fig.4a) and vertex
correction (Fig.4b) with the Born approximation, where
all Feymann diagrams with crossed disorder lines are ne-
glected since those terms have higher orders of
γ2dNF
|µ| .
48
(See Appendix.F for the definition of disorder lines.) As
a result, the linearized gap equation in presence of the
disorder reads (See Appendix.G for details)(
∆˜0
∆˜1
)
= x
(
λ0
2 y1
λ0
2 y2
λ1
2 y2
λ1
2 y3b1
)(
∆˜0
∆˜1
)
, (27)
where c/|µ|  1, c/(2Qck2F )  1, βc  1 and
1/(cτd)  1 are used. The disorder contribution only
appears in the function b1, which is given by
b1 = 1 +
F( β4piτd )
x
(
y22
y1y3
− 1) (28)
with F( β4piτd ) = Ψ(0)(
β
4piτd
+ 12 )−Ψ(0)( 12 ) which is defined
in Ref.[49], Ψ(0)(...) is the digamma function, and 1/τd =
γ2dpiNF . The critical temperature T can be solved from
Eq.27 in the presence of disorder for the mixed state as
ln(
T
T0
) =
−4√
(λ0y1 − λ1y3b1)2 + 4λ0λ1y22 + λ0y1 + λ1y3b1
.
(29)
The critical temperature expression for the pure sin-
glet(quintet) channel can be given by setting λ1(λ0) to
be zero, which gives
ln(
Ts
T0
) =
−2
λ0y1
, (30)
and
ln(
Tq
T0
) =
−2
λ1y3b1
. (31)
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mixed
(b)𝜏𝑑𝜖𝑐 −1
𝑇𝑐
𝑑𝑖𝑠
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singlet
mixed
(c)𝜏𝑑𝜖𝑐 −1
𝑇𝑐
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singlet
quintet
mixed
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FIG. 5. The impacts of weak non-magnetic random disorder on the critical temperature T disc in singlet(orange), quintet(red)
and mixed(blue) channels in regimes I, II and III are shown in a,b,c, respectively, and the pairing ratios as functions of disorder
strength in regime I, II and III are shown in d,e,f, respectively. (τdc)
−1 measures the strength of disorder with larger (τdc)−1
meaning stronger disorder. Due to the limitation of weak disorder scattering ((τdc)
−1  1) for Eq.27, we use dashed line
for a relative large (τdc)
−1. ∆˜1/∆˜0 stands for the pairing ratio between the quintet and singlet channel. The band structure
parameter choices are c2 = 2c1 for all figures, |2mc1| = 0.4 for a and d,|2mc1| = 1.2 for b and e, |2mc1| = 0.6 and Λ = 3√2mµ
for c and f. λ1 = 0.1λ0 is chosen for d,e,f and the mixed channel of a,b,c, with λ0 = 0.2 for d and the mixed channel of a,
λ0 = 5 for e and the mixed channel of b and λ0 = 0.05 for f and the mixed channel of c. The missing quintet channel in b is
because it is too small. The interaction parameters for the pure singlet(quintet) channel in a,b,c are given by choosing λ1(λ0)
to be zero while λ0(λ1) is the same as the corresponding mixed channel.
Eqs. (27)-(31) are the main results of this section and
form the basis for our analysis of the disorder effect of
singlet-quintet mixing pairing. The disorder scattering
is controlled by a single function b1 in the linearized gap
equation (27) and it is found (see Appendix.G 4) that
0 < b1 ≤ 1 with b1 = 1 only occuring either in the clean
limit (1/τd = 0) or for the isotropic case in the regime II.
By inspecting Eqs. (27)-(31), we can draw the following
conclusions. (1) The pure s-wave singlet channel is not
influenced by the non-magnetic disorder because we ne-
glect the inter-band scattering. (The s-wave singlet chan-
nel can still be influenced by the disorder if one includes
the inter-band scattering50, typically of higher orders of
c/(2Qck
2
F ) here.) This conclusion is consistent with and
required by the Anderson theorem51. (2) An interest-
ing observation for Eq.27 is that the disorder scattering
(b1 function) only appears in the d-wave quintet channel
(y3 term) due to the momentum dependence of d-wave
function, but the coupling between singlet and quintet
channels is independent of the disorder scattering. By
examining the derivation in Appendix.G 4, we find that
such behavior originates from the cancellation between
the self-energy correction and the vertex correction for
the singlet-quintet coupling term, which is similar to the
stable s-wave singlet pairing. Therefore, our calculation
suggests that the cancellation, which appears for the s-
wave singlet pairing, also works for the singlet-quintet
coupling term, at least at the level of Born approxima-
tion. As shown in the following, such cancellation has
a substantial influence on the pairing form in the dis-
ordered SCs. According to Eq.27, if there is no mixing
term (the y2 = 0 case), the quintet pairing is completely
controlled by the y3b1 term and a small value of b1 from
disorder effect will greatly suppressed the quintet pairing.
8In contrast, for a large y2 term, due to its independence
of disorder scattering, a significant quintet pairing chan-
nel can still be induced through the mixing effect even
if the value of b1 is small. Therefore, the mixing effect
stabilizes the quintet pairing channel against the weak
non-magnetic disorder scattering.
We further plot the calculated critical temperature
with disorder T disc as a function of disorder scattering
strength in Fig.5a,b,c for singlet-quintet mixed pairing
(blue lines), pure singlet pairing (orange lines) and pure
quintet pairing (red lines) in the regimes I, II and III, re-
spectively. We find the T disc for the pure singlet pairing is
always independent of disorder scattering, as expected,
while the T disc for the pure quintet pairing and mixed
pairing decays with increasing the disorder strength 1/τd.
The small decay magnitude is due to the limitation of the
approximation for the weak scattering potential 1τdc  1
that is used in our theory.
Beside the critical temperatures, the expression of the
pairing ratio can also be solved from Eq.27 and reads
∆˜1
∆˜0
=
2
xλ0y2
− y1
y2
. (32)
Since x, which depends on the critical temperature, in-
creases as 1/τd increases, the pairing ratio ∆˜1/∆˜0 would
generally decrease if the disorder strength 1/τd increases,
with the exception of the isotropic system in regime II.
The decreasing pairing ratio ∆˜1/∆˜0 is shown in Fig.5d,e,f
for regime I, II and III, respectively.
VI. Conclusion
In this work, we studied the zero-temperature spin sus-
ceptibility, the upper critical field near the zero-field crit-
ical temperature Tc and the non-magnetic disorder scat-
tering of the SCs with j = 32 fermions in the presence of
the mixing between s-wave singlet and isotropic d-wave
quintet channels. Our results show that the spin sus-
ceptibility is isotropic due to the Td group symmetry
and zero(non-zero) at zero temperature without(with)
ASOC. As a result,the zero-temperature spin suscep-
tibility given by the singlet-quintet mixing is zero in
centrosymmetric SCs, e.g. anti-perovskite materials15,
but non-zero in non-centrosymmetric SC YPtBi due to
the large energy scale of ASOC near the Fermi surface
(∼ 4meV ) compared with the gap function (kBTc ∼
0.06meV ). The spin susceptibility can be measured
in the NMR-Knight shift experiment.41,42 Near Tc and
without ASOC, it is found that the upper critical field is
isotropic and enhanced by the pairing mixing. The slope
−dBc,2/dT at Tc varies with the SSOC strength, and it is
largest in the intermediate region between regime I and
III and smallest in regime II. Finally, our results on the
random non-magnetic disorder effect demonstrated that
the s-wave singlet channel as well as the singlet-quintet
coupling in the linearized gap equation are not influenced
by the weak disorder within the Born approximation, if
neglecting the interband scattering. This suggests that
the singlet-quintet mixing, as well as the nodal-line su-
perconductivity, found in Ref.[1] will be stable against
the weak non-magnetic disorder scattering in real mate-
rials.
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Appendix A Convention and Expressions
The Fourier transformation of creation operators in the
continuous limit reads
c†r =
1√V
∑
k
e−ik·rc†k , (33)
where V is the total volume. The Fourier transformation
of corresponding Grassmann field in the continuous limit
reads
c¯τ,r =
1√
βV
∑
ωn,k
eiωnτ−ik·r c¯k,ωn , (34)
where β = 1/(kBT ).
The five d-orbital cubic harmonics read52
gk,1 =
√
3kykz
gk,2 =
√
3kzkx
gk,3 =
√
3kxky
gk,4 =
√
3
2 (k
2
x − k2y)
gk,5 =
1
2 (2k
2
z − k2x − k2y)
. (35)
The j = 32 angular momentum matrices are
30
Jx =

0
√
3
2 0 0√
3
2 0 1 0
0 1 0
√
3
2
0 0
√
3
2 0
 (36)
Jy =

0 − i
√
3
2 0 0
i
√
3
2 0 −i 0
0 i 0 − i
√
3
2
0 0 i
√
3
2 0
 (37)
Jz =

3
2 0 0 0
0 12 0 0
0 0 − 12 0
0 0 0 − 32
 . (38)
The five Gamma matrices are52
Γ1 = 1√
3
(JyJz + JzJy)
Γ2 = 1√
3
(JzJx + JxJz)
Γ3 = 1√
3
(JxJy + JyJx)
Γ4 = 1√
3
(J2x − J2y )
Γ5 = 13 (2J
2
z − J2x − J2y )
. (39)
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Clearly, {Γa,Γb} = 2δabΓ0 where Γ0 is the 4 by 4 identity
matrix. The three Vi’s matrices are Vx =
1
2{Jx, J2y −J2z },
Vy =
1
2{Jy, J2z − J2x} and Vz = 12{Jz, J2x − J2y}.
The Luttinger Hamiltonian h(k) with C = 0 can be
diagonalized by the unitary transformation52
U(kˆ) ≡
(1 +
c2gk,5
k2Qc
)Γ0 + i
∑3
a=1
c1gk,a
k2Qc
Γa5 + i
c2gk,4
k2Qc
Γ45√
2(1 +
c2gk,5
k2Qc
)
D,
with
D =
 1 0 0 00 0 1 00 0 0 1
0 1 0 0
 .
For C = 0, this leads to
U†(kˆ)h(k)U(kˆ) =
 ξ+ 0 0 00 ξ+ 0 00 0 ξ− 0
0 0 0 ξ−
 .
The expressions of |j, jz〉 with j = 3/2 and jz =
±3/2,±1/2 in terms of the electron spin and atomic p
orbitals30 are
|3/2, 3/2〉 = − 1√
2
|X + iY 〉| ↑〉
|3/2, 1/2〉 = 1√
6
(2|Z〉| ↑〉 − |X + iY 〉| ↓〉)
|3/2,−1/2〉 = 1√
6
(2|Z〉| ↓〉+ |X − iY 〉| ↑〉)
|3/2,−3/2〉 = 1√
2
|X − iY 〉| ↓〉,
where |X〉, |Y 〉 and |Z〉 are atomic p orbitals and real.
The expressions of y1,2,3,4,5 and z1,2,3 in Eq.18 and
Eq.19:
y1 =
∑
λ
∫
dΩ
4pi
θ(m˜λ)m˜
3/2
λ
y2 =
∑
λ
λ
∫
dΩ
4pi
θ(m˜λ)m˜
5/2
λ fQ
y3 =
∑
λ
∫
dΩ
4pi
θ(m˜λ)m˜
7/2
λ f
2
Q
y4 =
∑
λ
λ
∫
dΩ
4pi
θ(m˜λ)m˜
9/2
λ f
3
Q
y5 =
∑
λ
∫
dΩ
4pi
θ(m˜λ)m˜
11/2
λ f
4
Q
z1 =
7ζ(3)
16pi2
∑
λ
∫
dΩ
4pi
θ(m˜λ)m˜
3/2
λ (v˜
λ
z )
2
z2 =
7ζ(3)
16pi2
∑
λ
λ
∫
dΩ
4pi
θ(m˜λ)m˜
5/2
λ fQ(v˜
λ
z )
2
z3 =
7ζ(3)
16pi2
∑
λ
∫
dΩ
4pi
θ(m˜λ)m˜
7/2
λ f
2
Q(v˜
λ
z )
2 , (40)
where fQ = (|c1|Q21 + |c2|Q22)/Qc, (v˜λz )2 =
(vλz (kF,λ))
22mµ/(µ2), vλz (k) = ∂kzξλ(k) and θ(...) is the
Heaviside step function. To include the momentum cut-
off in those y’s and z’s, just do the following replacement
θ(m˜λ)→ θ(m˜λ)θ( Λ
2
2mµ
− m˜λ) = θ( 1
m˜λ
− 2mµ
Λ2
) , (41)
where the extra factor in the second expression is given by
the fact that the momentum cut-off requires 2mλµ ≤ Λ2.
As mentioned in the Sec.II, we neglect the momentum
cut-off Λ in regime I and II, which is equivalent to taking
Λ → ∞, and choose a finite value for Λ only in regime
III.
Appendix B Derivation of Eq.10 and Eq.11
In this section we derive Eq.10 and Eq.11 following
Ref.43.
The magnetic moment generated by the conduction
electron spins has the following expression
M spin =
1
Z
∫
Dc¯Dc
∑
k,ωn
c¯k,ωn
−2µB
3β
Jck,ωne
−S , (42)
where Z =
∫
Dc¯Dce−S , c¯, c are Grassmann fields of the
j = 3/2 fermion. The action S contains two parts S =
Sni + S∆: the non-interacting part Sni and the pairing
part S∆. Below, we talk about these two parts carefully.
According to Eq.9, the derivation of χS,N only requires
terms up to the first order of the infinitesimal uniform
magnetic field. Therefore, Sni contains three parts Sni =
S0 + S
orb
B + S
Z
B , where
S0 =
∑
k,ωn,λ
ψ¯k,ωn,λ[−iωn + hλ(k)]ψk,ωn,λ (43)
is the non-magnetic part,
SorbB =
∑
k,ωn,λ
ψ¯k,ωn,λ[
e
~
∇khλ(k) ·A(i∇k)]ψk,ωn,λ (44)
is the orbital part,
SZB =
∑
k,ωn,λ
ψ¯k,ωn,λ[B ·Mλ(kˆ)]ψk,ωn,λ (45)
is the Zeeman part, λ = ± and ψ¯k,ωn,λ, ψk,ωn,λ are Grass-
mann fields corresponding to eigen-wavefunctions of ξλ
band.
Now we discuss the pairing part S∆. The reason of us-
ing the pairing instead of the interaction is that we con-
sider infinitesimal magnetic field in the superconducting
phase where the Cooper pairs are already formed. And
we neglect the change of order parameter due to the mag-
netic field40,43,44 and only need to consider the uniform
order parameters here. Moreover, since the pairing can
only exist within the energy cut-off c of the attractive
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interaction and c  2QckF , we should also project the
pairing onto ξ± bands and neglect the inter-band contri-
bution. Therefore, S∆ reads
S∆ =
1
2
∑
k,ωn
ψ¯k,ωn,λ∆λ(k)ψ¯
T
−k,−ωn,λ (46)
+
1
2
∑
k,ωn
ψT−k,−ωn,λ∆
†
λ(k)ψk,ωn,λ , (47)
where ∆λ(k) = ∆0n
0
λ(k) + ∆1n
1
λ(k) , and
n0±(k) = ±
1
2
iσy (48)
and
n1±(k) =
1
2
k2a2sgn(c1)fQiσy (49)
are pairing matrices projected to ξ± bands.
Now, we have S = S0 + S
orb
B + S
Z
B + S∆. Clearly,
S have fermion parity symmetry for either of λ = ±
subspace since they are decoupled. As a result, Eq.42
can be re-written as
M spin = − 1
Zβ
∫
Dψ¯Dψ
∑
k,ωn,λ
ψ¯k,ωn,λM
λ(kˆ)ψk,ωn,λe
−S ,
(50)
where we neglect inter-band terms given by µBJ because
they are odd under the fermion parity for one λ sub-
space. By defining SMi =
∑
k,ωn,λ
ψ¯k,ωn,λM
λ
i (kˆ)ψk,ωn,λ,
we have the expression of spin susceptibility
χij =
1
β
〈SMi
∂(SorbB + S
Z
B)
∂Bj
〉0− 1
β
〈SMi 〉0〈
∂(SorbB + S
Z
B)
∂Bj
〉0 ,
(51)
where 〈X〉0 = 1Z0
∫
Dψ¯DψXe−S0−S∆ with Z0 =∫
Dψ¯Dψe−S0−S∆ . In the following, we neglect the or-
bital contribution to χij as done in Ref.[40, 43, and 44]
and choose the i, j = z since χij is isotropic. Eventually,
the expression of spin susceptibility become
χ =
1
β
(〈SMz SMz 〉0 − 〈SMz 〉0〈SMz 〉0) , (52)
where
∂SZB
∂Bj
= SMj is used. Next, we will derive Eq.10 and
Eq.11 from the expression presented above.
In Nambu representation, S0 + S∆ is re-written as
S0 +S∆ =
′∑
k,ωn,λ
Ψ¯k,ωn,λ[−iωn+hBdGλ (k)]Ψk,ωn,λ , (53)
where
hBdGλ (k) =
(
hλ(k) ∆λ(k)
∆†λ(k) −hTλ (−k)
)
, (54)
Ψ¯k,ωn,λ = (ψ¯k,ωn,λ, ψ
T
−k,−ωn,λ), Ψk,ωn,λ =
(ψTk,ωn,λ, ψ¯−k,−ωn,λ)
T , the “ ′ ” on top of
∑
means
only summing over half the region of (k, ωn) with the
other half obtained by (k, ωn) → −(k, ωn). Define
GBdGλ (k, ωn) = [iωn − hBdGλ (k)]−1. The expression of
GBdGλ (k, ωn) reads
GBdGλ (k, ωn) =
(
Gλ(k, ωn) Fλ(k, ωn)
F †λ(k, ωn) −Gλ(−k,−ωn)
)
, (55)
where
Gλ(k, ωn) = Gλ,+(k, ωn) + Gλ,−(k, ωn)pˆλ(kˆ) · σ , (56)
Fλ(k, ωn) = [Fλ,+(k, ωn) +Fλ,−(k, ωn)pˆλ(kˆ) ·σ]∆λ(k) ,
(57)
Gλ,±(k, ωn) = −1
2
(
iωn + Eλ,+(k)
ω2n + |dλ(k)|2 + E2λ,+(k)
± iωn + Eλ,−(k)
ω2n + |dλ(k)|2 + E2λ,−(k)
)
, (58)
Fλ,±(k, ωn) = −1
2
(
1
ω2n + |dλ(k)|2 + E2λ,+(k)
± 1
ω2n + |dλ(k)|2 + E2λ,−(k)
)
, (59)
and Eλ,±(k) = ξλ(k) ± |C|kpλ(kˆ). Then, Z0 can be
expressed as
Z0 =
∫
DΨ¯DΨe
∑′
k,ωn,λ
Ψ¯k,ωn,λ[G
BdG
λ (k,ωn)]
−1Ψk,ωn,λ .
(60)
On the other hand, SMz is expressed in Nambu represen-
tation as
SMz =
′∑
k,ωn,λ
Ψ¯k,ωn,λW
λ
z (kˆ)Ψk,ωn,λ , (61)
where Wλz (kˆ) = diag(M
λ
i (kˆ),−[Mλi (−kˆ)]T ).
Now we can work out Eq.52.
χ = − 1
β
′∑
k,ωn,λ
Tr[GBdGλ (k, ωn)W
λ
z (kˆ)G
BdG
λ (k, ωn)W
λ
z (kˆ)] .
(62)
Using −FTλ (−k,−ωn) = Fλ(k, ωn), the equation can be
simplified into
χ = − 1
β
∑
k,ωn,λ
(
Tr[Mλz (kˆ)Gλ(k, ωn)M
λ
z (kˆ)Gλ(k, ωn)]
−Tr[Mλz (kˆ)Fλ(k, ωn)[Mλz (−kˆ)]TF †λ(k, ωn)]
)
. (63)
Using Tr[Mλz (kˆ)M
λ
z (kˆ)pˆ
λ(kˆ) · σ] = 0,
χ = − 1
β
∑
k,ωn,λ
[
mzλ(kˆ)(G2λ,+(k, ωn) + F2λ,+(k, ωn)|dλ(k)|2)
+m¯zλ(kˆ)(G2λ,−(k, ωn) + F2λ,−(k, ωn)|dλ(k)|2)
]
. (64)
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The spin susceptibility χN in the normal state can also
be obtained from Eq.64 by choosing zero value for the
order parameters dλ(k) = 0. As a result, we can get
Eq.11 by neglecting terms of order 1/(βc), αλ/c and
c/|µ|.
If the temperature is below Tc and the superconduct-
ing order parameters are not zero, the Eq.64 gives the
superconducting spin susceptibility χS . In this case, we
can first subtract χS by χN in order to exchange the sum
of ωn with the energy integration. Then, by neglecting
terms of order 1/(βc), αλ/c, |dλ|/c and c/|µ|, we can
get Eq.10.
Appendix C Non-interacting Green Function with
Magnetic Field
In this part, we derive Eq.16 following Ref.[39]. In
the continuous limit, the corresponding effective Green
function for each band satisfies the equation
[iωn − Eλ(Kr1 ,B)]Gλ(r1, r2, ωn) = δ(r1 − r2) , (65)
where Kr = −i∇r + e~A(r), ωn = (2n + 1)pi/β is the
fermionic Matusbara frequency, λ = ± and 1/β = kBT .
Clearly, the Green function Gλ(r1, r2, ωn) is not transla-
tionally invariant. Define
Gλ(r1, r2, ωn) = e
−i e~r1·A(r2)G˜λ(r1 − r2, ωn) , (66)
resulting that G˜λ(r1−r2, ωn) satisfying a translationally
invariant equation:
[iωn − Eλ(Kr,B)]G˜λ(r, ωn) = δ(r) (67)
or equivalently
[iωn − Eλ(K,B)]G˜λ(k, ωn) = 1 (68)
with G˜λ(r, ωn) =
1
V
∑
k e
ik·rG˜λ(k, ωn). Note that, the
derivation shown above uses A(r) = B×r2 , [r · k, r ·
A(i∇k)] = 0 and [r′ ·∇r, r′ ·A(r)] = 0.
To solve Eq.68 analytically, we make another assump-
tion that B is sufficiently small so that we can treat the
magnetic field dependence in the equation as a perturba-
tion, as mentioned in the main text. It means BµB 
kBT and ~ωc  kBT for each band, where the latter
is for the field dependence in K and ~ωc = 2me|mλ|BµB
is the cyclotron frequency of the band under the mag-
netic field.39 Since the upper critical field approaches to
zero as temperature approaches to the zero-field critical
temperature Tc, that assumption restricts us to consider
the temperature near Tc where the upper critical field is
small.
Finally, we solve Eq.68 to the first order of ~ωc/(kBT )
following Ref.[39]. Since ~ωc/(kBT ) is linear in B, we
will directly use the order of B to indicate the order of
~ωc/(kBT ). If B = 0, the zero field Green function is
easy to solve
G˜±0 (k, ωn) =
1
iωn − ξ±(k) . (69)
Since the Periels substitution is given by
E±(K,B) =
∫
d3rδ(r)E±(i∇r,B)e−ir·K (70)
with E±(i∇r,B) obtained by replacing k in E±(k,B)
by i∇r , E±(K,B) to the first order of B has the fol-
lowing expression
E±(K,B) =
∫
d3rδ(r)(ξ±(i∇r) +B ·M±(i∇r))e−ir·K
=
∫
d3rδ(r)(ξ±(i∇r) +B ·M±(i∇r))e−ir·k(1 + e
2~
r · (B ×∇k) +O(B2))
= ξ±(k) +B ·M±(k) +
∫
d3rδ(r)ξ±(i∇r)e−ir·k e
2~
r · (B ×∇k) +O(B2)
= ξ±(k) +B ·M±(k) + e
2~
∫
d3rδ(r)e−ir·kξ±(k + i∇r)r · (B ×∇k) +O(B2)
= ξ±(k) +B ·M±(k) + e
2~
∫
d3rδ(r)e−ir·k[i∇kξ±(k) · ∇r]r · (B ×∇k) +O(B2)
= ξ±(k) +B ·M±(k) + i e
2~
v± · (B ×∇k) +O(B2) , (71)
where v± = ∇kξ±(k) and the third equality uses the
fact that r · k commutes with r · (B × ∇k). With the
expression shown above, we get the first order correction
to the Green function which is
G˜±0 (k, ωn)(B ·M±(k) + i
e
2~
v± · (B ×∇k))G˜±0 (k, ωn) .
(72)
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Note that
v± · (B ×∇k)G˜±0 (k, ωn) =
v± · (B × v±)
(iωn − ξ±(k))2 = 0 , (73)
we finally get solution to Eq.68 to the first order of B
G˜±(k, ωn) =
1
iωn − ξ±(k) +
B ·M±(k)
(iωn − ξ±(k))2 . (74)
Appendix D Derivation of Eq.17
In this part, we derive Eq.17 following Ref.[39].
1 General Expression of the Superconducting Free Energy
FSC
According to Eq.4, the interacting part of the action
reads
SI =
∫ β
0
dτ
1
2V
∑
q
∑
a=0,1
[
VaPa(q, τ)P
†
a (q, τ)
]
, (75)
where τ is the imaginary time, c¯k,τ is the Grassman field,
P0(q, τ) =
∑
k
c¯k+ q2 ,τ (Γ
0γ/2)(c¯−k+ q2 ,τ )
T (76)
and
P1(q, τ) =
∑
k
c¯k+ q2 ,τ (a
2gk · Γγ/2)(c¯−k+ q2 ,τ )T . (77)
Using Hubbard-Stratonovich transformation, we have
exp(−SI) =
∫
D∆D∆∗ exp[
∫ β
0
dτ
∑
q,a
(−1
2
Pa(q, τ)∆a(q, τ)− 1
2
P †a (q, τ)∆
∗
a(q, τ) + V
|∆a(q, τ)|2
2Va
)] , (78)
where∫
D∆D∆∗ =
∏
τ,q,a
Vdτ
−2piVa
∫
d∆a(q, τ)d∆
∗
a(q, τ) .
(79)
Assume that ∆i(q, τ) is uniform in τ , and thereby it
can be re-labeled as ∆i(q). Then the partition function
becomes
Z =
∫
DcDc¯D∆D∆∗ exp[−S0 +
∑
q,ωn,a
(−1
2
Pa(q, ωn)∆a(q)− 1
2
P †a (q, ωn)∆
∗
a(q)) +
∑
q,a
βV
2Va
|∆a(q)|2] , (80)
where S0 is the non-interacting action ,
P0(q, ωn) =
∑
k
c¯k+ q2 ,ωn(Γ
0γ/2)(c¯−k+ q2 ,−ωn)
T , (81)
P1(q, ωn) =
∑
k
c¯k+ q2 ,ωn(a
2gk · Γγ/2)(c¯−k+ q2 ,−ωn)T
(82)
and the Fourier transformation relation Eq.34 is used.
We can express Pi in eigen-wavefunctions of ξ± bands
Pa(q, ωn) =
∑
k
ψ¯k+ q2 ,ωnn
a(k, q)(ψ¯−k+ q2 ,−ωn)
T , (83)
where
n0(k, q) = U†(k +
q
2
)(Γ0γ/2)U∗(−k + q
2
) (84)
and
n1(k, q) = U†(k +
q
2
)(a2gk · Γγ/2)U∗(−k + q
2
) . (85)
To simplify na(k, q), we would first neglect the q de-
pendence, i.e. na(k, q) ≈ na(k, 0) re-labeled as na(k).
The reason is given below. Typically, the order parame-
ter with large q is not the minimum of the Free energy,
and thus |q| is small compared with the Fermi momen-
tum kF . Then, we can expand U(k +
q
2 ) in terms of|q|/kF :
U(k +
q
2
) = U(k) +
q
2
· ∇kU(k) + ... (86)
Since U(k) only depends on the direction of k, i.e U(k) =
U(kˆ), we thereby have
U(k +
q
2
) = U(kˆ) +
q
2k
· ∇kˆU(kˆ) + ... , (87)
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where 1k∇kˆ stands for the angular part of ∇k operator.
Then, we can conclude that, the qn term brought by the
expression of U(k + q2 ) on the Fermi surface is of order
( |q|kF )
n compared with the original term. The qn term in
the Free energy can also be given by the Green function.
To estimate that contribution, let us assume an isotropic
form of Green function (iω−(k+q/2)2/(2m∗)+µ)−1. In
this case, |q|n term of the Green function on the Fermi
surface is of order ( |q|kF
|µ|
kBT
)n compared with the original
term. Here we replace 1/(iω)n by (kBT )
n because the
other part of 1/(iω)n will just contribute to a convergent
dimensionless expression after summing over ω. Since we
assume |µ|kBT  1, the q dependence in the U(k+
q
2 ) can
be neglected.
We further simplify ni(k) by making the approxima-
tion
na(k) ≈
(
na+(k)
na−(k)
)
, (88)
where the na±(k) are shown in Eq.48 and Eq.49. This
approximation is legitimate since the inter-band contri-
bution is of order c/(2Qck
2
F ) 1, where c is the energy
cut-off of the attractive interaction. Therefore, we have
Pa(q, ωn) =
∑
k
∑
λ=±
ψ¯k+ q2 ,ωn,λn
a
λ(k)(ψ¯−k+ q2 ,−ωn,λ)
T .
(89)
Since the Green function does not have translational
invariance, it is better to deal with the problem in the
position space. After the Fourier transformation, we have
∑
q,ωn
Pa(q, ωn)∆a(q) =
1
V
∫
d3rPa(r)∆a(r) (90)
with
Pa(r1) =
∑
ωn,λ
∫
d3r2ψ¯r1+ r22 ,ωn,λn
a
λ(r2)(ψ¯r1− r22 ,−ωn,λ)
T
(91)
and
V
∑
q
|∆a(q)|2 =
∫
d3r|∆a(r)|2 , (92)
where naλ(r) =
∑
k n
a
λ(k)e
ik·r and ∆a(r) =∑
q e
iq·r∆a(q) . Then, we have
Z =
∫
DcDc¯D∆D∆∗ exp[−S0 +
∑
a
∫
d3r(− 1
2V Pa(r)∆a(r)−
1
2V P
†
a (r)∆
∗
a(r) +
β
2Va
|∆a(r)|2)] , (93)
where
− S0 =
∑
ωn,λ
∫
d3rψ¯r,ωn,λ(iωn − Eλ(Kr,B))ψr,ωn,λ .
(94)
Using the expression of Green function Eq.15 and
Eq.16, we can integrate out the fermionic field and get
the effective action Seff [∆] with the partition function
being
Z =
∫
D∆D∆∗ exp(−Seff [∆]) . (95)
Under the mean-field approximation, we have
Z ≈ exp(−Seff [∆]) (96)
with ∆ satisfying
δSeff [∆]
δ∆∗a(r)
= 0 . (97)
Then the mean-field free energy (Ginzburg-Landau free
energy) reads
F = − 1
β
ln(Z) =
1
β
Seff , (98)
which gives the superconducting Free energy
FSC = F − FN = 1
β
(Seff [∆]− Seff [0]) , (99)
where FN means the mean-field free energy with zero ∆.
In order to get the critical temperature of this second-
order phase transition, we only need to derive FSC to the
second order of ∆, which is
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FSC = −
∑
a
∫
d3r
1
2Va
|∆a(r)|2 − 1
2V2
∑
a1,a2
∫
d3r1
∫
d3r2∆
∗
a1(r1)S
a1a2(r1, r2)∆a2(r2) +O(|∆|4) . (100)
Here
Sa1a2(r1, r2) =
∑
ωn,λ
∫
d3ρ1d
3ρ2
1
β
Tr[Gλ(r1 +
ρ1
2
, r2 +
ρ2
2
, ωn)n
a2
λ (ρ2)G
T
λ (r1 −
ρ1
2
, r2 − ρ2
2
,−ωn)[na1λ (ρ1)]†]
=
∑
ωn,λ
∫
d3ρ1d
3ρ2
1
β
Tr[G˜λ(r1 +
ρ1
2
− r2 − ρ2
2
, ωn)n
a2
λ (ρ2)G˜
T
λ (r1 −
ρ1
2
− r2 + ρ2
2
,−ωn)[na1λ (ρ1)]†]e−i
e
~ [2r1·A(r2)+ρ1·A(
ρ2
2 )]
= e−i
2e
~ r1·A(r2)
∑
ωn,λ
1
β
∑
k,q
eiq·(r1−r2)[G˜λ(k +
q
2
, ωn)]β2α1 [G˜
T
λ (−k +
q
2
,−ωn)]α2β1 [Λ(k)]a1a2α1α2β1β2 (101)
with the summation over α1α2β1β2 implied, and
[Λ(k)]a1a2α1α2β1β2 =
1
V2
∫
d3ρ1d
3ρ2e
−i e~ρ1·A(
ρ2
2 )eik·(ρ1−ρ2)[na2λ (ρ2)]α1α2 [n
a1
λ (ρ1)]
†
β1β2
=
1
V2
∫
d3ρ1d
3ρ2
∑
k′,k′′
e−i
e
~ρ1·A(
ρ2
2 )ei(k−k
′)·ρ1ei(k
′′−k)·ρ2 [na2λ (k
′′)]α1α2 [n
a1
λ (k
′)]†β1β2
= e−i
e
4~∇k′ ·(B×∇k′′ )[na2λ (k
′′)]α1α2 [n
a1
λ (k
′)]†β1β2
∣∣∣
k′,k′′→k
= ei
e
4~B·(∇k′×∇k′′ )[na2λ (k
′′)]α1α2 [n
a1
λ (k
′)]†β1β2
∣∣∣
k′,k′′→k
.
(102)
Clearly, as long as a1 = 0 or a2 = 0, [Λ(k)]
a1a2
α1α2β1β2
has no magnetic field dependence since n0λ(k) is k in-
dependent as shown in Eq.48. According to Eq.49, the
contribution to [Λ(k)]11α1α2β1β2 of first order of B vanishes
since it is proportional to the cross product of two same
gradients. Therefore, we have
[Λ(k)]a1a2α1α2β1β2 = [n
i
λ(k)]
†
β1β2
[njλ(k)]α1α2 (103)
to the first order of B. Using Eq.48, Eq.49 and Eq.103
and to the first order of B, we have
[G˜λ(k +
q
2
, ωn)]β2α1 [G˜
T
λ (−k +
q
2
,−ωn)]α2β1 [Λ(k)]a1a2α1α2β1β2 = Tr[G˜λ(k +
q
2
, ωn)n
a2
λ (k)G˜
T
λ (−k +
q
2
,−ωn)[na1λ (k)]†]
=
Tr[na2λ (k)[n
a1
λ (k)]
†]
(iωn − ξλ(k + q2 ))(−iωn − ξλ(−k + q2 ))
+
Tr[B ·Mλ(k + q2 )na2λ (k)[na1λ (k)]†]
(iωn − ξλ(k + q2 ))2(−iωn − ξλ(−k + q2 ))
+
Tr[na2λ (k)[B ·Mλ(−k + q2 )]T [na1λ (k)]†]
(iωn − ξλ(k + q2 ))(−iωn − ξλ(−k + q2 ))2
=
Tr[na2λ (k)[n
a1
λ (k)]
†]
(iωn − ξλ(k + q2 ))(−iωn − ξλ(−k + q2 ))
, (104)
where the summation over α1α2β1β2 is implied in the
first expression and the last equality uses the fact that
B ·M±(k) are traceless. Therefore, the Zeeman coupling
does not contribute to the first order term of magnetic
fields in the free energy. Eventually, we have
Sa1a2(r1, r2) = e
−i 2e~ r1·A(r2)
∑
ωn,λ
1
β
∑
k,q
eiq·(r1−r2)
Tr[na2λ (k)[n
a1
λ (k)]
†]
(iωn − ξλ(k + q2 ))(−iωn − ξλ(−k + q2 ))
. (105)
2 Simplification of Sa1a2(r1, r2)
In this part, we further simplify Sa1a2(r1, r2) follow-
ing Ref.[39]. Einstein summation notation for repeated
indexes is used in this part.
First consider the expansion of the following expression
to the second order of |q|:
∑
ωn
1
(iωn − ξλ(k + q2 ))(−iωn − ξλ(−k + q2 ))
= S0(ξλ) + qiqj [S2(ξλ)v
λ
i v
λ
j + S1(ξλ)w
λ
ij ] , (106)
where ξλ is short for ξλ(k) , ξλ(−k) = ξλ(k) is used ,
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vλi = ∂kiξλ(k) , w
λ
ij = ∂ki∂kjξλ(k) ,
S0(ξλ) =
∑
ωn
1
ω2n + ξ
2
λ
=
β tanh
(
βξλ
2
)
2ξλ
, (107)
S1(ξλ) =
∑
ωn
1
4(iωn − ξλ)2(−iωn − ξλ) =
1
8
S′0(ξλ) ,
(108)
and
S2(ξλ) =
∑
ωn
1
2(iωn − ξλ)3(−iωn − ξλ) −∑
ωn
1
4(iωn − ξλ)2(−iωn − ξλ)2
= −β
3 cosh−3(βξλ2 ) sinh(
βξλ
2 )
32ξλ
. (109)
Then, we have
1
Vβ
∑
ωn,λ,k
Tr[na2λ (k)[n
a1
λ (k)]
†]
(iωn − ξλ(k + q2 ))(−iωn − ξλ(−k + q2 ))
=Ka1a20 + qiqjK
a1a2
1,ij +O(|q|4) , (110)
where
Ka1a20 =
1
Vβ
∑
λ,k
Tr[na2λ (k)[n
a1
λ (k)]
†]S0(ξλ) , (111)
and
Ka1a21,ij =
1
Vβ
∑
λ,k
Tr[na2λ (k)[n
a1
λ (k)]
†]
[S2(ξλ)v
λ
i v
λ
j + S1(ξλ)w
λ
ij ] . (112)
Ka1a20 has been carried out in Ref.[1], which has the
expression
K0 =
xN0
2
u
(
y1 y2
y2 y3
)
u , (113)
where x = ln(2eγ¯βc/pi), γ¯ is Euler’s constant, u =
diag(sgn(c1), 2mµa
2), and expressions of y1,2,3 are in Ap-
pendix.A.
Now we simplify Ka1a21,ij . Firstly we show that K
a1a2
1,ij
is proportional to δij . Since ξλ(R
−1k) = ξλ(k) for any
operation R in Oh group with (R
−1k)i = R−1ii′ ki′ , we
have
vλi (k) =
∂ξλ(k)
∂ki
=
∂k′i′
∂ki
∂ξλ(R
−1k′)
∂k′i′
= vλi′(k
′)Ri′i (114)
and
wλij(k) = w
λ
i′j′(k
′)Ri′iRj′j , (115)
where k′ = Rk. Due to na1λ (R
−1k) = na1λ (k), we can
derive that
Ka1a21,ij = K
a1a2
1,i′j′Ri′iRj′j (116)
holds for any operation R in Oh group, which leads to
Ka1a21,ij = K
a1a2
1,zz δij = K
a1a2
1 δij . (117)
Among Ka1a21 , the term including S1 reads
Ia1a21 =
1
Vβ
∑
λ,k
Tr[na2λ (k)[n
a1
λ (k)]
†]wλzzS1(ξλ) (118)
,the term including S2 reads
Ia1a22 =
1
Vβ
∑
λ,k
Tr[na2λ (k)[n
a1
λ (k)]
†]vλz v
λ
zS2(ξλ) , (119)
and Ka1a21 = I
a1a2
1 + I
a1a2
2 .
For Ia1a21 and I
a1a2
2 , we have
Ia1a21 =
1
8β
∑
λ
∫
dΩ
4pi
θ(m˜λ)Nλ(0)
∫ c
−c
dξλTr[n
a2
λ (k)[n
a1
λ (k)]
†]wλzzS
′
0(ξλ)
√
ξλ
µ
+ 1
≈ − 1
8β
∑
λ
∫
dΩ
4pi
θ(m˜λ)Nλ(0)
∫ c
−c
dξλ
d
dξλ
(
Tr[na2λ (k)[n
a1
λ (k)]
†]wλzz
√
ξλ
µ
+ 1
)
S0(ξλ)
≈ −x
8
∑
λ
∫
dΩ
4pi
θ(m˜λ)Nλ(0)
d
dξλ
(
Tr[na2λ (k)[n
a1
λ (k)]
†]wλzz
√
ξλ
µ
+ 1
)∣∣∣∣∣
ξλ→0
, (120)
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and
Ia1a22 =
1
β
∑
λ
∫
dΩ
4pi
θ(m˜λ)Nλ(0)
∫ c
−c
dξλTr[n
a2
λ (k)[n
a1
λ (k)]
†](vλz )
2S2(ξλ)
√
ξλ
µ
+ 1
≈
∑
λ
∫
dΩ
4pi
θ(m˜λ)Nλ(0)Tr[n
a2
λ (kF,λ)[n
a1
λ (kF,λ)]
†](vλz (kF,λ))
2−7β2
16pi2
ζ(3) , (121)
where |kF,λ| =
√
2mλµ, Nλ(0) = N0m˜
3/2
λ , ζ(...) is the
Riemann ζ function and the result is to the leading
order of 1/(βc)  1 and c/|µ|  1. Before fur-
ther derivation, let us first estimate the order of those
two terms in the isotropic case. In that case, mλ, ξλ,
na1λ and Nλ(0) are independent of the angle. Then
we can get the magnitude dependence for the follow-
ing quantities: Wλzz ∝ (mλ)−1, (vλz (kF,λ))2 ∝ µ(mλ)−1,
Tr[na2λ (kF,λ)[n
a1
λ (kF,λ)]
†] ∝ (mλµa2)a1+a2 . Finally, we
have
Ia1a21 ∝
x
µ
∑
λ
θ(m˜λ)Nλ(0)
(mλµa
2)a1+a2
mλ
(122)
compared with
Ia1a22 ∝ β2µ
∑
λ
θ(m˜λ)Nλ(0)
(mλµa
2)a1+a2
mλ
. (123)
Since (βµ)2  (βc)2  βc  ln(βc) ∼ x, we have
Ia1a22  Ia1a21 and can neglect Ia1a21 to getKa1a21 ≈ Ia1a22 .
Then, by defining (v˜λz )
2 and z1,2,3 as in Appendix.A, we
have
K1 = −N0
2
β2µ
2m
u
(
z1 z2
z2 z3
)
u , (124)
where the expressions of z1,2,3 are shown in Appendix.A.
As a result, we have
Sa1a2(r1, r2) = V2[Ka1a20 δ(r1 − r2)
+e−i
2e
~ r1·A(r2)Ka1a21 (i∇r2)2δ(r1 − r2)] . (125)
Substituting the expression shown above into Eq.100, we
can get Eq.17.
Appendix E Derivation of Eq.20 and Eq.21
At first, we derive the eigenvalues of D2. Suppose
B = Beˆ3. Assume that eˆ1 and eˆ2 are the two orthogonal
directions perpendicular to eˆ3 and satisfy eˆ1 × eˆ2 = eˆ3.
Then, D2 = D21 + D
2
2 + D
2
3. It is the similar to the
Landau level problem. Since D = −i∇r + e~ (B × r), we
have D3 = −i∂r3 ,
[D1, D2] = −i2e~ B (126)
as well as [D1, D3] = [D2, D3] = 0. Define aˆ =√
~
4eB (D1 − iD2), we have
[aˆ, aˆ†] =
~
4eB
2i[D1, D2] = 1 . (127)
In this case, D2 can be re-written as
D2 =
4eB
~
(aˆ†aˆ+
1
2
) + (−i∂r3)2 , (128)
of which the eigenvalue is
l2 =
4eB
~
(n+
1
2
) + (k3)
2 (129)
with n ≥ 0 and k3 being the component of the momentum
along the magnetic field direction.
Next, we solve for the upper critical field. The lin-
earized gap equation directly given by Eq.17 reads
∆˜a1(r) = −
∑
a2
V˜a1(K˜
a1a2
0 + K˜
a1a2
1 D
2)∆˜a2(r) . (130)
Since Eq.130 is linear and D2 is Hermitian, eigenfunc-
tions of D2 with different eigenvalues can not be cou-
pled. Suppose ∆˜a(r)’s are the eigenfunctions of D
2 with
eigenvalue l2, then the linearized gap equation becomes
∆˜a1(r) = −
∑
a2
V˜a1(K˜
a1a2
0 + K˜
a1a2
1 l
2)∆˜a2(r) . (131)
Eq.20 is just the matrix version of Eq.131.
Assume the l2 is of the same order as eB/~ meaning
that the order of k3 is no larger than the order of eB/~
and n is not large. The resulted expression of the tran-
sition temperature T to the first order of B reads
T
Tc
= 1 +
β2cµ
2xc
8mµ
αl2 . (132)
Typically we have α < 0, meaning that the highest T is
given by smallest l2 that is 2eB/~. Replacing B by Bc,2,
we have Eq.21.
Appendix F Disorder Average and Replica Trick
In this part, we follow Ref.[48] to introduce the Replica
trick based on our model. Note that, in this part, we
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2𝑚𝑐1
𝑅𝛼
FIG. 6. This shows the α factor 1−α
(
2eγ¯
pi
)2
of the slope
− dBc,2/B0
dT/T0
as a function of SSOC |2mc1|. The large change
of the α factor in the intermediate region between regime III
and II does not have much effects on the slope due to the
small Tc factor, as shown in Fig.3a.
temporarily abandon the previous defined x = 2e
γ¯βc
pi
and define x = (τ, r) instead.
We start from discussing the disorder average of a cer-
tain observable for the disorder term Eq.25 and the prob-
ability measure Eq.26. Given a non-interacting partition
function with the random disorder
Z0[V ] =
∫
Dc¯Dc exp(−S[c¯, c, V ]) , (133)
where
S[c¯, c, V ] = S0[c¯, c] +
∫
dxV (r)c¯xcx , (134)
c¯, c are Grassmann fields if appearing in the action,
− S0 =
∑
k,ωn
c¯k,ωn(iωn − h(k))ck,ωn , (135)
x = (τ, r) and τ is the imaginary time. Suppose we
want to compute thermal average of certain observable
Oi(c
†, c) in the presence of the random disorder:
〈Oi(c¯, c)〉 =
∫
Dc†DcOi(c¯, c) exp(−S[c¯, c, V ])
Z0[V ]
=
δ
δJi
ln(Z[V, J ])
∣∣∣∣
J→0
, (136)
where
Z[V, J ] =
∫
Dc¯Dc exp(−S[c¯, c, V ] +
∫
dX
∑
i
JiOi) ,
(137)
and X denotes the imaginary time and position depen-
dence of Oi. Now, one may take the disorder average
of 〈Oi(c¯, c)〉. However, due to Z0[V ] in denominator
of Eq.136, the disorder average is hard to carry out di-
rectly. One way to overcome it is the replica trick. Since
ln(Z[V, J ]) = limR→0(Z[V, J ]R − 1)/R, we have
δ
δJi
ln(Z[V, J ])
∣∣∣∣
J→0
= lim
R→0
1
R
δ
δJi
Z[V, J ]R
∣∣∣∣
J→0
.
(138)
If R is integer,
Z[V, J ]R =
∫
DΨ¯DΨ exp(−S[Ψ¯,Ψ, V ]
+
∫
dX
∑
i
JiOi(Ψ¯,Ψ)) , (139)
where Ψ = (c1, ..., cR)
T , Ψ¯ = (c¯1, ..., c¯R), Oi(Ψ¯,Ψ) =∑
aOi(c¯a, ca), S[Ψ¯,Ψ, V ] =
∑R
a=1 S[c¯a, ca, V ] and a =
1, ..., R is the replica index. Then, we have
δ
δJi
Z[V, J ]R
∣∣∣∣
J→0
=
∫
DΨ¯DΨOi(Ψ¯,Ψ) exp(−S[Ψ¯,Ψ, V ]) .
(140)
The the disorder average becomes
〈〈Oi(c¯, c)〉〉dis =
lim
R→0
1
R
∫
DΨ¯DΨOi(Ψ¯,Ψ)〈exp(−S[Ψ¯,Ψ, V ])〉dis ,(141)
where
〈exp(−S[Ψ¯,Ψ, V ])〉dis = exp(−S0[Ψ¯,Ψ])×
〈exp(−
∫
dxV (r)Ψ¯(x)Ψ(x))〉dis (142)
with
〈exp(−
∫
dxV (r)Ψ¯(x)Ψ(x))〉dis
=
∫
DV P [V ] exp(− ∫ d3rV (r) ∫ dτΨ¯(x)Ψ(x))∫
DV P [V ]
=
∫
DV exp(− 1
2γ2d
∫
d3r[V 2(r) + 2γ2dV (r)
∫
dτΨ¯(x)Ψ(x)])∫
DV P [V ]
= exp[
γ2d
2
∫
d3r(
∫
dτΨ¯(x)Ψ(x))2]
= exp[
γ2d
2
∫
dxdx′δ(r − r′)Ψ¯(x)Ψ(x)Ψ¯(x′)Ψ(x′)]. (143)
Here the probability measure P [V ] is defined in Eq.26,
and the limitation of R should be taken as the limitation
of the analytic continuity of the function of integer R’s.
Although the failure of this trick is possible since the
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limit of the analytic continuity may not be the real limit,
the trick works well for most of the times.
Next, we discuss the Feymann rule. Recall the non-
interacting action,
− S0[Ψ¯,Ψ] =
∑
a
∑
k,ωn
c†a,k,ωnG
−1
0 (k, ωn)ca,k,ωn , (144)
where
G0(k, ωn) = (iωn − h(k))−1 . (145)
Based on the expression, if using
δc¯a,k,ωn,α1
δc¯a′,k′,ω′n,α2
= δk,k′δωn,ω′nδa,a′δα1,α2 , (146)
the fermion line corresponds to −[G0(k, ωn)]α1α2δa1a2 ,
which conserves the replica index and momentum
(k, ωn).
The Fourier transform of the four fermionic field inter-
action generated by integrating out the disorder potential
in Eq.142 reads
γ2d
2
∫
dxdx′δ(r − r′)Ψ¯(x)Ψ(x)Ψ¯(x′)Ψ(x′)
=
γ2d
2V
∑
ω,ω′
∑
k1,k2,k3,k4
∑
a1,a2
∑
α1,α2
δk1+k3,k2+k4
c¯a1,k1,ω,α1ca1,k2,ω,α1 c¯a2,k3,ω′,α2ca2,k4,ω′,α2 . (147)
This is clear that this effective (c¯c)2 vortex corresponds
to
γ2d
V . The vortex can be noted as a dashed line (disorder
line) connected with two fermionic lines at either end. It
conserves replica index a, spin index α and frequency ωn
only for the fermionic lines and conserves spacial momen-
tum k for the entire vortex.
For any disorder average of fermionic operators (must
contain equal number of c¯ and c due to global U(1) sym-
metry), say n pairs of c¯ and c, the graph must contain n
fermionic lines without forming fermionic loops. Each of
the n lines would give δaa = 1, which eventually leads to
a factor of R after the summation of replica index in the
definition of the observable with replica index. That R
cancels the one in the denominator of Eq.141. If a graph
contains at least one fermionic loop, each loop would give
a factor of R. After the limitation R→ 0, it is clear that
all graphs with fermionic loops would give zero. There-
fore, we only need to consider graphs without fermion
loops. In this case, we can simplify the disorder average
of fermionic fields Oi(c¯, c) by neglecting the replica index
and considering the all graphs without fermionic loops of
the following expression:
〈〈Oi(c¯, c)〉〉dis =
∫
Dc¯DcOi(c¯, c) exp{−S0[c¯, c]
+
γ2d
2
∫
dxdx′δ(r − r′)c¯xcxc¯x′cx′} . (148)
Appendix G Derivation of Linearized Gap
Equation with Disorder Eq.27
In this section, we derive Eq.27. We first derive the
disorder-averaged normal state green function, and then
derive the superconducting free energy with disorders,
and finally get Eq.27.
1 Disorder-averaged Normal State Green Function
The disorder-averaged Green function is defined as
G¯αβ(k, ωn) = −〈〈ck,ωn,αc¯k,ωn,β〉〉dis . (149)
It can be expressed as
[G¯(k, ω)]−1 = [G0(k, ω)]−1 − Σ(k, ω) , (150)
where Σ(k, ω) is called the self-energy.
Since we adopted the Born approximation, Σ(k, ω)
only depends on ω and satisfies the self-consistent Born
approximation (SCBA) equation:
Σ(ω) =
γ2d
V
∑
k′
G0(k
′, ω)+
γ2d
V
∑
k′
G0(k
′, ω)Σ(ω)G0(k′, ω) .
(151)
Define
P±(k) =
1
2
± h(k)− ξk
2k2Qc
(152)
to be the projection operators to ξ± bands respectively.
The normal state Green function without disorder is
given in Eq.145, which can be expressed in terms of pro-
jection operators
G0(k, ω) =
∑
λ=±
1
iω − ξλ(k)Pλ(k) . (153)
Using the expression of Pλ(k), we have∑
k
G0(k, ωn) =
∑
k
1
2
(
1
iωn − ξ+(k) +
1
iωn − ξ−(k) )
+
∑
k
(
1
iωn − ξ+(k) −
1
iωn − ξ−(k) )
h(k)− ξk
2k2Qc
. (154)
Since the second term can be rewritten as∑
k
∑5
i=1 fi(k)gk,iΓ
i with fi(k) being Oh invariant,
the second term should be zero. Then, we have
∑
k
G0(k, ωn) =
∑
k
1
2
(
1
iωn − ξ+(k) +
1
iωn − ξ−(k) ) ,
(155)
which is proportional to identity matrix. Similarly, we
20
have∑
k
G0(k, ωn)G0(k, ωn)
=
∑
k
[
1
(iωn − ξ+(k))2P+(k) +
1
(iωn − ξ−(k))2P−(k)
]
=
∑
k
1
2
[
1
(iωn − ξ+(k))2 +
1
(iωn − ξ−(k))2
]
. (156)
Then, by induction, we get that Σ(ω) is proportional to
the identity matrix. Thereby, Eq.151 can be re-written
as
Σ(ω) =
γ2d
V
∑
k′
G0(k
′, ω)[1−γ
2
d
V
∑
k′′
G20(k
′′, ω)]−1 . (157)
Now estimate the order of G20(ω,k
′) term. The term
can be re-written as
γ2d
V
∑
k′
G20(k
′, ω) = (γ2d)
∫
dε
N(ε)
2
1
(iω − ε)2 , (158)
where
N(ε) = 〈N+()〉Ω + 〈N−()〉Ω , (159)
and 〈N±(ε)〉Ω = 1V
∑
k′ δ(ε−ξ±(k′)) are density of states
of ξ± bands at ε without spin index and 〈...〉Ω is the
average over the solid angle. Then, we have
γ2d
∫
dε
N(ε)
2(iω − ε)2 ∼ γ
2
dN
′(0) ∼ γ
2
dN(0)
µ
, (160)
where we assume that |ω| is no larger than the energy cut-
off c which is small compared with chemical potential µ.
This means, when dealing with the disorder problem, we
will integrate the energy band first and then sum up the
frequency, which is the same as the other way to the
leading order of 1/βc  1. Since we assume γ
2
dNF
|µ|  1
with NF = N(0) = N0y1, we can neglect the G
2
0(ω,k
′)
term since we only keep the leading order of
γ2dNF
|µ| . Then,
we have
Σ(ω) =
γ2d
V
∑
k′
G0(k
′, ω) . (161)
Since 1V
∑
k′ G0(k
′, ω) is equal to∫
dε
N(ε)
2
1
iω − ε ≈ −ipisgn(ω)
NF
2
− 0
γ2d
(162)
with 0 = γ
2
dP
[∫
dεN()2ε
]
, we have
G¯(k, ω) =
1
iω − h(k) + i 12τd sgn(ω) + 0
(163)
with 1/τd = γ
2
dpiNF . Moreover, if choosing the isotropic
limit, we can estimate the order of 0 by choosing the
range of integration to be (−|µ|, |µ|), which is 0τd ∼
1. In terms of the projection operators, the disorder-
averaged Green function reads
G¯(k, ω) =
∑
λ=±
G¯λ(k, ω)Pλ(k) (164)
with
G¯λ(k, ω) =
1
iω − ξλ(k) + i 12τd sgn(ω) + 0
. (165)
2 Disorder-averaged Superconducting Free Energy
The mean-field free energy with disorder reads
F = −kBT ln{
∫
Dc†Dc exp[−S − S∆ + βf∆]} , (166)
where S is shown in Eq.134,
∆(k, q) = ∆0(q)
Γ0γ
2
+ ∆1(q)
a2gk · Γγ
2
, (167)
S∆ =
1
2
[
∑
ω,k,q
c¯ω,k+ q2 ∆(k, q)(c¯−ω,−k+ q2 )
T
+
∑
ω,k,q
cTω,−k+ q2 ∆
†(k, q)c−ω,k+ q2 ] , (168)
f∆ =
∑
q,a
V
2Va
|∆a(q)|2 , (169)
and the order parameter is assumed to be uniform
with respect to the imaginary time. It is clear that
−∆T (−k, q) = ∆(k, q).
Then the mean-field superconducting Free energy
reads
FSC = −f∆ − kBT ln{〈exp[−S∆]〉} (170)
where
〈exp[−S∆]〉 =
∫
Dc¯Dc exp[−S − S∆]
Z0[V ]
, (171)
and Z0[V ] is shown in Eq.133. Since 〈exp[−S∆]〉 = eW
with W contains all the connected graphs, we have the
disorder-averaged FSC
〈FSC〉dis = −f∆ − kBT 〈W 〉dis . (172)
According to Eq.148, 〈W 〉dis to the second order of ∆
reads
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〈
W (2)
〉
dis
=
〈〈
(−S∆)2
2!
〉〉
dis
=
∫
Dc¯Dc
(−S∆)2
2!
exp[−Sdis] (173)
=
1
4
∑
ω,k,q
∑
ω′,k′,q′
∆α1α2(k, q)∆
∗
α4,α3(k
′, q′)
∫
Dc¯Dcc¯ω,k+ q2 ,α1 c¯−ω,−k+ q2 ,α2cω′,−k′+ q′2 ,α3
c−ω′,k′+ q′2 ,α4
exp[−Sdis] ,
where the summation of α1,2,3,4 is implied,
− Sdis = −S0 + γ
2
d
2
∫
dxdx′δ(r − r′)c¯xcxc¯x′cx′ , (174)
the internal fermionic loops are abandoned, and it is not
necessary to specifically rule out the disconnected graphs
to this order since all non-zero contribution is given by
connected graphs.
We adopt Born approximation to abandon all graphs
with crossed disorder lines and only include the cooperon
modes48. In this case, we have〈
W (2)
〉
dis
=
1
2
∑
ω,k,q
(175)
Tr[G¯(k +
q
2
, ω)D(k, q, ω)G¯T (−k + q
2
,−ω)∆†(k, q)] ,
where
D(k, q, ω) = ∆(k, q) + (176)
γ2d
V
∑
k′
G¯(k′ +
q
2
, ω)D(k′, q, ω)G¯T (−k′ + q
2
,−ω) .
If the order parameter is uniform, then we can choose
∆(k, q) = ∆(k)δq,0. In this case, combining Eq.172 and
the two equations shown above, we can get
FSC = −V
∑
a
|∆a|2
2Va
(177)
− 1
2β
∑
ωn,k
Tr[G¯(k, ωn)D(k, ωn)G¯
T (−k,−ωn)∆†(k)] ,
where
D(k, ω) = ∆(k) +
γ2d
V
∑
k′
G¯(k′, ω)D(k′, ω)G¯T (−k′,−ω) .
(178)
3 Further Simplification of FSC with Disorder
First, recall the property of projection operator in our
case:
Pλ(k) = P
2
λ(k)
Pλ(k) = P
†
λ(k)
Pλ(−k) = Pλ(k)
Pλ(k)Γ
iγPTλ (k) ∝ Pλ(k)γPTλ (k) , (179)
where the first two are general, the third one is due to
the inversion symmetry of our model, and the last one
is for i = 0, ..., 5. In the following, we will use the four
relations again and again, and we will not refer to them
for convenience.
The trace term in Eq.177 can be expressed by the
projection operator using Eq.164 to the leading order of
c/(2Qck
2
F ) 1:∑
ωn,k
Tr[G¯(k, ωn)D(k, ωn)G¯
T (−k,−ωn)∆†(k)] =∑
ωn,k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn)d∗λ(k)Tr[Dλ(k, ωn)γ†λ(k)] ,
(180)
where γλ(k) = Pλ(k)γP
T
λ (−k), Pλ(k)∆(k)PTλ (−k) =
dλ(k)γλ(k), dλ(k) =
∆0
2 + λ
∆1
2 a
2k2sgn(c1)fQ, and
Dλ(k, ω) = Pλ(k)D(k, ω)P
T
λ (−k). Using Eq.178, the
equation satisfied by Dλ(k, ω) reads
Dλ(k, ωn) = dλ(k)γλ(k) +
γ2d
V
∑
k′,λ′
(181)
G¯λ′(k
′, ωn)G¯λ′(−k′,−ωn)Pλ(k)Dλ′(k′, ωn)PTλ (−k) ,
where we also neglect the interband contribution as
before, i.e. only keep terms to the leading order of
c/(2Qck
2
F ) 1.
Since γTλ (k) = γ
T
λ (−k) = −γλ(k), we can show that−DTλ (k, ωn) satisfies the same equation as Dλ(k, ωn),
meaning that −DTλ (k, ωn) = Dλ(k, ωn). Thereby
Dλ(k, ωn) can be expressed in terms of Γ
iγ with i =
0, ..., 5. Further, we have
Dλ(k, ωn) = D¯λ(k, ωn)γλ(k) , (182)
where D¯λ(k, ωn) is a scalar function.
Using Tr(γλ(k)γ
†
λ(k)) = 2, Eq.181 and Eq.182, we
have
Tr[Dλ(k, ωn)γ
†
λ(k)] = 2D¯λ(k, ωn) , (183)
and
D¯λ(k, ωn) = dλ(k) +
γ2d
2V
∑
k′,λ′
(184)
G¯λ′(k
′, ωn)G¯λ′(−k′,−ωn)D¯λ′(k′, ωn)Tr[γλ′(k′)γ†λ(k)] .
Since the non-interacting Hamiltonian is Oh invariant,
we have URh(R
−1k)U†R = h(k) for any R ∈ Oh, where
UR is the unitary representation of R for j =
3
2 fermions.
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Using Eq.152, we have URPλ(R
−1k)U†R = Pλ(k) and
thereby URγλ(R
−1k)UTR = γλ(k). Using this relation
and the fact that dλ(k) and G¯λ(k, ωn) are Oh invari-
ant, we can get that D¯λ(R
−1k, ωn) satisfies the same
equation as D¯λ(k, ωn), meaning that D¯λ(k, ωn) is Oh in-
variant: D¯λ(R
−1k, ωn) = D¯λ(k, ωn). Moreover, accord-
ing to Schur’s lemmas45, we have
∑
k f(k)gk,i = 0 and∑
k f(k)gk,igk,j =
∑
k f(k)g
2
k,iδij if f(k) is Oh invariant
and i, j = 1, .., 5. Combining the previous facts, we can
get
∑
k′
G¯λ′(k
′, ωn)G¯λ′(−k′,−ωn)D¯λ′(k′, ωn)γλ′(k′)
=
∑
k′
G¯λ′(k
′, ωn)G¯λ′(−k′,−ωn)D¯λ′(k′, ωn)γ
2
, (185)
where ΓiγΓ
T
i = γ for i = 1, ..., 5 is used. Then Eq.184
becomes
D¯λ(k, ωn) = dλ(k) +
γ2d
2V
∑
k′,λ′
(186)
G¯λ′(k
′, ωn)G¯λ′(−k′,−ωn)D¯λ′(k′, ωn) .
Define
L¯0(ωn) =
√
γ2d
2V
∑
k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn)dλ(k) ,
(187)
and
L¯(ωn) =
√
γ2d
2V
∑
k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn)D¯λ(k, ωn) .
(188)
Then Eq.186 relates L¯ and L¯0:
L¯(ωn) = L¯0(ωn) + b¯(ωn)L¯(ωn) , (189)
which gives
L¯(ωn) =
L¯0(ωn)
1− b¯(ωn)
(190)
with
b¯(ωn) =
γ2d
2V
∑
k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn) . (191)
Eventually, Eq.180 becomes∑
ωn,k
Tr[G¯(k, ωn)D(k, ωn)G¯
T (−k,−ωn)∆†(k)]
=
∑
ωn,k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn)d∗λ(k)2D¯λ(k, ωn)
= 2
∑
ωn,k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn)d∗λ(k)dλ(k)
+2
∑
ωn
L¯∗0(ωn)L¯(ωn)
= 2
∑
ωn,k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn)d∗λ(k)dλ(k)
+2
∑
ωn
|L¯0(ωn)|2
1− b¯(ωn)
, (192)
where the second equality uses Eq.180 and Eq.183, the
third equality uses Eq.186, G¯λ(k, ωn)G¯λ(−k,−ωn) is real
and definitions of L¯(ωn) and L¯0(ωn), and the last equality
uses Eq.189. Combined with Eq.177, we eventually have
FSC = − 1
β
∑
ωn,k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn)d∗λ(k)dλ(k)
− 1
β
∑
ωn
|L¯0(ωn)|2
1− b¯(ωn)
− V
∑
a
|∆˜a|2
2V˜a
. (193)
4 Derivation of Eq.27
First we derive a general expression that will be used
repeatedly later:
1
V
∑
λ,k
G¯λ(k, ωn)G¯λ(−k,−ωn)fλ(k) ≈
∑
λ
∫
dΩ
4pi
N0m˜
3/2
λ θ(m˜λ)fλ(kF,λ)
∫
dξλ
1
(|ωn|+ 12τd )2 + (ξλ)2
=
pi
|ωn|+ 12τd
∑
λ
〈N0m˜3/2λ θ(m˜λ)fλ(kF,λ)〉Ω , (194)
where the first equality uses two things: (i) 0 ∼ 1/τd and
we neglect terms of order 1/(τdµ); (ii) 1/(ξ
2 + 2) has a
peak at ξ = 0 and drops fast away from the peak when 
is small. The range of the integration of ξλ is from −∞
to ∞ since the energy cut-off c is included in the limit
of the summation of ωn as |ωn|+ 12τd ≤ c.
Using the formula derived above, we have∑
k,λ
G¯λ(k, ωn)G¯λ(−k,−ωn)d∗λ(k)dλ(k)
=
N0V
4
pi
|ωn|
|ωn|
|ωn|+ 12τd
∆˜†
(
y1 y2
y2 y3
)
∆˜ (195)
with ∆˜ = (∆˜0, ∆˜1)
T ,
1− b¯(ωn) = |ωn||ωn|+ 12τd
, (196)
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L¯0(ωn) = V
√
γ2d
2V
pi
|ωn|+ 12τd
N0sgn(c1)(
∆˜0
2
y1 +
∆˜1
2
y2) ,
(197)
and thereby
|L¯0(ωn)|2
1− b¯(ωn)
=
N0V
4
pi
|ωn|
1
2τd
(|ωn|+ 12τd )
1
y1
|∆˜0y1 + ∆˜1y2|2
=
N0V
4
pi
|ωn|
1
2τd
(|ωn|+ 12τd )
∆˜†
(
y1 y2
y2 y
2
2/y1
)
∆˜ . (198)
Here 1/τd = γ
2
dpiNF is used.
Substituting Eq.195 and Eq.198 into Eq.193, we have
FSC = −V
∑
a
|∆˜a|2
2V˜a
(199)
−N0V
4β
∑
ωn
pi
|ωn|∆˜
†
(
y1 y2
y2
|ωn|
|ωn|+ 12τd
y3 +
1
2τd
(|ωn|+ 12τd )
y22/y1
)
∆˜ .
Assuming cτd  1 and βc  1, we have
pi
β
∑
ωn
1
|ωn| = ln(
2eγ¯βc
pi
) +O(
1
βc
,
1
cτd
) , (200)
pi
β
∑
ωn
1
|ωn|+ 12τd
= ln(
2eγ¯βc
pi
)−F( β
4piτd
) +O(
1
βc
) ,
(201)
and
pi
β
∑
ωn
1
2τd
|ωn|(|ωn|+ 12τd )
= F( β
4piτd
) +O(
1
βc
,
1
cτd
) ,
(202)
where F( β4piτd ) = Ψ(0)(
β
4piτd
+ 12 ) − Ψ(0)( 12 ) ,Ψ(0)(x) is
the digamma function and the range of the sum is |ωn|+
1
2τd
≤ c. Then, the free energy becomes
FSC = −V
2
∆˜†
(
1
V˜0
1
V˜1
)
∆˜
−N0V
4
x∆˜†
(
y1 y2
y2 y3 +
F
x (y
2
2/y1 − y3)
)
∆˜ , (203)
where ∆˜ = (∆˜0, ∆˜1)
T . Then linearized gap equation
reads (
∆˜0
∆˜1
)
= x
(
λ0
2 y1
λ0
2 y2
λ1
2 y2
λ1
2 y3b1
)(
∆˜0
∆˜1
)
, (204)
where
b1 = 1 +
F( β4piτd )
x
(
y22
y1y3
− 1) . (205)
Next we will show 0 < b1 ≤ 1. Let us define tλ =
m˜λθ(m˜λ), and thereby tλ ≥ 0. In this case, y1 = 〈(t3/2+ +
t
3/2
− )〉Ω, y2 = 〈fQ(t5/2+ − t5/2− )〉Ω and y3 = 〈f2Q(t7/2+ +
t
7/2
− )〉Ω. According to Cauchy-Schwarz inequality, t± ≥ 0
and fQ ≥ 0, we have
y1y3 = 〈f2Q(t7/2+ + t7/2− )〉Ω〈(t3/2+ + t3/2− )〉Ω
≥ 〈
√
f2Q(t
7/2
+ + t
7/2
− )(t
3/2
+ + t
3/2
− )〉2Ω
= 〈fQ
√
(t5+ + t
5− + t
3/2
+ t
7/2
− + t
7/2
+ t
3/2
− )〉2Ω
≥ 〈fQ
√
(t5+ + t
5− + 2t
5/2
+ t
5/2
− )〉2Ω
≥ 〈fQ
√
(t5+ + t
5− − 2t5/2+ t5/2− )〉2Ω
= 〈fQ|t5/2+ − t5/2− |〉2Ω
≥ |〈fQ(t5/2+ − t5/2− )〉Ω|2 = |y2|2 = y22 . (206)
It gives 0 ≤ y22/(y1y3) ≤ 1 since y1,3 > 0. Combined
with F( β4piτd ) < x, we have 0 < b1 ≤ 1. To have b1 = 1,
we either need 1τd = 0 meaning that there is no disorder
or need the system to be in regime II(t+t− = 0 in any
direction) and isotropic (c1 = c2).
