In this paper, we introduce fractional order into an ecoepidemiological model, where predator consumes disproportionately large number of infected preys following type II response function. We prove different mathematical results like existence, uniqueness, non-negativity and boundedness of the solutions of fractional order system. We also prove the local and global stability of different equilibrium points of the system. The results are illustrated with several examples.
Introduction
Fractional calculus, which is a generalization of integer order differentiation and n−fold integration, has been successfully applied in different branches of science and engineering. Differential equations with fractional-order derivatives (or integrals) are generally called fractional differential (or integral) equations. In recent past, fractional order differential equations have been used in several biological systems to explore the underlying dynamics [1, 2, 3] . Here we assume an ecological system where a prey population grows logistically and a predator population feeds on this prey population. Now assume that the prey population is infected by some microparasites. In presence of infection, our prey population is divided into two subpopulations, viz. susceptible prey and infected prey. Since infected preys are weaken and cannot easily escape predation, predators disproportionately consume large number of infected prey [4] . In such case, if there are sufficient numbers of infected prey, it may be assumed that the growth rate of predator is maintained mainly by consuming infected prey. If it is also considered that healthy preys can only give birth, infection transmits horizontally and predation process follows type II response function then we have the following eco-epidemiological system:
The state variables S (t), I(t) and P(t) represent, respectively, the densities of susceptible, infected and predator populations at time t. Here r is intrinsic birth rate of prey, K is the environmental carrying capacity, λ is the force of infection, m is the maximum prey attack rate, µ is the death rate of infected prey, θ (0 < θ ≤ 1) is the conversion efficiency, a is the half saturation constant and d is the death rate of predator, All parameters are assumed to be positive from biological point of view. Readers are referred to [5] for more discussion about the model. Note that it is an integer order system of differential equations and its dynamics was studied by Chattopadhyay and Bairagi [5] .
Considering the fractional derivatives in the sense of Caputo derivative, and assuming 0 < α ≤ 1, we have the following fractional order eco-epidemiological model corresponding to the model (1): The main advantage of Caputo's approach is that the initial conditions for the fractional differential equations with Caputo derivatives takes the similar form as for integer-order differential equations [1, 6] , i.e., it has advantage of defining integer order initial conditions for fractional order differential equations. We analyze system (2) with the initial conditions
The paper is organized as follows. In Section 2, we give some useful theorems and lemmas in relation to fractional order differential equations. Well-posedness and dynamical behavior of the model are presented in Sections 3 and 4, respectively. Extensive numerical computations are presented in Section 5 and the paper ends with a summary in Section 6.
Important Results

Theorem 1. [7]
The following autonomous system 
The equilibrium points of the above system are calculated by solving the equation f (x) = 0. These equilibrium points are locally asymptotically stable if all eigenvalues λ i of the jacobian matrix J = ∂ f ∂x evaluated at the equilibrium points satisfy
where a ≤ ξ ≤ x, ∀x ∈ (a, b].
Lemma 2 [10] The solution to the cauchy problem
with 0 < α ≤ 1 and λ ∈ ℜ has the form
while the solution to the problem
is given by
Lemma 3 [11] Let u(t) be a continuous function on [t 0 , ∞) and satisfying
where 0 < α < 1, (λ, µ) ∈ ℜ 2 , λ 0 and t 0 ≥ 0 is the initial time. Then its solution has the form
Lemma 4 [12] Consider the system
satisfies the locally Lipschitz condition with respect to x, then there exists a unique solution of the above system on [t 0 , ∞) × Ω. 3. Well-posedness
Non-negativity and boundedness
Considering biological significance of the problem, we are only interested in solutions that are nonnegative and bounded. Denote ℜ 3 + = {x ∈ ℜ 3 |x ≥ 0} and x(t) = (S (t), I(t), P(t)) T .
Theorem 3. All solutions of the system (2) which start in ℜ 3 + are non negative and uniformly bounded.
Proof. First we prove that S (t) ≥ 0, ∀t ≥ 0 assuming S (0) > 0 for t = 0. Let us suppose that S (t) ≥ 0, ∀t ≥ 0 is not true. Then there exists some t 1 > 0 such that S (t) > 0 for 0 ≤ t < t 1 , S (t) = 0 at t = t 1 and S (t) < 0 for t > t 1 .
From the first equation of (2), we have
According to Lemma 1, we the have S (t + 1 ) = 0, which contradicts the fact S (t + 1 ) < 0, i.e. S (t) < 0 for t > t 1 . Therefore, we have S (t) ≥ 0, ∀t ≥ 0. Using similar arguments, we can prove I(t) ≥ 0, ∀t ≥ 0 and P(t) ≥ 0, ∀t ≥ 0. Next we show that all solutions of system (2) which start in ℜ 3 + are uniformly bounded. We define a function
Taking its fractional time derivative, we have
where l = K 4r (r + η) 2 > 0. Applying Lemma 3, one gets
Thus,V(t) → 
Existence and uniqueness
Now, we study the existence and uniqueness of the solution of system (2) in the region Ω × [0, T ], where Ω = {(S , I, P) ∈ ℜ 3 | max{|S |, |I|, |P|} ≤ M}, T < ∞ and M is sufficiently large. Denote X = (S , I, P), X = (S ,Ī,P). Consider a mapping H(X) = (H 1 (X), H 2 (X), H 3 (X)) and
For any X,X ∈ Ω, it follows from (8) that
Thus H(X) satisfies Lipschitz condition with respect to X and it follows from Lemma 4 that there exists a unique solution X(t) of the system (2) with the initial condition X(0) = (S (0), I(0), P(0)).
Dynamical behavior
To obtain equilibrium points of (2), we solve the following simultaneous equations:
We thus obtain E 0 = (0, 0, 0) as the trivial equilibrium, E 1 = (K, 0, 0) as the axial equilibrium, E 2 = (S 1 , I 1 , 0) as the planar equilibrium, where
λ(r+λK) and E * = (S * , I * , P * ) as the interior equilibrium, where
Note that the equilibria E 0 and E 1 always exist. The planar equilibrium point E 2 exists if R 0 > 1, where
r(λK−µ) . The jacobian matrix of system (2) evaluated at E 0 is given by
The eigenvalues can be determined by solving the characteristic equation det(J(E 0 − ξI 3 )) = 0 and they are
The jacobian matrix J(E 1 ) is computed as
The corresponding eigenvalues are
Here two cases arise depending on whether R 0 > 1 or R 0 < 1.
. Therefore, the equilibrium E 1 is locally asymptotically stable. Case 2: If R 0 > 1 then it is easy to see that | arg(ξ 2 ) |= 0. In this case, E 1 is unstable.
Performing similar calculations, one can show that the characteristic equation of the Jacobian matrix J(E 2 ) can be expressed as
where
and the other two are given by ξ 2,3 =
. Following two cases may arise. For the interior equilibrium E * , the Jacobian matrix is evaluated as
The eigenvalues are the roots of the cubic equation
where 
and 0 < α < 1 then the interior equilibrium E * is locally asymptotically stable.
Proof. (i) If D(F)
is positive then all the roots of (12) are real and distinct. If not, let us assume that F(ξ) = 0 has one real root ξ 1 and another two complex conjugate roots ξ 2 , ξ 3 . In terms of the roots, the discriminant of F(ξ) can be written as [13] D
Note that
Thus, (ii) We have seen in (i) that F(ξ) = 0 has one real and two complex conjugate roots if D(F) < 0. Since A 3 > 0, following (12) , the real root is negative. We thus consider the roots as
Comparing this with (12), we have
holds. Thus, all roots of (12) satisfy | arg(ξ i ) |> απ 2 , ∀α ∈ (0, 1] and the equilibrium E * is locally asymptotically stable. This completes the proof of (ii). Proof of (iii) is similar to the proof of (ii) and hence omitted.
Since D(F) < 0, A 1 > 0, A 2 > 0, from the previous case, we have the 
Global asymptotic stability
We now prove the global stability of different equilibrium points of the system (2).
Lemma 5 [14] Let x(t) ∈ ℜ + be a continuous and derivable function. Then for any time instant t
Theorem 4: The axial equilibrium E 1 = (K, 0, 0) is global asymptotically stable if R 0 < 1.
Proof. We consider the following Lyapunov function
V(S , I, P)
Here V is a C 1 function such that V > 0 for all values of (S (t), I(t), P(t)) (K, 0, 0) and V = 0 only at (K, 0, 0). Calculating the α order derivative of V(S , I, P) along the solutions of (2) and using the Lemma 4, we have
Note that if R 0 < 1 then [15] , which generalizes the integer-order LaSalles Invariance Principle to fractional-order system, it follows that every nonnegative solution tends to E 1 when R 0 < 1. Thus, E 1 is global asymptotically stable if R 0 < 1.
Proof. Let us define the Lyapunov function as
V(S , I, P)
Here V is a C 1 function such that V > 0 for all values of (S (t), I(t), P(t)) (S 1 , I 1 , 0) and V = 0 only at (S (t), I(t), P(t)) = (S 1 , I 1 , 0). As before, we have 
aλ(λK+r)+r(λK−µ)
. This shows that global stability of E 2 implies its local stability but the converse is not necessarily true. There may exist some parametric space where E 2 is only locally stable. 
where V is a C 1 function such that V > 0 for all values of (S (t), I(t), P(t)) (S * , I * , P * ) and V = 0 only at (S (t), I(t), P(t)) = (S * , I * , P * ). We then have
Observe that [
. Therefore, the only invariant set on which
Following Lemma 4.6 in [15] , whenever the interior equilibrium E * exists and θ 1 < θ < θ 2 , where
(λS * −µ)−r then it is global asymptotically stable.
Numerical Simulations
In this section, we perform extensive numerical computations of our system (2) for different fractional orders 0 < α ≤ 1. We employ Adamas-type predictor corrector method for our fractional order differential equation (FODE) [16, 17] . We first replace the FODE system (2) by the equivalent fractional order integral system
and then apply the PECE (Predict, Evaluate, Correct, Evaluate) method. With the following three examples we substantiate our analytical findings. Step size for all simulations is considered as 0.05. We compute that D(F) = 0.0077 > 0,
Thus, following Proposition 2(i), the interior equilibrium E * is stable for 0 < α ≤ 1. In Fig. 1 we plot the solutions of FODE system (2) with different values of α. It shows that all populations remain stable for all values of α though solutions reach to equilibrium value more slowly for smaller value of α. Figure 4 to illustrate the system behavior. Time evolutions (upper panel) show that solutions converge to the equilibrium faster for higher order and phase diagrams (lower panel) indicate that all trajectories with different initial conditions converge to the predator-free equilibrium E 2 , depicting its is global asymptotic stability.
Example 3. We now consider the same parameter values and initial point as in Ex. 1 except λ = 0.005. In this case R 0 = λK µ = 0.7143 < 1 and we observe that all trajectories with different initial conditions converge to the equilibrium E 1 = (40, 0, 0) (Fig. 5) , following Theorem 4. This indicates that the predator-free and infection-free equilibrium E 1 is globally asymptotically stable for different orders. 
Discussion
In recent past, eco-epidemiological models have received tremendous attention of modelers because these models consider the issues of ecology and epidemiology simultaneously. Various continuous-time models [18, 19] and discrete-time models [20, 21, 22] have been proposed and analyzed considering different attributes of the eco-epidemiological system. In this paper, we consider an ecological system where prey population grows logistically and predator population feeds on it following type II response function. When prey is infected by some micro-parasites, it is assumed that predator consumes infected prey only as they are weaken by the disease and can not escape predation. This eco-epidemiological situation has been modeled by a system of fractional order nonlinear differential equations. We prove that the solution of this model system exists uniquely and all solutions remain positive and bounded whenever they start with positive initial value, thus justifying the well-posedness of a biological model. We showed that our system contains four equilibrium points. The trivial equilibrium point is always unstable, implying that all populations can not go to extinction simultaneously. The infection-free and predator-free equilibrium is locally and globally 14 asymptotically stable if R 0 < 1 and the dynamics is independent of the order of the differential equation. The predator-free equilibrium is locally asymptotically stable for all order if 1 < R 0 < 1 + r 4 and d > d 1 . However, if the death rate of predator is very high (d > d 2 > d 1 ) then E 2 is globally asymptotically stable whenever it exists. The coexistence or interior equilibrium exists if R 0 > 1 and θ > θ 1 . By using stability analysis of fractional order system, we have given different sufficient conditions on the system parameters to prove local stability and instability of E * for different values of the order, α. If, however, θ 1 < θ < θ 2 then the interior equilibrium is globally asymptotically stable for any α(0 < α ≤ 1) whenever it exists. Numerical examples are presented in support of our analytical results. It is observed that solutions converge to the respective equilibrium more slowly as the order of the differential equation becomes smaller, though the qualitative nature of the solutions remain unchanged.
