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a b s t r a c t
Let K be a field of characteristic zero, n ≥ 1 an integer and An+1 = K [X, Y1, . . . , Yn]
⟨∂X , ∂Y1 , . . . , ∂Yn ⟩ the (n+1)thWeyl algebra over K . Let S ∈ An+1 be an order-1 differential
operator of the type S = ∂X + ∑ni=1(aiYi + bi)∂Yi + ∑ni=1 gi with ai, bi ∈ K [X] and
gi ∈ K [X, Yi] for every i = 1, . . . , n.We construct an algorithm that allows one to recognize
whether S generates a maximal left ideal of An+1, hence also whether An+1/An+1S is an
irreducible non-holonomic An+1-module. The algorithm, which is a powerful instrument
for producing concrete examples of cyclic maximal left ideals ofAn, is easy to implement
and quite useful; we use it to solve several open questions.
The algorithm also allows one to recognize whether certain families of algebraic
differential equations have a solution in K [X, Y1, . . . , Yn] and, when they have one, to
compute it.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
IfK is a field of characteristic zero and n ≥ 2 is an integer, letAn(K) := K [X1, . . . , Xn]⟨∂1, . . . , ∂n⟩ be the nthWeyl algebra
over K . It is known that every maximal left ideal ofAn(K) is generated by two elements; in this paper, we are interested in
the maximal left ideals that are generated by one element.
Bernstein and Lunts have shown that for ‘‘most’’ of the elements S of An(C), S generates a maximal left ideal and
An(C)

An(C)S is therefore a non-holonomic irreducible module overAn(C) (see [1,5]). This result however is highly non-
effective and up to now, only a few sporadic and very particular concrete examples of cyclic maximal left ideals of An(K)
are known. Most of those known concrete examples are obtained with order-one operators of the type
S = ∂X1 +
n−
i=2
(aiXi + bi)∂Xi +
n−
i=2
gi
with ai, bi ∈ K [X1], gi ∈ K [X1, Xi] for every i = 2, . . . , n, ai ≠ aj for every i ≠ j and specific polynomials gi’s (see [2]).
Holonomic modules enjoy nice properties and it is therefore very important to be able to decide whether a given
irreducible An(K)-module is holonomic or not. This leads us to consider the following problem that is evidently also
interesting from the point of view of ideal theory of the Weyl algebra:
Problem. Let K be a field of characteristic zero, n ≥ 1 an integer and An+1 := An+1(K) := K [X, Y1, . . . , Yn]⟨∂X , ∂Y1 ,
. . . , ∂Yn⟩ the (n+ 1)th Weyl algebra over K . Let
S := ∂X +
n−
i=1
(aiYi + bi)∂Yi +
n−
i=1
gi (1)
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with ai, bi ∈ K [X], gi ∈ K [X, Yi] for every i = 1, . . . , n. Find an algorithm that allows one to recognize whether S generates
a maximal left ideal ofAn+1.
In this paper, we construct such an algorithm. The proofs are a bit heavy but worthwhile: the algorithm is a powerful
instrument for producing concrete examples of cyclic maximal left ideals of An+1, easy to implement and quite useful.
It allows one for example to construct operators as in (1), with prescribed (not necessarily distinct) ai’s, that generate
maximal left ideals of An+1. The existence of such operators was an open question. It also permits one to show that if
d := ∂X +∑ni=1(aiYi + bi)∂Yi is a simple derivation of K [X, Y1, . . . , Yn] with a1, . . . , an, b1, . . . , bn ∈ K [X], there exists
gi ∈ K [X, Yi], i = 1, . . . , n, such that d+∑ni=1 gi generates amaximal left ideal ofAn+1. The existence of suchpolynomials gi’s
was also an open question. Somewhat surprisingly, we shall show thatmost gi’s work; indeed,we shall show that d+∑ni=1 gi
generates a maximal left ideal ofAn+1 if degYi(gi) ≥ 2 for every i = 1, . . . , n.
If S is a differential operator as in (1), then grouping the terms that have the same ai, grouping the termswhose aj is equal
to−ai, and renaming the indeterminates Yi’s and the polynomials ai’s, bi’s, gi’s if necessary, we can write S in the following
form:
S = ∂X +
t−
i=1

ri−
j=1

aiYi,j + bi,j

∂Yi,j +
ri+si−
j=ri+1
−aiYi,j + bi,j∂Yi,j + ri+si−
j=1
gi,j

(2)
with

t ≥ 1, ri ≥ 1, si ≥ 0 for i ∈ {1, . . . , t},
ai, bi,j ∈ K [X], gi,j ∈ K [X, Yi,j] for i ∈ {1, . . . , t}, j ∈ {1, . . . , ri + si},
aℓ ≠ ±ai, for ℓ, i ∈ {1, . . . , t}, ℓ ≠ i.
We shall say that (2) is the canonical form of S and that
Si := ∂X +
ri−
j=1

aiYi,j + bi,j

∂Yi,j +
ri+si−
j=ri+1
−aiYi,j + bi,j∂Yi,j + ri+si−
j=1
gi,j
is the ith canonical component of S.
In Section 2 of the paper, we define the objects that will be involved in the construction of the algorithm.
In Section 3, we describe the algorithmic process that solves the problem. This process consists of two distinct operations.
The first operation establishes a Local-Global Principle that reduces the study of the general operators to that of the ‘‘local’’
operators: an operator S as in (2) generates a maximal left ideal of A(1+∑ti=1(ri+si))(K) if and only if, for every i = 1, . . . , t ,
the ith canonical component Si of S generates a maximal left ideal of A(1+ri+si)(K). The second operation establishes the
algorithm for the operators that have only one canonical component, i.e., that are of the type
T := ∂X +
r−
j=1

aYj + bj

∂Yj +
r+s−
j=r+1
− aYj + bj∂Yj + r+s−
j=1
gj (3)
with r ≥ 1, s ≥ 0, a, bj ∈ K [X], gj ∈ K [X, Yj] for j ∈ {1, . . . , r + s}.
In Section 4, we prove our Local-Global Principle for the maximality of cyclic left ideals. As a preliminary step, we prove
a Local-Global Principle for the existence of Darboux operators.
In Section 5, we construct the algorithm for an operator T as in (3). As a preliminary result, if the derivation d :=
∂X +∑rj=1 aYj + bj∂Yj +∑r+sj=r+1 − aYj + bj∂Yj is simple on K [X, Y1, . . . , Yr ], we construct an algorithm that allows
one to recognize whether, for every (k1, . . . , kr , . . . , kr+s) ∈ K r\(0, . . . , 0)× K s, the differential equation
d(Z) = −aZ +
r−
j=1
kj∂j(gj)+
r+s−
j=r+1
kjbj
has a solution in K [X, Y1, . . . , Yr ], and when it has one, to compute it.
In Section 6, we use the algorithm to produce big families of cyclic maximal left ideals ofAn+1 and to solve the two open
questions mentioned above.
Throughout this paper, K will be a field of characteristic zero. If n ≥ 1 is an integer and X , Y1, . . . , Yn are indeterminates
over K , ∂i will stand for the derivation ∂Yi of K [X, Y1, . . . , Yn]. More generally, if s, r ≥ 1 are integers and {X} ∪ {Yi,j; i =
1, . . . , s, j = 1, . . . , r} is a set of indeterminates over K , ∂i,j will stand for the derivation ∂Yi,j of K [X; {Yi,j; i = 1, . . . , s, j =
1, . . . , r}]. For an element f of K [X], we shall often use f ′ instead of ∂X (f ).
N will denote the set {0, 1, . . . }. If Λ := (λ1, . . . , λn) ∈ Nn, we shall write |Λ| to denote the integer λ1 + · · · + λn and
∂Λ to denote the differential operator ∂λ11 . . . ∂
λn
n . The ntuple which has 1 in the ith coordinate and zeroes elsewhere will be
denoted by ei . Thus, in particular, ∂Λ−ei will denote the differential operator ∂
λ1
1 . . . ∂
λi−1
i . . . ∂
λn
n . If R is a non-zero element
of K [X, Y1, . . . , Yn]⟨∂1, . . . , ∂n⟩, R can be written uniquely in the form R = ΣΛ PΛ ∂Λ with PΛ ∈ K [X, Y1, . . . , Yn] for every
Λ. The order of R is the largest |Λ| for which PΛ ≠ 0; it will be denoted by ord(R).
If d is a derivation of a ring B, an ideal I of B is said to be a d-ideal if d(I) ⊆ I . The ring B is said to be d-simple if its only
d-ideals are (0) and (1); we shall also say that d is a simple derivation of B.
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In the whole paper, we study cyclic maximal left ideals of the Weyl algebra An, but of course through the standard
transposition ofAn, we would obtain similar results for cyclic maximal right ideals ofAn.
2. Ingredients of the algorithm
Given two polynomials a, b ∈ K [X]with a ≠ 0, the concept of P -polynomial of the ordered pair (a, b) has been defined
in [3] (on top of an idea already present in [6]); given a third polynomial h ∈ K [X, Y ] with degY (h) ≥ 1, we shall define
the concept of Q-polynomial of the ordered triple (a, b; h) when certain conditions are satisfied. These two objects will be
central in the construction of the algorithm.
Definition 2.1. Let a, b ∈ K [X], a ≠ 0. Consider the following sequence of equalities:
b = a · q1 + r1
q′1 = a · q2 + r2
...
q′t = a · 0+ rt+1
where q1, . . . , qt , r1, . . . , rt ∈ K [X] and deg ri < deg a for every i. We define
• P(a,b)(X) :=
t+1−
i=1
ri (4)
• f(a,b)(X) := −
t−
i=1
qi
and we say that P(a,b)(X) is the P -polynomial of the (ordered) pair (a, b).
Remark 2.2. Given a, b ∈ K [X], a ≠ 0, both polynomials P(a,b)(X) and f(a,b)(X) can be computed.
Proposition 2.3. Let a, b ∈ K [X], a ≠ 0, and consider the differential equation
Z ′ = aZ + b (5)
(a) Eq. (5) has a (unique) solution in K [X] if and only if P(a,b)(X) = 0.
(b) When it exists, the solution of Eq. (5) in K [X] is equal to f(a,b)(X), hence can be computed.
Proof. See [3, Lemma 2.3, p. 803]. 
Definition 2.4. Let a, b ∈ K [X], a ≠ 0 and h ∈ K [X, Y ], degY (h) ≥ 1. Write h = htY t + · · · + h1Y + h0 with hi ∈ K [X] for
every i, ht ≠ 0, t ≥ 1.
Step 1. Construct the set S(a,b;h) := {ut , ut−1, . . . , uℓ} ⊆ K [X]with t ≥ ℓ := ℓ(a,b;h) ≥ 1 in the following way:
– ut := 0
– By induction, suppose that ut , ut−1, . . . , uj have already been computed. Then,• If j = 1, or,
if j ≥ 2 and P(ja,j(hj−buj))(X) ≠ 0,
we stop the process and take
S(a,b;h) := {ut = 0, ut−1, . . . , uj}
• If j ≥ 2 and P(ja,j(hj−buj))(X) = 0, by Proposition 2.3, we compute the unique element uj−1 ∈ K [X] such that
u′j−1 = ja uj−1 + j(hj − buj) (6)
and we continue the process.
– Evidently, the process has to stop and we obtain the set S(a,b;h) ⊆ K [X].
Step 2. Having constructed the set S(a,b;h), we have therefore computed the integer ℓ := ℓ(a,b;h) and the polynomial uℓ. Then,
if ℓ(a,b;h) = 1, we take
• u(a,b;h) := u1
• Q(a,b;h)(X) := P(a,∂Y (h)(X,0)−bu(a,b;h))(X) (7)
and we say thatQ(a,b;h)(X) is theQ-polynomial of the (ordered) triple (a, b; h).
Remark 2.5. Given a, b ∈ K [X]with a ≠ 0, and given h ∈ K [X, Y ]with degY (h) ≥ 1, theQ-polynomial of (a, b; h) is defined
only if ℓ(a,b;h) = 1. As observed above, the set S(a,b;h) can be constructed, hence the integer ℓ(a,b;h) and the polynomial uℓ(a,b;h)
can be computed. One can therefore effectively determine whether ℓ(a,b;h) = 1 and if it is, one can compute the polynomial
Q(a,b;h)(X) by (7) and Remark 2.2.
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Note that to say ‘‘Q(a,b;h)(X) = 0’’ is equivalent to saying ‘‘ℓ(a,b;h)(X) = 1 and P(a,∂Y (h)(X,0)−bu(a,b;h))(X) = 0’’ which, by
Proposition 2.3, is equivalent to saying ‘‘ℓ(a,b;h)(X) = 1 and the equation Z ′ = aZ + (∂Y (h)(X, 0)− bu(a,b;h)) has a solution
in K [X]’’. Evidently, having computed the polynomial Q(a,b;h)(X), one can effectively determine whether it is equal to zero
or not.
We shall point out a few basic properties of the maps P(a,−)(X) andQ(a,b;−)(X) that will be used.
Lemma 2.6. Let a, b, c ∈ K [X], a ≠ 0 and k ∈ K . Then,
(a) P(a,b+c)(X) = P(a,b)(X)+ P(a,c)(X),
(b) P(a,kb)(X) = kP(a,b)(X),
(c) P(a,b)(X) = b if deg(a) > deg(b).
Proof. These are routine computations. 
Lemma 2.7. Let a, b ∈ K [X], a ≠ 0, k ∈ K\{0}, h ∈ K [X, Y ], t := degY (h) ≥ 1 and ht the leading coefficient of h.
(a) If S(a,b;h) = {ut = 0, ut−1, . . . , uℓ}, then S(a,b;kh) = {ut = 0, kut−1, . . . , kuℓ}. In particular, ℓ(a,b;kh) = ℓ(a,b;h) and
ul(a,b;kh) = kul(a,b;h) .
(b) If ℓ(a,b;h) = 1, then ℓ(a,b;kh) = 1 andQ(a,b;kh)(X) = kQ(a,b;h)(X).
(c) If t = 1, then ℓ(a,b;h) = 1 andQ(a,b;h)(X) = P(a,∂Y (h))(X).
(d) If t ≥ 2, then ℓ(a,b;h) = t if and only if P(ta,tht )(X) ≠ 0.
Proof. (a) This is a routine computation.
(b) If ℓ(a,b;h) = 1, then ℓ(a, b; kh) = 1 by (a) and
Q(a,b;kh)(X) = P(a,∂Y (kh)(X,0)−bu(a,b;kh))(X) by (7)
= P(a,k∂Y (h)(X,0)−bku(a,b;h))(X) by (a)
= kP(a,∂Y (h)(X,0)−bu(a,b;h))(X) by Lemma 2.6(b)
= kQ(a,b;h)(X) by (7).
(c) If degY (h) = 1, we have by Definition 2.4, S(a,b;h) = {u1 = 0}, hence ℓ(a,b;h) = 1 and u(a,b;h) = 0. Then, by (7),
Q(a,b;h)(X) = P(a,∂Y (h)(X,0))(X) = P(a,∂Y (h))(X).
(d) If t ≥ 2, then by definition, we have ℓ(a,b;ℓ) = t if and only if P(ta,t(ht−but ))(X) = 0, hence if and only if P(ta,tht )(X) = 0
since ut = 0. 
3. Description of the algorithm
In order to solve our problem, it clearly suffices to prove the following Theorems A and B.
Theorem A (Local-Global Principle). Let S be a differential operator as in (1) and let
S := ∂X +
t−
i=1

ri−
j=1

aiYi,j + bi,j

∂i,j +
ri+si−
j=ri+1
− aiYi,j + bi,j∂i,j + ri+si−
j=1
gi,j

be its canonical form, where t ≥ 1, ri ≥ 1, si ≥ 0 are integers, ai, bi,j ∈ K [X], gi,j ∈ K [X, Yi,j] for every i = 1, . . . , t and every
j = 1, . . . , ri + si. Let
B := K [{X} ∪ {Yi,j; i = 1, . . . , t, j = 1, . . . , ri + si}]
A := B⟨{∂X } ∪ {∂i,j; i = 1, . . . , t, j = 1, . . . , ri + si}⟩.
For every i = 1, . . . , t, let
Si := ∂X +
ri−
j=1

aiYi,j + bi,j

∂Yi,j +
ri+si−
j=ri+1
− aiYi,j + bi,j∂i,j + ri+si−
j=1
gi,j
Bi := K [{x} ∪ {Yi,j; j = 1, . . . , ri + si}]
Ai := Bi⟨{∂X } ∪ {∂i,j; j = 1, . . . , ri + si}⟩.
Then, the following statements are equivalent:
(i) S generates a maximal left ideal ofA.
(ii) For every i = 1, . . . , t, Si generates a maximal left ideal ofAi.
In order to get some feeling about Theorem B, we first state the result in the most basic context, that is for a differential
operator T as in (3) with r = 1 and s = 0. This context is already interesting:
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Theorem (The Algorithm in the ‘‘Local’’ Case with r = 1 and s = 0). Let a, b ∈ K [X], g ∈ K [X, Y ]. Let
d := ∂X + (aY + b)∂Y and T := d+ g.
Then,
(a) The following statements are equivalent:
(i) T generates a maximal left ideal ofA2(K) := K [X, Y ]⟨∂X , ∂Y ⟩
(ii) (0) a ≠ 0 and degY (g) ≥ 1,
(1) Pa,b(X) ≠ 0,
(2) ℓ(a,b;g) ≥ 2
or, ℓ(a,b;g) = 1 andQ(a,b;g)(X) ≠ 0.
(iii) (1) d(Z) = aZ + b does not have any solution in K [X],
(2) d(Z) = −aZ + ∂Y (g) does not have any solution in K [X, Y ].
(iv) T does not have any Darboux operator in K [X, Y ]⟨∂Y ⟩\K .
(v) T does not have any Darboux operator of order≤ 1 in K [X, Y ]⟨∂Y ⟩\K with the eigenvalue−a.
(b) One can effectively determine whether Properties (ii)(0)–(2) are satisfied or not.
Now, we state the result in its full generality:
Theorem B (The Algorithm in the ‘‘Local’’ Case). Let r ≥ 1 and s ≥ 0 be two integers. Let a, b1, . . . , br+s ∈ K [X] and
gj ∈ K [X, Yj] for every j = 1, . . . , r + s. Let
d := ∂X +
r−
j=1
(aYj + bj)∂j +
r+s−
j=r+1
(−aYj + bj)∂j
T := d+
r+s−
j=1
gj.
Then
(a) One can effectively determine the sets J1 := {j ∈ {1, . . . , r} ; ℓ(−a,bj;gj) = 1}, J2 := {j ∈ {r + 1, . . . , r + s} ; ℓ(a,bj;gj) = 1}
and determine v1 := #J1, v2 := #J2.
(b) The following statements are equivalent:
(i) T generates a maximal left ideal ofAr+s+1(K) := K [X, Y1, . . . , Yr+s]⟨∂X , ∂1, . . . , ∂r+s⟩.
(ii) (0) a ≠ 0 and degYj(gj) ≥ 1 for j = 1, . . . , r + s,
(1)

P(a,bj)(X); j = 1, . . . , r
 ∪ Q(a,bj;gj)(X); j ∈ J2 is a K-linearly independent set of r + v2 elements.
(2)

Q(−a,bj;gj)(X); j ∈ J1
 ∪ P(−a,bj)(X); j = r + 1, . . . , r + s is a K-linearly independent set of v1 + s elements.
(iii) For every (k1, . . . , kr+s) ∈ K r+s\{(0, . . . , 0)},
(1) d(Z) = aZ +∑rj=1 kjbj +∑r+sj=r+1 kj∂j(gj) does not have any solution in K [X, Yr+1, . . . , Yr+s],
(2) d(Z) = −aZ +∑rj=1 kj∂j(gj)+∑r+sj=r+1 kjbj does not have any solution in K [X, Y1, . . . , Yr ].
(iv) T does not have any Darboux operator in K [X, Y1, . . . , Yr+s]⟨∂1, . . . , ∂r+s⟩\K .
(v) T does not have any Darboux operator of order ≤ 1 in K [X, Y1, . . . , Yr+s]⟨∂1, . . . , ∂r+s⟩\K with the eigenvalue in
{a,−a}.
(c) One can effectively determine whether Properties (ii)(0)–(2) are satisfied.
4. Proof of the local-global principle
We want to give a proof of our Local-Global Principle for the maximality of cyclic left ideals. It will be obtained as
consequence of one of the main result of [4] and of a Local-Global Principle for the existence of Darboux operators.
Definition 4.1. Let n ≥ 1 be an integer, B := K [X, Y1, . . . , Yn], A := K [X, Y1, . . . , Yn]⟨∂X , ∂1, . . . , ∂n⟩, A∗ :=
K [X, Y1, . . . , Yn]⟨∂1, . . . , ∂n⟩\K . Let S ∈ A and R ∈ A∗. We say that R is a Darboux operator of S if [S, R] ∈ BR.
Proposition 4.2. Let n ≥ 1 be an integer, B := K [X, Y1, . . . , Yn], d := ∂X +∑ni=1(aiYi + bi)∂i a simple derivation of B and
S := d+∑ni=1 gi with ai, bi ∈ K [X], gi ∈ K [X, Yi] for every i = 1, . . . , n. Suppose that
R :=
−
Λ
PΛ ∂Λ ∈ B⟨∂1, . . . , ∂n⟩, ord(R) = q ≥ 1
is a Darboux operator of S and let Γ := (γ1, . . . , γn) ∈ Nn such that |Γ | = q, PΓ ≠ 0. Without loss of generality, suppose
furthermore that γ1 ≥ 1 and that
S1 := ∂X +
r−
i=1
(a1Yi + bi)∂i +
r+s−
i=r+1
(−a1Yi + bi)∂i +
r+s−
i=1
gi
is the first canonical component of S (with r ≥ 1, s ≥ 0).
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Let
R1 := γ1 PΓ ∂1 +
r−
i=2
(γi + 1)PΓ−e1+ei ∂i + PΓ−e1 .
Then,
(a) PΓ , PΓ−e1+e2 , . . . , PΓ−e1+er ∈ K .
(b) PΓ−e1 = Q +
∑r+s
i=r+1 kiYi with Q ∈ K [X, Y1, . . . , Yr ], kr+1, . . . , kr+s ∈ K ,
PΓ−e1 is a solution of the equation
d(Z) = −a1Z + γ1 PΓ ∂1(g1)+
r−
i=2
(γi + 1)PΓ−e1+ei ∂i(gi).
(c) R1 ∈ K [X, Y1, . . . , Yr , . . . , Yr+s]⟨∂1, . . . , ∂r⟩, ord(R1) = 1 and [S, R1] = [S1, R1] = −a1R1.
In particular, R1 is a Darboux operator of order 1 of S1 (as well as of S), with eigenvalue equal to−a1.
Before starting the proof of this proposition, we establish two little technical lemmas:
Lemma 4.3. Let n ≥ 1 be an integer and d := ∂X +∑ni=1(aiYi + bi)∂i a derivation of K [X, Y1, . . . , Yn] with ai, bi ∈ K [X] for
i = 1, . . . , n. Let Γ := (γ1, . . . , γn) ∈ Nn and let j ∈ {1, . . . , n} such that γj ≥ 1; let gj ∈ K [X, Yj] with degYj(gj) ≥ 1 and
PΓ ∈ K [X, Y1, . . . , Yn]. Then,
(a) [d, PΓ ∂Γ ] =

d(PΓ )−∑ni=1 γi ai PΓ  ∂Γ
(b) [gj, PΓ ∂Γ ] = −γj ∂j(gj)PΓ ∂Γ−ej + {terms of order ≤ |Γ | − 2}.
Proof. (a) We have [d, PΓ ∂Γ ] = PΓ [d, ∂Γ ] + [d, PΓ ]∂Γ , hence we are reduced to prove the result for PΓ = 1. In this
case, we do an induction on |Γ |. If |Γ | = 1, then ∂Γ = ∂j and [d, ∂j] =

(ajYj + bj)∂j, ∂j
 = −aj∂j. If |Γ | ≥ 2, then
[d, ∂Γ ] = [d, ∂j ◦ ∂Γ−ej ] = ∂j ◦ [d, ∂Γ−ej ] + [d, ∂j] ◦ ∂Γ−ej and we conclude by the hypothesis of induction.
(b) We have
[gj, PΓ ∂Γ ] = PΓ [gj, ∂Γ ] = PΓ [gj, ∂γjj ]∂Γ−γjej
= −γj∂j(gj)PΓ ∂Γ−ej + {terms of order ≤ |Γ | − 2}. 
Lemma 4.4. Let n ≥ 1 be an integer. Let d := ∂X+∑ni=1(aiYi+bi)∂i be a simple derivation of K [X, Y1, . . . , Yn]with ai, bi ∈ K [X]
for every i = 1, . . . , n. Let g ∈ K [X, Y1, . . . , Yn] such that
d(g) = ug + v
with u ∈ K [X, Y1, . . . , Yn−1], v ∈ K [X, Y1, . . . , Yn−1, Yn], degYn(v) = t ≥ 0. Then,
(a) ∂ t+1n (g) ∈ K .
(b) ∂ t+1n (g) = 0 if u ≠ (t + 1)an.
Proof. See [3, Lemma 2.7, p. 803] (There, the lemma has been mistakenly stated for n ≥ 2, but the proof has been given for
n ≥ 1.) 
Proof of Proposition 4.2. (a) By hypothesis, there exists f ∈ K [X, Y1, . . . , Yn] such that
[S, R] = f R. (8)
Evidently, that PΓ , PΓ−e1+e2 , . . . , PΓ−e1+er belong to K is a consequence of the following claim:
Claim 1. IfΩ := (ω1, . . . , ωn) ∈ Nn is such that |Ω| = q, then PΩ ∈ K and, if PΩ ≠ 0,∑ni=1 ωiai = −f .
Proof. By Lemma 4.3, the homogeneous component of order q of [S, R] is equal to−
Λ:=(λ1,...,λn)|Λ|=q

d(Pλ)−
n−
i=1
λiaiPΛ

∂Λ. (9)
Clearly, the homogeneous component of order q of f R is equal to−
Λ:=(λ1,...,λn)|Λ|=q
f PΛ ∂Λ. (10)
Then, looking at the coefficient of ∂Ω in (8), we have from (9)–(10),
d(PΩ) =

f +
n−
i=1
ωiai

PΩ . (11)
Thus, PΩ generates a d-ideal of K [X, Y1, . . . , Yn]. Since by hypothesis d is a simple derivation, we obtain that PΩ ∈ K . For
such anΩ , we have d(PΩ) = 0 and, if PΩ ≠ 0,∑ni=1 ωiai = −f by (11). This terminates the proof of our Claim 1.
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(b) First, we shall prove that PΓ−e1 is a solution of the differential equation
d(Z) = −a1Z + γ1 PΓ ∂1(g1)+
r−
i=2
(γ1 + 1)PΓ−e1+ei ∂i(gi).
In view of Lemma 4.3, the term in ∂Γ−e1 of [S, R] comes exclusively from the contributions of:
• d, PΓ−e1 ∂Γ−e1which gives dPΓ−e1+ a1 −∑ni=1 γiai PΓ−e1∂Γ−e1
• g1, PΓ ∂Γ which gives−γ1 ∂1(g1)PΓ ∂Γ−e1
• gi, PΓ−e1+ei ∂Γ−e1+ei for i = 2, . . . , n, which gives−(γi + 1)∂i(gi)PΓ−e1+ei ∂Γ−e1 .
The term in ∂Γ−e1 of [S, R] is therefore equal to the sum of these three quantities.
On the other hand, since |Γ | = q and PΓ ≠ 0, we have∑ni=1 γiai = −f by Claim 1. Then, the term in ∂Γ−e1 of f R is equal to
− ∑ni=1 γi ai PΓ−e1 ∂Γ−e1 and, since by hypothesis [S, R] = f R, looking at the coefficient of the term in ∂Γ−e1 , we obtain
d(PΓ−e1) = −a1PΓ−e1 + γ1 ∂1(g1)PΓ +
n−
i=2
(γi + 1)∂i(gi)PΓ−e1+ei . (12)
However, for every j ∈ {r + 1, . . . , n}, we have |Γ − e1 + ej| = q and−f =∑ni=1 γiai ≠ (γ1 − 1)a1 +∑ri=2 γiai + (γj +
1)aj +∑ni=r+1,i≠j γiai since a1 ≠ aj. Thus, by Claim 1, we have PΓ−e1+ej = 0 ∀ j = r + 1, . . . , n and (12) becomes
d(PΓ−e1) = −a1 PΓ−e1 + γ1 ∂1(g1)PΓ +
r−
i=2
(γi + 1)∂i(gi)PΓ−e1+ei . (13)
Now, by hypothesis, PΓ−e1 ∈ K [X, Y1, . . . , Yr , . . . , Yr+s, . . . , Yn]. However, for every j ∈ {r + s + 1, . . . , n], we have
degYj

γ1∂1(g1)PΓ + ∑ri=2(γi + 1)∂i(gi)PΓ−e1+ei = 0 by (a); since d is simple and since −a1 ≠ aj, then from (13),
we get, by Lemma 4.4(b), that PΓ−e1 ∈ K [X, Y1, . . . , Yr , . . . , Yr+s]. For every j ∈ {r + 1, . . . , r + s}, we also have
degYj

γ1∂1(g1)PΓ+∑ri=2(γi+1)∂i(gi)PΓ−e1+ei = 0 (but−a1 = aj); since d is simple, then from (13), we get, by Lemma4.4
(a), that PΓ−e1 = Q +
∑r+s
i=r+1 kiYi with Q ∈ K [X, Y1, . . . , Yr ] and kr+1, . . . , kr+s ∈ K .
(c) Using (13) and using that ai = a1 for every i = 1, . . . , r , it is routine to check that, with R1 := γ1PΓ ∂1 +∑ri=2(γi +
1)PΓ−e1+ei ∂i + PΓ−e1 , we have [S, R1] = [S1, R1] = −a1R1. Furthermore, ord(R1) = 1 since the coefficient of ∂1 in R1 is
equal to γ1PΓ ≠ 0. 
Now, we can state:
Theorem 4.5 (Local-Global Principle for the Existence of Darboux Operators). Let S be a differential operator as in (1) and let
S := ∂X +
t−
i=1

ri−
j=1

aiYi,j + bi,j

∂i,j +
ri+si−
j=ri+1
− aiYi,j + bi,j∂i,j + ri+si−
j=1
gi,j

be its canonical form, where t ≥ 1, ri ≥ 1, si ≥ 0 are integers, ai, bi,j ∈ K [X], gi,j ∈ K [X, Yi,j] for every i = 1, . . . , t and every
j = 1, . . . , ri + si . Let
B := K [{X} ∪ {Yi,j; i = 1, . . . , t, j = 1, . . . , ri + si}]
A := B⟨{∂X } ∪ {∂i,j; i = 1, . . . , t, j = 1, . . . , ri + si}⟩
A∗ := B⟨{∂i,j; i = 1, . . . , t, j = 1, . . . , ri + si}⟩\K .
For every i = 1, . . . , t, let
Si := ∂X +
ri−
j=1

aiYi,j + bi,j

∂Yi,j +
ri+si−
j=ri+1
− aiYi,j + bi,j∂i,j + ri+si−
j=1
gi,j
Bi := K [{X} ∪ {Yi,j; j = 1, . . . , ri + si}]
Ai := Bi⟨{∂X } ∪ {∂i,j; j = 1, . . . , ri + si}⟩
A∗i := Bi⟨{∂i,j; j = 1, . . . , ri + si}⟩\K .
Then, the following statements are equivalent:
(i) S has a Darboux operator inA∗;
(ii) There exists i ∈ {1, . . . , t} such that Si has a Darboux operator inA∗i .
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Proof. (ii)⇒(i). Let i ∈ {1, . . . , t} and Ri ∈ A∗i ⊆ A∗ a Darboux operator of Si; let fi ∈ Bi ⊆ B such that [Si, Ri] = fiRi.
Then, it is routine to check that [S, Ri] = [Si, Ri], hence that [S, Ri] = fiRi and therefore that Ri is also a Darboux operator of S
inA∗.
(i)⇒(ii). If S has a Darboux operator of order 0 in A∗, i.e., equivalently, if d := ∂X +∑ti=1 ∑rij=1(aiYi,j + bi,j)∂i,j +∑ri+si
j=ri+1(−aiYi,j + bi,j)∂i,j

is not a simple derivation, then by [3, Theorem 3.1, p. 804], there exists i ∈ {1, . . . , t} such that
di := ∂X +∑rij=1(ai, Yi,j + bi,j)∂i,j +∑ri+sij=ri+1(−aiYi,j + bi,j)∂i,j is not a simple derivation, i.e., equivalently, such that Si has a
Darboux operator of order 0 inA∗i . If S does not have any Darboux operator of order 0 inA∗ (i.e., if d is a simple derivation)
but has a Darboux operator of order q ≥ 1 inA∗, then by Proposition 4.2, there exists i ∈ {1, . . . , t} and that Si has a Darboux
operator (of order 1) inA∗i . 
Theorem A (Local-Global Principle for the Maximality of Cyclic Left Ideals). Let S be a differential operator as in (1) and
S1, . . . , St its canonical components. LetA,A1, . . . ,At be as in Theorem 4.5. Then, the following statements are equivalent:
(i) S generates a maximal left ideal ofA.
(ii), For every i = 1, . . . , t, Si generates a maximal left ideal ofAi.
Proof. LetA∗,A∗1, . . . ,A∗t be as in Theorem 4.5. By [4, Theorem 2.8, p. 274], we have:
(1) S generates a maximal left ideal ofA if and only if S does not have any Darboux operator inA∗.
(2) For every i = 1, . . . , t , Si generates a maximal left ideal of Ai if and only if Si does not have any Darboux operator
inA∗i .
Then, by Theorem 4.5, we can conclude that S generates a maximal left ideal ofA if and only if for every i = 1, . . . , t , Si
generates a maximal left ideal ofAi. 
5. The algorithm in the local case
The objective of this section is to prove Theorem B. We shall first establish an algorithmic result on algebraic differential
equations that will be an important ingredient in the proof of Theorem B and that, already with s = 0, is interesting in its
own right. We recall that when a, b ∈ K [X] and g ∈ K [X, Y ], the polynomialsP(a,b)(X) andQ(a,b;g)(X) have been defined in
Section 2.
Theorem 5.1. Let r ≥ 1 and s ≥ 0 be two integers. Let d := ∂X + ∑rj=1(aYj + bj)∂j + ∑r+sj=r+1(−aYj + bj)∂j, with
a, b1, . . . , br+s ∈ K [X], be a derivation of K [X, Y1, . . . , Yr , . . . , Yr+s] such that d1 := ∂X + ∑rj=1(aYj + bj)∂j is a simple
derivation of K [X, Y1, . . . , Yr ]. For every j = 1, . . . , r, let gj ∈ K [X, Yj] with degYj(gj) ≥ 1. Let 1 ≤ v ≤ r and
(k1, . . . , kv, . . . , kr , . . . , kr+s) ∈ (K\{0})v × {0}r−v × K s. Consider the equation
d(Z) = −aZ +
r−
j=1
kj∂j(gj)+
r+s−
j=r+1
kjbj. (14)
Then,
(a) The following statements are equivalent:
(i) Eq. (14) has a (unique) solution in K [X, Y1, . . . , Yr ].
(ii) ℓ(−a,bj;gj) = 1 for every j = 1, . . . , v
and
v−
j=1
kjQ(−a,bj;gj)(X)+
r+s−
j=r+1
kjP(−a,bj)(X) = 0.
(b) One can effectively determine whether Eq. (14) has a solution in K [X, Y1, . . . , Yr ].
(c)When the solution of Eq. (14) in K [X, Y1, . . . , Yr ] exists, it can be computed.
Proof. (a) (i)⇒(ii). Let P ∈ K [X, Y1, . . . , Yr ] be a solution of Eq. (14):
d(P) = −aP +
r−
j=1
kj ∂j(gj)+
r+s−
j=r+1
kjbj. (15)
Note that d1 being simple, one has a ≠ 0.
For every i ∈ {v + 1, . . . , r}, we have degYi
∑r
j=1 ∂j(kjgj) +
∑r+s
j=r+1 kjbj

= 0. Since d1 is simple and since −a ≠ a,
then ∂i(P) = 0 by Lemma 4.4(b). Since this is valid for every i = v + 1, . . . , r and since P ∈ K [X, Y1, . . . , Yv, . . . , Yr ], we
obtain that P ∈ K [X, Y1, . . . , Yv].
Now let i ∈ {1, . . . , v}. Let ti := degYi(gi) ≥ 1 and write
gi =
ti−
q=0
gi,qY
q
i with gi,q ∈ K [X] for every q, gi,ti ≠ 0. (16.i)
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Since degYi
∑r
j=1 kj∂j(gj) +
∑r+s
j=r+1 kjbj

= ti − 1, since d1 is a simple derivation of K [X, Y1, . . . , Yr ], since P ∈
K [X, Y1, . . . , Yv] and since−a ≠ tia, we get ∂ tii (P) = 0 by Lemma 4.4 (b). Thus, we can write
P =
ti−1
q=0
Pi,qY
q
i with Pi,q ∈ K [X, Y1, . . . ,Yi, . . . , Yv] for q = 0, . . . , ti−1. (17.i)
Since d(Yi) = aYi + bi, we have for such a polynomial P , from (16.i) and (17.i):
• d(P) =
ti−1
q=0

d(Pi,q)+ qPi,qa+ (q+ 1)Pi,q+1 bi

Y qi
• − aP +
r−
j=1
kj∂j(gj)+
r+s−
j=r+1
kjbj
=
ti−1
q=1

− aPi,q + (q+ 1)kigi,q+1

Y qi +

− aPi,0 + kigi,1 +
r−
j=1
j≠i
∂j(kjgj)+
r+s−
j=r+1
kjbj

.
Then, looking at the terms in Y qi of (15), we get:
d(Pi,q) = −(q+ 1)aPi,q + (q+ 1)(kigi,q+1 − biPi,q+1) for q = 1, . . . , ti − 1. (18.i)
Claim 2.i.
Pi,ti−1, . . . , Pi,1 ∈ K [X], Pi,0 ∈ K [X, Y1, . . . ,Yi, . . . , Yv].
Proof. Consider the equality (18.i) for q = ti − 1:
d

Pi,ti−1
 = −tia Pi,ti−1 + ti ki gi,ti .
Let p ∈ {1, . . . ,i, . . . , v}. Since degYp(ti ki gi,ti) = 0, since d1 is a simple derivation and since−tia ≠ a, then ∂p(Pi,ti−1) = 0
by Lemma 4.4 (b). Since this is valid for every p = 1, . . . ,i, . . . , v and since Pi,ti−1 ∈ K [X, Y1, . . . ,Yi, . . . , Yv], we obtain
that Pi,ti−1 ∈ K [X].
By induction, suppose that ti−1 ≥ q+1 ≥ 2 and Pi,q+1∈K [X]. Let p ∈ {1, . . . ,i, . . . , v}. We have degYp(ki qi,q+1 −
bi Pi,q+1) = 0, hence again by Lemma 4.4 (b), equality (18.i) gives us that ∂p(Pi,q) = 0. Since this is valid for p =
1, . . . ,i, . . . , v and since Pi,q ∈ K [X, Y1, . . . ,Yi, . . . , Yv], we obtain that Pi,q ∈ K [X]. Thus, Claim 2.i is proved.
Claim 3.i.
S(−a,bi;kigi) = {Pi,ti = 0, Pi,ti−1, . . . , Pi,1} (19.i)
ℓ(−a,bi;kigi) = 1 = ℓ(−a,bi;gi) (20.i)
Q(−a,bi;kigi)(X) = P(−a,kigi,1−biPi,1)(X). (21.i)
Proof. From Claim 2.i, equality (16.i) and equalities (18.i) for q = ti − 1, . . . , 1, we see by Definition 2.4 that {Pi,ti =
0, Pi,ti−1, . . . , Pi,1} = S(−a,bi;kigi), hence in particular that ℓ(−a,bi;kigi) = 1 and Q(−a,bi;kigi)(X) = P(−a,kigi,1−biPi,1(X).
Furthermore, ℓ(−a,ki;gi) = ℓ(−a,bi;kigi) by Lemma 2.7; thus Claim 3.i is proved.
Since Claim 2.i is true for every i = 1, . . . , v, we obtain
P =
v−
i=1

ti−1
q=1
Pi,qY
q
i

+ P0 (22)
with P0, Pi,q ∈ K [X] for i = 1, . . . , v, q = 1, . . . , ti − 1.
Since d(Yj) = aYj + bj for every j = 1, . . . , r and kj = 0 for j = v + 1, . . . , r , we get
• d(P)(Y1 = · · · = Yv = 0) =
v−
j=1
bjPj,1 + d(P0) by (22)
•

− aP +
r−
j=1
kj∂j(gj)+
r+s−
j=r+1
kjbj

(Y1 = · · · = Yv = 0)
= −aP0 +
v−
j=1
kjgj,1 +
r+s−
j=r+1
kjbj by (22) and (16.i).
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Then from (15), we get
P ′0 = −aP0 +
v−
j=1
(kjgj,1 − bjPj,1)+
r+s−
j=r+1
kjbj. (23)
Equality (23) occurs (if and) only if
0 = P
−a,
v∑
j=1
(kjgj,1−bjPj,1)+
r+s∑
j=r+1
kjbj
(X) by Proposition 2.3(a)
=
v−
j=1
P(−a,kjgj,1−bjPj,1)(X)+
r+s−
j=r+1
P(−a,kjbj)(X) by Lemma 2.6(a)
=
v−
j=1
Q(−a,bj;kjgj)(X)+
r+s−
j=r+1
P(−a,kjbj)(X) by (21.i)
=
v−
j=1
kjQ(−a,bj;gj)(X)+
r+s−
j=r+1
kj P(−a,bj)(X) by Lemma 2.7(b) and 2.6(b).
(ii)⇒ (i). The proof is essentially routine, going backwards along the previous path. More precisely, since ℓ(−a,bj;gj) = 1
for every j = 1, . . . , v, then by (20.i), we also have ℓ(−a,bj;kjgj) = 1 for every j = 1, . . . , v. By definition, this means that
there exist polynomials Pj,tj = 0, Pj,tj−1, . . . , Pj,1 ∈ K [X] satisfying
P ′j,q = −(q+ 1)aPj,q + (q+ 1)(kjgj,q+1 − bjPj,q+1)
for every q = 1, . . . , tj − 1.
Furthermore, by hypothesis,
v−
j=1
kjQ(−a,bj;gj)(X)+
r+s−
j=r+1
kj P(−a,bj)(X) = 0,
hence, equivalently as noted before, there exists P0 ∈ K [X] satisfying (23). Then, taking P := ∑vj=1∑tj−1q=1 Pj,qY qj + P0, it is
immediate to check that d(P) = −aP +∑vj=1 ∂j(kjgj)+∑r+sj=r+1 kjbj, i.e., that P is a solution of Eq. (14) in K [X, Y1, . . . , Yr ].
(b) As observed in Remark 2.5, for every j = 1, . . . , v, the integer ℓ(−a,bj;gj) can be computed and if it is equal to 1, the
polynomial Q(−a,bj;gj)(X) is defined and can be computed. By Remark 2.2, for every j = r + 1, . . . , r + s, the polynomial
P(−a,bj)(X) can be computed. Then, of course,
∑v
j=1 kjQ(−a,kj;gj)(X) +
∑r+s
j=r+1 kj P(−a,bj)(X) can be computed and one can
see whether it is equal to zero. Thus, one can effectively determine whether unconditions (ii) are satisfied and therefore
whether Eq. (14) has a solution in K [X; Y1, . . . , Yr ].
(c) As seen in (22), when it exists, the solution of Eq. (14) in K [X; Y1, . . . , Yr ] is equal to P :=∑rj=1∑tj−1q=1 Pj,q Y qj +P0 where:
• for every j ∈ {1, . . . , r}, the set Pj,tj = 0, Pj,tj−1, . . . , Pj,1} is equal to S(−a,bj;kjgj) by (19.j); by Remark 2.5, the set S(−a,bj;kjgj)
can be constructed, i.e., the polynomials Pj,tj−1, . . . , Pj,1 can be computed.• P0 belongs to K [X] and satisfies (23); by Proposition 2.3 (b), such P0 can be computed.
Thus, P can be computed. 
Theorem B (The Algorithm in the ‘‘Local’’ Case). Let r ≥ 1 and s ≥ 0 be two integers. Let a, b1, . . . , br+s ∈ K [X] and
gj ∈ K [X, Yj] for every j = 1, . . . , r + s. Let
d := ∂X +
r−
j=1
(aYj + bj)∂j +
r+s−
j=r+1
(−aYj + bj)∂j
T := d+
r+s−
j=1
gj.
Then
(a) One can effectively determine the sets J1 := {j ∈ {1, . . . , r}; ℓ(−a,bj;gj) = 1}, J2 := {j ∈ {r + 1, . . . , r + s}; ℓ(a,bj;gj) = 1}
and determine v1 := #J1, v2 := #J2.
(b) The following statements are equivalent:
(i) T generates a maximal left ideal ofAr+s+1(K) := K [X, Y1, . . . , Yr+s]⟨∂X , ∂1, . . . , ∂r+s⟩.
(ii) (0) a ≠ 0 and degYj(gj) ≥ 1 for j = 1, . . . , r + s,
(1)

P(a,bj)(X); j = 1, . . . , r
 ∪ Q(a,bj;gj)(X); j ∈ J2 is a K-linearly independent set of r + v2 elements.
(2)

Q(−a,bj;gj)(X); j ∈ J1
 ∪ P(−a,bj)(X); j = r + 1, . . . , r + s is a K-linearly independent set of v1 + s elements.
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(iii) For every (k1, . . . , kr+s) ∈ K r+s\{(0, . . . , 0)},
(1) d(Z) = aZ +∑rj=1 kjbj +∑r+sj=r+1 kj∂j(gj) does not have any solution in K [X, Yr+1, . . . , Yr+s],
(2) d(Z) = −aZ +∑rj=1 kj∂j(gj)+∑r+sj=r+1 kjbj does not have any solution in K [X, Y1, . . . , Yr ].
(iv) T does not have any Darboux operator in K [X, Y1, . . . , Yr+s]⟨∂1, . . . , ∂r+s⟩\K.
(v) T does not have any Darboux operator of order ≤ 1 in K [X, Y1, . . . , Yr+s]⟨∂1, . . . , ∂r+s⟩\K with the eigenvalue in
{a,−a}.
(c) One can effectively determine whether Properties (ii)(0)–(2) are satisfied.
Proof. (a) and (c). As observed in Remark 2.5, for every j = 1, . . . , r (respectively j = r+1, . . . , r+ s), the integer ℓ(−a,bj;gj)
(respectively ℓ(a,bj;gj) can be computed) and, if it is equal to 1, the polynomialQ(−a,bj;gj)(X) (respectivelyQ(a,bj;gj)(X)) can be
computed. As observed in Remark 2.2, for every j = 1, . . . , r (respectively j = r + 1, . . . , r + s), the polynomial P(a,bj)(X)
(respectivelyP(−a,bj)(X)) can be computed. Then, of course, one can effectively determinewhether the properties (ii)(0)–(2)
are satisfied.
(b) (i)⇔(iv). This is given by [4, Theorem 2.8, p. 274].
(ii)⇔(iii).We first check that conditions (ii), as well as conditions (iii), imply that d is a simple derivation of
K [X, Y1, . . . , Yr+s]. By condition (ii)(1), the polynomialsP(a,b1)(X), . . . ,P(a,br )(X) are K -linearly independent; by condition
(iii)(1), for any (k1, . . . , kr) ∈ K r\{(0, . . . , 0)}, the equation d(Z) = aZ + ∑rj=1 kjbj does not have any solution in
K [X, Yr+1, . . . , Yr+s], hence in particular does not have any solution in K [X]. By [3, Theorem 3.2, p. 804], both of these
properties are equivalent to saying that ∂X +∑rj=1(aYj + bj)∂j is a simple derivation of K [X, Y1, . . . , Yr ]. If s = 0, we are
through. If s ≥ 1, we similarly obtain that condition (ii)(2), as well as condition (iii)(2), implies that ∂X+∑r+sj=r+1(−aYj+bj)∂j
is a simple derivation of K [X, Yr+1, . . . , Yr+s]. Then, by [3, Theorem 3.1, p. 804], d := ∂X+∑rj=1(aYj+bj)∂j+∑r+sj=r+1(−aYj+
bj)∂j is a simple derivation of K [X, Y1, . . . , Yr+s].
Now we show that (ii)⇒(iii). Suppose that (iii)(2) is not satisfied; without loss of generality, we may suppose that there
exist an integer v, r ≥ v ≥ 1, and a tuple (k1, . . . , kr+s) ∈ (K\{0})v × {0}r−v × K s such that the equation d(Z) =
−aZ +∑rj=1 kj∂j(gj) +∑r+sj=r+1 kjbj has a solution in K [X, Y1, . . . , Yr ]. Then, by Theorem 5.1, we have {1, . . . , v} ⊆ J1 and∑v
j=1 kjQ(−a, bj; gj)(X) +
∑r+s
j=r+1 kj P(−a,bj)(X) = 0, a contradiction with the condition (ii)(2). Thus, condition (iii)(2) is
indeed satisfied. Similarly, supposing that (iii)(1) is not satisfied, we would obtain a contradiction with the condition (ii)(1).
Now, we show that (iii)⇒(ii). As noted before, we already know that d is a simple derivation; then, by [3, Corollary 3.4,
p. 806], deg(a) ≥ 1 and in particular a ≠ 0. If there existed j ∈ {1, . . . , r} such that degYj(gj) = 0, then taking kj := 1
and ki = 0 for every i ∈ {1, . . . , r + s}\{j}, the equation (iii)(1) would admit the solution Z = 0, a contradiction with the
hypothesis. Similarly, the hypothesis on the equation (iii)(2) implies that degYj(gj) ≥ 1 for every j = r + 1, . . . , r + s. Thus,
condition (ii)(0) is satisfied. Now, we check that condition (ii)(2) is satisfied. Since d is a simple derivation, {P(−a,bj)(X); j =
r + 1, . . . , r + s} is a K -linearly independent set of s elements by [3, Theorem 3.2, p. 804] and, if v1 = 0, condition (ii)(2) is
satisfied. We may therefore suppose that v1 ≥ 1 and, without loss of generality that J1 = {1, . . . , v1}.
If we suppose that (ii)(2) is not satisfied, then there exists (k1, . . . , kv1) ∈ K v1\{(0, . . . , 0)}, say (k1, . . . , kv1) ∈ (K\{0})u ×
{0}v1−uwith 1 ≤ u ≤ v1, and (kr+1, . . . , kr+s) ∈ K s such that∑uj=1 kjQ(−a,bj;gj)(X)+∑r+sj=r+1 kj P(−a,bj)(X) = 0. Furthermore,
d1 := ∂X+∑rj=1(aYj+bj)∂j is a simple derivation of K [X, Y1, . . . , Yr ] since d is simple. Then, by Theorem 5.1, we get that the
equation d(Z) = −aZ+∑uj=1 kj∂j(gj)+∑r+sj=r+1 kjbj has a solution in K [X, Y1, . . . , Yr ], a contradictionwith condition (iii)(2).
Thus condition (ii)(2) is indeed satisfied. Similarly, using condition (iii)(1), we obtain that condition (ii)(1) is satisfied also.
(iii)⇒(iv). As seen before, conditions (iii) imply that d is a simple derivation of K [X, Y1, . . . , Yr+s}. Now, suppose that
there exist R ∈ K [X, Y1, . . . , Yr+s]⟨∂1, . . . , ∂r+s⟩\K and f ∈ K [X, Y1, . . . , Yr+s] such that [T , R] = f R.
If Ord(R) = 0, i.e., if R ∈ K [X, Y1, . . . , Yr+s], we have d(R) = [T , R] = f R, which is absurd since d is simple.
If Ord(R) = q ≥ 1, write R =∑Λ Pλ ∂Λ with PΛ ∈ K [X, Y1, . . . , Yr+s] for everyΛ and let Γ := (γ1, . . . , γr+s) be such that|Γ | = q, PΓ ≠ 0. Of course, there exists j ∈ {1, . . . , r, . . . , r + s} such that γj ≥ 1; we shall suppose that j ∈ {1, . . . , r}, say
j = 1. (The case s ≥ 1, j ∈ {r + 1, . . . , r + s}would give a similar result.) By Proposition 4.2 (b), we know that
PΓ−e1 = Q +
r+s−
j=r+1
kjYj (24)
with kj ∈ K for j = r + 1, . . . , r + s and Q ∈ K [X, Y1, . . . , Yr ], and we know that
d(PΓ−e1) = −a PΓ−e1 +
r−
j=1
kj∂j(gj) (25)
with k1 := γ1PΓ ∈ K\{0} and kj := (γj + 1)PΓ−e1+ej ∈ K for every j = 2, . . . , r .
Claim 4. Q is a solution of the equation
d(Z) = −a Z +
r−
j=1
kj∂j(gj)−
r+s−
j=r+1
kjbj.
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Proof. By (24), we have:
• d(PΓ−e1) = d(Q )+
∑r+s
j=r+1 kj(−aYj + bj), hence
d(PΓ−e1)(Yr+1 = · · · = Yr+s = 0) = d(Q )+
r+s−
j=r+1
kjbj (26)
• − aPΓ−e1 +
∑r
j=1 kj∂j(gj) = −aQ − a
∑r+s
j=r+1 kjYj +
∑r
j=1 kj∂j(gj), hence
−a PΓ−e1 +
r−
j=1
kj∂j(gj)

(Yr+1 = · · · = Yr+s = 0) = −a Q +
r−
j=1
kj ∂j(gj) (27)
Then, by (25)–(27), we obtain
d(Q ) = −a Q +
r−
j=1
kj∂j(gj)−
r+s−
j=r+1
kjbj .
This terminates the proof of Claim 4 and gives a contradiction to Condition (iii)(2).
(iv)⇒(v). This is clear.
(v)⇒(iii). Suppose that Condition (iii)(2) is not satisfied, i.e., that there exist (k1, . . . , kr+s) ∈ K r+s\(0, . . . , 0) and
P ∈ K [X, Y1, . . . , Yr ] such that
d(P) = −a P +
r−
j=1
kj∂(gj)+
r+s−
j=r+1
kjbj.
Take
R :=
r−
i=1
kj∂j −
r+s−
j=r+1
kjYj + P.
It is routine to check that [T , R] = −a R. The operator R has order one if there exists kj ≠ 0 for some j ∈ {1, . . . , r}; it has
order zero otherwise; in both cases, the eigenvalue is equal to−a. This contradicts Condition (v).
Similarly, suppose that there exists (k1, . . . , kr+s) ∈ K r+s\(0, . . . , 0) and P ∈ K [X, Yr+1, . . . , Yr+s] such that
d(P) = a P +
r−
j=1
kjbj +
r+s−
j=r+1
∂j(kjgj).
Take
R :=
r+s−
j=r+1
kj∂j −
r−
j=1
kjYj + P.
It is routine to check that [T , R] = a R. The operator R has order one if there exists kj ≠ 0 for some j ∈ {r + 1, . . . , r + s}; it
has order zero otherwise; in both cases, the eigenvalue is equal to a. This contradicts Condition (v). 
6. Applications
By the Local-Global Principle, in order to determinewhether a differential operator as in (1) generates amaximal left ideal,
one is reduced to studying its canonical components and hence to studying differential operators of the following type:
T := ∂X +
r−
j=1
(aYj + bj)∂j +
r+s−
j=r+1
(−aYj + bj)∂j +
r+s−
j=1
gj (28)
with r ≥ 1, s ≥ 0, a, b1, . . . , br+s ∈ K [X], gj ∈ K [X, Yj] for j = 1, . . . , r+s. With Theorem B, it is easy to produce differential
operators as in (28) that generate maximal left ideals (respectively, that does not generated maximal left ideals). We shall
illustrate this by exhibiting two big families of differential operators that generate maximal left ideals.
Whether there existed differential operators as in (28), with s ≥ 1, that generated maximal left ideals was an open
question; we can show that plenty of them exist:
Theorem 6.1. Let K be a field of characteristic zero, r ≥ 1 and s ≥ 0 two integers, and a ∈ K [X].
(a) If deg(a) < sup{r, s}, then for any b1, . . . , br+s ∈ K [X] and of any g1 ∈ K [X, Y1], . . . , gr+s ∈ K [X, Yr+s], the operator
S := ∂X +
r−
j=1
(aYj + bj)∂j +
r+s−
j=r+1
(−aYj + bj)∂j +
r+s−
j=1
gj
does not generate a maximal left ideal ofAr+s+1(K).
(b) If deg(a) ≥ sup{r, s}, then for any b1, . . . , br+s ∈ K [X],
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(1) There exist c1, . . . , cr+s ∈ K [X] with deg(cj) < deg(a) for every j, such that
d := ∂X +
r−
j=1
(aYj + bj + cj)∂j +
r+s−
j=r+1
(−aYj + bj + cj)∂j
is a simple derivation of K [X, Y1, . . . , Yr+s].
(2) For such c1, . . . , cr+s and for any g1 ∈ K [X, Y1], . . . , gr+s ∈ K [X, Yr+s]with tj := degYj(gj) ≥ 2 and degX (∂
tj
Yj
(gj) < deg(a)
for every j, the operator
T := d+
r+s−
j=1
(gj)
generates a maximal left ideal ofAr+s+1(K) .
Proof. (a) If deg(a) < r , then by [3, Corollary 3.4 (a), p. 806], for any b1, . . . , br ∈ K [X], the derivation ∂x+∑rj=1(aYj+bj)∂j is
not simple. Similarly, if deg(a) < s, then for any br+1, . . . , b+s ∈ K [X], the derivation ∂X+∑r+sj=r+1(−aYj+bj)∂j is not simple.
Thus, if deg(a) < sup{r, s}, then for any b1, . . . , br+1 ∈ K [X], the derivation d := ∂X+∑rj=1(aYj+bj)∂j+∑r+sj=r+1(−aYj+bj)∂j
is not simple by [3, Theorem 3.1, p. 804]. Then, by [4, Corollary 3.3, p. 278], S := d +∑r+sj=1 gj does not generate a maximal
left ideal ofAr+s+1, no matter what the polynomials g1 ∈ K [X, Y1], . . . , gr+s ∈ K [X, Yr+s] are.
(b) (1) Since deg(a) ≥ r , then by [3, Proposition 4.1, p. 806], there exist c1, . . . , cr with deg(cj) < deg(a) for every j, such
that P(a,b1+c1)(X), . . . ,P(a,br+cr ) are K -linearly independent, hence, by [3, Theorem 3.2, p. 804], such that the derivation
∂X +∑rj=1(aYj + bj + cj)∂j is simple.
Similarly, since deg(a) ≥ s, there exist cr+1, . . . , cr+s ∈ K [X], with deg(cj) < deg(a) for j = r + 1, . . . , r + s, such that the
derivation ∂X +∑r+sj=r+1(−aYj + bj + cj)∂j is simple. Thus, by [3, Theorem 3.1, p. 804], d := ∂X +∑rj=1(aYj + bj + cj)∂j +∑r+s
j=r+1(−aYj + bj + cj)∂j is a simple derivation of K [X, Y1, . . . , Yr+s].
(2) This will be obtained as a special case of the following theorem. 
Let d := ∂X +∑ni=1(aiYi+ bi)∂i be a derivation of K [X, Y1, . . . , Yn]with ai, bi ∈ K [X] for every i = 1, . . . , n. If there exist
g1 ∈ K [X, Y1], . . . , gn ∈ K [X, Yn] such that d +∑ni=1 gi generates a maximal left ideal ofAn+1, then it is known that d is a
simple derivation (see [4, Corollary 3.3, p. 278]. Whether the converse is true or not is an open question. We shall see that
with Theorem B, we can get a very strong converse. Once again, it suffices to consider operators as in (28).
Theorem 6.2. Let r ≥ 1 and s ≥ 0 be two integers. Let d = ∂X+∑rj=1(aYj+bj)∂j+∑r+sj=r+1(−aYj+bj)∂j be a simple derivation
of K [X, Y1, . . . , Yr+s] with a, b1, . . . , br+s ∈ K [X]. For j = 1, . . . , r + s, let gj ∈ K [X, Yj] such that tj := degYj(gj) ≥ 2 and
degX (∂
tj
Yj
(gj) < deg(a). Then, T := d+∑r+sj=1 gj generates a maximal left ideal ofAr+s+1(K).
Proof. Since d is a simple derivation, we know that deg(a) ≥ r ≥ 1 by [3, Corollary 3.4, p. 806]; thus, there exist indeed
polynomials gj’s satisfying the hypothesis of the theorem. Now, we shall check that conditions (ii)(1)–(2) of Theorem B are
satisfied.
Let j ∈ {1, . . . , r}. Let αj ∈ K [X] be the leading coefficient of gj. By hypothesis, deg(αj) < deg(a) = deg(−a); then,
by Lemma 2.6 (c), we have P(−tja,tjαj)(X) = tjαj ≠ 0. Since tj ≥ 2, then by Lemma 2.7 (d), ℓ(−a,bj;gj) = tj > 1. Then,
J1 := {j ∈ {1, . . . , r}; ℓ(−a,bj;gj) = 1} = ∅, v1 := #J1 = 0 and
Q(−a,bj;gj)(X); j ∈ J1
 ∪ P(−a,br+1)(X), . . . ,P(−a,br+s)(X) = P(−a,br+1)(X), . . . ,P(−a,br+s)(X)
is a set of s = v1+ s elements. Since d is a simple derivation, these elements are K -linearly independent by [3, Theorem 3.2,
p. 804]. Thus Condition (ii)(2) of Theorem B is satisfied.
With a similar argument, we can obtain that condition (ii)(1) is satisfied.
Thus, by Theorem B, T generates a maximal left ideal ofAr+s+1(K). 
If s = 0, Theorem 6.2 can be strengthened in the following way:
Theorem 6.3. Let r ≥ 1 be an integer. Let d = ∂X + ∑rj=1(aYj + bj)∂j be a simple derivation of K [X, Y1, . . . , Yr ] with
a, b1, . . . , br ∈ K [X].
Let g1 ∈ K [X, Y1] such that t1 := degY1(g1) ≥ 1 and degX (∂ t1Y1(g1) < deg(a).
For j = 2, . . . , r, let gj ∈ K [X, Yj] such that tj := degYj(gj) ≥ 2 and degX (∂
tj
Yj
(gj) < deg(a).
Then, T := d+∑rj=1 gj generates a maximal left ideal ofAr+s+1(K).
Proof. Since d is simple, we have deg(a) ≥ 1 and there exist some polynomials gi’s satisfying the hypothesis of the
proposition. Now, we shall check that conditions (ii)(1)–(2) of Theorem B are satisfied.
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Let j ∈ {1, . . . , r}. Let αj ∈ K [X] be the leading coefficient of gj.
• For j = 2, . . . , r , we have tj ≥ 2 and, by the same reasoning as in Theorem 6.2, we have ℓ(−a,bj;gj) = tj > 1.• For j = 1, we have either t1 ≥ 2, in which case ℓ(−a,b1;g1) = t1 > 1, or t1 = 1. In this latter case, using Lemma 2.7 (c) and
Lemma 2.6 (c), we have ℓ(−a,b1;g1) = 1 andQ(−a,b1;g1)(X) = α1 ≠ 0. Then,
J1 :=

j ∈ {1, . . . , r}; ℓ(−a,b1;g1) = 1
 = ∅ if t1 ≥ 2{1} if t1 = 1.
In the first case, condition (ii)(2) is vacuous; in the second case, we have v1 := #J1 = 1 and condition (ii)(2) of Theorem B
is satisfied sinceQ(−a,b1;g1)(X) ≠ 0.
Now, we evidently have J2 = ∅, hence v2 := #J2 = 0 and
P(a,b1)(X), . . . ,P(a,b1)(X)
 ∪ Q(a,bi;gi)(X); i ∈ J2 = P(a,b1)(X), . . . ,P(a,br )(X)
is a set of r = r+ v2 elements. Since d is a simple derivation, these elements are K -linearly independent by [3, Theorem 3.2,
p. 804]. Thus condition (ii)(1) is satisfied. 
If T := ∂X +∑rj=1(aXj + bj)∂j +∑r+sj=r+1(−aXj + bj)∂j +∑r+sj=1 gj is an operator, with a, b1, . . . , br , . . . , br+s ∈ K [X],
g1 ∈ K [X, Y1], . . . , gr ∈ K [X, Yr ], . . . , gr+s ∈ K [X, Yr+s], then applying Theorem B, it is immediate to see that if T generates
a maximal left ideal of Ar+s+1 then T1 := ∂X +∑rj=1(aXj + bj)∂j +∑rj=1 gj generates a maximal left ideal of Ar+1 and
T2 := ∂X +∑r+sj=r+1(−aXj + bj)∂j +∑r+sj=r+1 gj generates a maximal left ideal ofAs+1. It is possible for T1 and T2 to generate
maximal left ideals ofAr+1 andAs+1 respectively and for T not to generate amaximal left ideal ofAr+s+1 . The next example
illustrates that fact and furthermore shows that in Theorem 6.2, we cannot in general weaken the hypothesis ‘‘degYi(gi) ≥ 2
for i = 1, . . . , n’’ to ‘‘degY1(g1) = 1 and degYi(gi) ≥ 2 for i = 2, . . . , n’’. (However, when s = 0, we have seen in Proposition
6.3 that we can make that weakening.)
Example 6.4. Let a ∈ K [X] such that deg(a) ≥ 1. Let T := ∂X + (aY1 + 1)∂1 + (−aY2 + 1)∂2 + Y1 + Y 22 . Then:
(a) T1 := ∂X + (aY1 + 1)∂1 + Y1 generates a maximal left ideal of K [X, Y1]⟨∂X , ∂1⟩.
T2 := ∂X + (−aY2 + 1)∂2 + Y 22 generates a maximal left ideal of K [X, Y2]⟨∂X , ∂2⟩.
(b) T does not generate a maximal left ideal of K [X, Y1, Y2]⟨∂X , ∂1, ∂2⟩.
Proof. (a) By Lemma 2.6 (c), we haveP(a,1)(X) = 1 = P(−a,1)(X). Thus, by [3, Theorem 3.2, p. 804], d1 := ∂X + (aY1+ 1)∂1
is a simple derivation of K [X, Y1] and d2 := ∂X + (aY2 + 1)∂2 is a simple derivation of K [X, Y2]. By Theorem 6.3, we obtain
that T1 generates a maximal left ideal of K [X, Y1]⟨∂X , ∂1⟩ and that T2 generates a maximal left ideal of K [X, Y2]⟨∂X , ∂2⟩.
(b) T does not generate amaximal left ideal of K [X, Y1, Y2]⟨∂X , ∂1, ∂2⟩ because Condition (ii)(1) of Theorem B is not satisfied.
Indeed, by Lemma2.7 (c), we have ℓ(−a,1;Y1) = 1 andQ(−a,1;Y1)(X) = P(−a,1)(X) = 1, hence

Q(−a,1;Y1)(X)
∪P(−a,1)(X) =
{1} is not a K -linearly independent set of two elements. 
Remark 6.5. In Theorem B, neither Condition (ii)(1), nor Condition (ii)(2) can be dropped, even in the case s = 0. Indeed,
routine computations show the following:
(a) Let T1 := ∂X + (XY1 + 1)∂1 + (XY2 + 1)∂2 + Y1 + Y 22 . Then, conditions (ii)(0) and (ii)(2) of Theorem B are satisfied, but
not condition (ii)(1).
(b) Let T2 := ∂X + (X2Y1 + X)∂1 + (X2Y2 + 1)∂2 + Y1 + Y2 . Then, conditions (ii)(0) and (ii)(1) of Theorem B are satisfied,
but not condition (ii)(2).
Contrary to what Theorems 6.2 and 6.3 might suggest, the maximality property for cyclic left ideals is not ‘‘stable’’ at all.
We illustrate this factwith a few examples. The proofs are easily obtained applying TheoremB;we leave them for the reader.
Example 6.6. (a) Let a ∈ K [X] such that deg(a) ≥ 2. Then,
• ∂X + (aY1 + X)∂1 + (−aY2 + X)∂2 + Y1 + Y2 generates a maximal left ideal ofA3.
• ∂X + (aY1 + 1)∂1 + (−aY2 + X)∂2 + Y1 + Y2 does not generate a maximal left ideal ofA3.
• ∂X + (aY1 + 1)∂1 + (−aY2 + 1)∂2 + Y1 + Y2 does not generate a maximal left ideal ofA3.
(b) Let r ≥ 2 be an integer and d := ∂X +∑rj=1(aYj + bj)∂j a simple derivation of K [X, Y1, . . . , Yr ] with a, b1, . . . , br ∈
K [X], deg(a) ≥ 2,. Let t2, . . . , tr ≥ 2 be integers. Then,
• d+ Y1 +∑rj=2 Y tii generates a maximal left ideal ofAr+1.
• d+ Y1 + Y2 +∑rj=3 Y tii does not generate a maximal left ideal ofAr+1 .
• d+ Y1 + XY2 +∑rj=3 Y tii generates a maximal left ideal ofAr+1 .
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