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We study the dynamics of an array of nearest-neighbor coupled spatially distributed systems
each generating a periodic sequence of short pulses. We demonstrate that unlike a solitary system
generating a train of equidistant pulses, an array of such systems can produce a sequence of clusters
of closely packed pulses, with the distance between individual pulses depending on the coupling
phase. This regime associated with the formation of locally coupled pulse trains bounded due to a
balance of attraction and repulsion between them is different from the pulse bound states reported
earlier in different laser, plasma, chemical, and biological systems. We propose a simplified analytical
description of the observed phenomenon, which is in a good agreement with the results of direct
numerical simulations of a model system describing an array of coupled mode-locked lasers.
Nonlinear temporal pulses and spatial dissipative lo-
calized structures appear in various optical, plasma, hy-
drodynamic, chemical, and biological systems [1–13]. Be-
ing well-separated from each other these structures can
interact locally via exponentially decaying tails and, as
a result of this interaction, they can form bound states,
known also as “dissipative soliton molecules” [14], charac-
terized by fixed distances and phase differences between
individual structures. Such bound states can emerge due
to the oscillatory character of the interaction force which
is related to the presence of oscillating tails. Another
scenario occurs in the case of monotonic repulsive inter-
action when either the pulse tails decay monotonically,
or a strong nonlocal repulsive interaction between the
pulses is present. In this case the pulses tend to dis-
tribute equidistantly in time or space leading to periodic
pulse trains [15–18] which, in contrast to closely packed
bound states, exhibit large distances between the conse-
quent pulses.
In this Letter we show that even in the case when
the pulses in an individual system exhibit strong repul-
sion, the formation of bound pulse trains can be achieved
by arranging several systems in an array with nearest-
neighbor coupling. As a result, the pulses interact not
only within one system, but also with those in the neigh-
boring ones leading to a different balance of attraction
and repulsion. More specifically, we demonstrate that
this array can produce a periodic train of clusters con-
sisting of two or more closely packed pulses with the pos-
sibility to change the interval between the pulses via the
variation of coupling phase parameter. We show that the
observed pulse train states coexist with the regimes which
are amplitude synchronized and possess fixed phase shifts
between the pulses emitted by neighboring array ele-
ments. In contrast to the pulse bound state regimes pre-
dicted and observed experimentally previously [14, 19–
32], this regime cannot exist in a solitary pulse-generating
system. We illustrate this general result by considering a
particular example of an array of mode-locked lasers cou-
pled via evanescent fields in a ring geometry. Such lasers
are widely used for generation of short optical pulses with
high repetition rates and optical frequency combs suit-
able for numerous applications. Combining many lasers
into an array one can achieve much larger output power
and substantially improve the characteristics of the out-
put beam by synchronizing the frequencies of the individ-
ual lasers [33–40]. Furthermore, it was recently demon-
strated experimentally and verified theoretically that, in
contrast to broad area lasers suffering from transverse
instabilities leading to poor output beam quality, phase
synchronization of individual elements of a multistripe
semiconductor laser arrays can be used to generate high
power beams with low far-field divergence [41, 42].
The correspondence between spatially extended and
time-delay systems was established in series of publica-
tions [43–46]. In particular, it was shown that delay dif-
ferential equations (DDEs) can be reduced to the well
known Ginzburg-Landau amplitude equation in a vicin-
ity of a bifurcation point. On the other hand, many prob-
lems expressed in terms of partial differential equations
can be reformulated in terms of DDEs [47]. Therefore,
for our analysis it is convenient to assume that each in-
dividual array element generating a periodic pulse train
is described by a set of DDEs. Then the dynamics of an
array of N such elements can be described by the set of
symmetrically coupled systems of nonlinear DDEs
d~uj
dt
= ~F [~uj(t), ~uj(t− τ)] + C(~uj−1 + ~uj+1). (1)
Here ~uj, j = 1, ..., N is the state variable describing
the j-th system and C is the coupling matrix. We
assume that in the absence of coupling, C = 0, sys-
tem generates periodic pulses with the period close to
the delay time τ . In our simulations we use a partic-
2ular model describing a mode-locked laser [47]. There,
~u = (A(t), G(t), Q(t))T , where A denotes the complex
electric field amplitude, whereas G and Q are saturable
gain and loss, respectively. The components of the right
hand side vector function ~F are defined by F1 = −γA+
γ
√
κRA(t− τ), F2 = G0− γgG− e−Q(eG− 1)|A(t− τ)|2,
and F3 = Q0 − γqQ − s(1 − e−Q)|A(t − τ)|2, with
R := exp [(1− iαg)G− (1− iαq)Q] /2 − iϑ. Here, the
parameter γ represents the spectral filtering bandwidth,
κ is the attenuation factor describing linear non-resonant
intensity losses per cavity round trip, G0 is the pump pa-
rameter, which is proportional to the injection current in
the gain region, Q0 is the unsaturated absorption pa-
rameter, γg and γq are the carrier relaxation rates in the
amplifying and absorbing sections, and s is the ratio of
the saturation intensities in these two sections. Though
all the parameter values can vary among different lasers,
we assume that this variation is sufficiently small and
consider equal parameters. In what follows we limit our
analysis to the physically meaningful situation when the
lasers are coupled via evanescent fields and, hence, the
coupling matrix C has only a single nonzero element
C11 = ηe
iϕ, where η is the coupling strength and ϕ is
the coupling phase.
In the absence of coupling, η = 0, for the chosen
parameter values each laser operates in a stable funda-
mental passive mode-locking regime with a single sharp
pulse per cavity round trip time [47]. This regime cor-
responds to modulated waves (relative periodic orbits)
with Aj(t) = U(t − θj)eiωt+iυj , Gj = G(t − θj), and
Qj = Q(t − θj), where U(t), G(t), and Q(t) are peri-
odic in time with the period T close to the delay τ , and
arbitrary phase shifts θj and υj .
For small coupling η, the phase shifts θj and υj start
evolving slowly in time due to the interaction between
the lasers and, as a result, a synchronized state can be
achieved. In particular, due to the index shift sym-
metry of the system, solutions are observed, that are
synchronized in the amplitude |Aj | = |A| and with
the constant phase shift between the adjacent lasers
υj+1 − υj = 2πl/N , l = 0, . . . , N − 1 [39, 40, 48–50].
The simplest types of the synchronized regimes are com-
plete in-phase synchronization (l = 0) and anti-phase
synchronization (l = N/2) for even number of lasers N .
Note, that there is also a potentially interesting ”non-
invasive” case l = N/4, for which the coupling vanishes
Aj−1 + Aj+1 = 0. For odd values of N , however, the
anti-phase and non-invasive synchronization regimes do
not exist.
Further we consider the minimal cases of N = 2 and
N = 4 lasers, where N = 4 is the smallest number
that allows in-phase, anti-phase, and non-invasive syn-
chronized solutions. Figure 1(a) demonstrates the sta-
bility regions for the in-phase and anti-phase synchro-
nized mode-locked solutions of the system of four lasers
using the master stability function approach [51] in the
(ϕ, η) plane of coupling parameters. The form of cou-
pling implies that the stability region of the anti-phase
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Figure 1. (a) Bifurcation diagram in coordinates (ϕ, η) for the
synchronized solutions in the ring array of four lasers. Left-
and right-inclined hatching indicates the stability regions for
the in-phase (l = 0) and anti-phase (l = 2) synchronized
solutions. Green line corresponds to a torus bifurcation (T)
and red lines to pitchfork bifurcations (P) of the in-phase
synchronized solution. (b) Laser intensities for the pulse train
bound-state regime in a ring of four lasers calculated for η=0.5
and ϕ = 3.0. Different colors correspond to different lasers.
Other parameters: γ = 33.3, κ = 0.1, αg = 2.0, αq = 3.0,
ϑ = 0, G0 = 2.0, Q0 = 4.0, γg = 0.0133, γq = 1, s = 25, and
τ = 1.875 (similarly to [47]).
synchronized solution coincides with that of the in-phase
synchronized solution shifted by π with respect to the
coupling phase angle ϕ. Furthermore, the P and T lines
in Fig. 1 (a) show bifurcation thresholds of the in-phase
synchronized regime (l = 0). In particular, the green line
(T) indicates a torus bifurcation threshold whereas the
two red lines correspond to pitchfork bifurcations.
The torus bifurcation leads to a slight change of the
pulse shape from one pulse period to another, while syn-
chronization and period of pulsing remains the same. In-
stead, the pitchfork bifurcations of the synchronized so-
lution leads to the appearance of a new bound pulse train
regime. In this regime, lasers pulse sequentially on the
ring one after another, as shown in Fig. 1(b). Here, each
laser stays close to its fundamental mode-locked regime
with period τ0 close to the delay time τ . The pulse train
bound-state regime can be better visualized using the so-
called pseudo-spatial coordinates plane (T, σ) [46], where
σ = tmod τ0 is the original fast time and T = t/τ0 is the
slow time (number or round trips, τ0 = τ + 0.03), see
Fig. 2(a). We observe that pulses which were initially
distributed on the interval σ ∈ [0, τ0] start to interact
and finally form a bound cluster. The distance between
the pulses in this cluster can be controlled by changing
the coupling phase ϕ. Similar bound pulse train for the
case of two coupled lasers is shown in Fig. 2(b). In what
follows, we investigate the origin of this bound state so-
lution by applying the multiscale method [52, 53] to the
two-laser system in order to find the reduced system of
equations governing the slow dynamics of the time sepa-
ration between the pulses and their phase differences.
In order to use the multiscale method, we consider
the limit of small coupling, η = εµ with a small pa-
rameter ε, and search for the solution of system (1) in
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Figure 2. (a) Space-time diagram of the pulse train bound-
state regime for four lasers in coordinates (T, σ), where σ =
tmod τ0 is the original fast time and T = t/τ0 the slow
time (τ0 = 1.9054). Brighter colors indicate higher values
of the sum of the laser intensities
∑
4
i=1
|Ai|
2. (b) Space-
time diagram for pulse train bound state regime for two lasers
(τ0 = 1.9043). Coupling parameters are: η=0.5, ϕ = 3.0.
the form Aj(t0, t1) = e
iφj(t1)A [t0 + θj(t1)] + εA1j(t0, t1),
Gj = G [t0 + θj(t1)] + εG1j(t0, t1), Qj = Q [t0 + θj(t1)] +
εQ1j(t0, t1). Here A, G, and Q is a τ0-periodic solution of
the unperturbed system (mode-locked regime in an un-
coupled laser), A1j , G
1
j , Q
1
j describe first order corrections
due to the coupling between the lasers, t0 = t and t1 = εt
are fast and slow times, respectively.
In the following, we explain how the reduced system
(7) for the the time separation Θ = θ2 − θ1 between
the pulses and the phase difference Φ = φ2 − φ1 be-
tween pulses peaks can be obtained. For this purpose,
the ansatz above is substituted into (1) and the resulting
system is expanded in orders of ε (see [52, 53] for more
details on this method). In the order O(ε), the follow-
ing linear system of DDEs for the vector of perturbations
Sj = (ReA
1
j , ImA
1
j , G
1
j , Q
1
j)
T is obtained
−S˙j + a1 (t)Sj (t) + a2(t)Sj (t− τ) = (2)
a3θ˙j + a4φ˙j +R
(
(−1)jΘ, (−1)jΦ) ,
j = 1, 2, with linear operators a1,2 and vector functions
a3,4 depending only on the unperturbed pulse solution.
Expressions for a1,2,3,4 and R are given in the Supple-
mental material.
The solvability condition (for bounded solutions) of
the linear non-homogeneous system (2) requires that its
right hand side is orthogonal to the neutral (or Gold-
stone) modes of the adjoint homogenous system [54]. In
the case of small coupling coefficient, η ≪ 1, these modes
can be approximated by ψ†j and ξ
†
j with j = 1, 2, that are
related to the phase shift and the time-shift invariance of
the model equations. These modes can be found numer-
ically (see, e.g. [52, 53]). The orthogonality of the right
hand side of (2) to ψ†1,2 with respect to the inner prod-
uct
∫ T
0
(
a3θ˙j + a4φ˙j +R
(
(−1)jΘ, (−1)jΦ)
)
ψ†j(t)dt = 0
leads to the system of two ordinary differential equations
pψ θ˙1 + qψφ˙1 = µRψ(Θ,Φ), (3)
pψ θ˙2 + qψφ˙2 = µRψ(−Θ,−Φ), (4)
where coefficients pψ, qψ , and Rψ are given by the the
corresponding scalar products cf. the Supplemental ma-
terial. Subtracting equations (3) and (4) from one an-
other, one obtains the equation for the phase difference
Φ and time separation of the pulses Θ:
pψΘ˙ + qψΦ˙ = µ (Rψ(−Θ,−Φ)−Rψ(Θ,Φ)) . (5)
In the same way, the orthogonality conditions to the
modes ξ†1,2 lead to the equation
pξΘ˙ + qξΦ˙ = µ (Rξ(−Θ,−Φ)−Rξ(Θ,Φ)) . (6)
Solving now (5) and (6) for Θ˙ and Φ˙, we obtain the re-
duced system of two ordinary differential equations for
the slow time evolution of Θ and Φ:
Θ˙ = η cos (Φ +∆Θ (Θ)) fΘ (Θ) ,
Φ˙ = η sin (Φ +∆Φ (Θ)) fΦ (Θ) , (7)
where fΘ,Φ(Θ) ≥ 0. The specific shape of the right hand
side of (7) is due to the fact that the function Rψ(Θ,Φ)
contains only first Fourier harmonic in Φ. As a result,
the dependence on Φ is a linear combination of sin(Φ)
and cos(Φ) that can be represented as (7). More details
are given in the Supplemental material.
The bound pulse train states correspond to the fixed
points of (7). These points lying on the intersec-
tion of nullclines of (7) are defined by the condition
cos (Φ +∆Θ (Θ)) = sin (Φ +∆Φ (Θ)) = 0, which im-
plies that one of the two conditions should be satisfied,
∆Θ (Θ) = ∆Φ (Θ), or ∆Θ (Θ) = ∆Φ (Θ) + π. The first
condition corresponds to the saddles of the system (7),
while the second equation corresponds either to nodes or
to foci. Figure 4(a) shows intersecting nullclines of (7) in
the (Θ,Φ) phase plane. Here, blue filled (unfilled) circles
depict stable (unstable) nodes, red filled (unfilled) circles
correspond to stable (unstable) foci, and blue squares –
to saddles. All of these equilibria correspond to pulse
bound states in system (1) with the same stability prop-
erties. Note that a particular case Θ = 0 corresponds
to the synchronized pulses with the zero time separation,
when the system (7) transforms into a single equation
Φ˙ = µCΦ sinΦ, which admits either in-phase Φ = 0 or
anti-phase synchronization Φ = π as it was mentioned
above.
Noteworthy, the reduced system (7) resembles the
equations governing the slow dynamics of the distance
and phase difference between two interacting dissipative
solitons in spatially extended systems described by gen-
eralized complex Ginzburg-Landau equation on an un-
bounded domain [27, 55–57]. The case of coupled lasers,
however, is distinct in two aspects: (i) unlike the case of
complex Ginzburg-Landau equation the presence of the
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Figure 3. Stable equilibria and their basins of attraction on
the phase plane of the reduced system (7) for coupling phase
ϕ = 3.0. C1 corresponds to the stable anti-phase synchro-
nized solution. Equilibria B1, B2, and B3 correspond to
bound states with increasing time separation Θ, which have
different phase shifts Φ between pulse intensity maxima. In-
set: An example of the intertwining basins of attraction of
five stable bound states in the vicinity of a spiral source for
the reduced system (7) for ϕ = 3.99.
phase shifts ∆Θ,Φ (Θ) in Eqs. (7) allows for the existence
of bound states with the Θ-dependent phase difference
between the pulses different from 0, π, and ±π/2, and
(ii) instead of a countable set of equidistant roots, the
functions fΘ,Φ (Θ) have no roots at all, which means that
in laser arrays there is a finite number of bound states
which are distributed along the Θ-axis in a more complex
manner. The 2D phase plane of the reduced system (7) is
presented in Fig. 3, where the equilibria and their basins
of attraction are shown. Note, that due to the symme-
try (Θ,Φ) → (−Θ,−Φ) it is sufficient to show only the
left half of the coordinate system. Here, the point C1
corresponds to a stable anti-phase synchronized solution,
while points B1, B2, and B3 indicate the bound states
with nonzero pulse time separations Θ. Figure 3 shows
the case of ϕ = 3.0. For other values of ϕ, there can co-
exist from two to five stable equilibria corresponding to
distinct bound states. The basins of attraction of these
states are separated by saddles and, interestingly, they
can wind into spiral sources as it is shown in the inset
of Fig. 3. The video showing the position of the equi-
libria and corresponding basins of attraction for different
values of ϕ is available in the Supplemental material.
A more detailed stability analysis of the bound state
corresponding to the equilibrium B1 is performed nu-
merically using the path continuation software DDE-
BIFTOOL [58] applied to Eqs. (1). The bifurcation dia-
gram showing the domain of stability of this bound state
is presented in Fig. 4(b). Here, red line P corresponds to
a subcritical pitchfork bifurcation from the in-phase syn-
chronized solution, whereas the blue F line corresponds
T
P
F
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0.5
1
1.5
2 4 60
(a) (b)
Figure 4. (a) Fixed points and nullclines for the reduced
system (7) in the plane (Θ,Φ) calculated for coupling phase
ϕ = 3.0. Blue filled (empty) circles correspond to stable (un-
stable) nodes, red filled (empty) circles to stable (unstable)
foci, whereas blue empty diamonds to saddles. (b) Bifurca-
tion diagram for the bound state B1 (cf. Fig. 3, (b)) in the
plane (ϕ, η). Light gray area shows the stability domain of the
bound state. Red line P corresponds to a subcritical pitch-
fork bifurcation of the in-phase synchronized solution, blue
line F corresponds to a fold bifurcation, and dashed black
line T indicates the first torus bifurcation. Left- and right-
inclined hatching indicates the stability domains of in-phase
and anti-phase synchronized solutions from Fig. 1 (a).
to a fold bifurcation leading the appearance of unstable
bound state solutions. The dashed black line T shows the
first torus bifurcation of pulse bound state which leads to
a slight change of the pulse shapes from one pulse period
to another, while the period of the pulsing remains the
same.
To conclude, we discovered the bound pulse train
regime in an array of nearest-neighbor coupled nonlinear
distributed dynamical systems. In this regime trains of
short pulses generated by individual elements of the array
are bound by local interaction, forming the closely packed
pulse clusters. In the limit of small coupling strength
asymptotic equations are derived governing the slow time
evolution positions and phases of the interacting pulses
in an array consisting of two pulse generators. The pulse
separations and phase differences between the pulses in
bound states as well as basins of attraction of differ-
ent bound states calculated using this semi-analytical
approach are in good agreement with the results of di-
rect numerical simulations of a set of DDEs describing
an array of coupled mode-locked lasers (1). The stabil-
ity and bifurcations of bound pulse train regime were
studied numerically with the path-following technique.
The bound states reported in this Letter have a similar-
ity with rather well studied bound states of dissipative
solitons in spatially extended systems, where multiple
soliton clusters surrounded by a linearly stable homoge-
neous regime can be formed due to a similar mechanism
of balancing between attraction and repulsion. However,
unlike the bound states formed by dissipative solitons,
the appearance of this new type of bound states is re-
lated to the presence of coupling between the neighbor-
ing lasers and it is impossible in a solitary array element,
where zero intensity steady state is linearly unstable and
5pulse interaction is nonlocal and always repulsive. Fur-
thermore, unlike the case of complex Ginzburg-Landau-
type equations, the new bound pulse train regime can
exhibit continuously changing phase difference between
the pulses depending on their time separation and cor-
respond to a finite number of fixed points distributed
non-equidistantly along the time axis. Since the physical
mechanism of the bound state formation due to the cou-
pling between neighboring lasers is quite general, it can
be observed in other physical systems described by cou-
pled sets of partial or delay differential equations, where
pulse solutions are present. Therefore, we believe that
our results are generic and valid for a large class of cou-
pled spatially extended systems of different physical ori-
gin.
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