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RESUMO
A área de confiabilidade de software é considerada uma das mais cŕıticas em Engenharia
de Software. Diante disso, escolher qual o melhor modelo de confiabilidade a ser utilizado
é uma tarefa importante, uma vez que os modelos apresentam resultados distintos para
um mesmo conjunto de dados. Uma forma de selecionar qual o melhor modelo é analisar
experiências e resultados de outras bases. Mas isto pode consumir muito tempo e esforço
e nem sempre é uma tarefa trivial para a maioria dos gerentes de software. Para auxiliar
na atividade de seleção de qual o modelo de confiabilidade a ser utilizado, este trabalho
apresenta uma abordagem baseada em Meta-Aprendizado, uma sub-área do Aprendizado
de Máquina. A tarefa de seleção é vista como uma tarefa de classificação, na qual as
classes são os diferentes modelos. Para validação da abordagem foram realizados vários
experimentos de comparação e seleção de qual o melhor modelo entre tradicionais ou
paramétricos, e modelos não paramétricos que utilizam Redes Neurais e Programação
Genética. Essa validação explora algumas caracteŕısticas, meta-dados, de bases contendo
dados de tempo entre falhas, tais como: variância, inclinação, auto-correlação e rúıdo
médio. Dois classificadores foram avaliados, um baseado em árvores de decisão e outro em
Redes Neurais. Ao final, um modelo é selecionado baseado no Erro Médio. Os resultados
obtidos sugerem que a aplicação do Meta-Aprendizado é uma ferramenta importante para
seleção do melhor modelo de confiabilidade.
x
ABSTRACT
Software reliability is considered one of the most critical tasks in Software Engineering.
Due to this, the use of software reliability models is fundamental. However, there are
many types of models that can be used and none has proved to perform well considering
different projects and databases. One way to select the best model for a specific dataset,
is to analyse historical data. But, this can consume a lot of effort and time and it is
not always a trivial task for most of the software managers. To help in the selection of
what reliability model to use, this work presents one approach based on Meta-Learning, a
sub-field of Machine Learning. The selection task is seen as a classifier activity, where the
classes are the different models. To validate the introduced approach, some experiments
were conducted with traditional or parametric models and non parametric ones, such
as the models based on Neural Networks and Genetic Programming. These experiments
explored some meta-data as variance, inclination, auto-correlation and noise and two kind
of classifiers: one based on decision trees and another one based on Neural Networks.
The best model is selected based on the Average Error. The obtained results validate the




A utilização de sistemas computacionais em quase todas as atividades humanas é uma re-
alidade. Este cenário tem como conseqüência a necessidade de produção de sistemas com
alto grau de qualidade. Entende-se por sistemas com qualidade, aqueles que atendem aos
requisitos de funcionalidade, eficiência, portabilidade, usabilidade e confiabilidade [28].
No entanto, a construção de software com estes requisitos não é uma tarefa trivial. Es-
pecificamente, o requisito de confiabilidade que é considerado por diversos autores como
uma das principais caracteŕısticas do software [97].
A confiabilidade pode ser definida como a capacidade de um software desempenhar
suas funções corretamente por um peŕıodo de tempo considerando as variáveis do am-
biente de execução [28]. Sendo assim, utilizar métodos para estimar ou calcular a con-
fiabilidade do software é uma atividade muito importante na construção de software de
qualidade. Avaliar a confiabilidade de software pode auxiliar gerentes de projeto a plane-
jar as atividades de teste e manutenção e a liberação de software com um ńıvel desejado de
confiabilidade. A entrega de um software sem que esse ńıvel seja alcançado pode implicar
em altos custos para o usuário final, além de uma má reputação para o desenvolvedor [97].
Para avaliar a confiabilidade de software existem alguns modelos. Estes modelos são
geralmente classificados de acordo com as caracteŕısticas ou informações que são utiliza-
das na atividade de teste [54, 72] e as suposições que são utilizadas nas suas formulações.
Por exemplo, muitos modelos são baseados no tempo [70, 71, 74], isto é, eles consideram
o tempo entre falhas observado. Este grupo inclui modelos tradicionais como o modelo
de Jelinski-Moranda (JAM) [71] e o modelo Geométrico [70]. Alguns outros modelos,
consideram o critério de cobertura de teste [19, 62, 77]. Outros autores também propõem
outras classificações para os modelos de confiabilidade. Eles também podem ser classi-
ficados em modelos paramétricos e não paramétricos. Os modelos paramétricos são os
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modelos que recebem parâmetros que descrevem caracteŕısticas dos dados nos quais o
modelo irá atuar. Estes parâmetros são utilizados para auxiliar nas avaliações e melhorar
a precisão dos modelos. Alguns exemplos de modelos de confiabilidade paramétricos são
o JAM e o GEO, mencionados anteriormente.
Outra categoria de modelos é a dos não paramétricos. Estes modelos apesar de rece-
berem parâmetros para ajustes de suas funções na realização das predições, não precisam
de informações sobre o tipo da curva dos dados para adequar os cálculos de confiabi-
lidade. Dois exemplos de modelos não paramétricos são os modelos baseados em Pro-
gramação Genética (PG) [42] e Redes Neurais (RN) [46], que são técnicas de Aprendizado
de Máquina.
O Aprendizado de Máquina é uma área da computação que busca o desenvolvimento
das técnicas computacionais que possibilitam aos sistemas adquirir conhecimento de forma
automática [65, 82, 84]. Modelos de confiabilidade utilizam estas técnicas para buscar
o conhecimento nas bases de dados e identificar padrões. Devido a esta caracteŕıstica
de aprendizagem, modelos não paramétricos são mais flex́ıveis a bases de dados com
imperfeições e, em geral, apresentam resultados mais precisos.
No entanto, nem sempre um modelo não paramétrico é a melhor opção para diferentes
bases de dados. Muito embora diferentes modelos existam, nenhum apresenta-se melhor
em todas as bases. O resultado de um modelo de confiabilidade está associado às su-
posições assumidas para a formulação desse. Quando os dados da base se enquadram
nessas suposições, os resultados são mais precisos. Esta dependência das caracteŕısticas
das bases para aplicação de um modelo de confiabilidade torna a atividade custosa, pois
identificar estas caracteŕısticas nos dados não é uma tarefa simples para a maioria dos
gerentes de software.
Uma abordagem comum na escolha de um modelo de confiabilidade acaba sendo a
execução de vários modelos sobre a base de dados e coleta das predições. Após uma
avaliação, é definido qual o modelo que apresentou os melhores resultados quanto ao
acerto na predição. Este tipo de análise torna a atividade de avaliação de confiabilidade
cara, demorada e consumidora de esforço.
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Alguns trabalhos foram desenvolvidos no sentido de buscar formas melhores de in-
dicação de um modelo de confiabilidade. Por exemplo, o trabalho de Asad et al [6]
introduz uma forma de seleção de modelos de confiabilidade baseada nas fases do ciclo de
desenvolvimento de software. Já o trabalho de Khoshgoftaar et al [51] propõe uma abor-
dagem de seleção entre modelos NHPP (Nonhomogeneous Poisson Process). No entanto,
estes trabalhos não consideram modelos não paramétricos. Para permitir a escolha dentre
modelos não paramétricos são necessárias algumas adaptações e extensões.
Para solucionar os problemas desses trabalhos e reduzir o esforço gasto na escolha de
um modelo de confiabilidade de software, este trabalho apresenta uma abordagem para a
seleção de modelos de confiabilidade que utiliza Meta-Aprendizado.
O Meta-Aprendizado é uma sub-área do Aprendizado de Máquina, na qual o objetivo
é fazer com que os algoritmos detectem as caracteŕısticas da base de dados e apontem,
baseados em dados emṕıricos, qual o modelo mais adequado. Esta técnica foi original-
mente proposta para selecionar o melhor algoritmo para uma base de dados considerando
algumas de suas caracteŕısticas em um contexto de mineração de dados [101]. Trabalhos
recentes incluem modelos de previsão [88] e seleção de séries temporais [80, 81]. Os resul-
tados animadores destes trabalhos são uma motivação para utilizar Meta-Aprendizado no
contexto ainda inexplorado de Engenharia de Software, particularmente em confiabilidade
de software.
1.1 Objetivos do Trabalho
Dada uma base com informações referentes à confiabilidade de software, este trabalho
tem como objetivo principal propor uma abordagem de seleção do melhor modelo a ser
utilizado para predizer e estimar o ńıvel de confiabilidade do software correspondente.
Para isso, o trabalho propõe a utilização de Aprendizado de Máquina e Meta-Aprendizado
para decidir qual o melhor modelo, ou seja, o modelo que apresentará a melhor estimativa,
a ser aplicado à base de dados considerando algumas de suas caracteŕısticas. Com isso,
pretende-se facilitar a avaliação da confiabilidade do software e contribuir para o controle
e liberação de software de qualidade.
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Para validar a abordagem proposta, no contexto de confiabilidade de software, fo-
ram realizados experimentos baseados em resultados de diferentes modelos de confiabili-
dade, incluindo modelos tradicionais e modelos baseados em técnicas de Aprendizado de
Máquina, apresentados no trabalho de Costa et al [25]. Considerando os resultados deste
trabalho, foram realizados doze experimentos com classificadores que utilizam árvores de
decisão e doze experimentos com classificadores que utilizam redes neurais. Os classifica-
dores são utilizados para decidir qual o modelo de confiabilidade a ser utilizado em uma
dada base de dados.
1.2 Organização do Trabalho
Este trabalho está organizado conforme segue. No Caṕıtulo 2 são abordados os concei-
tos e técnicas de Aprendizado de Máquina e Meta-Aprendizado e algumas aplicações de
Aprendizado de Máquina em Engenharia de Software. No Caṕıtulo 3 faz-se uma con-
textualização da área de confiabilidade de software apresentando os principais conceitos,
alguns modelos e, em especial, o trabalho de Costa et al [25], o qual forneceu alguns da-
dos que suportam este trabalho. No Caṕıtulo 4 é apresentado o detalhamento do método
desenvolvido no trabalho, passos e resultados obtidos com os experimentos de validação.
O último caṕıtulo (Caṕıtulo 5) é destinado à conclusão referente aos resultados obtidos e
posśıveis evoluções da abordagem para trabalhos futuros. O trabalho também contêm 12





Neste caṕıtulo são abordados os principais conceitos de Aprendizado de Máquina, algu-
mas formas de classificação de sistemas de aprendizado automático e algumas aplicações
destes sistemas. Uma seção é dedicada a apresentar as formas de Meta-Aprendizado, uma
subárea do Aprendizado de Máquina que utiliza meta-dados para realização do aprendi-
zado. No final do caṕıtulo, são apresentadas as caracteŕısticas da ferramenta Weka que
implementa uma variedade de algoritmos de Aprendizado de Máquina e trabalhos que
utilizam Aprendizado de Máquina em Engenharia de Software.
2.1 Introdução ao Aprendizado de Máquina
A crescente aproximação dos sistemas computacionais das atividades humanas tem como
uma das conseqüências a explosão da quantidade de dados armazenados. A observação
dos repositórios de dados pode revelar comportamentos, padrões, tendências e até mesmo
contribuir na antecipação de eventos ou situações. No entanto, devido à grande quantidade
de informação dispońıvel nas bases de dados, analisar e extrair estas informações de
maneira eficiente e confiável pode não ser uma tarefa trivial. Neste contexto, técnicas
foram desenvolvidas para que os computadores auxiliem as pessoas nessa atividade. A área
da computação que busca o desenvolvimento das técnicas computacionais que possibilitam
aos sistemas adquirir conhecimento de forma automática é chamada de Aprendizado de
Máquina [65, 82, 84]. Ou seja, qualquer programa que melhora o seu desempenho na
execução de uma tarefa através da análise de experiências similares de resolução da tarefa,
está executando o Aprendizado de Máquina.
O Aprendizado de Máquina pode ser realizado através de diversas maneiras, mas
basicamente três caracteŕısticas devem ser identificadas [68]:
• Tarefa a ser aprendida
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• Uma medida de desempenho a ser melhorada
• Uma base com experiências desta tarefa.
O primeiro passo para iniciar a construção de um sistema capaz de aprender é seleci-
onar um conjunto de dados de treinamento. A base de treinamento fornece a experiência
necessária para o sistema aprender como melhorar o seu desempenho em uma determinada
tarefa. Logo, a escolha de uma base de treinamento adequada à tarefa a ser executada
é essencial no sucesso ou falha do sistema de aprendizado. A próxima etapa é definir
exatamente o tipo de conhecimento que será adquirido e como ele será usado para me-
lhorar a execução da tarefa. Para isto, deve-se escolher uma função alvo e uma forma de
representá-la. Esta função alvo é o conceito a ser aprendido. A última etapa é definir um
algoritmo que aprenda a função alvo a partir da base de treinamento [68].
Existe uma variedade de formas de sistemas de aprendizado automático que podem
ser classificados de acordo com a linguagem de descrição, do modo, paradigma e forma
de aprendizado utilizado [84]. As diferentes formas de realização da aquisição de conhe-
cimento ocorrem porque dependendo da tarefa a ser aprendida, da base de treinamento
dispońıvel, da forma de captura do conhecimento desta base, os sistemas de aprendizado
apresentam diferentes resultados.
A linguagem de representação, ou seja, como representar os exemplos, hipóteses e
conhecimentos do domı́nio é uma forma de classificação dos sistemas de Aprendizado de
Máquina. Para descrever estas informações, as seguintes linguagens são utilizadas [84]:
• Linguagem de Representação de Exemplos - LRE
• Linguagem de Representação de Hipóteses - LRH
• Linguagem de Representação de Conhecimento do Domı́nio - LRC
Outra forma na classificação é o modo de aprendizado: incremental ou não incremen-
tal(batch). Quando o aprendizado necessita de toda a base de treinamento para acontecer,
ele é dito aprendizado não-incremental. Caso contrário, quando a hipótese não precisa ser
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constrúıda desde o ińıcio e quando novos exemplos são inseridos na base de treinamento,
então o aprendizado é dito incremental [84].
2.1.1 Paradigmas de Aprendizado de Máquina
Os paradigmas de Aprendizado de Máquina definem as diferentes formas de aprendizado
automático. Os paradigmas são:
1. Simbólico: o aprendizado é realizado através de representações simbólicas dos
conceitos com a análise de exemplos e contra-exemplos. Estas representações são,
geralmente, expressões lógicas, árvores de decisão, regras ou redes semânticas [84].
2. Estat́ıstico: neste paradigma de aprendizado, o objetivo é construir um modelo
estat́ıstico que representa o mais próximo posśıvel o conceito induzido. Vários des-
tes modelos são paramétricos, nos quais é assumida alguma forma para o modelo e
então os parâmetros são ajustados de forma a representar a melhor aproximação so-
bre o conjunto de dados. As redes neurais são consideradas por alguns autores como
exemplo de aprendizado que utilizada o paradigma estat́ıstico [84]. Isso porque as
redes neurais precisam ser ajustadas com valores de pesos para as ligações entre os
“neurônios”da rede. A técnica de redes neurais será detalhada em uma seção mais
adiante deste caṕıtulo. Outro exemplo de métodos estat́ıstico de aprendizado é o
Aprendizado Bayesiano, que utiliza um modelo probabiĺıstico baseado no conheci-
mento prévio do problema combinado com exemplos de uma base de treinamento
para determinar a probabilidade final de uma hipótese [84].
3. Baseado em Exemplos: este paradigma utiliza a comparação das caracteŕısticas
do exemplo a ser classificado com uma base de exemplos já classificados, e então
assume que a classe do exemplo é a mesma classe daqueles exemplos já conheci-
dos e que possuem as mesmas caracteŕısticas. Quando os exemplos precisam estar
carregados na memória para que o classificador possa classificar novos elementos,
o sistema é dito lazy. O contrário desses sistemas são os sistemas ditos eagers.
Neste caso, os exemplos são descartados logo após serem utilizados para induzir o
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conhecimento. Os dois algoritmos mais importantes deste paradigma são o Nearest
Neighbours (KNN-Algorithm) (vizinhos mais próximos) [68] e Racioćınio Baseado
em Casos (RBC) [84].
4. Conexionista: este paradigma é baseado nas inter-conexões entres os atributos
representantivos de uma classe. Por esta razão, a técnica de redes neurais é mais
conhecida deste paradigma [84].
5. Evolutivo: este paradigma utiliza uma analogia ao modelo de seleção natural de
Charles Darwin, na qual os elementos de uma população evoluem de geração em
geração, selecionando naturalmente aqueles mais adaptados ao ambiente e descar-
tando os mais fracos. O paradigma genético utiliza a “evolução” de uma população
de indiv́ıduos que competem para solucionar o problema, sendo selecionado aquele
que apresentar os melhores resultados [42, 84].
2.1.2 Hierarquia do Aprendizado Indutivo
Uma das maneiras mais comuns de aquisição de conhecimento é através da indução. A
indução permite através da inferência lógica sobre fatos/dados a obtenção de conclusões
e aquisição de conhecimento. Neste processo de aprendizado, o conhecimento é derivado
do racioćınio sobre os dados/experiências já adquiridas. Sendo assim, os conhecimentos
gerados através da indução podem ou não representar a verdade, uma vez que as con-
clusões são totalmente resultantes dos exemplos já conhecidos e os exemplos podem ser
insuficientes para gerar uma conclusão totalmente correta.
A Figura 2.1 apresenta a hierarquia do aprendizado indutivo. Este tipo de aprendizado
pode ocorrer de maneira supervisionada, na qual é indicada uma classe para cada amostra
do repositório de dados, ou não-supervisionada, sem a indicação de uma classe.
Na aprendizagem supervisionada, os algoritmos são preditivos e fornecem como resul-
tado tendências obtidas através de inferências de dados [9, 95]. Ou seja, são fornecidos
exemplos ao sistema de aprendizado, sendo que cada exemplo possui uma classe associada,
das quais o sistema infere modelos que caracterizam os elementos de uma classe. Dentro
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Figura 2.1: Hierarquia do Aprendizado Indutivo adaptada de [84]
da categoria de aprendizado supervisionado, conforme o tipo do atributo-classe podemos
dividir a tarefa de aprendizado em classificação e regressão. Quando o atributo-classe é
qualitativo e assume valores discretos, então o aprendizado é dito de classificação. Caso
o atributo-classe seja quantitativo, isto é, pode assumir valores reais, então a tarefa de
aprendizado é dita de regressão.
Já no aprendizado não-supervisionado, as classes dos dados não são conhecidas. Nesta
categoria, o objetivo é compor um modelo que procura regularidades nos exemplos, con-
siderando algumas técnicas [9, 82]:
• Associação: busca os relacionamentos entre os atributos do repositório de dados de
forma a eleger um atributo determinante na associação com outros atributos. O
algoritmo mais famoso é o Apriori [1, 2]. As regras geradas por estes algoritmos são
da forma X Ô A ˆB, onde X é chamado de atributo antecedente e A e B são os
atributos conseqüentes. Uma leitura para esta regra é: “Ocorrendo X então ocorre
A e B ”.
• Clustering: a partir da definição de uma métrica de similaridade de atributos e
uma função de combinação destas métricas de atributos em uma métrica global,
esta técnica realiza o agrupamento das instâncias de um repositório de dados. Este
agrupamento pode revelar caracteŕısticas intŕınsecas de um grupo de instâncias de
uma base [95].
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2.1.3 Técnicas de Aprendizado de Máquina
Uma caracteŕıstica importante dos algoritmos de Aprendizado de Máquina é a capacidade
de revelar padrões/conhecimentos corretos relativos a uma base, mesmo que esta contenha
dados com imperfeições ou ausência de algumas informações [25]. Esta capacidade é
complementada por técnicas de pré-processamento e transformação dos dados que são
aplicadas nas bases de dados a fim de aumentar a qualidade dos mesmos. Realizadas
as tarefas de tratamento e preparação dos dados, a próxima etapa é a aplicação dos
algoritmos de aprendizado. Dentro dos paradigmas de aprendizagem de máquina, existem
as técnicas ou algoritmos que implementam a forma de aprendizado. Algumas técnicas
são:
• Árvores de Decisão
• Programação Genética
• Redes Neurais
Geralmente, a metodologia utilizada na aprendizagem é dividir a base de dados em
dois subconjuntos: uma base para descoberta dos padrões que é chamada de base de
treinamento e outra onde o conhecimento adquirido na base anterior é aplicado para
verificação de sua validade. Normalmente, o repositório de dados é dividido de forma que
2/3 dos dados estejam na base de treinamento e o restante (1/3) como base de verificação
ou teste [95]. No entanto, quando a base na qual está sendo realizado o aprendizado
é reduzida, outras técnicas podem ser utilizadas. Neste trabalho utilizamos a técnica
denominada leave-one-out e que será descrita no Caṕıtulo 4.
2.1.3.1 Árvores de Decisão
Uma árvore de decisão é uma representação formada por nós interligados, onde os nós
podem ser nós-folhas ou nós de decisão. Os nós estão todos interligados representando o
caminho que deve ser seguido para alcançar os nós-folhas.
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Alguns exemplos de algoritmos de aprendizado supervisionado de classificação que
apresentam árvores de decisão como resultado são: Id3, J48, ADTree e o C4.5 [82], prin-
cipal classificador e descendente do Id3. Para que um conjunto de dados possa ser clas-
sificado pelo algoritmo C4.5, ele deve poder ser expresso em termos de atributos, conter
classes pré-definidas e discretas para que o C4.5 possa realizar a aprendizagem supervi-
sionada e, dados suficientes para identificação dos padrões. Como resultado, o algoritmo
produz uma árvore de decisão onde as folhas representam classes e os nós superiores às
folhas são testes que devem ser aplicados a um valor de um atributo para decidir qual
caminho até as folhas da árvore deve ser seguido.
Figura 2.2: Árvore de Decisão do C4.5
A Figura 2.2 mostra um exemplo de árvore de decisão. Para alcançar as folhas, devem
ser realizados testes sobre os valores dos atributos dos nós a5, a2 e a4. Conforme os
valores destes atributos, a árvore indica um caminho para definição da classe (c0 e c1 por
exemplo). Algumas vantagens do C4.5 são o uso reduzido de memória, simplicidade na
interpretação das regras e seleção automática dos atributos relevantes.
2.1.3.2 Programação Genética
A Programação Genética (PG) é um outro método de Aprendizado de Máquina. Ela é
uma técnica da área de estudo chamada de Computação Evolucionária que compõe o para-
digma genético de resolução de problemas e utiliza os prinćıpios apresentados por Darwin
para selecionar entre uma coleção de programas, qual deles é mais adequado para solução
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de um dado problema. Inicialmente proposto por John Koza [53] que baseou suas idéias
nos trabalhos relacionados a Algoritmos Genéticos de John Holland [42], a Programação
Genética tem sido pesquisada em trabalhos de Inteligência Artificial e Aprendizado de
Máquina. Diferentemente dos Algoritmos Genéticos nos quais os indiv́ıduos da população
são usualmente representados por strings de bits, a programação genética utiliza progra-
mas de computador geralmente codificados na forma de árvore.
Os algoritmos de PG utilizam uma função heuŕıstica chamada de fitness ou aptidão que
recebe um programa como parâmetro de entrada para especificação da hipótese e retorna
um número que indica quão próximo a solução encontrada está da solução desejada. A
estrutura geral dos algoritmos de PG é uma árvore onde os nodos são funções ou um
terminal. A cada interação do algoritmo de PG, uma nova população de programas é
criada e substitui a população anterior. Para iniciar a execução do algoritmo de PG uma
população de programas é gerada aleatoriamente. Após submeter a população inicial à
função de fitness, alguns programas são submetidos a um dos operadores: reprodução,
crossover ou mutação [25].
O operador de reprodução replica o programa para a próxima geração, o crossover
(cruzamento) combina dois programas gerando dois descendentes, e o operador de mutação
seleciona aleatoriamente uma parte do programa e a substitui por uma nova sub-árvore.
Todo o comportamento de um algoritmo de PG é determinado pelos parâmetros que
indicam a probabilidade de aplicação dos operadores, o número de repetições do algoritmo,
limitação e controle de como as buscas na árvore serão realizadas, o tamanho da população,
entre outros. O algoritmo é executado até que a solução desejada seja encontrada ou o
número máximo de gerações tenha sido alcançado. Como resultado, o programa que
representa a melhor solução do problema é encontrado de acordo com os parâmetros e a
função de fitness.
2.1.3.3 Redes Neurais
Além da PG, outra técnica que vem sendo utilizada são as redes neurais artificiais. As re-
des neurais são modelos matemáticos representados através de uma estrutura de unidades
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interligadas. A representação destes modelos é associada à estrutura neural dos organis-
mos inteligentes que adquirem conhecimentos através de experiências, onde as unidades
são os neurônios e as ligações são as sinapses. Para cada sinapse é atribúıdo um valor
numérico ou peso. Em uma rede neural, o programa está distribúıdo por toda a rede e
armazenado em cada neurônio. Durante a fase de aquisição de conhecimento, os pesos
das sinapses são ajustados até que a sáıda desejada seja alcançada. Quando termina a
execução, os pesos e valores obtidos em cada neurônio constituem o programa da rede e
a solução do problema [25, 46].
A topologia t́ıpica de redes neurais é chamada de multi-camadas com propagação
direta. Neste tipo de topologia, existe a camada de apresentação do resultado (camada
de resposta), as camadas intermediárias onde é realizado o processamento e a camada de
entrada que recebe os dados para processamento. Neste tipo de topologia, a informação
segue da camada de entrada até a camada de sáıda sem realizar ciclos. Exemplos de rede
neural são apresentados nas Figura 2.3 e 2.4, onde E representa a entrada, S a sáıda e
cada neurônio tem a sua função de transferência. Um exemplo de neurônio é exibido na
Figura 2.5
Figura 2.3: Uma Estrutura de Rede Neural
Para realizar o aprendizado existem diversos algoritmos, sendo que o mais conhecido
é o back-propagation learning [45]. Neste algoritmo, os dados são entregues à camada
de entrada que repassa a informação para as demais camadas e um resultado é gerado
na camada de resposta. A sáıda é comparada com a resposta desejada e é calculado
um valor de erro. Este valor de erro é utilizado para calcular os novos pesos da camada
de resposta. O algoritmo prossegue calculando os erros e repassando os pesos entre as
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Figura 2.4: Uma Estrutura de Rede Neural MultiCamadas
Figura 2.5: Um Neurônio de uma Rede Neural
camadas em direção à camada de entrada. Este procedimento é executado até que o
resultado esperado esteja estabilizado e a solução final seja alcançada. Para executar o
aprendizado em uma rede neural, o usuário deve configurar a estrutura da rede informando
o número de camadas, o número de neurônios e a função associadas a eles. Dependendo
do algoritmo alguns outros parâmetros são necessários como um critério de parada, taxa
de aprendizagem e pesos iniciais.
2.2 Meta-Aprendizado
Meta-Aprendizado é uma subárea do Aprendizado de Máquina que consiste na aplicação
de algoritmos sobre os dados (meta-dados) obtidos de experimentos resultantes da aplicação
do Aprendizado de Máquina, ou seja, as informações aprendidas são submetidas a um al-
goritmo com um intuito de identificar qual modelo de aprendizagem é mais adequado
para uma dada base de dados [101, 103] considerando estas caracteŕısticas. Os algoritmos
de aprendizagem são baseados em algumas suposições que se aplicam somente a alguns
tipos de bases. Através da utilização de alguns tipos de meta-dados, como propriedades
dos algoritmos de aprendizado e caracteŕısticas do problema a ser resolvido, é posśıvel
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apontar, mesclar ou modificar os algoritmos de aprendizado a serem utilizados na busca
das informações. Esta visão de Meta-Aprendizado é chamada de descoberta de meta-
conhecimento. Algumas outras visões de meta-aprendizado são:
• Stacked generalisation [101, 103]: funciona combinando vários algoritmos de apren-
dizagem. Os meta-dados são compostos das previsões destes algoritmos e então um
outro algoritmo é executado sobre os meta-dados para identicar qual combinação
de algoritmos traz melhores resultados.
• Boosting [101, 103]: semelhante a Stacked generalization, porém usa o mesmo al-
goritmo diversas vezes onde os exemplos das bases de treinamento recebem pesos
diferentes a cada execução. Isto produz previsões diferentes onde o foco é direcio-
nado a um subconjunto de dados. A combinação destas previsões tende a melhorar
os resultados.
• Seleção de tendência dinâmica (Dynamic Bias Selection) [101, 103]: funciona alter-
nando caracteŕısticas de suposições dos algoritmos de aprendizagem a fim de ajustá-
los a um determinado problema. As alterações podem ocorrer na representação das
hipóteses, função heuŕıstica ou parâmetros.
• Transferência indutiva [101, 103]: tenta aperfeiçoar o aprendizado a partir de dados
obtidos de aprendizados anteriores. O processo de aprendizado está sempre em
desenvolvimento.
O Meta-Aprendizado foi inicialmente proposto para selecionar o melhor algoritmo para
uma base de dados baseado em caracteŕısticas dos dados em um contexto de mineração
de dados [101]. Trabalhos recentes incluem modelos de previsão de séries temporais [88]
e modelos de seleção de séries temporais [80, 81].
2.3 Weka
O sistema Weka (Waikato Enviroment for Knowledge Analysis) [102] foi desenvolvido na
Universidade de Waikato, Nova Zelândia. Este software implementa um grande conjunto
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de ferramentas para preparação dos dados, Aprendizado de Máquina e validação/verificação
dos resultados.
Inicialmente, as aplicações do Weka foram direcionadas para problemas de agricul-
tura, no entanto, sua aplicação estendeu-se para diversas áreas onde há a necessidade da
mineração de dados e descoberta de padrões em grandes quantidades de dados. Por ter
sido desenvolvido por uma universidade, a maioria dos módulos do sistema são resultados
de teses e dissertações na área de descoberta de conhecimento. Outro fator importante
para sua aceitação e utilização em diversos trabalhos acadêmicos é a linguagem Java que
foi utilizada para sua construção, permitindo ao sistema um bom ńıvel de portabilidade.
O Weka dispõe de uma interface gráfica para a maioria de suas funções, permitindo ao
usuário a seleção da fonte de dados, remoção dos atributos e seleção automática e manual
de atributos que serão utilizados na descoberta de conhecimento. Além da preparação
dos dados, o Weka oferece alguns algoritmos classificadores como o ZeroR, o Id3, o J48 e
o PART, algoritmos de descoberta de regras de associação como o Apriori [1, 2], algorit-
mos baseados em redes neurais (MultilayerPerceptron) e funções de Clustering. Além da
interface gráfica, o Weka disponibiliza uma série da APIs (Application Program Interface)
que permitem a utilização de seus algoritmos.
2.4 Aprendizado de Máquina em Engenharia de Software
O crescimento das pesquisas no campo de Aprendizado de Máquina possibilita a aplicação
e a realização de experimentos em subáreas da Engenharia de Software. Técnicas de
Aprendizado de Máquina podem auxiliar analistas no planejamento, no acompanhamento
e monitoração de projetos, na atividade de teste e manutenção entre outras.
Técnicas de Aprendizado de Máquina são particularmente úteis para compreender o
domı́nio de um dado problema e domı́nios para os quais programas precisam se adaptar
a diferentes condições não muito claras. Os problemas da Engenharia de Software estão
relacionados ao desenvolvimento e manutenção de software, e em geral possuem essas
caracteŕısticas. Portanto, a Engenharia de Software constitui uma área fértil de problemas
para a aplicação de Aprendizado de Máquina [104].
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Muito autores têm discutido posśıveis aplicações de Aprendizado de Máquina na Enge-
nharia de Software em publicações que apresentam o atual estado da arte dessas aplicações.
Zang e Tsai [104] apresentaram uma tabela (Tabela 2.1) de classificação para esses tra-
balhos de acordo com o objetivo e a tarefa da Engenharia de Software envolvida. Os
métodos de Aprendizado de Máquina são apresentados na Tabela 2.1 utilizando siglas,
definidas tais como apresentado na Tabela 2.2
A Tabela 2.1 exibe uma lista de trabalhos separados por método de aprendizado,
qual atividade de aplicação na engenharia de software e o tipo da atividade. Percebe-se
analisando a tabela que a maior parte dos trabalhos utilizam as técnicas de Aprendizado
de Máquina para geração de casos de teste e para previsão, e principalmente nas atividades
de planejamento de projeto. São poucos os trabalhos existentes que visam a estabelecer
modelos para avaliar a confiabilidade de software.
2.5 Considerações Finais
Este caṕıtulo fez uma breve explanação sobre os principais conceitos e técnicas relaciona-
dos ao Aprendizado de Máquina. Técnicas de Aprendizado de Máquina são importantes
na identificação de padrões, tendências, conhecimentos que estão distribúıdos em bases
de dados. Estas técnicas são divididas dentro de paradigmas que as classificam de acordo
com a maneira de realizar o aprendizado.
Além das técnicas, este caṕıtulo descreveu uma sub-área do Aprendizado de Máquina
particularmente importante para este trabalho chamada Meta-Aprendizado. Esta sub-
área de estudo busca adquirir conhecimento a partir de dados resultantes de algum outro
aprendizado. O Meta-Aprendizado tem sido recentemente utilizado para obter modelos
de previsão de tempo no contexto de mineração de dados. Não tendo sido ainda aplicado
na área de Engenharia de Software.
A aplicação de Aprendizado de Máquina tem um interessante campo na Engenharia
de Software, podendo ser aplicado em atividades como planejamento de projeto, estima-
tiva de custo, geração de dados de teste e confiabilidade. Especialmente a confiabilidade
de software é uma atividade muito cŕıtica e de particular interesse deste trabalho. En-
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Tabela 2.1: Aplicações de Aprendizado de Máquina na Engenharia de Software
Tipo de Atividade Atividade na Eng. de Software Métodos de Aprendizado de Máquina
Previsão






Tamanho do Software RN,PG([30])
Custo de Desenvolvimento de Software DT([13]),
CBR([15]),
BL([21])




Esforço da Atividade de Manutenção RN,DT([44])
Análise dos Recursos de Software DT([92])
Custo de Correção DT,ILP([4])
Confiabilidade de Software RN([47])
Defeitos BL([34])
Reusabilidade DT([63])
Tempo de Disponibilização de Versão RN([29])
Testabilidade de Módulos RN([49])
Descobertas de Propriedade/Modelo
Constantes de Programas ILP([12])
Identificação de Objetos em Programas RN([87])
Processamento de Modelos RN([24]),
EBL([37])
Transformação
Transformação de Programas Seriais em Paralelos PG([85],[86])
Melhorando Modularidade de Software CBR+RN([91])
Mapeamento de aplicações OO para GA([20])
ambientes distribúıdos heterogeneamente
Geração e Śıntese
Casos e Dados de Teste ILP([10]),
GA([64],[66])
Agentes de Software PG([83])
Conhecimento de Reparação de Projeto CBR+EBL([7])
Projeto de Esquemas IBL([40])
Estruturas de Dados PG([56])
Programas/Scripts IBL([11]),
CL,AL([67])
Gerenciamento de Cronograma GA([16])
Contrução e Manutenção de
Computação de Similaridade CBR([75])
Pesquisa Ativa IBL([31])
Custo de Re-Trabalho DT([8])
Representação de Conhecimento CBR([35])
Localização e Adaptação de Software CBR([48])
Bibiotecas Reutilizáveis para Especificação
Generalização de abstrações de programa EBL([41])
Agrupamento de Componentes GA([59])
Aquisição e Recuperação de
Derivação de Especificações dos Objetivos CL([55])
e Requisitos de Sistemas
Extração da Especificação do Software ILP([22])
Aquisição de Conhecimento para Especificação DT,RN([76])
Especificação Refinamento de Argumentação
Aquisição e Manutenção de Especificação EBL([38],[39])
consistente com cenários
Conhecimento e Gerenciamento de Coleta e Gerenciamento de CBR
Desenvolvimento Conhecimento de Desenvolvimento de Software
Captura e Reutilização de Conhecimento de Projeto CBR([58])
tretanto, são poucos os trabalhos que utilizam Aprendizado de Máquina para avaliar a
confiabilidade de software. Este trabalhos são descritos no próximo caṕıtulo dedicado a
esse tema. Neste próximo caṕıtulo são apresentados os principais conceitos de confiabi-
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Tabela 2.2: Tipos de Métodos de Aprendizado de Máquina
Tipo Descrição Algoritmos
AL (EBL) Aprendizado Anaĺıtico Prolog-EBG
BL Aprendizado Bayesian MAP, BOC, Gibbs, NBC
CL Aprendizado de Conceitos Eliminação de Candidato
DT Árvores de Decisão ID3, C4.5, Assistente
GA Algoritmos Genéticos Prototypical
PG Programação Genética GA/PG algoritmos
IBL Aprendizado baseado em Instâncias K-NN, LWR, CBR
ILP Programação de Lógica Indutiva SCA, FOIL, PROGOL, resolução inversa
RN Redes Neurais Back-Propagation
IAL Aprendizado Anaĺıtico e Indutivo KBNN, EBRN, FOCL
RL Aprendizado Reforçado Q, TD
lidade de software, os principais modelos e a descrição de um trabalho de comparação
entre modelos paramétricos (JAM e GEO) e não paramétricos (PG e RN). Este trabalho




O estreito relacionamento da maioria das atividades humanas com sistemas computa-
cionais tem como conseqüência inevitável a dependência da disponibilidade quase que
permanente destes sistemas e principalmente da confiabilidade dos resultados gerados por
eles. Por isso, muitos autores têm considerado a confiabilidade de software como uma das
principais caracteŕısticas da qualidade de software [97].
Este caṕıtulo é dedicado à apresentação dos conceitos relacionados à confiabilidade de
software, seus principais modelos, inclusive os que utilizam Aprendizado de Máquina.
3.1 Definição
Desenvolver produtos de alta qualidade é ainda um desafio para a indústria de software.
A dificuldade é oriunda da própria definição de software como uma entidade lógica, que
nem sempre pode ser representada por formalismos matemáticos que atestam o seu fun-
cionamento. Além disso, na maioria dos casos não é posśıvel garantir que um software
está completamente correto através da atividade de teste. Isto porque ao construir um
software, diversas variáveis e caminhos de execução são determinantes e testar todas as
situações posśıveis na maioria das vezes é imposśıvel [28].
Considerando qualidade de software em um sentido mais amplo, a ISO9126 [28] divide
a qualidade de software em: funcionalidade, eficiência, portabilidade, usabilidade e confi-
abilidade. Dentre estes fatores, a confiabilidade tem consenso entre pesquisadores como
um dos principais componentes na medição da qualidade do software devido ser um fator
que pode ser medido e estimado com base em dados históricos, permitindo a classificação
das falhas de software. Além disso, a confiabilidade é de grande importância na qualidade
de software, pois quando um software não é confiável, de nada adianta que os outros
fatores sejam satisfatórios. Por outro lado, medir a confiabilidade de um software não é
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uma tarefa trivial.
A preocupação com confiabilidade surgiu em 1967 com Hudson [28], e a partir dos
anos 70, fundamentos da teoria de confiabilidade aplicados a hardware começaram a
gerar estudos na criação de modelos para confiabilidade de software. Na década de 80,
surgiram diversos modelos para confiabilidade de software.
O objetivo destes modelos é atribuir um número, grau de confiabilidade, ao soft-
ware baseado em análises estat́ısticas do comportamento do software. Sendo assim, a
confiabilidade representa o ńıvel de qualidade do ponto de vista do usuário. Podemos
definir como confiabilidade de software a capacidade de um software desempenhar as suas
funções corretamente por um peŕıodo de tempo considerando as variáveis de ambiente de
execução [28].
De uma maneira geral, são três os fatores que garantem a confiabilidade de um soft-
ware:
• Evitar a introdução de erros durante a construção.
• Realizar testes e depuração para remoção de defeitos.
• Garantir um ambiente de execução do sistema adequado.
Uma das primeiras preocupações na análise de confiabilidade de um software é como
realizar a medição. Diversos autores propuseram métricas e formas para atribuição de um
valor de confiabilidade de um software. No entanto, muitos artigos têm considerado como
variável para cálculo as falhas do software [28]. Logo, é necessária a realização de uma
atividade para contagem e medição da freqüência com que elas ocorrem. A partir destes
dados, é posśıvel realizar uma estimativa e previsão do grau de confiabilidade. As análises
de confiabilidade consideram o número de falhas ao invés do número de defeitos pelo fato
de que as falhas são uma manifestação de um defeito causado por entrada de dados e que
provoca uma sáıda diferente da esperada. Enquanto isso, defeitos são trechos de códigos
imperfeitos, incompletos ou até mesmo extra que podem causar uma falha [27].
A ocorrência de uma falha em um sistema é um evento totalmente impreviśıvel e por
isso aleatório. Devido a esta natureza não determińıstica das ocorrências das falhas, o
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estudo da confiabilidade está intimamente associado à teoria de probabilidades. Para
software, considera-se como grau de confiabilidade o número resultante do cálculo da
probabilidade de dada uma entrada, o software produzir uma sáıda correta sem que ocorra
falhas durante a sua execução [28].
Como a medição da confiabilidade de um software está ligada à teoria das probabilida-
des, e a ocorrência de falhas é um evento aleatório no qual quanto maior a ocorrência de
falhas menos confiável é o software. A análise da freqüência das falhas é uma variável inte-
ressante de ser analisada no decorrer do tempo. Conforme o tempo transcorre, o número
de falhas diminui e o intervalo de descoberta das falhas aumenta. Pois enquanto o sistema
vai sendo desenvolvido, as falhas vão sendo corrigidas e quando não há o aparecimento
de novas falhas, a tendência da curva é uma exponencial.
3.2 Modelos de Confiabilidade
Na seção anterior foram apresentados os principais conceitos associados à confiabilidade de
software. Nesta seção são apresentados os principais tipos de modelos de confiabilidade
e são descritos detalhadamente dois modelos tradicionais e bastante conhecidos para o
cálculo de confiabilidade: Jelinski-Moranda (JAM) [71] e Geométrico (GEO) [70].
3.2.1 Modelagem
A confiabilidade é uma caracteŕıstica do software que depende de três principais fatores,
conforme citado na seção anterior. A confiabilidade está diretamente ligada à fase de de-
senvolvimento onde são introduzidos defeitos, são realizados testes para sua descoberta e,
posterior remoção. Além disso, a confiabilidade do softaware está associada ao seu ambi-
ente de execução. Sendo assim, a modelagem da confiabilidade apropria-se principalmente
destes fatores.
A introdução de defeitos está associada a ferramentas e técnicas utilizadas no desen-
volvimento e também a qualidade do time de desenvolvimento. A contagem de defeitos
deve ser realizada através da identificação de uma falha. Já a remoção de defeitos de-
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pende do peŕıodo de execução do software e da maneira de execução. Apesar do peŕıodo
de execução estar associado a esta caracteŕıstica, somente faz sentido considerá-lo caso o
perfil do usuário explore diversas funcionalidades do software.
Como a ocorrência de uma falha é um processo não determińıstico, este evento é
tratado como um processo aleatório no decorrer do tempo. Os modelos de confiabilidade
tentam determinar a probabilidade da ocorrência de falhas de software [28]. Alguns
destes modelos calculam a probabilidade da ocorrência de falhas com relação ao tempo.
As medidas de confiabilidade podem colaborar no desenvolvimento de software no sentido
de aprimorar, estimar e planejar o processo de desenvolvimento e a qualidade do produto
final.
Apesar dos modelos apresentarem uma estimativa de valor de confiabilidade, estes
modelos devem ser considerados como ferramentas adicionais à gerência de software. Neste
sentido, os modelos existentes devem ser previamente analisados e escolhidos de acordo
com os dados dispońıveis para o cálculo da confiabilidade. Os modelos permitem estimar
o grau de confiabilidade atual e prever o grau de confiabilidade futuro de um sistema,
ajudando a decidir quanto de esforço é necessário para que o sistema atinja um grau de
confiabilidade dentro de um prazo [25, 28].
Existem diversos tipos de modelos para a confiabilidade de software. As principais
classificações dos modelos são:
• Modelos de introdução de defeitos.
• Modelos de domı́nio dos dados de entrada.
• Modelos de domı́nio do tempo.
• Modelos de cobertura de teste.
Existem diversas técnicas para abordagem dos modelos de introdução de defeitos. A
abordagem de Mills [27] consiste em implantar um número x de defeitos no sistema.
Após a inserção dos defeitos, o sistema é testado por uma equipe. Realizados os testes,
os defeitos identificados são separados entre defeitos inseridos e defeitos que já existiam
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no software. A partir desta separação, é calculado o percentual de defeitos inseridos
que foram descobertos com relação ao número x de defeitos inseridos. Este percentual é
considerado como o percentual de defeitos existentes descobertos durante a atividade de
teste em relação ao número de defeitos.
Além de Mills, outros autores também propuseram variações desta técnica para estimar
o número de defeitos de um software e assim calcular o grau de confiabilidade. No entanto,
estes modelos são criticados quanto à dificuldade da inserção de defeitos artificiais no
sistema e em termos de dificuldade de detecção em relação aos defeitos existentes. Esta
situação causa a subestimação do número real de defeitos existentes. Outro fator de
cŕıtica é que os modelos baseados na introdução de defeitos não consideram o tempo
como variável de influência no modelo [28].
Os modelos de domı́nio de dados de entrada são baseados na divisão do domı́nio para
estimar a confiabilidade. Estes modelos calculam a confiabilidade calculando o número
de execuções com sucesso dividido pelo número total de execuções. Algumas variações
deste modelo, são a subdivisão do domı́nio de dados e a distribuição de probabilidades
de dados de entrada pertencerem a estas subdivisões considerando o perfil operacional do
usuário. Nesta abordagem, o número de casos de testes deve ser dividido de maneira a
atender à probabilidade de execução de cada faixa do domı́nio de dados [28].
Os modelos de domı́nio do tempo são baseados na ocorrência de falhas no transcorrer
do tempo para o cálculo da confiabilidade. Estes modelos utilizam o intervalo de tempo
entre ocorrência de falhas e o número de falhas que ocorrem dado um intervalo de tempo.
Estas duas abordagens podem estimar o tempo para ocorrência da próxima falha em um
sistema e o número de falhas previsto para o próximo intervalo de tempo. Apesar de
existirem diversos modelos de domı́nio de tempo, não há uma definição de qual o melhor
modelo para um dado conjunto de dados. A orientação é aplicar o maior número de
modelos para identificar qual modelo é mais adequado aos dados dispońıveis [28]. Alguns
modelos baseados no tempo podem ser encontrados em [70, 71, 74].
Ao contrário dos tipos de modelos apresentados acima, os modelos de cobertura de
teste são baseados na cobertura do código executado. Esta abordagem tem a vantagem de
25
fornecer um valor de confiabilidade considerando apenas trechos de código efetivamente
executados, evitando assim a superestimação da confiabilidade causada pela saturação da
execução de casos de testes. Alguns modelos de confiabilidade baseados na cobertura de
teste são o modelo tipo binomial baseado em cobertura (MBBC), o modelo tipo Pois-
son baseado em cobertura (MBBC) e o modelo de categoria de falhas infinita baseado
em cobertura (MFIBC) [27, 28]. Outros modelos baseados em cobertura de teste são
encontrados em [19, 62, 77].
Nas próximas seções serão abordadas as principais caracteŕısticas de dois modelos ba-
seados no tempo: JAM e GEO. Estes dois modelos foram os primeiros a serem empregados
na determinação de confiabilidade de software e são os mais conhecidos e utilizados.
3.2.2 Modelo de Jelinski-Moranda (JAM)
O modelo de Jelinski-Moranda (JAM) [28, 71], que recebe o nome de seus autores, foi
desenvolvido para o projeto Apolo e considera a idéia básica de que o tempo entre falhas
segue uma distribuição exponencial onde o parâmetro é proporcional ao número de defeitos
restantes no software. Sendo assim, o tempo médio entre i-1 e a i-ésima falha é dado por:
Tempo−Medio = 1
θ(N − i+ 1)
(3.1)
Onde N é o número de falhas no ińıcio do teste e θ é a constante de proporcionalidade.
A distribuição exponencial é a distribuição de probabilidades mais conhecida e uti-
lizada devido a sua simplicidade e grande aplicabilidade. Ela é um bom modelo para
descrever o tempo T entre a ocorrência de duas falhas consecutivas. A função de distri-
buição de probabilidade tem a forma:
F (t) = 1− λe(−λt) (3.2)
26
Onde λ é o parâmetro que indica a taxa de falhas.
O JAM considera que o software deve ser operado nas mesmas condições que as
predições foram realizadas, que não há a introdução de novos defeitos durante a remoção
de um outro, as falhas são independentes, todos os defeitos têm a mesma chance de ser
identificados dentro de uma mesma classe de dificuldade e que a taxa de detecção de defei-
tos é proporcional ao número de defeitos correntes no software e que permanece constante
entre a ocorrência das falhas. O modelo de Jelinski-Moranda é classificado como cate-
goria de falhas finitas, de classe exponencial e do tipo binomial segundo a classificação
de Musa [72] e necessita do tempo de ocorrência entre falhas para realizar a predição de
confiabilidade [27].
3.2.3 Modelo Geométrico (GEO)
Diferentemente do modelo JAM, o modelo geométrico (GEO) [28, 70] proposto por Mo-
randa, não considera um número fixo de defeitos no sistema e não assume que eles tenham
possibilidades iguais de ocorrer. O GEO admite que conforme a atividade de teste vai
progredindo, os defeitos são mais dificilmente detectados e o tempo entre as falhas cresce
seguindo uma distribuição exponencial. No ińıcio, o modelo assume a taxa de falhas igual
a uma constante que decresce geometricamente conforme as falhas vão sendo identifica-
das. Desta maneira, o modelo considera como de grande impacto as falhas detectadas no
ińıcio e dificulta a redução da taxa de falhas no final da busca [27].
Este modelo considera que o grau de confiabilidade calculado seja representativo, o
software deverá ser operado de maneira semelhante às condições que a confiabilidade foi
calculada, que os defeitos têm chances iguais de serem identificados dentro de uma mesma
classe de dificuldade, que o número de defeitos é finito, que as falhas detectadas são in-
dependentes e que a taxa de detecção de defeitos forma uma progressão geométrica e é
constante entre os intervalos de detecção de defeitos. Além disso, o modelo assume que
o tempo entre falhas segue uma distribuição exponencial cuja média decresce geometri-
camente. Para realizar o cálculo de confiabilidade é necessário fornecer o tempo que os
defeitos foram encontrados e o tempo entre as identificações. O modelo geométrico não
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estima o número de defeitos, apenas o tempo médio entre falhas [27].
3.2.4 Outros Modelos
Existem diversos outros modelos para cálculo de confiabilidade. Um dos primeiros modelos
a ser utilizado para confiabilidade de software foi o modelo de Weibull [69]. Este modelo foi
originalmente proposto para modelagem de confiabilidade de hardware e posteriormente
adaptado para software. Dois outros modelos são os modelos binomial e Poisson.
O modelo de Poisson considera que as falhas de software seguem uma distribuição de
Poisson no tempo. Em um processo de Poisson as seguintes caracteŕısticas são observa-
das [99]:
• A ocorrência dos eventos em um intervalo de tempo é independente.
• Um número infinito de ocorrências de um evento deve ser posśıvel no intervalo.
• A probabilidade da ocorrência de um único evento em um dado intervalo de tempo
é proporcional ao tamanho deste intervalo.
• Em uma porção infinitesimal do intervalo, a probabilidade de mais de uma ocorrência
do evento é despreźıvel. Na distribuição de Poisson a média e a variância são iguais a






Onde x é o parâmetro da distribuição (média de ocorrência de x) e e é o número de
Euler (2.71182818...)
Quando se faz um grande número de observações, e quando o evento tem uma pequena
probabilidade de ocorrer, o número total de eventos tem distribuição aproximadamente
Poisson cuja taxa de ocorrência é dada por:
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λ = np (3.4)
Onde n é o número de observações e p é a probabilidade de ocorrer o evento [99].
Enquanto isso, o modelo binomial considera que o tempo entre falhas segue uma
distribuição binomial e sempre que os defeitos são encontrados são removidos imediata-
mente [27]. Na distribuição binomial, o resultado de uma variável aleatória está associado
a apenas dois resultados (sucesso ou fracasso), como por exemplo o lançamento de uma
moeda [99]. A fórmula da distribuição binomial é dada por:
b(x, n, p) = Cxnp
x(1− p)n−x (3.5)
Onde x é o número de tentativas bem sucedidas, n é o número de tentativas independentes
e p é a probabilidade de sucesso em cada tentativa.
Além desses modelos, alguns outros são o modelo extensão de Lipow [60], Schick-
Wolverton [89] e o modelo de Schneidwind [90].
3.2.5 Modelos de Confiabilidade Baseados em Aprendizado de
Máquina
Muitos autores têm explorado o uso de Aprendizado de Máquina para estabelecer modelos
de confiabilidade. Redes Neurais é uma das técnicas mais utilizadas, havendo na literatura
diversos trabalhos explorando diferentes tipos de redes [3, 47, 96].
A técnica de Programação Genética foi inicialmente explorada por Costa et al [26].
Essa abordagem foi avaliada em experimentos descritos em [25]. Estes experimentos explo-
ram modelos paramétricos e não paramétricos analisando cinco medidas (desvio máximo,
tendência média, erro médio, erro de estimativa e coeficiente de correlação) para veri-
ficação de quais modelos apresentavam melhores resultados sobre bases de dados de pro-
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jetos de diferentes caracteŕısticas. Os modelos não paramétricos têm uma tendência maior
de adaptabilidade e conseqüentemente de gerar melhores resultados do que os modelos
tradicionais como o JAM [71] e o GEO [70]. Os principais modelos não paramétricos esco-
lhidos pelos autores foram os baseados em Redes Neurais (RN) e Programação Genética
(PG).
Foram utilizados 16 datasets disponibilizados pelo centro de dados e análises de soft-
ware (DACS sigla em inglês) [73]. O DACS pertence ao Departamento do Defesa e foi
criado como uma fonte de suporte à comunidade de desenvolvimento de software. Um dos
serviços prestados pelo DACS é a disponibilização de um conjunto de datasets relativos
a 16 projetos com o número de falhas e o tempo de identificação das falhas. Estes da-
tasets foram montados por John Musa dos Laboratórios Bell com o objetivo de auxiliar
os analistas na monitoração da atividade de testes, elaboração de cronogramas e ajudar
na validação dos modelos de confiabilidade de software. Os dados foram coletados em
projetos realizados em 1970 e incluem projetos de tempo real, processadores de texto,
comerciais e aplicações militares [73]. Os datasets são compostos de quatro atributos:
nome do projeto, número da falha, intervalo de tempo entre a falha anterior e a falha que
está sendo reportada e o dia em que a falha ocorreu considerando os dias úteis referentes
ao ińıcio da fase de desenvolvimento corrente ou ao peŕıodo de ińıcio de coleta dos dados.
Neste experimento, para cada um dos modelos (JAM, GEO, RN, PG) foram calculadas
cinco medidas conforme segue:
• Desvio Máximo (md): é a maior diferença encontrada entre o valor estimado pelo
modelo e o valor observado.
• Tendência Média (ab): é a medida de tendência a superestimar ou subestimar o
número de defeitos.
• Erro Médio (ae): é a medida de quão bem o modelo previu através da fase de testes.
• Erro de Estimativa (pe): é o erro da última estimativa.
• Coeficiente de Correlação (cc): representa quanto o valor estimado corresponde ao
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valor observador. O valor 1 de coeficiente de correlação significa que o valor previsto
representa completamente o valor observado.
A partir da aplicação dos modelos às 16 bases de dados, foram coletados os valores
destas medidas e compostas as Tabelas 3.1, 3.2, 3.3, 3.4 e 3.5. Os resultados da com-
paração das tabelas mostram que nenhum dos modelos apresentou sempre os melhores
resultados para todas as bases. No entanto, os modelos não paramétricos mostraram-se
mais flex́ıveis e se adaptaram melhor às bases de dados do que modelos tradicionais como
o JAM e o GEO que em alguns casos não convergiram (bases 14C, SS1A, SS2, SS3).
Tabela 3.1: Modelo de Jelinski–Moranda
Base mdd pe ab ae cc
1 27.01 27.01 6.37 14.39 97.50
14C - - - - -
17 14.40 5.89 4.89 6.21 99.46
2 30.73 30.73 21.68 22.42 96.93
27 34.05 34.05 8.90 18.50 96.25
3 35.38 35.38 19.46 19.48 95.79
4 7.27 4.91 6.64 10.59 99.46
40 24.30 24.30 2.11 14.50 98.21
5 34.92 34.92 17.84 20.46 99.46
6 10.34 10.34 12.92 18.60 98.41
SS1A - - - - -
SS1B 19.01 19.01 11.08 14.41 98.60
SS1C 8.67 8.67 5.20 9.88 99.39
SS2 - - - - -
SS3 - - - - -
SS4 7.28 0.62 1.73 5.67 99.84
Além dos resultados espećıficos de cada experimento, os autores puderam concluir
que os modelos de PG e Redes Neurais apresentaram menor desvio em relação aos dados
originais que outros modelos testados e que se adaptaram melhor à base de dados com
diferentes caracteŕısticas. Comparando especificamente os dois modelos baseados en PG
e RN, o de PG mostrou-se um pouco melhor na maioria dos casos.
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Tabela 3.2: Modelo Geométrico
Base md pe ab ae cc
1 6.37 3.67 4.15 7.69 99.71
14C - - - - -
17 27.08 27.08 -0.36 7.85 98.14
2 8.84 8.28 3.51 6.46 99.50
27 7.43 1.64 0.61 12.24 98.11
3 7.58 3.91 1.23 9.80 99.57
4 72.66 72.66 -1.62 14.55 95.56
40 68.31 56.30 -16.64 28.03 94.62
5 29.88 29.88 11.16 17.41 99.47
6 9.64 6.83 9.33 15.72 98.28
SS1A - - - - -
SS1B 17.40 17.40 8.80 13.10 98.76
SS1C 1.40 0.81 3.07 9.41 99.56
SS2 - - - - -
SS3 - - - - -
SS4 6.59 0.49 1.63 5.44 99.84
Tabela 3.3: Modelo baseado em RN
Base md pe ab ae cc
1 13.82 -4.88 6.77 7.15 99.29
14C 12.53 12.53 6.32 6.32 99.51
17 17.67 -12.48 -12.33 12.33 99.31
2 28.54 28.54 20.98 20.98 98.29
27 24.17 24.17 11.11 11.11 98.72
3 33.02 33.02 16.17 16.35 95.25
4 8.55 0.45 -2.30 3.54 99.61
40 12.20 4.79 7.36 7.36 99.47
5 22.15 -14.17 -13.73 13.87 99.21
6 19.68 19.68 10.88 10.88 98.74
SS1A 11.60 11.60 3.23 5.17 99.47
SS1B 21.91 21.91 12.04 12.04 98.61
SS1C 11.32 11.32 1.95 5.70 99.33
SS2 18.54 -18.54 7.49 7.52 99.34
SS3 8.21 8.21 3.41 3.62 99.80
SS4 23.63 23.63 12.54 12.54 98.46
3.3 Alguns Trabalhos de Seleção de Modelos de Confiabilidade
Alguns autores propuseram técnicas de seleção de um modelo de confiabilidade consi-
derando o ciclo de desenvolvimento de software e Aikake Information Criterion, entre
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Tabela 3.4: Modelo baseado em PG (Conjunto de Funções 1)
Base md pe ab ae cc
1 -9.254 -25.268 -3.190 6.750 98.57
14C 170.210 170.210 360.840 356.410 12.60
17 12.728 9.340 2.270 9.680 98.24
2 11.556 4.818 2.274 4.084 99.60
27 56.320 54.210 19.240 17.660 85.22
3 80.240 82.410 15.610 17.450 66.32
4 -157.636 -157.642 -12.210 15.864 89.50
40 -116.056 -118.026 -27.838 38.818 90.44
5 9.790 9.234 -6.562 15.072 99.33
6 23.896 13.540 5.444 9.456 98.10
SS1A 5.334 5.302 -4.086 8.616 98.89
SS1B 18.436 18.436 3.118 9.798 98.87
SS1C 11.144 11.144 -1.640 10.462 97.22
SS2 14.176 11.272 -0.068 14.660 95.87
SS3 3.054 3.054 -0.040 14.772 96.57
SS4 6.184 4.684 -1.705 9.174 98.55
Tabela 3.5: Modelo baseado em PG (Conjunto de Funções 2)
Base md pe ab ae cc
1 11.200 11.340 2.650 4.550 98.52
14C -52.218 -52.218 -7.664 13.906 95.45
17 22.330 20.410 2.140 14.240 96.54
2 15.200 16.010 4.210 7.210 97.24
27 3.759 2.235 -1.612 14.066 96.75
3 3.966 3.966 -2.382 11.234 92.22
4 203.210 201.230 14.320 21.440 82.30
40 175.210 175.210 52.210 57.400 81.24
5 2.650 2.650 9.330 10.540 95.70
6 24.010 16.450 11.440 11.230 94.24
SS1A 35.440 39.210 9.880 12.320 97.66
SS1B 23.490 23.410 13.870 19.740 96.54
SS1C 9.340 9.150 17.660 16.650 97.20
SS2 12.670 4.440 11.740 12.060 94.05
SS3 27.120 28.470 11.960 11.080 96.30
SS4 17.990 13.970 10.880 27.850 97.99
outras. A seguir serão descritos brevemente o trabalho de Asad et al [6] e Khoshgof-
taar et al [51]. No próximo caṕıtulo é descrito a abordagem de seleção do modelo de
confiabilidade proposta neste trabalho.
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3.3.1 Seleção de Modelos Baseados na SDLC
Asad et al [6] apresentaram uma técnica de seleção de modelo de confiabilidade baseada no
ciclo de desenvolvimento de software (SDLC), onde os modelos são selecionados de acordo
com a pontuação atingida em uma determinada fase do desenvolvimento. A pontuação é
calculada através da aplicabilidade de critérios pré-definidos sobre os modelos dispońıveis
para a fase do desenvolvimento.
Inicialmente, os modelos de confiabilidade são agrupados em seis categorias de acordo
com suas caracteŕısticas de predição e aplicação nas fases de desenvolvimento. As cate-
gorias são:
• Early Prediction Models
• Software Reliability Growth Models
• Modelos baseados em domı́nio de entrada
• Modelos baseados em arquitetura
• Modelos Hı́bridos de Caixa Preta
• Modelos Hı́bridos
A partir destas seis categorias, Asad et al [6] identificaram nove critérios que po-
dem ajudar na seleção do modelo de confiabilidade durante as fases da SDLC (Software
Development Life Cycle). Os critérios são
• Fase de Desenvolvimento
• Sáıda Esperada pelo Usuário
• Entrada Requerida pelo Modelo
• Tendência dos dados
• Verificação das Suposições do Modelo em relação aos dados
• Natureza do Projeto
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Figura 3.1: Distribuição dos Modelos de Acordo com a Fase de Desenvolvimento
• Estrutura do Projeto
• Processo de Teste
• Processo de Desenvolvimento
A partir das classificações e critérios estabelecidos para trinta modelos de confiabi-
lidade, os autores desenvolveram um algoritmos para pontuação dos modelos durante a
fase de desenvolvimento do software e identificação de qual o modelo mais adequado para
uma determinada etapa. As principais etapas do algoritmo são:
1. Seleção apenas dos modelos aplicados a fase de desenvolvimento através do critério
“Fase de Desenvolvimento”.
2. Aplicação de um critério de seleção mais espećıfica entre os critérios aplicáveis a uma
determinada fase de desenvolvimento. Este critério buscar minimizar o número de
candidatos.
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3. Os candidatos restantes são submetidos aos demais critérios de seleção. Os critérios
de seleção são acompanhados de pesos que indicam a sua importância naquela fase
de desenvolvimento.
4. Ao final, os modelos foram pontuados de acordo com a sua aplicabilidade dentro da
fase de desenvolvimento e o modelo mais bem pontuado é selecionado.
3.3.2 Seleção de Modelo baseado em Aikake Information Cri-
terion
A existência de diversos modelos de confiabilidade e a constatação que nenhum deles
apresentava bons resultados para quaisquer conjuntos de dados, incentivou uma mudança
nos estudos de modelos de confiabilidade. Enquanto antes, muitos dos esforços nesta área
estavam concentrados em propor novos modelos de confiabilidade, Khoshgoftaar e alguns
autores passaram a propor formas de selecionar qual o modelo a ser utilizado dentre os
diversos existentes.
Em [51], o autor analisa a aplicação da técnica denominada Aikake Information Crite-
ria na seleção de um modelo de confiabilidade entre cinco modelos do tipo processos não
homogêneos de Poisson. Para validar a técnica, Khoshgoftaar et al [51] utilizaram uma
base com mais de 50.000 linhas de código de um projeto da IBM. Os modelos escolhidos
para realização dos experimentos foram:
• Modelo de Goel e Okumoto
• Modelo S-Shaped
• Modelo K-Stage Erlangian (Gamma) growth com K = 3
• Modelo K-Stage Erlangian (Gamma) growth com K = 4
• Modelo Duane




A estimativa de defeitos de software é uma caracteŕıstica importante no desenvolvimento
de software. Uma estimativa precisa é fundamental na elaboração da estratégia de teste,
na avaliação do grau de confiabilidade do software, na definição de quando a atividade
de teste pode ser finalizada, na identificação de defeitos e de problemas no processo de
desenvolvimento e impacto no custo do software.
No entanto, apesar da existência de diversos modelos para estimativa e cálculo da
confiabilidade, nenhum deles consegue apresentar resultados precisos para todos e quais-
quer conjuntos de dados, uma vez que as caracteŕısticas do projeto influenciam na curva
de crescimento da confiabilidade. Este fato motiva diversos estudos para definição de
quais fatores influenciam no grau de adaptabilidade dos modelos aos conjuntos de dados.
Modelos tradicionais, como o JAM e GEO tendem a apresentar bons resultados quando
existe uma grande quantidade de dados, enquanto os modelos baseados em RN e PG são
mais flex́ıveis e necessitam de menos dados, pois os ajustes dos parâmetros através de
sucessivas iterações contribuem para modelos mais precisos.
Outros esforços também são realizados no sentido de informar parâmetros de ajus-
tes aos modelos para tentar melhorar a precisão dos resultados. Modelos que rece-
bem parâmetros são chamados de modelos paramétricos. Enquanto os modelos JAM
e GEO são modelos paramétricos, os modelos baseados em PG e RN apesar de receberem
parâmetros e funções para realização das predições, são ditos modelos não paramétricos
visto que as caracteŕısticas que definem o tipo da curva do modelo não precisam ser
fornecidas. As curvas são realmente descobertas através dos dados.
Há algumas abordagens de escolha de qual modelo de confiabilidade a ser utilizado
sobre uma base de dados. Devido a infinidade de variáveis e fatores que influenciam nos
resultados de um modelo, analisar estas variáveis para cada modelo é uma tarefa custosa
e dif́ıcil. Então, uma abordagem sugere a execução de vários modelos e selecionar aquele
que apresenta os melhores resultados. Aparentemente este método pode parecer inviável,
mas a implementação de ferramentas como CASRE, SMERFS, e SRMP [61] torna esta
uma proposta atrativa. Outras técnicas também foram propostas para seleção de modelo
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de confiabilidade, como nos trabalhos de Asad et al [6] e Khoshgoftaar et al [51]. No
entanto, estes autores concentraram seus estudos fases espećıficas do desenvolvimento e
não utilizaram nenhum modelo baseado em Aprendizado de Máquina.
O Aprendizado de Máquina tem sido utilizado para estabelecer modelos de confiabi-
lidade de software, entretanto não na tarefa de seleção desses modelos. Para essa tarefa,
este trabalho propõem o uso de Meta-Aprendizado que ainda não foi explorado na Enge-
nharia de Software e na avaliação de confiabilidade. Sendo assim, no próximo caṕıtulo é
apresentada uma proposta de utilização de Meta-Aprendizado na seleção de qual modelo
utilizar na avaliação da confiabilidade de software. A identificação de caracteŕısticas co-




META-APRENDIZADO APLICADO À CONFIABILIDADE
DE SOFTWARE
Como visto no caṕıtulo anterior, existem inúmeros modelos de confiabilidade de software,
entretanto, definir qual utilizar para um conjunto de dados espećıfico depende de vários
fatores, relacionados aos dados do conjunto e às premissas que os modelos consideram
durante a avaliação da confiabilidade. Umas das formas de avaliá-los e definir qual modelo
utilizar, é a execução de vários modelos sobre o mesmo conjunto de dados e verificar os
resultados. No entanto, esta é uma abordagem muito custosa e que exige tempo. Este
trabalho propõe que a seleção do melhor modelo para um conjunto seja feita através da
aplicação de técnicas de Meta-Aprendizado, na qual algumas caracteŕısticas observadas
em base de dados históricas são analisadas e fornecem o conhecimento necessário para
a indicação de um modelo de confiabilidade. Considerando isto, o problema está em
identificar quais caracteŕısticas dos dados influenciam na melhor adaptação de um modelo
em comparação a outro e apresentar ao analista uma técnica para auxiliá-lo a selecionar
qual modelo é mais adequado.
4.1 Visão Geral
A idéia proposta neste trabalho consiste na aplicação de técnicas de Aprendizado de
Máquina sobre dados extráıdos de conjuntos de dados relacionados à confiabilidade de
software. Nesta abordagem, a seleção de um modelo de confiabilidade é uma tarefa de
classificação onde as classes são os modelos. A Figura 4.1 representa o fluxograma da
abordagem proposta.
Inicialmente, informações que representam as caracteŕısticas dos dados da base são
extráıdos de bases relacionadas à confiabilidade de software (Meta-Dados), além da in-
formação de qual foi o modelo de confiabilidade utilizado. Estes dados são submetidos
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Figura 4.1: Visão Geral do Trabalho
a um algoritmo de Aprendizado de Máquina (Meta-Aprendizado) para indicação de qual
o modelo a ser utilizado. O sucesso do Meta-Aprendizado está associado a escolha dos
Meta-Dados corretos ao aprendizado.
Na próxima seção, descrevemos os experimentos realizados para a comprovação da
idéia proposta aplicando duas técnicas diferentes de Aprendizado de Máquina baseadas
em árvores de decisão e Redes Neurais para seleção de modelos de confiabilidade baseados
no tempo.
4.2 Descrição dos Dados
Para realizar os experimentos que validam a aplicação de Meta-Aprendizado para in-
dicação de um modelo de confiabilidade foram utilizados dados resultantes da aplicação
dos modelos de confiabilidade JAM, GEO, PG e RN descritos no trabalho de Costa et
al [25]. A partir das tabelas de resultado desses autores pode-se perceber que dependendo
das bases, alguns modelos apresentaram melhores resultados do que outros tomando como
parâmetro a medida de Erro Médio (Average Error - ae). O Erro Médio mede quão bem












• n é o número total de registros da base.
• y é o valor observado.
• ŷ é o valor estimado.
Das Tabelas 3.1, 3.2, 3.3 e 3.5 foi produzida a Tabela 4.1, indicando para cada base
o valor para a medida ae obtido com cada modelo de confiabilidade(JAM, GEO, PG1,
PG2 e RN). A hipótese assumida neste trabalho é que o melhor modelo de confiabilidade
a ser aplicado em uma base de dados é aquele que apresentou o menor valor para a
medida ae. Além disso, para cada registro desta tabela foram calculadas quatro variáveis
estat́ısticas. Estas variáveis procuram apresentar caracteŕısticas intŕınsecas às bases que
podem influenciar no resultado dos modelos de confiabilidade. São elas:
• Variância: representa o desvio quadrático médio da média de TBF’s (Time Between
Failures) normalizado, ou seja, representa o quão longe os valores da base estão do
valor esperado (o valor médio). A normalização é feita através da divisão do TBF
pelo valor médio de todos os TBF’s da base. A normalização é necessária para que
o modelo não seja dependente de caracteŕısticas de unidade, ou mesmo do modo
como as falhas foram identificadas. A fórmula da variância é:
σ2 =
∑n




– n é o número de registros no projeto.
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– xi é o TBF do registro i.
– x é o valor médio do TBF.
• Inclinação: representa a inclinação da reta formada pelo TBF normalizado em
relação ao tempo também normalizado. O tempo é normalizado através da divisão
de todos os valores de tempos pelo maior valor, desta forma obtém-se a proporci-
onalidade do valor do tempo em relação à maior medida. A fórmula da inclinação
da reta formada por dois pontos é:
b =
∑n
i=1 (xi − x)(yi − y)∑n
i=1 (xi − x)2
(4.3)
Onde:
– n é o número total de registros no projeto.
– xi é o TBF do registro i.
– yi é a variável tempo do registro i.
– x é o valor médio do TBF.
– y é o valor médio da vaŕıavel tempo.
• Auto-Correlação: representa quão distante um valor está de seu antecessor. Para









– n é o número total de registros no projeto.
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– xi é o TBF do registro i.
– yi é o TBF do registro i-1.
– x é o valor médio do TBF.
– y é o valor médio de TBF no momento anterior.
– σx é o desvio padrão do TBF.
– σy é o desvio padrão do TBF no momento anterior.
Onde n é o número de elementos da amostra, x é o valor de TBF no momento x, y
é o valor de TBF em um momento de x+1 e µ é a média aritmética da variável.
• Rúıdo: representa o valor médio de rúıdo dos dados que descrevem a curva de
identificação de falhas no transcorrer do tempo. Para cálculo do rúıdo é utilizado
o conceito de médias móveis e é realizada uma normalização dos valores de TBF
(Time Between Failure). A partir os TBF’s normalizados, o rúıdo é calculado como
a diferença entre o TBF normalizado e a média de TBF’s normalizados ao quadrado
considerando os cinco TBF’s anteriores e próximos. A fórmula de cálculo do rúıdo











Onde N é o número de registros da base de dados.
4.3 Experimentos
A partir da Tabela 4.1 é posśıvel traçar comparações entre os quatro modelos (JAM, GEO,
PG2, RN), a fim de simular situações de decisão de qual o melhor modelo a aplicar em uma
base considerando suas seguintes caracteŕısticas: variância, inclinação, auto-correlação e
rúıdo médio.
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Tabela 4.1: Tabela de Meta-Dados
Base Variância Inclinação Auto-Correlação Rúıdo Médio ae JAM ae GEO ae PG1 ae PG2 ae RN
01 DS1 0.02879 0.35811 0.33067 0.13402 14.39 7.69 6.750 4.55 7.15
02 DS2 0.03944 0.45466 0.37182 0.1618 22.42 6.46 4.084 7.21 20.98
03 DS3 0.06978 0.69015 0.39584 0.16805 19.48 9.80 17.45 11.234 16.35
04 DS4 0.03793 0.70296 0.43633 0.05507 10.59 14.55 15.864 21.44 3.54
05 DS14C 0.06422 0.37030 0.09247 0.15079 —– —– 356.41 13.906 6.32
06 DS5 0.01651 0.04997 0.13836 0.11496 20.46 17.41 15.072 10.54 13.87
07 DS6 0.02785 0.19466 0.00867 0.14702 18.60 15.72 9.456 11.23 10.88
08 DS17 0.03392 0.451 0.02008 0.07325 6.21 7.85 9.68 14.24 12.33
09 DS27 0.03109 0.56245 0.71428 0.06449 18.50 12.24 17.66 14.066 11.11
10 DS40 0.02924 0.2158 0.35269 0.1444 14.50 28.03 38.818 57.40 7.36
11 DSSS1A 0.05633 0.11014 0.12460 0.20658 —– —– 8.616 12.32 5.17
12 DSSS1B 0.02611 0.01327 0.11879 0.14691 14.41 13.10 9.798 19.74 12.04
13 DSSS1C 0.02572 0.1018 0.18279 0.14227 9.88 9.41 10.462 16.65 5.70
14 DSSS2 0.03939 -0.03565 -0.00136 0.17727 —– —– 14.660 12.06 7.52
15 DSSS3 0.02142 0.13134 0.11625 0.13551 —– —– 14.772 11.08 3.62
16 DSSS4 0.03215 0.089 -0.03236 0.15702 5.67 5.44 9.174 27.85 12.54
Sendo assim, foram realizados doze experimentos que representam todas as com-
binações posśıveis durante um processo de decisão de qual o melhor modelo para aplicação
em uma dada base de dados, considerando a hipótese que o melhor modelo é aquele que
apresenta o menor valor de erro médio. O modelo PG1 (Programação Genética com o
conjunto de funções 1 do trabalho de Costa et al [25]) foi considerado apenas para com-
paração com o modelo PG2. Para a comparação com os demais modelos, o PG1 foi
desconsiderado por apresentar resultados inferiores ao PG2 em relação ao Erro Médio.
1. JAM x GEO
2. JAM x RN
3. JAM x GEO x RN
4. JAM x GEO x PG2
5. JAM x RN x PG2
6. JAM x GEO x RN x PG2
7. JAM x PG2
8. PG1 x PG2
9. GEO x RN
10. GEO x PG2
11. GEO x RN x PG2
12. RN x PG2
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4.3.1 Passos dos Experimentos
Em todos os doze experimentos, um mesmo conjunto de passos foi realizado e é descrito
nesta seção. Para tornar o entendimento mais claro, utiliza-se o experimento de com-
paração entre os modelos JAM e GEO como exemplo. Os dados referentes aos outros
experimentos estão nos apêndices de A a L.
4.3.1.1 Gerando a Tabela de Dados
À Tabela 4.1 e, para cada uma das doze comparações, foi adicionada a coluna Modelo
Ótimo com o modelo que obteve o menor Erro Médio tomando como base o trabalho de
Costa et al [25], gerando assim uma nova tabela que servirá como entrada de dados. A
Tabela 4.2 é um exemplo de comparação entre os modelos JAM e GEO com a indicação
de qual modelo obteve melhor resultado com relação ao Erro Médio (ae).
Tabela 4.2: Tabela JAM x GEO
Base Variância Inclinação Auto- Rúıdo Modelo ae ae
Correlação Médio Ótimo JAM GEO
01 DS1 0.02879 0.35811 0.33067 0.13402 GEO 14.39 7.69
02 DS2 0.03944 0.45466 0.37182 0.1618 GEO 22.42 6.46
03 DS3 0.06978 0.69015 0.39584 0.16805 GEO 19.48 9.80
04 DS4 0.03793 0.70296 0.43633 0.05507 JAM 10.59 14.55
06 DS5 0.01651 0.04997 0.13836 0.11496 GEO 20.46 17.41
07 DS6 0.02785 0.19466 0.00867 0.14702 GEO 18.60 15.72
08 DS17 0.03392 0.451 0.02008 0.07325 JAM 6.21 7.85
09 DS27 0.03109 0.56245 0.71428 0.06449 GEO 18.50 12.24
10 DS40 0.02924 0.2158 0.35269 0.1444 JAM 14.50 28.03
12 DSSS1B 0.02611 0.01327 0.11879 0.14691 GEO 14.41 13.10
13 DSSS1C 0.02572 0.1018 0.18279 0.14227 GEO 9.88 9.41
16 DSSS4 0.03215 0.089 -0.03236 0.15702 GEO 5.67 5.44
Quando é feita a comparação entre modelos dos quais para pelo menos um não pôde ser
calculado o Erro Médio, então este registro é descartado para não distorcer o resultado
do experimento. O valor de Erro Médio não pôde ser calculado quando o modelo não
conseguiu extrair conhecimento/padrão nos dados da base de treinamento. Esta situação
ocorre sempre que uma comparação envolve os métodos JAM ou GEO, então os registros
das bases DS14C, DSSS1A, DSSS2 e DSSS3 são descartados nestes experimentos.
4.3.1.2 Gerando Registros Sintéticos
Uma das maiores dificuldades dos pesquisadores na realização de trabalhos que necessitam
de dados históricos é a obtenção de dados para realização de experimentos. A aplicação de
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técnicas de Aprendizado de Máquina apresenta resultados mais precisos quando o conjunto
de dados apresenta um número razoável de representantes de cada classe do aprendizado.
Para contornar esta dificuldade, existem algumas técnicas de replicação/criação de dados
que permitem aos algoritmos de descoberta de conhecimento identificar padrões e carac-
teŕısticas dos dados com mais facilidade. Estas técnicas não distorcem o conhecimento já
inserido nas bases originais, apenas o destaca nas bases com dados replicados [17, 18].
Neste trabalho, a abordagem adotada foi a geração de registros sintéticos a partir
de dados do trabalho de Costa et al [25]. O principal objetivo da geração dos registros
sintéticos é a composição de uma base com um número equilibrado de elementos de todos
os modelos que estão sendo comparados. O equiĺıbrio do número de exemplares de todas
as classes em uma base de aprendizado evita que classes com mais exemplos tenham
maior influência ou que classes com menos exemplares não tenham pesos semelhantes
na aplicação dos algoritmos de Aprendizado de Máquina. Neste trabalho foi utilizada a
abordagem de replicação descrita em [17].
A criação dos exemplos sintéticos seguiu os critérios de vizinho mais próximo imple-
mentados no algoritmo KNN (K Nearest Neighboor) [68]. O KNN é um algoritmo de
classificação que seleciona os K vizinhos mais próximos do ponto indicado e o classifica
de acordo com a classe mais numerosa pertencente aos K vizinhos selecionados. A iden-
tificação de quais são os vizinhos mais próximos é feita através do cálculo da distância
euclidiana entre os pontos. A fórmula de cálculo da distância euclidiana entre dois pontos
A(X1, Y 1) e B(X2, Y 2) é:
distancia =
√
((X1−X2)2) + ((Y 1− Y 2)2) (4.6)
O algoritmo de replicação produz uma base com trinta e um registros, dos quais trinta
são utilizados como base de treinamento e um como base de validação. O número trinta
foi escolhido por considerar que este número de registros é suficiente para que o algoritmo
de Aprendizado de Máquina identifique as regras e padrões dos registros. A base final
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para aplicação do algoritmo é composta dos registros originais mais os exemplos sintéticos
gerados pelo algoritmo de geração de registros.
No algoritmo desenvolvido para geração dos exemplos, a distância entre os pontos é
calculada considerando as variáveis estat́ısticas Variância, Inclinação, Auto-Correlação e
Rúıdo Médio.
A base final para realização do Aprendizado de Máquina foi obtida através dos seguin-
tes passos:
1. Leitura dos registros da base de dados original, tal como a tabela 4.2 .
2. Identificação da classe que possui mais representantes.
3. Geração de exemplos para as demais classes de forma a compor uma base com igual
número de representantes para todas as classes.
4. Após a equalização do número de representantes de todas as classes da base, se o
número total de registros for menor que 31 então o número faltante para completar
os 31 registros é dividido entre as diferentes classes da base e novos exemplos são
gerados para cada base.
Neste algoritmo, o ponto chave é a geração de exemplos. Esta função tem os seguintes
procedimentos:
1. A função recebe a indicação de qual classe de registros o exemplo deve pertencer.
2. Seleciona aleatoriamente um registro da base que possua a mesma classe do exemplo
a ser gerado. O registro selecionado pode ser um registro da base original ou um
exemplo sintético gerado pelo próprio algoritmo.
3. Tendo selecionado um registro, identifica qual o vizinho mais próximo de mesma
classe através do cálculo da distância euclidiana. No caso de classes que só possuem
um representante, então seleciona o vizinho mais próximo independentemente da
classe.
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4. Calcula o valor médio da variância, inclinação, auto-correlação e rúıdo médio entre
os pontos selecionados. Estes valores médios compõem um novo ponto.
5. Para casos onde foi posśıvel encontrar um vizinho de mesma classe, é calculado
novamente o valor médio da variância, inclinação, auto-correlação e rúıdo médio
entre o primeiro ponto e o ponto médio e então é gerado um novo registro sintético
na base. O mesmo ocorre no cálculo do valor médio entre o ponto médio e o segundo
ponto. Sendo assim, para cada execução do gerador de registros, dois novos registros
são criados de uma mesma classe, como na Figura 4.2.
Figura 4.2: Caso 1 - Geração de dois registros sintéticos
No caso dos pontos selecionados serem de classes distintas, apenas um ponto é
gerado. O ponto gerado é resultante do cálculo dos valores médios entre o primeiro
ponto e o ponto médio, como na Figura 4.3.
Figura 4.3: Caso 2 - Geração de um registro sintético
6. Armazena os dados do exemplo gerado na base de dados.
Ao final deste passo é gerada uma tabela com 31 registros contendo os registros origi-
nais e sintéticos. Nesse caṕıtulo somente a tabela de comparação dos modelos JAM e GEO



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.3.1.3 Indicando o Melhor Modelo
Uma vez gerada a base com os trinta e um exemplos, sendo alguns reais e outros sintéticos,
é iniciado o processo de validação cruzada sobre esta base. Cada registro desta base é
removido para compor uma base de validação e o restante dos trinta registros compõem a
base de treinamento. Este processo é realizado para todos os trinta e um registros. Desta
forma, ao final há 31 bases de treinamento e 31 bases de validação. O método de separar
um elemento do conjunto de dados, realizar o aprendizado sobre a base de treinamento e
depois utilizar o elemento separadamente para validar a tarefa aprendida é chamado de
Leave-one-out cross validation [52, 68].
Estas bases de treinamento foram submetidas aos algoritmos J48, algoritmo este ba-
seado no C4.5 [82], e MultilayerPerceptron, algoritmo de redes neurais, do aplicativo
Weka [102] para realização do Aprendizado de Máquina sobre os meta-dados (Meta-
Aprendizado). Então, o Weka produziu como resultado árvores de decisão e redes neurais,
respectivamente, que indicam qual o melhor modelo considerando os valores das variáveis:
variância, inclinação, auto-correlação e rúıdo.
O resultado do algoritmo J48 para as bases de treinamento são árvores de decisão,
conforme alguns exemplos apresentados nas Figuras 4.4, 4.5 e 4.6. As árvores são
geradas considerando como atributo “classe” da tabela o campo Classe (Tabela 4.3), ou
seja, o modelo considerado como ótimo para o registro.
Ao final da aplicação do algoritmo J48 para as trinta e uma bases de treinamento,
as árvores de decisão são confrontadas contra os registros de validação. O modelo in-
dicado pela árvore de decisão é apresentado adicionando-se duas colunas à Tabela 4.3,
coluna “Classe Árvore” e coluna “AE Árvore”. A coluna “AE Árvore” contém o valor de
erro médio associado ao modelo indicado pela árvore de decisão. Estes dados estão na
Tabela 4.4.
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Figura 4.4: Árvore de Decisão (JAM x GEO x PG2 x RN)
Figura 4.5: Árvore de Decisão (JAM x PG2 x RN)
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O mesmo procedimento é feito para o resultado gerado pelo algoritmo MultilayerPer-
ceptron. As redes neurais são geradas a partir das mesmas bases de treinamento utilizadas
para gerar as árvores de decisão e o teste é realizado sobre cada um dos 31 registros. O
resultado da indicação da rede neural também é apresentado nas duas últimas colunas da
Tabela 4.4, coluna “Classe Rede Neural” e coluna “AE Rede Neural”(Tabela 4.4).
4.3.1.4 Preparação das Tabelas de Resultados para Análise
À Tabela 4.4 foram adicionadas duas outras colunas. Uma dessas colunas, denominada
“Modelo Aleatório” contém um modelo selecionado aleatoriamente dentre os modelos que
fazem parte do experimento. Esta seleção aleatória ocorre para cada um dos 31 registros
da tabela, e simula a situação do analista que está avaliando a confiabilidade do software
indicar modelo sem critério algum. A outra coluna contém o valor de Erro Médio (AE )
associado ao modelo selecionado aleatoriamente. Esta coluna é chamada de “AE Modelo
Aleat.”. Ao final deste procedimento, a tabela final para análise é composta das seguintes
colunas, como a Tabela A.1 do apêndice:
• Num.Registro: contador de 1 a 31 indicando o número do registro.
• Base: nome da base de dados que formou o registro. Para os registros gerados, o
nome é indicado por ”SINT-”mais a concatenação do número do registro das bases
que foram utilizadas para gerar o registro.
• Variância: valor da variância do registro, para registros sintéticos é o valor calculado
conforme processo descrito na Seção 4.2 deste caṕıtulo.
• Inclinação: valor da inclinação do registro, para registros sintéticos é o valor calcu-
lado conforme processo descrito na Seção 4.2 deste caṕıtulo.
• Auto-Correlação: valor de auto-correlação do registro, para registros sintéticos é o
valor calculado conforme processo descrito na Seção 4.2 deste caṕıtulo.
• Rúıdo Médio: valor de rúıdo médio do registro, para registros sintéticos é o valor
calculado conforme processo descrito na Seção 4.2 deste caṕıtulo.
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• Classe: é nome do modelo que apresentou o menor erro médio dentre os modelos
em comparação.
• AE ÓTIMO: é o valor do Erro Médio do modelo indicado na coluna “Classe”.
• Duas ou mais dentre as colunas abaixo conforme os modelos que estão sendo com-
parados:
– AE JAM: é o valor do Erro Médio do modelo JAM para o registro.
– AE GEO: é o valor do Erro Médio do modelo GEO para o registro.
– AE PG1: é o valor do Erro Médio do modelo PG1 para o registro.
– AE PG2: é o valor do Erro Médio do modelo PG2 para o registro.
– AE RN: é o valor do Erro Médio do modelo RN para o registro.
• Classe Árvore: é o modelo indicado pela árvore de decisão gerada pelo Meta Apren-
dizado para o registro.
• AE Árvore: é o valor do Erro Médio do modelo indicado pela coluna “Classe
Árvore” para o registro.
• Classe Rede Neural: é o modelo indicado pela rede neural gerada pelo Meta Apren-
dizado para o registro.
• AE Rede Neural: é o valor do Erro Médio do modelo indicado pela coluna “Classe
Rede Neural” para o registro.
• Modelo Aleatório: é um modelo, dentre os modelos em comparação no experimento,
selecionado aleatoriamente. Por exemplo, no experimento de comparação entre
JAM, GEO, PG2 e RN, para cada registro da base é selecionado um desses quatro
modelos aleatoriamente, simulando uma escolha de modelo sem critério.
• AE Modelo Aleat.: é o valor do Erro Médio do modelo indicado pela coluna “Modelo
Aleatório” para o registro.
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Após a adição das colunas com a indicação de um modelo dentre os pertencentes
ao experimento, selecionado aleatoriamente, há a necessidade de realização do mesmo
experimento por mais algumas vezes para evitar resultados casuais. Sendo assim, os 31
registros originais foram replicados dez vezes e a coluna com o modelo aleatório e seu
respectivo Erro Médio (AE ) foi recalculado, compondo uma base final com 310 registros.
Para finalizar a preparação dos resultados para a análise é necessário realizar a padro-
nização dos valores de Erro Médio. Este procedimento é necessário para remover eventuais
diferenças quanto a forma de captação dos valores, uma vez que os registros das bases
foram compostos por projetos de diferentes assuntos. Com a normalização dos valores
entre 0 e 1 todas as medidas de Erro Médio são calculadas em termo do maior erro entre os
quatro modelos. As tabelas finais e padronizadas que servirão para análise dos resultados
estão nos apêndices de A a L.
Uma vez realizada a preparação das tabelas para análise dos resultados, as colunas com
o Erro Médio (AE ) dos modelos comparados são totalizadas. A partir desta totalização é
posśıvel traçar um comparativo entre o Erro Médio Ótimo, dos modelos comparados, do
modelo indicado pela árvore, o modelo indicado pela rede neural e do modelo selecionado
aleatoriamente.
Além da totalização dos valores de erros médios, é aplicado o teste estat́ıstico Teste
t [79] para comparação dos Erros Médios do Modelo Ótimo, Aleatório e dos Modelos
Comparados contra o Erro Médio produzido pela Árvore de Decisão e contra o Erro
Médio resultante da Rede Neural. Esta mesma comparação é realizada também com os
valores padronizados.
O Teste t foi publicado em 1908 pelo estat́ıstico William Sealy Gosset para testar a
qualidade das cervejas produzidas. Mais conhecido como Testes t Student, o teste busca
verificar a hipótese inicial, chamada de hipótese nula, de a média de duas distribuições
normais serem iguais, contra a hipótese alternativa da distinção da média das duas dis-
tribuições [79]. Há diversas versões de Teste t sendo que os testes mais comuns ocorrem
quando dois exemplos são:
• Independentes: os indiv́ıduos são inseridos aleatoriamente em dois grupos.
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• Pareado: há um mapeamento de um para um entre os elementos dos grupos onde
está sendo aplicado o Teste t. Este é o tipo de teste adotado neste trabalho.
A aplicação do Teste t produz como resultado o p-valor. O p-valor é a medida de
quanta evidência se tem contra a hipótese nula, ou seja, mede a probabilidade de se obter
dados tão ou mais extremos que os observados, assumindo que a hipótese nula é verdadeira.
Portanto, quanto menor o p-valor, mais evidência se tem contra a hipótese nula. A análise
do resultado da aplicação diz que, se o p-valor for menor que a significância estat́ıstica
escolhida (normalmente 5%) então a hipótese nula do teste de que os dois grupos não
diferem é rejeitada, e a hipótese complementar, ou seja, que os grupos são diferentes é
aceita. Neste trabalho adota-se a significância estat́ıstica de 5%.
4.4 Análise dos Resultados
As análises são realizadas sobre os dados padronizados para evitar que dados captados
em unidades diferentes influenciem nos resultados. Das tabelas resultantes dos doze ex-
perimentos foram produzidas as Tabelas 4.5 e 4.6 de avaliação de resultados.
Tabela 4.5: Tabela Soma Erro Médio (Padronizado)
Experimentos AE AE AE AE AE AE AE AE AE Rede
JAM GEO PG1 PG2 RN Aleat. Ótimo Árvore Neural
JAM x GEO 245.90 261.25 256.65 197.16 222.42 219.70
JAM x RN 225.52 258.44 249.54 173.96 183.07 179.71
JAM x GEO x RN 226.64 194.47 270.14 235.55 156.68 168.31 176.27
JAM x GEO x PG2 206.33 179.83 243.51 213.86 132.58 163.10 162.32
JAM x RN x PG2 176.31 266.55 165.20 199.75 109.68 133.38 137.37
JAM x GEO x RN x PG2 220.12 166.05 245.84 207.17 217.24 122.14 140.41 138.29
JAM x PG2 226.23 248.62 239.06 164.85 201.36 200.13
PG1 x PG2 232.15 233.11 231.20 155.26 204.70 172.69
GEO x RN 215.86 263.95 245.62 169.81 178.30 172.89
GEO x PG2 229.69 261.34 241.42 181.03 195.61 181.03
GEO x RN x PG2 203.95 263.79 209.75 230.37 147.17 153.11 166.21
RN x PG2 246.88 232.67 231.12 169.55 206.86 192.46
A Tabela 4.5 contém um linha para cada experimento realizado. Em cada uma das
linhas é computado o valor resultante da soma dos Erros Médios padronizados referen-
tes a todos os registros da tabela de dados do experimento. Além da tabela 4.5, cada
experimento também é representado em gráficos das figuras 4.7, 4.8, 4.9, 4.10, 4.11, 4.12
que apresentam os valores de Erro Médio e traçam uma comparação entre as medidas de
obtidas de erro médio em cada experimento.
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Figura 4.7: Experimentos JAM x GEO e JAM x RN
Figura 4.8: Experimentos JAM x GEO x RN e JAM x GEO x PG2
Figura 4.9: Experimentos JAM x RN x PG2 e JAM x GEO x RN x PG2
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Figura 4.10: Experimentos JAM x PG2 e PG1 x PG2
Figura 4.11: Experimentos GEO x RN e GEO x PG2























































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 4.13: Comparativo do Erro Médio Ótimo x Erro Médio dos Modelos
Já a Tabela 4.6 apresenta o percentual, para cada experimento, de casos que o modelo
indicado pela coluna nominada pelo modelos de confiabilidade é igual ao modelo ótimo.
Além do cálculo para os modelos JAM, GEO, PG1, PG2 e RN, a Tabela 4.6 apresenta os
percentuais de acerto para os casos de utilizar modelos escolhidos aleatoriamente, modelos
indicados pelo Meta-Aprendizado com Árvores de Decisão e o Meta-Aprendizado com
Redes Neurais. No final da tabela, é calculado o percentual médio de “Acerto” com
relação ao modelo ótimo. Esta mesma tabela é representado pelo gráfico da figura 4.13.
Das tabelas resultantes dos doze experimentos de comparação entre os modelos de
confiabilidade podem ser feitas as seguintes análises:
• Análise do Meta-Aprendizado utilizando Árvores de Decisão
• Análise do Meta-Aprendizado utilizando Redes Neurais
• Comparação entre o resultado de Árvores de Decisão e Redes Neurais
4.4.1 Análise dos Resultados das Árvores de Decisão
Dos doze experimentos, além das Tabelas 4.5 e 4.6, considerando o modelo indicado pelo
Meta-Aprendizado com árvore de decisão foram produzidas as Tabelas 4.7 e 4.8 com os
resultados da aplicação do Teste t.
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Tabela 4.7: Tabela de Test t - Erro Médio da Árvore x Dados Não-Normalizados
Experimentos JAM GEO PG1 PG2 RN OTIMO ALEAT.
JAM x GEO 0.001 0.000 0.000 0.000
JAM x RN 0.000 0.000 0.000 0.000
JAM x GEO x RN 0.000 0.000 0.000 0.000 0.000
JAM x GEO x PG2 0.000 0.000 0.000 0.000 0.000
JAM x RN x PG2 0.000 0.000 0.000 0.000 0.000
JAM x GEO x RN x PG2 0.000 0.000 0.000 0.000 0.000 0.000
JAM x PG2 0.219 0.000 0.000 0.000
PG1 x PG2 0.000 0.083 0.000 0.001
GEO x RN 0.000 0.000 0.000 0.000
GEO x PG2 0.000 0.000 0.000 0.000
GEO x RN x PG2 0.000 0.000 0.000 0.000 0.000
RN x PG2 0.000 0.916 0.000 0.727
Tabela 4.8: Tabela de Test t - Erro Médio da Árvore x Dados Normalizados
Experimentos JAM GEO PG1 PG2 RN OTIMO ALEAT.
JAM x GEO 0.000 0.000 0.000 0.000
JAM x RN 0.000 0.000 0.000 0.000
JAM x GEO x RN 0.000 0.000 0.000 0.000 0.000
JAM x GEO x PG2 0.000 0.000 0.000 0.000 0.000
JAM x RN x PG2 0.000 0.000 0.000 0.000 0.000
JAM x GEO x RN x PG2 0.000 0.000 0.000 0.000 0.000 0.000
JAM x PG2 0.000 0.000 0.000 0.000
PG1 x PG2 0.000 0.000 0.000 0.000
GEO x RN 0.000 0.000 0.000 0.000
GEO x PG2 0.000 0.000 0.000 0.000
GEO x RN x PG2 0.000 0.000 0.000 0.000 0.000
RN x PG2 0.000 0.000 0.000 0.000
As Tabelas 4.7 e 4.8 contêm o p-valor resultante da aplicação do Teste t pareado bi-
caudal para todos os doze experimentos propostos. As colunas rotuladas com o nomes dos
modelos contêm o p-valor resultante do Teste t aplicado aos Erros Médios obtidos com a
aplicação do modelo para cada um dos registros da base em comparação aos Erros Médios
obtidos através do modelo indicado pelo Meta-Aprendizado com árvores de decisão. As
colunas “OTIMO” e “ALEAT.” contêm, respectivamente, o p-valor da comparação dos
Erros Médios dos modelos ótimos e aleatórios de cada registro da base com os Erros
Médios obtidos com os modelos indicados através do Meta-Aprendizado com as árvores
de decisão. O resultado da aplicação do Teste t é utilizado na verificação da hipótese
nula de igualdade da média dos valores de Erro Médio entre os grupos. No caso de dados
normalizados, a comparação é realizada também com o Erro Médio normalizado indicado
pelo Meta-Aprendizado.
Tabela 4.9: Comparativo Erro Médio Árvore x Erro Médio Modelos (% Melhora)
Experimentos AE AE AE AE AE AE AE AE
Árvore JAM GEO PG1 PG2 RN Aleat. Ótimo
JAM x GEO 222.42 9.55 14.86 13.34 -12.81
JAM x RN 183.07 18.82 29.16 26.64 -5.24
JAM x GEO x RN 168.31 25.74 13.45 37.70 28.55 -7.42
JAM x GEO x PG2 163.10 20.95 9.31 33.02 23.74 -23.02
JAM x RN x PG2 133.38 24.35 49.96 19.26 33.23 -21.61
JAM x GEO x RN x PG2 140.41 36.21 15.44 42.89 32.23 35.37 -14.96
JAM x PG2 201.36 10.99 19.01 15.77 -22.15
PG1 x PG2 204.70 11.82 12.19 11.46 -31.85
GEO x RN 178.30 17.40 32.45 27.41 -5.00
GEO x PG2 195.61 14.84 25.15 18.98 -8.05
GEO x RN x PG2 153.11 24.93 41.96 27.00 33.54 -4.04
RN x PG2 206.86 16.21 11.09 10.50 -22.00
% Médio Melhora 20.95 15.75 11.82 30.05 26.98 23.21 -14.84
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Figura 4.14: % de Melhora na Utilização de Meta-Aprendizado com Árvore de Decisão
Da Tabela 4.5 é posśıvel compor a Tabela 4.9 com uma linha para cada experimento
e calcular o percentual de casos em relação ao número de registros da base na qual
o Erro Médio obtido utilizando a árvore de decisão é menor em comparação a algum
modelo espećıfico, a um modelo selecionado aleatoriamente e ao modelo ótimo. Os valores
indicados na Tabela 4.9 podem ser considerados como percentual de melhora com relação
ao Erro Médio na utilização do modelo indicado pela árvore de decisão. Os dados do
experimento JAM x GEO também estão representados no gráfico da Figura 4.14, onde os
percentuais de ganho estão representados. Os gráficos de ganho na utilização de Meta-
Aprendizado com árvores de decisão dos demais experimentos estão na seção de apêndice
deste documento.
4.4.1.1 Avaliação dos Resultados
O objetivo deste trabalho é verificar se a aplicação de técnicas de Aprendizado de Máquina
em bases de dados emṕıricos, mais especificamente Meta-Aprendizado, pode ajudar a
indicar qual o melhor modelo de confiabilidade a ser aplicado em um conjunto de dados.
Neste sentido, as Tabelas 4.5, 4.6, 4.7, 4.8 e 4.9 fornecem uma visão consolidada dos
resultados dos doze experimentos realizados e dos dados que podem ser extráıdos destes
experimentos.
A primeira conclusão que pode-se obter através da análise das Tabelas 4.7 e 4.8 é
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que em todos os doze experimentos, a média do Erro Médio obtido através do Meta-
Aprendizado com árvores de decisão, de um experimento não é equivalente a nenhuma
outra média de Erro Médio utilizando um modelo de confiabilidade espećıfico, ou os mo-
delos ótimos ou aleatórios deste mesmo experimento, uma vez que o p-valor é menor que
5% em todas as aplicações do Teste t. Logo, a partir desta constatação pode-se afirmar
que a hipótese nula de igualdade das médias das distribuições é descartada, assumindo a
hipótese alternativa. Este resultado, estatisticamente suportado, permite afirmar que na
média os resultados de Erro Médio obtidos através da aplicação de um modelo de confiabi-
lidade arbitrário sobre uma base é diferente do resultado da aplicação do modelo indicado
pelo Meta-Aprendizado utilizando árvores de decisão. Esta mesma conclusão estende-
se para os modelos ótimos e modelos selecionados aleatoriamente para cada registro em
comparação ao modelo do Meta-Aprendizado com árvores de decisão.
A Tabela 4.5 mostra que para todos os doze experimentos, quando se escolhe um
modelo arbitrariamente, a soma do valor de Erro Médio é sempre maior que o valor de
Erro Médio dos modelos indicados pela técnica de utilização de meta aprendizado (coluna
AE Árvore). Além do Erro Médio (AE ) dos modelos indicados pelas árvores de decisão
serem menores que a escolha arbitrária de um modelo, o Erro Médio desta técnica é
menor que a seleção aleatória de um modelo. Ou seja, se para cada registro da base de
dados fosse sorteado um modelo dentre os que compõem o experimento, ainda assim o
Erro Médio (AE ) da árvore seria menor. Portanto, o Erro Médio obtido com a utilização
das árvores de decisão é o menor posśıvel dentre as hipóteses analisadas, ficando acima
apenas do Erro Médio Ótimo, ou seja, o Erro Médio obtido da seleção do melhor modelo
de confiabilidade para cada registro.
A relação de qual o ganho na utilização da técnica de aplicação de Aprendizado de
Máquina na definição de qual o modelo de confiabilidade a ser utilizado pode ser observada
na Tabela 4.9. Esta tabela é um complemento da Tabela 4.5, no sentido de indicar o
percentual de ganho da utilização da árvore de decisão em relação a utilização de apenas
um modelo ou a seleção de modelos aleatoriamente. Na Tabela 4.9 pode-se observar que
o percentual médio de ganho na utilização da árvore é 20.95%, 15.75%, 11.82%, 30.05%,
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26.98% com relação aos modelos JAM, GEO, PG1, PG2 e RN, respectivamente. Ou seja,
a utilização da árvore é melhor que a escolha de um modelo arbitrariamente, com um
resultado médio de ganho em relação ao Erro Médio de 21.11%. Quando comparado o
resultado da seleção de um método aleatório com a utilização de meta aprendizado, os
ganhos da utilização da árvore variaram de 10.50% a 35.37%, com um ganho médio de
23.21%. Na comparação do Erro Médio da árvore de decisão com o Erro Médio do modelo
ótimo a árvore fica a apenas, na média, 14.84% do Erro Médio ótimo, com uma variação
de 4.04% a 31.85%.
A Tabela 4.6 mostra a relação de acerto entre o modelo escolhido e o modelo ótimo
para a base de dados. Nesta tabela, foi realizada a simulação da escolha de um modelo
arbitrariamente, da seleção aleatória de um modelo e da utilização do modelo indicado pela
aplicação da técnica proposta no trabalho, neste caso árvore de decisão. Para cada coluna
foi calculado no número de casos em que o modelo arbitrário é igual ao modelo ótimo e
o percentual de acerto em relação aos 310 registros de cada um dos doze experimentos.
O mesmo foi realizado para o caso de seleção aleatória de um modelo e na utilização
do modelo indicado pela árvore. No caso de modelos arbitrários a média de acerto fica
em 41.90% considerando todos os doze experimentos. Já a escolha aleatória tem um
percentual de acerto de 41.94% em relação ao modelo ótimo. O resultado mais próximo
da indicação do modelo ótimo é obtido através das árvores de decisão. Na média, em
81.45% dos casos o modelo indicado pela árvore de decisão é igual ao melhor modelo para
a base de dados. Este resultado comprova que a aplicação da técnica de Aprendizado
Máquina para decisão de qual o melhor modelo representa um grande ganho no cálculo
da confiabilidade de software. O resultado dos doze experimentos também é suportado
pelos Testes t aplicados, que comprovam estatisticamente, que o conjunto de Erro Médio
indicados pelas árvores de decisão são diferentes de todos os outros conjuntos: Modelos
Comparados, Modelos Aleatórios e os Modelos Ótimos para cada registro.
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4.4.2 Análise dos Resultados das Redes Neurais
Da mesma forma que foram produzidas as Tabelas 4.7 e 4.8 de aplicação do Teste t
utilizando o Meta-Aprendizado com árvores de decisão, também foram produzidas as
Tabelas 4.10 e 4.11 com os resultados da aplicação do Teste t considerando o Erro Médio
resultante do Meta-Aprendizado com redes neurais.
Tabela 4.10: Tabela de Teste t - Erro Médio Rede Neural x Dados Não-Normalizados
Experimentos JAM GEO PG1 PG2 RN OTIMO ALEAT.
JAM x GEO 0.000 0.000 0.000 0.000
JAM x RN 0.000 0.000 0.000 0.000
JAM x GEO x RN 0.000 0.001 0.000 0.000 0.000
JAM x GEO x PG2 0.004 0.051 0.000 0.000 0.000
JAM x RN x PG2 0.000 0.000 0.000 0.000 0.000
JAM x GEO x RN x PG2 0.000 0.022 0.000 0.000 0.000 0.000
JAM x PG2 0.159 0.000 0.000 0.000
PG1 x PG2 0.000 0.000 0.000 0.000
GEO x RN 0.000 0.000 0.001 0.000
GEO x PG2 0.000 0.000 **** 0.000
GEO x RN x PG2 0.007 0.000 0.042 0.000 0.000
RN x PG2 0.000 0.224 0.000 0.074
Tabela 4.11: Tabela de Teste t - Erro Médio Rede Neural x Dados Normalizados
Experimentos JAM GEO PG1 PG2 RN OTIMO ALEAT.
JAM x GEO 0.000 0.000 0.000 0.000
JAM x RN 0.000 0.000 0.000 0.000
JAM x GEO x RN 0.000 0.000 0.000 0.000 0.000
JAM x GEO x PG2 0.000 0.000 0.000 0.000 0.000
JAM x RN x PG2 0.000 0.000 0.000 0.000 0.000
JAM x GEO x RN x PG2 0.000 0.000 0.000 0.000 0.000 0.000
JAM x PG2 0.000 0.000 0.000 0.000
PG1 x PG2 0.000 0.000 0.000 0.000
GEO x RN 0.000 0.000 0.001 0.000
GEO x PG2 0.000 0.000 **** 0.000
GEO x RN x PG2 0.000 0.000 0.000 0.000 0.000
RN x PG2 0.000 0.000 0.000 0.000
Tabela 4.12: Comparativo Erro Médio Rede Neural x Erro Médio Modelos (% Melhora)
Experimentos AE Rede AE AE AE AE AE AE AE
Neural JAM GEO PG1 PG2 RN Aleat. Ótimo
JAM x GEO 219.70 10.66 15.91 14.40 -11.43
JAM x RN 179.71 20.31 30.46 27.98 -3.31
JAM x GEO x RN 176.27 22.23 9.36 34.75 25.17 -12.50
JAM x GEO x PG2 162.32 21.33 9.73 33.34 24.10 -22.44
JAM x RN x PG2 137.37 22.08 48.46 16.84 31.23 -25.24
JAM x GEO x RN x PG2 138.29 37.17 16.72 43.75 33.25 36.34 -13.23
JAM x PG2 200.13 11.54 19.50 16.28 -21.40
PG1 x PG2 172.69 25.61 25.92 25.30 -11.23
GEO x RN 172.89 19.91 34.50 29.61 -1.81
GEO x PG2 181.03 21.18 30.73 25.01 0.00
GEO x RN x PG2 166.21 18.50 36.99 20.76 27.85 -12.93
RN x PG2 192.46 22.04 17.28 16.73 -13.51
% Médio Melhora 20.76 15.90 25.61 32.59 26.83 25.00 -12.42
Também da mesma forma que a Tabela 4.9 foi composta com os percentuais de melhora
com relação ao Erro Médio, com a utilização de árvores de decisão, a Tabela 4.12 contém
uma linha para cada experimento indicando os percentuais de melhora com a utilização
de Meta-Aprendizado com redes neurais.
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4.4.2.1 Avaliação dos Resultados
Da mesma maneira que na avaliação dos resultados do Meta-Aprendizado realizado com
árvores de decisão, as Tabelas 4.5, 4.6, 4.10, 4.11 e 4.12 apresentam uma visão consolidada
dos resultados dos doze experimentos.
Da análise das Tabelas 4.10 e 4.11, para todos os doze experimentos, obtemos as
mesmas conclusões que as tabelas com os resultados da aplicação do Teste t com o Meta-
Aprendizado com árvores de decisão apresentou anteriormente. Isto é, a média do Erro
Médio obtido através do Meta-Aprendizado com rede neural não é equivalente a nenhuma
outra média de Erro Médio, seja utilizando um modelo de confiabilidade espećıfico, ou
os modelos ótimos ou aleatórios deste mesmo experimento. A exceção para o Teste t de
comparação do Erro Médio dos modelos indicados pela rede neural e o modelo ótimos dos
registros da base ocorre no experimento de comparação entre os modelos GEO e PG2.
Neste experimento, os modelos indicados pela rede neural são exatamente os modelos
ótimos para cada registro (detalhes deste experimento podem ser vistos nas tabelas no
Apêndice J).
Já a Tabela 4.5 quando analisada sobre o foco de Meta-Aprendizado com redes neurais,
além das mesmas conclusões obtidas com árvores de decisão, reforça que sempre a soma do
valor de Erro Médio (coluna AE Rede Neural) obtido com o Meta-Aprendizado é menor
que a escolha arbitrária ou aleatória de um modelo qualquer dentre os pertencentes ao
experimento. O Erro Médio obtido com Meta-Aprendizado com redes neurais só não é
melhor que o Erro Médio dos Modelos Ótimos, no entanto, ainda assim o valor de Erro
Médio é muito próximo ao ótimo.
A relação de qual o ganho na utilização da técnica de aplicação de Aprendizado de
Máquina na definição de qual o modelo de confiabilidade a ser utilizado pode ser observado
na Tabela 4.12. Esta tabela é um complemento da Tabela 4.5, no sentido de indicar o
percentual de ganho da utilização de rede neural em relação à utilização de apenas um
modelo ou à seleção de modelos aleatoriamente. Na Tabela 4.12 pode-se observar que o
percentual médio de ganho na utilização do Meta-Aprendizado é 20.76%, 15.90%, 25.61%,
32.59%, 26.83% com relação aos modelos JAM, GEO, PG1, PG2 e RN, respectivamente.
67
Ou seja, a utilização do Meta-Aprendizado com rede neural é melhor que a escolha de
um modelo arbitrariamente, com um resultado médio de ganho em relação ao Erro Médio
de 24.84%. Quando comparado ao resultado da seleção de um método aleatório com
a utilização de Meta-Aprendizado, os ganhos da utilização de rede neural variaram de
14.40% a 36.34%, com um ganho médio de 25%. Na comparação do Erro Médio da rede
neural com o Erro Médio do modelo ótimo, o Meta-Aprendizado fica apenas, na média,
12.42% do Erro Médio ótimo, com uma variação de 0% a 25.24%.
A análise dos dados do Meta-Aprendizado com rede neural da Tabela 4.6 mostra
que o resultado mais próximo da indicação do modelo ótimo é obtido através do Meta-
Aprendizado com rede neural. Na média, em 85.48% dos casos o modelo indicado pela
rede neural é igual ao melhor modelo para a base de dados. Este resultado comprova que
a aplicação da técnica de Aprendizado Máquina para decisão de qual o melhor modelo
representa um grande ganho no cálculo da confiabilidade de software. O resultado dos
doze experimentos também é suportado pelos Testes t aplicados, que comprovam estatisti-
camente, que o conjunto de Erro Médio indicados pela rede neural são diferentes de todos
os outros conjuntos: Modelos Comparados, Modelos Aleatórios e os Modelos Ótimos para
cada registro, com exceção do experimento GEO x PG2, onde a rede neural indicou
exatamente o modelo ótimo para cada registro.
4.4.3 Comparação Entre o Resultado de Árvores de Decisão e
Redes Neurais
Para a realização dos experimentos foram utilizados dois tipos de algoritmos para o Meta-
Aprendizado, algoritmo com árvores de decisão e com redes neurais. A partir dos resulta-
dos foi feita uma análise comparando os resultados dos dois algoritmos. A rede neural ob-
teve uma pequena vantagem no que diz respeito a indicação de modelos de confiabilidade
mais próximos do ótimo, 81.45% de árvores de decisão contra 85.48% de redes neurais.
No caso do experimento GEO x PG2 o Meta-Aprendizado com rede neural indicou exa-
tamente os melhores modelos para cada base com relação ao Erro Médio (AE ). Outros
resultados positivos na utilização de rede neural sobre árvores de decisão foram obtidos na
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comparação com modelos selecionados aleatoriamente ou escolhidos arbitrariamente, com
ganhos médios de 1.79% (25% - 23.21%) e 3.23% (24.34% - 21.11%), respectivamente. No
entanto, apesar de o Meta-Aprendizado com rede neural ser um pouco superior ao com
árvores de decisão nos resultados dos experimentos, as árvores de decisão apresentam a
vantagem de serem mais leǵıveis aos humanos.
4.5 Considerações Finais
Este caṕıtulo introduziu uma abordagem de seleção de modelos de confiabilidade de soft-
ware com algoritmos de Meta-Aprendizado. Para avaliar a abordagem proposta foram
realizados diversos experimentos utilizando os algoritmos de Aprendizado de Máquina
baseados em árvores de decisão e Redes Neurais para seleção dos modelos baseados no
tempo.
A aplicação de Meta-Aprendizado de Máquina em atividades de Engenharia de Soft-
ware é um ferramenta importante no aux́ılio à tomada de decisões. Um fator determinante
para geração de regras precisas é a disponibilidade de dados históricos para análise e a
identificação de caracteŕısticas nos dados desta base que podem influenciar na tomada de
decisão. Esta escolha de qual caracteŕıstica da base é determinante e está intimamente
relacionada ao problema.
No caso de confiabilidade de software foram escolhidas variáveis que estivessem ligadas
ao intervalo de identificação das falhas, ao rúıdo da curva de estabilização da confiabi-
lidade e a identificação de quão acentuada era a variação dos dados (auto-correlação).
Neste caso, o meta-aprendizado apresentou resultados bastante satisfatórios considerando
a aplicação de um algoritmo baseado em árvore de decisão e melhores ainda com um algo-
ritmo de Redes Neurais. Os resultados mostraram a viabilidade e os ganhos em aplicar as





Este trabalho apresentou uma proposta de aplicação de técnicas de Aprendizado de
Máquina em uma área especialmente cŕıtica na produção de software de qualidade: a
avaliação da confiabilidade de software. O trabalho propôs uma abordagem de Meta-
Aprendizado para auxiliar na indicação de qual o melhor modelo de confiabilidade, ou
seja, selecionar o modelo que apresenta o melhor resultado na estimativa da confiabilidade
de software de acordo com algumas caracteŕısticas das bases de dados de confiabilidade.
Para validar a abordagem proposta foram realizados experimentos de seleção entre
diversos modelos de confiabilidade baseados no tempo entre falhas. Foram utilizados os
modelos tradicionais JAM e GEO, e modelos não paramétricos baseados em Programação
Genética e Redes Neurais. Como técnicas de Aprendizado de Máquina foram avaliados
algoritmos baseados em árvores de decisão e Redes Neurais. Ao todo foram realizados
doze experimentos de comparação entre os modelos, aplicando o algoritmo J48 e Mul-
tilayerPerceptron do aplicativo Weka [102] para geração das árvores de decisão e redes
neurais na indicação de qual o melhor modelo de confiabilidade para base em estudo
(Meta-Aprendizado).
Foram utilizados como atributos para o Meta-Aprendizado (Meta-dados) os valores
de Variância, Inclinação, Auto-Correlação e Rúıdo Médio calculados a partir do tempo
entre falhas coletados dos projetos que compõem a base do centro de dados e análise
de software - DACS. Neste trabalho, utilizou-se o valor do Erro Médio para definir qual
modelo apresentou o melhor resultado para um dado conjunto de dados.
Os resultados obtidos em todos os doze experimentos utilizando Meta-Aprendizado
com árvores de decisão mostram que a utilização da abordagem proposta no trabalho,
acerta, em média, quanto ao melhor modelo de confiabilidade para uma dada base de
dados, com relação ao Erro Médio, em 81.45% dos casos. Além disso, na comparação
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entre a utilização do método proposto de utilização de Meta-Aprendizado com uma seleção
aleatória de um modelo de confiabilidade, a utilização de Meta-Aprendizado apresenta um
ganho médio de 23.71% com relação ao Erro Médio. Já na comparação dos resultados de
Meta-Aprendizado com a escolha arbitrária de se utilizar sempre um mesmo modelo de
confiabilidade, o Meta-Aprendizado com árvores de decisão resultou em um ganho médio
de 21.46% também em relação ao Erro Médio.
Da mesma forma que o Meta-Aprendizado com árvores de decisão apresentou resulta-
dos satisfatórios, o Meta-Aprendizado com Rede Neural trouxe resultados ainda melhores.
Em uma avaliação geral, em 85.48% dos casos, o modelo apontado pelo Meta-Aprendizado
é igual ao modelo ótimo para a base considerando o Erro Médio. Outro resultado positivo
ocorre na avaliação do Erro Médio obtido com o Meta-Aprendizado com Rede Neural
contra a seleção aleatória de um modelo de confiabilidade. Na média, o ganho é de 25%.
O mesmo ocorre na comparação com a seleção arbitrária de um modelo, onde o ganho
médio varia de 15.90% a 32.59%.
Logo, os resultados obtidos nos doze experimentos de comparação entre modelos de
confiabilidade (JAM, GEO, PG1, PG2, RN) mostrou que a aplicação de Meta-Aprendizado,
independentemente do algoritmo utilizar árvores de decisão ou redes neurais, consegue in-
dicar com maior precisão, considerando o menor valor de Erro Médio dos modelos, qual
o melhor modelo de confiabilidade para ser utilizado em uma dada base de dados em
comparação a escolha arbitrária ou seleção aleatória de um modelo.
5.1 Trabalhos Futuros
Este trabalho contribuiu com uma nova aplicação das técnicas de Aprendizado de Máquina,
especialmente a sub-área de Meta-Aprendizado, para seleção de qual modelo de confia-
bilidade aplicar a um projeto quando os dados do tempo entre falhas apresenta algumas
caracteŕısticas. Novos trabalhos e variações de aplicação da abordagem proposta podem
ser realizados através da utilização de outros algoritmos de Aprendizado de Máquina.
Neste trabalho foram utilizados os algoritmos J48 e MultilayerPerceptron para realização
do aprendizado. Outros algoritmos que podem, por exemplo, serem utilizados são Pro-
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gramação Genética e descoberta de regras (Apriori).
Além da abordagem com outros algoritmos de Aprendizado de Máquina, a técnica
proposta neste trabalho pode ser aplicada sobre outros atributos (Meta-Dados) das bases
de dados. A escolha de outros atributos, como outras medidas estat́ısticas, para realização
do Meta-Aprendizado pode fornecer resultados ainda mais precisos quanto ao melhor
modelo.
Outros experimentos também podem ser conduzidos utilizando a abordagem com um
outro conjunto de confiabilidade e para a seleção de outros tipos de modelos de confi-
abilidade. Além disso, existem inúmeras outras áreas de Engenharia de Software nas
quais a utilização de Meta-Aprendizado merece ser investigada como as atividades de
planejamento de projeto, testes e manutenção.
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da Universidade of Waikato(2006). http://www.cs.waikato.ac.nz/ml/weka.
[103] Wikipedia. Meta learning (computer science). Dispońıvel em
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Figura D.2: % de Melhora na Utilização de Meta-Aprendizado com Rede Neural
99
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Figura G.2: % de Melhora na Utilização de Meta-Aprendizado com Rede Neural
111
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