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To solve the time domain electromagnetic field problem with long transient states, the time-periodic finite 
element method, or TP−FEM is very useful from the perspective of rapidly achieving steady state. Because 
TP−FEM solves all of the state variables at once, the linear system derived from TP−FEM simultaneously 
becomes large scale and nonsymmetric, whereas the detailed performance of some preconditioned Krylov 
subspace method is not reported. This paper presents the affinity of BiCGStab and BiCGStab2 with a successive 
over−relaxation (SOR) preconditioner supported by Eisenstat’s technique for a linear system derived from 
TP−FEM.  
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１．まえがき 
計算機の性能向上と数値解析技術の発達に伴い，有限要
素法等を用いた電磁界解析技術は大きく進歩し，現代の電
気機器設計に貢献している．しかし，高精度な解析を行う
ためには，磁気ヒステリシス特性等非線形性を考慮した大
規模電磁界解析が必要であるが，現代の計算機性能を用い
ても莫大な計算時間を要する［1］．そのため，電磁界解析
手法の更なる高速化が課題となっている． 
通常，電磁界現象は，過渡現象と定常現象から成ってい
る．電気機器の特性では，定常状態に焦点が当てられてお
り，過渡現象が不要なケースがある．それゆえ，過渡現象
が長い問題を step by step 方式で電磁界解析すると，膨大な
計算時間が必要となる． 
過渡状態の長い問題を効率的に解くために，時間周期有
限要素法［2］が提案されている．時間周期有限要素法では，
過渡解析を経ずに定常解を得ることができる．線形方程式
の係数行列は非対称行列となるため，さらなる高速化の観
点から，効率的に求解できる前処理付きクリロフ部分空間
法の使用が望まれている． 
この線形方程式に対し，不完全 LU 分解前処理を実装し
た BiCGStab2 法が適用されている［3］，［4］．しかし，他の
効果的な前処理を検討した論文はない．そこで本論文では，
Eisenstat 技法［5］を援用した前処理を適用する．Eisenstat 技
法とは，特定の形の前処理行列を両側前処理として用いる
場合，線形解法の反復内における行列ベクトル積を，前処
理に用いる前進・後退代入の和に置き換えることで，計算
コストを削減する手法である．線形解法は，計算能力，計
算コスト及びメモリ使用量の観点から BiCGStab 法［6］と
BiCGStab2 法［7］の 2 手法を用いる．これらの Krylov 部分
空間法に対し，Eisenstat 技法を導入可能である Successive 
Over−Relaxation 前処理(SOR)［8］と，従来法として ILU 分
解前処理(ILU)［9］を用いる．本論文では，時間周期有限要
素法から得られる大規模非対称線形方程式の解法として，
BiCGStab，BiCGStab2 法を採用し，その効果的な前処理に
ついて検討を行ったので，報告する．  
２．前処理付き Krylov 部分空間法 
（１）時間周期有限要素法から得られる線形方程式 
 A−φ 法により離散化された渦電流解析の弱形式を（1）, 
（2）式に示す． 
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ここで，Ωall は全領域，ΩC は強制電流領域，Ωe は渦電流
領域，Nk は辺形状関数，Ni は節点形状関数をそれぞれ表
す．（1）, （2）式に，後退差分を用いて離散化を行った時
刻ステップ m の式を，（3）式に示す． 
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ここで，S は静磁界に起因する行列，C は渦電流に起因す
る行列，∆t は時間刻み幅，f は右辺ベクトルをそれぞれ表
し，x は磁気ベクトルポテンシャル A と電気スカラポテン
シャルφ により構成される解ベクトルを表す．step by step
法では，（3）式をステップ毎に合計 m 回解く必要がある．
そのため，過渡応答が長い問題を解く場合，解析全体の計
算時間が増加する． 
時間周期有限要素法では，時間周期性を有する問題にお
いて，半周期境界条件［2］を（3）式へ適用し，時間領域一
括有限要素法を解くことで，定常解を一括解析で得る．半
周期境界条件により，解ベクトル xm を半周期後の xm+n に
置き換える．半周期境界条件の概略を図 1 に示す．また，
時間ステップ m = 0 から n までの 1 周期分を纏めた連立一
次方程式を（4）式に示す． 
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（4）式を一括化し，（5）式に示す． 
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step by step 法において 1 ステップずつ行う計算を，時間周
期有限要素法では一括で解くため，得られる線形方程式は
大規模となる．（5）式において，半周期境界条件を適用し
たことにより係数行列に非対称性が生じている． 
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Fig. 1.  Time periodic condition based on half periodicity. 
（２）不完全 LU 分解 
 ILU 分解前処理［9］は，係数行列 A に対して積の形に不
完全分解を行い，反復法の前処理に用いる手法である．ILU
分解を，（6）式に示す． 
RLDUA +=           （6） 
ただし，L, D, U, R はそれぞれ狭義下三角行列，対角行列，
狭義上三角行列，誤差行列である．L, D, U の各行列の成分
は，（7）式で算出される． 
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ここで，γ は加速係数を表し，対角成分に負の項が生じな
いようγ ≥1.0 の範囲で値を設ける． 
（３）Eisenstat 技法を援用した SOR 前処理 
線形解法の収束までの反復回数は，適切な前処理行列を
選択することで大幅に減らすことができる．しかし，前処
理を適用すると，行列ベクトル積に加え，前進・後退代入
が加わり，一反復当たりの計算コストが増加する．前処理
行列が SOR 前処理のような形で定義されており，前処理の
形式が両側前処理である場合，Eisenstatが提案したEisenstat 
技法［5］を適用することで，行列ベクトル積を前進・後退
代入の和に置換し，計算コストを削減できる． 
SOR 法は，本来線形方程式を解くための反復法の一種で
あるが，前処理として用いることにより，収束特性の改善
が報告されている［8］．SOR 前処理では，係数行列 A を（8）
式のように分離する． 
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（8）式より，前処理行列 M は，（9）式で定義される 
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ただし，ω は加速係数を表し，0 < ω < 2 である．両側前
処理を実装すると，前処理後の係数行列は(10)式となる． 
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Eisenstat 技法では，前処理後の行列ベクトル積を，（11）
式の形に変形する． 
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（11）式の計算手順を，（12）式に示す． 
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（12）式では，（11）式において行列ベクトル積が前進代入
1 個と後退代入 1 個で算出されるベクトル和で置換可能で
あることを表す．ベクトル和の計算量は行列ベクトル積に
比べ非常に小さいため，計算コストの削減が可能となる．
Eisenstat 技法を援用した SOR 前処理を ESOR と略記する．  
（４）Eisenstat 技法を援用した SOR 前処理付き
BiCGStab 法のアルゴリズム 
 本論文では，計算量と残差の安定性の観点から BiCGStab
法[6]とBiCGStab2法[7]を用いる．ESOR前処理付きBiCGStab
法のアルゴリズムを下記する． 
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（５）Eisenstat 技法を援用した SOR 前処理付き
BiCGStab2 法のアルゴリズム 
BiCGStab 法と比べると，BiCGStab2 法は偶数反復目にお
いて後退代入が 1 回増加するため，1 反復当たり 0.5 回後
退代入の計算コストが増加する．ESOR 前処理付き
BiCGStab2 法のアルゴリズムを下記する． 
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（６）MESOR 前処理 
上記 2 法では収束判定条件に前処理なしの残差ベクトル
を用いる．収束判定条件を（13）式に示す． 
ε<22 ||||/|||| brk                  （13） 
しかし，線形解法内では，残差の更新を前処理付きで行う
ため，前処理を外す三角行列ベクトル積を必要とする．ア
ルゴリズム中の三角行列ベクトル積の計算を（14）式に再
度記載する． 
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三角行列ベクトル積もまた，計算コスト増加の要因となる．
前処理後の残差ベクトルを用いて収束判定を行うことで
この計算コストを削減することができる．収束判定条件を
（15）式に示す． 
ε<+ 221 ||||/|||| br k              （15） 
前処理付き b ベクトルは（16）式を用いて，反復過程へ入
る前に予め計算される． 
bb 1)/)(/( −+= ωω DUD            （16） 
（15）式より，三角行列ベクトル積が不要となり，計算コ
ストを削減できる．文献［10］に倣い，この手法を MESOR
前処理と表記する． 
（７）計算コストの見積もり 
BiCGStab 法および BiCGStab2 法の計算時間において，行
列ベクトル積，三角行列ベクトル積，前進・後退代入が支
配的である．この 4 項目について，各前処理における計算
コスト参考値を表 1 に示す．文献[11]の前処理の付け方を
参考に，両側前処理付き BiCGStab 法および BiCGStab2 法
のアルゴリズムを作成し，後述するポット型リアクトルを
用いて見積もりを行う．この手法における 1 反復当たり計
算コストを 1 とする． Ap, Lr, L−1p, U−1p はそれぞれ，行列
ベクトル積，三角行列ベクトル積，前進代入，後退代入を
表し，それぞれ 1 計算あたり 0.14, 0.12, 0.12, 0.8 とする． 
ESOR, MESOR 前処理では，BiCGStab2 法は BiCGStab 法と
比べ，後退代入が 1 反復当たり 0.5 回多くなる．しかし，
上三角行列の非零要素数が下三角行列より少ないため，増
加した後退代入が計算時間へ与える影響が小さいと考え
られる． 
TABLE I  COMPUTATIONAL COST 
Linear
solver Precond. A
p Lr L −1p U −1p
Cost per itr.
(Ap +Lr +L −1p +U −1p )
ILU, SOR 2 0 4 3 1.00
ESOR 0 1 2 2 0.49
MESOR 0 0 2 2 0.38
ILU, SOR 2 0 4.5 3 1.06
ESOR 0 1 2 2.5 0.53
MESOR 0 0 2 2.5 0.42
BiCGStab
BiCGStab2
 
３．解析モデル 
例題として， ポット型リアクトルの 1/8 モデルと三相変
圧器の 1/4 モデルを用いて線形解析を行う．ポット型リア
クトルと三相変圧器をそれぞれ図 2, 3 に示す．  
ポット型リアクトルでは，材料として比透磁率 µ
 r = 
2.0×103，導電率 σ =1.0×106 である鉄を与える．コイル領域
に周波数 50 Hz，最大電流 200 AT の電流を印加する場合に
ついて解析を行う．ポット型リアクトルのメッシュは六面
体一次要素であり，節点数が 274,285，要素数が 262,440 で
ある．  
三相変圧器では，比透磁率  µ
 r = 1.0×103，導電率σ 
=1.0×106 である鉄を与える．各コイル領域へ印加する電流
を(17)式に示す． 
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ただし，周波数 f = 50 Hz とする．三相変圧器のメッシュ
は六面体一次要素であり，節点数が 50,050，要素数が 45,600
である． 
これらの解析モデルに対して時間周期有限要素法を適
用する．強制電流及び渦電流 1 周期を 16 分割した，8 ステ
ップ一括解析を行う．得られる係数行列について，ポット
型リアクトル，三相変圧器それぞれを表 2 に示す．収束判
定条件をε = 10−6 とする．また，各前処理において使用した
加速係数は，ポット型リアクトルにおいて，ILU 前処理がγ 
= 1.1, SOR, ESOR, MESOR 前処理がω = 1.0 である．また，
三相変圧器では，ILU前処理がγ = 1.05, SOR, ESOR, MESOR
前処理がω = 0.8 とする． 
z
x
y 4
0
30
iron µr
air
coil
(Unit : mm)
µr = 2.0×103
σ = 1.0×106 S/m
I = 200sin(2pift) AT
f = 50 Hz
 
Fig. 2.  The 1/8 model of pot−type reactor. 
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Fig. 3.  Quarter model of three−phase transformer. 
TABLE II  MATRIXES DERIVED FROM TP−FEM 
Analysis
Model
Pot−type
reactor
Three−phase
transformer
nonzero 992,855,728 89,368,928
L nonzero 641,773,981 56,443,140
U  nonzero 365,618,003 34,207,164
DoF 14,536,256 1,281,376
 
４．計算結果 
（１）ポット型リアクトル 
BiCGStab 法, BiCGStab2 法の収束特性を，図 4, 5 にそれ
ぞれ示す． SOR，ESOR，MESOR 前処理の収束特性は非
常に似ているが，わずかに差が生じている．行列ベクトル
積の計算を，Eisenstat 技法を用いて近似計算したことが原
因として考えられる．加えて， MESOR 前処理では収束判
定に（15）式を用いている．それにより，収束判定の計算
に誤差が生じていると考えれる．  
各前処理を用いた BiCGStab 法における計算時間を表 3，
BiCGStab2 法の計算時間を表 4 にそれぞれ示す．両線形解
法において，Eisenstat 技法を援用した前処理は，従来の前
処理と比べおよそ半分の計算時間で収束している．従来法
では行列ベクトル積に多量の時間が掛かっている．
Eisenstat 技法により行列ベクトル積の計算を省略したこと
で，その計算に費やされていた時間が反映されていると考
えられる．また，両線形解法において MESOR 前処理が最
も少ない計算時間で収束している．ESOR 前処理と比べる
と 1,000 秒程の差が生じてる．MESOR 前処理では，前処理
付きベクトルで収束判定を行ったため，三角行列ベクトル
積の計算に費やされていた時間が反映されている事に起
因する． 
MESOR前処理においてBiCGStab法とBiCGStab2法を比
較すると，反復回数においては BiCGStab2 法が少ない回数
で収束している．しかし，計算時間において BiCGStab 法
がわずかに早く収束した．これは，BiCGStab2 法において，
一反復当たり 0.5 回の後退代入が多く行われており，計算
時間に影響を及ぼしていると考えられる．しかし，後退代
入に用いる上三角行列の非零要素数は比較的少ないため，
MESOR−BiCGStab 法と MESOR−BiCGStab2 法の計算時間
の差は僅かなものである． 
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Fig. 4.  Convergence characteristics of BiCGStab. 
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Fig. 5.  Convergence characteristics of BiCGStab2. 
TABLE III  ELAPSED TIME OF BICGSTAB 
Linear Solver
Preconditioner ILU (γ  =1.1) SOR (ω  =1.0) ESOR (ω  =1.0) MESOR (ω  =1.0)
Tri−Mat−Vec. [s] 979.0
Mat−Vec. [s] 3906.6 2619.1
Inner Prod. [s] 95.0 94.3 91.9 87.0
Vector Update [s] 296.5 241.1 379.3 353.9
Forward Sub. [s] 4820.6 3365.2 1993.1 1831.1
Backward Sub. [s] 2342.4 1818.0 1206.3 1101.0
Solver [s] 11461.2 8137.7 4674.2 3373.0
Iteration 1,374 1,233 1,167 1,167
BiCGStab
 
TABLE IV  ELAPSED TIME OF BICGSTAB2 
Linear Solver
Preconditioner ILU (γ=1.1) SOR (ω  =1.0) ESOR (ω  =1.0) MESOR (ω  =1.0)
Tri−Mat−Vec. [s] 1038.6
Mat−Vec. [s] 2981.8 3593.2
Inner Prod. [s] 115.0 97.9 123.6 104.4
Vector Update [s] 344.3 310.2 566.2 451.6
Forward Sub. [s] 4164.3 4571.5 2110.4 1693.5
Backward Sub. [s] 1815.2 2114.1 1553.8 1264.7
Solver [s] 9420.7 10686.9 5405.6 3514.2
Iteration 1,169 1,303 1,232 1,076
BiCGStab2
 
（２）三相変圧器 
各前処理を用いた BiCGStab 法，BiCGStab2 法の収束特性
を図 6,7 にそれぞれ示す．両線形解法において，ILU 前処
理を用いた場合は収束している．しかし，SOR，ESOR，
MESOR 前処理を用いた場合は収束に至らなかった．図 6,7
は便宜上 10,000 反復までしか表示していないが，反復を重
ねていくといずれの前処理も発散している．三相変圧器で
は収束特性の振動がより大きく，収束特性が悪い問題にお
いて，SOR 前処理が不適切であることが考えられる． 
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Fig. 6.  Convergence characteristics of BiCGStab. 
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Fig. 7.  Convergence characteristics of BiCGStab. 
ILU 前処理における計算時間を表 5 に示す．BiCGStab 法
よりも BiCGStab2 法の方が，早い時間で収束している．ま
た，BiCGStab2 法は良好な収束特性を示している．収束特
性が悪い問題において，ILU−BiCGStab2 法が有用であると
考えられる． 
TABLE V  Elapsed Time of ILU Solver 
Preconditioner
Linear Solver BiCGStab BiCGStab2
Mat−Vec. [s] 952.6 554.6
Inner Prod. [s] 21.2 21.5
Vector Update [s] 73.2 65.5
Forward Sub. [s] 1167.8 765.0
Backward Sub. [s] 593.3 352.8
All Time [s] 2814.6 1759.5
Iteration 3,435 2,209
ILU (γ  = 1.05)
 
５．結論 
本論文では，時間周期有限要素法から得られた線形方程
式に対する Eisenstat 技法を援用した SOR 前処理付き
BiCGStab 法と BiCGStab2 法の親和性について検討した．ポ
ット型リアクトルにおいて，MESOR 前処理を適用するこ
とにより，BiCGStab 法と BiCGStab2 法の両解法において，
計算時間の劇的な削減をすることができた．加えて，収束
特性の点においても，両線形解法は安定した収束特性を示
した．しかし，三相変圧器において， Eisenstat 技法を援用
した前処理では収束に至らなかった． この問題において，
SOR 前処理が有効でなかったためである．Eisenstat 技法を
援用した前処理は，時間周期有限要素法から得られる線形
方程式に必ずしも適用できるとは限らない． 
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