Abstract -This work investigates the effect of Cu content and Ga grading on the performance of CIGS cells, by means of numerical simulations and comparison with corresponding experiments. Different Ga profiles and Cu average concentrations are considered. We show that the optical effect of Cu content must be properly taken into account to model NIR absorption. As far as the GGI profile is concerned, we show that the main improvement can be obtained by increasing the GGI ratio toward the back-side; an optimized notch bandgap profile can be designed with the help of these indications.
I. INTRODUCTION
Intentional grading of the Cu(In,Ga)Se2 (CIGS) absorber is commonly used in high efficiency solar cells [1] . Due to the dependence of CIGS bandgap on the [Ga]/([Ga]+[In]) ratio (GGI), increasing the Ga content widens the bandgap, mainly by up-shifting the conduction band edge [2] . In principle, optimized bandgap grading offers a better trade-off than constant-bandgap between VOC (higher bandgap) and JSC (lower bandgap), together with the possibility of improving carrier collection by means of the embedded grading-related electric field [3] . The so called "notch" or "double grading" profile has minimum bandgap at some distance into the CIGS layer and larger bandgap towards both back and front contacts. Lower bandgap at the absorber surface can also be designed to induce a type inversion at the CdS/CIGS interface. Solar cells at the state of the art exploit this bandgap grading idea, so a detailed understanding of its effects is useful. Moreover, Cu content also affects the cell performance [4] : therefore, we believe it is of interest to study how the effect of the 
II. METHODS

A. Experiments
Four samples with average [Cu]/([In]+[Ga]) (CGI*) ratios of 0.8, 0.85, 0.9, 0.93 as measured by x-ray fluorescence spectroscopy (XRF). The corresponding measured GGI profiles show the typical "notch" observed in absorbers grown by co-evaporation with a multi-stage process.
The measured performance parameters of the 4 cells, performed under the AM 1.5 spectrum at 25 °C, show that increasing CGI* adversely affects the fill factor, FF, and open circuit voltage, VOC, while the short circuit current density, JSC, increases by some 3% when CGI* changes from 0.80 to 0.85, then more gently decreases as CGI* is raised from 0.85 to 0.93. As a result, the efficiency is maximum (19%) for CGI* = 0.80 and 0.85, then decreases by some 1% absolute as CGI* is increased to 0.93. The measured EQEs reflect the effect on JSC: the increased near infrared (NIR) response observed when CGI* moves from 0.80 to 0.85 tends to saturate for CGI* > 0.85.
B. Simulations
We simulated the cell using the Synopsys Sentaurus-Tcad suite [5] . Details about the cell structure and main simulation parameters are reported in Table I and in [6] .
In order to gain better insight of the observed device behavior, we performed a simulation study of the effects of bandgap grading for different CGI* ratio. The measured GGI profiles are loaded into the model of the solar cell to give the corresponding bandgap grading profiles based on an experimentally tested second-order formula [2] . The optical behavior is described by complex refractive indexes depending on both GGI and CGI* ratios and coming from the literature [7] .
III. RESULTS
A. Effects of CGI
The simulated EQEs are shown in Fig. 1 . The simulated behavior of the EQE shows a NIR shift between CGI* = 0.80 and 0.85, due to a step change in the absorption coefficient, and little variation beyond. While measurements do not show such a shift but rather a slope change, measurements and simulations agree on the lack of significant change for CGI* > 0.85. 3 . A schematic representation of the simulated structure. The profile drawn across the CIGS is the GGI ratio. The CGI ratio is varied among regions I-IV as detailed in Table II. However, it must be considered that in our simulations we are assuming uniform CGI = CGI* in the whole absorber, while in the real cell the CGI profile is not constant. To investigate this point, we simulated the structure shown in Fig. 3 , where the CIGS is divided into four regions, and varied the CGI ratio as detailed in Table II. The simulated EQEs for the four cases of Table II, plotted in Fig. 4 , show that the regions close to the front of CIGS and to the notch of the GGI profile (cases 3 and 4), determine the cell NIR absorption. Although the non uniformity of CGI displayed in Table II is purely speculative, Fig. 3 shows that assuming constant CGI* over the whole CIGS layer might be the reason of the gap between the measured and simulated EQEs in the NIR range when CGI* < 0.85 (black lines in Fig. 2) . Fig. 4 . Simulated external quantum efficiencies for different CGI profiles, as detailed in Fig. 3 and Table II. 978-1-5090-5605-7/17/$31.00 ©2017 IEEE Based on these results, we have simulated a cell with CGI* = 0.80 (average value), but non-uniform CGI (lower at the front and at the bottom, higher in the central part of the absorber): in this case, the simulated EQE (red line in Fig. 2 ) is very close to the measured one (black line with dots in Fig. 2 ) in the NIR range. In fact, absorption coefficients corresponding to an average CGI* < 0.85 will not adequately describe carrier generation in the CIGS regions where the non-uniform CGI is > 0.85, because of the step variation of the absorption coefficients described above.
More experimental and modeling activity will be required to clarify this point.
B. Effects of GGI
In order to study the sensitivity of cell parameters on the GGI grading profile, we considered the simplified model of notch grading shown in Fig. 5 . Different bandgap profiles are simulated by varying the coordinates of points 0 (0, y0), A (xA, yA), B (xB, yB), and C (3 m, yC), where x is the depth inside the CIGS layer and y is the corresponding GGI ratio. The optical coefficients used for CIGS in all the simulations correspond to a value of CGI* = 0.9, and vary consistently with GGI as given in [7] . 
B1. Variation of xA and xB
Varying the depth of the GGI peak xA (in the range 0.03 -0.13 m) and the depth of the notch xB (in the range 0.14 -0.32 m,) has negligible effect on all the figures of merit, the relative changes observed being < 0.5%.
B2. Variation of y0, yA, yB and yC.
The increase of the surface GGI y0 mainly affects FF and , which respectively earn almost 2% and 1% absolute, for y0 varying from 0.20 to 0.38 (Fig. 6) .
On the contrary, when the peak GGI yA increases from 0.3 to 0.4, JSC loses 1 mA/cm 2 and decreases by almost 1% absolute, as shown in Fig. 7 . Similarly, when the minimum GGI yB is increased from 0.12 to 0.24, JSC and decrease (Fig.  8) , while VOC and FF improve (not shown).
In the case where we varied the back-side GGI yC, a significant efficiency gain comes from the increase of VOC (Fig. 9) , while JSC and FF are almost unchanged (not shown). However, for yC > 0.55 the performance enhancement tends to saturate.
The analysis described so far shows that the increase of GGI at the molybdenum side of the CIGS absorber (yC) is expected to give the best results. 
VI. CONCLUSION
This work focuses on the use of numerical simulations to study how different CGI and GGI profiles affect the performance of CIGS cells. We show that: i) CGI must be properly taken into account to model the cell's absorption in the NIR range; ii) increasing the average CGI above 0.85 leads only to slight increment of Jsc, different values of average CGI > 0.85 giving very similar EQEs; iii) as far as the GGI profile is concerned, we show that the main improvement in cell performance can be obtained by increasing the GGI ratio toward the back-side; an optimized notch bandgap profile can be designed with the help of these indications.
