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Abstract
The skew-Laplace distribution is frequently used to fit the logarithm of particle sizes and it is also used
in Economics, Engineering, Finance and Biology. We show the Anderson-Darling and Crame´r-von
Mises goodness of fit tests for this distribution.
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1 Introduction
The three densities most commonly proposed to describe the logarithm of particle sizes
are the normal, the hyperbolic and the skew-Laplace. Examples showing the use of
these three distributions in this context can be found in Fieller et al. (1992). Julia`
and Vives-Rego (2005) uses the skew-Laplace distribution to analyze bacterial sizes
in axenic cultures. In this paper we summarize the main properties of the skew-Laplace
distribution and two useful goodness of fit tests are also presented.
The following argument is employed to justify the use of the normal distribution in
particle size analysis:
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46 Goodness of fit tests for the skew-Laplace distribution
Suppose that a particle of initial size X0 is repeatedly diminished by breaking oﬀ
random proportions. The size in the step j is a random proportion of the size in the step
j − 1, that is, Xj = ε jX j−1, where ε j are random variates taking values between 0 and 1.





If the variates ε j are iid, for large n the distribution of log(Xn) can be approximated by
the normal as a consequence of the central limit theorem.
Consider now that each observation log(xi) follows a normal distribution with a
diﬀerent mean μi and variance σ2i . It is reasonable to assume that μi = f (σ
2
i ), where
f () is a suitable monotonous function. This corresponds to the generally accepted idea
that large scale observations have a wide dispersion. The simplest selection is a linear
relationship, f (σ2i ) = a + bσ
2
i .
We can also suppose that σ2i are random variates following a suitable distribution
defined on the positive reals. If σ2i follows a distribution whose density function
is p(x; γ, δ) = e
−γx−δ/x
C(γ,δ)
, the resulting model is the hyperbolic distribution (Barndorﬀ-
Nielsen,1977). Correspondingly, ifσ2i follows an exponential distribution then the skew-
Laplace distribution is obtained.
However the skew-Laplace distribution can arise as the diﬀerence of two
exponentials as will be seen in Section 2 and in the example in section 4.1. Several
properties, generalizations and applications of the skew-Laplace distribution have been
reported in Kotz et al. (2001).
Sometimes the maximum likelihood estimators (MLE) of the parameters of this
distribution have been calculated by maximizing directly its likelihood function. This
can give numerical problems when iterative methods are used. A proper derivation of the
MLE was done in Hinkley and Revankar (1977). These authors worked in the context
of log-skew-Laplace models (see also Kotz et al., 2001). In Section 3 we study the
maximum likelihood estimation and present a simple proof of the result of Hinkley and
Revankar (1977).
In Section 4, we show the Anderson-Darling and Crame´r-von Mises goodness of fit
tests.
2 The skew-Laplace distribution
The skew-Laplace (SKL) or skew-double exponential distribution has a density
function, defined over all the reals, of the form
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)/(α + β) x ≤ μ
exp( (μ−x)
β
)/(α + β) x > μ
(1)
where α, β > 0 and μ can be any real number. When α or β tends to 0 then the two-
parameter exponential or negative-exponential distribution is obtained. When α = β
it corresponds to the classical Laplace distribution. A skew-Laplace distribution with
parameters μ, α and β will be referred as SKL(μ, α, β).
The distribution function, is




)/(α + β) x ≤ μ
1 − β exp( (μ−x)
β
)/(α + β) x > μ
(2)
The profile of the log-density is formed by two lines of slopes 1/α and −1/β
intersecting in x = μ, the location parameter and its mode. Therefore this distribution
can be easily detected empirically by plotting a log-histogram.
2.1 Moments and properties
Many of the properties described in this section can be found in Kotz et al. (2001).
Given a random variable X, SKL distributed, it is easy to compute its moment generating
function Φ(t) = E(exp(tX)) giving
Φ(t) =
exp(μt)
(1 + αt)(1 − βt) (3)
From (3), the cumulant generating function has a very simple form, K(t) =
log(Φ(t)) = μt− log(1+αt)− log(1−βt), and consequently the mean is E(X) = μ+β−α,
the variance is V(X) = α2 + β2 and for i > 2 the cumulants are ki = (i− 1)!(βi + (−1)iαi).























As θ varies in (0,∞), √β1 ∈ (−2, 2) and β2 ∈ [6, 9). From (4) it is evident that√
β1 determines β2. Moreover β2(
√
β1) = β2(−√β1). The following table shows the
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relationship between both coeﬃcients:
√
β1 0.0 ±0.2 ±0.5 ±1.0 ±1.5 ±1.8 ±2.0
β2 6.00 6.03 6.17 6.68 7.58 8.34 9.00
The values
√
β1 = 0 and β2 = 6 correspond to θ = 1, that is, the Laplace distribution.
From an empirical point of view, if the sample skewness and kurtosis coeﬃcients do not
lie near the appointed values it would be a sign that the SKL distribution is inadequate
for fitting our data.
Another measure of dispersion is E|X − μ|, that is, the mean deviation with respect
to the location parameter. It gives, E|X − μ| = (α2 + β2)/(α + β) = V(X)/(α + β). Then
the normalizing constant in (1) can be interpreted as the quotient E|X − μ|/V(X).
2.2 Generation of values
Given a random variable X, two-parameter exponentially distributed with starting
point x0 and expectation E(X) = τ + x0 then the moment generating function is
ΦX(t) = exp(x0t)/(1 − τt). Hence, Φ−X(t) = exp(−x0t)/(1 + τt) and from (3) it can be
readily deduced that the diﬀerence of two-parameters exponential independent random
variables follows a SKL distribution. Now the parameters of the SKL have a new
meaning, that is, α and β are the means of each exponential after subtracting its starting
points and μ measures the distance between these starting points.
This result leads to a first approach to simulate a SKL(μ, α, β), by subtracting two
independent exponentials starting at 0 with means α and β respectively and adding the
constant μ. It can be summarized in the following formula:
X = α log(z1) − β log(z2) + μ = log(zα1/zβ2) + μ
where z1 and z2 are two independent uniform (0, 1) variates.
A second approach comes from the mixture pattern model mentioned in Section
1. Consider that observations follow a normal distribution with mean a + bσ2 and
variance σ2, where σ2 is also a continuous random variable with density g(x) over the
positive reals. It can be easily shown that the moment generating function of the resulting




2)t+σ2t/2g(σ2)dσ2. If the mixing density is an exponential
with mean τ then it gives the moment generating function in (3), and the relationship
between the two parameterizations is μ = a, 2αβ = τ and β − α = bτ. This can be
summarized in the following expression:
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where x1 is an exponential variate with mean 2αβ and y1 is a standard normal, both being
independent.
A third approach to simulate a SKL random variable is by using the classical inverse









(1−z)(α+β) ) + μ z ∈ ( αα+β , 1)
(5)
where z is a uniform (0, 1) variate. This method is better than the preceding ones because
it only requires one uniform value for each SKL value.
3 Parameter estimation
Consider a sample X = (x1, . . . , xn), coming from a S KL(μ, α, β). Our goal is to find the
MLEs of the parameters. First suppose that μ is known and x(r) ≤ μ ≤ x(r+1), where x(r)
indicates the r-th order statistic. The log-likelihood function can be written as




Ur(μ) − n log(α + β) (6)
where Lr(μ) =
∑r
i=1(μ − x(i)) and Ur(μ) =
∑n
i=r+1(x(i) − μ). The likelihood function is
diﬀerentiable with respect to α and β in the domain of the parameters. Then, solving the


















Notice that if μ ≤ x(1) then Lr(μ) = 0 and, similarly, if μ ≥ x(n) then Ur(μ) = 0.
Consequently it can be directly shown that (7) is also valid to describe the maximum
likelihood estimators of α and β in these situations.
Taking into account that (Lr(μ) + Ur(μ))/n =
∑n
i=1 |xi − μ|/n = Δ(μ) and (Lr(μ) −
Ur(μ))/n = μ − x¯, (7) can be written in a more suitable form, independent of where μ is
located:
αˆ0(μ) = 12 (Δ(μ) − x¯ + μ +
√
Δ2(μ) − (x¯ − μ)2)
βˆ0(μ) = 12 (Δ(μ) + x¯ − μ +
√
Δ2(μ) − (x¯ − μ)2)
(8)
Notice that if μ ≤ x(1) then Δ(μ) = x¯ − μ and αˆ0(μ) = 0. Similarly, if μ ≥ x(n) then
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βˆ0(μ) = 0. For these situations the MLEs are degenerate in the sense that the estimations
lie outside the domain of the parameters.
Now, by substituing (8) in (6), the maximum of the likelihood function is
lM(X; μ) = −n(log(Δ(μ) +
√
Δ2(μ) − (x¯ − μ)2) + 1) (9)
Therefore, if all the parameters are unknown, the MLE of μ can be found by maximizing
(9) or, equivalently, by minimizing ψ(μ) = Δ(μ) +
√
Δ2(μ) − (x¯ − μ)2. Observe that
ψ(μ) = x¯ − μ for μ < x(1), and ψ(μ) = −x¯ + μ for μ > x(n). Then it is obvious that
the minimum must be located in the interval [x(1), x(n)].
The function ψ(μ) is not diﬀerentiable at the points μ = xi, but the derivative
can be computed at all other points. Then, for x(r) < μ < x(r+1), r = 1, . . . , n − 1,
Δ(μ) = 2r−n
n





Δ(μ)(2r − n)/n + x¯ − μ√
Δ2(μ) − (x¯ − μ)2
Straightforward calculations show that the unique solution of ψ′(μ) = 0 is μ0 =
(r2 x¯ + (n − 2r)∑ri=1 x(i))/(r(n − r)). If μ0 is not in (x(r), x(r+1)), then ψ(μ) is monotone
in this interval. Otherwise, further calculations show that
ψ′′(μ0) = − n2r(x¯ −∑ri=1 x(i)/r)
Notice that x¯−∑ri=1 x(i)/r ≥ 0, and equality occurs with probability 0. Consequently in μ0
we have a local maximum. Due to the continuity of ψ(μ), if the minimum is not attained
inside the intervals (x(r), x(r+1)), r = 1, . . . , n − 1, it must be attained at the borders, that
is, in one (or several) of the sample values x(i)), i = 1, . . . , n. Now, we have proved the
following theorem:
Theorem 1 (Hinkley and Revankar, 1977) Let x1, . . . , xn be a sample coming from a




(Δ(μˆ) − x¯ + μˆ + √Δ2(μˆ) − (x¯ − μˆ)2)
βˆ = 1
2
(Δ(μˆ) + x¯ − μˆ + √Δ2(μˆ) − (x¯ − μˆ)2)
where Δ(μ) =
∑n
i=1 |xi − μ|/n and xj is any sample value where the function ψ(μ) =
Δ(μ) +
√
Δ2(μ) − (x¯ − μ)2 attains its unique minimum. Moreover the maximum of the
log-likelihood function is
lM(X) = −n(log(ψ(μˆ)) + 1)
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Remark 1 Observe that the calculation of μˆ is very simple because we only need to
evaluate the function ψ(μ) at a finite number of points, that is, the sample values.
The MLEs are not necessarily unique but the function ψ(μ) has a unique absolute
minimum. The points where ψ(μ) attains its minimum are not necessarily consecutive
as happens with the Laplace distribution (α = β). For example for the sample, −1.085,
0.043, 3.326, 3.954, 5.967, the maximum likelihood estimates of the location parameter
are μˆ1 = −1.085 and μˆ2 = 5.967. We have observed this troublesome phenomenon only
with small samples.
When μˆ = x(1) or μˆ = x(n) then αˆ = 0 or βˆ = 0 and empirically, this means that
data is fitted by the exponential or negative-exponential distribution. This situation can
also be troublesome and unfortunately it can occur in moderately small samples with
an appreciable probability. For instance, we have simulated 10000 samples of diﬀerent
sizes for a SKL(0,1,2). For n = 5 this anomaly has been observed in 96% of the samples.
For n = 10 in 63% and for n = 20 in 22%. For n = 50 it only happened in 1% of the
samples. Consequently, MLEs are not recommended for small samples.
The density of the SKL does not satisfy the standard conditions of regularity.
However the consistency and the asymptotic eﬃciency of the MLE can be established
using the very general conditions of Daniels (1961)(see also Hinkley and Revankar,
1977). The asymptotic variance V can be calculated in a standard way by inverting the




αβ α(α + β) 0
−αβ 0 β(α + β)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (10)
The asymptotic variance of some functions of the estimates of the parameters can be
calculated from here. For instance, to test symmetry it is necessary to estimate θ = β/α.
It can be shown that the asymptotic variance of θˆ = βˆ/αˆ is V(θˆ) = θ(1 + θ)2.
Notice that the MLE of the expectation is Eˆ = μˆ+ βˆ− αˆ = x¯, that is the sample mean.
Then its variance is V(Eˆ) = (α2 + β2)/n and approximate confidence intervals can be
calculated easily.
In practice is important to decide if the skew-Laplace distribution is a good choice
to fit a data set. In the next section some goodness of fit tests are presented.
4 Goodness of fit tests
Our goodness of fit tests will be based on statistics which compare the empirical
distribution function (EDF) of the sample with the hypothesised distribution F(x).
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The EDF is defined by Fn(x) =
#xi≤x
n
. The statistics considered are the Crame´r-von








{Fn(x) − F(x)}2 ψ(x)dF(x)
where ψ(x) = 1/[F(x){1 − F(x)}].
Generally these tests are powerful. The percentage points for these and other EDF
tests for a variety of distributions can be found in D’Agostino and Stephens (1986).
The tests procedure is as follows. Suppose the order statistics (ascending) of the
sample are x(1), x(2), . . . , x(n).
a) Find the MLEs of the parameters (μˆ, αˆ, βˆ) following the algorithm of Theorem 1.
b) Make the transformation z(i) = F(x(i); μˆ, αˆ, βˆ), for i = 1, . . . , n. The z(i) will be in
ascending order.





z(i) − (2i − 1)/(2n)}2 + 1/(12n)
and the Anderson-Darling statistic from
A2 = −n − (1/n)
n∑
i=1
(2i − 1) [log(z(i)) + log(1 − z(n+1−i))]





e) Look at the table 1 for the chosen statistic and interpolate to find the percentage
point at a given significance level. If the value of the statistic is greater than this
percentage point, then the null hypothesis is rejected at this level.
The distributions of W2 and A2 depend only on |β/α|. Simulation studies show us that
the tests performed by estimating the coeﬃcient of skewness have a significance level
slightly lower than expected.
The percentage points of the tables are those of the asymptotic distribution of W2 and
A2 under the null hypothesis. They have been computed using the standard techniques
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described in Stephens (1976) (see also Puig and Stephens, 2000). For finite samples the
percentage points can be calculated by using Monte Carlo methods, but they are very
close to the asymptotic for samples above n = 20.
Table 1: Percentage points of the asymptotic distribution of W2 and A2 for diﬀerent
values of
√
β1 and diﬀerent significance levels (in boldface).
W2 A2√
β1 0.10 0.05 0.025 0.01 0.10 0.05 0.025 0.01
0.00 .077 .091 .106 .125 .498 .582 .665 .774
±0.20 .077 .092 .107 .126 .498 .583 .666 .776
±0.40 .078 .093 .108 .129 .501 .586 .671 .784
±0.60 .079 .095 .111 .133 .504 .592 .680 .796
±0.80 .081 .098 .115 .139 .510 .601 .692 .814
±1.00 .084 .102 .121 .148 .519 .614 .710 .840
±1.20 .088 .108 .129 .158 .531 .632 .735 .875
±1.40 .093 .116 .140 .172 .550 .659 .771 .924
±1.60 .102 .127 .154 .191 .579 .700 .825 .996
±1.80 .116 .146 .177 .220 .634 .775 .922 1.121
±1.90 .128 .162 .198 .246 .692 .851 1.017 1.243
±1.95 .139 .176 .215 .268 .748 .925 1.108 1.359
±1.98 .150 .190 .233 .290 .816 1.013 1.218 1.498
±1.99 .156 .199 .243 .303 .861 1.072 1.290 1.588
±2.00 .174 .222 .271 .338 1.062 1.321 1.591 1.959
4.1 An example
Bain and Engelhardt (1973) consider the following data set, consisting of 33 diﬀerences
in flood levels between stations on a river:
1.96, 1.97, 3.60, 3.80, 4.79, 5.66, 5.76, 5.78, 6.27, 6.30, 6.76, 7.65, 7.84, 7.99, 8.51,
9.18, 10.13, 10.24, 10.25, 10.43, 11.45, 11.48, 11.75, 11.81, 12.34, 12.78, 13.06, 13.29,
13.98, 14.18, 14.40, 16.22, 17.06
They fit the data by using the Laplace distribution arguing that the observations could
occur as the diﬀerence of two exponential distributions with the same mean. However,
the fit does not work well as can be seen in Puig and Stephens (2000) who perform EDF
tests for the Laplace distribution. Possibly the two exponentials do not have the same
mean and consequently a reasonable alternative is the skew-Laplace distribution.
By using theorem 1, the MLEs are μˆ = 11.75, αˆ = 4.4654 and βˆ = 2.0691. The
estimated coeﬃcient of skewness is
√
βˆ1 = −1.345 and the EDF test statistics are
W2 = .097 and A2 = .568. From Table 1 the skew-Laplace assumption is not rejected for
the Crame´r-von Mises statistic even at a significance level of 0.10 and for the Anderson-
Darling statistic at a level of 0.05.
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Given the above, an approximate 95% confidence interval for the mean can be





= 9.354 ± 1.679
We then test the Laplace assumption against the skew-Laplace for this example. It is
equivalent to consider H0 : θ = 1 against H1 : θ  1. As has been pointed out in Section





(1 + θˆ) = 0.463 ± 0.340
Consequently the Laplace assumption must be rejected in favour of the general skew-
Laplace.
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