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The problem of ascertaining the minimum number of weighings 
which suffice to determine the defective coin in a set of N coins of the 
same appearance, given an equal arm balance and the information 
that there is precisely one defective coin present, is well known. A 
large numbe~ of ingenious olutions exist, some based upon sequential 
procedures and some not. 
The problem in the case where there are known to be two or more 
defective coins is far more complex because we cannot draw any simple 
definite conclusions at the end of a single test. We shall analyze this 
in detail in the following paper. The purpose of this paper is to in- 
dicate a systematic way in which the theory of dynamic program- 
ruing can be used to provide a computational solution to the 
determination of optimal and suboptimal testing policies. We shall 
illustrate this by means of some numerical results obtained using a 
digital computer. 
I. INTRODUCTION 
The problem of ascertaining the minimum number of weighings which 
suffice to determine the defective coin in a set of N coins of the same 
appearance, given an equal arm balance and the information that  there 
is precisely one defective coin present, is well known. A large number of 
ingenious solutions exist, some based upon sequential procedures and 
some not. References to many papers on this question will be found in 
Schaaf (1958) and Bel lman (1961). 
Oddly enough, the corresponding problem for more than one defective 
coin has attracted little attention. At the suggestion of one of the authors, 
the problem for two coins was investigated by  Cairns (1955). Apart  from 
this unpublished paper, tittle appears to be written on the subject. The 
problem is of significance because it represents one of the simplest 
examples of a sequential testing problem replete with the difficulties of 
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combinatorial nature and with the difficulties inherent in the concept of 
"information." For some discussion of these matters in greater detail, 
see Bellman (1957) and Hammersley (1948). 
A small amount of analysis discloses the enormous difference in com- 
plexity between the one-coin and two-coin problem. Starting with a set 
of N coins known to contain preciseIy one defective coin, and an equal 
arm balance, the only permissible operation is that of weighing one group 
of k coins against another group of k coins chosen from the original set. 
If the two groups balance, we immediately conclude that the defective 
coin is in the remaining roup of N - 2k coins. If the two groups do not 
balance, we know that the defective coin is in one of the two sets of lc 
coins. Taking the simple ease where we know in advance that the de- 
fective coin is heavier than any of the other coins, we see that regardless 
of the outcome of the first test, we face a problem of exactly the same 
type as the original at the end of the test, and with a smaller number of 
coins. This invariance permits us to apply the theory of dynamic pro- 
gramming to this problem in a quite simple fashion; see Bellman (1960, 
1961). 
The problem in the ease where there are known to be two or more de- 
fective coins is far more complex because we cannot draw any such 
definite conclusions at the end of a single test. We shall analyze this in 
detail in the following section. The purpose of this paper is to indicate a 
systematic way in which the theory of dynamic programming can be 
used to provide a computational solution to the determination f optimal 
and suboptimal testing policies. We shall illustrate this by means of some 
numerical results obtained using a digital computer. 
Let us note in passing that an alternative approach as been given by 
Sobel and Groll (1959) in the investigation of a problem due to Dorfman 
(1943); el. also Feller (1950). 
II. THE TWO-COIN PROBLEM 
Let us now consider the ease where there are two defective coins in a 
set of N coins, and where these two coins are known to be heavier than 
the other coins in the set. Let us consider the possibilities attendant upon 
a single weighing involving two sets of k coins each. 
(a) If the two sets balance, either they both possess one defective 
coin, with no defective coins remaining in the group of N - 2/: coins, or 
each group of k possesses no defective coins and the two defectives are in 
the remaining roup of N - 2k coins. 
(b) If the twe sets do not balance, either one set possesses one defec- 
120 BELLMAN AND GLUSS 
rive coin with at most one in the remaining N - 2k coins, or one set of 
k coins possesses two defectives with none in the remaining N - 2k. 
We see that the original information pattern has ramified. As the test- 
ing continues, this ramification increases at an alarming rate if we allow 
all possible testing programs. Observe that the set of possible tests has 
become very much larger than what it was in the simple case where there 
was known to be only one defective. 
At the end of the first test, we can choose a subset from the first group 
of k coins, another subset from the second set of ]c coins, and a third sub- 
set from the group of N - 2k coins, and then match this set of coins 
against a similar set. AIthough many of these tests are clearly inefficient 
and majorized by simpler policies, it is not easy to rule out all tests of this 
type without a good deal of difficult analysis. Furthermore, it is not 
clear a priori that some tests of this nature may not be useful. 
In what follows, however, in order to simplify the analysis and speed 
up the calculations, we shall not allow any mixed tests of the type 
described above. We shall allow the information obtained from the 
testing of one group of coins to be used in the testing of any other group~ 
III. ANALYTIC FORMULATION 
From what has been said above, we see that regardless of the definite 
information that we start with, and regardless of the outcome of a par- 
ticular test, we end up in a situation in which we must face alternatives. 
Let us then assume from the very beginning that we are given an initial 
probabil ity distribution p = [p0, p l ,  ps], where pl is the probability that 
there are exactly i defective coins in the set of N coins, for i = 0, 1, 2. 
Assuming that these defective coins are distributed in a uniform fashion 
among the N coins, we can immediately calculate the corresponding 
probability distribution for any set of k coins drawn from the original 
group of N. 
We shall only consider policies of the following type. Given a set of N 
coins and an associated probability distribution p = [p0, Pl,  p2], we 
draw two groups of k coins each at random and balance them against 
one another. I f  they balance, which means that each group now has at 
most one defective, we search one of the groups. If this has no defectives, 
then the other batch of k coins has none, and we go on to examine the re- 
maining group of N -- 2k coins. If the first batch has one defective, then 
the second batch has exactly one defective, and there is no need to 
examine the remaining N -- 2k coins. 
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If the two groups of k each unbalance, we proceed to isolate the de- 
fectives in the heavier batch. If  this has one defective, then the other 
batch of k has no defective, and we proceed to find the remaining de- 
fective in the group of N - 2k coins, if there is indeed one more. If  the 
k-group has two defectives, we need not examine ither of the other two 
groups of coins. 
Prior to writing down the functional equation we shall use to deter- 
mine the optimal choice of k, let us introduce the following quantities: 
f~.(po, Pl,  P2) 1 = expected number of weighings required to determine 
all defectives, given p0, p l ,  p2, and using a subopti- 
real procedure for N coins. 
q.v(po, p~ ; lc) = Prob (two k-batches balance). 
PB(0) = Prob (no defectives in each k-batch, given that the 
arms balance). 
PB(1) = Prob (one defective in each, given that the arms 
balance). 
Pv(1)  = Prob (one defective in one k-batch and none in the 
other, given that the arms are unbalanced). 
Pv(2)  = Prob (two defectives in one k-batch and none in the 
other, given that the arms are unbalanced). 
p(r; s; t) = Prob (r defectives in the first k-batch, s in the seco~d 
k-batch, and t in the untested N - 2k batch). 
f,j(O, P l ,  P,) =-- g.,~(O, p l ,  p2) -~ gN(pl, p~) =- gN(p~). 
fN(po, p~, O) =-- h~(po, p~ , O) ~-- hN(po, pt) =- h~(po). 
fN(O, 1, O) =-- dN(O, 1, O) --: d~. 
IV. VALUES OF p (r; s; t) 
In order to derive the basic recurrence quations, it will be of use to 
tabulate the various values of p(r; s; t) : 
2k 2 
p(1; 1; 0) - N(N -- 1) p2 ; 
p(1;0;  ~) - 2k(N -- 2k) 
N(N - 1) p2 ; (4.1) 
p(0; 1; 1) - l k (N  -- 2k) 
N(N - -  1) P~ ; Continued 
1 Th is  will also be referred to ~s f~c(po, p~), since p2 = 1 -p0  -p~ and  is hence 
redundant .  
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p(2;0;0)  - k (k - -  1) 
N(N -- 1) p2 ; 
k(k -- 1) 
p(0;2;0)  -N(N- -  1) P2; 
(N - -  2k ) (N  - 2~ - 1) 
p(0;0;2)  = N(N-  1) p2; 
k (4.1) 
p(o ;1 ;o)  =~p~; 
k 
p(1;o ;o)  =~pl ;  
N - 2k 
p(O;0;1) - N p0. 
p(0; 0; 0) = p0. 
V• THE BASIC FUNCTIONAL EQUATION 
Applying the principle of optimality in the usual fashion, the basic 
equation from which the search policies are derived is readily seen to be 
f~-(po, pl , p2) -- man 11 -t- qN(po, pl ; k)[h~(P(o 1)) 
k 
-}- p,(o)fN_~k(p(o 2), p~,  p~)) + P,(1)  dk] (5.1) 
+ (1 - qN@0, pl ; k)) (~) • [g~(pl ) + P~(1)h~-:k(P~))]}, 
where the p~3) are probabilities conditional upon the various possible 
results of the weighing of the two/c-batches, and 
Z: pl ~) = 1, all j. (5.2) 
i 
The superscript (1) corresponds to balance of the two groups of k. The 
superscript (2) corresponds to the c~se where the defectives are known 
to be in the remaining N -- 2k coins• The superscript (3) corresponds to 
unbalance of the original two groups of k, and the superscript (4) to the 
penultimate case described in Section III. 
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The p~J) are g iven by  
p~,= po+p~[(N-2k) (N- -2~- I ) /N(N-1) ]  . 
po + p2 [(N --  2k ) (N  --  2/~ -- 1) + 2t~]/N(N -- 1) ' 
)00 
Po (2) = Po -4- Pl [(N -- 21¢)/N] -k p2 [(N ; 
---21~)(N -- 2k -- 2 ) /N(N  - 1)1 
p~(N -- 2k ) /N  
p~) = po + p~ [(AT -- 2k) /N]  + p2 [(N ; 
- -  2]~) (N  --  2£ --  1) /N(N - -  1)1 
p~a) = 0; 
p l (2k /N)  q-- p~ [4k(N - 2k) /N(N -- 1)] p~3) = 
p~(2t~/N) q- p2 [4k(N --  2/~) q- 2k(/c - -  1)] /N(N -- 1) ' 
p~a) p2 [2k(1¢-  1) /N(N - -  1) 
p,(21~/N) q- p2 [4/¢(N --  2k) q- 2k(k --  2)] /N(N - 1) ' 
p0 (4) 
p~4) ---- 0. 
Also 
(IV - 2k) 
qN(po, pl ; k) = Po q- pl N 
(;v 
k 
p~(21c/N) 
p~(2k/N) + p2141¢(N - 2k) /N(N  - 2)] ; 
and  
2£) (N  - 2k - 1) q- 2£ 2] 
~7 = 1~ J 
P,(O)  = p~l); 
P . (2 )  = p~'; 
2k 
Pv(1)  PlY- + P~ N(N - 2) 
(5.3) 
(5.4) 
(5.5) 
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The equations for d~v, hE(pc), and g~(Pl) are special cases of Eq. (5.1), 
and reduce to: 
dN=n~n[ l+N--21Cd~v_2k+2k ] 
h~(p~)) = min [1 ~- qN(po, 1 - pc ; k)hN-2~o(p~ 2)) (5.6) 
k 
and 
g~(pl) 
-t- (1 - -  q~(po ,  1 - -  pc ; / c ) )  dk], 
= rain {1 -}- q~(0, pl ; l¢)[h~(P~ 1)) + PB(O)g~-~(p~ 2))
lv 
-~ PB(1) d~] ~- (1 -- qN(0, pl ; k))[gk(p~ 3)) (5.7) 
+ Pr~(1)hN_2k(p~4))]}. 
VI. COMPUTATIONAL PROCEDURES 
Using Eqs. (5.1), (5.6), and (5.7), approximate values of fly and the 
corresponding values of k which yield the minima were obtained for 
N = 1, .. • , 99, for values of pi at increments of 0.1. These values offN 
and k were computed iteratively using a UNIVAC 1105. Due to the stor- 
age size of computers existing today, to the dimensionality of the 
problem, and to the limited amount of computer time available, the 
method of computation was rather crude and hence the results give only 
an approximate idea as to the nature of the exact solution. However, 
some clues are obtained. It  will be possible to obtain more accurate solu- 
tions using exactly the same techniques with smaller increments on the 
pl when computers with larger memories become available. 
The crudity of the results is due to the fact that the p~J) themselves 
take on values in the continuum [0, 1] for the various values of p0, p~, 
p2, k, and N. That is, the p!J) calculated from Eqs. (5.3) are not 0, 0.1, 
0.2, • • • , 0.9, 1.0, but take on intermediary values whose corresponding 
functional values fr(p~ ~), p~J), p~i))'s have to be approximated by inter- 
polation on previously obtained fr(po', pl', P2')'S, where p0', p~', p2' have 
values 0, 0.1, • • • , 0.9, or 1.0. 
We shall call these eleven values the set P; also _p~J), ~5~ ') are those con- 
secutive members of P that contain p~J). 
For the cases in which ~5~ J') + ~5~ j) ~> 1, the interpolation onf~(p~ i),p[~)) 
(where p(j) is redundant, since p(0 j) + p~i) + p~J) = 1), is of the form 
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f~(po, pl) 
= 0.01(po - _po)fr(Po, Ps) -t- (Po - po)fr(p_o, ps)(ps - p s) 
-[- 0.01@o - _p0)fr(75o, ps) -t- (750 - po)fr(po, p_s)(75s - ps). (6.1) 
When 75~J) ~ 75[J) = 1.1, the interpolation has to be modified so that  
only fr(po, 751), fr(Po, pl), and fr(_po , _Ps) ocetlr in l;he expression. Ob- 
viously, the incremental interval 0.1 is large and creates inexactness in 
the computations, but the fact that  all f~(po, pl), r < N, had to be stored 
TABLE I 
VAL~:~S OF k N FOR N = 80 
Pp~o pl 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
7 7 7 8 
3 7 8 8 
4 10 10 12 
5 8 9 10 
7 7 40 40 
8 8 40 40 
7 38 40 40 
7 38 39 40 
32 37 39 
28 37 
8 8 18 18 
10 10 40 40 
14 40 40 40 
40 40 40 40 
40 40 40 
21 40 
40 
40 40 27 
40 27 
29 
TABLE I I  
VALUES FOR fN FOR N=80 
po\  o o.1 
0 6.512 
O. 1 4. 674 5. 773 
0.2 4.534 5.293 
0 .3  4.344 4.920 
0.4 4.056 4. 689 
0.5 3.781 4.340 
0.6 3.452] 4.058 
O. 7 3.1601 3. 488 
i 
0.8 2.7061 2.481 
0.9 1.7151 .315 
1.o i 
0.2 
6.539 
6.146 
5.736 
5.422 
5.114 
4.524 
3.917 
3.021 
1.675 
0.3 0.4 0.5 
6.5351 6.497 6.416 
6.3091 6.298 6.164 
5.988[ 5.837 5.588 
5.4861 5.243 4.911 
4.8901 4.619 4.]54 
3.835 4.272] 2.750 
3.445 i 2.400 
2. 050 [ 
0.6 0.7 0.8 0 9 1 0 
6.283 6.072 5.748 5.1434.000 
5.9281 5.4961 4.9131 3.927 / 
5.204] 4.663] 3.720 I 
4.408/3.4501 I 
3.100 
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to obtain fN made a smaller interval impossible. Also, one would in- 
tuitively feel that the f's and their corresponding k's which minimize 
(which we shall define as k~) might be discontinuous at the boundaries 
p~J) = 1, p~J) = 1, and p~J) + p~i) = 1, and this again is a drawback to 
the use of interpolation. 
Since the number of values off~(po , pl) calculated isover 6000, limita- 
tions on space preclude printing all of them and their corresponding 
k~'s. However, as examples of the basic data obtained, Tables I to IV 
show these data for N = 80 and 90. 
TABLE I l I  
VALVes oF k~ Foa N = 90 
Pp~o p~ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
7 8 8 9 10 
5 8 10 10 10 
5 10 10 10 14 
6 9 9 45 45 
6 8 9 45 45 
9 9 45 45 45 
8 10 44 45 45 
8 37 44 44 
36 42 44 
32 41 
10 10 22 45 
10 22 45 45 
15 45 45 32 
45 45 45 
45 45 
45 
45 27 
31 
TABLE IV 
VALV~,S OF f~ FOR N = 90 
\P l  
Po\  
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
6.591 
4.770 
4.664 
4.450 
4.153 
3.867 
3.523 
3.217 
2.747 
1.748 
0.1 
6.657 
5. 895 
5.409 
5. o34 
4.767 
4.422 
4.134 
3.541 
2.527 
1.320 
0.2 0.3 
6.690 6. 687 
6.269 6.437 
5.819 6.085 
5.508 5. 654 
5.208 5. 004 
4.607 4. 371 
3.988 3.513 
3.061 2. 053 I 
1.702 i I 
1 
0.4 
6.634] 
6.436 
5.943 
5.396 
4.733 
3.913 
2.440 
0.5 
6.553 
6.321 
5.694 
5.033 
4.238 
2.800 
0.6 
6.432 
6.103 
5.343 
4.501 
3.160 
0.7 0.8 0.9 1.0 
6.236 5.909 5.272 4.156 
5.65~ 5.030 4.068 
4.765 3.849, 
3.52(~ 
I 
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From the f~(po, p~, p2) and their corresponding/cN's obtained, various 
properties of the process that suggest themselves are: 
(a)f~-(0, 0, 1) = log2 N, 
(b)fN(0, 0, 1) = max f~r(po, pl ,  P2), (6.2) 
(e) f~(po, pl, P2) tends to a limit as N --~ ~, p0, P~, P2 remaining fixed. 
log~ N 
The validity of the last statement is suggested by a statistical analysis 
performed on the data for N -= 79 to 99; it was decided to use these 
values to N to make things as asymptotic as possible while still retaining 
sufficient data to provide indications of trends. For these values of N, 
and for all {p;} in P, the statistics 
r.~(po, pl) 
and 
_ k~(po ,  p l )  
N 
s~-(po, pl) - fa~(po, px) 
tog2 N 
were computed. For fixed p~, the sN(p9, pl) are amazingly constant over 
N, examples being given in Table V. Quadratic regressions on p0 and p~ 
were performed on the means of r~ and s~v (averaged over N) ; i.e., on 
the statistics 
99 
1 99 
s(po, pl) = ~ N=7~]9 sap°, pl). 
(6.3) 
The regressions are: 
r = --t .076-~6.014po--O.594po2÷8.350pl -- 3.431pl 2, 
with ~r = 0.956, 
and 
8 = 1.0t7 -0.869pod-O.O13po2d-O.388pi - 0.764pl 2, 
with ~ = 0.070. 
(6.4a) 
(6.4b) 
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TABLE V 
N sN(0, 0) SN(0.2, 0.5) SN(0.6, 0.3) S~v(0.8, 0.1) 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
1.470 1.305 0.784 0.570 
1.471 1.275 0.786 0.566 
1.469 1.290 0.779 0.571 
1.470 1.282 0.788 0.565 
1.468 1.292 0.781 0.570 
1.468 1.262 0.785 0.564 
1.466 1.291 0.778 0.568 
1.467 1.268 0.786 0.562 
1.464 1.277 0.778 0.566 
1.465 1.271 0.779 0.562 
1.462 1.281 0.772 0.566 
1.465 1.265 0.781 0.561 
1.463 1.289 0.774 0.563 
1.464 1.274 0.777 0.561 
1.462 1.283 0.770 0.557 
1.463 1.275 0.779 0.559 
1.461 1.283 0.773 0.555 
1.462 1.268 0.773 0.558 
1.460 1.281 0.767 0.556 
1.461 1.270 0.776 0.557 
1.460 1.278 0.770 0.553 
Equat ion (6.4b), with its low variance and its constant near unity, sug- 
gests that  the regression is fairly accurate. 
However, Eq. (6Aa),  with its high value of zr,  is not too satisfactory. 
One reason for this result is that  the k~'s are in some eases highly erratic 
through N for this fixed p0, P l .  This is probably part ly because (i) 
there might  be some k's which produce almost the same value of f and 
the erudity of the computat ions does not prefer the best consistently, 
and (ii) the interpolations, as mentioned previously, might not give 
good results at the boundaries p~J) = 1, p~J) -- 1, and p0 (j) + p~J) = 1. 
Reason (i) is backed up by the basic data in that, for many  values of 
po, p l ,  two highly different values of k recur eonsistently and one of 
them is probably the correct one. Examples from the basic data appear 
in Table VI.  
VII. INFORMATION THEORY CONSIDERATIONS 
Using information theory, a lower bound on f~ for a completely op- 
timal policy may be derived. In  one weighing there are three possible 
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TABLE ¥ I  
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N rN(0.3, 0.3) rN(0.6, 0.1) rN(0.8, 0.1) 
79 0.1392 0.4810 0.3544 
80 0.1250 0.4750 0.4625 
81 0.4938 0.1111 0.4691 
82 0.1341 0.4756 0.4634 
83 0.1325 9.1084 0.3614 
84 0.5000 0.4762 0.4643 
85 0.4941 0.1059 0.4706 
86 0.1279 0.4767 0.4651 
87 9.1264 0.4828 0.3678 
88 0.5000 0.4773 0.4659 
89 0.4944 0.1124 0.3596 
90 0.5000 0.1111 0.4667 
91 0.1538 0.1099 0.3956 
92 0.5000 0.4783 0.4674 
93 0.4946 0.1075 0.4624 
94 0.5000 0.4787 0.4894 
95 0.1368 0.4737 0.4632 
96 0.5000 0.4792 0.3750 
97 0.4948 0.4742 0.4639 
98 0.1327 0.1122 0.4694 
99 0.1313 0.1111 0.4646 
outcomes:  balance and unbalance ach way.  In  such a weighing it  there- 
fore follows that  the expected value of informat ion acquired is at  most  
log2 3 = 1 unit.  
I f  there is no defective coin, the knowledge of this is equivalent  o 
- log2  p0 units of information.  I f  there is one defective coin, i t  may be 
any of the N,  each with probabi l i ty  p l /N  ; hence the amount  of informa- 
t ion corresponding to the determinat ion of each one of these possibi l it ies 
is - log2  (p l /N) ,  so that  the expected amount  of informat ion correspond- 
ing to these N possibi l it ies is 
N - log2  = -p l  log2 ~ units. 
Similar ly,  the informat ion corresponding to the ease of two defectives is 
found to be 
P2 
--p~ log~ N(N -- 1)/2" 
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Hence the lower bound on fN is the ratio of the expected amount of 
information to the unit of information logs 3 : 
logs N(N~. -  1). (7.1) F = -~--~0 p~ log3 pi + pl log3 N -6 p2 
A comparison of this with our data confirms tatements (b) and (c) in 
Section VI, but suggests once again that the crudity of the interpolation 
procedure has somewhat underestimated the.fN's, at least for P0 + Pl =< 
0.6. For example, in Table IV the underlined values of f~- are below the 
bound F computed from Eq. (7.1). Nevertheless, we may take some 
comfort in the fact that the values of fx obtained would suggest hat 
our suboptimal policies are good, since the values are of the same order 
as F. 
The following points may also be deduced from Eq. (7.1): 
F 
+ (pl -6 2p2) logs 2, (7.2) 
logs N 
which supports tatement (c) of the last section. When p2 = 1, this ex- 
pression becomes 2 log~ 2 = 1.26, and hence the statement equivalent to 
(a) should be 
fN(0, 0, 1) --~ 1.26 log~ N, (7.3) 
for an optimal policy. 
Finally, it may be shown that the minimum of F over P0 -6 pl -6 p2 = 1 
occurs when 
_ p l  _ P2 (7 .4 )  
po N N(N - 1)/2'  
the asymptotic solution to which is p2 = 1, confirming statement (b). 
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