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Abstract
The construction of most reliable networks is investigated. In particular, the study of restricted
edge connectivity shows that general Harary graphs are max –minmi for all i=, +1; : : : ; 2−
3. As a consequence, this implies that for each pair of positive integers n and e, there is a graph
of n vertices and e edges that is max –minmi for all i = ;  + 1; : : : ; 2 − 3. General Harary
graphs that are max –minmi for all i = ;  + 1; : : : ; 2− 2 are also constructed.
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1. Introduction
The study of most reliable networks is motivated by the need in design of com-
munication networks with high fault tolerance. Let G = (V; E) be an undirected graph
representing a communication network. We assume that the vertices of G are perfectly
reliable while each edge of G fails independently with equal probability ∈ (0; 1). The
all-terminal reliability R(G; ) of G under the failing probability  is de=ned to be
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the probability that G remains connected
R(G; ) = 1−
|E|∑
i=
mi(G)i(1− )|E|−i ;
where mi(G) is the number of edge cutsets of size i.
For each pair of positive integers n and e, we are interested in constructing graphs
G of n vertices and e edges that maximize the value R(G; ) (i.e., the most reliable
networks). Two parameters have direct impact on the value R(G; ): the edge connec-
tivity (G) of G and the number mi(G) of edge cutsets of size i in G for all i¿ . We
say that a graph G of n vertices and e edges is max –minmi if the edge connectivity
(G) of G is the maximum over all graphs of n vertices and e edges and the number
mi(G) of edge cutsets of size i in G is the minimum over all (G)-edge-connected
graphs of n vertices and e edges.
In the last 15 years, the study of max –minmi graphs has attracted researchers’
attention. It is well known [3] that the maximum edge connectivity  over all graphs
of n vertices and e edges is equal to 2e=n. Bauer et al. [1] showed how to construct
max –minm graphs. Wang and Zhang [8] demonstrated the construction of graphs
that are max –minmi for i=; +1. Recently, Li and Li [6] have calculated the values
mi(G) for circulant graphs G for i=; +1; : : : ; 2−1, which, as a consequence, show
that circulant graphs are max –minmi for i=; +1; : : : ; 2−3. This result implies that
for each pair of positive integers n and e such that 2e=n is an integer larger than 2, there
is a graph of n vertices and e edges that is max –minmi for all i=; +1; : : : ; 2−3.
The requirement that 2e=n is an integer in the results of [6] limits the choice of n
and e signi=cantly. In the current paper, we extend the results of [6] by removing this
requirement. More precisely, based on the analysis of restricted edge connectivity, we
prove that general Harary graphs are max –minmi for all i= ; +1; : : : ; 2− 3. This
result immediately implies that for any pair of positive integers n and e, there is a
graph of n vertices and e edges that is max –minmi for all i=; +1; : : : ; 2−3. We
also construct general Harary graphs that are max -mi for all i = ; + 1; : : : ; 2− 2.
2. Preliminaries
In this section, we introduce the basic de=nitions and facts related to the current
research, and describe a number of previous results.
A cutset S of a graph G is a set of edges such that G − S is disconnected. The
cutset S is trivial if G − S consists of two connected components, of which one is an
isolated vertex. The edge-connectivity (G) of the graph G is the size of a minimum
cutset of G. Denote by (G) the minimum vertex degree, and by M(G) the maximum
vertex degree of the graph G. It is easily to see that (G)6 (G). The graph G of
edge connectivity (G) is super- if (G) = (G) and every cutset of size (G) is a
trivial cutset [2].
Denition (Esfahanian and Hakimi [4]). A set S of edges of a connected graph G is a
restricted cutset if G−S is disconnected but contains no isolated vertex. The restricted
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edge connectivity ′(G) of the graph G is the size of a minimum restricted cutset
in G.
Note that a trivial cutset is obviously not a restricted cutset. However, a non-trivial
cutset is not necessarily a restricted cutset. For example, suppose that a cutset S sep-
arates G into three pieces, of which two are isolated vertices, then S is a non-trivial
cutset but not a restricted cutset.
The following proposition can be easily veri=ed based on the de=nitions, where for
a vertex w, we denote by deg(w) the degree of w.
Proposition 2.1 (Esfahanian and Hakimi [4]). Let G = (V; E) be a connected graph
with at least 4 vertices, and not the star graph K1;m, then (G)6 ′(G)6 (G),
where (G) = min {deg(u) + deg(v)− 2|[u; v]∈E}.
Based on the observation of Proposition 2.1, Li and Li [7] introduced the concept
of super-′, which is similar to the concept of super- but in terms of the restricted
edge connectivity.
Denition (Li and Li [7]). A super- graph G is super-′ if ′(G) = (G) and for
every restricted cutset S of size ′(G) in G, there is an edge lS such that every edge
in S shares a common end with lS .
The following facts will be used in our discussions.
Lemma 2.2. Let G be a connected graph such that M(G) − (G)6 1. Then every
non-trivial cutset S of G contains at least ′(G) edges.
Proof. According to the de=nition, we can assume that G−S consists of two separated
subgraphs G1 and G2, each containing at least two vertices (the subgraphs G1 and G2
are not necessarily connected).
If G−S contains no isolated vertices, then S is a restricted cutset. Thus, |S|¿ ′(G).
If G− S contains at least two isolated vertices u and v, then S contains all edges in
G that are incident to either u or v. Let q be the number of these kind of edges. Then if
u and v are adjacent in G then q¿ 2(G)−1, while if u and v are not adjacent in G then
q¿ 2(G). Moreover, since M(G)−(G)6 1, 2(G)¿M(G)+(G)−1¿ (G)+1.
Thus, |S|¿ 2(G)− 1¿ (G)¿ ′(G).
Now assume that G−S contains exactly one isolated vertex v. Since S is a non-trivial
cutset, G − S contains at least another two connected components G1 and G2, each
containing at least two vertices. Let l be an edge in S that is incident to v. Then
S − {l} is obviously a restricted cutset. Therefore, |S|¿ |S − {l}|¿ ′(G).
Lemma 2.2 provides a convenient way to check the super- property for a graph.
Corollary 2.3. Let G be a connected graph such that M(G)−(G)6 1. If (G)=(G)
and (G)¡′(G), then G is super-.
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Proof. Let S be any cutset for the graph G such that |S|= (G). Since (G)¡′(G),
by Lemma 2.2, S must be a trivial cutset.
We say that a restricted cutset S of a connected graph G is minimal if any proper
subset of S does not make a restricted cutset for G. For two disjoint sets X and Y of
vertices in G, denote by [X; Y ] the set of edges in G with one end in X and the other
end in Y . For a vertex set X in G, denote by G[X ] the subgraph of G induced by
X , i.e., G[X ] has vertex set X and contains all edges in G that have both ends in X .
For a graph H , we also denote by V (H) and E(H) the vertex set and edge set of H ,
respectively.
Lemma 2.4. Let [X; V − X ] be a minimal restricted cutset of a connected graph
G = (V; E). Then both induced subgraphs G[X ] and G[V − X ] are connected.
Proof. Suppose that the subgraph G[X ] is not connected and has at least two connected
components C1 and C2. Pick any edge l in S that has an end in C1 (such an edge
must exist). It is easy to verify that no matter where the other end of l is (i.e., in C1,
in C2, or in neither C1 nor C2), the set S − {l} still makes a restricted cutset. This
contradicts the assumption that S is a minimal restricted cutset. Thus, the subgraph
G[X ] must be connected. Similarly, the subgraph G[V − X ] is connected.
The study of circulant graphs [3] will play an important role in our discussion.
Denition. Let n, a1; : : : ; ak be integers such that 16 a1¡a2¡ · · ·¡ak6 n=2. The
circulant graph G(n; a1; a2; : : : ; ak) of order n is a simple graph with vertex set {0; 1; : : : ;
n− 1} and edge set ⋃n−1i=0 {[i; i + a1]; [i; i + a2]; : : : ; [i; i + ak ]}. 3
The edges of form [i; i+ aj] in the circulant graph G(n; a1; a2; : : : ; ak) will be called
the “aj-step edges”.
Note that if ak ¡n=2, then the circulant graph G(n; a1; : : : ; ak) is a (2k)-regular graph
while in case ak = n=2, the circulant graph G(n; a1; : : : ; ak) is a (2k − 1)-regular graph.
The circulant graphs that are super-′ have been characterized by Li and Li [7] (see
also [5]), as stated in the following proposition, here we have let ti=gcd(n; a1; : : : ; ai−1;
ai+1; : : : ; ak), t =max {ti|16 i6 k}, and t∗ =max {ti|16 i6 k − 1}.
Proposition 2.5 (Li [5], Li and Li [7]). The circulant graph G = G(n; a1; a2; : : : ; ak)
with vertex degree r¿ 4 is super-′ unless G satis7es one of the following conditions:
(1) ak ¡n=2 and t ¿n=(r − 1);
(2) ak ¡n=2, r = 4, and the girth of G is 3;
(3) ak = n=2, gcd(n; a1; : : : ; ak−1) = 1, and t∗¿n=(r − 1);
3 The addition “+” in calculating the index of a vertex in a circulant graph of order n is (mod n) addition.
This will be assumed throughout our discussion in this paper without explicit indication.
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(4) ak = n=2, gcd(n; a1; : : : ; ak−1)¿ 1, and n=2¡ 2r − 2;
(5) G is isomorphic to one of the following three graphs: G(n; a1; a2; n=2) with a1 +
a2 = n=2, G(n; a; n=4; n=2), and G(n; n=4; a; n=2).
3. The super-′ property of elementary Harary graphs
Harary graphs have been discussed in [3]. In the following, based on the super-′
property of the circulant graphs as stated in Proposition 2.5, we investigate the super-′
property of Harary graphs. We =rst give a formal de=nition of Harary graphs.
Denition. Let k be an integer such that 16 k ¡n=2. The type-0 elementary Harary
graph H0(k) of order n is de=ned as H0(k)=G(n; 1; 2; : : : ; k), and the type-1 elementary
Harary graph H1(k) of order n is de=ned as H1(k) = G(n; 1; 2; : : : ; k; n=2) if n is
even and H1(k) = G(n; 1; 2; : : : ; k) ∪ E0 if n is odd, where E0 is the edge set E0 =
{[0; (n− 1)=2]} ∪⋃(n−3)=2i=0 {[i; i + (n+ 1)=2]}.
It is easy to verify that the type-0 Harary graph H0(k) is a (2k)-regular graph, and
that when n is even the type-1 Harary graph H1(k) is a (2k + 1)-regular graph, while
when n is odd H1(k) has one vertex (the vertex 0) of degree 2k + 2 and all other
vertices of degree 2k + 1.
Theorem 3.1. The type-0 elementary Harary graph H0(k) of any order n is super-′
for k¿ 3. Moreover, for all k¿ 1, we have ′(H0(k)) = 4k − 2.
Proof. According to the de=nition, H0(k)=G(n; 1; 2; : : : ; k), where k ¡n=2, and H0(k)
is a (2k)-regular graph.
We =rst discuss the case k¿ 3. Consider Proposition 2.5. Since k ¡n=2, conditions
(3)–(5) obviously do not apply. Condition (2) does not apply because the vertex
degree 2k of H0(k) is at least 6. As for condition (1), It is easy to check that ti =
gcd(n; 1; : : : ; i − 1; i + 1; : : : ; k) = 1 for all i thus t =max {ti|16 i6 k}= 1. Thus, for
k ¡n=2, we have t=1¡n=(2k)¡n=(2k−1). Therefore, condition (1) does not apply
either. This concludes, according to Proposition 2.5, that the type-0 elementary Harary
graph H0(k) is super-′ for k¿ 3. Thus, ′(H0(k))=(H0(k)). Now ′(H0(k))=4k−2
is because by the de=nition of (H0(k)) and the fact that H0(k)) is a (2k)-regular graph
so (H0(k)) = 4k − 2.
Now consider the case k6 2. The graph H0(1) = G(n; 1) is a simple cycle of n
vertices. It is easy to see that ′(H0(1))=2=4 ·1−2. The formula H0(2)=4 ·2−2=6
follows from Theorem 1 in [6].
We point out that the type-0 elementary Harary graphs H0(1) and H0(2) are not
super-′.
The proof for the super-′ property of the type-1 elementary Harary graph H1(k) is
much more involved, which is given in the rest of this section.
24 H. Deng et al. / Discrete Applied Mathematics 140 (2004) 19–33
Since the type-0 elementary Harary graph H0(k) is super-′ for k¿ 3 while H0(2)
is not super-′, and the type-1 elementary Harary graph H1(k) is an augmentation on
H0(k), we need to consider the super-′ property of H1(k) for the cases k = 2 and
k¿ 3 separately.
Theorem 3.2. The type-1 elementary Harary graph H1(2) of order n is super-′, for
n= 7 and n¿ 9. Consequently, ′(H1(2)) = (H1(2)) = 4 · 2 = 8.
Proof. Since all vertices of H1(2) (except possibly the vertex 0 in case n is odd) are
of degree 5, we have (H1(2))= 8. Let S = [X; V −X ] be a restricted cutset of H1(2),
and 26 |X |6 |V −X |. We show that either |S|¿ 8 or |S|=8 and all edges in S share
a common end with a =xed edge in G. Since the cutset S is arbitrary, this implies
that the graph H1(2) is super-′ (the super- property of H1(2) follows from Corollary
2.3).
If |X |=2, then since S is a restricted cutset, G[X ] is an edge. Thus, either |S|¿ 8,
or |S| = 8 and S are the eight edges in G that has exactly one end
in X .
Now suppose |X |¿ 3. We show that in this case we always have |S|¿ 8.
Let G0 = G(n; 1; 2), S0 = S ∩ E(G0), then S0 is a cutset of G0. Suppose that G0[X ]
is not connected. If all components of G0[X ] are trivial component K1, then, |S0|¿ 12
since each vertex in G0 has degree 4 and |X |¿ 3. If at least one component C1 of
G0[X ] is not K1, then, since ′(G0) = ′(H0(2)) = 6 by Theorem 3.1, S0 contains at
least ′(G0)=6 edges to separate C1 and at least (G0)=4 edges to separate the other
components in G0[X ]. Thus, S0¿ 10. This shows in case G0[X ] is not connected, we
must have |S|¿ |S0|¿ 10. Similarly, in case G0[V−X ] is not connected, we also have
|S|¿ 10.
Now, we can assume that both G0[X ] and G0[V − X ] are connected subgraphs of
G0=G(n; 1; 2). Thus, S0 is a restricted cutset of G0. Without loss of generality, we can
assume that S0 is a minimal restricted cutset of G0 (otherwise, we remove unnecessary
edges in S0).
Consider the simple cycle Cn of length n consisting of the n 1-step edges. At least
two 1-step edges are in S0. After removing the 1-step edges in S0, the cycle Cn is broken
into segments, each of which is either entirely in G0[X ] or entirely in G0[V − X ].
Since the restricted cutset S0 is minimal, no 1-step edge in S0 connects either two
“G0[X ]-segments” or two “G0[V −X ]-segments”. Thus, the “G0[X ]-segments” and the
“G0[V−X ]-segments” must be alternating. In consequence, the number of 1-step edges
in S0 is a positive even number.
Case 1: S0 contains two 1-step edges. Then there is exactly one G0[X ]-segment and
one G0[V −X ]-segment. Let X ={i; i+1; : : : ; j}. By Theorem 3.1, S0 contains at least 6
edges. Now consider the edges in S−S0. Since 36 |X |6 |V −X |, we have |X |6 n=2.
Thus, in case n is even, the |X | edges [i; i + n=2]; : : : ; [ j; j + n=2] in H1(2) must be in
S, and in case n is odd, the |X | edges [i; i+ (n+ 1)=2]; : : : ; [ j; j + (n+ 1)=2] in H1(2)
must be in S. Therefore, we have |S|= |S0|+ |S − S0|¿ 6 + 3 = 9.
Case 2: S0 contains four 1-step edges. Then the cycle C0 is partitioned by S0 into
four segments B1, W1, B2, and W2, where B1 and B2 are G0[X ]-segments and W1
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and W2 are G0[V − X ]-segments. (i) If at least three of B1, B2, W1 and W2 have
more than one vertex, then S0 contains at least six 2-step edges of G0. Therefore,
|S|¿ |S0|¿ 4+ 6=10; (ii) if exactly two of B1, B2, W1, and W2 have more than one
vertex, then S0 contains at least four 2-step edges. Thus |S0|¿ 4 + 4 = 8. Now since
36 |X |6 |V − X |, exactly one of B1 and B2 has one vertex, and exactly one of W1
and W2 has one vertex. Thus, without loss of generality, we can assume that each of
B1 and W1 has exactly one vertex. Thus, in case n is even, there is at least one edge
[ j; j + n=2] in H1(2) such that j is in W2 and j + n=2 is in B2; and in case n is odd,
there is at least one edge [ j; j+(n+1)=2] such that j is in W2 and j+(n+1)=2 is in
B2. Therefore, in any case, S − S0 contains at least one edge. Thus, |S|¿ |S0|+1¿ 9.
Finally, note that it is not possible that fewer than two of B1, W1, B2, and W2 contain
more than one vertex since 36 |X |6 |V − X |.
Case 3: S0 contains six 1-step edges. Then the cycle C0 is partitioned by S0 into
six segments B1, W1, B2, W2, B3, and W3, where B1, B2, and B3 are G0[X ]-segments
and W1, W2, and W3 are G0[V − X ]-segments. (i) If at least two of these six seg-
ments contain more than one vertex, then S0 contains at least three 2-step edges. Thus,
|S|¿ |S0|¿ 6 + 3 = 9; (ii) if only one of these six segments, say B1, contains more
than one vertex, then S0 contains at least two 2-step edges. Moreover, it is not hard
to see that when n is even there is an edge [ j; j + n=2] with j in B1 and j + n=2 in
G0[V − X ]; and when n is odd there is an edge [ j; j + (n + 1)=2] with j in B1 and
j+ (n+1)=2 in G0[V − X ]. Therefore, the set S contains at least 6 + 2+ 1= 9 edges.
Finally, note that it is not possible that every of the six segments contains exactly one
vertex since we assume n¿ 7.
Case 4: S0 contains eight 1-step edges. Then the cycle C0 is partitioned by S0 into
eight segments. Since n = 8, at least one of these eight segments, say B1, contains
more than one vertex. Thus, S0 contains at least two 2-step edges. In consequence,
|S|¿ |S0|¿ 8 + 2 = 10.
This completes the proof that when |X |¿ 3, we always have |S|¿ 8. Summarizing
all the discussions above, we conclude that the type-1 elementary Harary graph H1(2)
of order n is super-′ for n¿ 7 and n = 8.
Now we consider the super-′ property for the graph H1(k) for k¿ 3.
Lemma 3.3. Let S=[X; V−X ] be a cutset of G0=G(n; 1; 2; : : : ; k), where 36 k ¡n=2
and 26 |X |6 |V −X |, then |S|¿ 4k−2, and the equality holds only if S is a restrict
cutset and |X |= 2.
Proof. The graph G0 =G(n; 1; 2; : : : ; k) is a (2k)-regular graph. According to Proposi-
tion 2.5, G0 is super-′. Thus, ′(G0) = (G0) = 4k − 2.
If G0−S contains no isolated vertices, then S is a restricted cutset and |S|¿ ′(G0)=
4k−2. In this case |S|=4k−2 only if |X |=2 and the edge G0[X ] is not in S. If G0−S
contains exactly one isolated vertex v, then by deleting an edge l incident on v from S,
the set S −{l} becomes a restricted cutset. Thus, |S|= |S −{l}|+1¿ 4k − 2. Finally,
if G0 − S contains more than one isolated vertices, then |S|¿ 4k − 1¿ 4k − 2.
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Theorem 3.4. The type-1 elementary Harary graph H1(k) is super-′ for 36 k ¡n=2.
Proof. When n is even, H1(k)=G(n; 1; 2; : : : ; k; n=2), which is super-′ by Proposition
2.5.
Thus we only need to consider the case where n is odd. We show that ′(H1(k))=4k
and any cutset of size 4k in H1(k) must have all its edges share an end with a =xed
edge in H1(k). The super- property of H1(k) follows from Corollary 2.3. Combining
all these gives the super-′ property for H1(k).
Let S=[X; V −X ] be a minimal restrict cutset of G(V; E)=H1(k), where 26 |X |6
|V −X |. According to Lemma 2.4, both subgraphs G[X ] and G[V −X ] are connected.
If |X |=2, then G[X ] is an edge and |S|¿ 4k, and |S|=4k only if both vertices in
X have degree 2k + 1 and S consists of those edges that have exactly one end in X .
Thus, we assume |X |¿ 3. We show that in this case we always have |S|¿ 4k.
Let G0 =G(n; 1; 2; : : : ; k), and G=H1(k)=G0∪E0, where by the de=nition, the edge
set E0 is E0 = {[0; (n− 1)=2]} ∪
⋃(n−3)=2
i=0 {[i; i + (n+ 1)=2]}. Let S0 = S ∩ E(G0), then
S0 is a cutset of G0. By Lemma 3.3, |S0|¿ 4k − 2 so |S0|¿ 4k − 1.
Case 1: S0 = S. Then each edge in E0 is either in G[X ] or in G[V − X ]. Thus, we
can assume without loss of generality that the vertices 0, (n− 1)=2, and (n+ 1)=2 are
in V − X . Let E(G[X ]) ∩ E0 = {[a1; b1]; : : : ; [at ; bt]}, where 16 a1¡a2¡ · · ·¡at6
(n − 3)=2, bi = ai + (n + 1)=2, and X = {a1; b1; : : : ; at ; bt}. We estimate the number
of edges in G[X ]. There are three kinds of edges in G[X ]: (1) the set Ea of edges
in G[X ] that connects two a-vertices ai and aj; (2) the set Eb of edges in G[X ] that
connects two b-vertices bi and bj; and (3) the set Eab of edges in G[X ] that connects
an a-vertex ai and a b-vertex bj. Clearly, the edge set E(G[X ]) ∩ E0 is a subset
of Eab.
If t ¿ 2k, then the degrees of the vertices a1; a2; : : : ; at in the induced subgraph
G[{a1; : : : ; at}] are, respectively, at most k; k+1; : : : ; 2k−1; 2k; : : : ; 2k; 2k−1; : : : ; k+1; k.
Thus
2|Ea|6 k + (k + 1) + · · ·+ (2k − 1) + 2k + · · ·+ 2k + (2k − 1)
+ · · ·+ (k + 1) + k
= 2kt − k2 − k:
Similarly, we can prove 2|Eb|6 2kt − k2 − k.
Now consider the edge set Eab. Since 0¡a1¡ · · ·¡at ¡ (n − 1)=2 while
(n + 1)=2¡b1¡ · · ·¡bt6 n − 1 (note that the vertices 0, (n − 1)=2, and (n + 1)=2
are in V − X ), the numbers of edges in Eab that are incident on a1; a2; : : : ; at are, re-
spectively, at most k; k − 1; : : : ; 2; 1; : : : ; 1; 2; : : : ; k − 2; k − 1 (note that there are at least
k + 2 edges incident on at that are not in Eab because at ¡ (n− 1)=2¡ (n+ 1)=2 and
neither of (n− 1)=2 and (n+ 1)=2 are b-vertices). Thus,
|Eab|6 k + (k − 1) + · · ·+ 2 + 1 + · · ·+ 1 + 2 + · · ·+ (k − 2) + (k − 1)
= t + k2 − 2k + 1:
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Now we are able to estimate the size of the cutset S for the case t ¿ 2k.
|S| =
∑
v∈X
deg(v)− 2|E(G[X ])|
= 2t(2k + 1)− 2(|Ea|+ |Eb|+ |Eab|)
¿ 6k − 2¿ 4k:
The analysis for the cases k ¡ t6 2k and 26 t6 k are similar to that for the case
t ¿ 2k. We give the results directly with certain details omitted (note that we must
have t ¿ 1 since by our assumption |X |¿ 3).
If k ¡ t6 2k, then we can similarly derive that both 2|Ea| and 2|Eb| are not larger
than
k + (k + 1) + · · ·+ (t − 1) + · · ·+ (t − 1) + · · ·+ (k + 1) + k = 2kt − k2 − k
and the size |Eab| is bounded by
|Eab|6


k + (k − 1) + · · ·+ 2 + 1 + · · ·+ 1 + 2
+ · · ·+ (k − 1); if 2k − 26 t6 2k
k + (k − 1) + · · ·+ (2k − t − 1) + · · ·+ (2k − t − 1)
+ · · ·+ (k − 1); if k ¡ t¡ 2k − 2
= k2 + t − 2k + 1:
This again gives |S|¿ 6k − 2¿ 4k.
If 26 t6 k, then we have 2|Ea|6 t(t − 1) and 2|Eb|6 t(t − 1), and
|Eab|6
{
t + t + · · ·+ t = t2 if 26 t ¡ k;
k + (k − 1) + · · ·+ (k − 1) = k2 − k + 1 if t = k:
This gives (note t ¿ 1)
|S|¿
{
4kt + 4t − 4t2 if 26 t ¡ k
6k − 2 if t = k
}
¿ 4k:
This proves that when S = S0, we must have |S|¿ 4k.
Case 2: S contains exactly one edge e = [a; b] in E0, where a∈X and b∈V − X .
Thus, the set X is X = {a1; : : : ; at ; b1; : : : ; bt ; a}. Let X1 = X − {a}= {a1; b1; : : : ; at ; bt}.
It is not hard to see that the vertex a is not adjacent to at least one vertex in X1.
Therefore, the number of edges that has a as an end and the other end in X1 is at
most min {2k − 1; 2t − 1}. So we have
|E(G[X ])| = |E(G[X1])|+ |{e|e is an edge from a to X1}|
6 |E(G[X1])|+min {2k − 1; 2t − 1}:
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According to the discussion in Case 1, we have
2|E(G[X1])|6


4kt + 2t − 6k + 2 if k ¡ t;
4k2 − 4k + 2 if t = k;
4t2 − 2t if 16 t ¡ k;
here we have also included the case t = 1—it is easy to see that when t = 1 we have
|E(G[X1])|= 1. Thus, we have
|S| = (2k + 1)(2t + 1)− 2|E(G[X ])|
¿
{
4k + 1 if t¿ k
4kt + 2k + 3− 4t2 if 16 t ¡ k
}
¿ 4k:
Case 3: S contains at least two edges of E0.
Then |S|¿ |S0|+ 2¿ 4k − 1 + 2¿ 4k.
This completes the proof that the type-1 elementary Harary graph H1(k) is super-′.
Since H1(k) has one vertex of degree 2k + 2 and all other vertices of degree 2k + 1,
we have ′(H1(k)) = (H1(k)) = 4k.
Theorem 3.5. For all k¿ 1, we have ′(H1(k)) = 4k.
Proof. The theorem is true for k¿ 2 according to Theorems 3.2 and 3.4.
For k=1, let S be a minimal restricted cutset of H1(1). Then as we discussed before,
S contains a positive even number of 1-step edges in the n-cycle [0; 1; : : : ; n − 1] in
H1(k). If S contains exactly two 1-step edges, then the vertices of H1(1) are partitioned
by S into two segments X = {i; i + 1; : : : ; j} and Y = { j + 1; j + 2; : : : ; i − 1}, with
26 |X |6 |Y |. Since |X |6 n=2, the edge incident on i that is not a 1-step edge must
have the other end in Y . Similarly the edge incident on j that is not a 1-step edge must
have the other end in Y . Thus, this two edges are also in S, which implies |S|¿ 4.
If S contains at least four 1-step edges, then we already have |S|¿ 4. This proves
′(H1(1))¿ 4. On the other hand, we have 4 = (H1(1))¿ ′(H1(1)).
4. General Harary graphs
Li and Li [6] showed that for a pair of integers n and e such that 2e=n is an integer
larger than 2, there is a graph with n vertices and e edges that is max –minmi for
all 6 i6 2− 3. To create max –minmi graphs of n vertices and e edges for other
values of n and e, we make use of the elementary Harary graphs.
Given n and e such that e¿ n, write 2e as 2e = rn + q, where both r and q are
integers, and r¿ 2, 06 q6 n−1. If r is even, let H be the type-0 elementary Harary
graph H0(r=2) of order n, and if r is odd, let H be the type-1 elementary Harary
graph H1((r − 1)=2) of order n. Now add q=2 edges to H to connect q=2 pairs
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of non-adjacent vertices in H . Let the resulting graph be G. The graph G is called a
general Harary graph spanned by the elementary Harary graph H . Since q6 n−1, we
can add the q=2 edges to H so that (G)=(H) and M(G)=(G)+1, as follows. If
n is even, or n is odd and r is even, then the elementary Harary graph H is a regular
graph. Thus adding at most (n− 1)=2 edges should not change the minimum vertex
degree of the graph. Now suppose that both n and r are odd, then q is also odd, thus
q¡n−1 since n−1 is even. In this case, the Harary graph H is H1((r−1)=2), which
has a vertex of degree r + 1 (the vertex 0) and the other n − 1 vertices of degree r.
Thus, we can add q=26 (n − 3)=2 edges so that the vertex 0 unchanges its degree
and at least another two vertices remains minimum degree.
We calculate the number of vertices and number of edges in the graph G. By our
de=nition 2e = rn+ q.
If r is even, then q is even and H = H0(r=2). Thus, H has n vertices and (rn)=2
edges. Since G is obtained from H by adding q=2 edges, G has (rn)=2+q=2=e edges.
If r is odd then H = H1((r − 1)=2). There are two cases. (1) If n is odd, then q is
also odd. The graph H has n− 1 vertices of degree r and one vertex of degree r + 1.
Thus, the number of edges in H is (r(n−1)+(r+1))=2=(rn+1)=2. After adding the
q=2= (q− 1)=2 edges to H , the graph G has (rn+1)=2+ (q− 1)=2= (rn+ q)=2= e
edges. (2) If n is even, then q is also even. The graph H=H1((r−1)=2) is an r-regular
graph so it has (rn)=2 edges. After adding another q=2 edges to H , the graph G has
(rn+ q)=2 = e edges.
Therefore, for the given values n and e, the general Harary graph G constructed as
above is a graph of exactly n vertices and e edges.
Theorem 4.1. Suppose G is a general Harary graph spanned by an elementary Harary
graph H , then 2(G)− 26 ′(G)6 2(G)− 1.
Proof. It is easy to see that ′(G)¿ ′(H). By Theorems 3.1 and 3.5, ′(H)=2(H)−
2. Note that (G)=(H). Thus, we have ′(G)¿ 2(G)−2. Moreover, it is also easy
to see that (G)6 2(G)− 1 (note M(G) = (G) + 1). Thus, ′(G)6 2(G)− 1.
Our main result follows immediately from Theorem 4.1.
Theorem 4.2. For each pair of positive integers n and e, there is a graph with n
vertices and e edges that is max –minmi for all 6 i6 2− 3, where = 2e=n is
the maximum edge connectivity for graphs of n vertices and e edges.
Proof. Let G be the general Harary graph with n vertices and e edges, as constructed
above. According to [1], G is max –minm, which implies the current theorem for
the case ¿ 2− 3, i.e., 6 3.
Now we assume ¿ 4. By Theorem 4.1, the restricted edge connectivity ′(G)
of the general Harary graph G is at least 2(G) − 2 = 2(G) − 2. Thus, we have
(G)¡′(G). It is not diRcult to see that a max –minm graph H is also max –
minmi for all 6 i¡′(H). Therefore, the general Harary graph G constructed by
our procedure is max –minmi for all 6 i6 2− 3.
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Note that Theorem 4.2 is non-trivial only for the case =2e=n¿ 3. In case 6 2,
we have 2− 36 1.
5. General Harary graphs G with ′(G ) = 2(G )− 1
Theorem 4.1 shows that the general Harary graph G spanned by an elementary
Harary graph satis=es 2(G)−26 ′(G)6 2(G)−1. The relation 2(G)−26 ′(G)
has enabled us to construct max –minmi graphs G for all (G)6 i6 2(G)−3. Since
higher ′ values induce max –minmi graphs for wider range for the value i, we are
interested in constructing graphs with high ′ values. In this section, we discuss how
to construct general Harary graphs G that satis=es ′(G) = 2(G)− 1.
Theorem 5.1. Suppose G is a general Harary graph spanned by a super-′ elementary
Harary graph H , then ′(G)=2(G)−1 if and only if no two minimum degree vertices
in G are adjacent.
Proof. If there are two adjacent minimum degree vertices in G, then clearly ′(G)6
(G) = 2(G)− 2¡ 2(G)− 1.
If no two minimum degree vertices in G are adjacent, we show ′(G) = 2(G)− 1.
For this, it suRces to show that for any restricted cutset S=[X; V −X ] of G, assuming
26 |X |6 |V − X |, we have |S|¿ 2(G)− 1.
If |X | = 2, then G[X ] is an edge so at least one of the vertices in X has degree
larger than (G). Therefore, |S|¿ 2(G)− 1.
Now suppose |X |¿ 3. Let S0 = S ∩ E(H), then S0 is a cutset of H . We show
|S0|¿ 2(H) − 1, which implies |S|¿ 2(G) − 1. If neither of H [X ] and H [V − X ]
contains isolated vertices, then |S0|¿′(H) = 2(H) − 2 since H is super-′ and
36 |X |6 |V − X |. If H [X ] contains at least two isolated vertices u and v, then
|S0|¿deg(u) + deg(v)− 1¿ 2(H)− 1. If H [X ] contains exactly one isolated vertex
u, then deleting an edge l incident to u from S0 would make a restricted cutset S0−{l}
for H (note |X |¿ 3), which implies |S0| = |S0 − {l}| + 1¿ ′(H) + 1 = 2(H) − 1.
Similarly, if H [V − X ] contains isolated vertices then we have |S0|¿ 2(H)− 1.
This completes the proof for ′(G) = 2(G)− 1.
A sequence of interesting results follow from Theorem 5.1 immediately.
Corollary 5.2. Suppose G is a general Harary graph with n vertices and e edges such
that 2e=n¿ 5. Then ′(G)=2(G)−1 if and only if no two minimum degree vertices
in G are adjacent.
Proof. Since 2e=n¿ 5, the elementary Harary graph H that spans G is either H0(k)
with k¿ 3 or H1(k) with k¿ 2. By Theorems 3.1, 3.2, and 3.4, the graph H is
super-′. The corollary now follows from Theorem 5.1.
Remark. If G is a general Harary graph spanned by an elementary Harary graph H that
is not super-′, then it is possible that ′(G)¡ 2(G) − 1 even if no two minimum
degree vertices of G are adjacent. Consider the general Harary graph G given in
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Fig. 1. A general Harary graph spanned by an elementary Harary graph that is not super-′.
Fig. 1, which is spanned by the type-0 elementary Harary graph H0(2) = G(12; 1; 2)
of order 12, and has no two minimum degree vertices adjacent. However, it is easy to
see that ′(G) = 6¡ 2(G)− 1.
Corollary 5.3. Let G be a general Harary graph with n vertices and e edges and
spanned by a type-0 elementary Harary graph H . If |E(G)| − |E(H)|¡ (n − ()=2,
where ( is the independent number of H , then ′(G) = 2(G)− 2.
Proof. Since fewer than (n − ()=2 edges are added to the type-0 elementary Harary
graph H when we construct the general Harary graph G, at least ( + 1 vertices in H
remain the same degree (H) in the graph G (recall that a type-0 elementary Harary
graph is a regular graph). Since ( is the independent number of H , at least two of
these ( + 1 vertices of degree (G) = (H) are adjacent. Thus, ′(G)6 2(G) − 2.
The corollary now follows from Theorem 4.1.
Thus, |E(G)| − |E(H)|¿ (n − ()=2 is a necessary condition for the general Harary
graph G spanned by a type-0 elementary Harary graph to satisfy the condition ′(G)=
2(G) − 1. We show in the following that this condition is also suRcient when
2|E(G)|=|V (G)|¿ 5.
Lemma 5.4. The independence number of the type-0 elementary Harary graph H0(k)
of order n is equal to ( = n=(k + 1), and the vertex set I = {0; k + 1; 2(k + 1); : : : ;
((− 1)(k + 1)} makes a maximum independence set for H0(k).
Proof. By the de=nition of the graph H0(k), the set I obviously makes an independent
set for H0. Thus, the independent number of H0(k) is at least (.
On the other hand, let {a1; a2; : : : ; at} be any independence set of H0(k), where
06 a1¡a2¡ · · ·¡at6 n− 1, then the “distances” from ai to ai+1, for all i= 1; : : : ;
t − 1, and from at to a0, must be larger than k. This gives immediately t6 ( =
n=(k+1). That is, the independent number of H0(k) is not larger than (. We conclude
that the independent number of H0(k) is n=(k + 1).
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Now we show how to construct a general Harary graph G from a type-0 elementary
Harary graph such that the graph G satis=es the condition ′(G) = 2(G) − 1. Let
H0(k) be a type-0 elementary Harary graph of order n, where 36 k ¡n=2. Let I =
{h0; h1; : : : ; h(−1} be a maximum independent set of the Harary graph H0(k), where
hi=i·(k+1), (=n=(k+1). De=ne E1={[ai; bi]|16 i6p} where a1¡ · · · ap¡b1¡
· · · bp, and {a1; : : : ; ap; b1; : : : ; bp} is V (H0(k))− I if n− ( is even, and is V (H0(k))−
I ∪ {h(=2+1} if n− ( is odd. Let G′ =H0(k) ∪ E1. Note that the number of edges in
the set E1 is (n− ()=2.
Theorem 5.5. The graph G′=H0(k)∪E1 constructed above is a general Harary graph
that is spanned by H0(k) and satis7es ′(G′) = 2(G′)− 1.
Proof. To show that G′ is a general Harary graph spanned by H0(k), we only need to
show that no pair of vertices {ai; bi} are adjacent in H0(k). Note that the vertices in
the independent set I are uniformly distributed in the sequence {a1; : : : ; ap; b1; : : : ; bp}.
Thus, the distance from ai to bi and the distance from bi to ai should all be larger
than or equal to n=2 − 1, for all i. Thus, if k ¡n=2 − 1, the vertices ai and bi are
not adjacent in H0(k) for all i. For the case k = n=2 − 1, we have I = {0; n=2} so
bi − ai = n=2¿k, which implies again that the vertices ai and bi are not adjacent in
H0(k) for all i. In conclusion, in any case no pair ai and bi are adjacent in H0(k), and
the graph G′ = H0(k) ∪ E1 is a general Harary graph spanned by H0(k).
Now we show ′(G′) = 2(G′) − 1. Since k¿ 3, by Theorem 3.1, the elementary
Harary graph H0(k) is super-′. Now, since all minimum degree vertices are in the
independent set I , in which no two vertices are adjacent, by Theorem 5.1, we have
′(G′) = 2(G′)− 1.
Theorem 5.5 gives us a method to construct graphs that are max –minmi for all
6 i6 2− 2.
Theorem 5.6. Let n and e be a pair of integers such that 2e=n = 2k is an even
number. If n and e satisfy k¿ 3 and e−kn¿ (n−()=2, where (=n=(k+1), then
there is a graph of n vertices and e edges that is max –minmi for all 6 i6 2−2.
Proof. Since the number 2e can be written as 2e=2kn+q, where k¿ 3 and 06 q6
n−1. Thus, e=kn+q=2 and q=2¿ (n−()=2. Consider the type-0 elementary Harary
graph H0(k) of order n, which has n vertices and kn edges, and (= n=(k +1) is the
independent number of H0(k). Now, as we described in Section 4, we can add q=2 new
edges to H0(k) to construct a graph G such that (G)=(H0(k)) and M(G)=(G)+1.
However, we now add the q=2 edges as follows. We =rst add (n−()=2 edges, as we
did in Theorem 5.5, to H0(k) to construct a graph G′ satisfying ′(G′) = 2(G′)− 1,
then we add the rest q=2−(n−()=2 edges to =nally obtain the graph G. Since (G)=
(G′) = (H0(k)) and ′(G)¿ ′(G′), we must have ′(G)¿ 2(G) − 1. Combining
this with Theorem 4.1, we get ′(G) = 2(G)− 1. Moreover, the graph G has exactly
n vertices and e edges.
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Now by the same argument as in Theorem 4.2, the graph G of n vertices and e
edges is max –minmi for all 6 i6 2− 2, where = 2e=n is the maximum edge
connectivity among all graphs of n vertices and e edges.
We close this paper by giving two remarks. First, the graphs given in Theorem 5.6
are max –minmi with the largest range for the value i. Previous research constructed
max –minmi graphs where the best range for i was 6 i6 2 − 3. Secondly, we
point out that results similar to Theorem 5.5 may not be true if the general Harary
graph G is spanned by a type-1 elementary Harary graph H1(k). For example, there is
no graph G with ′(G) = 2(G) − 1 in the classes of general Harary graphs spanned
by H1(3) of order 10.
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