An invariant formulation for phase field models in ferroelectrics  by Schrade, D. et al.
International Journal of Solids and Structures 51 (2014) 2144–2156Contents lists available at ScienceDirect
International Journal of Solids and Structures
journal homepage: www.elsevier .com/locate / i jsolst rAn invariant formulation for phase ﬁeld models in ferroelectricshttp://dx.doi.org/10.1016/j.ijsolstr.2014.02.021
0020-7683/ 2014 Elsevier Ltd. All rights reserved.
⇑ Corresponding author. Tel.: +49 6312053781.
E-mail addresses: schrade@rhrk.uni-kl.de (D. Schrade), ram@rhrk.uni-kl.de
(R. Müller), gross@mechanik.tu-darmstadt.de (D. Gross), marc-andre.keip@
uni-due.de (M.-A. Keip), huy.thai@uni-due.de (H. Thai), j.schroeder@uni-due.de
(J. Schröder).D. Schrade a,⇑, R. Müller a, D. Gross b, M.-A. Keip c, H. Thai c, J. Schröder c
a Technische Universität Kaiserslautern, Lehrstuhl für Technische Mechanik, Gottlieb-Daimler-Straße, Postfach 3049, D-67653 Kaiserslautern, Germany
b Technische Universität Darmstadt, FB 13, Fachgebiet Festkörpermechanik, Petersenstraße 13, D-64287 Darmstadt, Germany
cUniversität Duisburg-Essen, Institut für Mechanik, Universitätsstraße 15, D-45141 Essen, Germanya r t i c l e i n f o
Article history:
Received 23 October 2013
Received in revised form 12 February 2014





Invariant formulationa b s t r a c t
This paper introduces an electro-mechanically coupled phase ﬁeld model for ferroelectric domain evolu-
tion based on an invariant formulation for transversely isotropic piezoelectric material behavior. The
thermodynamic framework rests upon Gurtin’s notion of a micro-force system in conjunction with an
associated micro-force balance. This leads to a formulation of the second law, from which a generalized
Ginzburg–Landau evolution equation is derived. The invariant formulation of the thermodynamic poten-
tial provides a consistent way to obtain the order parameter dependent elastic stiffness, piezoelectric, and
dielectric tensor. The model is reduced to 2d and implemented into a ﬁnite element framework. The
material constants used in the simulations are adapted to meet the thermodynamic condition of a van-
ishing micro-force. It is found that the thermodynamic potential taken from the literature has to be
extended in order to avoid a loss of positive deﬁniteness of the stiffness and the dielectric tensor. The
small-signal response is investigated in the presence and in the absence of the additional regularizing
terms in the potential. The simulations show the pathological behavior of the model in case these terms
are not taken into account. The paper closes with microstructure simulations concerning a ferroelectric
nanodot subjected to an electric ﬁeld, a cracked single crystal, and a ferroelectric bi-crystal.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
Ferroelectric materials are widely used in various industrial
applications, such as sensor and actuator technology, non-volatile
memory devices, micro-ﬂuidics, transducers, and many more
(Scott, 2007). Their macroscopic electro-mechanical properties de-
pend on the ferroelectric domain structure which is subject to
change under externally applied loading. The evolution of the do-
main structure is thus a key point in understanding and engineer-
ing the macroscopic properties of ferroelectric functional devices.
Phase ﬁeld modeling provides a well-established and physically
sound way to simulate evolving domain structures. The models
currently in use are based on a continuum thermomechanics ap-
proach which incorporates an order parameter (generally the elec-
trical polarization) as well as its ﬁrst spatial gradient. The main
differences between these models lie in the choice of the order
parameter, the way in which the free energy is formulated, and
in the numerical solution strategy. Traditionally the orderparameter is the material polarization, and the free energy func-
tion is expanded to reﬂect cubic symmetry conditions with respect
to the primary thermodynamic variables (strain and electric dis-
placement), see e.g. the more recent publications (Völker and Kam-
lah, 2012; Xu et al., 2013; Chen, 2008; Su et al., 2011; Wang and Su,
2011) and the literature review given in Schrade et al. (2013). Since
in these models there is no direct coupling between the electric
displacement and the mechanical strain, the piezoelectric behavior
is encoded in the Landau potential which is a polynomial in the or-
der parameter. The resulting difﬁculties of ﬁtting the small-signal
response to the bulk properties of the material are addressed in de-
tail in Völker et al. (2011, 2012) Another possibility is to meet the
symmetry requirements of the spontaneously polarized state and
thus to include the piezoelectric coupling terms in the free energy.
The Landau free energy can then be used to adjust the properties of
domain walls, see Schrade et al. (2013, 2008, 2007). As for numer-
ical solution strategies, Fourier spectral methods appear to be quite
time efﬁcient (Chen and Shen, 1998) while imposing restrictions
on geometry, applicable boundary conditions, and material inho-
mogeneities. Another approach based on a staggered solution algo-
rithm with explicit time integration was taken in Zhang and
Bhattacharya (2005a,b). The various shortcomings of such numer-
ical implementations can be circumvented by ﬁnite element
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e.g. Su and Landis (2007), Schrade et al. (2007) and Miehe et al.
(2012).
The cited publications (Schrade et al., 2013, 2008, 2007) are
however limited to an isotropic mechanical stiffness and dielectric
tensor. Motivated by Keip et al. (2014), in this article we intend to
overcome these shortcomings by introducing a phase ﬁeld model
based on an invariant formulation for transverse isotropy which
is adapted to ﬁt into the existing phase ﬁeld framework. The main
problem in this adaption procedure is shown to be a loss of positive
deﬁniteness of the stiffness and the dielectric tensor. This problem
is solved by extending the thermodynamic potential so that the
material tangent remains positive deﬁnite for arbitrary polariza-
tion states. In a second step, the small-signal model response is
compared with the input parameters of the simulation model.
The input parameters are then adjusted under the condition of a
vanishing micro-force. Numerical examples illustrate the necessity
for extending the invariant description and adjusting the input
parameters.
2. Phase ﬁeld model
2.1. Basic equations and thermodynamical framework
We make use of Gurtin and Fried’s notion of a generalized mi-
cro-force thermodynamics (Fried and Gurtin, 1993, 1994; Gurtin,
1996) and, following (Su and Landis, 2007), apply this theory to a
phase ﬁeld model. Since the current thermodynamical approach
is already laid out in detail in Schrade et al. (2013), we will only
summarize the main aspects in this regard while trying to keep
the presentation self contained.
In the presence of volume forces f and volume charges q the
ferroelectric body B under consideration obeys the mechanical
and electrical ﬁeld equations
divrþ f ¼ 0; divD q ¼ 0; ð1Þ
where r is the stress tensor and D is the electric displacement. The
linearized strain tensor e and the electric ﬁeld E are deﬁned by the
symmetrical and the negative gradient of the displacement ﬁeld u





; E ¼ ru: ð2Þ
The thermodynamic framework consists of a micro-force sys-
tem involving a micro-stress tensor R and the internal and external
micro-force vector g and f, respectively. For an arbitrary control
volume R with boundary @R and outer unit normal n the power








f  _Pdv: ð3Þ
The physical meaning of the order parameter Pðx; tÞ depends on
the concrete choice of the thermodynamic potential (Schrade et al.,
2013). As will be shown in Section 2.2, Pðx; tÞ here is the material
polarization less its dielectric and piezoelectric parts. Changes in
the order parameter reﬂect reorganization in the microstructure.
Such reorganization is accompanied by a dissipative process and
by changes in the thermodynamic potential, both of which are ta-
ken into account by the internal micro-force. Referring to Gurtin
(1996), we assume the local micro-force balance
divRþ fþ g ¼ 0: ð4Þ
The second law of thermodynamics balances the power expen-
diture of external sources with changes in the Helmholtz free en-
ergy W ¼ ~Wðe;D;P;rPÞ; hence we have to include (3)1 and (3)3
in the second law:Z
@R
ðrnÞ  _uu d
dt












Wdv P 0: ð5Þ
In accordance with current ferroelectric phase ﬁeld modeling,
electrostatic forces (cf. McMeeking and Landis, 2005) are not taken
into account so that the Cauchy stress r is symmetric. After a
Legendre transform of the Helmholtz free energy according to
H ¼ W D  E; ð6Þ
we obtain (cf. Nowacki et al., 1979) the electric enthalpy
H ¼ eHðe;E;P;rPÞ and writeZ
@R












Hdv P 0: ð7Þ
The internal micro-force g is omitted in the second law as it is
not part of the external power supply. Combining the local form




; D ¼  @H
@E
; R ¼ @H
@rP : ð8Þ
Insertion of these relations in the local form of the second law yields
the residual dissipation inequality





is the micro-force vector. The term in the parenthesis is identiﬁed as
the dissipative micro-force
gdis ¼ g þ g: ð11Þ
The residual dissipation inequality (9) is satisﬁed (by means of a
sufﬁcient condition) by assuming
gdis ¼ b _P; ð12Þ
where b is a positive semi-deﬁnite second order inverse mobility
tensor (Gurtin, 1996). The dissipation D which takes place due to




gdis  _Pdv ¼
Z
B
_P  ðb _PÞdv P 0: ð13Þ
We can now see that the internal micro-force




has a dissipative and a non-dissipative contribution. An evaluation
of the residual dissipation inequality leads to a generalized form of
the Ginzburg–Landau equation (Schrade et al., 2013):
b _P ¼ divRþ f @H
@P
: ð15Þ
We limit ourselves to Dirichlet and Neumann boundary condi-
tions and neglect the vacuum polarization outside of B:
u u ¼ 0 on @Bu;rn t ¼ 0 on @Br;
uu ¼ 0 on @Bu;D  nþ qs ¼ 0 on @BD;
P  P ¼ 0 on @BP ;Rn p ¼ 0 on @BR;
ð16Þ
where t;qs , and p are prescribed surface tractions, surface charge
densities, and polarization ﬂuxes, respectively. Initial values for the
order parameter are prescribed at every material point by
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For the displacement ﬁeld uðx; tÞ and the electric potential uðx; tÞ
we prescribe the trivial initial conditions uðx; 0Þ ¼ 0 and
uðx;0Þ ¼ 0.
2.2. Speciﬁcation of the electric enthalpy
We use the same form of the electric enthalpy H as in our recent
publication (Schrade et al., 2013) which contains a thorough dis-
cussion of the symmetry requirements regarding the Taylor expan-
sion of the free energy/electric enthalpy. Here we consider barium
titanate in the tetragonal phase and write



















The term Hbulk has the form of an electric enthalpy for piezoelec-
tric materials, except that here the material tensors C; e, and  as
well as the spontaneous eigenstrain e0 depend on the order
parameter (see the invariant formulation below). The second term
Hsep (separation energy) is a non-convex potential which ensures
that the free energy has minima at the spontaneous states. In most
other phase ﬁeld models for ferroelectric domain evolution this
potential coincides with the Landau free energy WLandau. The Lan-
dau free energy typically contains all terms which only depend
on P and not on any other primary thermodynamic variable such
as D or e. Since in (19) the elastic stiffness and the spontaneous
strain both depend on P (see below), the separation potential
Hsep and the Landau free energy do not coincide but are related
through
WLandau ¼ Hsep þ 1
2
e0  Ce0 : ð22Þ
The local characteristics of Hsep are encoded in the normalized
non-convex function w (see below). Finally the term Hgrad is the or-
der parameter gradient energy.
In (20) and (21) the regularization parameter ‘ is the 180 do-
main wall width and G is the speciﬁc domain wall energy originat-
ing from Hsep and Hgrad;jsep and jgrad are dimensionless calibration
constants which ensure that G and ‘ can be interpreted in this way
not just qualitatively but also quantitatively, see Schrade et al.
(2013) for a detailed justiﬁcation. The constant P0 is the spontane-
ous polarization of the unloaded crystal. Due to (8) the constitutive
equations take the form
r ¼ C e e0  eTE; ð23Þ
D ¼ e e e0 þ E þ P; ð24Þ
R ¼ jgrad G‘
P20
rP; ð25Þ
and the evolution Eq. (15) now reads
b _P ¼ jgrad G‘
P20








where D denotes the Laplace operator. Note that with (6) the
corresponding Helmholtz free energy reads~Wðe;D;P;rPÞ ¼ 1
2
1 D eðe e0Þ  P  	
 D eðe e0Þ  P þ 1
2
e e0 








We already mentioned that the physical interpretation of the
order parameter Pðx; tÞ depends on the speciﬁc choice of the ther-
modynamic potential. In view of the resulting material Eq. (24), the
order parameter here is the material polarization less the piezo-
electric and dielectric contributions. In most other phase ﬁeld
models for ferroelectrics there is no direct coupling between the
mechanical strain and the electric ﬁeld in the electric enthalpy,
and the dielectric tensor  is taken as the vacuum permittivity.
Consequently in these models the order parameter is the total
material polarization.
As pointed out above, in our recent publications we only consid-
ered an isotropic elastic stiffness and dielectric tensor. Motivated
by Schröder and Gross (2004) and Keip et al. (2014) we elaborate
the mechanical stiffness CðPÞ, the dielectric tensor ðPÞ, and the
piezoelectric constants eðPÞ by means of an invariant formulation
for transversely isotropic material behavior. In the linear theory
of piezoelectricity presented in Schröder and Gross (2004) the pre-
ferred direction p is determined by a given crystallographic axis,
which is used to construct the structural tensor and the invariant
basis. Generally, on the microscopic level the local anisotropy de-
pends on the symmetry and the orientation of the crystal lattice.
In this paper we use the order parameter to deﬁne the preferred
direction p which is then used to construct an invariant basis for
transverse isotropy. The use of P=jPj for p is not feasible in the
phase ﬁeld approach since the order parameter is allowed to be-
come zero, as for example in the case of a 180 domain wall. In-




; m ¼ p p; ð28Þ
which is well deﬁned for arbitrary values of P. Note that this deﬁni-
tion of the preferred direction in terms of the order parameter is
only applicable for ferroelectric crystals in which the polar axes
coincide with the crystallographic axes, e.g. tetragonal BaTiO3. For
other crystals which do not satisfy this requirement one would have
to ﬁnd some other way to connect the crystallographic axes to the
order parameter or employ an altogether different approach.
As we will see below, this choice of the preferred direction im-
plies that the material tensors C; e, and  change as the order
parameter evolves in time (e.g. due to external loading). This point
is addressed in Section 3.2, where the small-signal response of the
model is calibrated for a vanishing micro-force vector so that the
changes in these material constants are effectively taken into ac-
count. Moreover, the use of P=jPj as the preferred direction causes
severe numerical problems when jPj=P0  1 (cf. Section 3.5). Then
the time step required to achieve convergence has to be reduced by
about eight orders of magnitude which is tantamount to halting
the simulation altogether. Having deﬁned a preferred direction,
we can represent the bulk enthalpy (19) as
Hbulk ¼ 1
2
kI21 þ lI2 þ ðxn1a1 þxn6a6ÞI5 þ ðxn2a2 þxn4a4ÞI24
þ ðxn3a3 þxn5a5ÞI1I4 þxb1I1J2 þ b2I4J2 þxb3K1
þ ðc1 þxc3ÞJ1 þ c2J22 þ c0J2 ð29Þ
with x :¼ trm ¼ jpj2; ni 2 N0, and the invariants
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I3 ¼ tr½ðe e0Þ3	; I4 ¼ tr½ðe e0Þm	;
I5 ¼ tr½ðe e0Þ2m	; J1 ¼ trðE  EÞ;
J2 ¼ trðE  pÞ; K1 ¼ tr½ðe e0ÞðE  pÞ	; ð30Þ
where trðÞ is the trace operator. Note that the invariant I3 is not
used in the linear theory of piezoelectricity. The spontaneous strain
e0ðPÞ reﬂects the tetragonal symmetry of the poled material and is
given by
e0ðPÞ ¼ ea1xþ ðec  eaÞm ð31Þ
with
ea ¼ ðatet  acubÞ=acub; ec ¼ ðctet  atetÞ=acub: ð32Þ
The parameters acub; atet and ctet are the lattice constants of the
cubic and the tetragonal phase. This formulation differs from the
invariant formulation for piezoelectric materials given in Schröder
and Gross (2004) in several ways. Here the invariant basis (30)
contains the spontaneous strain e0, and the bulk enthalpy (29) is
extended by the terms with a4;a5;a6, and c3 which are needed
to regularize the stiffness and the dielectric tensor (see below).
Further, the term c0J2 represents the term P  E in (19).
The material constants in (29) are expressed in terms of the
‘‘classic’’ constants by
k ¼ c12; l ¼ 12 ðc11  c12Þ;
a1 ¼
2c44 þ c12  c11 if 2c44 þ c12  c11 > 0




0 if 2c44 þ c12  c11 > 0





2 ðc11 þ c33Þ  2c44  c13 if 12 ðc11 þ c33Þ  2c44  c13 > 0
1












c13  c12 if c13 > c12




0 if c13 > c12




 12 11 if 11 < 33




0 if 11 < 33
1






ð11  33Þ; c0 ¼ P0;
b1 ¼ e31; b2 ¼ e33 þ 2e15 þ e31; b3 ¼ 2e15;
ð33Þ
where the overbar is used to distinguish between the values of
material constants and the respective components of  and e.





















































































¼ k1 1þ 2l1
þ ðxn1a1 þxn6a6ÞNþ 2 xn2a2 þxn4a4ð Þmm



























¼ 2ðc1 þxc3Þ1 2c2m; ð38Þ
where 1ijkl ¼ 12 ðdikdjl þ dildjkÞ and Nijkl ¼ pidjkpl þ pkdilpj and
e^kij ¼ 12 ðdikpj þ djkpiÞ. The material tensors C; e, and  are nonlinear
polynomials in the normalized order parameter p ¼ P=P0. For the
dielectric tensor  a polynomial of degree 2 (with a constant and qua-
dratic term) sufﬁces since there are only two independent permittiv-
ities. The electric enthalpy yields a dielectric tensor ðPÞwhich stays
positive deﬁnite for arbitrary values for P, see Section 3.3 for details.
The situation is more complicated for the piezoelectric tensor eðPÞ
and the mechanical stiffness CðPÞ. For e we have the three material
parameters b1; b2;b3 and a polynomial of third degree which has no
constant and no quadratic term due to the factor x ¼ jpj2 in the
b1- and b3-term. If the factor x in front of one of these terms was
omitted, then there would be a linear term in the polynomial. Here
we chose to include the two factors x so that @peðpÞ ¼ 0 at p ¼ 0.
Otherwise there may be local extrema in the component e333,
depending on the values of the material parameters b1 and b3.
For the mechanical stiffness C we have a polynomial of at least
forth degree. If the polarization direction is assumed to be the
x1-axis, i.e. if p2 ¼ p3 ¼ 0 and hence x ¼ p21, then one obtains
according to (36)
C1111 ¼ kþ 2lþ 2ðxn1a1 þxn6a6Þp21 þ 2ðxn2a2
þxn4a4Þp41 þ 2ðxn3a3 þxn5a5Þp21;
ð39Þ
C1133 ¼ kþ 2ðxn3a3 þxn5a5Þp21; ð40Þ




C3333 ¼ c11; C2233 ¼ c12; ~C2323 ¼ 12 ðC2323 þ C2332Þ ¼ l: ð42Þ
The additional terms with a5 and a6 are necessary if
c13  c12 < 0 and 2c44 þ c12  c11 < 0, respectively, since in this
case the coefﬁcient of the term of the highest order would have a
negative sign so that the stiffnesses would become zero at some
point with jpj > 1. With n6 > n1 and n5 > n2 and the deﬁnitions
in (33) the coefﬁcient of the highest-order terms in (40) and (41)
are guaranteed to be positive. The additional term with a4 becomes
necessary if the coefﬁcient of the highest-order term in (39) is
negative. This can be the case if 12 ðc11 þ c33Þ  2c44  c13 < 0. The
addition of the a4-term then ensures that the coefﬁcient of
the highest-order polynomial is positive as long as n4 > n2. Once
Table 1
Elastic constants for PZT and PTO in 1010 N=m2 according to Völker et al. (2012).
c11 c33 c12 c13 c44
PZT 32.7 17.8 11.4 11.9 7.3
PTO 28.5 9.1 11.9 8.8 6.5
Table 2
The adjusted material parameter values yield numerical tangent moduli which match
the original input values.
Input values Response Adjusted values Response Units
c11 22.2 21.6 23.05 22.2
c33 15.1 14.6 15.75 15.1
c12 10.8 – 10.8 – 1010 N=m2
c13 11.1 11.6 10.4 11.1
c44 6.1 4.03 12.67 6.10
e31 0.7 2.14 +1.327 0.700
e33 6.7 7.93 4.96 6.70 C=m2
e15 34.2 27.0 57 34.2
11 19.5 22.0 11.6 19.5
33 0.496 0.832 0.209 0.496 109 C=ðVmÞ
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ni are used to adjust the locations of the minima of the stiffness
components which are a polynomial of degree 4 or higher.
Fig. 1 shows the stiffness components C1111, C1133, and ~C1313 for
BaTiO3, PZT and PTO. The material parameters for BaTiO3 are given
in (51), (52) and Table 2 (‘‘adjusted values’’); the values for PZT and
PTO (see Table 1) are given in Völker et al. (2012), p. 5, and
originate from ﬁrst-principles DFT simulations cited therein. The
graphs for BaTiO3 in Fig. 1(a) and (b) are obtained with
n1 ¼ 1; n2 ¼ 0; n3 ¼ 0; n4 ¼ 1, and a5 ¼ a6 ¼ 0. This gives the
stiffness tensor
CðPÞ¼ k11þ2l1þxa1Nþ2 a2þxa4ð Þmmþa3ð1mþm1Þ:
ð43Þ
Note that according to the deﬁnition of the parameters ai in (33)
there should be a term with a5 for the adjusted BaTiO3 parameters
for which c13 < c12. However, since the difference of the these two
values is relatively small, we may keep the same electric enthalpy
and hence the same stiff tensor for both sets of BaTiO3 material
parameters and accept that C1133 vanishes at some point far away
from p1 ¼ 
1. This is not problematic since jpj can well be
expected to stay within the given plotting interval. Note that if
desired, one could include the a5-term and obtain a positive
C1133 for all p1. The graphs in Fig. 1(c) and (d) were obtained by
using for PZT: n1 ¼ 3; n2 ¼ 2; n3 ¼ 1; n4 ¼ 3 and n6 ¼ 4 (a5 ¼ 0
so that n5 does not occur in the potential); for PTO n1 ¼ 5;
n2 ¼ 0; n3 ¼ 2; n4 ¼ 1; n5 ¼ 3, and n6 ¼ 6 was used. Due to the
inclusion of the a4-, a5-, and a6-terms the stiffness tensors can
be regularized; without these terms some components of C would
become close to zero within the plotting interval so that positive
deﬁniteness would not be given.
To summarize this elaboration: The additional terms with a4,
a5, and a6 are used to regularize the stiffness tensor. The need of
any of these three terms is determined by the deﬁnition of the
material parameters in (33). The shape of the curves shown in
Fig. 1 can be adjusted with the free exponents ni so that the min-
ima of the graphs are close to the spontaneous states at p1 ¼ 
1.
This has been done here exemplarily for BaTiO3, PZT and PTOmate-
rial data; it can be expected that the adaption process can also be(a) (
(c) (
Fig. 1. Plots of the three order parameter dependeundertaken for other ferroelectric materials with tetragonal
symmetry.
Note that the two representations of the bulk enthalpy (19) and
(29) are equivalent. The advantage of the former lies in its clarity as
it formally reﬂects classic piezoelectric theory, while the latter pro-
vides a consistent way to implement the desired transversely iso-
tropic symmetry conditions in the theoretical model.
The 3d version of the dimensionless non-convex potential wðPÞ
in (20) is assumed to take the form
wðPÞ ¼ w0 þ
w1
P20


















nt stiffness components along p ¼ ½p1; 0; 0	T.
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wð0; 0; 0Þ ¼ 1; wðP0; 0; 0Þ ¼ 0; @wðP0; 0; 0Þ
@P1




which introduces the relative energy barrier for 90 switching w90 as
well as its location n in the energy landscape w. These equations
yield a linear system of equations, the solution of which is
w1 ¼ 
1 w90  2n6
n2ð1 n4Þ ; w2 ¼ 
2ð1 w90Þ þ 3n2 þ n6
n2ð1 n4Þ ;
w3 ¼
2n6 þ 6n4  3n2 þ 3n2w90 þ 1 w90
n4ð1þ n2Þ ; w4 ¼
2n2 þ w90  1
n2ð1 n4Þ :
ð46Þ
Since we intend w to have minima only at the spontaneous










with 0 < w90 < 1: ð47Þ








w0 þ w1q2 þ w2q4 þ w4q6
q
dq: ð48Þ
A detailed account of the construction of w and the determina-
tion of jsep and jgrad can be found in Schrade et al. (2013).3. 2d numerical simulations
We reduce the presented model to 2d with respect to the x2-
direction. The reduction procedure is described at length in Sch-
rade et al. (2013), so without further discussion we set
E2 :¼ 0; P2 :¼ 0; e22 :¼ e022 ¼ ea; e12 ¼ e21 ¼ e23 ¼ e32 :¼ 0:
ð49Þ
This results in the non-vanishing stress
r22 ¼ c12ðe11  e011Þ þ c13ðe33  e033Þ: ð50Þ
As a consequence of the reduction, the components rij;Di, eij; e0ij,
and Rij vanish if i ¼ 2 or j ¼ 2 (except for r22).
The 2d model with the PDEs in (1) and the Ginzburg–Landau
Eq. (26), which are supplemented by (2), (19), (23), (24), (36),
(37), and the boundary and initial conditions (16) and (17), are
numerically solved using a 2d implementation in the ﬁnite ele-
ment code FEAP (Taylor et al., 2013). Within an isoparametric con-
cept, 4-noded plane elements with bilinear ansatz functions are
used to discretize the body B as well as the nodal variables u;u,
and the order parameter P. Time discretization is implemented
by means of the ﬁrst order implicit Euler method, and the occur-
ring element integrals are approximated by using 4-point Gauss
integration. A detailed description of the numerical implementa-
tion can be found in D. Schrade et al. (2011).
3.1. Material parameters
The single crystal BaTiO3 bulk material constants are taken from
Zgonik et al. (1994); the spontaneous polarization and the lattice
constants are given in Xu (1991) and Jona and Shirane (1993). In
short we have
c11 ¼ 22:2  1010 Nm2; c33 ¼ 15:1  1010 Nm2;
c12 ¼ 10:8  1010 Nm2; ð51Þc13 ¼ 11:1  1010 Nm2; c44 ¼ 6:1  1010 Nm2; ð52Þ
e31 ¼ 0:7 Cm2; e33 ¼ 6:7 Cm2; e15 ¼ 34:2 Cm2; ð53Þ
11 ¼ 19:5  109 CðVmÞ1; 33 ¼ 0:496  109 CðVmÞ1; ð54Þ
acub ¼ 4:01 Å; atet ¼ 3:992 Å; ctet ¼ 4:032 Å; ð55Þ
P0 ¼ 0:26 Cm2: ð56Þ
The lattice parameters have been evaluated at room tempera-
ture. Since there is no stable cubic phase at that temperature the
value for acub was taken at the tetragonal-cubic transition point.
Note that one might assume an extrapolated value for the cubic
lattice parameter at room temperature. Referring to Jona and Shi-
rane (1993) this would give acub ¼ 4:005 Å and would lead to dif-
ferences in spontaneous strain of Dea ¼ 0:124% and
Dec ¼ 0:125%. These differences have an inﬂuence on the domain
wall energy contribution from Hbulk. For the microstructure evolu-
tion presented in Section 3.5 the results are quite similar, see the
discussion in that section. Here we use the values given in (55).
The speciﬁc 180 domain wall energy in BaTiO3 was calculated in
Padilla et al. (1996) by ab initio simulations. The values provided
therein range from 4 mJ=m2 to 17 mJ=m2, depending on what is
to be understood as ‘‘domain wall energy’’ in the context of ﬁrst
principles calculations. The width of a 180 interface is commonly
estimated to be a few unit cells (Merz, 1954; Stemmer et al., 1995;
Foeth et al., 1999). Here we use
G ¼ 12 mJ=m2 and ‘ ¼ 1:5 nm: ð57Þ
The inverse mobility b1 is assumed to be isotropic, and its va-












This parameter has the function of an internal time scale. As is
shown in Schrade et al. (2013), it is connected with the speed of the
180 interface at constant electric loading. The chosen value leads
to an interface velocity of 1 m=s for an electric ﬁeld of 106 V=m
applied parallel to the interface. The constants wi in (44) are deter-
mined by the choice w90 ¼ 0:7 and n ¼ 0:5 in (46). Thus we have
w0 ¼ 1; w1 ¼ 
86
75










From these values the calibration constants jsep and jgrad are
calculated according to (48) which gives
jsep  0:695134; jgrad  0:347567: ð60Þ3.2. Small-signal response
Before the presented model can be used for microstructural
simulations, we ought to raise the following two questions. Firstly,
how does the evolving order parameter under small-signal
mechanical and electric loading affect the model response, and,
secondly, how can we guarantee that the dielectric and the
mechanical stiffness tensors are positive deﬁnite for arbitrary val-
ues of the order parameter? The ﬁrst question is addressed in this
subsection; the second is investigated in Section 3.3.
The material tangent in the small-signal range around the spon-
taneously polarized state can be determined form the bulk enthal-
py function (19). Starting with the homogeneously polarized state
P ¼ ½0; 0; P0	T, we perform a numerical variation procedure with
respect to the components of e and E. Due to homogeneous condi-
tions the gradient of P and hence the micro-stress tensor vanish
identically. By assumption there shall be no external micro-forces
f so that the micro-force balance (4) trivially yields g  0. The
residual dissipation inequality (9) then reduces to g  P P 0,
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In this case the current phase ﬁeld model reduces to the stan-
dard linear piezoelectric model with an extra term for the (con-
stant) spontaneous polarization. In a Voigt notation (denoted by
an underbar) with the index ordering f11;22;33;13;23;12g one
obtains
CE;P ¼
c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0




















with c66 ¼ 12 ðc11  c12Þ. This means that the input values given in
(51)–(54) are identical with the model response in the respective
components of the material tensors (36), (37) in a Voigt notation,
i.e. C ¼ CE;P , e ¼ eP , and  ¼ e;P . However, since the order parame-
ter is allowed to change in phase ﬁeld models, this option does not




















Fig. 2. (a)–(c) The numerically obtained tangent moduli approach stationary values as t
input material parameters the linear model response reﬂects the actual material properAs shown above, the internal micro-force g vanishes since we
have a homogeneous problem. Then (14) implies
g ¼ b _P  g ¼ 0 ) g ¼ b _P ¼ @H
@P
: ð64Þ
Since we postulate that dg ¼ 0, we have to evaluate the moduli
(63) at the point at which the system is equilibrated. The equili-
brated state can be found iteratively by letting the system evolve
due to the Ginzburg–Landau equation, which is given by (64)2, un-
til _P ¼ 0 is reached. Another possibility is to set b ¼ 0 so that
the relaxed state is reached immediately (after one time step).
Note however that with b ¼ 0 one loses the information about
the time required for the system to evolve to the equilibrated state.
Since this will be relevant just below, we take the ﬁrst approach
and solve the time-dependent problem.
Using just one ﬁnite element which is poled in the x3-direction,
i.e. P0 ¼ ½0; P0	T, we obtain the small-signal response by applying
small electric ﬁelds and small strains in the sense of (63). That is
to say, small increments in E1; E2, and e11; e22 and e12 with respect
to the spontaneous strain e0 ¼ e0jP¼P0 are applied one at a time in
a successive manner. Here the model response is linear for electric
ﬁelds below approximately 105 V=m and elastic strains no larger
than about 103%. The resulting dielectric, elastic, and piezoelec-
tric moduli are shown in Fig. 2(a)–(c); each curve is normalized
with respect to the respective input value for BaTiO3 given in
(51)–(54). The system becomes stationary after less than 20 ps,
and the deviations of the effective material response from the
input values are up to 300%. This is due to the fact that the primary
and the secondary order parameter (P and e0) change under the
applied loading according to the evolution Eq. (64)2. Note that
the instantaneous response matches the input values as all graphs
start at the point ð0; 1Þ. As we will see in Section 3.5, the time scale
at which the material parameters evolve is much smaller than the
time required for the evolution of a (rather elementary) micro-
structure. Therefore it seems reasonable to adjust the inputb)
d)
he order parameter evolves under small-signal loading. (d) After a correction of the
ties.
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ment procedure can be undertaken manually within a couple of
iteration steps. Initially the material parameters given in
(51)–(54) are used as input values for the computation of the
tangent moduli by means of Eq. (63). Then these input values are
changed until the material response matches the initial input
values. The result of this iteration procedure is shown in Table 2.
As can be seen in the fourth column of the table, the material
response matches the values given in the ﬁrst column. Since we
conﬁne ourselves to 2d simulations, there is no response value
for c12. The values thus obtained shall be used for the remainder
of the paper. Note that the adaption procedure is valid for arbitrary
small-signal loading within the above-stated range as the model
response is linear within the small-signal range.
3.3. Regularization of the stiffness and dielectric tensor
The material tensors C and  depend on the order parameter in
a nonlinear way. As was pointed out in Völker et al. (2011, 2012),
this can lead to a singular material tangent when main diagonal
components of  or C vanish. This problem can occur in all phase
ﬁeld models and as soon as  and/or C depend on the order param-
eter; the same goes for phenomenological models in which the
macroscopic polarization is treated as an internal variable which
evolves over time, see e.g. Mehling et al. (2007) (where the issue
of non-deﬁniteness is however not explicitly addressed). It is then
a matter of the speciﬁc formulation of the thermodynamic poten-
tial and the concrete values of the elastic and dielectric constants,
whether or not one or several tensor components become zero and
positive deﬁniteness is lost. The present formulation allows for a
regularization of  and C by adding the terms with c3;a4;a5;a6
in (29), all of which do not appear in Schröder and Gross (2004)
or Keip et al. (2014). Which of these terms are needed is deter-
mined by the deﬁnitions in (33).
For BaTiO3 we have 11 > 33 so that with (38) and (33) we
obtain
 ¼ 331 ð11  33Þ p p jpj21
 
ð65Þ
with the main diagonal components















Since 11 > 33, we have no vanishing permittivities on the main
diagonal of ; in fact,  stays positive deﬁnite for arbitrary values of
P. For materials other than BaTiO3 it may be the case that 11 < 33.
Then the deﬁnition of  yields c3 ¼ 0 and




ðno summation over iÞ ð69Þ
which also guarantees that the permittivity is always positive. Had
we used the form (69) with the values given in (54), we would have
noticed that the ith main diagonal component ii vanishes for
Pi  1:01P0, i.e. very near the spontaneous phase.
Similarly one obtains for the mechanical stiffness with (43)
Ciiii ¼ kþ 2lþ 2a1
P40










where there is no summation over i. If the a4-term in (43) is
omitted, the stiffness component Ciiii becomes zero near thespontaneous states. This is illustrated by the contour plot of C1111
in Fig. 3(a). At approximately ð0; 1:33P0Þ the stiffness vanishes
and becomes negative as the argument P3 further increases. More-
over, the elasticity tensor loses its positive deﬁniteness at the points
for which jPj=P0 is approximately 1:23 or 1:28 (depending on
whether the ‘‘input values’’ or the ‘‘adjusted values’’ in Table 2 are
used). If the a4-term is included, then C1111 stays positive for arbi-
trary polarization states, see the contour plot in Fig. 3(b).
3.4. Effect of the regularization on the material response
In the following we demonstrate that the phase ﬁeld model pro-
duces pathological results if either a4 ¼ 0 or c3 ¼ 0 in (43) and (38),
respectively. In order to elaborate the inﬂuence of these two terms,
simulations are conducted ﬁrst in the presence, then in absence of
one of the two terms. In each case we use the ‘‘adjusted values’’ gi-
ven in Table 2.
The ﬁrst simulation concerns the a4-term. The geometry and
boundary conditions are sketched in Fig. 4(a). Since we are inter-
ested in homogeneous solutions only, we use just one ﬁnite ele-
ment in the simulations. The electric potential is ﬁxed so that
there is no electric ﬁeld within the element; the lateral boundaries
are load free, i.e. Djnj ¼ 0;rijnj ¼ 0, and Rijnj ¼ 0. Mechanically the
system is loaded by a displacement u0 resulting in an elastic strain
of 1:25%; the bottom edge is kept at u3 ¼ 0. Rigid body movements
are excluded by setting u1 ¼ 0 at the lower right node. The initial
conditions are P0 ¼ ½0; 0; P0	T;u ¼ 0, and u ¼ 0. Once the simula-
tion is started, the primary and secondary order parameter as well
as C; e, and  evolve until thermodynamic equilibrium is reached.
Fig. 4(b) shows the model response in terms of the evolution of P3
and the elastic energyWela (which is normalized with respect to its
initial value). Note that since the electric ﬁeld vanishes, the bulk
enthalpy Hbulk coincides with the elastic energy of the system.
For a4 ¼ 0 the elastic energy approaches zero and becomes nega-
tive if the strain is further increased (not depicted), which indicates
a pathological model response as the elastic energy is by deﬁnition
strictly non-negative. This pathology is regularized by including
the a4-term in the bulk enthalpy: the elastic energy now stays po-
sitive. The normalized order parameter component P3=P0 is plotted
for the sake of comparison between the two model responses.
Using the problem setup sketched in Fig. 4(a) we rerun the pre-
vious simulations with and without the c3-term (while keeping the
a4-term in both cases). The prescribed displacement u0 results in
an elastic strain of 0:01%. The results in Fig. 5(a) and (b) show that
the dielectric tensor loses its positive deﬁniteness if c3 ¼ 0. If on
the contrary the c3-term is included, the values for 11 and 33 re-
main positive.
To further illustrate the possible pathologies that can occur if
c3 ¼ 0 we consider the setup sketched in Fig. 6(a). Again using just
one ﬁnite element we apply three different electric ﬁelds E3 at
0:5 MV=m; 1:0 MV=m, and 1:5 MV=m. The model responses in
terms of the electric energy density Welec ¼ 12 EiijEj; 33, and 11
are plotted in Fig. 6(b)–(d), respectively. If c3 ¼ 0, the electric en-
ergy density becomes negative, and the dielectric tensor loses its
positive deﬁniteness; this is not the case in the presence of the reg-
ularizing c3-term.
3.5. Microstructure evolution
We close the article with some elementary microstructure sim-
ulations in order to demonstrate the capabilities of the presented
model. The ﬁrst simulation concerns an evolving polarization vor-
tex in a BaTiO3 nanodot. Ferroelectric nanodots are well studied in
the context of phase ﬁeld modeling, see e.g. Wang (2010), Wang
and Su (2011), Wang et al. (2012), Kontsos and Landis (2012)
and Song et al. (2013) for 2d and 3d simulations. In the present
(a) (b)
Fig. 3. (a) Contour plot of C1111 for the initial model formulation. The stiffness becomes negative in the vicinity of the spontaneous states ð0;
P0Þ. (b) This is corrected by
regularizing the model so that C1111 is positive for all polarization states.
(a) (b)
Fig. 4. (a) The poled phase is subjected to an elastic strain of 1:25%. (b) The elastic energyWela approaches zero in the absence of the a4-term. The regularized model yields a
positive deﬁnite elastic stiffness so that Wela > 0 if e e0  > 0.
(a) (b)
Fig. 5. For an elastic strain of 0:01% applied according to Fig. 4(a) the dielectric tensor becomes indeﬁnite in the absence of the c3-term. The regularized model does not
exhibit this pathological behavior.
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a mesh spacing of ‘=3 ¼ 0:5 nm. The initial polarization is a ran-
dom conﬁguration which resembles a state just below the cubic-
tetragonal phase transition, in short jP0j=P0  1 with random ori-
entations. The time step is kept constant at Dt ¼ 2 ps throughout
the simulation. At ﬁrst the boundary conditions are load and
charge free, i.e. rijnj ¼ 0; Djnj ¼ 0, and Rijnj ¼ 0, the electric poten-
tial is ﬁxed at just one node, and rigid body movements are ex-
cluded. The simulation is run until a stationary state is reached;
then an electric ﬁeld of 1 MV=m is applied in the vertical direction.
The microstructural evolution is visualized in the attached mo-
vie ﬁle vortex.avi in which four colors are used to indicate the
direction of the order parameter. Additionally Pðx; tÞ is plotted as
a vector ﬁeld; the absolute values of the vectors are captured by
the length and the gray-scale coloring of the arrows. For thediscussion of the results we refer to the sequence of screenshots
shown in Fig. 7(a)–(h). Once the simulation is started, the micro-
structure quickly forms a polarization vortex. Note, however, that
the absolute value of the polarization is very small up to about
t ¼ 100 ps. Then, within the next 50 ps until t ¼ 150 ps, the polar-
ization rapidly increases and reaches the fully developed vortex at
t ¼ 150 ps. The system then requires a rather long period of time to
reach the equilibrated state at t ¼ 0:5 ns. At this point the electric
ﬁeld is activated, which causes the volume fractions of the verti-
cally poled domains to increase at the expense of the laterally
poled domains. Shortly after t ¼ 1 ns there are only two domains
left in the system, and the 180 domain wall is driven to the right
boundary so that ﬁnally a monodomain state is reached (the video
stops before this happens in order to be able to provide a high-
quality movie with reasonable ﬁle size). The 180 domain wall
(a) (b)
(c) (d)
Fig. 6. (a) The poled crystal is subjected to different electric ﬁelds in the vertical direction. (b)–(d) The model responses for E3 ¼ 0:5 MV=m, 1:0 MV=m, and 1:5 MV=m
illustrate the pathological character of the model if c3 ¼ 0. The regularized model yields physically more acceptable results.
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periods of the microstructure evolution. Note that the absolute
times provided by the simulation scale directly with b1, the scalar
inverse mobility constant in the Ginzburg–Landau equation.
Having the function of an internal time scale, this parameter is only
relevant if explicitly time-dependent external loading is applied,
which we do not consider here. Finally it is noted that the use of
the hypothetical lattice parameter acub at room temperature (cf.
Section 3.1) results in stresses differing by roughly 10% while the
evolution of the microstructures is qualitatively indistinguishable.
As another example we consider a 30 nm 15 nm free-
standing nanodot with a horizontal crack. There are several ways
to formulate the crack face conditions for piezoelectric materials:
impermeable, permeable, semi-permeable, and energy consistent.
For details the reader is referred to Landis (2004). Here we only
consider the impermeable case which is deﬁned by charge-free
crack ﬂanks. Starting with random initial conditions for P as in
the previous simulation, we compare the microstructure evolution
for (a) a charge-free boundary and (b) a setting where the top and
bottom edges are kept at zero electric potential (the lateral sides
and the crack faces are charge free in both cases). As in the previ-
ous simulation, a domain pattern emerges quickly while the ﬁnal
equilibrated state is reached only after a considerably longer time.
The relaxed domain conﬁgurations for the two types of boundary
conditions are shown in Fig. 8(a) and (b). The resulting microstruc-
tures are not symmetrical with respect to the crack plane since the
random initial condition for P is non-symmetrical. Due to
the charge-free crack face conditions the polarization aligns with
the crack ﬂanks. Note that the relaxed domain conﬁgurations
depend on the applied boundary conditions. The polarization in
Fig. 8(a) is aligned with the boundary due to Dini ¼ 0 on @B while
this in not the case for u ¼ 0 at the top and bottom boundary in
(b). These microstructures are consistent with phase ﬁeld simula-
tions given in Xu et al. (2010), although it must be noted that
therein a different formulation of the phase ﬁeld model as wellas different material parameters were used. Simulations for a per-
meable crack can be found in Wang and Zhang (2007). The electric
potential for the relaxed state is plotted in (c) and (d) for
comparison.
The last simulation concerns a ferroelectric bi-crystal in which
the crystal axes of one crystallite is rotated by 45 relative to the
other, see the sketch in Fig. 9. Here x1-x3 is taken to be the global
coordinate system. Note that the non-convex potential wðPÞ in
(44) assumes that the crystal axes coincide with the coordinate
axes. Since this is not the case for the crystallite on the right hand
side in Fig. 9, the primary variables u;P, and _P as well as the geom-
etry data are transformed to the rotated local coordinate system
x01–x
0
3 (the scalar ﬁeld u is invariant under this transformation).
All derived quantities such as e;r;E;D are then calculated with
respect to the local coordinates. The resulting element residuals
and element stiffness matrices are then back-transformed to the
global coordinate system for subsequent assembly of the global
system matrix and the global residual vector by the ﬁnite element
program.
The grain boundary between the crystallites raises the question
how the transition conditions should be formulated. While the dis-
placement ﬁeld and the electric potential may safely assumed to be
continuous, it may be sensible to decouple the order parameter P
at the grain boundary. Decoupling the order parameter means that
P is allowed to be discontinuous across the grain boundary. Since
the grain interface is assumed to be charge free, a jump in the com-
ponent P1 will have to be compensated by a depolarizing electric
ﬁeld; this is not necessary for jumps in the component P2. Here
we compare the two cases ‘‘coupled’’ and ‘‘decoupled’’ for a free-
standing 24 nm 18 nm bi-crystal. The boundary conditions are
charge free, and the initial conditions for P are as before small ran-
dom perturbations around the cubic state. The resulting relaxed
conﬁgurations is shown in Fig. 10(a) and (b). The two microstruc-
tures are qualitatively similar at the boundary due to the charge-





Fig. 7. Microstructure evolution starting from random initial polarization. A nanodot forms from t ¼ 0 to t ¼ 180 ps. Then an electric ﬁeld of 1 MV=m is applied in the vertical
direction, leading to the formation of a 180 domain wall which is eventually driven to the right border.
(a) (b)
(c) (d)
Fig. 8. (a), (b) Domain conﬁgurations for a cracked ferroelectric single crystal. (c), (d) electric potential for the two different applied boundary conditions.
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Fig. 9. Ferroelectric bi-crystal. The crystal axes x01–x
0
3 are rotated by 45
 relative to





Fig. 10. Numerical results for the bi-crystal system. The plots on the left hand side were o
a decoupled order parameter are shown on the right hand side for comparison.
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The decoupling of the order parameter leads to electric ﬁelds at the
grain boundary which are not present if P is not decoupled, see
Fig. 10(c) and (d) where the electric potential is plotted. While
the electric displacement D1 is continuous across the grain bound-
ary (which was assumed to be charge free), the component D2
exhibits a jump for the decoupled condition (e)–(h). In a future
publication the authors intend to investigate the inﬂuence of the
decoupled condition on the poling behavior of such a bi-crystal
system and compare the results with the ﬁndings in Choudhury)
)
)
btained for a continuous order parameter across the grain boundary; the results for
2156 D. Schrade et al. / International Journal of Solids and Structures 51 (2014) 2144–2156et al. (2007); similar simulations can also be found in Zhang and
Bhattacharya (2005b).
4. Conclusion
We presented a continuum phase ﬁeld model for domain evolu-
tion in ferroelectric materials based on a micro-force thermody-
namical framework from which a Ginzburg–Landau type
evolution equation was derived. The electric enthalpy, which was
used as the thermodynamic potential, was introduced in the form
of classic linear piezoelectric theory on the one hand, and based on
an invariant formulation for transverse isotropy on the other hand.
Although both descriptions are equivalent, the invariant approach
allowed for a consistent introduction of the order parameter-
dependent material tensors. It was shown that the electric enthal-
py used in Schröder and Gross (2004) had to be extended in order
to prevent a loss of positive deﬁniteness with regard to the
mechanical stiffness and the dielectric tensor. After a reduction
to 2d, the values of the material parameters were adapted under
the condition of a vanishing micro-force (as opposed to a ﬁxed pri-
mary order parameter).
The presented numerical simulations illustrate certain patholo-
gies that arise if the electric enthalpy is not extended by additional
regularizing terms. By considering both mechanical and electrical
loading, it could be shown that the extended formulation does
not exhibit the pathological behavior of the initial, unextended for-
mulation. Finally a simulation of the formation of a polarization
vortex in a BaTiO3 nanodot was presented. The times required to
evolve a vortex structure from a random initial state and subse-
quently to form a 180 domain wall in the presence of an electric
ﬁeld underlined the necessity to adjust the material parameters
for the condition of a vanishing micro-force.
Appendix A. Supplementary data
Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.ijsolstr. 2014.02.
021.
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