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Swiss cheese sets are compact subsets of the complex plane obtained by deleting 
a sequence of open disks from a closed disk. Such sets have provided numerous 
counterexamples in the theory of uniform algebras. In this paper, we introduce a 
topological space whose elements are what we call “abstract Swiss cheeses”. Working 
within this topological space, we show how to prove the existence of “classical” Swiss 
cheese sets (as discussed in [6]) with various desired properties. We first give a new 
proof of the Feinstein–Heath classicalisation theorem [6]. We then consider when 
it is possible to “classicalise” a Swiss cheese while leaving disks which lie outside a 
given region unchanged. We also consider sets obtained by deleting a sequence of 
open disks from a closed annulus, and we obtain an analogue of the Feinstein–Heath 
theorem for these sets. We then discuss regularity for certain uniform algebras. We 
conclude with an application of these techniques to obtain a classical Swiss cheese 
set which has the same properties as a non-classical example of O’Farrell [5].
© 2016 The Authors. Published by Elsevier Inc. This is an open access article 
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Throughout, we use the term compact plane set to mean a non-empty, compact subset of the complex 
plane. Let X be a compact plane set. Then C(X) denotes the set of all continuous, complex-valued functions 
on X, and R(X) denotes the set of those functions f ∈ C(X) which can be uniformly approximated on X
by rational functions with no poles on X. Both R(X) and C(X) are uniform algebras on X. We refer the 
reader to [1,2,8,13] for further definitions and background concerning uniform algebras and Banach algebras.
A Swiss cheese set is a compact subset of C obtained by deleting a sequence of open disks from a closed 
disk. Such sets have been used as examples in the theory of uniform algebras and rational approximation. 
* Corresponding author.
E-mail addresses: joel.feinstein@nottingham.ac.uk (J.F. Feinstein), pmxsm9@nottingham.ac.uk (S. Morley), 
pmxhy1@nottingham.ac.uk (H. Yang).
1 This author is supported by EPSRC Grant EP/L50502X/1.
2 This author is supported by a China Tuition Fee Research Scholarship and the School of Mathematical Sciences at the University 
of Nottingham.
http://dx.doi.org/10.1016/j.jmaa.2016.02.004
0022-247X/© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).
120 J.F. Feinstein et al. / J. Math. Anal. Appl. 438 (2016) 119–141
Swiss cheese sets were introduced by Roth [12], where she gave the first known example of a compact plane 
set X such that R(X) = C(X) but X has empty interior. Since then there have been numerous applications 
of Swiss cheese sets in the literature.
One notable example of a Swiss cheese construction is due to McKissick [11]. He gave an example of a 
Swiss cheese set X such that R(X) is regular but R(X) = C(X). (We will define regularity in Section 7.) 
The sequence of open disks used to construct this Swiss cheese set may touch or overlap, which means 
that the set X might have undesirable topological properties. To improve the topological properties of the 
resulting Swiss cheese set, while preserving the properties of the uniform algebra, a process that we call 
classicalisation was developed [6].
We may consider a pair consisting of a closed disk and a collection of open disks in the plane, from 
which we obtain the desired Swiss cheese set (see Definition 2.1 below). We call such a pair a Swiss cheese
and say it is classical if the collection of open disks and the complement of the closed disk have pairwise 
disjoint closures and the sum of the radii of all open disks is finite. Note that, in the literature, the term 
‘Swiss cheese’ traditionally refers to what we call a Swiss cheese set. Feinstein and Heath [6] considered 
Swiss cheeses in which the sum of the radii of the open disks is strictly less than the radius of the larger, 
closed disk. They proved, using Zorn’s lemma, that for such a Swiss cheese, the associated Swiss cheese set 
contains a Swiss cheese set associated to a classical Swiss cheese. Later, Mason [10] gave a proof of this 
theorem using transfinite induction.
Classical Swiss cheese sets have many desirable topological properties. For example, Dales and Feinstein 
[3] proved that given two points x, y in a classical Swiss cheese set there is a rectifiable path connecting x, y
and such that the length of this path is no more than π|x −y|; in fact, the constant π can be replaced by π/2
here. After this observation it is easy to see that a classical Swiss cheese set is path connected (and hence 
connected), locally path connected (and hence locally connected), and uniformly regular, as defined in [3]. 
Also as a consequence of connectedness, we see that a classical Swiss cheese set cannot have any isolated 
points. In [6] it was noted that every classical Swiss cheese set with empty interior is homeomorphic to the 
Sierpiński carpet as a consequence of a theorem of Whyburn [14].
Browder [1] notes that if X is a classical Swiss cheese set then R(X) is essential (see also [6]). In particular, 
R(X) = C(X), as originally proved by Roth [12]. It follows from the Hartogs–Rosenthal theorem that X
must have positive area. A direct proof that every classical Swiss cheese set has positive area is due to 
Allard, as outlined in [1, pp. 163–164].
Where existing examples of Swiss cheese sets in the literature are not classical, it is of interest to construct 
classical Swiss cheese sets which solve the same problems. As part of a general classicalisation scheme, we 
discuss some new techniques for constructing such classical Swiss cheese sets.
In this paper we consider what we call abstract Swiss cheeses, which are sequences of pairs consisting 
of a complex number and a non-negative real number. Each pair in this sequence corresponds to a centre 
and radius of a disk in the plane. We give the set of all abstract Swiss cheeses a natural topology and use 
this topology to give a new proof of the Feinstein–Heath theorem. We show that, under some conditions, 
we can classicalise Swiss cheese sets while only changing open disks which lie in certain regions. We prove 
an analogue of the Feinstein–Heath theorem for annuli. We give some results regarding regularity of R(X)
for unions of compact plane sets, which will be used in the final section. Finally, we give an example of the 
application of a combination of these results to construct an example of a classical Swiss cheese set X such 
that R(X) is regular and admits a non-degenerate bounded point derivation of infinite order (as defined in 
Section 8), which improves an example of O’Farrell [5]. This fits into our general classicalisation scheme.
2. Swiss cheeses and abstract Swiss cheese space
We denote the set of all non-negative real numbers by R+, the set of positive integers by N and the set 
of all non-negative integers by N0. Let a ∈ C and let r > 0. We denote the open disk of radius r and centre 
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a by B(a, r) and the corresponding closed disk by B¯(a, r). We also set B¯(a, 0) = {a} and B(a, 0) = ∅. We 
say a disk with radius zero is degenerate. For a non-degenerate open or closed disk D in the plane, let r(D)
denote the radius of D; for a degenerate disk D we define r(D) = 0. The following is the definition of a 
Swiss cheese used in [6].
Definition 2.1. Let Δ ⊆ C be a non-degenerate open disk and let D be a countable collection of non-
degenerate, open disks in the plane. Then the ordered pair E = (Δ, D) is a Swiss cheese. We also define the 
following.
(a) The Swiss cheese set XE associated with the Swiss cheese E is defined by
XE = Δ \
⋃
D∈D
D. (1)
(b) The discrepancy δ(E) of E is defined by
δ(E) = r(Δ)−
∑
D∈D
r(D).
(c) The Swiss cheese E is semiclassical if δ(E) > −∞, for each D ∈ D we have D ⊆ Δ, and for each 
D′ ∈ D with D = D′ we have D ∩D′ = ∅. In this case we say the Swiss cheese set associated to E is 
semiclassical.
(d) The Swiss cheese E is classical if δ(E) > −∞, for each D ∈ D we have D ⊆ Δ, and for each D′ ∈ D
with D = D′ we have D ∩D′ = ∅. In this case we say the Swiss cheese set associated to E is classical.
(e) The Swiss cheese E is finite if the collection D is finite and infinite otherwise.
The condition δ(E) > −∞ is equivalent to the sum of the radii of the open disks being finite.
We note that without some condition on the disks in D we can obtain every compact plane set as a Swiss 
cheese set with this definition.
Throughout this paper, we will work in what we call abstract Swiss cheese space F , where F = (C ×R+)N0
with the product topology.
Definition 2.2. Let A = ((an, rn))
∞
n=0 ∈ F . We call A an abstract Swiss cheese, and we define the following.
(a) The significant index set of A is SA := {n ∈ N : rn > 0}. We say that A is finite if SA is a finite set, 
otherwise A is infinite.
(b) The associated Swiss cheese set XA is defined by
XA = B¯(a0, r0) \
(
∞⋃
n=1
B(an, rn)
)
. (2)
(c) We say that A is semiclassical if 
∑∞
n=1 rn <∞, r0 > 0 and for all k ∈ SA the following hold:
(i) B(ak, rk) ⊆ B(a0, r0);
(ii) whenever ℓ ∈ SA has ℓ = k, we have B(ak, rk) ∩ B(aℓ, rℓ) = ∅.
(d) We say that A is classical if 
∑∞
n=1 rn <∞, r0 > 0 and for all k ∈ SA the following hold:
(i) B¯(ak, rk) ⊆ B(a0, r0);
(ii) whenever ℓ ∈ SA with ℓ = k, we have B¯(ak, rk) ∩ B¯(aℓ, rℓ) = ∅.
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For α ≥ 1 we define the discrepancy function of order α, δα : F → [−∞, ∞) by
δα(A) = r
α
0 −
∞∑
n=1
rαn (A = ((an, rn))
∞
n=0 ∈ F). (3)
Note that in (2) we could instead write
XA := B¯(a0, r0) \
( ⋃
n∈SA
B(an, rn)
)
.
If A is semiclassical or classical, then πδ2(A) is the area of the Swiss cheese set XA. We will usually write 
A = ((an, rn)) for an abstract Swiss cheese. All sequences, unless otherwise specified, will be indexed by N0.
We also define the following functions on F .
Definition 2.3. The radius sum function is the map ρ : F → [0, ∞] defined by
ρ(A) =
∞∑
n=1
rn (A = ((an, rn)) ∈ F).
The centre bound function is the map μ : F → [0, ∞] defined by
μ(A) = sup
n∈N
|an| (A = ((an, rn)) ∈ F).
Let E ⊆ C. For an abstract Swiss Cheese A = ((an, rn)) we define HA(E) to be the set of those n ∈ SA
such that B¯(an, rn) ∩ E = ∅. The local radius sum function on E is the function ρE : F → [0, ∞] defined 
by
ρE(A) =
∑
n∈HA(E)
rn (A = ((an, rn)) ∈ F).
It is easy to see that ρ and μ are both lower semicontinuous from F to [0, ∞]. (For ρ, this is an easy 
consequence of Fatou’s lemma for series.)
We now explain the connection between Swiss cheeses, as in Definition 2.1, and abstract Swiss cheeses. We 
construct a many-to-one surjection of a subset of F onto the collection of all Swiss cheeses as in Definition 2.1. 
Let A = ((an, rn)) be an abstract Swiss cheese with r0 > 0. Then we can obtain an associated Swiss cheese 
EA by setting
EA := (B¯(a0, r0), {B(an, rn) : n ∈ SA}).
The associated Swiss cheese sets of A and EA are equal, and δ(EA) ≥ δ1(A). Moreover, if A is finite then EA
is finite; if A is semiclassical then EA is semiclassical; and if A is classical then EA is classical. Conversely, 
if E is a finite Swiss cheese then there is a finite abstract Swiss cheese A such that EA = E.
Let E = (Δ, D) be a Swiss cheese. If E is (semi)classical then there is an abstract Swiss cheese A with 
EA = E such that A is (semi)classical. Moreover, when the sum of the radii of open disks in D is finite, 
we can find an abstract Swiss cheese A = ((an, rn)) with ρ(A) < ∞ and E = EA such that the sequence 
(rn)
∞
n=1 is non-increasing.
We denote the collection of all abstract Swiss cheeses A = ((an, rn)) with ρ(A) < ∞ and (rn)
∞
n=1
non-increasing by N . In addition, for each M > 0 and R > 0, we denote the set of all those abstract Swiss 
cheeses A = ((an, rn)) ∈ N such that μ(A) ≤ M and ρ(A) ≤ R by N (M, R). Let M, R > 0. Although 
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N (M, R) is not itself compact, a closed subset S of N (M, R) is compact if and only if the 0-th coordinate 
projection maps S to a bounded subset of C × R+. Note that, for A = ((an, rn)) ∈ N (M, R) we have 
rn ≤ R/n for all n ∈ N.
Lemma 2.4. Let M, R > 0. For α ≥ 1, the function δα : F → [−∞, ∞) is upper semicontinuous. For α > 1, 
the function δα|N (M,R) : N (M, R) → R is continuous.
Proof. As for the lower semicontinuity of ρ, it is an easy consequence of Fatou’s lemma for series that 
δα : F → [−∞, ∞) is an upper semicontinuous function for each α ≥ 1.
Fix α > 1. For each m ∈ N0 let A(m) = ((a
(m)
n , r
(m)
n )) ∈ N (M, R) and suppose A(m) → A ∈ N (M, R) as 
m →∞. We have |r
(m)
n |α ≤ Rα/nα for all n ∈ N. Since 
∑∞
n=1 R
α/nα <∞, by the dominated convergence 
theorem, we have
δα(A) = r
α
0 −
∞∑
n=1
rαn = lim
m→∞
(
(r
(m)
0 )
α −
∞∑
n=1
(r(m)n )
α
)
= lim
m→∞
δα(A
(m)).
So δα is continuous from N (M, R) to R. 
We remark that there are examples showing that δ1 is only upper semicontinuous, but not continuous.
Definition 2.5. Let A = ((an, rn)) be an abstract Swiss cheese.
(a) Let a ∈ C and r > 0 and let m ∈ N0. We say an abstract Swiss cheese B = ((bn, sn)) is obtained from 
A by inserting a disk B(a, r) at index m if, for 0 ≤ n < m, we have bn = an, sn = rn; for n > m we 
have bn = an−1, sn = an−1, and bm = a, sm = r.
(b) Let m ∈ N0. We say an abstract Swiss cheese B = ((bn, sn)) is obtained from A by deleting the disk at 
index m if, for 0 ≤ n < m, we have bn = an, sn = rn and for all n ≥ m we have bn = an+1, sn = rn+1.
(c) Suppose A ∈ N . Let a ∈ C and r > 0 and k, ℓ ∈ N with k = ℓ. We say an abstract Swiss cheese 
B = ((bn, sn)) is obtained from A by replacing the disks B(ak, rk), B(aℓ, rℓ) by B(a, r) if B is obtained 
by deleting the disks at indices k, ℓ and inserting the disk B(a, r) at the first index in N such that the 
sequence (sn)
∞
n=1 is non-increasing.
Note that, if A ∈ N , then the abstract Swiss cheese B obtained by deleting or replacing disks, as defined 
in Definition 2.5, is also in N .
3. Some geometric results
Throughout, we shall require the following elementary geometric lemmas. The first is probably well-
known, and the proof is elementary.
Lemma 3.1. Let z, w ∈ C and r, s ∈ R+, then B¯(z, r) ⊆ B¯(w, s) if and only if |z −w| ≤ s − r. If r > 0, then 
B(z, r) ⊆ C \ B¯(w, s) if and only if |w − z| ≥ s + r.
The following two elementary lemmas are essentially those used in [6,10], but including some additional 
information distilled from the original proofs. These lemmas are summarised in Fig. 1. In the first lemma, 
we allow for the line segment to be degenerate.
Lemma 3.2. Let a1, a2 ∈ C and r1, r2 > 0. Then there exists a unique pair (a, r) ∈ C ×R+ with r minimal such 
that B(a1, r1) ∪B(a2, r2) ⊆ B(a, r). Moreover, a lies on the line segment joining a1 and a2. Suppose further 
that B¯(a1, r1) ∩ B¯(a2, r2) = ∅. Then r ≤ r1 + r2, and equality holds if and only if B(a1, r1) ∩ B(a2, r2) = ∅.
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Fig. 1. Elementary lemmas for combining and pulling in disks.
Fig. 2. Extreme cases in the combining and pulling in lemmas.
Lemma 3.3. Let a1, a2 ∈ C and r1 > r2 > 0 with B¯(a2, r2)  B(a1, r1). Then there exists a unique pair 
(a, r) ∈ C × R+ with B¯(a, r) ⊆ B¯(a1, r1) and B(a2, r2) ∩ B¯(a, r) = ∅ such that r is maximal. Moreover, 
r ≥ r1 − r2 and equality holds if and only if B(a2, r2) ⊆ B(a1, r1).
The cases in which equality holds in Lemmas 3.2 and 3.3 are illustrated in Fig. 2.
4. Classicalisation of Swiss cheeses
We aim to give a topological proof of the Feinstein–Heath classicalisation theorem (Theorem 4.1), as 
described in the introduction, stated below in the language of abstract Swiss cheeses.
Theorem 4.1. Let A = ((an, rn)) be an abstract Swiss cheese with δ1(A) > 0. Then there exists a classical, 
abstract Swiss cheese B ∈ F such that XB ⊆ XA and δ1(B) ≥ δ1(A).
We will see below that it is enough to prove this theorem for abstract Swiss cheeses where some redun-
dancy has been eliminated, as the general case then follows. We first introduce the following terminology.
Definition 4.2. Let A = ((an, rn)) be an abstract Swiss cheese. Then A is redundancy-free if, for all k ∈ SA, 
we have B(ak, rk) ∩ B¯(a0, r0) = ∅, and for all ℓ ∈ SA with k = ℓ we have B(ak, rk)  B(aℓ, rℓ).
An elementary argument, which we leave to the reader, shows that it is easy to eliminate redundancy 
from abstract Swiss cheeses with finite radius sum, as in the following lemma.
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Lemma 4.3. Let A = ((an, rn)) ∈ F with ρ(A) < ∞. Then there exists a redundancy-free abstract Swiss 
cheese B = ((bn, sn)) ∈ N with XB = XA, μ(B) < ∞ and B¯(b0, s0) = B¯(a0, r0) such that ρE(B) ≤ ρE(A)
for each subset E ⊆ C. In particular, ρ(B) ≤ ρ(A).
Note that, since B¯(b0, s0) = B¯(a0, r0) and ρ(B) ≤ ρ(A) in the above lemma we have δ1(B) ≥ δ1(A), as 
we claimed before. It is clear, by Lemma 4.3, that to prove Theorem 4.1 it is enough to consider A such 
that δ1(A) > 0 and A is redundancy-free.
We now define a relation on F which will help us to construct a compact subset of F . Then we prove 
the existence of classical abstract Swiss cheeses with desired properties in this compact subset.
Definition 4.4. Let A = ((an, rn)) and B = ((bn, sn)) be abstract Swiss cheeses. We say B is partially above
A if B¯(b0, s0) ⊆ B¯(a0, r0), and, for each n ∈ N, either B(an, rn) ⊆ C \ B¯(b0, s0), or there exists m ∈ N such 
that B(an, rn) ⊆ B(bm, sm), or both.
It is clear that A is partially above itself and that if B is partially above A, then XB ⊆ XA.
Fix a redundancy-free abstract Swiss cheese A = ((an, rn)) ∈ N with δ1(A) > 0. Note that ρ(A) < ∞
and, since A is redundancy-free, μ(A) <∞. We set R = ρ(A) and M = μ(A).
Let S(A) be the collection of all B = ((bn, sn)) ∈ N (M, R) such that B is partially above A. Recall that, 
since B ∈ N (M, R), we have sn ≤ R/n for all n ∈ SB so that
n ≤
R
rn
(n ∈ SB). (4)
By our conditions on A it is clear that A ∈ S(A). We now prove that S(A) is compact.
Lemma 4.5. The set S(A) is a compact subset of F .
Proof. As noted earlier, it is enough to prove that S(A) is closed in N (M, R) and that the 0-th coordinate 
projection is bounded on S(A). The latter is clear from the definition of S(A), so we prove that S(A) is 
closed in N (M, R).
For each m ∈ N0, let A(m) = ((a
(m)
n , r
(m)
n ))∞n=0 be an abstract Swiss cheese in S(A), and suppose the 
sequence (A(m)) converges to B = ((bn, sn)) ∈ N (M, R). It remains to show that B is partially above A.
It is easy to see (by Lemma 3.1, for example) that B¯(b0, s0) ⊆ B¯(a0, r0). Fix k ∈ N. We show that either 
B(ak, rk) ⊆ C \ B¯(b0, s0) or there exists ℓ ∈ SB with B(ak, rk) ⊆ B(bℓ, sℓ). If rk = 0 then B(ak, rk) = ∅
and the result is trivial, so we may assume that k ∈ SA. First assume that there exists n0 ∈ N0 such 
that, for all m ≥ n0 we have B(ak, rk) ⊆ C \ B¯(a
(m)
0 , r
(m)
0 ). Then we have |ak − a
(m)
0 | ≥ rk + r
(m)
0 for all 
m ≥ n0 by Lemma 3.1. Letting m → ∞, we obtain |ak − a0| ≥ rk + r0, and so, by Lemma 3.1 again, 
B(ak, rk) ⊆ C \ B¯(b0, s0).
Otherwise for each n0 ∈ N0, there exist m ≥ n0 and ℓm ∈ N such that
B(ak, rk) ⊆ B(a
(m)
ℓm
, r
(m)
ℓm
). (5)
By passing to a subsequence of A(m) if necessary, we can assume (5) holds for all m ∈ N0. For each m, 
since r
(m)
ℓm
≥ rk, by (4) we have ℓm ≤ R/rk. Thus there must be a p ∈ N that appears infinitely many 
times in the sequence (ℓm)m. Passing to a subsequence again if necessary, we may assume ℓm = p for all m. 
Since A(m) → B as m →∞ and B(ak, rk) ⊆ B(a
(m)
p , r
(m)
p ), it is again easy to show, using Lemma 3.1, that 
B(ak, rk) ⊆ B(bp, sp). Thus B is partially above A and we have proved that S(A) is closed. 
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Since δ1 is upper semicontinuous and S(A) is compact and non-empty, δ1 attains a maximum value on 
S(A) and this value is at least δ1(A) > 0. Let
S1 := {A
′ ∈ S(A) : δ1(A
′) = sup
B∈S(A)
δ1(B)},
which is also compact and non-empty.
Lemma 4.6. Let B = ((bn, sn)) ∈ S(A).
(a) Suppose that k, ℓ ∈ SB with k = ℓ such that B¯(bk, sk) ∩ B¯(bℓ, sℓ) = ∅. If we have B(bk, sk) ∩B(bℓ, sℓ) = ∅
then there exists B′ ∈ S(A) such that δ1(B′) > δ1(B). Otherwise, there exists B′ ∈ S(A) such that 
δ1(B
′) = δ1(B) and δ2(B
′) < δ2(B).
(b) Suppose that k ∈ SB with sk < s0 such that B¯(bk, sk)  B(b0, s0). If we have B(bk, sk)  B(b0, s0) then 
there exists B′ ∈ S(A) such that δ1(B′) > δ1(B). Otherwise, there exists B′ ∈ S(A) with δ1(B′) = δ1(B)
and δ2(B
′) < δ2(B).
Proof. (a) Let B(b, s) be the open disk obtained by applying Lemma 3.2 to the disks B(bk, sk) and B(bℓ, sℓ). 
Let B′ = ((b′n, s
′
n)) be obtained by replacing the disks B(bk, sk) and B(bℓ, sℓ) by B(b, s).
If B(bk, sk) ∩B(bℓ, sℓ) = ∅ then we have s < sk+sℓ and so δ1(B′) > δ1(B). Otherwise, we have s = sk+sℓ
and hence s2 > s2k + s
2
ℓ . In this case, we have δ1(B
′) = δ1(B) and δ2(B
′) < δ2(B).
We now show that B′ ∈ S(A). Clearly B′ ∈ N by our definition of replacing disks in an abstract Swiss 
cheese. Since b lies on the line segment connecting bk and bℓ, it follows that μ(B
′) ≤ μ(B) and since 
s ≤ sk + sℓ we have ρ(B′) ≤ ρ(B). Thus B′ ∈ N (M, R). It remains to show that B′ is partially above A.
We have B¯(b′0, s
′
0) = B¯(b0, s0) so that B¯(b
′
0, s
′
0) ⊆ B(a0, r0). Fix p ∈ N. Since B is partially above A, we 
have B(ap, rp) ⊆ B(bm, sm) for some m ∈ SB or B(ap, rp) ⊆ C \ B¯(b0, s0). If B(ap, rp) ⊆ C \ B¯(b0, s0) then we 
also have B(ap, rp) ⊆ C \ B¯(b′0, s
′
0). Otherwise, let m ∈ SB with B(ap, rp) ⊆ B(bm, sm). If m = k or m = ℓ, 
then, with q as the index where B(b, s) was inserted, we have B(ap, rp) ⊆ B(b
′
q, s
′
q). If m = k, ℓ, then there 
exists q ∈ SB′ such that B(b
′
q, s
′
q) = B(bm, sm). Thus B(ap, rp) ⊆ B(b
′
q, s
′
q). Hence B
′ is partially above A, 
and so B′ ∈ S(A) as required.
(b) Let B¯(b, s) be the closed disk obtained by applying Lemma 3.3 to the disks B(b0, s0) and B(bk, sk). 
Let B′ = ((b′n, s
′
n)) be the abstract Swiss cheese obtained by deleting the disks at indices 0 and k and 
inserting the disk B¯(b, s) at index 0.
If B(bk, sk)  B(b0, s0) then we have s > s0 − sk so that δ1(B′) > δ1(B). Otherwise, we have s0 = s + sk
and s20 > s
2 + s2k so that δ1(B
′) = δ1(B) and δ2(B
′) < δ2(B).
The proof that B′ ∈ S(A) is similar to the proof in part (a). 
We are now ready to prove the main results of this section.
Theorem 4.7. All abstract Swiss cheeses in S1 are semiclassical.
Proof. Let B = ((bn, sn)) ∈ S1. Suppose for contradiction that B is not a semiclassical abstract Swiss cheese. 
Consider first the case where there are distinct k, ℓ ∈ SB with B(bk, sk) ∩ B(bℓ, sℓ) = ∅. By Lemma 4.6(a) 
there exists B′ ∈ S(A) with δ1(B
′) > δ1(B), which is a contradiction.
The remaining case is where there is a k ∈ SB with B(bk, sk)  B(b0, s0). We have δ1(B) ≥ δ1(A) > 0 so 
that sk < s0. By Lemma 4.6(b) there exists B
′ ∈ S(A) with δ1(B
′) > δ1(B), which is a contradiction. 
Since S1 is compact and non-empty, δ2 attains both maximum and minimum values on S1. Let
S2 := {A
′ ∈ S1 : δ2(A
′) = inf
B∈S1
δ2(B)},
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Fig. 3. The two cases in the proof of Theorem 4.9.
which is again non-empty and compact. Since all the abstract Swiss cheeses in S1 are semiclassical, πδ2(B)
is the area of XB for all B ∈ S1, and hence for all B ∈ S2. So the abstract Swiss cheeses in S2 are obtained 
by finding those B ∈ S1 for which the area of XB is minimal on S1.
Theorem 4.8. All abstract Swiss cheeses in S2 are classical.
Proof. Let B = ((bn, sn)) ∈ S2. Suppose for contradiction that B is not classical. If there are distinct 
k, ℓ ∈ SB with B¯(bk, sk) ∩ B¯(bℓ, sℓ) = ∅ then, by Lemma 4.6(a), there exists B
′ ∈ S(A) such that either 
δ1(B
′) > δ1(B) or δ1(B
′) = δ1(B) and δ2(B
′) < δ2(B). In either case we obtain a contradiction since 
B ∈ S2.
Otherwise there exists k ∈ SB with B¯(bk, sk)  B(b0, s0). Note that sk < s0 since δ1(B) > 0. By 
Lemma 4.6(b) there exists B′ ∈ S(A) such that either δ1(B
′) > δ1(B) or δ1(B
′) = δ1(B) and δ2(B
′) < δ2(B). 
In either case we obtain a contradiction since B ∈ S2. 
In the next theorem, we show that if XA has empty interior then we do not have to minimise δ2 on S1
to find classical abstract Swiss cheeses.
Theorem 4.9. If intXA = ∅ then each abstract Swiss cheese in S1 is classical.
Proof. Let B = ((bn, sn)) ∈ S1. Then, by Theorem 4.7, B is semiclassical. Suppose for contradiction that B
is not classical. Then there are two cases summarised in Fig. 3. First suppose there exist distinct k, ℓ ∈ SB
with B¯(bk, sk) ∩ B¯(bℓ, sℓ) = ∅. Then by Lemma 3.2, since B(bk, sk) ∩B(bℓ, sℓ) = ∅, there exists an open disk 
B(a, r) ⊇ B(bk, sk) ∪B(bℓ, sℓ) with r = sk+sℓ. By replacing the disks B(bk, sk) and B(bℓ, sℓ) with B(a, r) we 
obtain a new abstract Swiss cheese B′ = ((b′n, s
′
n)) such that B
′ ∈ S1 (following the proof of Lemma 4.6). 
Let p be the index at which the disk B(a, r) was inserted. Since XB has empty interior, there exists m ∈ SB
with m = p such that B(a, r) ∩ B(bm, sm) = ∅. Let q ∈ SB′ be such that B(b′q, s
′
q) = B(bm, sm). Note that 
p = q. Applying Lemma 4.6(a) to p, q ∈ SB′ and B′, we obtain an abstract Swiss cheese B′′ ∈ S(A) which 
has δ1(B
′′) > δ1(B
′). But this is a contradiction.
Now suppose there exists k ∈ SB with B¯(bk, sk)  B(b0, s0). Let B¯(b, s) be the closed disk obtained by 
applying Lemma 3.3 to the disks B¯(b0, s0) and B(bk, sk). Since B is semiclassical, we have s = s0− sk (as in 
Fig. 2b). By deleting the disks at indices 0 and k and inserting B(b, s) at index 0, we obtain a new abstract 
Swiss cheese B′ = ((b′n, s
′
n)) ∈ S1 such that δ1(B
′) = δ1(B) (again following the proof of Lemma 4.6). 
Since XB has empty interior, there exists q ∈ SB′ such that B(bq, sq)  B¯(b, s). Applying Lemma 4.6(b) 
to q and B′, we obtain an abstract Swiss cheese B′′ ∈ S(A) which has δ1(B′′) > δ1(B′). But this is a 
contradiction. 
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Let B be an abstract Swiss cheese satisfying δ1(B) > 0, so that B satisfies the conditions of Theorem 4.1. 
Then we can apply Lemma 4.3 to obtain a redundancy-free abstract Swiss cheese A ∈ N with XA = XB
and such that δ1(A) ≥ δ1(B). We can then apply the above constructions to A. Each abstract Swiss 
cheese A′ from the corresponding non-empty set S2 is classical by Theorem 4.8 and has XA′ ⊆ XA = XB
and δ1(A
′) ≥ δ1(A) ≥ δ1(B). So we obtain the Feinstein–Heath classicalisation theorem as a corollary of 
Theorem 4.8.
5. Controlled classicalisation
In this section we discuss some situations in which it is possible to make a Swiss cheese classical without 
changing certain disks. This process we call “controlled classicalisation”.
Recall that, for E ⊆ C and an abstract Swiss cheese A = ((an, rn)), the set HA(E) is the set of all n ∈ SA
such that B¯(an, rn) ∩E = ∅.
Lemma 5.1. Let U be a non-empty open subset of C. For each m ∈ N0, let A(m) = ((a
(m)
n , r
(m)
n )) ∈ F and 
suppose that A(m) → A = ((an, rn)) ∈ F as m →∞. Then ρU (A) ≤ lim infm→∞ ρU (A
(m)).
Proof. Since U is open and A(m) → A as m →∞, for each k ∈ HA(U) there exists m0 ∈ N0 such that, for 
all m ≥ m0, we have k ∈ SA(m) and
B¯(a
(m)
k , r
(m)
k ) ∩ U = ∅ .
Let χm denote the characteristic function of HA(m)(U) ∩ HA(U). Then χm converges pointwise to the 
function χ := χHA(U) as m → ∞. Since r
(m)
k → rk as m → ∞ for each k, by Fatou’s lemma for series, we 
have
ρU (A) =
∞∑
n=1
χ(n)rn ≤ lim inf
m→∞
∞∑
n=1
χm(n)r
(m)
n ≤ lim inf
m→∞
ρU (A
(m)),
as required. 
For the rest of this section A = ((an, rn)) ∈ N will be a fixed redundancy-free abstract Swiss cheese. 
Note that both ρ(A) and μ(A) are finite and rn ≤ ρ(A)/n for all n ∈ N. We define the (classical) error set 
of A to be
E(A) :=
⋃
m,n∈SA
m=n
(
B¯(am, rm) ∩ B¯(an, rn)
)
∪
⋃
n∈SA
((C \ B(a0, r0)) ∩ B¯(an, rn)).
Note that if E(A) ⊆ B(a0, r0) then B¯(an, rn) ⊆ B(a0, r0) for all n ∈ SA. We aim to prove that, under 
suitable conditions, we can classicalise A while leaving many of the open disks unchanged.
As in Section 4, we seek to construct a compact subset of F on which the function δ1 can be maximised 
and then the function δ2 minimised to give a suitable classical abstract Swiss cheese.
In the rest of this paper, we will frequently need to consider indexed collections of pairs of sets of the 
following form. Let I ⊆ N be non-empty. Let C = ((Kn, Un))n∈I , where each Kn is a compact plane set and 
each Un is an open set with Kn ⊆ Un. We call such an indexed collection a controlling collection of pairs. 
In the special case where I has only one member, we say C is a controlling pair and write C = (K, U).
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Definition 5.2. Let C = ((Kn, Un))n∈I be a controlling collection of pairs. Define
V (C) :=
⋃
n∈I
Un, F (C) :=
⋃
n∈I
Kn.
Let LA(C) denote the set of all B = ((bn, sn)) ∈ N (μ(A), ρ(A)) such that:
(a) for each (K, U) ∈ C we have ρU (B) ≤ ρU (A);
(b) B¯(b0, s0) = B¯(a0, r0);
(c) for all k ∈ SA with B¯(ak, rk) ∩ V (C) = ∅ there exists ℓ ∈ SB such that B(bℓ, sℓ) = B(ak, rk);
(d) for each n ∈ I and for all k ∈ SA with B¯(ak, rk) ∩ Un = ∅:
(i) there exists ℓ ∈ SB with B(bℓ, sℓ) = B(ak, rk); or
(ii) there exists ℓ ∈ HB(Kn) with B(ak, rk) ⊆ B(bℓ, sℓ).
Note that A ∈ LA(C), and if B ∈ LA(C) then B is partially above A. Thus if B ∈ LA(C) then XB ⊆ XA. 
The properties (a)–(d) reflect the properties we desire for the final abstract Swiss cheese. We will use the 
open sets U to bound the error set E(A). Under some technical assumptions, conditions (c) and (d) ensure 
that abstract Swiss cheeses maximising δ1 in LA(C) have the property that any open disk which lies outside 
V (C) is the same as an open disk from A.
We first require some preliminary lemmas. The following lemma is probably well-known and can be 
proved using a Hausdorﬀ metric argument, but we include an elementary proof for the convenience of the 
reader.
Lemma 5.3. Let K be a compact plane set. Let (zn) be a sequence in C, and let (tn) be a sequence in R+. 
Suppose that B¯(zn, tn) ∩K = ∅ for all n, and that zn → z and tn → t as n →∞. Then B¯(z, t) ∩K = ∅.
Proof. For each n ∈ N0 there exists a point wn ∈ B¯(zn, tn) ∩K. Now since (wn) is a sequence in K there is 
a convergent subsequence (wnk) converging to a point w ∈ K. For each k ∈ N0, we have wnk ∈ B¯(znk , tnk)
so that |wnk − znk | ≤ tnk . Hence, taking the limit as k → ∞, we have |w − z| ≤ t so that w ∈ B¯(z, t) ∩K
as required. 
We now prove that the space LA(C) is a compact subspace of F for an arbitrary countable collection C
of pairs (K, U) where K is a compact plane set and U an open neighbourhood of K.
Lemma 5.4. Let C := ((Kn, Un))n∈I be a controlling collection of pairs. Then the set LA(C) ⊆ F is compact.
Proof. It is suﬃcient to show that LA(C) is closed in N (μ(A), ρ(A)), since the 0-th coordinate projection 
is clearly bounded on LA(C). For each m ∈ N0, let A(m) = ((a
(m)
n , r
(m)
n ))∞n=0 ∈ LA(C). Let B = ((bn, sn))
and suppose that A(m) → B ∈ N (μ(A), ρ(A)) as m →∞; we need to show that B ∈ LA(C).
By Lemma 5.1 we see that B also satisfies (a), and it is immediate that (b) is also satisfied.
It remains to prove (c) and (d) hold for B. Fix k ∈ SA. Suppose that B¯(ak, rk) ∩ V (C) = ∅. Since, 
for each m ∈ N0, we have A(m) ∈ LA(C) it follows that for each m there exists an integer ℓm such that 
B(ak, rk) = B(a
(m)
ℓm
, r
(m)
ℓm
). Now since r
(m)
k = rk for each m we have 1 ≤ ℓm ≤ ρ(A)/rk for all m. But then 
there must exist an integer 1 ≤ p ≤ ρ(A)/rk such that ℓk = p infinitely often so we can find a subsequence 
(A(mj))j such that ℓmj = p for all j. Since B(ak, rk) = B(a
(mj)
k , r
(mj)
k ) for all j and A
(mj) → B as j → ∞, 
it follows that B(ak, rk) = B(bp, sp). This proves that (c) holds for B.
Now suppose that B¯(ak, rk) ∩ U = ∅ for some (K, U) ∈ C. As above, for each m ∈ N0 there exists an 
integer ℓm such that B(ak, rk) ⊆ B(a
(m)
ℓm
, r
(m)
ℓm
) and r
(m)
ℓm
≥ rk. We choose ℓm as follows: if in A(m) there is 
an open disk B(a, r) = B(ak, rk) then we pick ℓm to be the index of that open disk, otherwise we choose ℓm
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to be the index of an open disk B(a, r) that properly contains B(ak, rk) and B¯(a, r) ∩ F (C) = ∅. Hence we 
have 1 ≤ ℓm ≤ ρ(A)/rk for all m and so there exists an integer 1 ≤ p ≤ ρ(A)/rk such that ℓm = p infinitely 
often. By considering a subsequence we can assume that ℓm = p for all m. If B(a
(m)
p , r
(m)
p ) = B(ak, rk)
holds for infinitely many m then there is a subsequence (A(mj))j such that B(ak, rk) = B(a
(mj)
p , r
(mj)
p ) for 
all j. Since A(mj) → B as j →∞ it follows that B(ak, rk) = B(bp, sp). If B(ak, rk) = B(a
(m)
p , r
(m)
p ) for only 
finitely many m then we must have
B(ak, rk) ⊆ B(a
(m)
p , r
(m)
p ) and B¯(a
(m)
p , r
(m)
p ) ∩K = ∅
for infinitely many m. Then there exists a subsequence (A(mj))j such that B(ak, rk) ⊆ B(a
(mj)
p , r
(mj)
p ) and 
B¯(a
(mj)
p , r
(mj)
p ) ∩ K = ∅ for all j. But then B(ak, rk) ⊆ B(bp, sp) and, by Lemma 5.3, B¯(bp, sp) ∩ K = ∅. 
This proves that (d) holds for B.
Thus we have proved that B ∈ LA(C) and hence LA(C) is compact. 
We are interested in those abstract Swiss cheeses B in a space LA(C) on which the discrepancy function δ1
is maximised. These abstract Swiss cheeses have some desirable properties. Let L∗A(C) denote the subset of 
LA(C) of all abstract Swiss cheeses where δ1 achieves its maximum. Since LA(C) is non-empty and compact, 
L∗A(C) is non-empty and compact. Recall that A ∈ N is assumed to be redundancy-free.
Lemma 5.5. Let C := ((Kn, Un))n∈I be a controlling collection of pairs. Let B = ((bn, sn)) ∈ L
∗
A(C). Then 
B has the following properties.
(a) For all k, ℓ ∈ SB with k = ℓ, we have B(bk, sk) = B(bℓ, sℓ).
(b) For each k ∈ SB, there exists ℓ ∈ SA such that B(aℓ, rℓ) ⊆ B(bk, sk). Moreover, if B¯(bk, sk) ∩ F (C) = ∅
then this ℓ ∈ SA is unique, and we have B(bk, sk) = B(aℓ, rℓ).
(c) Let E be a fixed subset of C. Let H1 := HB(E) \HB(V (C)) and let H2 := HA(E) \HA(V (C)). There 
exists a bijection σ : H1 → H2 satisfying the following condition: for each k ∈ H1 and ℓ ∈ H2, we have 
σ(k) = ℓ if and only if B(bk, sk) = B(aℓ, sℓ). In particular,∑
n∈H1
sn =
∑
n∈H2
rn.
Proof. (a) If k, ℓ ∈ SB with k = ℓ such that B(bk, sk) = B(bℓ, sℓ) then we can obtain an abstract Swiss 
cheese B′ by deleting the disk at index ℓ which has δ1(B
′) > δ1(B). It is easy to see that B
′ ∈ LA(C), which 
is a contradiction.
(b) Let k ∈ SB . Assume, for contradiction, there does not exist ℓ ∈ SA such that B(aℓ, rℓ) ⊆ B(bk, sk). 
Then we can delete the disk at index k from B to obtain an abstract Swiss cheese B′ with δ1(B
′) > δ1(B). 
It is clear that B′ ∈ LA(C), which contradicts the maximality of δ1(B). Thus there exists ℓ ∈ SA such that 
B(aℓ, rℓ) ⊆ B(bk, sk).
Now suppose, in addition, that B¯(bk, sk) ∩ F (C) = ∅. We show that the ℓ ∈ SA found above with 
B(aℓ, rℓ) ⊆ B(bk, sk) is unique and that we have B(aℓ, rℓ) = B(bk, sk). Assume, for contradiction, that 
B(aℓ, rℓ) = B(bk, sk). Then, since A is redundancy-free, we must have B(am, rm) = B(bk, sk) for all m ∈ SA. 
We claim that the abstract Swiss cheese B′ obtained by deleting the disk at index k from B has B′ ∈ LA(C); 
this will lead to a contradiction.
Clearly B′ ∈ N (μ(A), ρ(A)) and it is also clear that B′ satisfies conditions (a) and (b) of Definition 5.2(a). 
Since B(am, rm) = B(bk, sk) for all m ∈ SA, it follows that 5.2(c) remains true for B
′. Similarly, since 
B¯(bk, sk) ∩ F (C) = ∅, 5.2(d) remains true for B
′. This proves our claim.
But now δ1(B
′) > δ1(B), which contradicts the maximality of δ1(B). Thus B(aℓ, rℓ) = B(bk, sk). The 
uniqueness of ℓ follows from the fact that A is redundancy-free.
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(c) Note that if, for some k ∈ SB and ℓ ∈ SA, B(bk, sk) = B(aℓ, rℓ) then k ∈ H1 if and only if ℓ ∈ H2. 
Combining this with (b), for each k ∈ H1 there exists a unique ℓ ∈ H2 such that B(bk, sk) = B(aℓ, rℓ). 
Thus we may define σ(k) = ℓ for such k, ℓ. We must show that σ is a bijection. By (a), σ is injective. Let 
ℓ ∈ H2. By 5.2(c), there exists k ∈ SB with B(bk, sk) = B(aℓ, rℓ). By the remark above, k ∈ H1, and so 
σ(k) = ℓ. This proves that σ is surjective. It is now immediate that 
∑
n∈H1
sn =
∑
n∈H2
rn. This completes 
the proof. 
We shall see that by imposing some additional technical conditions on C we can obtain a controlled 
classicalisation theorem. Recall that if E ⊆ C is non-empty and z ∈ C then we define the distance of z to 
E by dist(z, E) := inf{|z − x| : x ∈ E}. For a non-empty compact set K ⊆ C and positive real number M
we define U(K, M) := {z ∈ C : dist(z, K) < M}.
Lemma 5.6. Let I ⊆ N be non-empty. Let (Kn)n∈I be a collection of compact plane sets and let (Mn)n∈I be a 
collection of positive real numbers. For each n ∈ I, let Un := U(Kn, Mn). Suppose that ρUk(A) < Mk/2 and 
Uk ⊆ B(a0, r0) for all k ∈ I and suppose that Uk ∩ Uℓ = ∅ for all distinct k, ℓ ∈ I. Let C be the controlling 
collection ((Kn, Un))n∈I . Let B = ((bn, sn)) ∈ LA(C) and fix m ∈ I. Suppose there exist k, ℓ ∈ SB with 
k = ℓ such that B¯(bk, sk) ∩Km = ∅ and B¯(bk, sk) ∩ B¯(bℓ, sℓ) = ∅. Then there exists B
′ ∈ LA(C) such that 
either δ1(B
′) > δ1(B) or δ1(B
′) = δ1(B) and δ2(B
′) < δ2(B).
Proof. Let B(b, s) be the disk obtained by the application of Lemma 3.2 to the disks B(bk, sk) and B(bℓ, sℓ). 
Let B′ = ((b′n, s
′
n)) be an abstract Swiss cheese obtained from B by replacing the disks at indices k, ℓ with 
the disk B(b, s). Since B ∈ LA(C) we have ρUm(B) ≤ ρUm(A) < Mm/2, so that s ≤ sk + sℓ < Mm/2. Since 
B¯(bk, sk) ∩Km = ∅, we must have B¯(b, s) ⊆ Um and hence B¯(b, s) ∩ Un = ∅ for all n ∈ I with n = m.
It is clear that either δ1(B
′) > δ1(B), when s < sk + sℓ, or we have δ1(B
′) = δ1(B) and δ2(B
′) < δ2(B), 
when s = sk + sℓ, so it remains to show that B
′ ∈ LA(C). By construction, and since B¯(b, s) ⊆ Um and 
B¯(b, s) ∩Un = ∅ for n ∈ I with n = m, we have B′ ∈ N (μ(A), ρ(A)) and satisfies (a) and (b) in Definition 5.2.
Fix j ∈ SA. If B¯(aj , rj) ∩ V (C) = ∅, then there exists p ∈ SB with p = k, ℓ and B(bp, sp) = B(aj , rj). 
Hence there is a p′ ∈ SB′ such that B(b
′
p′ , s
′
p′) = B(aj , rj) and B
′ satisfies (c) in Definition 5.2.
Suppose that B¯(aj , rj) ∩ V (C) = ∅. Let n ∈ I such that B¯(aj , rj) ∩ Un = ∅. Since B ∈ LA(C), there 
exists p ∈ SB such that B(aj , rj) ⊆ B(bp, sp), where equality holds unless B¯(bp, sp) ∩Kn = ∅. If p = k, ℓ, 
then there exists q ∈ SB′ such that B(b′q, s
′
q) = B(bp, sp). Thus B(aj , rj) ⊆ B(b
′
q, s
′
q) and equality holds if 
B¯(b′q, b
′
q) ∩ Kn = ∅. If n = m then we cannot have p = k or p = ℓ since B¯(b, s) ⊆ Um and Un ∩ Um = ∅. 
If n = m and either p = k or p = ℓ, then there exists q ∈ SB′ such that B(b
′
q, s
′
q) = B(b, s), so that 
B(aj , rj) ⊆ B(b
′
q, s
′
q) and B¯(b
′
q, s
′
q) ∩Kn = ∅. Moreover, B¯(b
′
q, s
′
q) ∩Ui = ∅ for all i ∈ I with i = m. It follows 
that B′ satisfies 5.2(d) and hence B′ ∈ LA(C). This completes the proof. 
Similar geometric reasoning and induction shows that, under the conditions of the lemma, given 
n1, . . . , np ∈ SA and m ∈ I such that
B¯(an1 , rn1) ∩Km = ∅ and B¯(anj−1 , rnj−1) ∩ B¯(anj , rnj ) = ∅
for j = 2, . . . , p we have B¯(bnj , rnj ) ⊆ Um for each j = 1, . . . , p.
We are now ready to prove the controlled classicalisation theorem.
Theorem 5.7. Let I ⊆ N be non-empty. Let (Kn)n∈I be a collection of compact plane sets and let (Mn)n∈I
be a collection of positive real numbers. For each n ∈ I, let Un := U(Kn, Mn). Suppose that Uk ⊆ B(a0, r0)
and ρUk(A) < Mk/2 for all k ∈ I and suppose that Uk ∩ Uℓ = ∅ for all distinct k, ℓ ∈ I. Let C be the 
controlling collection ((Kn, Un))n∈I and suppose E(A) ⊆ F (C). Then there exists B = ((bn, sn)) ∈ L
∗
A(C)
such that XB \ V (C) = XA \ V (C) and B is classical.
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Proof. We know that L∗A(C) is non-empty and compact so δ2 obtains its minimum on L
∗
A(C). Let B ∈ L
∗
A(C)
such that δ2 is minimised on L
∗
A(C) at B. We first show that B¯(bk, sk) ⊆ B(b0, s0) for all k ∈ SB . Let C
be the complement of the disk B(a0, r0) = B(b0, s0). Let k ∈ SB and assume, for contradiction, that 
C ∩ B¯(bk, sk) = ∅. If there exists u ∈ SA such that B(au, ru) = B(bk, sk) then
∅ = B¯(bk, sk) ∩ C = B¯(au, ru) ∩ C ⊆ C ∩ E(A) = ∅,
which is impossible. Otherwise, by Lemma 5.5, there exists u ∈ SA with B(au, ru) ⊆ B(bk, sk). Since 
B ∈ L∗A(C), it follows that there exists m ∈ I such that B¯(bk, sk) ∩Km = ∅, and so
B¯(bk, sk) ⊆ Um ⊆ B(a0, r0) = B(b0, s0) ,
which contradicts the fact that C ∩ B¯(bk, sk) = ∅.
We must now show that there do not exist distinct k, ℓ ∈ SB such that B¯(bk, sk) ∩ B¯(bℓ, sℓ) = ∅. Suppose, 
for contradiction, that such a pair exists. If B¯(bk, sk) ∩ F (C) = ∅ and B¯(bℓ, sℓ) ∩ F (C) = ∅ then there exist
u, v ∈ SA with B(au, ru) = B(bk, sk) and B(av, rv) = B(bℓ, sℓ), which is a contradiction since E(A) ⊆ F (C). 
Thus at least one of these disks has non-empty intersection with at least one compact set Km.
We may assume, without loss of generality, that B(bk, sk) ∩ Km = ∅ for some m ∈ I. It follows that 
sk, sℓ < Mm/2 and B¯(bk, sk) ⊆ Um and B¯(bℓ, sℓ) ∩ Um = ∅. Let B(b, s) be the open disk obtained by an 
application of Lemma 3.2 to the disks B(bk, sk) and B(bℓ, sℓ). Then, by Lemma 5.6, the abstract Swiss cheese 
B′ ∈ LA(C) obtained by replacing the disks B(bk, sk) and B(bℓ, sℓ) with B(b, s) has either δ1(B′) > δ1(B)
or δ1(B
′) = δ1(B) and δ2(B
′) < δ2(B). Both of these cases are impossible since we assumed that δ1 was 
maximised on B and δ2 was minimised on B. It follows that no such pair k, ℓ can exist and hence B is 
classical.
It remains to show that XB \ V (C) = XA \ V (C). Since B ∈ LA(C), we have XB ⊆ XA, and so 
XB \V (C) ⊆ XA \V (C). Let UA := (C \XA) ∪V (C) and UB := (C \XB) ∪V (C). Let z ∈ UB , we show that 
z ∈ UA. If z is outside of B¯(b0, s0) then it is also outside of B¯(a0, r0) since the closed balls are the same. 
If z is in B¯(b0, s0), there exists k ∈ SB such that z ∈ B(bk, sk). Note that B¯(bk, sk) ∩ F (C) = ∅, otherwise 
B¯(bk, sk) ⊆ V (C). By Lemma 5.5, there exists ℓ ∈ SA such that B(aℓ, rℓ) = B(bk, sk). Thus z ∈ B(aℓ, rℓ)
and UB ⊆ UA. It follows that C \ UB ⊇ C \ UA and hence XB \ V (C) = XA \ V (C). 
Note here that the classical, abstract Swiss cheese B obtained from this theorem is an element of L∗A(C)
and therefore satisfies properties (a)–(d) of Definition 5.2, and the conclusion of Lemma 5.5 holds for B. 
Note also that, in contrast to the Feinstein–Heath classicalisation theorem, δ1(B) may be negative here. We 
can obtain similar results using transfinite induction.
Taking I to have just one element in Theorem 5.7, we obtain the following corollary, which we use in 
Section 8.
Corollary 5.8. Let K be a compact plane set and let M be a positive real number. Let U = U(K, M)
and let C be the controlling pair (K, U). Suppose that ρU (A) < M and E(A) ⊆ K. Then there exists 
B = ((bn, sn)) ∈ L∗A(C) such that XB \ U = XA \ U and B is classical.
In Section 8 we give an application of controlled classicalisation to construct an example of a classical 
Swiss cheese set X such that R(X) is regular and admits a non-degenerate bounded point derivation of 
infinite order, which improves the example constructed by O’Farrell [5]. First we need to discuss annular 
classicalisation and discuss regularity of R(X).
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6. Annular classicalisation
In this section we give some results about Swiss cheese like sets obtained by deleting open disks from 
a closed annulus, rather than a closed disk. Let K be a closed annulus in the plane. Then we can write 
K = B¯(a0, r0) \ B(a1, r1) for some a0 = a1 ∈ C and r0 > r1 > 0 real. We say an abstract Swiss cheese 
A = ((an, rn)) is annular if a0 = a1 and 0 < r1 < r0 and let KA denote the annulus B¯(a0, r0) \ B(a1, r1). 
We shall usually omit ‘abstract’ from the statement A is an annular abstract Swiss cheese.
Lemma 6.1. Let a ∈ C and r0 > r1 > 0 and let K := B¯(a, r0) \ B(a, r1). Let b ∈ C and 0 < s < (r0 − r1)/2
such that B¯(b, s) ∩ C \K = ∅. Then there exist r′0, r
′
1 > 0 such that K
′ := B¯(a, r′0) \ B(a, r
′
1) ⊆ K with 
K ′ ∩ B(b, s) = ∅ and r′0 − r
′
1 ≥ r0 − r1 − 2s.
Proof. Set D = B(b, s). If D ⊆ C \K then there is nothing to prove so suppose not. Since s < (r0 − r1)/2
there are only two possible cases. We must have either D ∩ B¯(a, r1) = ∅ or D ∩ C \ B(a, r0) = ∅.
In the first case, where D¯ ∩ B¯(a, r1) = ∅, let r′0 = r0 and r
′
1 = |b − a| + s. We have |b − a| > r1 − s and 
|b − a| ≤ r1 + s. Hence r′1 > r1 − s + s = r1 and r
′
1 ≤ r1 + 2s < r1 + r0 − r1 = r0 and
r′0 − r
′
1 = r0 − (|b− a|+ s) ≥ r0 − s− r1 − s = r0 − r1 − 2s.
Since for each z ∈ D we have |b − a| − s < |z − a| < |b − a| + s it follows immediately that D ⊆ C \K.
In the second case, where D ∩C \B(a, r0) = ∅, let r′0 = |b − a| − s and r
′
1 = r1. We have |b − a| < r0 + s
and |b − a| ≥ r0 − s. Hence r
′
0 < r0 + s − s = r0 and
r′0 > r0 − s− s > r0 − (r0 − r1) = r1
and so
r′0 − r
′
1 = |b− a| − s− r1 ≥ r0 − r1 − 2s.
Similarly, for all z ∈ D we have |b − a| − s < |z − a| < |b − a| + s and so D ⊆ C \K. This completes the 
proof. 
Definition 6.2. The annular radius sum function ρann : F → [0, ∞] is defined by
ρann(A) :=
∞∑
n=2
rn (A = ((an, rn)) ∈ F),
and the annular discrepancy function δann : F → [−∞, ∞) is given by
δann(A) = r0 − r1 − 2ρann(A) (A = ((an, rn)) ∈ F).
Note that if δann(B) > 0 then r0 > r1. We aim to prove an analogue of the Feinstein–Heath classicalisation 
theorem (Theorem 4.1) for annular Swiss cheeses by constructing a suitable compact subset of F .
It is easy for the reader to check that the following analogue of Lemma 4.3 holds for annular Swiss cheeses.
Lemma 6.3. Let A be an annular Swiss cheese with ρann(A) <∞. Then there exists an annular Swiss cheese 
B = ((bn, sn)) with the following properties: ρann(B) ≤ ρann(A), XB = XA and KB = KA; μ(B) < ∞; 
the sequence (sn)n≥2 is non-increasing; for each j ∈ SB \ {1}, we have B(bj , sj) ∩ KB = ∅ and, for all 
k ∈ SB \ {1, j}, we have B(bj , sj)  B(bk, sk). Moreover, for each E ⊆ C, we have ρE(B) ≤ ρE(A).
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Note that, in the previous lemma, the properties KB = KA and ρann(B) ≤ ρann(A) together imply that 
δann(B) ≥ δann(A).
For the rest of this section, let A = ((an, rn)) be an annular Swiss cheese with δann(A) > 0, such that 
μ(A) <∞ and (rn)∞n=2 is non-increasing.
Lemma 6.4. Let A be the family of all B = ((bn, sn)) ∈ F such that
(a) the sequence (sn)n≥2 is non-increasing,
(b) ρann(B) ≤ ρann(A),
(c) μ(B) ≤ μ(A),
(d) B is partially above A, and
(e) b0 = b1 = a0, and r0 ≥ s0 ≥ s1 ≥ r1.
Then A is compact in F , each abstract Swiss cheese B ∈ A with δann(B) > 0 is annular. Moreover, the 
function δann|A : A → R is upper semicontinuous and the function δ2|A : A → R is continuous.
Proof. It is easy to see that the family A is pointwise bounded by properties (b), (c) and (e) so it remains 
only to prove that A is closed. For each m ∈ N0, let A(m) = ((a
(m)
n , r
(m)
n ))∞n=0 ∈ A and suppose that 
A(m) → B ∈ F as m → ∞. It is clear that B satisfies (a)–(d) (as in the proof of Lemma 4.5). Since 
convergence is pointwise, we have b0 = a0 and b1 = a1. Since A was annular, it follows that b0 = b1.
Since each A(m) ∈ A we have r0 ≥ r
(m)
0 ≥ r
(m)
1 ≥ r1, by taking m →∞ we have
r0 ≥ s0 ≥ s1 ≥ r1.
Hence A is closed and pointwise bounded and is therefore compact by Tychonoﬀ’s theorem.
Let B = ((bn, sn)) ∈ A with δann(B) > 0. Then we have b0 = b1 and δann(B) > 0 and this implies that 
s0 > s1 and it follows that B is annular.
The proof that δann is upper semicontinuous is an immediate consequence of Fatou’s lemma for series, 
similar to the upper semicontinuity of δ1.
To prove that the restriction of δ2 to A is continuous note that, for n ∈ N with n ≥ 2, we have 
s2n ≤ ρann(B)
2/n2 for each B = ((bn, sn)) ∈ A. The result then follows from the dominated convergence 
theorem as in the proof of Lemma 2.4. 
It is clear that A ∈ A and so A is non-empty. For all B ∈ A we also have XB ⊆ XA. We require one 
additional lemma before we prove the main theorem.
Lemma 6.5. Let A be as in Lemma 6.4. Let B = ((bn, sn)) ∈ A be an annular Swiss cheese such that 
δann(B) ≥ δann(A). Suppose there exists k ∈ SB \ {1} such that B¯(bk, sk) ∩ C \KB = ∅. Then there exists 
B′ = ((b′n, s
′
n)) ∈ A with δann(B
′) ≥ δann(B). Moreover, if δann(B′) = δann(B) then δ2(B′) < δ2(B).
Proof. We begin by setting b′0 = b
′
1 = b0. Then, as in Lemma 6.1, we can find s
′
0 > s
′
1 > 0 such that 
KB′ := B¯(b
′
0, s
′
0) \ B(b
′
1, s
′
1) ⊆ KB , KB′ ∩ B(bk, sk) = ∅ and
s′0 − s
′
1 ≥ s0 − s1 − 2sk.
Let b′ℓ = bℓ and s
′
ℓ = sℓ if 2 ≤ ℓ < k, b
′
ℓ = bℓ+1 and s
′
ℓ = sℓ+1 if k < ℓ, we obtain an abstract Swiss cheese 
B′ = ((b′n, s
′
n)).
From construction we see B′ satisfies Properties (a), (c) and (e). We have
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δann(B
′) = s′0 − s
′
1 − 2
∞∑
n=2
s′n ≥ s0 − s1 − 2sk − 2
∞∑
n=2
sn + 2sk = δann(B).
Since s′0 ≤ s0 and s
′
1 ≥ s1 we must have ρann(B
′) ≤ ρann(B) ≤ ρann(A), so (b) is satisfied.
We now show that B′ is partially above A. Fix j ∈ SA. If B(aj , sj) lies in the complement of B(b0, s0), then 
it lies in the complement of B(b′0, s
′
0) and if B(aj , sj) ⊆ B(b1, s1) then B(aj , sj) ⊆ B(b
′
1, s
′
1). Suppose there 
exists m ∈ SB such that B(aj , sj) ⊆ B(bm, sm). If m = k there exists ℓ ∈ SB′ such that B(b
′
ℓ, s
′
ℓ) = B(bm, sm), 
and so B(aj , sj) ⊆ B(b
′
ℓ, s
′
ℓ). If m = k then either B(aj , rj) ⊆ B(b
′
1, s
′
1) or B(aj , sj) lies in the complement 
of B(b′0, s
′
0). It follows that B
′ is partially above A, and satisfies 4 and hence B′ ∈ A. Since we have 
δann(B
′) ≥ δann(A) > 0, it follows that B
′ is annular.
It remains to show that if δann(B
′) = δann(B) then δ2(B
′) < δ2(B). Assume that δann(B
′) = δann(B). 
Then either s0 = s
′
0 + 2sk or s
′
1 = s1 + 2sk. In the first case we have (s
′
0)
2 < s20 − 4s
2
k < s
2
0 − s
2
k and in the 
second case we have (s′1)
2 > s21 + s
2
k. In the first case we have s
2
0 > (s
′
0)
2 + s2k, and in the second case we 
have (s′1)
2 > s21 + s
2
k. In either case, we have δ2(B
′) < δ2(B). This completes the proof. 
Note that, as for arbitrary abstract Swiss cheeses, if B is a semiclassical, annular Swiss cheese then πδ2(B)
is the area of XB .
Theorem 6.6. Let A be as in Lemma 6.4. Then there exists a classical, annular Swiss cheese B = ((bn, sn))
in A such that δann(B) ≥ δann(A) and XB ⊆ XA. Moreover, we have r0 − 2ρann(A) ≤ s0 ≤ r0 and 
r1 ≤ s1 ≤ r1 + 2ρann(A).
Proof. Since δann is upper semicontinuous on A and A is compact and non-empty, it follows that δann
achieves its maximum on A. Let A1 denote the non-empty, compact subset of A on which δann is maximised. 
Then δ2, which is continuous on A1, achieves its minimum. Let A2 denote the non-empty, compact subset 
of A1 on which δ2 is minimised and let B = ((bn, sn)) ∈ A2.
Since δann(B) ≥ δann(A) > 0 it follows that B is annular and XB ⊆ XA. Suppose, for contradiction, that 
B is non-classical. There are two possible cases.
First suppose that there are k, ℓ ∈ SB \ {1} with k > ℓ such that k, ℓ ∈ SB and B¯(bk, sk) ∩ B¯(bℓ, sℓ) = ∅. 
Then, by Lemma 3.2 there exist b ∈ C and s > 0 such that
B(bk, sk) ∪ B(bℓ, sℓ) ⊆ B(b, s)
and s ≤ sk + sℓ. Let B′ = ((b′n, s
′
n)) be the abstract Swiss cheese obtained by deleting the disks at indices 
k, ℓ from B and inserting the disk B(b, s) at the first index in N \ {1} such that (s′n)
∞
n=2 is non-increasing. 
It is easy to see that B′ ∈ A and
ρann(B) ≥ ρann(B)− sk − sℓ + s = ρann(B
′), (6)
so that δann(B
′) ≥ δann(B). By the maximality of δann(B), equality must hold here and in (6). Thus 
s = sk + sℓ and s
2 = (sk + sℓ)
2 > s2k + s
2
ℓ so that δ2(B
′) < δ2(B). This contradicts the minimality of δ2(B). 
It follows that no such k, ℓ exist.
Now suppose there exists k ∈ SB \ {1} such that B¯(bk, sk) ∩ C \KB = ∅ and sk > 0. By Lemma 6.5
there exists an annular Swiss cheese B′ ∈ A with δann(B′) ≥ δann(B) such that, if δann(B′) = δann(B) then 
δ2(B
′) < δ2(B). This is a contradiction, so no such k can exist. It follows that B is classical.
Since B ∈ A, we have r0 ≥ s0 ≥ s1 ≥ r1. We also have
s0 − s1 ≥ δann(B) ≥ δann(A) = r0 − r1 − 2ρann(A)
so that
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s0 ≥ r0 − 2ρann(A)− (r1 − s1) ≥ r0 − 2ρann(A)
and s1 ≤ r1 + 2ρann(A) − (r0 − s0) ≤ r1 + 2ρann(A). This completes the proof. 
7. Regularity of R(X)
Let X be a compact plane set. We say that R(X) is regular if, for all closed sets E ⊆ X and points 
x ∈ X \ E, there exists a function f ∈ R(X) such that f(x) = 1 and f(y) = 0 for all y ∈ E. We say that 
R(X) is normal if, for each pair of disjoint closed sets E, F ⊆ X, there exists a function f ∈ R(X) such 
that f(x) = 0 for all x ∈ E and f(x) = 1 for all x ∈ F . It is standard that R(X) is regular if and only if it 
is normal (see [2, Proposition 4.1.18]).
In order to avoid ambiguity, we introduce the following notation to clarify in which topological space we 
are taking the interior. Let X be a compact plane set and E ⊆ X. Then intX E denotes the interior of E
in the topological space X.
Definition 7.1. Let X be a compact plane set, and let x ∈ X. We denote by Mx the ideal of all functions in 
R(X) which vanish at x. We denote by Jx the ideal of all functions in R(X) which vanish on a neighbourhood 
of x. We say x is an R-point for R(X) if, for all y ∈ X with y = x, we have Jx My.
It is standard that R(X) is regular if and only if every point x ∈ X is an R-point of R(X). The following 
proposition is a special case of [7, Corollary 4.7].
Proposition 7.2. Let X be a compact plane set such that R(X) is not regular. Let E denote the set of 
non-R-points for R(X). Then E contains a non-empty perfect subset. In particular, E is uncountable.
Our classicalisation theorems involve finding “good” compact subsets of a given compact plane set. The 
following proposition, stated in [6], lists some properties of R(X) which are inherited when a subset of X is 
considered.
Proposition 7.3. Let X and Y be compact plane sets with Y ⊆ X. Then:
(a) if R(X) = C(X) then R(Y ) = C(Y );
(b) if R(X) does not have any non-zero bounded point derivations then neither does R(Y );
(c) if R(X) is regular then so is R(Y ).
In this section, we prove some results about regularity of R(X) which we shall require for the construction 
in the final section. The following proposition is essentially [8, Corollary II.10.3].
Proposition 7.4. Let X be a compact plane set and let f ∈ C(X). Suppose that for each x ∈ X there is a 
closed neighbourhood Nx of x in X such that f |Nx ∈ R(Nx). Then f ∈ R(X).
We shall require the following theorem.
Theorem 7.5. Let X be a compact plane set and let E be a countable subset of X. Let (Xα) be a family 
of compact plane sets such that R(Xα) is regular for all α and 
⋃
α intX (X ∩Xα) ⊇ X \ E. Then R(X) is 
regular.
Proof. We first show that every point in X \ E is an R-point for R(X). Let x ∈ X \ E and y ∈ X with 
x = y. Then there exist α and r > 0 such that B¯(x, r) ∩X ⊆ Xα. Let δ < r/3 such that |x − y| > 2δ. Let F
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denote the complement of X ∩B(x, 2δ) in B¯(x, r) ∩X. Since X ∩ B¯(x, r) ⊆ Xα, R(X ∩ B¯(x, r)) is regular by 
Proposition 7.3 (and hence normal). Thus there exists a function g ∈ R(X ∩ B¯(x, r)) with g(z) = 0 for all 
z ∈ X ∩ B¯(x, δ) and g(z) = 1 for all z ∈ F . Extend g to a function f ∈ C(X) by setting f(z) = g(z) for all 
z ∈ (B¯(x, r) ∩X) and f(z) = 1 for all z ∈ X \ B¯(x, r). Clearly f satisfies the conditions of Proposition 7.4, 
so f ∈ R(X). By our choice of δ, we have x ∈ U and y ∈ F so f vanishes on a neighbourhood of x and 
f(y) = 1, so x is an R-point for R(X).
It follows that R(X) has at most countably many non-R-points. So, by Proposition 7.2, R(X) is regu-
lar. 
Note that we do not assume that Xα ⊆ X. However, replacing Xα by X ∩Xα does not alter the result. 
We obtain the following corollaries.
Corollary 7.6. Let X be a compact plane set and x0 ∈ X. Let (Xα) be a family of compact plane sets such 
that 
⋃
α intX(X ∩Xα) = X \ {x0} and R(Xα) is regular for all α. Then R(X) is regular.
Corollary 7.7. Let X1, X2 be compact plane sets such that X1 ∩X2 is countable. If R(X1) and R(X2) are 
regular then R(X1 ∪X2) is regular.
8. Classicalisation of an example of O’Farrell
In this section we see an application of the results of Sections 5–7. In [5], O’Farrell modified the con-
struction of McKissick [11] to construct a Swiss cheese set X such that R(X) is regular and admits a 
non-degenerate bounded point derivation of infinite order (defined below). However, this Swiss cheese set is 
not necessarily classical.
Definition 8.1. Let X be a compact plane set and let x ∈ X. A point derivation of order n ∈ N (respectively, 
∞) at x (on R(X)) is a sequence d0, d1, . . . of linear functionals with d0 = εx, the evaluation character at x, 
satisfying
dj(fg) =
j∑
k=0
dk(f)dj−k(g) (f, g ∈ R(X)),
for all j = 1, 2, . . . , n (respectively, j = 1, 2, . . . ).
Let d = (dj)
n
j=0 be a point derivation of order n at x (where we include the possibility that n =∞ when 
(dj) is a point derivation of infinite order). We say that d is bounded if dj is a bounded linear functional for 
each j with j ≤ n (respectively, all j). We say that d is non-degenerate if d1 = 0.
We refer the reader to [4] (especially Lemma 2.1 and p. 170) for further details, related results and 
comments concerning non-degenerate higher point derivations.
Following our general scheme of classicalisation, we construct a classical Swiss cheese set X such that 
R(X) is regular and admits a non-degenerate bounded point derivation of infinite order at one of the points 
of X.
The following proposition is an immediate corollary of Proposition 7.3 and the result of McKissick [6, 
Proposition 1.10] (see also [11] and [5]).
Proposition 8.2. Let b0 = b1 ∈ C, let s0 > s1 > 0, and let ε > 0. Then there exists an annular Swiss cheese 
A = ((an, rn)) with ρann(A) < ε, aj = bj and rj = sj for j = 0, 1, and such that R(XA) is regular.
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We now use a sequence of lemmas to show that we can construct a classical annular Swiss cheese with 
the same properties as those in Proposition 8.2.
Lemma 8.3. Let λ0 > λ1 > 0 and ε, η > 0 be given and let a ∈ C. There exists a classical, annular Swiss 
cheese B = ((bn, sn)) with b0 = b1 = a such that ρann(B) < ε, λ0 ≤ s0 ≤ λ0 + η and λ1 − η ≤ s1 ≤ λ1 such 
that R(XB) is regular.
Proof. We may assume that η < λ1 and ε ≤ η/2. Let A = ((an, rn)) be an abstract Swiss cheese obtained 
from Proposition 8.2 with a0 = a1 = a, r0 = λ0 + η, r1 = λ1 = η and ρann(A) < ε and such that R(XA)
is regular. By Lemma 6.3, we may assume that the sequence (rn)
∞
n=2 is non-increasing. Apply Theorem 6.6
to the abstract Swiss cheese A to obtain a classical, annular Swiss cheese B = ((bn, sn)) with
b0 = b1 = a0 = a1 = a, r0 − 2ε ≤ s0 ≤ r0, and r1 ≤ s1 ≤ r1 + 2ε,
such that ρann(B) ≤ ρann(A) and XB ⊆ XA. By Lemma 7.3, R(XB) is regular. Since 2ε ≤ η, we have 
λ0 ≤ s0 ≤ λ0 + η and λ1 − η ≤ s0 ≤ λ1. This completes the proof. 
By instead taking r0 = λ0 and r1 = λ1 in the proof of the previous lemma we see that we could also 
approximate the desired annulus with a smaller annulus, rather than a larger annulus as in Lemma 8.3.
In the next lemma, we see how to obtain a classical, annular Swiss cheese A such that R(XB) is regular 
with one of the first two radii specified exactly while prescribing tight bounds on the other.
Lemma 8.4. Let λ0 > λ1 > 0 and ε, η > 0 be given and let a ∈ C.
(a) There exists a classical, annular Swiss cheese B(1) = ((b
(1)
n , s
(1)
n )) with s
(1)
0 = λ0, λ1 − η ≤ s
(1)
1 ≤ λ1
and b
(1)
0 = b
(1)
1 = a such that R(XB(1)) is regular and ρann(B
(1)) < ε.
(b) There exists a classical, annular Swiss cheese B(2) = ((b
(2)
n , s
(2)
n )) with b
(2)
0 = b
(2)
1 = a such that 
ρann(B
(2)) < ε, λ0 ≤ s
(2)
0 ≤ λ0 + η and s
(2)
1 = λ1 and such that R(XB(2)) is regular.
Proof. We prove (b); the proof of (a) is similar but easier. We may assume, without loss of generality, that 
a = 0. Let γ ∈ (0, λ1) to be chosen later. Apply Lemma 8.3 to obtain a classical, annular Swiss cheese 
A = ((an, rn)) such that ρann(A) < γ/2, λ0 ≤ r0 ≤ λ0 + γ and λ1 − γ ≤ r1 ≤ λ1 and such that R(XA) is 
regular.
For each n ≥ 0 let b
(2)
n := λ1an/r1 and s
(2)
n := λ1rn/r1. Then
∞∑
n=2
s(2)n ≤
λ1
λ1 − γ
∞∑
n=2
rn <
λ1
λ1 − γ
γ
2
.
Set Mγ := λ1/(λ1 − γ) > 1. We have s
(2)
1 = λ1 and s
(2)
0 ≥ λ0 so it remains to show that s
(2)
0 ≤ λ0 + η
provided that γ is suﬃciently small. We have
λ0 ≤ s
(2)
0 =
λ1
r1
r0 ≤Mγr0 ≤Mγ(λ0 + γ).
Since Mγ → 1 as γ → 0, if γ is small enough then we have λ0 ≤ s
(1)
0 ≤ λ0 + η and Mγγ/2 < ε. Clearly 
R(XB(2)) is regular since R(XA) is regular. This completes the proof of the (b). 
Our final lemma shows that we can obtain this type of annular Swiss cheese with s0 and s1 precisely 
prescribed.
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Lemma 8.5. Let λ0 > λ1 > 0 and ε > 0 be given and let a ∈ C. There exists a classical, annular Swiss 
cheese B = ((bn, sn)) with b0 = b1 = a, s0 = λ0, s1 = λ1, ρann(B) < ε and such that R(XB) is regular.
Proof. Let κ = (λ0 + λ1)/2 and let η > 0. By Lemma 8.4(a) there exists a classical, annular Swiss cheese 
A(1) = ((a
(1)
n , r
(1)
n )) with a
(1)
0 = a
(1)
1 = a, ρann(A
(1)) < η/16, r
(1)
0 = λ0 and κ −η/4 ≤ r
(1)
1 ≤ κ −η/8 and such 
that R(XA(1)) is regular. By Lemma 8.4(b) there exists a classical, annular Swiss cheese A
(2) = ((a
(2)
n , r
(2)
n ))
with a
(2)
0 = a
(2)
1 = a, ρann(A
(2)) < η/16, r
(2)
1 = λ1 and κ ≤ r
(2)
0 ≤ κ +η/4 and such that R(XA(2)) is regular.
Let (a
(3)
n )n≥2 be a sequence containing all elements from the sequences (a
(1)
n )n≥2, and (a
(2)
n )n≥2 exactly 
once and let (r
(3)
n )n≥2 be the corresponding sequence containing all elements from the sequences (r
(1)
n )n≥2, 
and (r
(2)
n )n≥2 exactly once. Let a
(3)
0 := a, a
(3)
1 := a and r
(3)
0 := λ0, r
(3)
1 := λ1 and let A
(3) = ((a
(3)
n , r
(3)
n )) be 
the corresponding annular Swiss cheese. Then
ρann(A
(3)) =
∞∑
n=2
r(3)n <
η
16
+
η
16
=
η
8
.
Let X := XA(3) , then we can easily check that X = intX XA(1) ∪ intX XA(2) so, by Theorem 7.5, R(X) is 
regular.
Choose η > 0 small enough so that we have η < (λ0 − λ1)/4, η/2 < ε and η < λ1. Let M := η/4 and let 
K := {z ∈ C : κ −η/4 ≤ |z| ≤ κ +η/4}. Let A = ((an, rn)) ∈ N be obtained by applying Lemma 6.3. Then, 
for each open U ⊆ C, ρU (A) ≤ ρU (A(3)). It is now easy to see that A, K and M satisfy the conditions of 
Corollary 5.8. Note that U := U(K, M) has U ∩ B¯(a1, r1) = ∅. Note that XA = X = XA(3) .
Let B = ((bn, sn)) be the classical abstract Swiss cheese obtained by applying Corollary 5.8 to A, K and 
M . Then B ∈ L∗A(C), where C is the controlling pair (K, U). Thus, by Lemma 5.5, there exists ℓ ∈ SB such 
that B(bℓ, sℓ) = B(a1, r1). Since the sequence (sn)n≥1 is non-increasing and ρann(A) < r1, it follows that 
ℓ = 1. It follows that B is annular and has s0 = λ0, s1 = λ1 and ρann(B) < ε. Since R(XA) is regular, by 
Proposition 7.3, R(XB) is regular. This completes the proof. 
We are now ready to construct a classical Swiss cheese set X such that R(X) is regular and admits a 
non-degenerate bounded point derivation of infinite order.
Theorem 8.6. Let ε > 0. Then there exists a classical abstract Swiss cheese B = ((bn, sn)) with 0 ∈ XB and 
ρ(B) < ε and such that R(XB) is regular and admits a non-degenerate bounded point derivation of infinite 
order at 0.
Proof. We may assume that ε < 2−5. For each n ∈ N, let γn = (2n)−nε. Note that 
∑∞
n=1 γn < ε. Let 
A(1) = ((a
(1)
n , r
(1)
n )) be a classical, annular Swiss cheese, given by Lemma 8.5, with a
(1)
0 = 0, r
(1)
0 = 1, 
r
(1)
1 = 2
−1 and ρann(A
(1)) < γ12
−3, such that R(X1) is regular, where X1 := XA(1) . For each m ≥ 2, 
let A(m) = ((a
(m)
n , r
(m)
n )) be a classical, annular Swiss cheese, given by Lemma 8.5, with the properties 
that a
(m)
0 = 0, r
(m)
0 = (33/32)2
1−m, r
(m)
1 = 2
−m, ρann(A
(m)) < γm2
−m−2, and R(Xm) is regular, where 
Xm := XA(m) . Note that, for each m ∈ N, since A
(m) is annular we have a
(m)
1 = 0.
For each m ∈ N we have
ρann(A
(m)) + ρann(A
(m+1)) ≤
γm
2m+2
+
γm+1
2m+3
<
3
2
γm
2m+2
. (7)
The set {(a
(m)
n , r
(m)
n ) : m, n ∈ N, n ≥ 2} is countably infinite so we may enumerate it as a sequence of 
pairs (an, rn), so that each pair occurs exactly once. Let a0 := 0 and r0 := 1 and let A = ((an, rn)) be the 
resulting abstract Swiss cheese. It is clear that 0 ∈ XA. It is easy to check that
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∞⋃
m=1
intXA Xm = XA \ {0}
so that R(XA) is regular by Corollary 7.6.
Using the notation for closed annuli from Section 6, for each m ∈ N, let Wm = KA(m) ∪KA(m+1) . Then, 
by (7), we see that
ρWm(A) < (3/2)γm2
−m−2. (8)
We also have
ρ(A) <
∞∑
m=1
2−m−2γm < ε. (9)
By an application of Lemma 4.3, we may assume that A is redundancy-free and A ∈ N while preserving XA, 
the regularity of R(XA) and the inequalities (8) and (9).
For each m ∈ N, let Km := {z ∈ C : (15/16)2−m ≤ |z| ≤ (17/16)2−m} and Mm = 3γm/2m+2 so that, 
since γm < 1, we have
2−m−4 +Mm < 2
−m−4(1 + 3 · 2−m) ≤ (5/32)2−m. (10)
For each m ∈ N, define Um := U(Km, Mm) as in the statement of Theorem 5.7, and let C be the controlling 
collection ((Kn, Un))n∈N. By (10)
Um ⊆
{
z ∈ C :
27
32
2−m ≤ |z| ≤
37
32
2−m
}
and hence Um ∩ Un = ∅ for all m, n ∈ N with m = n. Clearly E(A) ⊆ F (C). Since Um ⊆ Wm, for each 
m ∈ N, we see that
ρUm(A) ≤ ρWm(A) <
3
2
γm
2m+2
.
This shows that the sequences (Kn)n≥1 and (Mn)n≥1 satisfy the conditions of Theorem 5.7.
Applying Theorem 5.7 to A, (Kn)n≥1 and (Mn)n≥1, there exists an abstract Swiss cheese B = ((bn, sn))
in L∗A(C) with b0 = 0, s0 = 1, XB ⊆ XA and ρ(B) < ε such that B is classical and XB \V (C) = XA \V (C); 
in particular 0 ∈ XB . Also, we have ρUm(B) ≤ ρUm(A) for each m ∈ N. By Proposition 7.3, R(XB) is 
regular.
For each m ∈ N0, let Em := {z ∈ C : (3/2)2−m−1 ≤ |z| ≤ (3/2)2−m}, then Um ⊆ Em and Uj ∩ Em = ∅
for all j = m. For each m ∈ N, let IA(m) denote the set of all k ∈ HA(Em) \HA(V (C)) and let IB(m) denote 
the set of all k ∈ HB(Em) \HB(V (C)). Note that, ρEm(A) ≤ ρWm(A) < (3/2)γm2
−m−2. Since ε < 2−5, it 
follows that, if k ∈ HUm(A), we have
B¯(ak, rk) ⊆
{
z ∈ C :
3
4
2−m < |z| <
5
4
2−m
}
⊆ intEm.
Hence HA(E0) = IA(0) and HB(E0) = IB(0) and, for all m ≥ 1, we have IA(m) = HA(Em) \ HA(Um)
and IB(m) = HB(Em) \HB(Um). Now since B ∈ L
∗
A(C) we see that 
∑
n∈IB(m)
sn =
∑
n∈IA(m)
rn, for all 
m ∈ N, by Lemma 5.5. Hence ρE0(B) = ρE0(A) and for m ≥ 1 we have
ρEm(B) =
∑
n∈IB(m)
sn + ρUm(B) ≤
∑
n∈IA(m)
rn + ρUm(A) = ρEm(A).
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Since ρEm(A) ≤ ρWm(A) < γm, for each m ∈ N, it now follows that
∞∑
m=1
mmρEm(B) ≤
∞∑
m=1
mm
ε
2mmm
= ε <∞.
Since each disk meets at most two of the Em, R(XB) admits a non-degenerate bounded point derivation of 
infinite order at 0 by Hallstrom’s theorem [9] (see also [5]). 
We raise the following open question related to regularity and bounded point derivations.
Question 8.7. Let X be a compact plane set such that R(X) has no non-zero bounded point derivations. Is 
R(X) necessarily regular?
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