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Abstract 
Wireless  sensor  networks  (WSN)  can  be  used  to 
monitor our environment, objects in that environment 
and  interactions  of  objects  with  each  other.  Use  of 
WSN  for  emergency  applications  includes  fire 
detection  system  in  forest,  soil  motion  detection, 
monitoring  historical  and  public  places,  volcano 
monitoring etc. In WSN errors or faults tends to occur 
frequently  due  to  node  mobility  or  energy  shortage 
(battery limitation). Faults cannot be tolerated in WSN 
for emergency applications hence fault tolerance is an 
important issue in network design and thus networks 
have to be tolerant of error and fault. This paper deals 
with a Reliable Communication Protocol (RCP) that 
will  be  fault  tolerant  and  minimize  both  signaling 
overhead  and  power  consumption  and  also  support 
auto-recovery from failure. 
 
 
1.   INTRODUCTION 
 
WSN is a wireless network consisting of spatially 
distributed  autonomous  devices  that  use  sensors  to 
monitor  physical  or  environmental  conditions.  Each 
node  is  connected  to  one  (or  sometimes  several) 
sensors  [1].  Each  such  sensor  network  node  has 
typically  several  parts:  a  radio  transceiver  with  an 
internal antenna or connection to an external antenna, 
a microcontroller, an electronic circuit for interfacing 
with  the  sensors  and  an  energy  source,  usually  a 
battery  or  an  embedded  form  of  energy  harvesting. 
These  autonomous  devices  or  nodes  combine  with 
routers and a gateway to create a typical WSN system. 
The  distributed  measurement  nodes  communicate 
wirelessly  to  a  central  gateway,  which  provides  a 
connection to the wired world where we can collect, 
process, analyze and present our measurement data. 
Recent  developments  in  the  wireless  network 
technology  now  made  it possible that WSNs can  be 
deployed in almost any environment, especially those 
in which conventional wired systems are impossible, 
unavailable or inaccessible for realistically monitoring 
the critical/emergency environmental conditions such 
as  fire  detection  system  in  forest,  soil  motion 
detection,  monitoring  historical  and  public  places, 
volcano  monitoring  etc.  In  such  emergency 
applications delay, error or faults cannot be tolerated; 
data must be delivered reliably over the noisy, error- 
 
prone  and  time-varying  wireless  channel.  The 
characteristics  of  a  good  sensor  network  include 
scalability,  reliability,  responsiveness,  mobility  and 
power efficiency. 
Scalability refers to the ability of the network to 
grow, in terms of number of nodes, without excessive 
overhead. This is an important real-world requirement 
where  network  must  support  more  than  the  small 
handful  of  nodes  typical  in  a  pilot  implementation. 
Reliability  is  the  ability  of  the  network  to  ensure 
reliable  data  transmission  in  a  state  of  continuous 
change  of  network  structure.  Typically,  there  is  an 
inverse relationship between scalability and reliability 
in wireless sensor networks i.e. as the number of nodes 
in the network increases the more difficult it becomes 
to ensure reliability. Responsiveness is the ability of 
the network to quickly adopt itself to changes in the 
topology.  To  achieve  high  responsiveness,  a  WSN 
should  issue  and  exchange  more  control  packets, 
which will naturally result in less scalability and less 
reliability. Mobility refers to the ability of the network 
to  handle  mobile  nodes  and  changeable  data  paths. 
Generally, a wireless sensor network that includes a 
number  of  mobile  nodes  should  have  high 
responsiveness to deal with the mobility. So, it is not 
easy to design a large scale and highly mobile WSN. 
Power  efficiency  is  the  ability  of  the  network  to 
operate  at  extremely  low  power  levels.  A  typical 
method for designing a low-power WSN is to reduce 
the duty cycle of each node. 
Some sensor nodes may fail or be blocked due to 
lack  of  power,  physical  damage,  environmental 
interference or any other reason. The failure of sensor 
node  must  not  affect  the  overall  task  of  the  sensor 
network. This is the reliability or fault tolerance issue 
[2].  Reliable  Communication  Protocol  providing  a 
fault  tolerant  communication  support  for  emergency 
applications of WSN is proposed in this paper. 
 
2.   RELATED WORK 
 
Several  fault  management  strategies  have  been 
proposed  in  the  literature  [3-7].  Most  of  these 
strategies  differ  in  the  criteria  used  to  organize  the 
clusters and implementation of clustering algorithms. 
Fault  management  process  can  be  generally  divided 
into  three  phases:  fault  detection,  diagnosis  and 
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restrictions on the hardware and software capability of 
a  sensor  node  in  terms  of  its  processing  capability, 
memory storage, and energy supply and so on. Among 
these restrictions, the limitation of energy supply is the 
most  significant.  Sensor  nodes  usually  carry  only 
limited battery-power resources. They are expected to 
operate autonomously for periods of time ranging from 
days  to  years.  In  addition,  sensor  node  may  not  be 
easily  accessible  for  battery  replacement  because  of 
their physical deployment locations. For these reasons, 
faults  are  likely  to  occur  more  frequently  and 
unexpectedly in WSNs [8].  
 
3.   PROPOSED RELIABLE COMMUNICATION 
PROTOCOL (RCP)  
 
The main parameter to be optimized is the sensed 
data delivering latency, as it impacts on the time the 
remote processor need to send a warning or an alarm 
to the competent authorities. 
 
 3.1. Assumptions 
 
Many  situations  can  be  defined  for  these  micro 
sensor  networks,  however,  our  assumptions  are  as 
follows: 
  All sensor nodes are homogeneous. 
  All Sensor nodes have limited energy. 
  Remote server is  fixed and  located between 
sensor nodes. 
  Most of the nodes are static & only few are 
mobile [9]. 
 
 3.2. Topology 
 
For  the  requirement  of  a  continuous  and  safe 
monitoring- two tier architecture has been adopted by 
interconnecting several clusters. This architecture has 
two different kinds of nodes i.e. sink and source (sink 
node is also called as CH cluster head whereas source 
is also called as ON ordinary node or SN sensor node). 
A WSN can be organized as several clusters. 
The  main  task  of  cluster  head  CH  node  is 
coordinating the  nodes  belonging to its own cluster, 
collecting the data samples and forwarding them to the 
remote  server  together  with  providing  bidirectional 
commands  (ping,  node  description,  battery  level 
request) and alarms. 
Sensor  node  SN  carries  out  the  monitoring  of  a 
particular  spatial  area  it  is  responsible  for  and  then 
transmits data to its CH. Remote server does not make 
part of WSN, it has function to storage, process and 
display data to the remote user in a suitable way. 
 
 3.3. Protocol Description 
 
Three main operations during the overall lifetime 
of  s  WSN  are:  set-up  phase,  steady-state  phase  and 
recovery phase. 
3.3.1. Set-up phase.  In the set-up phase (shown  in 
Figure 1) ONs are associated with their own CH, by 
properly defining the cluster size and then making the 
network infrastructure ready to deliver data. As soon 
as  a  CH  becomes  active,  it  periodically  broadcasts 
HELLO  packets  with  a  time  period  THELLO.  The 
overall  set-up  phase  duration  depends  upon  the 
number of nodes, network topology and size. 
 
Figure 1. Set-up phase 
At the end of this phase, every CH knows of its 
neighbor ONs, while each ON is aware of its own CH; 
this information is locally stored by each node in its 
neighbor’s  table.  If  an  ON  receives  more  than  one 
HELLO  packet  from  different  CHs,  it  is  associated 
with  first  CH  while  keeping  trace  of  other  backup 
CHs. 
 
3.3.2. Steady-state phase.  In this phase ONs are able 
to transmit data (sensed data message) to their CHs. 
Additional packets are also sent to monitor the status 
of the bidirectional link between CH and ON (control 
message) and to notify an abnormal behavior (alarm), 
in  such  case  the  remote  server  generates  an  alarm. 
Both  a  short  and  long  term  periodical  channel 
evaluations are delivered to the remote server together 
with a list of the network clusters. Moreover, each CH 
could allow a remote interaction with WSN by sending 
either a QUERY or a PING message to ONs in order 
to read the node’s battery level or the network status 
(shown in Figure 2). For the sake of reliability each 
message is acknowledged with a proper ACK packet. 
 
Figure 2. Steady-state phase 
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Figure 3) is used to manage situations, in which a CH 
has been damaged or is unreachable. In this phase, 
orphan ONs are associated with another CH in a direct 
or indirect way. 
If a CH presents an improper functioning or it is 
under attack, the ONs belonging to its cluster are not 
capable of sending sensed data to the remote server. 
To become aware of this, an ON computes the  link 
quality  (LQ)  with  the  help  of  number  of  packets 
transmitted  and  the  sequence  number  of  last  ACK 
received from its CH. 
 
Figure 3. Recovery phase 
 
Link Quality (LQ)=
Sequence  No.of last  ACK  received  from  CH
No.of data  packets  transmitted  by ON  
 
If the estimated link quality is below the specified 
threshold  value then recovery phase  is  executed. As 
link quality is evaluated based on the sequence number 
of  the  acknowledgement  messages,  so  that  no 
additional control messages overhead is needed. 
When an ON detects that it is unable to send the 
data packets to its CH then ON sends an SOS message 
to  its  CH.  If  another  CH  receives  this  message  it 
associates the orphan node, notifying it with a HELP 
message.  At  the  end  respective  neighbors  tables  are 
updated. 
If there are no CHs able to support an orphan ON, 
i.e., no HELP message is received, then the network 
tries  to  reconfigure  the  end-to-end  paths  already 
established  to  provide  adequate  connectivity.  In 
particular, that ON sends a SOS message to neighbor 
ONs, which reply with a HELP message. ON selects 
the  most  suited  ON  among  them  according  to 
minimum distance. 
 
4.   SIMULATION 
 
In this section, we present simulation of the above 
scenario. Table 1 lists a default set of parameter values 
used  in  the  simulation.  We  use  Network  Simulator 
2.34  (NS-2.34)  as  our  simulation  framework.  We 
consider a small-scaled wireless sensor network so we 
could  obtain  simulation  results  with  statistical 
significance.  
 
Table 1. Simulation parameters 
 
In our simulation at the end of first phase i.e. set-up 
phase all  ONs are associated with their own CH as 
shown in Figure 4, four clusters are formed with nodes 
numbered as 25, 20, 12 and 7 are selected as cluster 
heads CH1, CH2, CH3 and CH4 respectively.   
 
Figure 4. Clusters formed at the end of set-up 
phase 
Now in the second phase i.e. Steady-state phase 
suppose ON1 associated with CH2 starts moving away 
from CH2 and towards CH4 then after some time ON1 
will reach a certain distance from CH2 where it detects 
that estimated link quality between ON1 and CH2 is  
below  threshold  and  therefore  ON1  is  unable  to 
communicate with its CH2. At this stage the ON1 is 
called as ORPHAN node as shown in Figure 5. 
 
Figure 5. Orphanage detection during Steady-
state phase 
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sending SOS messages to its CH2, as CH2 is out of 
reach so it will not reply but CH4 receives the SOS 
message  and  it  associates  ON1  and  send  HELP 
message notifying the same as shown in Figure 6. 
 
Figure 6. Orphan node ON1 is associated with 
a new cluster head CH4 in recovery phase 
 
At  the  end  of  recovery  phase  both  the 
corresponding  clusters  updates  their  neighbor  tables 
and in this way auto recovery from failure takes place. 
 
5.   PERFORMANCE EVALUATION 
 
A  sensor  network  was  generated  by  randomly 
scattering a varying number of ONs firstly in 200x200 
m2  area with 1 CH & then in 400x400 m2 area with 4 
CHs. The efficiency of set-up phase as a function of 
number of ONs is shown in Figure 7. 
 
Figure 7. Performance of RCP’s setup phase with 
a varying number of ONs 
 
From Figure 7, it is clear that when only 1 CH is 
deployed then set-up efficiency quickly decreases from 
100% to 80% as number of ONs approaches from 35 
to 140 and then remains constant whereas if 4 CHs are 
deployed set-up efficiency reaches 73% as number of 
ONs  reaches  from  30  to  100  and  then  efficiency 
remains constant at 73%. 
Recovery  latency  is  the  time  interval  between 
orphanage detection due to fault  & consequent ONs 
association with a new CH. 
 
Figure 8. Time latency for the recovery phase 
as a function of number of ONs 
 
Figure 8 shows the time latency for the recovery 
phase as a function of number of ONs. It is a linear 
function of the number of deployed ONs; this means 
reliable  communication  protocol  supports  good 
scalability of WSN. 
 
6.   CONCLUSION 
 
We  have  presented  a  simple,  fault  tolerant  and 
energy-efficient  Reliable  Communication  Protocol 
(RCP)  for  WSN  aiming  at  facing  fault  by 
autonomously  reconfiguring  the  network  topology, 
without  increasing  the  signaling  overhead  and 
reducing latency value. Simulation results shows that 
RCP supports good scalability of WSN.  
Node clustering is a useful topology-management 
approach to reduce the communication overhead and 
exploit data aggregation in sensor networks. 
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