Stereoscopic depth perception is supported by a combination of correlation-based and match-based representations of binocular disparity. It also relies on both transient and sustained temporal channels of the visual system. Previous studies suggest that the relative contribution of the correlation-based representation (over the match-based representation) and the transient channel (over the sustained channel) to depth perception increases with the disparity magnitude. The mechanisms of the correlation-based and match-based representations may receive preferential inputs from the transient and sustained channels, respectively. We examined near/far discrimination by observers using random-dot stereograms refreshed at various rates. The relative contribution of the two representations was inferred by changing the fraction of dots that were contrast reversed between the two eyes. Both representations contributed to depth discrimination over the tested range of refresh rates. As the rate increased, the correlation-based representation increased its contribution to near/far discrimination. Another experiment revealed that the match-based representation was constructed by exploiting the variability in correlation-based disparity signals. Thus, the relative weight of the transient over sustained channel differs between the two representations. The correlation-based representation dominates depth perception with dynamic inputs. The match-based representation, which may be a nonlinear refinement of the correlation-based representation, exerts more influence on depth perception with slower inputs.
Stereoscopic depth perception is supported by a combination of correlation-based and match-based representations of binocular disparity. It also relies on both transient and sustained temporal channels of the visual system. Previous studies suggest that the relative contribution of the correlation-based representation (over the match-based representation) and the transient channel (over the sustained channel) to depth perception increases with the disparity magnitude. The mechanisms of the correlation-based and match-based representations may receive preferential inputs from the transient and sustained channels, respectively. We examined near/far discrimination by observers using random-dot stereograms refreshed at various rates. The relative contribution of the two representations was inferred by changing the fraction of dots that were contrast reversed between the two eyes. Both representations contributed to depth discrimination over the tested range of refresh rates. As the rate increased, the correlation-based representation increased its contribution to near/far discrimination. Another experiment revealed that the match-based representation was constructed by exploiting the variability in correlation-based disparity signals. Thus, the relative weight of the transient over sustained channel differs between the two representations. The correlation-based representation dominates depth perception with dynamic inputs. The match-based representation, which may be a nonlinear refinement of the correlation-based representation, exerts more influence on depth perception with slower inputs.
General introduction
Two types of neural representations of binocular disparity-correlation-based and match-based representations-underlie stereoscopic depth perception (Cumming & Parker, 1997; Doi, Tanabe, & Fujita, 2011; Janssen, Vogels, Liu, & Orban, 2003; Krug, Cumming, & Parker, 2004; Kumano, Tanabe, & Fujita, 2008; Parker, 2007; Tanabe, Umeda, & Fujita, 2004) . These representations are characterized by disparity tuning functions of the neurons underlying perceptual decisions. In correlation-based representation, the amplitude and sign of the disparity tuning function follow the cross-correlation between images projected to the left and right eyes. In match-based representation, the matched features between the images from the two eyes determine the amplitude of the tuning function. Neurons involved in the two representations have contrasting tuning functions in response to anticorrelated randomdot stereograms (RDSs). In anticorrelated RDSs, the luminance contrast of the dots is reversed between the two eyes: White dots are replaced with black dots, and black dots are replaced with white dots against a gray background. The anticorrelation inverts the sign of cross-correlation and eliminates the matched features between the two eyes. Accordingly, the correlationbased representation has inverted tuning functions for anticorrelated RDSs relative to those for correlated RDSs (Cumming & Parker, 1997; Krug et al., 2004; Takemura, Inoue, Kawano, Quaia, & Miles, 2001) , while the match-based representation has flat (zero or decreased amplitude) functions (Janssen et al., 2003; Kumano et al., 2008; Tanabe et al., 2004; Theys, Srivastava, van Loon, Goffin, & Janssen, 2012) . The correlation-based and match-based representations refer to those distinctive sets of tuning curves, but they do not refer to underlying neuronal mechanisms. Specifically, our correlation-based representation does not necessarily employ a disparity energy model (Ohzawa, DeAngelis, & Freeman, 1990) , and our match-based representation does not mean that the underlying mechanism is the feature matching such as the matching of second-derivative zero crossings of filtered left-eye and right-eye images (Marr & Poggio, 1979) .
The relative role of the two representations differs between fine and coarse depth perception (Doi, Tanabe, & Fujita, 2011) . The match-based representation dominates fine depth perception, whereas both match-based and correlation-based representations contribute to coarse depth perception. Thus, a classic dissociation between fine and coarse stereopsis (Bishop & Henry, 1971; Tyler, 1990; Wilcox & Allison, 2009 ) is partly ascribed to different neural representations of disparity. Fine and coarse stereopsis also differ in the temporal properties of their neural substrate Kontsevich & Tyler, 2000) . A sustained mechanism subserves fine disparity processing, whereas a transient mechanism increases its contribution for larger disparities. From these two sets of observations, we hypothesize that the match-based and correlation-based representations have different temporal properties: The match-based representation may be related to the sustained channel of the visual system, whereas the correlation-based representation may be related to the transient channel.
By using the graded anticorrelation technique (Doi et al., 2011 ; see below), we examined the contribution of the two disparity representations to depth perception at various refresh rates of random-dot patterns. As the refresh rate was increased, we found that the relative contribution to depth perception of the correlationbased representation over the match-based representation increased (Experiment 1). Control experiments confirmed the effects even when the number of refreshes during a trial was fixed (Experiment 2). In Experiment 3, we explored the mechanisms of the match-based representation and demonstrated the role of the variability of local binocular correlation calculated through small receptive fields (RFs).
Experiment 1: Psychometric functions shift systematically with the refresh rate of random dot patterns
Introduction
We examined the disparity representation underlying the performance of a near/far discrimination task by manipulating the fraction of anticorrelated dots (Doi et al., 2011) . Graded anticorrelation achieves a dissociation of the match-based and correlation-based representations, providing stimuli with which only one of the two representations could contribute to task performance. An example stimulus of the graded anticorrelation is half-matched RDSs, which isolate the contribution of the match-based representation to stereopsis. In half-matched RDSs, half of the dots are contrast reversed ( Figure 1A ; Figure 1B , middle). Thus, 50% of the features are matched, providing the signal available for the match-based representation. In contrast, the correlation-based representation cannot signal disparity with this stimulus. Cross-correlation of correlated dots and that of anticorrelated dots cancel out each other, so the stimulus as a whole yields 0% correlation. Half-matched RDSs complement fully anticorrelated RDSs, which isolate the contribution of the correlation-based representation to stereopsis. Anticorrelated RDSs have 0% matching signal and nonzero correlation signal. Overall, the neural system for the correlation-based representation loses disparity selectivity for half-matched RDSs and reverses the tuning curve for fully anticorrelated RDSs ( Figure 1C ; blue, dashed curves). The neural system for the matchbased representation retains disparity selectivity for half-matched RDSs, but loses selectivity for fully anticorrelated RDSs ( Figure 1C ; red, solid curves). An odd-symmetric tuning curve from a single unit is shown as an example in Figure 1C , but our definitions of the two representations are generalizable to any kinds of tuning shapes, spatial scales, and other properties, as long as the signed amplitude of the tuning curve follows the match signal or correlation signal as described in Figure 1C .
Psychometric functions for a near/far discrimination task can be derived by gradually varying the percentage of matched features (percent match) or equivalently the percentage of binocular correlation (percent correlation). In a perceptual decision model, the decisions of near/far discrimination are made by comparing the activities of near-preferring neurons with those of farpreferring neurons (DeAngelis, Cumming, & Newsome, 1998; Poggio & Fischer, 1977; Poggio, Gonzalez, & Krause, 1988; Poggio & Talbot, 1981; Prince & Eagle, 2000; Shadlen, Britten, Newsome, & Movshon, 1996; Shiozaki, Tanabe, Doi, & Fujita, 2012; Uka & DeAngelis, 2004) . The decision variable is a linear combination of the sensory activities of the two populations of neurons (Shadlen et al., 1996) . This model leads to the prediction that the reversed tuning curves produce reversed near/far judgment, which is detected as a performance below chance level (50%) in a near/far discrimination task. The sensory activity has Poisson variability (Dean, 1981) . Thus, the quality (i.e., the ratio of mean to standard deviation) of the decision variable is a monotonic function of the amplitude of sensory tuning curves (see appendix and figure 8A in Doi et al., 2011) .
Given this model, the match-based representation predicts that the percent correct of a near/far discrimination monotonically decreases from the perfect to chance level as the percent binocular match is reduced from 100% to 0% ( Figure 1D ). In contrast, the correlation-based representation predicts that the percent correct decreases to chance level as the percent match is reduced to 50% (0% correlation), and further decreases below chance as the percent match is reduced from 50% to 0% (0% to À100% correlation). Near/far judgment should be reversed relative to the disparity when the percent correlation is negative. The psychometric function should be odd symmetric with respect to the center of the plot. The match-based and correlation-based representations thus predict contrasting psychometric curves as a function of graded anticorrelation. These predictions are not specific to units with odd-symmetric tuning but can be generalized to a variety of units with diverse tuning shapes and spatial scales. In order to examine the temporal property of the two representations, we analyzed how the shape of psychometric functions changes with RDS pattern refresh rates.
Methods

Task and testing procedure
We administered a single-interval, forced-choice near/far discrimination task: Subjects viewed a circular, bipartite dynamic RDS for 1.5 s and judged whether the center disk was nearer or farther than the surrounding annulus. The disparity sign and the binocular match level (i.e., the percentage of the dots with matched contrasts between the two eyes) of the center disk were varied across trials, and the magnitude of disparity was 0.248. We chose the value 0.248 in an attempt to maximize our chance to detect effects of refresh rates on the balance between the match-based and correlation-based representations. Our previous study showed that decreasing and increasing disparity magnitudes around 0.248 shift the balance toward the match-based and correlation-based representations, respectively (Doi et al., 2011) . The match level ranged from 0% to 100% with 12.5% increments. The surrounding annulus always consisted of 100% contrast-matched dots with zero disparity. Stimuli with different disparity signs and match levels were presented in pseudo-randomized order. We tested four refresh rates for the random dot pattern (42.5, 21.3, 10.6, and 5.3 Hz) in separate blocks of trials; these values correspond to one refresh in the random dot pattern every two, four, eight, and 16 monitor refreshes (85 Hz), respectively. A pattern refresh per two monitor refreshes was the highest possible rate because we used a shutter system for the dichoptic image presentation (Doi et al., 2011) . Each subject was tested with different refresh rates in random order. The psychometric function was based on data from two blocks of 270 trials (2 Disparity Signs · 9 Match Levels · 15 Repetitions), which were carried out within a single day.
Subjects
Six subjects (TD, MT, NK, TO, SK, and SA) participated in Experiment 1. Subjects TD and MT are two of the authors. The others were naïve to the purpose of this experiment. All subjects had normal or corrected-normal vision, and submitted informed written consent prior to the experiments. All experiments were performed in accordance with the Declaration of Helsinki.
Apparatus
Visual stimuli were presented on a full-flat cathoderay-tube (CRT) display (Multiscan E230, Sony, Minato), which subtended 32.18 · 23.98 of the visual field with a viewing distance of 57 cm. The luminance values of bright dots, background, and dark dots were 1.9, 0.95, and 0.01 cd/m 2 , respectively. The luminance was measured under the use of active shutter glasses (RE7-CANE, Elsa, Aachen). Visual stimuli were generated by using the OpenGL Utility Toolkit (GLUT) and presented with a spatial resolution of 1152 · 864 pixels at a frame rate of 85 Hz. The apparatus included a graphics board supporting quad buffer stereo display (Wildcat VP 990, 3Dlabs, Milpitas, CA) and a workstation (PWS360, Dell, Round Rock, TX). Images were anti-aliased with GLUT functions so that visual stimuli had subpixel resolution. We used only red phosphors to minimize interocular crosstalk (,3% of the background).
Visual stimuli
The center disk of the RDSs had a radius of 2.58, and the surrounding annulus had a width of 18. The annulus served as the zero-disparity reference for near/far discrimination. It also masked the shift of the center disk associated with disparity change; any monocularly detectable feature did not change with disparity. The size of the center disk was held constant across crossed and uncrossed disparities. The RDS center was located 38 below a fixation cross so that the cross was presented in the middle of the annulus. RDSs contained an equal number of bright and dark dots, each sized 0.148 · 0.148, and the dot density was 24% (13 dots per square degrees). One dot occluded another dot where dots overlapped; however, this occlusion did not bias the mean luminance or binocular match level.
Analysis
We fitted a psychometric function (P) to the behavioral data describing the proportion of correct choices by the following equation:
where x is the match level, c is the y intercept, i.e., P(0), a is the value of x when the proportion correct is 1 -(1 -c) · 0.368, and b is proportional to the slope at P(a). We searched for a set of parameters that maximized the likelihood of observing the data by assuming a binomial distribution. We then measured the similarity between the fitted psychometric functions and the prediction of the correlation-based representation (blue curve in Figure  1D ). The similarity was quantified as the fractional area (A) defined as
where x c is the value of x satisfying P(x) ¼ 0.5 (Doi et al., 2011) . By substituting in Equation 1, the final equation is
When P(x) did not cross 0.5, x c was set to zero. The numerator in Equation 2, i.e., the odd-symmetric component, measures twice the area of the downward deviation from chance level ( Figure 4A ), whereas the denominator measures the total area of the deviation. The value of A thus measures the relative contribution of the odd symmetric component, centered at 50% match and 50% correct. The fractional area is zero for the prediction by the match-based representation and unity for the prediction by the correlation-based representation ( Figure 1D ). Nested regression models and F tests were used to test the effects of the refresh rate on the shape of psychometric function. A dependent variable (e.g., fractional area) was fitted with two nested linear functions of the common log of the refresh rate: one with the free slope parameter, which was shared across subjects, and the other with zero slope. F statistics were calculated by comparing the residual sum of squares The energy of the channel outputs as a function of refresh rate. We generated a random dot pattern 1,000 times and calculated the trial average of the signal energy (squared channel output followed by time integral) for each channel.
from the two fitted models, with appropriate adjustment of degrees of freedom. If the fit with the free-slope model was significantly better than the other model, we concluded that the refresh rate had an effect on the shape of the psychometric function. Both models had offset parameters, each for a different subject, to account for the individual variability of the offset. The fitted slopes obtained in Experiment 1 were used to compare the results between Experiment 2 and Experiment 1.
Simulations
We performed simulations to examine how the sustained and transient channels of the visual system respond to our RDSs of different refresh rates. To this end, we modeled the time course of luminance contrast at a given pixel in our RDSs and calculated how the responses of the sustained and transient channels are influenced by the pattern refresh rate. The stereo shutter glasses were modeled as the contrast value of À1 that occurred every other frame. Bright and dark dots were modeled as three and À1, respectively, and the background as one. These contrast values might seem peculiar, but the average with the shutter closure (À1) gives the contrast values of one, zero, and À1 for a bright dot, background, and a dark dot, respectively. For a given trial, we generated a random-dot sequence over 128 frames (corresponding to 1.5 s at 85 Hz). The probability to have a dot at a given frame is 0.24 (0.12 for a dark dot and 0.12 for a bright dot). The pixel value was (or was not) succeeded over the next few frames depending on pattern refresh rate, with the closed shutter frames inserted every other frame. We added 22 frames consisting of alternating background and shutter closure frames to both the beginning and end of the stimulus sequence to mimic the pre-and post-stimulus duration in the actual experiments.
The sustained and transient channels were modeled based on the low-pass and band-pass temporal filters of monocular receptive fields reported in the primary visual cortex (V1) of primates, respectively. The channel shape was adjusted based on the characteristics available in time-domain representation (De Valois, Cottaris, Mahon, Elfar, & Wilson, 2000) and in frequency-domain representation (Hawken, Shapley, & Grosof, 1996) . Our sustained (low-pass) channel had a time-to-peak of 94 ms and a high cut frequency of 9.3 Hz (the frequency at which the amplitude decreases to 50% of the peak value as frequency is increased, Hawken et al., 1996) . The transient (band-pass) channel had a time-to-peak of 77 ms, a time to trough of 99 ms, a negative-to-positive peak ratio of 0.63, a peak frequency of 14.2 Hz, and a high-cut frequency of 23.9 Hz. The channels were defined as the difference in Gamma functions with the following form (Cai, DeAngelis, & Freeman, 1997) : where the parameters (k 1 , c 1 , 0.28, 1.03, 19.69, 59.82, 0.17, 0.50, 30.42, 32.97) for the transient channel and (k 1 , c 1 , 0.21, 0.29, 17.93, 21.91, 0.02, 0.14, 1.53, 14.17) for the sustained channel. The amplitudes (k parameters) of the two channels were adjusted for each filter to have unit energy. Both channels are defined over 20 frames. The response of a channel was quantified as the signal energy that passes through the channel. A random dot sequence was convolved with a channel, and the 22 frames were removed from the beginning and end of the resulting time-series signals. The signal was squared and integrated over time to obtain the energy. We reported the average energy across 1,000 trials ( Figure 2D ).
Results
Simulations
We first simulated the responses of the transient and sustained channels to our RDSs to estimate how the manipulation of pattern refresh rates affects the relative activation of the two channels. We modeled the sustained and transient channels after the two types of neurons in the primate V1 (insets in Figures 2B and 2C , respectively) (De Valois et al., 2000; Hawken et al., 1996) . We simulated the temporal profile of luminance contrast at a given pixel with low (5.3 Hz) and high (42.5 Hz) refresh rates ( Figure 2A , left and right, respectively). In the example time course of the low refresh rate, a bright dot was presented at the beginning of the trial and a dark dot in the middle of the trial. The shutter glass was closed in every other frame, producing a jagged profile. In the example of the high refresh rate, the bright and dark dots were more scattered over the course of stimulus presentation. The sustained and transient channels responded differently; this is evident in the responses to the low refresh example. The sustained channel integrated the incoming signal over a period of time ( Figure 2B , left). The transient channel responded more to the dot onset and offset ( Figure 2C , left). When the refresh rate was increased, the output of the sustained channel decreased ( Figure 2B , right) but that of the transient channel increased ( Figure 2C , right), so that the relative activation was more balanced between the two channels for the high refresh than for the low refresh rate. We quantified the channel activation by calculating the energy (i.e., squared channel output followed by time integral) across four refresh rates. As the pattern refresh rate was increased, the energy for the sustained channel decreased while the energy for the transient channel increased. Thus, the relative contributions of the sustained and transient channels in visual processing can be varied by changing the refresh rate of the RDSs. We capitalize on this manipulation to probe the perceptually relevant representation of disparity under different temporal conditions.
Experiments
We compared the psychometric functions for the highest (42.5 Hz) and lowest (5.3 Hz) refresh rates ( Figure 3 ). Both functions fell between the predictions of the match-based and correlation-based representations, suggesting a mixed contribution from the two representations. However, the relative contributions were different between the two refresh rates. The average psychometric function from all six subjects showed a rightward and downward shift as the refresh rate was increased. The function obtained with 42.5 Hz was more odd symmetric (toward the center of the The odd symmetry was quantified as an area-based index. The area of the odd-symmetric component (blue area, odd symmetric with respect to the central point at 50% match and 50% correct) is divided by the total area that represents the total performance deviation from chance level (blue area plus gray area) to give an index, denoted the fractional area. The match-based and correlation-based representations predict zero and one fractional area, respectively. (B) The fractional area is plotted against the log refresh rate for the six subjects.
plot). The reversed near/far judgments at match levels below 50% (negative percent correlation) were stronger for 42.5 Hz than for 5.3 Hz. Moreover, the performance around 50% match was lower for the higher refresh rate. These observations were largely consistent for the four individual data (NK, TD, MT, and TO). The observations suggest that the psychometric functions tested with the more rapid pattern agree with the prediction by the correlation-based representation.
We characterized these observations by quantifying the degree of odd symmetry of the psychometric functions (Equation 2; Figure 4A ). A fractional area of zero indicates that the function is consistent with the match-based representation, and a fractional area of one indicates the pure correlation-based representation. The fractional area increased with the pattern refresh rate ( Figure 4B ; regression slope was 0.36 [1/(log 10 Hz)] for the data aggregated across all subjects, p ¼ 1.3 · 10
À4
, H0: the slope is zero), indicating that the functions became more odd symmetric with higher refresh rates. This tendency was clear in five out of six subjects, although a nonmonotonic increase was seen in three of them. The minimum and maximum values of the fractional area were 0.14 and 0.76, respectively, indicating that the observed psychometric function always had an intermediate shape between the two contrasting predictions from the correlation-based and match-based representations. Overall, the psychometric function shifted systematically with pattern refresh rate such that the correlation-based representation increased its relative contribution to depth perception for a more dynamic visual input.
We next examined which feature(s) of the psychometric functions were affected by the pattern refresh rate and led to the increase in odd symmetry. We focused on three characteristic points for which the transition from the match-based representation to the correlation-based representation provides specific predictions ( Figure 1D ). First, the match level that gives the chance-level performance should increase towards 50%. Indeed, the match level with the chance performance increased from 33.8 6 5.4% (mean 6 standard error) to 45.0 6 0.8% as the refresh rate was increased from 5.3 Hz to 42.5 Hz ( Figure 5A ; regression slope was 13.32 [% Match/(log 10 Hz)] for the aggregate data across subjects, p ¼ 2.5 · 10
). The second and third points of interest were the performances at 0% match and 50% match. Shifting from the match-based to correlation-based representations, the performance at 0% match level should decrease to 0% (complete reversal of near/far judgment), while the performance at 50% match level should decrease to 50% (chance level). We found that the performance at both 0% match ( Figure 5C ; slope was À0.086 [%/(log 10 Hz)], p ¼ 3.7 · 10
À2
) and 50% match ( Figure 5B ; slope was À0.10 [%/(log 10 Hz)], p ¼ 2.9 · 10 À2 ) decreased with the refresh rate, although the offset was different across subjects. The values at the highest refresh rate were larger than the prediction of the correlation-based representations (mean 6 standard error, 23.4 6 5.8% at 0% match and 70 6 5.7% at 50% match). Thus, all three features of the psychometric functions contributed to the increase in odd symmetry with refresh rate, indicating that the shift of the psychometric functions closely followed the prediction of transition from the match-based representation toward the correlationbased representation. We suggest that the contribution of the correlation-based representation over the matchbased representation increases as the relative responses of the transient channel over the sustained channel are increased. Experiment 2: The overall pattern of results is preserved when the number of dot patterns is fixed Introduction An increase in the refresh rate was accompanied with an increase in the number of independent dot-patterns presented during a trial. This was inevitable because we fixed the stimulus duration to exclude contributions from duration-dependent factors. The number of independent patterns, however, could also affect the task performance without changing the relative weights of the correlation-based and match-based representations. If more patterns are available, the ''noise'' (the neural responses to task-unrelated stimulus variables such as spatial frequency) can be averaged out. According to this explanation, the task performance should deviate more from chance level with higher refresh rates across match levels. This leads to an amplification of the psychometric function without changing the match level that gives chance performance (see Figure 8A in Doi et al., 2011) . Contrary to this prediction, as the refresh rate was increased, the performance at 50% match level decreased toward chance level ( Figure 5B) , and the match level with chance performance increased ( Figure 5A ). The only consistent results were that the reversed near/far judgment at 0% match became stronger for higher refresh rates ( Figure 5C ). Therefore, the number of independent dot patterns should not be a major cause of the observed shifts of the psychometric function; it cannot explain two of the three observations made in Experiment 1. To test this reasoning experimentally, we measured the psychometric functions with a high and low refresh rate with the number of dot patterns fixed by varying the stimulus duration.
Methods
We used refresh rates of 10.6 Hz and 21.3 Hz, which were the middle refresh rates used in Experiment 1. We chose the neighboring two rates to minimize the difference in the stimulus duration. The stimuli with the rate of 10.6 Hz were presented for 1.5 s, as in Experiment 1, and those with 21.3 Hz were presented for 0.75 s. The order of the two rates was randomly chosen for each subject. Other experimental procedures were the same as in Experiment 1. One of the authors (TD) and seven naïve subjects participated in Experiment 2. However, we excluded the data from one subject because of his unstable performance; this subject, unlike the others, demonstrated a markedly different performance between two blocks of trials with the same refresh rate. Data from another subject (HS) could not be used in the analysis of the match level that gives chance performance, because the performance was always higher than chance level with the low refresh rate. The apparatus used in Experiment 2 was different from that used in Experiment 1. Visual stimuli were presented on a full-flat CRT display (FlexScan T965, EIZO, Hakusan) that subtended 37.68 · 28.68 of the visual field with a viewing distance of 57 cm. The pixel number, monitor refresh rate, and luminance values were adjusted to be the same as those used in Experiment 1. The graphics board was a Quadro FX3700 (NVIDIA, Santa Clara, CA), and the workstation was a Precision T3400 (Dell, Round Rock, TX). The interocular crosstalk was less than 2% of the background luminance.
Results
We compared the psychometric functions tested with high and low refresh rates while the number of dot patterns were fixed ( Figure 6 ). We excluded one subject out of eight from all analyses due to abnormally unstable performance. The functions shifted with the refresh rate similar to that observed in Experiment 1 (Figure 3) . The odd symmetry of the functions (toward the center of the plot) increased with the refresh rate. The amount of shift appears smaller in Experiment 2 ( Figure 6 ) than in Experiment 1 (Figure 3 ), but we note that the high and low rates had closer values in Experiment 2. A notable difference between the two experiments was observed around the range of low match levels (0% to 25%). When the number of dot patterns was fixed, the two psychometric functions almost overlapped at low match levels. Nonetheless, the overall odd symmetry of the functions was larger with the higher refresh rate, which was consistent with the original observation.
We performed the same quantitative characterization as in Experiment 1. The fractional area was larger for the higher refresh rate ( Figure 7A ; mean 6 standard error, 0.085 6 0.031; p ¼ 0.032, t test). As the refresh rate was increased, the match level with chance performance increased ( Figure 7B ; mean 6 standard error, 5.4 6 1.5; p ¼ 0.015, t test), and the performance at 50% match decreased ( Figure 7C ; mean 6 standard error, 0.17 6 0.037; p ¼ 0.0037, t test). Subject HS's data could not be included in the analysis of chance performance ( Figure 7B ) because his performance was always above chance level with the low refresh rate. These effects observed in Experiment 2 matched or surpassed those obtained in Experiment 1. The average change across subjects (Figure 7 , black diamond) was compared to the change derived from the best-fitted line obtained in Experiment 1 (Figure 7 , long gray line). The observed magnitudes in Experiment 2 relative to those in Experiment 1 were 80%, 140%, and 550% for the fractional area, the match level with chance performance, and the performance at 50% match, respectively.
The stronger depth reversal at 0% match for the higher refresh rate in Experiment 1 ( Figure 5C ) was not replicated in Experiment 2. We found no significant difference in the performance between the high and low refresh rates ( Figure 7D ; mean 6 standard error, À0.011 6 0.036; p ¼ 0.75, t test; 42% of the magnitude derived from the fit in Experiment 1). The stronger depth reversal for higher refresh rates observed in Experiment 1 might have been mediated by improved signal quality with a larger number of dot patterns. Nevertheless, the overall pattern in the shift of psychometric functions was preserved even when the number of dot patterns was fixed.
Experiment 3: Match-based representation is constructed through the variability of local binocular correlation
Introduction
We have shown that the match-based representation is more influential on depth perception with more sustained stimuli. Visual mechanisms with sustained temporal properties tend to process fine spatial details.
For example, neurons preferring lower temporal frequency tend to prefer higher spatial frequency in the visual cortex (DeAngelis, Ohzawa, & Freeman, 1993) . From these observations, we speculated that fine-scale processing might be a key to solve a problem to construct the match-based representation. The problem is how to realize this by starting from energy models. Energy models describe the initial encoding of binocular disparity in the cortex (Cumming & Parker, 1997; Ohzawa et al., 1990) . Thus, the match-based representation should use energy-model-like mechanisms as the initial stage of disparity encoding. However, the disparity tuning of the energy mechanisms has only a flat function for half-matched RDSs. It is unclear how a tuned disparity function of the match-based representation (Figure 1C ; middle; red, solid curve) can be constructed from the flat tuning function of the energymechanism output (Figure 1C ; middle; blue, dashed line).
Here, we propose that fine-scale processes could solve this problem by signaling depth with the variability of visual responses. A tuning function in neurophysiology and modeling is typically based on the first-order statistic (mean) of sensory responses, but information useful for sensory processing may be available in higher order statistics (e.g., variance; Rieke, Warland, de Ruyter van Steveninck, & Bialek, 1999) . The response variability considered here originates in stimulus variability (i.e., random dot patterns). The variability is substantial for fine-scale processes such as disparity detectors with only small RFs. Even when the true (asymptotic) tuning curve is flat, disparity detectors with small RFs, e.g., those in the primate V1, have variable, instantaneous responses. This response variability would have the Figure 6 . Psychometric functions have different shapes for low and high refresh rates even when the number of independent dot patterns is fixed (Experiment 2). The notation is the same as in Figure 3 ; however, the refresh rates are different from those in Experiment 1 (Figure 3 ). The correct percentages were calculated from 420 choices for the average data (leftmost) and 60 choices for the data from example subjects.
potential to signal disparity information of halfmatched RDSs. Suppose that a detector has an RF small enough to be stimulated at a time either by a group of perfectly correlated dots or perfectly anticorrelated dots within a half-matched RDS. When the stimulus disparity is at the detector's preferred disparity, the response variability over time must be large because a correlated pattern evokes a large response, but an anticorrelated pattern evokes a null response. When the stimulus disparity is outside of the detector's dynamic range, the response variability must be small because both correlated and anticorrelated patterns evoke similar baseline responses. This reasoning can be generalized to the variability of responses to a given stimulus across a population of neurons with different RF positions.
A stereoscopic system may construct the matchbased representation by exploiting the response variability of the energy mechanisms with small RFs. This hypothesis leads to a prediction that the variability of local binocular correlation influences the depth perception to half-matched RDSs. To test this prediction, we examined how near/far discrimination in halfmatched RDSs depends on the binocular correlation of dots in a local visual field. First, we checked whether the response variability of energy-model units has potential to signal binocular disparity. Second, we showed how a new stimulus manipulation, i.e., making vertically adjacent pairs of dots, affects the variability of local binocular correlation. Finally, we showed that near/far discrimination by human subjects for halfmatched RDSs critically depends on the correlation variability.
Methods
Paired RDSs to manipulate local binocular correlation
We created a variant of half-matched RDSs by pairing random dots vertically as in the Glass pattern stimuli ( Figure 8A ; Glass, 1969; Glass & Perez, 1973) to manipulate locally defined binocular correlation. The local correlation varies over space and time in half-matched RDSs. The variability of local correlation can be manipulated by two parameters: the percentage of dots that form the vertical pairs in the RDSs (q 1 ) and the percentage that the two dots in the pairs have the same binocular polarities (q 2 ). When q 2 ¼ 100%, a contrast-matched dot is always paired with another contrast-matched dot, and a contrast-reversed dot is always paired with another contrast-reversed dot. When q 2 ¼ 0%, a contrast-matched dot is always paired with a contrast-reversed dot. We increased the variability of local correlation by setting q 2 to 100% and decreased the variability by setting q 2 to 0%. We referred to the former stimulus as the positively paired RDS (Figure 8A , right; Figure 8B , rightmost) and the latter stimulus as the negatively paired RDS (Figure  8A , left; Figure 8B , leftmost). For either 100% or 0% q 2 , we gradually controlled the strength of correlation variability by varying q 1 from 100% to 0% (Figure 8B , middle; unpaired RDSs). Overall, we represented a given paired RDS using a signed percentage, percent paired dots, which is q 1 for positively paired RDSs (q 2 ¼ 100) and -q 1 for negatively paired RDSs (q 2 ¼ 0). The percentage ranges from À100% to 100%, and a larger percentage corresponds to a larger variability in local binocular correlation.
Importantly, monocular vision cannot discriminate positive and negative signs of the pairing, because each combination of monocular contrasts (i.e., brightbright, bright-dark, dark-bright, dark-dark) occurs with the same probability (0.25). Each contrast combination for the upper and lower dots of a pair is equally likely in both positive and negative pairings ( Figure 8C ). Thus, we can attribute a difference, if any, in the performance of near/far discrimination between positive and negative pairings to binocular processing.
The distance between the upper and lower dots in a pair was 0.158, the minimum distance that prevented the dots from overlapping in our display. The surrounding annulus had 50% match level and the same pairing level as the center disk to make the center-surround edge monocularly invisible. We used a refresh rate of 10.6 Hz and a disparity magnitude of 0.038. The contribution of the match-based representation dominates with this fine disparity magnitude (Doi, Tanabe, & Fujita, 2011) . The center position of the RDSs was located 3.258 below a fixation cross, which was 0.258 more peripheral than in Experiments 1 and 2. This position was chosen to make the task more difficult. Without this, the task is so easy that an additional stimulus manipulation may not affect the task performance (Doi, Tanabe, & Fujita, 2011) . Indeed, the performance of a subject (MT) was saturated even with an eccentricity of 3.258, so we tested this subject further with a larger eccentricity (5.008).
Subjects and testing procedure
Three subjects (TD, TO, and MT) participated in Experiment 3. Subjects TD and MT are two of the authors. Because subject MT was not involved in the planning and preparation of Experiment 3, subjects MT and TO were naïve to the purpose of the experiment. As in the previous experiments, the task was to judge whether the center region of RDSs was nearer or farther than the surrounding annulus. We changed the percentage of vertically paired dots pseudorandomly from À100% to 100% with steps of 25% across trials. Subjects carried out two blocks of 270 trials (9 Percentages of Paired Dots · 2 Disparity Signs · 15 Repetitions) with a short break in between. At the beginning of each block (i.e., two trials per subject), we showed 100%-matched and 0%-paired RDSs with crossed and uncrossed disparities each for 2 s to inform the position of the boundary between the center and surrounding parts of the RDSs. This procedure was necessary to reduce the spatial uncertainty regarding the center patch and reference annulus, since the annulus had only 50% match in Experiment 3. Other testing procedures and the apparatus were the same as those used in Experiment 1.
Simulations with disparity energy models
We simulated the responses of V1 neurons using the disparity energy model (Ohzawa et al., 1990) to gain insight into whether the response variability has the potential to signal binocular disparity. We generated RDSs with the algorithms used in Experiments 1 and 2. Stereo shutter glasses were not considered for simplicity without loss of generality. The model response (E) to a given dot pattern was calculated as follows:
where M S1 L and M
S1
R indicate the responses of left and right monocular RFs, respectively, for one of the two simple-cell subunits, and M S2 L and M S2 R for the other subunit. The subscripts L and R denote the eye, and the superscripts S1 and S2 denote the subunits throughout this section. M S1 L was given by the dot product of the RF and a pattern of bright dots (þ1) and dark dots (À1) as follows: 
where h and v indicate horizontal and vertical positions, respectively; u S1 L and y horizontal and vertical positions of the Gaussian envelope, respectively; r and f horizontal and vertical widths of the envelope, respectively; f sinusoidal frequency, and h The envelope widths r and f were 0.058, and the frequency f was three. We chose the width and frequency values from the range of macaque V1 data (Prince, Cumming, & Parker, 2002) , with a bias toward smaller width and higher frequency to emphasize the response variability. The tested disparities were À0.25, À0.2, À0.15, À0.105, À0.08, À0.05, À0.03, À0.005, 0.02, 0.045, 0.09, 0.14, and 0.198. For the phase-shift unit, the horizontal envelopes of all the RFs (u parameters) were positioned at zero. The phases had a following combi- Disparity tuning functions were calculated for the response mean and standard deviation (SD) with 0%, 50%, and 100% match levels. The mean and SD were based on the responses to 10,000 dot patterns at each disparity and match level.
In a separate set of simulations, we tested the effects of RF size on the tuning curve of response SD. We tested only position-shift units, whose RF disparity was zero. The tested envelope widths (r and f) were 0.058, 0.118, 0.218, 0.428, and 0.858. The frequency f was adjusted to keep the tuning shape constant (3, 1.5, 0.75, 0.38, and 0.19, corresponding to the envelope widths above). The set of stimulus disparities were scaled according to each envelope width. The match level was 50%. The SD tuning curve was normalized by the response mean averaged across tested disparities for each envelope width. Mean responses were fairly constant across disparities, since the tested match level was 50%. The expected number of dots falling within a monocular RF was calculated using the density of dot (13 dots/8
2 ) and the circle with a radius of two RF SD. 
Effects of dot pairing on local binocular correlation
We then checked how our pairing manipulation affects locally defined binocular correlation. We calculated local binocular correlation instead of the energy-model responses to pinpoint the quantity we intended to manipulate: the variability of local correlation. We generated random-dot patterns with the same algorithm as used for psychophysical experiments, and calculated the binocular correlation locally using a small spatiotemporal window. The stimulus and window had zero disparities. The window had a circular, uniform weight with a radius of 0.428 over a single frame. This value was roughly equal to the width (two SD) of RFs of macaque V1 neurons (Nienborg, Bridge, Parker, & Cumming, 2004) in the vertical dimension, along which we paired dots. Other window sizes (0.118, 0.218, 0.858, and 1.708) were also tested. The local correlation in units of percent (percent local correlation) was calculated as 200 · (n m /n a -0.5), where n m indicates the number of binocularly matchedcontrast dots within the window, and n a indicates the number of all the dots within the window. If no dots fell within the window (n a ¼ 0), we assigned a 0% correlation. We constructed the distribution of the local correlation based on 10,000 random-dot patterns at each pairing level.
Results
Simulations with disparity energy models
By simulating responses of disparity energy units at 0%, 50%, and 100% match levels, we tested an assumption underlying the psychophysical test in Experiment 3: The response variability of the disparity energy mechanism has the potential to signal binocular disparity. A critical issue is whether the variability of the responses to half-matched RDSs (50% match) varies as a function of disparity, because the response mean does not signal disparity at this match level. The mean of simulated responses closely followed the defined tuning curves for the correlation-based representation irrespective of tuning symmetry, i.e., even symmetric or odd symmetric (Figures 9A, C; compare the tuning curves to blue dashed curves in Figure 1C ). The tuning curves were flat for half-matched RDSs and inverted for 0% match RDSs (anticorrelated RDSs). The response variability quantified as the standard deviation (SD) was also sensitive to binocular disparity (Figures 9B, D) . Most importantly, the disparity tuning of the SD was not flat for halfmatched RDSs (gray curves in Figures 9B, D) . For even-symmetric units, the disparity tuning of the SD for half-matched RDSs peaked at the same disparity as the mean response for 100% match, providing consistent disparity signals. This is not the case for odd-symmetric units; the SD disparity tuning with half-matched RDSs had a different shape from the mean tuning with perfectly correlated RDSs (100% match). We next examined the effects of RF size on the SD disparity tuning to confirm that the disparity encoding through response variability is an advantage of fine-scale processing. In addition to the original RF size (i.e., two SD of RF envelope, 0.118), we tested three larger sizes of RF (0.218, 0.428, and 0.858). The expected numbers of dots falling within each size of RF were 0.46, 1.84, 7.36, and 29.4 dots/8 2 , respectively. As expected, both the baseline and amplitude of the SD disparity tuning curve decreased as the RF size was increased ( Figure 9E) . Overall, the response variability of the energy mechanism can encode disparity. The disparity encoding through the response variability is consistent with the encoding through the response mean when the RFs have position disparity. Smaller RFs produce more profound disparity signals.
Effects of dot pairing on local binocular correlation
We then attempted to manipulate this response variability by making vertically adjacent pairs of dots ( Figure 8A) . Instead of the energy-model response, we hereafter turn our attention to the stimulus variability that causes the response variability that is selective for disparity. The key stimulus variable is the binocular correlation calculated for a local visual field, since the disparity selectivity of the energy model arises from the binocular cross-correlation of the images weighted by local receptive fields (Anzai, Ohzawa, & Freeman, 1999; Tanabe, Doi, Umeda, & Fujita, 2005) . As we intended, the dot pairing influenced the distribution of the local binocular correlation. The local correlation was distributed around 0% when correlated dots were paired with anticorrelated dots (Figure 10A , top; À100% paired dots), and the distribution became progressively wider as the percentage of the pairing was increased from 0% ( Figure 10A , middle) to 100% ( Figure 10A, bottom) . With 100% paired dots, the local correlation on many frames was as high as 100% (only correlated dots) or À100% (only anticorrelated dots). The gradual increase in the percentage of vertically paired dots increased the SD of the distribution steadily, but did not change the mean ( Figure 10B) . These results were obtained by using the local circular window with a radius of 0.428. This value was chosen to match the vertical RF size of macaque V1 neurons (Nienborg et al., 2004) . We next examined how the size of the circular window influenced the correlation variability as a function of percent paired dots. We found that the offset of the SD function was higher for a smaller window ( Figure 10C ). The slope of the function also increased as the window radius was decreased from 1.708 to 0.428. However, the slope decreased to zero as the radius was decreased from 0.428 to 0.118, likely because the vertical distance of paired dots was 0.158. Overall, this dot pairing is an effective way to manipulate the variability of local correlation, especially at the spatial scale of RFs in the primate V1.
Effects of dot pairing on psychophysical performance
We examined how our pairing manipulation affects the performance of near/far discrimination for halfmatched RDSs. The performance increased as the percentage of paired dots was increased from À100% to 100% ( Figure 11A ), suggesting that the variability in local correlation underlies the performance. For the average data, the percent correct was at near chance level with À100% paired dots and increased steadily up to near perfect level with 100% paired dots ( Figure  11A , upper left). The fitted line had a slope of 0.14, which was significantly different from zero (likelihood ratio test; H0: zero slope; p , 1 · 10 À15 ). This was also true when the line was fitted separately for the range from À100% to 0% paired dots (slope, 0.24; p ¼ 1.6 · 10 À13 ) or from 0% to 100% paired dots (slope, 0.09; p ¼ 9.2 · 10 À5 ). These features were evident in individual data with subjects TD and TO (Figure 11 , upper right and lower left, respectively).
The performance of subject MT stayed high and did not change over the tested range of percent paired dots ( Figure 11A , lower right, the upper dotted line). To decrease overall performance, we repeated the same experiment with subject MT by placing the stimulus at a larger eccentricity (5.008). The performance with this stimulus position was at chance level for 0% paired dots and increased with percent paired dots ( Figure 11A , lower right, the lower dotted line). The average performance now increased in a similar way to the performances from the other subjects ( Figure 11A , lower right, large blue circles). Thus, the depth perception for half-matched RDSs was a monotonically increasing function of the variability of local binocular correlation ( Figure 11B ). These results are in close agreement with the idea that the match-based representation is constructed by exploiting the response variability of disparity energy mechanisms.
Discussion
We examined each subject's performance of near/far discrimination by varying the refresh rates and binocular correlation of RDSs. We plotted the percent correct choice against the percent contrast-matched dots separately for different refresh rates. As the refresh rate was increased, the psychometric function shifted downward and rightward, becoming more odd-symmetric relative to the center of the plot (Figures 3, 4, 5) . The shift was largely preserved when the number of dot patterns presented during a trial was fixed (Figures 6, 7 ; note that out of eight subjects one subject was excluded from all the analyses due to unstable performance, and another subject could not be included in the analysis reported in Figure 7B ). These observations indicate that the relative contribution of the correlation-based representation over the match-based representation increases for more rapidly changing stimuli. We suggest that the ratio of inputs from the transient and sustained temporal channels in the early visual system is different between the two disparity representations that reside in the extrastriate cortices. The sustained channel may provide major inputs to the neural system for matchbased representation, whereas the transient channel may be preferentially linked to the system for correlation-based representation. We further examined the mechanisms of the match-based representation by focusing on the response variability of disparity-energy units with small RFs (Figure 9 ). The performance for half-matched RDSs monotonically increased with an increase of the variability in local binocular correlation (Figures 10, 11 ). In summary, we suggest that matchbased stereoscopic depth depends on temporally sustained and spatially fine-scale processes. This system may exploit disparity information represented in the response variability of the disparity-energy mechanisms with small RFs. Correlation-based stereo representation depends more on transient processes and does not need further transformation of disparity energy signals.
Possible artifacts from the stereo shutter glasses
The effective correlation of our RDSs can be lower than the notional correlation value, because the stereo shutter glasses introduce a temporal offset between the images to the left and right eyes. We checked the effective correlation from the point of view of the primary visual cortical neurons, because the refreshrate manipulation was intended to control these ''neuronal'' effective correlations: A higher rate would increase the effective correlation calculated by neurons with the transient channel but decrease the effective correlation with the sustained channel. We confirmed these ideas by simulating the disparity tuning of the energy models with the RDSs viewed through the shutter glasses and the mirror stereoscope (data not shown). We extended the single-pixel simulation shown in Figure 2 to include a spatial extent and RDSs modeled after those used in the Experiments 1 and 2. The temporal filters were the same as those used in the simulations presented in Figure 2 . The spatial RFs were the same as those used in the simulations presented in Figure 9 . We found that the disparity tuning was almost indistinguishable between the shutter glasses and mirror stereoscope for the units with the sustained channel. This is suggested by Figure 2B , where the luminance oscillation from the shutter glasses is averaged out in the outputs of the sustained channel.
The tuning was more prominent for a lower refresh rate. For the transient channel, the basic trend was preserved between the shutter glasses and the mirror stereoscope: The tuning was more prominent for a higher refresh rate. The only difference found between the two stereo presentations was that the refresh-rate effects on the disparity tuning were larger for the mirror stereoscope than for the shutter glasses. Therefore, the use of shutter glasses may have reduced the observed effects of the refresh rate on the psychometric function but would not have artificially enhanced the effects. These exercises confirmed that the energy-model units receiving inputs from the sustained channel have more prominent disparity tuning for a lower refresh rate and those receiving inputs from the transient channel have more prominent tuning for a higher refresh rate for the range of refresh rates used in this study. This finding remains consistent regardless of whether the stereo presentation device is the shutter glasses or the mirror stereoscope.
The crosstalk between the left-eye and right-eye images is another source of possible artifact. A small amount of the crosstalk is inevitable even with the use of the fast red phosphor, which affects the effective contrast of a dot. When the stimulus disparity is zero or smaller than the width of a dot, the effective contrast of bright, correlated dots is increased from the bright dots in the other eye, creating an artificial increase in the binocular correlation. In contrast, anticorrelated dots would have an artificial decrease in the correlation, since the effective contrast of the dark, anticorrelated dots is decreased from the bright dots in the other eye. In Experiments 1 and 2, the disparity magnitude was 0.248 and larger than the dot size 0.148, so that the artifact did not occur. In Experiment 3, the disparity magnitude was 0.038, and there was a small overlap between the dot for the left eye and the corresponding dot for the right eye. The binocular correlation would have been slightly higher than the notional value, since the effective contrast would have been increased for correlated dots and decreased for anticorrelated dots. However, we suggest that the artifact would not confound the interpretation. First, according to our measurement of the crosstalk size, the contrast change due to this artifact would be around 3%. Second, the upper limit should be even smaller than 3% because the disparities tested were not zero. Third, the disparity tunings of the primate V1 neurons have the amplitudes biased toward correlated RDSs against anticorrelated RDSs, unlike the energy models (Cumming & Parker, 1997) . The artificial bias less than 3% in our RDSs would be negligible in light of the bias already present in V1. Fourth, even if the artifact creates bias toward positive correlation, this would not affect our stimulus manipulation in Experiment 3, which targeted the correlation variability. Even with a small bias toward positive correlation, the variability of local correlation is higher for larger values of percent paired dots.
Match-based and correlation-based representations in stereoscopic depth
Neither the correlation-based nor match-based representation alone can explain the change in the psychometric function depending on the stimulus refresh rate. The above-chance performance for half-matched RDSs (50% match) is evidence of the match-based representation. It cannot be accounted for by the correlation-based representation, because any simple (linear) combination of the correlation-based mechanisms does not provide depth information. In contrast, reversed depth for Figure 11 . (A) The performance increases with the percent paired dots. The percent correct on the ordinate was calculated from 240 choices for the average data (upper left panel), 60 choices for subjects TD and TO (upper right and lower left panels, respectively), and 120 choices for subject MT (large circles in lower right panel). Error bars indicate 6 standard error of the means (SEMs) across three subjects for the average data and 6 SEMs across blocks of trials for individual data (two blocks for subjects TD and TO, four blocks for subject MT). For subject MT, the performance was tested with easy (upper small circles) and difficult (lower small circles) conditions and averaged (middle large circles). (B) The average performance was replotted against the standard deviation (SD) of local correlation at a corresponding percent paired dots ( Figure 10B ).
anticorrelated RDSs (0% match) is evidence of the correlation-based representation (Tanabe, Yasuoka, & Fujita, 2008 ). An alternative explanation of reversed depth, based on vergence eye movements, has been recently refuted (Doi, Tanabe, & Fujita, 2011) . The data also cannot be explained by fixed contributions of the two representations across different refresh rates. If signal quality is reduced by the refresh rate, then psychometric functions will also reduce only in the amplitude (deviation from chance level), but not in any other way. We, however, found that as the refresh rate was increased, the psychometric function shifted from the prediction of the match-based representation toward the prediction of the correlation-based representation. We suggest that stereoscopic depth perception combines the two representations and weights the correlationbased representation more for higher refresh rates.
We previously showed that a spatial property of visual stimuli, the magnitude of binocular disparity, influences the relative weight of the two representations. The match-based representation dominates fine depth, while the correlation-based representation contributes to coarse depth (Doi et al., 2011) . The present results complement our previous finding by showing the effects of the temporal properties of visual stimuli. Stereo depth perception recruits the two disparity representations for different inputs: a simple, correlation-based representation for more dynamic (faster) and coarser features, and a complex, match-based representation for less dynamic (slower or stationary) and finer features.
What advantages do such multiple disparity representations have for the stereoscopic system? We speculate that an answer resides in a proposed role of attention and eye movements in vision: Given the limited capacity, the visual system cannot perform detailed analyses on all of the incoming signals, so it must allocate resources on selected aspects of the inputs to generate timely behavior (Itti & Koch, 2001; Neri & Heeger, 2002) . Thus, the correlation-based representation is well suited for the system that guides attention and eye movements. The spatial scale of processing is coarse, but the temporal process is fast. Simple mechanisms such as the disparity energy model are sufficient to construct the correlation-based representation. The disparity energy signal is, indeed, used for guiding vergence eye movements (Masson, Busettini, & Miles, 1997; Takemura et al., 2001) . In contrast, the match-based representation seems suited for more time-demanding, detailed analysis on visual scenes in three dimensions. The spatial scale is fine, but the temporal process is slow. Complex mechanisms are used for the refinement of the initial disparity signals such as reducing the disparity selectivity for anticorrelated images (Haefner & Cumming, 2008; Janssen et al., 2003; Kumano et al., 2008; Lippert & Wagner, 2001; Read, 2002; Read & Cumming, 2007; Tanabe & Cumming, 2008; Tanabe et al., 2004) . The perceptual latency may be shorter for the depth mediated by the correlation-based representation than for that by the match-based representation, as the latency of the energy mechanism is shorter than those of the matched filtering for monocular luminance stimuli (Neri & Heeger, 2002) .
Relationship to sustained and transient stereopsis
The refresh-rate dependent use of the correlationbased and match-based representations is distinct from a previously described dichotomy between ''sustained stereopsis'' and ''transient stereopsis'' (Schor, Edwards, & Pope, 1998) . Their transient stereopsis is often considered to be based on second-order, contrast mechanisms, and the sustained stereopsis on the firstorder, luminance mechanisms (Hess & Wilcox, 2008; Wilcox & Allison, 2009 ; but see Edwards, Pope, & Schor, 2000 for an involvement of the first order mechanisms in the transient stereopsis). Transient stereopsis depends less on stimulus orientation (Edwards, , spatial frequency (Schor et al., 1998) , and binocular contrast polarity than does the sustained stereopsis. A difference of the present study from these previous studies is that we only targeted the first-order, luminance mechanisms. The second-order mechanisms operating on the contrast envelope were unlikely to play a major role in our experiments, because our RDSs always had an annulus at a fixed position and consisted of relatively dense (24%) dots. The contrast envelope was fixed and provided no cues for the depth of our RDSs. Fine-scale contrast mechanisms (Wilcox & Hess, 1997) were also unlikely to contribute, because such mechanisms using full-wave or half-wave rectification should be blind to the graded anticorrelation of RDSs. The present study reveals that even within the first-order luminance mechanisms, multiple representations are recruited differently for slowly and rapidly changing stimuli. various preferred disparities. In this framework, the conflict across spatial-frequency channels is a key issue with 0%-match, anticorrelated RDSs (Read, 2002; Read & Eagle, 2000) and may explain the performance shift observed as the refresh rate is varied. Suppose that a disparity value is reported by a population of neurons with the tuned-excitatory tuning shape and various tuning-curve centers (i.e., various preferred disparities). The reported disparity is the preferred disparity of the neuron maximally activated within the population. When the tuning curves are inverted with 0%-match RDSs, the reported disparity changes depending on the population's spatial-frequency sensitivity (i.e., tuningcurve width). For high-frequency populations (i.e., populations with narrow disparity tunings), reported disparities have the same sign as the stimulus disparity of a 0%-match RDS. For low-frequency populations (i.e., populations with broad tunings), reported disparities have the opposite sign from the stimulus disparity, given a bias in favor of a smaller disparity magnitude (McKee & Mitchison, 1988) . The high-and low-frequency neurons prefer slow and fast temporal modulations, respectively (DeAngelis et al., 1993) . It may be possible that both high-frequency and lowfrequency neurons are activated in a low refresh-rate condition, reporting conflicting signs of disparities. In contrast, only low-frequency neurons may be activated in a high refresh-rate condition, reporting reversed disparities. Thus, the conflict across spatial-frequency channels can also explain the reduction of reversed depth perception for slower refresh rates with 0%-match RDSs. We, however, note that this mechanism is insufficient to explain the observed changes in the entire psychometric function.
Neural substrates for the correlation-based and match-based representations
The correlation-based and match-based representations may have neural correlates in the dorsal and ventral visual pathways, respectively. Along the dorsal pathway, disparity tuning curves to anticorrelated stereograms are inverted relative to those to correlated ones. This observation was made in the medial temporal (MT) and medial superior temporal (MST) areas (Krug et al., 2004; Takemura et al., 2001 ; but see Bridge & Parker, 2007; Preston, Li, Kourtzi, & Welchman, 2008 , for discrepant results in human imaging studies). The transient component of vergence eye movement also shows an inverted pattern to anticorrelated RDSs (Masson et al., 1997) . Thus, we speculate that the inverted representation to anticorrelated stereograms propagates up to some later stages of the dorsal pathway, especially eye-movement-related areas such as the lateral intraparietal area (Gnadt & Mays, 1995) . We note, however, that the inverted representation to anticorrelated RDSs is attenuated in the anterior intraparietal area (Theys et al., 2012) , which is crucial for visually guided grasping (Gallese, Murata, Kaseda, Niki, & Sakata, 1994) . We suggest that the dorsal-pathway areas with inverted disparity tunings form neural substrates of the correlation-based representation. Along areas V4 and the inferior temporal area (IT) in the ventral visual pathway, the false-match responses to anticorrelated stereograms are gradually suppressed (Janssen et al., 2003; Kumano et al., 2008; Tanabe et al., 2004) , suggesting that the disparity representation is based on binocular match.
The present findings are consistent with the view that the two representations of disparity reside separately in the MT-MST pathway and V4-IT pathways. The correlation-based representation has stronger impacts on depth perception with more dynamic inputs, while the match-based representation contributes more with slower inputs. Areas MT and MST are implicated in the analysis of dynamic inputs such as motion. The disparity selectivity in MT is stronger for moving dots than for stationary dots (Palanca & DeAngelis, 2003) . In contrast, the ventral pathway including V4 and IT is implicated in object recognition and analysis for static scenes. Performances for detecting visual objects are better for lower presentation rates and drop at a presentation rate of 8 Hz during rapid sequential visual presentation (Potter, 1975) . The hemodynamic correlates of this temporal limitation are found in higher stages of the ventral pathway (McKeeff, Remus, & Tong, 2007) . The response latency of the ventralpathway neurons is slower than that of the dorsalpathway neurons (Schmolesky et al., 1998) . Therefore, the differential temporal properties of MT-MST pathway and V4-IT pathway may explain the refreshrate dependent contributions of the correlation-based and match-based representations to depth perception.
An alternative possibility is that the decision mechanism directly reads out disparity information from the primary visual cortex. The disparity representations in V1 are diverse: about a half of the tested cells respond as predicted by the disparity-energy model, constituting a neural substrate of the correlation-based representation, while the other half respond with attenuated disparity modulation, possibly constituting a neural substrate of the match-based representation (Haefner & Cumming, 2008) . The former and latter groups of neurons might have transient and sustained temporal properties, respectively.
A patient with ventral-stream damage (patient DF) could not perform stereoscopic tasks with anticorrelated RDSs, just as control subjects could not perform those tasks (Read, Phillipson, Serrano-Pedraza, Milner, & Parker, 2010) . The results might appear to contradict our proposal based on the ventral and dorsal pathways, because without the ventral-stream contribution, the dorsal stream should govern stereoscopic perception and give rise to reversed depth for anticorrelated RDSs. However, we note that the reversed depth for anticorrelated RDSs is only perceived when the reference surface is binocularly correlated (Doi et al., 2011; . It will be interesting to examine how patients with ventral-pathway damage perform with our graded anticorrelation and correlated reference.
Role of temporal channels in stereoscopic depth perception
Temporal channels may play an important role in how the match-based and correlation-based representations are weighted according to the refresh rate. We suggest MT-MST and V4-IT pathways as likely neural substrates of the correlation-based and match-based representations, respectively. These pathways receive different inputs from early visual pathways in terms of temporal channels. Inputs to area MT predominantly originate from the magnocellular pathway (Maunsell, Nealey, & DePriest, 1990) , which has a transient, bandpass response property (De Valois et al., 2000) . The inputs to V4 originate from both magnocellular and parvocellular pathways (Ferrera, Nealey, & Maunsell, 1992) , suggesting that the V4-IT pathway inherits more sustained, low-pass response characteristics than the MT-MST pathway. Psychophysical studies have shown that both the transient and sustained channels contribute to stereopsis (Kontsevich & Tyler, 2000; Lee, Shioiri, & Yaguchi, 2007) . Our simulation showed that an increase in the refresh rate of our RDSs increases the responses that pass through the transient channel and decreases those that pass through the sustained channel ( Figure 2D ). Therefore, we suggest that both matchbased and correlation-based representations combine inputs from the two temporal channels, but the relative weight of the transient over sustained channels differs between the two representations. The transient channel, which prefers rapid pattern updates, may be the dominant input source for the correlation-based representation. The sustained channel, which prefers static images, may predominantly underlie the matchbased representation.
The transient nature of the correlation-based representation is consistent with a previous observation in our laboratory. Depth perception for anticorrelated RDSs is in the reversed direction at zero interocular delay but in the correct direction with an approximately 100 ms interocular delay . The mechanisms mediating reversed depth perception must have a biphasic, transient temporal property (Figure 2C, inset) . The present study suggests that the match-based representation has a different temporal property so that the relative influence of the two representations changes depending on the input temporal characteristics.
Match-based representation through a nonlinear pooling of local disparity energy
The performance for half-matched RDSs improved when spatially adjacent pairs were made between contrast-matched dots and between contrast-reversed dots (positive pairing; Figure 11A ). The performance decreased when the pairs were made between contrastmatched and contrast-reversed dots (negative pairing). The sign of pairing was indistinguishable in monocular vision ( Figure 8C ), suggesting that the performance change must be caused by the binocular process. The variability of locally defined binocular correlation was well correlated with behavioral performance ( Figure  11B) ; it increased for positive pairing and decreased for negative pairing ( Figure 10B ). This variability of local correlation causes the variability of energy model responses (Anzai et al., 1999; Qian & Zhu, 1997; Tanabe et al., 2005) . Our simulation showed that the variability of energy model responses signals disparity information (Figure 9 ). Taken together, we suggest that the performance for half-matched RDSs, a manifestation of the match-based representation, relies on the response variability of disparity energy units.
These results provide insight into the process that mediates match-based representation. First, the spatial scale should be fine in the initial disparity detection by energy mechanisms. In half-matched RDSs, contrastmatched dots and contrast-reversed dots are spatially intermingled. With a larger (frontoparallel) RF, the signals from these opposite types of dots are more likely to cancel out within the RF, limiting the ability to signal disparity information in response variability ( Figure 9E ). Indirect evidence supporting this notion is that the performance deteriorated with stimulus eccentricity (see subject MT's data in Figure 11A ; also compare the nonperfect performance from the other two subjects at 0% paired dots, tested at the eccentricity of 3.258, to the perfect performance at 50% match reported in Doi et al., 2011 , tested at the eccentricity of 3.008). Second, it is not sufficient to simply average the signals detected at the initial stage across space and/or time, because such an average gives only the baseline response that corresponds to the zero correlation of half-matched RDSs. Psychophysical performance should be at chance level regardless of the percentage of paired dots. To extract disparity information, a nonlinear process must operate on the disparity energies computed for a small visual area before those local signals are pooled. An example solution is the threshold nonlinearity that operates on the outputs of energy mechanisms (Lippert & Wagner, 2001 ). The threshold nonlinearity, followed by spatiotemporal pooling, can encode the width of the energy-model's response distribution. If the response distribution is wider, the threshold pooling should give a larger value. Thus, neurons that nonlinearly transform the responses of energy-model-like neurons would have a mean firing rate that varies with the disparity of half-matched RDSs, which qualifies as a neural substrate of the match-based representation ( Figure 1C , middle, red curve).
The same threshold mechanism is effective to reduce the disparity selectivity to anticorrelated RDSs of disparity energy units (Lippert & Wagner, 2001 ). This mechanism works only with the disparity tunings with an even-symmetric shape. It is an interesting coincidence that the even-symmetric tuning contributes to extracting useful disparity signals from variable responses to half-matched RDSs. The signals in the response variability were consistent with those in the response mean only when the disparity tuning had an even symmetric shape (Figure 9 ). The extension to the odd-symmetric tuning needs further combination of the energy-model units (Haefner & Cumming, 2008; Tanabe & Cumming, 2008) . Therefore, we suggest that the match-based representation is constructed through a nonlinear pooling of the disparity energies computed with a fine spatial scale, although this view should be considered tentatively due to mixed support from physiological studies (Tanabe & Cumming, 2008; Tanabe, Haefner, & Cumming, 2011) .
From the results of our experiments, we suggest that a temporally sustained and spatially fine process contributes to match-based stereoscopic depth. Energymodel-like neurons in the primary visual cortex with sustained properties may send their outputs to the V4-IT pathway to compute binocular matching. Small RFs should be advantageous to represent disparity information in the form of response variability when correlated and anticorrelated dots are spatially intermingled. This information can be read out by nonlinearity that comes before pooling. In contrast, a more transient process contributes to correlation-based stereoscopic depth. Energy-model-like neurons with transient properties may rapidly pass the signals to the MT-MST pathway without further nonlinear refinement of the signals.
Can a single temporal channel or a single disparity representation explain our data?
We propose above that our data can be explained by considering both sustained and transient channels as well as correlation-based and match-based representations. Here, we discuss alternative explanations based on a single temporal channel or a single disparity mechanism. First, the observed performance with halfmatched RDSs suggests a process such as a sustained channel the disparity-energy model an additional nonlinearity decision circuit (Figure 12 , red pathway). If the outputs of the energy-model units are passed onto the decision circuit without undergoing a nonlinear transformation, the disparity information in the response variability would be lost, resulting in chance-level performance. Thus, the nonlinearity should come after the energy model. If the dominant input source to the energy model is the transient channel, the response variability of the energy model and the percent correct of near/far decision would increase as the pattern refresh rate is increased as opposed to what was found with the experimental data ( Figure 5B ). Thus, the dominant input source should be a sustained channel. Second, the reversed depth with 0%-match RDSs suggests another process such as a transient channel the energy model decision circuit (Figure 12 , blue pathway). If the process has the nonlinearity after the energy model, the reversed disparity tuning should be attenuated (Lippert & Wagner, 2001) , resulting in an only weak reversed depth perception. Moreover, feeding the transientchannel output into the nonlinear pathway (the energy model followed by a nonlinearity) cannot explain the data with 50%-match RDSs as discussed above. Thus, this process should not have an additional nonlinearity after the energy model. If the dominant input source is a sustained channel, the reversed depth perception should become stronger as the refresh rate is decreased, as opposed to what we observed ( Figure 5C ). Overall, we speculate that sustained and transient temporal channels feed inputs differently to a correlation-based representation, which is mediated by the pure disparityenergy mechanism, and a match-based representation, which is mediated possibly by the energy mechanism followed by nonlinear signal transformation.
Conclusion
We identified a new property of the disparity representations underlying stereopsis. When the refresh rate of visual patterns was increased, the contribution of a correlation-based representation increased, while that of a match-based representation decreased. This refresh-rate dependent switching may be consistent with the following model: Both correlation-based and match-based representations combine the transient and sustained temporal channels for luminance modulation, but the relative weight of the two channels differs between the two representations. The relative weight of the transient channel is larger for the correlation-based representation than for the match-based representation. We further suggest that the match-based representation exploits the response variability of fine-scale disparity-energy units, which has the capacity to signal disparity information. The match-based representation may involve a nonlinear mechanism for reading out the disparity energy signals, a process not needed for the correlation-based representation. Therefore, the stereoscopic system derives depth information using a simple, correlation-based representation with transient temporal properties and a more complex, match-based representation with sustained properties. The parallel mechanism in the stereoscopic domain may represent an instance of a general strategy by which the primate visual system processes sensory inputs efficiently (Nassi & Callaway, 2009 
