In this paper, we show that a non-local operator of certain type extends to the generator of a strong Markov process, admitting the transition probability density. For this transition probability density we construct the intrinsic upper and lower bounds, and prove some smoothness properties. Some examples are provided.
single-kernel estimate g t (x, y) ≤ Cρ t f(ρ t (y − x)), ( . ) unless µ(du) satis es additional regularity assumptions; here ρ : ( , ] → ( , ∞) is some "scaling function", and f ∈ L (ℝ), see [ ]. Instead, we have the upper estimate in the form of the convolution of a single kernel and a nite measure, see ( . ) . This requires the deep modi cation of the parametrix method, presented in [ ]. Note that the justi cation procedure, i.e., the procedure, which shows that p t (x, y) is indeed the fundamental solution to the Cauchy problem for ∂ t − L(x, D) , cannot be performed in the same way as in [ ] because of the singularity of higher order with respect to the time variable of the zero order approximation for p t (x, y).
On the second step we associate with the constructed kernel a Markov process. We show that p t (x, y) is the transition probability density of some Markov process, and the restriction of the respective generator to C ∞ (ℝ) coincides with L (x, D) . For this we use the method, described in [ ] for the operator a(x)(−∆) −α/ + b(x)∇, < α < , and further developed in [ ], which relies on the notion of the approximative fundamental solution.
Finally, we show that the Markov process obtained before coincides with the process whose generator A is the C ∞ -closure of L (x, D) . For this we incorporate the properties of the time derivatives of the approximative fundamental solutions. We show that (a) the martingale problem for (L(x, D), C ∞ (ℝ n )) is well posed and the process, constructed in the previous two steps, is its unique solution, (b) the kernel p t (x, y) belongs to the domain D(A) of the generator A, and it the solution to the Cauchy problem for ∂ t − A.
In what follows, we assume that
where
and the operator L(x, D) is some lower order perturbation of L(D), i.e.,
where the function m(x, u) is non-negative and bounded from above by c( ∧ |u| ε ), c, ε > . Here µ is a Lévy measure, i.e. ∫ ℝ ( ∧ u )µ(du) < ∞; in addition we assume µ to be symmetric. We emphasize that the list of our assumptions on µ and m (x, u) contains neither the conditions on smoothness of the Lévy measure µ, corresponding to L(D), nor the condition that µ(du) is comparable to an α-stable Lévy measure c α |u| − −α du. In particular, in Section we provide (a) an example in which for a discrete Lévy measure µ one can construct the fundamental solution to the respective Cauchy problem, and write the estimates for this solution in a rather compact form, (b) an example in which the characteristic exponent q(ξ) related to µ has oscillations, but still our method is applicable. The paper is organized as follows. In Section , we outline our method and present the main results. Proofs are given in Section , and . In Section , we consider several examples which illustrate our results.
Settings and the main result . Outline of the method
To nd the candidate for being the fundamental solution to ∂ t − L(x, D), we use the parametrix method. We involve the properties of the fundamental solution corresponding to the constant-coe cient operator, de ned by ( . ) . It is known (see, for example, [ ]) that the operator (L(D), C ∞ (ℝ)) extends to the generator of a convolution semigroup of probability measures, which gives rise to a Lévy process Z t . The characteristic function of this process is e iξZ t = e −tq(ξ) , t > , ξ ∈ ℝ,
where the function q(ξ) admits the Lévy-Khinchin representation q(ξ) = ℝ ( − cos(ξu))µ(du).
In [ ], it is shown that under assumption A (see below) this process admits the transition probability density, which can be written as
Put
Following the classical approach presented in [ ], see also [ ], we are looking for the fundamental solution
where the function Ψ :
Observe that since
we get the following equation for Ψ t (x, y):
provided that the series converge. Thus, to justify representation ( . ) we need to show that the convolutions Φ ⊛k are well de ned, and the series ( . ) converges.
On the second step we introduce the auxiliary object p t,ε (x, y) which we call the approximative fundamental solution, which is a certain approximation of p t (x, y) . This object is used to develop a version of the positive maximum principle (see [ , p. ] , [ , Corollary . . ] for the classical version), and show that the constructed kernel p t (x, y) is the transition probability density of a Markov process, which is the solution to the martingale problem for (L(x, D), C ∞ (ℝ)).
Finally, we study the uniqueness problem for the constructed process. Using the properties of p t,ε (x, y) and its time derivatives, we show that the generator A of the respective semigroup coincides with L(x, D) on C ∞ (ℝ), and that the C ∞ -closure of L(x, D) coincides with A. Consequently, we get the uniqueness of the process in the martingale problem. Also, we show that p t ( ⋅ , y) ∈ D(A) for any xed y, and that p t (x, y) is the fundamental solution to the Cauchy problem for ∂ t − A.
. Overview of the problem
Let us brie y recall the background of the problem of getting the transition density estimates for Markov processes and their applications.
The approach we are going to implement relies on the parametrix method, see [ ] for the description of the classical parametrix method for parabolic systems. Later on this method was extended in [ , , , ] to equations with pseudo-di erential operators; see also the reference list and an extensive overview in the monograph [ ]. See also [ ], which relies on the results from [ ], for the re ned bounds for the constructed fundamental solution, and the martingale problem approach for the justi cation procedure. In [ ], the case of the fractional Laplacian perturbed by a gradient is treated; in the justi cation procedure it is shown that the integro-di erential operator is the weak generator of the respective semigroup. In [ ], the case of singular perturbation of the fractional Laplacian is considered; see also [ ] for another di erent approach, which relies on [ ]. We refer to [ ] and [ ] for the parametrix construction of the transition probability density of the process which is the weak solution to the SDE driven by a symmetric α-stable process with a drift. In [ , , ] , the gradient perturbation of an α-stable like operator with < α < is investigated.
Another approach to study the fundamental solution to the respective Cauchy problem involves a version of the parametrix method, which relies on the Hilbert space technique and the symbolic calculus. Such an approach is developed in [ , , , , , ] , and further extended to evolution equations in [ , ] . In such a way, one can construct the fundamental solution and show that it belongs to a certain symbolic class, but sofar this method does not give a way to construct explicit estimates for the solution.
One can also investigate the question of existence and properties of the transition probability density of a Markov process using the Dirichlet forms approach. Starting with a symmetric regular Dirichlet form and making the assumptions about the absolute continuity of its kernel, one can show that the transition probability density of the respective Markov process exists and satis es certain upper and lower estimates, see [ , , -] ; of course, this list is far from being complete. In this case, the justi cation procedure is in fact hidden in the construction itself: one has to assume that the Dirichlet form under consideration is regular.
. Main results
Let
One can show that q L and q U satisfy the inequalities
In what follows, we assume that q(ξ) or, equivalently, the symmetric Lévy measure µ related to q(ξ) by ( . ), satis es Assumption A given below.
Assumption A . There exists some β > such that q U (ξ) ≤ βq L (ξ) for large |ξ|.
For example, for a symmetric α-stable Lévy measure µ(du) := c(α)|u| − −α du, α ∈ ( , ), Assumption A holds true with β = α . For this reason we introduce the new index
where β > is the parameter from Assumption A . Assumption A implies that q(ξ) has power growth for |ξ| large enough, see [ ]:
Note that the converse is not true: the power growth type condition ( . ) does not imply Assumption A ; see [ ] for the detailed discussion. Suppose that the function m(x, u) from representation ( . ) satis es the assumptions below.
Assumption A . The function m(x, u) ≥ is symmetric with respect to u for any x ∈ ℝ.
From now we assume that ε > in Assumption A is small enough, in particular,
For example, ( . ) is satis ed when < ε < α. Below we state the rst main result of our paper.
Theorem . . Suppose that Assumptions A -A are satis ed. Then the function p t (x, y) introduced in equations ( . )-( . ) is well de ned for t ∈ ( , ], x, y ∈ ℝ.
Remark . . We make the following remarks. (a) If Assumption ( . ) fails, the situation is even simpler. Heuristically, in this case the total intensity of the perturbation is nite. We investigate this situation in Appendix B. (b) By Assumptions A and A , the measure µ(dy) dominates m(x, u)µ(du), implying that the operator L(x, D) is a lower order perturbation of L(D). (c) The symmetry assumption imposed on the function m(x, u) and on the measure µ(du) is purely technical, and is introduced in order to make the presentation as transparent as possible. For a further investigation we refer to [ ], where a more general kernel is considered.
By the theorem on continuity with respect to a parameter, the functions q U (ξ) and q U (ξ)/ξ are continuous, respectively, on [− , ] and ℝ\[− , ], which implies that q U (ξ) is continuous on ℝ. Further, (q U ) ὔ (ξ) = ξ q L (ξ) in the a.e. sense, and by Assumption A we have q L (ξ) > for all ξ large enough. Therefore, the function q U (ξ) is strictly increasing on [a, ∞), where a > is some constant. Thus, the function
is correctly de ned; here (q U ) − is the inverse of q U .
Observe that by ( . ) we have
Denote by σ ∈ [α, ] the minimal value for which there exists some c > such that
This estimate is equivalent to the following upper bound on the growth of the characteristic exponent: there exists some c > such that q(ξ) ≤ c|ξ| σ for large |ξ|.
where d i , i = , , , , are some positive constants. In Proposition . , we state the continuity and smoothness properties of the constructed function p t (x, y) and provide the respective upper bounds. Note that by Theorem . the function p t (x, y) is well de ned on ( , T] × ℝ × ℝ, for any < T < ∞.
Proposition . . The following statements hold.
where f up is a function of the form ( . ) with constantsd ,d .
Proposition . enables us to transfer the continuity and smoothness properties from p t (x, y) to the operator
is continuously di erentiable, and its derivative is given by
Below we present the second main result of the paper.
Theorem . . Under the conditions of Theorem . , the statements below hold true.
(I) The family of operators (T t ) t≥ de ned in ( . ) forms a strongly continuous conservative semigroup on C ∞ (ℝ), which corresponds to a (strong) Feller Markov process X. (II) The process X is a solution to the martingale problem
Consequently, the martingale problem ( . ) is well posed, and the process X is uniquely determined as its unique solution. (IV) The function p t (x, y) belongs to the domain of A, and is the fundamental solution to the Cauchy problem for the operator ∂ t − A.
Finally, we state the on-diagonal and lower bounds for p t (x, y).
( ) There exist constants c , c > such that
where f low is of the form ( . ) with constants d , d .
In the theorem below, we show that under the assumption that the tails of the (re-scaled) measure µ are dominated by the tails of some distribution, one can obtain the upper and lower estimates on p t (x, y) in a rather simple form.
h(x) = for all y > . Theorem . . Assume that the conditions of Theorem . hold true, and < ε < α from Assumption A is xed. Suppose that one of the conditions below is satis ed:
( . ) (II) The Lévy measure µ admits a density π(u), and there exists a probability density
In addition, assume that the function
Then the function p t (x, y), given by ( . ), is well de ned, and for all t ∈ ( , ], x, y ∈ ℝ, the following estimate holds true:
where h ε (x) = x ε h(x), and σ is de ned prior to ( . ).
Remark . . Intuitively, Theorem . represents the cases in which it is possible to construct the "bell-like" estimate (cf. ( . )) for the transition probability density p t (x, y). In Section , we provide some examples which illustrate the above theorems. At the same time, we emphasize that although the bell-like estimate is more explicit than the compound kernel estimate proved in ( . ), the latter is more accurate, and re ects the true structure of the impact of the Lévy measure.
Construction of the parametrix series. Proofs of Theorems . and .
.
Generic calculation
In this subsection, we state the results which are crucial for the proofs of Theorem . and Theorem . . Let g t (x) be a function of the form
where c > is some constant. Let also
where h is de ned in ( . ).
Suppose that we know already that Φ t (x, y) satis es the upper bounds given below; the proof will be given in Section . . (i) Under the conditions of Theorem . ,
the function g t is of the form ( . ) with some constant c > , and {G t (du) : t ≥ } is some family of sub-probability measures. (ii) Under the conditions of Theorem ( . ),
where C > , δ ∈ ( , ) are some constant, and g t is of the form ( . ) with some constant c > .
The key ingredient in the proof of the upper bounds on the convolutions Φ ⊛k t (x, y) is provided by the convolution property of the functionsg t and h t,ε , respectively.
Fix now the constant c > in the de nition of g t in ( . ), and put
Lemma . . The following statements hold.
(i) For any θ ∈ ( , ) one has
We postpone the proof till Appendix C.
(a) Suppose that the estimate ( . ) holds true. Then
where g
C > is the constant from ( . ), C > , and the family of sub-probability measures {G (k)
where C k is given by ( . ), in which now the constant C > comes from ( . ) .
Proof. (a) We use induction. Under ( . ) and ( . ) we have
where in the last line we used the monotonicity of g t (x) in x. Using Lemma . we get
where C > is some constant, and θ k ∈ ( , θ k− ). Therefore, making the change of variables, we derive
By induction, we obtain the expression for C k as in ( . ).
The term I can be estimated in the same way as in part (a) of the lemma. Namely, by Lemma . we get
where θ k ∈ ( , θ k− ). Using Lemma . (ii) we get
Next we estimate I , the estimate for I can be obtained in the same way.
Let us estimate the inner integral in I . Suppose rst that < s < t . We use similar argument as in the proof of Lemma . (ii). Suppose that |x − y − z| > |x − y|. Then
where for the last inequality we used assumptions (a) 
On the other hand, if ρ s |x| < , then ρ t |x| < , implying
Substituting the above estimates in I , we get
Thus, we obtain δ) . By induction, we can write C k as in ( . ).
Note that the estimates ( . ) and ( . ) are still not su cient for proving the convergence of the series ∑ ∞ k= Φ t (x, y), because constants C k depend on k in a rather complicated way. For example, if we chose
it can be shown that C k → ∞ as k → ∞. In order to overcome this problem, let us look more closely on the right-hand side of ( . ) and ( . ), respectively. Take k := n αδ + .
For such a k we have t k δ ρ t ≤ c for all t ∈ [ , ]. Then
where ζ = cθ k , and
Therefore, we obtain the following lemma.
Lemma . . Let k be given by ( . ). (I) Under the conditions of Theorem . ,
where C(k ) > is some constant, the family of sub-probability measures {G (k)
where M > is given by ( . ), and C > is the constant appearing in ( . ). (II) Under the conditions of Theorem . ,
where D ℓ is given by ( . ) with
and C > is the constant, appearing in ( . ).
Proof. The proof is obtained by induction in the same manner as the proof of Lemma . ; we only need to use the inequalities
, where the constant M is given by ( . ) or ( . ), respectively. We omit the details.
. Estimation of Φ t (x, y)
In this subsection, we derive the upper bound on Φ t (x, y) under the conditions of Theorem . and . , respectively.
and de ne the measure
Note that Λ t (ℝ) ≤ tq U (ρ t ) = .
For some < ε < α de ne
Here c > is the normalizing constant, chosen in such a way that G t (ℝ) ≤ for all t ∈ [ , ].
Lemma . . Under the conditions of Theorem . we have
where C > is some constant, g t is of the form ( . ) with some constant c > , {G t (du) : t ≥ } is the family of sub-probability measures, given by ( . ), and η = ε σ .
Lemma . . Under the conditions of Theorem . , we have
where C > is some constant, η = ε σ , and g t is of the form ( . ) with some constant c > .
The proof relies on a few auxiliary statement from [ ], which we give below.
De ne
Lemma . ([ ]) . Suppose that the measure µ satis es Assumption A . Then the assertions below hold true.
(a) The Lévy process Z t related to µ by ( . )-( . ) admits the transition probability density ( . ), which belongs with respect to x to C k ∞ (ℝ), k ≥ , and the derivatives satisfy
Here f t is the function of the form ( . ), f up is of the form ( . ) with constants A k and a k in place of d and d , respectively. (b) The following lower bound holds true:
Here f low is the function of the form ( . ) with some constants d , d > .
One can construct more explicit (but not necessarily more precise) estimates on the derivatives at the price of more restrictive assumptions on the Lévy measure. Recall the de nition of a sub-exponential probability measure and a sub-exponential probability density.
De nition . . A distribution function
We refer to [ ] and [ ] for the basic properties of sub-exponential distribution functions and distribution densities.
We quote the result from [ ] on the upper estimates on the transition probability density p t (x) of Z under the assumption of sub-exponentiality of the tails of the Lévy measure. In our notation, this statement reads as follows.
Lemma . . Suppose that one of the conditions below hold true:
(i) There exists a sub-exponential distribution function G on [ , ∞) such that the measure µ(du) satis es tµ({u :
The measure µ(du) possesses a density π(u) with respect to the Lebesgue measure, and there exists a sub-
where the function h is de ned in ( . ), and f up is of the form ( . ) with some constant a k in place of d and d = .
The proof relies on Lemma . and on the rst statement of Lemma . . First we estimate J . Due to the symmetry of the measure µ and the symmetry of m (x, u) in u, we can write J as
Using the Taylor expansion with the remaining term in the integral form, we get
Let us estimate Θ (u, t, x) . For simplicity, we assume that u > , the case u < is analogous. Using Lemma . to estimate ∂ ∂v p y (x + v, y) and performing the change of variables, we get
Note that in J we integrate in u over the domain {u : |uρ t | ≤ }. Let us show that there exist some c > and ϑ ∈ ( , ), independent of y, such that for all V ∈ [ , ] , which implies ( . ). Thus, for all y ∈ ℝ we have ( . ) with c and ϑ as above. Using ( . ) for the estimation of the right-hand side of ( . ), we get for all u such that |uρ t | ≤ the estimate
where g t,ϑ (x) is de ned in ( . ), and ϑ ∈ ( , ) comes from ( . ). To complete the estimation of J it remains to estimate the integral ρ t ∫ |ρ t u|≤ |u| +ε µ(du). We have
where for the last ≤ we used that q U (ρ t ) = t . Let η := ε σ , where σ is de ned prior to ( . ); then tρ ε t ≤ c t − +η . Thus, from the above calculations, we obtain
Let us estimate J . Recall the measure χ t,ε (du) de ned in ( . ). Let us show that χ t,ε (ℝ) ≤ c < ∞ for all t ∈ [ , ] . By our assumption that < ε < α, we have
Note that since (q U (s)) ὔ = s − q L (s) in the a.e. sense, we have by the l'Hospital rule
which proves our claim that χ t,ε (ℝ) ≤ c < ∞ for all t ∈ ( , ]. Thus, we have
Thus, we arrive at ( . ) with η = ε σ , some constant C > , function g t of the form ( . ), and G t (dw) given by ( . ).
Proof of Lemma . . The proof relies on Lemma . . Observe that under the conditions on the function h posed in the theorem, the distribution function G (resp., the distribution density g) is sub-exponential. Indeed, condition (i) from De nition . is clearly satis ed; for (ii) we have by (i) and the dominated convergence theorem
when condition (I) of Theorem . holds true, and
in the case when condition (II) of Theorem . holds true; in the second line of the last display we used the change of variables. Note that since h ε (x) ≡ x ε h(x) is monotone decreasing,
are, respectively, the distribution function and the distribution density; here c ε > is the normalizing constant.
Observe, that the function χ t,ε de ned in ( . ) satis es
Indeed, suppose rst that v ≥ ρ t . Then by ( . ) and ( . ) we have
Similarly, for v ≤ ρ t we have
where in the second line from below we used that h ε (x) is decreasing. Therefore, by the sub-exponentiality of h (and, hence, of h ε ) we derive in both cases (I) and (II)
Thus, under the assumptions of the theorem, we can rewrite the estimate obtained in Lemma . as
where η = ε σ .
. Proof of Theorem .
By Lemma . and Lemma . (a), we get
the family of sub-probability measures {G (k) t : t > , k ≥ } is given by ( . ), and c ∈ ( , ) is some constant. Since G (k) t ( ⋅ ), k ≥ , are the sub-probability measures, we have
Thus, the series Ψ t (x, y) = ∑ ∞ k= Φ ⊛k t (x, y) converges for any t > , x, y ∈ ℝ, uniformly on compact subsets. Proceeding in the same way as above, we get
for some χ ∈ ( , ζ), whereΠ
is the sub-probability measure for any t ∈ [ , ]; here C is the normalizing constant. Thus, expression ( . ) is well de ned.
By Lemma . and Lemma . (b), we get
which together with the estimate on p t (x, y) given by Lemma . gives ( . ).
Continuity and smoothness properties: Proof of Propositions . and .
Proof statements ( ) and ( ) of Proposition . . ( ) Note that by ( . ) and the theorem on continuity with respect to parameters the function p t (x) is continuous in (t, x) ⊂ ( , ∞) × ℝ. Note that we can rewrite (p ⊛ Ψ) t (x, y) as
Recall that by Lemma . we have |p t (x, y)| ≤ (g t * P t )(x − y). Then, by this estimate and ( . ) we derive for < s ≤ t (cf. the proof of Theorem . )
where we used that f up (x) ≤ d , and for t ≥ t > the function ρ t is bounded by a constant, depending on t . Analogous calculation for t < s ≤ t gives the same upper estimate. Therefore,
with the right-hand side integrable on [ , t] × ℝ. Thus, by the theorem on continuity with respect to parameters, (p t ⊛ Ψ) t (x, y) is jointly continuous in (t, x, y) on [t , ∞) × ℝ × ℝ.
( ) The proof of ( . ) is contained essentially in the proof of Theorem . . Namely, using representation ( . ), the estimate for p t (x, y) which follows from Lemma . , and ( . ), we get
for all t ∈ ( , ], x, y ∈ ℝ, χ ∈ ( , ζ) (cf. ( . )), and the probability measure
Here c > is the normalizing constant such that Q t (ℝ) ≤ for all t ∈ [ , ] .
Note that in the procedure described above < χ < can be chosen arbitrarily close to .
For the proof of statements ( ) and ( ) of Proposition . we need some auxiliary statements. Let
where P t (dw) is de ned in ( . ).
Lemma . . The function p t (x, y) is di erentiable with respect to t, the derivative ∂ t p t (x, y) is continuous in (t, x, y) ∈ ( , ∞) × ℝ × ℝ, and for all k ≥ we have
The proof of this lemma can be obtained by modifying the proof of the upper estimate for p t (x, y) (cf. ( . )), see [ ]. In order to make the paper self-contained, we give the proof in Appendix A.
Proof of Proposition . . ( ) The proof of continuity of T t f follows by the same argument as the proof of the rst statement in Proposition . . To prove that T t f(x) vanishes as |x| → ∞, observe that p t (x, y) → as |x| → ∞,
(see ( . )), and for every t > , sup x y: |y−x|>R
Then statement ( ) follows from the above relations. ( ) Note that for any
Since by the very de nition of p t (x, y) we have
we get statement ( ) of the proposition. ( ) Statement ( ) follows from the respective statement ( ) of Proposition . .
Justi cation procedure. Proof of Theorem .
Our approach follows the same line as that of the proof of the justi cation procedure presented in [ ] and the forthcoming paper [ ], in which we extend this method to the case of a more general operator. Nevertheless, in order to make the paper self-contained and to simplify the reading, we give below the outline of this proof, skipping some easy but lengthy calculations. The proof is based on the properties of the approximative fundamental solution. Denote for ε > ,
The function p t,ε (x, y) provides a smooth approximation for p t (x, y) in the following sense.
Lemma . . Let p t,ε (x, y) be the function de ned by ( . ). The statements below hold true.
(i) For any ε > the function p t,ε (x, y) is continuously di erentiable in t, and p t,ε ( ⋅ , y) ∈ C ∞ (ℝ).
(ii) One has p t,ε (x, y) → p t (x, y) as ε → , uniformly on compact subsets of ( , ∞) × ℝ × ℝ.
(iii) For any ε > and f ∈ C ∞ (ℝ), the function ∫ ℝ p t,ε (x, y)f(y)dy is continuously di erentiable in t and belongs to the class C ∞ (ℝ) with respect to x. Observe that L(x, D)p t,ε (x, y) is well de ned due to statement ( ) in Lemma . .
Lemma .
. For any f ∈ C ∞ (ℝ) we have:
uniformly with respect to (t, x) ∈ [τ, T] × ℝ for any τ > , T > τ,
uniformly with respect to (t, x) ∈ [τ, T] × ℝ for any τ > , T > τ, and
uniformly with respect to x ∈ ℝ.
The proof of the above statements repeats the arguments of [ , Lemma . ] , with the necessary modi cations provided by the upper estimate for p t (x, y) (cf. ( . )), the upper bound for Ψ (cf. ( . )), their derivatives (cf. Lemmas . and . ), and Propositions . and . .
Lemmas . and . allow us to prove the following statement.
Lemma . . The kernel p t (x, y) is non-negative, possesses the semigroup property, and for any f ∈ C ∞ (ℝ) one has
where h f (x) := Lf(x), which is well de ned for f ∈ C ∞ (ℝ).
Proof. We show that p t (x, y) is non-negative; the proofs of the semigroup property and of ( . ) are analogous, and we refer to [ ] for details. Since p t (x, y) is continuous in (t, x, y), it is enough to show that 
Observe, that since the convergence in ( . ) is uniform, all points x ε , ε ∈ ( , ε τ,T ), belong to some compact set K(τ, T, f), and by ( . ) for ε ∈ ( , ε τ,T ∧ ε ) we have
implying t ε > τ. Take ε ∈ ( , ε τ,T ∧ ε ); since the minimum in ( . ) with respect to (t, x) ∈ [τ, T] × ℝ is attained at some point (t ε , x ε ) ∈ (τ, T] ∈ ℝ, we conclude that ℝ ∂ tpt,ε (x, y)f(y)dy| (t ε ,x ε ) ≤ (the inequality may appear if t ε = T), and since L possesses the positive maximum principle,
L x
ℝp t,ε (x, y)f(y)dy| (t ε ,x ε ) = ℝ L xpt,ε (x, y)f(y)dy| (t ε ,x ε ) ≥ .
Thus,
On the other hand, by ( . ) we have
uniformly with respect to t ∈ [τ, T] and x in any compact set K. Taking K equal to K(τ, T, f), which contains all x ε with small ε, we get a contradiction to ( . ). 
Proof of statements
Indeed, take f ∈ C ∞ (ℝ) such that f ≡ on the unit ball in ℝ, and put f k (x) = f(k − x). Then ( . ) follows by the dominated convergence theorem. Thus, by ( . ), positivity of p t (x, y) and Proposition . , (T t ) t≥ is the positive strongly continuous contraction conservative semigroup on C ∞ (ℝ), where by T we understand the identity operator. By continuity of the kernel p t (x, y), see Proposition . , the respective Markov process X is strong Feller.
where q t (ξ) := |uρ t |≤ ( − cos(ξu))µ(du), p t (x) := F − (q t ( ⋅ )e −tq t ( ⋅ ) )(x), p t (x) := F − (e −tq t ( ⋅ ) )(x), and P t (dw) = F − (e −t(q( ⋅ )−q t ( ⋅ )) )(dw), which coincides with the de nition of P t (dw) given in ( . ). The estimate for p t,k (x) was obtained in [ ]:
where g t is of the from ( . ) with some constant c > . Therefore,
Note that (Λ t * P t )(ℝ) ≤ C for all t ∈ [ , ]. Let us estimatep t (x). Note that the function q t (ξ) can be extended to the complex plane with respect to ξ , and q t (y + iη) = |uρ t |≤ ( − cosh(ηu) cos(yu))µ(du).
Applying the Cauchy Theorem, we have (see [ ] for details) I (t, x) = ( π) − ℝ (−iy + η) k q t (y + iη)e ηx−ixy−tq t (y+iη) dy.
Observe also that q t (y + iη) is real-valued, and q t (y + iη) ≥ q t (y) + q t (iη). Note that tq t (y) ≥ tq(y) − t |uρ t |> ( − cos(yu))µ(du) ≥ tq(y) − c .
Since the Lévy measure µ is symmetric, we have where in the last line we used the obvious inequality q t (ξ) ≤ q(ξ). The expression in the last line can be estimated from above in the same way as in [ , Lemma . ] :
where g t is the same as above in the proof, and θ ∈ ( , ). Summarizing the estimates for I (t, x) and I (t, x), we derive the statement of Lemma . .
