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The Efficient Market Hypothesis Re-visited: New 
Evidence from 100 US Firms 
ABSTRACT 
In this paper, we test the efficient market hypothesis for 100 US firms listed 
on the New York Stock Exchange. To test the unit root null hypothesis, we 
develop a generalized autoregressive heteroskedasticity (GARCH) model that 
not only caters for the GARCH errors but also allows for two endogenous 
structural breaks in the data series. We study the size and power properties of 
the  proposed  GARCH  structural  break  unit  root  test  and  find  that  it 
statistically performs well in finite samples. We find that only 22% of firms 
have a stationary stock price series.  
 
Keywords:  Efficient  Market  Hypothesis;  GARCH;  Unit  Root;  Structural 
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1.  INTRODUCTION 
The  efficient  market  hypothesis  (EMH)  is  one  of  the  traditional 
hypotheses in financial economics, owing to the work of Samuelson (1965) who 
proposed that stock prices should follow a random walk. The implication of 
Samuelson’s proposal was that stock returns should be entirely unpredictable 
due to investors’ arbitrage motives.   
The  EMH  has  attracted  a  substantial  interest,  with  voluminous 
empirical  applications.  Our  interest  in  this  paper  is  on  the  EMH  for  two 
specific reasons. The first reason is that despite the plethora of studies on the 
EMH, none of the studies have examined the hypothesis at the micro level; 
that  is,  for  stock  prices  of  firms  separately.  In  other  words,  all  empirical 
applications  are  either  on  aggregate  stock  prices  (indices)  or  on  panels  of 
firms. This is the main research gap in the extant literature. The motivation 
for a micro-level test of the EMH is explained in the next section. The second 
reason is methodological, in that, in financial economics, it has been shown 
that daily data suffers from heteroskedasticity. It is, therefore, important to 
account  for  heteroskedasticity.  A  second  issue  with  time  series  data,  well 
established  in  the  time  series  applied  econometrics  literature,  is  that  data 
tends  to  suffer  from  structural  breaks.  Hence,  we  model  both 
heteroskedasticity and structural breaks simultaneously. Subsequently, this is 
the first study to do this. 
To  test  for  the  unit  root  null  hypothesis,  following  the  Nelson  and 
Plosser (1982) findings, a wide range of structural break unit root tests have 
been  developed.  These  tests  can  be  categorized  into  those  that  treat  the 
structural breaks as exogenous and those that treat the structural breaks as 4 
 
endogenous.  The  exogenous  break  tests  include  those  proposed  by  Perron 
(1989), while the endogenous class of tests include those from Lumsdaine and 
Papell  (1997),  Lee  and  Strazizich  (2003),  Sen  (2003),  and  Perron  and 
Vogelsand (1992). A key feature of these tests is that they are based on linear 
models, i.e. they assume independent and identically distributed (iid) errors. 
Fittingly, Kim and Schmidt (1993a) show that Dickey-Fuller test tends to 
reject the unit root null hypothesis too often in the presence of conditional 
heteroskedasticity. 
The aim of this paper is to examine the EMH for US firms. This is the 
first paper to do this. We consider, from the New York Stock Exchange, the 
top-50 firms and the bottom-50 firms. These firms are categorized based on 
market capitalization. The data series is daily covering the period 2 January 
1998 to 31 December 2008. Subsequently, this is the first contribution of this 
paper. The second contribution, motivated by the limiting theory for unit root 
processes with GARCH disturbances developed by Ling and Li (1998, 2003), 
Seo (1999) and Gospodinov (2008), is that we propose a GARCH (1,1)-unit 
root  model  that  is  flexible  to  accommodate  two  endogenous  structural 
changes. 
The  balance  of  the  paper  is  organized  as  follows.  In  section  2,  we 
describe the literature on the EMH and derive the main motivations for our 
study. In section 3, we present the econometric model and discuss the results. 
In the final section, we provide some concluding remarks. 
 
   5 
 
2.  LITERATURE AND MOTIVATION 
There are two motivations for the current paper. The first motivation 
is empirical and has roots in the literature that has tested the EMH. The 
literature on the EMH has followed two strands. The first strand (see, inter 
alia,  DeBondt  and  Thaler,  1985,  1987;  Zarowin,  1990)  relates  to  the  early 
literature on this subject and is based on a panel data –a panel of firms—
analysis. These studies essentially test the return reversal behaviour of stock 
prices. This amounts to testing whether the prior period’s worst stock return 
performers  (losers)  outperformed  the  prior  period’s  best  return  performers 
(winners) in the subsequent period. These studies can be considered as short-
horizon  based  analysis  of  the  EMH.  The  second  strand  of  the  literature 
considers the EMH over long horizons based on time series data (see, inter 
alia, Fama and French, 1988; Poterba and Summers, 1988; Richards, 1995, 
1997; Chaudhuri and Wu, 2003; Zhong et al., 2003) or panel data (see Balvers 
et al. 2000); for a nonlinear mean reversion of stock prices, see Bali  et al. 
(2008).  
There are three distinctive features of this literature. First, there is no 
consensus on mean reversion. Some studies have found mean reversion, while 
others have rejected the mean reversion hypothesis.  The more recent studies 
on mean reversion in stock prices, such as Balvers et al. (2000) based on panel 
data and Chaudhuri and Wu (2003) based on time series structural break unit 
root  tests,  find  overwhelming  evidence  of  mean  reversion,  however.  The 
second  feature  is  that,  while  a  range  of  applications  on  mean  reversion  in 
stock prices are available, none of the studies have considered mean reversion 
in individual firm stock prices based on time series data. The third feature is 6 
 
that a wide range of econometric estimation techniques, ranging from simple 
cross-sectional regression models to sophisticated structural break unit root 
testing procedures have been applied, but none of the studies have considered 
a GARCH-based model. This is particularly important in light of the fact that 
daily data suffers from heteroskedasticity and  a GARCH model solves this 
statistical problem, which if unsolved can potentially bias the results on mean 
reversion; see Engle (1982) and Bollerslev (1986). 
From these features of the literature, the one gap that is obvious is: 
there are no studies that examine the EMH at the firm level using time series 
data. In other words, no studies examine the validity or otherwise of the EMH 
for firm-level stock price. We do so for the first time in this literature. Why is 
this investigation important? There are two reasons for this. First, the bulk of 
the research does not find evidence of EMH. Part of the reason for this may 
be related to the fact that aggregate stock market indices based tests for the 
EMH may be spurious because the aggregate stock market maybe driven by 
large firms. It follows that the non-stationary behavior of large firms, or small 
firms for that matter, are driving the results on the EMH at the aggregate 
level.  
The second reason is that the aggregate stock price based studies on 
the  EMH  assume  that  firms  comprising  the  aggregate  stock  market  are 
homogenous. It is, however, not the case. Firms are heterogeneous. Firms are 
of different sizes and cost structures.  Hence, some firms, or the heterogeneity 
of  firms  may  be  contributing  to  the  results  on  the  EMH.  For  these  two 
reasons, it is essentially to test the EMH for each firm’s individually. As a 
result, we consider the unit root null hypothesis for 100 US firms. Moreover, 7 
 
we divide these 100 firms into top-50 firms and bottom-50 firms based on 
market capitalization.  
The second motivation is methodological in nature. It is now a stylized 
fact in financial economics at least that time series data are characterized by 
GARCH  errors.    The  main  source  of  this  heteroskedasticity  in  financial 
variables  is  volatility  breaks.  A  number  of  studies  have  confirmed  the 
existence of volatility breaks in time series variables; see, for instance, Busetti 
and Taylor (2003), Kim and Nelson (1999), Koop and Potter (2000). 
Equally importantly, structural breaks are a stylized fact of financial 
time  series,  as  demonstrated  in  the  work  of  Andreou  and  Ghysels  (2002), 
among others. The role of structural breaks and the fact that they contribute 
to  volatility  persistence  was  highlighted  in  the  work  of  Diebold  (1986). 
Following this suggestion, an initial attempt at allowing the constant term of 
the  conditional  variance  to  change  was  made  by  Lamoureux  and  Susmel 
(1994). 
As highlighted earlier, studies on structural break unit root tests are 
based on standard linear models, i.e. with iid innovations. This assumption is 
inappropriate for modeling unit roots if there is heteroskedasticity. Following 
this, some studies (see, inter alia, Phillips, 1987; Kim and Schmidt, 1993b; 
Seo, 1999; Ling and Li, 2003; Chan and Wei, 1988; Lucas, 1995; Herce, 1996; 
Phillips and Durlauf, 1986) have considered testing for unit roots with non-iid 
errors.  We  extend  this  branch  of  research  to  include  two  endogenous 
structural breaks based on a GARCH (1,1) process. Our extension is relevant 
in the case of testing the EMH based on daily data because Kim and Schmidt 
(1993a)  showed  that  the  Dickey  and  Fuller  test  is  sensitive  to 8 
 
heteroskedasticity  and  the  problem  is  compounded  when  the  ARCH  and 
GARCH parameters together approach unity. Ling et al. (2003) argue that 
the phenomena can be, to some extent, explained by the loss of efficiency of 
the least squares estimator. To give credence to this line of thought, Ling and 
Li  (1998)  derived  the  limiting  distribution  of  the  maximum  likelihood 
estimator  for  higher  order  GARCH  errors  and  proofed  that  it  was  more 
efficient compared to the least square estimator. In the work of Seo (1999), in 
addition, it is shown that when the unit root test is based on the maximum 
likelihood  estimation, which  estimates  the  autoregressive  unit  root  and  the 
GARCH parameters jointly, significant power gains are achieved.  
Based on this literature, we propose a model that not only allows for 
multiple endogenous structural breaks but also jointly estimates the AR and 
the  GARCH  parameters  based  on  the  maximum  likelihood  estimator. 
Essentially,  we  merge  two  branches  of  the  literature—the  endogenous 
structural break literature and the literature on efficient estimators for unit 
root tests—to arrive at a model that is novel for unit root testing. It follows 
that our proposed GARCH (1,1)-unit root test model with two endogenous 
structural  breaks  is  characterized  by  the  salient  features  of  the  broader 
literature on unit roots. 
 
3.   ECONOMETRIC MODEL AND 
EMPIRICAL FINDINGS 
3.1.   Data 9 
 
The  data  on  stock  prices  of  US  firms  is  from  the  New  York  Stock 
Exchange, obtained from the CRSP Database. The data is daily and for the 
period 1998 to 2008. The firms were divided into two categories: top-50 and 
bottom-50, based on market capitalization.  
The consideration of a group of small sized firms and a group of large 
sized  firms  is  motivated  by  the  extant  literature  which  has  found  the 
behaviour of small sized firms to be different from those of large sized firms.  
 
3.2.  Some descriptive statistics of the data 
In this section, we provide some stylized facts about the data series 
relating to both the top-50 and bottom-50 firms stock prices. The results are 
reported in Tables 1 and 2 for the top-50 and bottom-50 firms respectively. 
Some features of the data are as follows. First, we notice that the bottom-50 
firms  are  twice  as  much  volatile  than  the  top-50  firms  on  average;  the 
coefficient of variation is 6.17 for the bottom-50 firms compared to 3.09 for 
the top-50 firms. Second, in terms of Kurtosis, we notice that for firms in the 
top-50  category,  there  are  more  cases  (15  firms)  of  a  peaked  distribution 
(leptokurtic)  than  firms  from  the  bottom-50  category  (six  firms).  On  the 
whole,  regardless  of  firm  size  the  bulk  of  the  firms  (79%)  have  a  flat 
distribution  (platykurtic).  Third,  in  terms  of  skewness,  we  find  there  are 
greater cases of firms having a long left tail in the bottom-50 category (18 
firms) compared to the top-50 category (four firms). On the whole, 78% of 
firms in the sample have a long right tailed distribution. 
INSERT TABLES 1 and 2 10 
 
The implication of this simple statistical analysis is that the behavior of small 
and large firms is different, which is a well-known fact in financial economics. 
Our  main  reason  for  demonstrating  this  here  was  to  motivate  our 
categorization of firms into top-50 and bottom-50 categories.  
 
3.3.  GARCH-unit root test with two endogenous structural 
breaks 
3.3.1.   Model specification 
So far, the lack of evidence for rejecting the null hypothesis of a unit 
root may be simply due to the inability of the GARCH model to account for 
structural  breaks.  To  examine  whether  structural  break  GARCH-unit  root 
test  improves  the  power  of  rejecting  the  null  hypothesis,  we  propose  an 
extension  of  the  GARCH-unit  root  test  without  a  structural  break.  Our 
proposal is to allow two endogenous structural breaks in the GARCH (1,1) 
process. 
We  consider  a  GARCH  (1,1)  unit  root  model  with  two  endogenous 
structural breaks. The model takes the following form: 
                                 𝑦𝑡 = ?0 + 𝜋𝑦𝑡−1 + 𝐷1𝐵𝑖𝑡 + 𝐷2𝐵2𝑡 + 𝜀𝑡                 (1) 
 
Here,  𝐵𝑖𝑡 = 1  for  𝑡 ≥ 𝑇𝐵𝑖   (𝑇𝐵𝑖  is  the  structure  break  point) 
otherwise 𝐵𝑖𝑡 = 0; 𝑇𝐵𝑖 are the structural break points, where 𝑖 = 1,2. Moreover, 
?0 = 0,  ? = 1,  and  𝜀𝑡  follows  the  first-order  generalized  autoregressive 
conditional heteroskedasticity model, denoted as GARCH (1, 1), 
                                 𝜀𝑡 = 𝜂𝑡 ℎ𝑡 ,   ℎ𝑡 = 𝜘 + ?𝜀𝑡−1
2 + ?ℎ𝑡−1                   (2) 11 
 
Here  ϰ > 0,? ≥ 0,? ≥ 0,  and  𝜂𝑡  is  a  sequence  of  independently  and 
identically distributed random variables with zero mean and unit variance. 
 
3.3.2.  Simulation design 
In this section, we evaluate the size and power properties of the two 
endogenous structural break GARCH-unit root test, as described in Equations 
(1) and (2). 
We consider different break locations in the range of 0.2 to 0.8 with 
various  GARCH ?,?  combinations.  Each  data  set  is  estimated  using 
Equation  (1)  with  GARCH  error  as  specified  in  Equation  (2).  There  are 
various approaches to estimating the equation, such as demonstrated by Ling 
et al. (2003), which is: first estimate 𝜋 by least squares, and then obtain a 
series  of  artificial  observations  of  the  residual,  𝜀𝑡,  which  are  then  used  to 
estimate the coefficient of the variance equation  𝜘,?,?  by using the IMSL 
subroutine  DBCOAH.  We  adopt  the  joint  maximum  likelihood  (ML) 
estimation approach proposed by Seo (1999); that is, the unit root hypothesis 
is examined via the ML t-ratio for , and the heterosckedasticity-consistent 
covariance matrix (White correction—White (1980)).  
Since the break time is unknown, 𝑇𝐵𝑖  t = 1,2   in Equations (1) and 
(2) has to be replaced by their estimates 𝑇  𝐵𝑖. We conduct the estimation by 
using  a  sequential  procedure;
1  that is, we search for the first break date 
                                                           
1  We  also  applied  a  simultaneous  grid  search  procedure;  that  is,  for  each 
potential  break  date  combination  (𝑇𝐵1,𝑇𝐵2),  we  selected  the  break  date 
according to the maximised F-statistic of the joint significance of both break 
dummy coefficients. The results of the sequential and simultaneous procedures 
do not differ much; hence, we adopt the sequential procedure since it is a 
relatively less time consuming exercise.  12 
 
according to the maximum absolute t-value of the break dummy coefficient 
𝐷1,  hence we obtain: 
𝑇  𝐵1  = argmax
𝑇  𝐵1.
 𝑡𝐷  1   𝑇𝐵1      
Imposing  the  first  break  estimate  𝑇  𝐵1 , we  estimate  the  second  break 
date 𝑇  𝐵2 such that  
𝑇  𝐵2  =  argmax
𝑇  𝐵2.
 𝑡𝐷  2  𝑇  𝐵1 ,𝑇𝐵2      
3.3.3.  Critical values 
The critical values are based on 50,000 replications and are generated 
for sample sizes of N = 150, N = 250, and N = 500. The break fractions 
considered are (0.2,0.4), (0.2,0.6), (0.2,0.8), (0.4,0.6), (0.4,0.8), and (0.6,0.8). 
We compute critical values at the 1% and 5% levels for cases of known break 
dates (exogenous case—see Table 3) and unknown break dates (endogenous 
case—see Table 4). To conserve space, we only report the critical values at 
the 5% level. 
INSERT TABLES 3 AND 4 
Some observations for the exogenous and endogenous critical values are 
in order. First, in the case of endogenous critical values, we notice that the 
critical values do not vary much with the GARCH parameters regardless of 
the different structure break combinations. 
Second, we observe that the distribution of the finite sample critical 
value  in  the  exogenous  case  converges  to  the  traditional  Dickey-Fuller 
distribution as the sample size increases. For instance, the 5% critical value 
moves closer to the Dickey-Fuller ones of -2.87 when the sample size increases 
to  500.  We  also  observe  that  the  finite  sample  distribution  further  shifts 
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leftwards when the GARCH parameter decreases, such as from 0.9 to 0.05.  In 
the case of the  endogenous  critical value, we find a similar pattern in the 
results.  
The  results  for  the  empirical  size  are  reported  in  Table  5.  The 
properties are reported for various break sizes and sample sizes. The break 
sizes we use are (1,1), (1,3) and (3,3),  while the sample size ranges from 150 
observations  to  500  observations.  Due  to  the  space  limitations,  we  only 
present  the  case  for  two  break  points  of  (0.2,  0.6).  The  results  for  other 
scenarios are qualitatively similar and are available upon request. The size 
properties are then estimated for two different combinations of the ARCH and 
GARCH orders, namely (0.05, 0.9) and (0.2, 0.75).  
INSERT TABLE 5 
Two features of the results are worth highlighting. The first feature is 
that when the GARCH orders are chosen so as to have a higher degree of 
persistence—a key feature of financial markets—for a small sample size (such 
as when N=150), the empirical size is greater than the nominal 5% level. This 
implies  that  our  proposed  test  of  GARCH  unit  root  is  oversized  in  small 
sample sizes. By contrast in large sample sizes (such as when N=500), the test 
converges to the nominal 5% level. This is true irrespective of GARCH orders. 
This implies that our test performs well in large sample sizes.  
The  second  feature  of  the  size  results  is  that  when  the  break 
parameters increase, regardless of the GARCH orders, in large sample sizes, 
the empirical size is correctly sized at 5%. That large sample size is a feature 
of financial data applications implies that our proposed model will work well 
when subjected to data where the sample size is greater than or equal to 500 14 
 
observations.  In  fact,  in  our  empirical  analysis,  we  have  a  sample  size 
consisting of 2,767 observations. 
In Table 5, we also report the frequency of detecting the break dates. 
First we demonstrate the case of the model exactly detecting break points 
(0.2, 0.6), which, when N = 150, amounts to the 30
th and 90
th observations. 
We notice that the model exactly picks these two break points around 31% of 
the  time  based  on  5,000  replications.  In  large  sample  sizes  (N=500),  by 
comparison, the model picks the break points accurately around 44% of the 
time.  
Next, we test whether our proposed model detects breaks accurately 
within a break range. In the final column of Table 5, we report the results 
when we set the break date range as 𝑇𝐵 ± 20 TB ± 20. This means that for N 
= 150, the range for the first break is 30 ± 20 (that is, between 10 and 50) 
while the range for the second break is 90 ± 20 (between 70 and 110). We find 
that the model chooses the break date in the desired range around 70% of the 
time.  When  N  =  500,  the  accuracy  of  the  model  increases  to  87%  with  a 
higher break magnitude, i.e., (3, 3).  
In  Table  6,  we  consider  the  power  of  the  model.  Essentially,  we 
compare the GARCH two breaks model with a GARCH model without any 
structural breaks. There are two main outcomes from this simulation exercise. 
First,  we  find  that  the  GARCH  model  with  two  structural  breaks  is 
significantly powerful.  For example, when N = 500, the power with breaks is 




The second outcome is that our proposed GARCH model with breaks 
(and  the  case  without  breaks)  performs  poorly  in  small  sample  sizes, 
particularly when higher persistent in the GARCH parameters is allowed. For 
example, when N = 150 the model with breaks has a power of around 37%. 
However, with a higher break magnitude the power increases to around 80% 
in the GARCH (0.05, 0.9) and to 97% in the case of GARCH (0.2, 0.75).  
INSERT TABLE 6 
 
3.4.4.  Is there mean reversion in stock prices? 
In this section, we apply our proposed GARCH (1,1) model with two 
structural breaks to test the EMH for 100 US firms listed on the NYSE. 
For firms in the bottom-50 category, we reject the null hypothesis for 
13 firms; for nine firms at the 5% level and for four firms at the 10% level (see 
Table 7). This implies that for 13 firms there is evidence of mean reversion 
while for the remaining 37 firms, stock prices are non-stationary.  
When we consider the top-50 firms, we are able to reject the unit root 
null hypothesis for only nine out of the 50 firms. For five firms, the null is 
rejected at the 5% level and for four firms the null is rejected at the 10% level 
(see  Table  8).  For  the  bulk  of  the firms  (41  out  of  50  firms),  there  is  no 
evidence of mean reversion in stock prices. 
INSERT TABLES 7 AND 8 
There  are  three  messages  emerging  from  our  results.  First,  we  find 
limited evidence of the “stock market overreaction” hypothesis, which posits 
that  stock  prices  temporarily  overreact  by  moving  away  from  their 
fundamental values in response to news. DeBondt and Thaler (1985, 1987) 16 
 
were amongst the first to show this behaviour in stock prices; see also Kaul 
and  Nimalendran  (1990)  and  Shefrin  and  Statman  (1985).  However,  the 
DeBondt and Thaler analysis was challenged by Conrad and Kaul (1993), who 
argued that there was no evidence of market overreaction.  
Another  hypothesis  proposed  to  explain  possible  reversion  of  prices 
owes to Basu (1977), who contends that firms with low price-earnings ratios 
are likely to be temporarily undervalued because investors become pessimistic 
following a series of bad news. However, as future earnings improve relative to 
the gloomy forecasts, the price reverts and adjustment takes place. Similarly, 
for firms with high price-earnings ratios, equity is overvalued—in this case, a 
downward adjustment in price takes place. Basu (1977) called this the ‘price-
ratio’ hypothesis.  
A  contrarian  stock  selection  hypothesis,  proposed  by  Chan  (1988), 
argues for a strategy whereby stocks that have been losers are purchased and 
short stocks that have been winners are sold. This strategy is motivated by 
the premise that stock markets overreact to news. It follows that winners are 
overvalued while losers are undervalued. This ensures that an investor who 
exploits  this  situation  gains  when  stock  prices  adjust  to  their  fundamental 
value. 
A tax-motivated trading hypothesis was proposed by  Branch (1977). 
Jegadeesh  (1991)  found  empirical  evidence  that  stock  price  mean  reversion 
was concentrated in the month of January, prompting him to conclude that 
there  is  year-end  tax-motivated  trading  on  the  NYSE.  He  argued  for  the 
possibility of a large number of securities exposed to concentrated tear-end 
tax-loss selling following prolonged periods of market decline. 17 
 
   Our findings, taken on the whole, reveal weak evidence of the stock 
market  overreaction  hypothesis,  the  price-ratio  hypothesis,  the  contrarian 
stock selection hypothesis, and the tax-motivated trading hypothesis for the 
US top-50 and bottom-50 firms over the period 1998 to 2008. In total, for only 
24 out of 100 firms there is evidence of mean reversion.  
Second, contrary to the voluminous literature, alluded to earlier, which 
has found aggregate stock prices to be mean reverting processes, our findings 
at the individual firm level are completely the opposite. When we consider 
mean reversion in stock prices for 100 US firms, we find that for 76% of firms 
there is no evidence of mean reversion. Shleifer and Vishny (1997) show how 
the  existence  of  specialized  arbitrageurs,  who  invest  capital  of  outside 
investors  and  where  investors  use  arbitrageurs’  performance  as  a  guide  for 
investment,  may  not  be  fully  effective  in  reverting  security  prices  to 
fundamental  values.  Our  findings  also  seem  to  associate  closely  with  the 
proposal put forward by De Long et al. (1990)—the noise trading hypothesis. 
Although the hypothesis explains channels through which price adjustment 
can  take  place,  their  model  also  shows  how  stock  prices  can  potentially 
diverge from their fundamentals. In their model, noise trading risk is a cost 
that the firm must bear and both traded equity and traded long-term debt 
will be underpriced relative to fundamentals if their prices are subject to the 
whims of noise traders opinion. Moreover, De Long et al. (1990) argue that as 
long as arbitrageurs have short horizons and are concerned about liquidating 
their investment in a mispriced asset they will be less aggressive even though 
they do not face fundamental risk. In such as situation, De Long et al. (1990)) 18 
 
hypothesise that noise trading can lead to a large divergence between market 
prices and fundamental values.   
Third, the extant literature has found different results on the behaviour 
of firms when they are considered by different sizes.   Chopra et al. (1992) 
consider whether stocks overreact to news. They find that the overreaction 
effect  is  substantially  stronger  for  smaller  firms  compared  to  larger  firms. 
They argue that because small firms are held by individuals and large firms 
are  held  by  institutions,  individuals  have  a  tendency  to  overreact  to  news 
more  than  institutions.  Our  empirical  analysis  on  mean  reversion  of  stock 
prices reveals no such difference. For instance, we find little difference in the 
evidence for mean reversion between the top-50 (nine out of 50 firms) and 
bottom  50  firms  (13  out  of  50  firms).  Hence,  we  document  no  significant 
evidence of size effects when it comes to the efficient market hypothesis. 
 
4.  CONCLUDING REMARKS 
In  this  paper,  we  revisit  the  traditional  research  topic —the  efficient 
market hypothesis (EMH)—in financial economics. There are two motivations 
for doing this. First, we find that the existing research on the EMH is based 
on  aggregate  stock  prices.  We  argue  that  because  of  the  presence  of 
heterogeneous firms, the results for the aggregate stock price may be spurious. 
To obviate this, wet test the EMH at the firm-level.  
The second motivation is that financial time series data is now well 
known to suffer from heteroskedasticity, in light of which models for unit root 
test that do not account for heteroskedasticity are likely to suffer from over 
rejection of the null hypothesis of a unit root. To remedy this, we propose a 19 
 
generalized autoregressive heteroskedasticity (GARCH) model that that not 
only  caters  for  the  GARCH  errors  but  also  allows  for  two  endogenous 
structural breaks in the data series.  
We  study  the  size  and  power  properties  of  the  proposed  GARCH 
structural  break  unit  root  test  and  find  that  it  performs  well  statistically. 
Using daily data for 100 US firms (divided into top-50 and bottom-50 firms) 
for the period 2 January 1998 to 31 December 2008, we find limited cases (22 
out of 100) of stock price stationarity. Hence, we discover limited evidence of 
the EMH. This finding is contrary to a large strand of the literature which has 
found aggregate stock price indices to be stationary.   20 
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Table 1: Descriptive statistics of daily stock prices of the top 50 US firms. 
 
This table reports the descriptive statistics of daily stock prices for the top 50 
US firms listed on the New York Stock Exchange for the period 01/1998 to 
12/2008.  
 
stock code  mean  CV  Skewness  Kurtosis  AR(10)  AR(50) 
ORCL  23.59  1.25  2.33  5.03  0.96  0.82 
MSFT  52.09  1.56  1.33  1.32  0.96  0.82 
DELL  36.37  1.85  2.36  6.14  0.92  0.69 
AMGN  62.87  5.16  1.34  4.97  0.87  0.52 
AAPL  58.87  1.28  1.22  0.62  0.98  0.89 
AMAT  34.05  1.21  2.37  6.90  0.97  0.85 
INTC  41.01  1.28  1.61  1.45  0.97  0.85 
ALTR  29.36  1.53  2.21  4.86  0.96  0.82 
CSCO  36.81  1.26  1.51  1.23  0.97  0.86 
XLNX  37.13  2.10  1.47  1.41  0.95  0.80 
QCOM  61.65  1.15  4.88  31.71  0.87  0.61 
KO  52.11  5.34  1.11  0.96  0.96  0.80 
DD  47.93  5.11  1.18  1.65  0.94  0.74 
XON  63.83  3.41  -0.24  -1.33  0.98  0.90 
GE  50.58  1.58  1.70  1.91  0.97  0.88 
IBM  102.77  4.12  1.86  5.36  0.92  0.75 
PEP  50.35  4.48  0.39  -0.73  0.98  0.91 
MO  49.91  2.75  0.14  -0.81  0.97  0.84 
SLB  66.76  3.65  0.78  0.43  0.94  0.72 
CHV  78.41  6.16  -0.48  -0.86  0.93  0.76 
TXN  43.54  1.37  2.08  3.96  0.97  0.84 
AHP  49.50  4.53  1.58  4.32  0.91  0.59 
PG  74.80  4.67  0.39  -1.00  0.95  0.76 
BMY  43.80  1.55  1.41  1.08  0.98  0.89 
BA  55.28  2.81  0.71  -0.55  0.98  0.92 
ABT  47.33  5.91  1.15  2.30  0.91  0.59 
IP  37.99  5.13  -0.22  1.59  0.93  0.68 
PFE  41.42  1.44  1.72  3.78  0.89  0.79 
JNJ  68.51  4.66  0.91  -0.33  0.96  0.84 
MMM  91.37  4.79  0.87  -0.24  0.94  0.79 
MRK  60.16  2.10  1.48  1.85  0.97  0.86 
HNZ  42.04  6.12  0.64  -0.17  0.96  0.83 
SGP  33.74  1.62  1.70  2.51  0.98  0.88 
DIS  31.73  1.72  3.62  13.12  0.94  0.65 
HWP  44.25  1.44  1.47  1.43  0.98  0.90 
MCD  38.48  2.59  0.78  -0.03  0.97  0.87 
TYC  40.07  2.10  1.14  1.46  0.97  0.82 
CMB  49.16  2.17  1.99  4.48  0.95  0.77 
LLY  64.61  5.10  0.39  0.09  0.94  0.76 
WMT  53.41  6.34  2.34  8.32  0.87  0.48 
AXP  62.66  1.93  1.55  1.43  0.97  0.87 
NB  56.76  3.71  -0.45  2.85  0.89  0.71 
MDT  51.22  6.12  1.12  2.55  0.89  0.56 
BEL  44.90  3.17  1.87  4.04  0.95  0.73 
SBC  36.06  3.15  0.95  1.17  0.94  0.73 
HD  42.44  3.15  1.03  1.29  0.94  0.76 
MWD  62.59  3.03  0.70  0.98  0.94  0.71 
SWY  34.00  2.81  0.57  -0.68  0.94  0.82 
TMX  39.47  2.25  1.83  3.99  0.96  0.84 
AOL  39.56  1.07  1.57  1.55  0.94  0.87 
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Table 2:  Descriptive statistics of daily stock prices for the bottom 50 US 
firms. 
This table reports the descriptive statistics of daily stock prices for the bottom 
50 US firms listed on the New York Stock Exchange for the period 01/1998 to 
12/2008.  
Stock code  mean  CV  skewness  kurtosis  AR(10)  AR(50) 
FFKT  34.68  3.50  3.90  18.28  0.92  0.60 
WSBC  26.22  7.21  -0.13  -0.77  0.91  0.71 
CNBKA  23.50  3.80  0.20  -0.89  0.98  0.92 
ALCO  33.32  2.32  0.33  -1.20  0.99  0.94 
HOMF  23.64  5.44  -0.60  -0.06  0.94  0.78 
CTWS  27.22  7.68  0.97  0.62  0.89  0.69 
FELE  55.24  4.11  0.23  -0.58  0.94  0.78 
LAWS  30.90  4.15  0.81  -0.10  0.95  0.83 
MARPS  24.96  3.92  -0.28  -0.86  0.96  0.86 
MSEX  22.70  4.59  0.90  -0.34  0.96  0.87 
NWLIA  148.54  2.60  0.44  -1.18  0.98  0.93 
RAVN  24.76  3.09  0.46  -0.74  0.94  0.75 
SUBK  32.15  6.95  1.64  4.10  0.87  0.60 
FRME  25.26  5.40  2.37  6.03  0.94  0.73 
GSBC  27.63  3.07  0.26  0.19  0.96  0.85 
CATY  41.28  3.27  0.58  0.65  0.94  0.78 
CPK  23.68  4.06  0.39  -1.38  0.98  0.93 
HOC  31.43  1.78  0.92  -0.13  0.97  0.87 
JHI  19.20  10.53  -0.60  1.37  0.94  0.72 
BMI  34.14  4.09  0.97  0.66  0.91  0.54 
SJW  62.67  2.17  0.38  -1.00  0.97  0.90 
BDF  18.61  11.45  -0.55  1.38  0.95  0.75 
TAI  22.78  8.41  -0.51  -0.08  0.97  0.83 
PAI  14.33  11.07  -1.21  2.60  0.94  0.70 
KUB  43.08  2.27  0.10  -1.01  0.97  0.86 
MOG  34.45  5.03  0.08  0.07  0.91  0.61 
PVA  40.95  2.47  0.57  -0.57  0.96  0.83 
GTY  21.18  3.52  -0.09  -1.26  0.98  0.91 
NET  23.87  3.03  0.49  -0.88  0.98  0.94 
CSS  29.66  5.20  -0.20  -0.84  0.94  0.77 
TANT  37.66  6.19  0.00  0.59  0.89  0.53 
CRHCY  26.59  1.88  1.81  3.24  0.96  0.75 
GVA  30.47  2.56  1.31  1.25  0.97  0.88 
PSM  38.61  2.74  0.64  -0.50  0.99  0.94 
IHOP  35.31  2.74  0.15  -0.75  0.97  0.85 
IPPIF  33.56  4.06  0.24  -0.80  0.95  0.79 
NTX  14.48  12.34  -0.95  1.05  0.93  0.71 
DTF  14.92  11.09  -0.53  0.20  0.95  0.74 
VOQ  16.21  10.65  -0.11  0.56  0.94  0.71 
VIM  15.21  10.26  -0.43  1.24  0.94  0.73 
VTJ  16.23  13.23  -1.43  3.91  0.91  0.59 
MYJ  14.31  11.76  -1.14  2.54  0.92  0.64 
NXC  14.14  17.84  0.08  0.67  0.90  0.67 
NXN  13.74  18.83  0.20  0.58  0.89  0.57 
TMP  40.16  5.57  -0.60  -0.50  0.94  0.83 
DXR  15.85  5.45  0.75  0.92  0.91  0.62 
CVR  24.38  5.69  0.72  3.03  0.92  0.68 
CVF  22.85  11.60  -1.65  6.50  0.91  0.52 
BCV  20.03  6.75  0.43  2.50  0.95  0.74 
STOSY  23.92  1.58  1.45  1.82  0.98  0.91 26 
 
Table 3: 5% critical values for exogenous structural breaks model 
This table reports the 5% level critical values (CVs) for the model with exogenous structural breaks. The CVs are reported for different sample sizes (N), 
ranging from 150 to 500.  All simulations are conducted based on various GARCH (?,?) combinations with different structural break locations, which are in 
the range of 0.2 to 0.8. 
GARCH(?,?)     N =150 
 
N =250 
   
N =500 
        0.4  0.6  0.8  0.4  0.6  0.8  0.4  0.6  0.8 
 
0.2  -3.286  -3.272  -3.178  -3.115  -3.123  -2.909  -3.048  -3.012  -2.869 
(0.05,   0.90)  0.4 
 
-3.172  -3.173 
 
-3.074  -2.985 
 
-2.956  -2.901 
 
0.6 
   
-3.225 
   
-2.991 
   
-2.906 
               N =150 
   
N =250 
   
N =500 
        0.4  0.6  0.8  0.4  0.6  0.8  0.4  0.6  0.8 
 
0.2  -3.204  -3.155  -3.127  -3.075  -2.973  -2.969  -2.964  -2.818  -2.870 
(0.2,   0.75)  0.4 
 
-2.956  -3.056 
 
-2.926  -2.986 
 
-2.800  -2.857 
 
0.6 
   
-3.027 
   
-2.828 
   
-2.819 
     
 
N =150 
   
N =250 
   
N =500 
        0.4  0.6  0.8  0.4  0.6  0.8  0.4  0.6  0.8 
 
0.2  -3.048  -3.014  -3.017  -2.906  -2.949  -2.916  -2.836  -2.746  -2.772 
(0.45,   0.5)  0.4 
 
-2.860  -2.907 
 
-2.909  -2.925 
 
-2.778  -2.805 
 
0.6 
   
-2.979 
   
-2.761 
   
-2.758 
      N =150 
 
N =250 
   
N =500 
        0.4  0.6  0.8  0.4  0.6  0.8  0.4  0.6  0.8 
 
0.2  -2.913  -2.889  -2.888  -2.814  -2.893  -2.892  -2.660  -2.678  -2.681 
(0.75,   0.2)  0.4 
 
-2.730  -2.860 
 
-2.876  -2.768 
 
-2.723  -2.755 
 
0.6 
   
-2.751 
   
-2.621 
   
-2.633 
      N =150 
 
N =250 
   
N =500 
        0.4  0.6  0.8  0.4  0.6  0.8  0.4  0.6  0.8 
 
0.2  -2.813  -2.824  -2.805  -2.739  -2.737  -2.735  -2.624  -2.604  -2.613 
(0.9,   0.05)  0.4 
 
-2.649  -2.723 
 
-2.787  -2.641 
 
-2.647  -2.646 
   0.6    
 
-2.647 
   
-2.581 




Table 4: 5% critical values for endogenous structural breaks model. 
 
This table reports the 5% level critical values for the model with endogenous structural breaks at different sample sizes (N), ranging from 150 
to 500.  All simulations are conducted based on various GARCH (?,?) combinations with different structural break locations ranging from 0.2 
to 0.8. 
 
GARCH(?,?)  N =150  N =250  N =500 
   
0.4  0.6  0.8  0.4  0.6  0.8  0.4  0.6  0.8 
 
0.2  -3.8362  -3.8312  -3.8276  -3.7551  -3.7721  -3.7442  -3.6573  -3.6926  -3.6618 
(0.05,   0.90)  0.4 
 
-3.8252  -3.821 
 
-3.7567  -3.7469 
 
-3.6629  -3.6577 
 
0.6 
   
-3.8277 
   
-3.7526 
   
-3.6741 
   
N =150  N =250  N =500 
   
0.4  0.6  0.8  0.4  0.6  0.8  0.4  0.6  0.8 
 
0.2  -3.7866  -3.7809  -3.7618  -3.6905  -3.6916  -3.665  -3.6034  -3.592  -3.5838 
(0.45,   0.5)  0.4 
 
-3.7765  -3.7586 
 
-3.6604  -3.6558 
 
-3.5864  -3.5803 
 
0.6 
   
-3.7692 
   
-3.6498 
   
-3.6048 
   
N =150  N =250  N =500 
   
0.4  0.6  0.8  0.4  0.6  0.8  0.4  0.6  0.8 
 
0.2  -3.7469  -3.7546  -3.7087  -3.6527  -3.6479  -3.643  -3.5651  -3.5456  -3.5518 
(0.9,   0.05)  0.4 
 
-3.7173  -3.7423 
 
-3.6174  -3.6536 
 
-3.5144  -3.582 
   0.6 
   
-3.7196 
   
-3.6237 
   
-3.5213 
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Table 5: Finite sample size and power 
This table reports the 5% rejection frequency with nominal 5% significance level, and the 
probability of detecting the true break date for one break date combination (0.2, 0.6).  
         ρ = 1 
GARCH(?,?) 
Break 
parameters 𝐷𝑖  N  rejection rate 
Frequency of detecting break points 
range 
(0.05,   0.9)           TB  TB ± 20 
   
150  0.0681  0.3106  0.6863 
 
(1,   1)  250  0.0601  0.3679  0.7396 
   
500  0.0515  0.4423  0.8141 
           
   
150  0.0686  0.3245  0.6632 
 
(1,   3)  250  0.0629  0.3458  0.7455 
   
500  0.0507  0.4258  0.7935 
           
   
150  0.0651  0.3505  0.7109 
 
(3,   3)  250  0.0602  0.4028  0.782 
   
500  0.0511  0.4942  0.8653 
(0.2,   0.75)                
   
150  0.0641  0.2908  0.654 
 
(1,   1)  250  0.0567  0.3742  0.7027 
   
500  0.0525  0.4496  0.7922 
           
   
150  0.0644  0.3091  0.6721 
 
(1,   3)  250  0.0588  0.3805  0.7166 
   
500  0.0542  0.4624  0.7737 
           
   
150  0.066  0.3317  0.705 
 
(3,   3)  250  0.0608  0.3973  0.7669 
      500  0.0526  0.4862  0.8625 
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Table 6: Empirical power of the two break GARCH unit root model. 
 
This table reports the empirical power of the two break GARCH unit root models for the 
break date combination (0.2, 0.6). 
 






Break parameters 𝐷𝑖 
        150  0.3691  0.1532 
(1, 1)  250  0.6653  0.3137 
  500  0.9826  0.3568 
 
        150  0.4739  0.1474 
(1, 3)  250  0.6725  0.3572 
  500  0.9719  0.3473 
 
        150  0.7960  0.1540 
(3, 3)  250  0.8629  0.3323 
  500  0.9974  0.3469 





150  0.4058  0.1475 
 
(1, 1)  250  0.7680  0.3481 
  500  0.9767  0.3586 
 
        150  0.7020  0.1510 
(1, 3)  250  0.8665  0.3566 
  500  0.9872  0.3514 
 
        150  0.8629  0.1452 
(3, 3)  250  0.9642  0.3602 
   500  1  0.3543 30 
 
Table 7: Results of the two break GARCH unit root model, top 50 US firms 
data. 
This table presents the empirical results for stock prices of the top 50 US firms listed on the 
New York Stock Exchange. The results are based on Equation (1). The two structural breaks 
denoted by TB1 and TB2 are reported together with the t-test statistic used to test the null 
hypothesis of a unit root. ** and * indicate significance at 1% and 5% level respectively. 
Firm  TB1  TB2  t-
statistic 
Firm  TB1  TB2  t-
statistic 
ORACLE 
CORP  0.253  0.752  -2.535 
ABBOTT 
LABORATORI
ES  0.056  0.802  -1.027 
MICROSOFT 
CORP  0.211  0.457  -4.718** 
INTERNATION
AL PAPER CO  0.600  0.915  -0.186 
DELL INC  0.395  0.902  -3.813*  PFIZER INC  0.054  0.461  -0.528 
AMGEN INC  0.447  0.853  -1.828 
JOHNSON & 
JOHNSON  0.274  0.655  -6.100** 
APPLE INC  0.230  0.711  -0.373  3M CO  0.310  0.545  -1.226 
APPLIED 
MATERIALS 
INC  0.126  0.573  -1.835 
MERCK & CO 
INC  0.446  0.659  -0.705 
INTEL CORP  0.247  0.515  -3.769*  HEINZ H J CO  0.150  0.753  -1.11 
ALTERA 
CORP  0.253  0.525  -1.901 
SCHERING 
PLOUGH 
CORP  0.187  0.355  -1.244 
CISCO 
SYSTEMS INC  0.122  0.631  -0.024 
DISNEY WALT 
CO  0.052  0.418  -5.007** 
XILINX INC  0.154  0.551  -1.023 
HEWLETT 
PACKARD CO  0.653  0.887  -1.972 
QUALCOMM 
INC  0.357  0.783  -1.279 
MCDONALDS 
CORP  0.125  0.754  -2.339 
COCA COLA 




BERMUDA  0.585  0.910  -1.103 
DU PONT E I 
DE NEMOURS 
& CO  0.215  0.615  -3.894* 
JPMORGAN 
CHASE & CO  0.053  0.605  -0.007 
EXXON 
MOBIL CORP  0.333  0.653  -0.828 
LILLY ELI & 
CO  0.204  0.433  -0.021 
GENERAL 
ELECTRIC CO  0.210  0.525  -1.001 
WAL MART 




MACHS COR  0.487  0.797  -0.309 
AMERICAN 
EXPRESS CO  0.153  0.415  -0.604 
PEPSICO INC  0.551  0.755  -0.015 
BANK OF 
AMERICA 
CORP  0.054  0.610  -0.823 
ALTRIA 
GROUP INC  0.485  0.952  -1.769 
MEDTRONIC 
INC  0.155  0.442  -1.49 
SCHLUMBERG
ER LTD  0.550  0.859  -1.018 
VERIZON 
COMMUNICAT
IONS INC  0.035  0.459  -4.206* 
CHEVRON 
CORP NEW  0.376  0.758  -2.713  A T & T INC  0.411  0.750  -1.521 
TEXAS 
INSTRUMENT 0.166  0.451  -1.029 
HOME DEPOT 
INC  0.053  0.856  -1.728 31 
 
S INC 




WITTER & CO  0.475  0.856  -1.634 
PROCTER & 
GAMBLE CO  0.211  0.556  -0.183  SAFEWAY INC  0.410  0.757  -0.562 
BRISTOL 
MYERS 
SQUIBB CO  0.143  0.435  -2.75 
TELEFONOS 
DE MEXICO S 
A DE C V  0.306  0.652  -1.276 
BOEING CO  0.520  0.775  -1.003 
TIME 
WARNER INC 
NEW  0.056  0.661  -1.540 
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Table 8: Results of the two break GARCH unit root model, bottom 50 US 
firms data. 
This table presents the empirical results for stock prices of the bottom 50 US firms listed on 
the New York Stock Exchange. The results are based on Equation (1). The two structural 
breaks denoted by TB1 and TB2 are reported together with the t-test statistic used to test 
the null hypothesis of a unit root. ** and * indicate significance at 1% and 5% level 
respectively. 




CORP  0.101  0.213 
 
 




WESBANCO INC  0.254  0.857  -5.819**  PENN VIRGINIA 
CORP  0.285  0.864  -0.067 
CENTURY 





NEW  0.058  0.473 
 
-2.530 














C S S 
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SERVICE INC  0.056  0.515 
 
 




ELECTRIC INC  0.153  0.757 
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WATER CO  0.184  0.372  -2.752  DINEEQUITY 





INS CO  0.446  0.765 
 
 









MUNI FD  0.184  0.963 
-3.862* 
SUFFOLK 
BANCORP  0.253  0.356 
 
-8.466** 
D T F TAX 
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TRUST INV GR 



















CA SEL TF INC 








NY SELE TF 









CORP  0.051  0.535 
 
-1.446 
S J W CORP  0.355  0.731 
 








RIVET & MACH 















FUND  0.221  0.599 
 
-1.532  BANCROFT 
FUND LTD  0.257  0.856 
 
-0.481 
KUBOTA CORP  0.412  0.900  -2.469  SANTOS 
LIMITED  0.626  0.875  -3.842* 
 
 