In this paper, we consider the quasilinear elliptic equation with singularity and critical exponents
Introduction and preliminaries
The main goal of this paper is to consider the following singular boundary value problem:
where is a bounded domain in R N , p = div(|∇u| p-2 ∇u) is a p-Laplace operator with 1 < p < N . λ > 0, 0 < s < 1, 0 ≤ t < p, and 0 ≤ μ <μ := (
is a critical Sobolev-Hardy exponent, Q(x) ∈ C( ) and Q(x) is positive on .
In recent years, the elliptic boundary value problems with critical exponents and singular potentials have been extensively studied [2, 6, 7, 10-23, 25, 26, 28, 30-34] . In [19] , Han considered the following quasilinear elliptic problem with Hardy term and critical exponent: where 1 < q < p < N . We should point out that the authors of [19, 21] both investigated the effect of Q(x). If p = 2, μ = 0, and t = 0, Liao et al. [27] proved the existence of two solutions for problem (1.1) by the constrained minimizer and perturbation methods. Compared with [2, 4, 8, 12, 19, 21, 22, 29] , problem (1.1) contains the singular term λu -s . Thus, the functional corresponding to (1.1) is not differentiable on W 1,p 0 ( ). We will remove the singularity by the perturbation method. Our idea comes from [24, 27] . The energy functional corresponding to (1.1) is defined by
Throughout this paper, Q satisfies (
where b(μ) is given in Sect. 1.
In this paper, we use the following notations:
Let S be the best Sobolev-Hardy constant
.
(1.4)
Our main result is the following theorem. The following well-known Brézis-Lieb lemma and maximum principle will play fundamental roles in the proof of our main result. 
By [22, 23] , we assume that 1 < p < N , 0 ≤ t < p, and 0 ≤ μ < μ. Then the limiting prob-
has positive radial ground states
where the function U p,μ (x) = U p,μ (|x|) is the unique radial solution of the above limiting problem with
where c i (i = 1, 2, 3, 4) are positive constants depending on N , μ, and p, and a(μ) and b(μ) are the zeros of the function
. Take ρ > 0 small enough such that B(0, ρ) ⊂ , and define the function
The following estimates hold when − → 0:
2 Existence of the first solution of problem (1.1)
In this section, we will get the first solution which is a local minimizer in W 1,p 0 ( ) for (1.1).
Lemma 2.1
There exist λ 0 > 0, R, ρ > 0 such that, for every λ ∈ (0, λ 0 ), we have
Proof We can deduce from Hölder's inequality that
where
, we have that there is a constant ρ > 0 such that
For given R, choosing u ∈ B R with u + = 0, we have
The proof of Lemma 2.1 is completed. Proof By Lemma 2.1, we have
From (2.1) we guarantee that there exists a minimizing sequence {u n } ⊂ B R such that lim n→∞ I λ,μ (u n ) = < 0. Obviously, the minimizing sequence is a closed convex set in B R .
Going if necessary to a sequence still called {u n }, there exists
For s ∈ (0, 1), applying Hölder's inequality, we obtain that
Let ω n = u n -u 1 , by the Brézis-Lieb lemma, one has
If u 1 = 0, then ω n = u n , it follows that ω n ∈ B R . If u 1 = 0, from (2.2), we derive that
By (2.3)-(2.7), we have
Consequently, ≥ I λ,μ (u 1 ) as n → ∞. Since B R is convex and closed, so u 1 ∈ B R . We get that I λ,μ (u 1 ) = < 0 from (2.1) and u 1 ≡ 0. It means that u 1 is a local minimizer of I λ,μ . Now, we claim that u 1 is a solution of (1.1) and u 1 > 0. Letting r > 0 small enough, and for every ϕ ∈ W
Next we prove that u 1 is a solution of (1.1). According to (2.8), we have
Dividing by r > 0 and taking limit as r → 0 + , we have
where ξ − → 0 + and lim r→0 + ((u 1 + ξ rϕ)
Hence, from (2.9), we obtain that
for ϕ ≥ 0. Since I λ,μ (u 1 ) < 0, combining with Lemma 2.1, we can derive that u 1 / ∈ ∂B R , thus
Furthermore, 
Since the measure of {x | u
Dividing by ε and letting ε → 0 + in (2.12), we deduce that
Since ψ ∈ W 1.p 0 ( ) is arbitrary, replacing ψ with -ψ, we have in (2.13), we obtain that u 1 ≥ 0. Noting that I λ,μ (u 1 ) = < 0, then u 1 ≡ 0. In terms of the maximum principle, we have that u 1 > 0, a.e. x ∈ .
The proof of Theorem 2.2 is completed.
Existence of a solution of the perturbation problem
In order to find another solution, we consider the following problem:
where γ > 0 is small. The solution of (3.1) is equivalent to the critical point of the following
For every ϕ ∈ W 1,p 0 ( ), the definition of weak solution u ∈ W 1,p 0 ( ) gives that
Lemma 3.1 For R, ρ > 0, suppose that λ < λ 0 , then I γ satisfies the following properties:
0 ( ) such that u 2 > R and I γ (u 2 ) < ρ, where R, ρ, and λ 0 are given in Lemma 2.1.
Proof (i) By the subadditivity of t 1-s , we have
which leads to
Hence, if λ < λ 0 for ρ, λ 0 > 0, we can obtain the conclusion from Lemma 2.1.
(ii) ∀u + ∈ W 1.p 0 ( ), u + = 0 and r > 0, which yields
Therefore, there exists u 2 such that u 2 > R and I γ (u 2 ) < ρ. This completes the proof of Lemma 3.1. 
We assert that {τ n } is bounded in W 1,p 0 ( ). Otherwise, we assume that lim n→∞ τ n → ∞. By (3.4), we have
The last inequality is absurd thanks to 0 < 1 -s < 1. That is, {τ n } is bounded in W 1,p 0 ( ). Hence, up to a sequence, there exists a subsequence, still called {τ n }. We assume that there exists
it follows from the dominated convergence theorem that
Furthermore, by |τ 1 |(τ + n + γ ) -s ≤ |τ 1 |γ -s , and applying the dominated convergence theorem again, we have
Thus, we deduce that
According to the Brézis-Lieb lemma, together with (3.4), we have
and
Sobolev's inequality implies that
. We guarantee that l = 0. Otherwise, we suppose that
It follows that
Next, we will estimate B . Here, we use the following inequality from [24, 27] :
Observe from (3.8) that
From (3.7) and (3.9), we find that there exists a positive constant λ 0 such that, for every λ ∈ (0, λ 0 ), one has
This completes the proof of Lemma 3.3.
Theorem 3.4 For
where ρ is given in Lemma 2.1.
Proof Let λ * = min{λ 0 , λ 0 }, then Lemmas 3.1-3.3 hold for 0 < λ < λ * . Based on Lemma 3.1, we know that I γ satisfies the geometry of the mountain pass lemma [1] . Therefore, there is a sequence {τ n } ⊂ W 1,p 0 ( ) such that
So, according to Lemmas 3.1 and 3.3, one has
From Lemma 3.2, note that {τ n } has a convergent subsequence, still denoted by {τ n } ({τ n } ⊂ W 1,p 0 ( )). Assume that lim n→∞ τ n = τ γ in W 1,p 0 ( ). Hence, combining (3.10) and (3.11), we have
which implies that τ γ ≡ 0. By the continuity of I γ , we know that τ γ is a solution of (3.1). Furthermore, τ γ ≥ 0. Hence, applying the strong maximum principle, we obtain that τ γ is a positive solution of (3.1). 
Similarly, Consequently, problem (1.1) has two different solutions u 1 and τ 1 . Furthermore, τ 1 ≡ 0, together with the maximum principle, we conclude that τ 1 > 0 a.e. x ∈ . That is, τ 1 is a positive solution of problem (1.1).
The proof of Theorem 4.1 is completed.
Remark 4.1 In order to apply the Brézis-Lieb lemma, we need to establish the convergence results for the sequences with gradient terms [5, 9] . Furthermore, the strong maximum principle for a p-Laplace operator is also used.
