The 
Introduction
In a counting combinatorial problem the objective is to find the number of feasible solutions to a certain search problem. Similar to its decision counterpart, the Counting Constraint Satisfaction Problem (#CSP) can be used to provide a generic framework for numerous combinatorial problems that arise frequently in a wide range of areas from logic, graph theory, and artificial intelligence [4, 13, 20, 24, 30, 37, 40, 45, 46, 49, 50] , to statistical physics [3, 11, 35] .
The prototypical counting problem, #SAT, i.e. the problem of counting the number of assignments that satisfy a CNF formula, constitutes an important particular case of #CSP. Since the pionnering papers of Valiant [49, 50] many efforts have been made to investigate the computational complexity of counting satisfying assignments to propositional formulas of various types [13, 37, 45, 46, 49, 50] . In particular, it has been found that #SAT is much more computationally demanding than its decision counterpart SAT, and is #P-complete even for Horn or monotone formulas, and even when the size of clauses and the number of occurrences of a variable in the formula are extremely limited. Finally, in [13] , Creignou and Hermann have obtained a dichotomy theorem for #SAT, similar to that of Schaefer [47] for (decision) SAT.
The formalism of constraint networks, introduced by Montanari [39] provides a natural generalization of propositional formulas to domains with more than 2 elements. A constraint network is given by a collection of variables, a domain, and a family of constraints specifying some restrictions on the values of the domain that can be taken simultaneously by the variables. The problem of deciding whether there exists a solution to a constraint network, known as the constraint satisfaction problem (CSP) has recieved considerable attention in theoretical computer science and it also constitutes one of the major lines of research in artificial intelligence.
The class of counting constraint satisfaction problems is defined as the counting version on CSP, i.e. the problem of finding the number of solution to a constraint network. This problem can also be reformulated as (1) the problem of finding the number of models of a conjunctive formula (this is the form we use throughout the paper), as (2) the problem of counting the number of homomorphisms between two finite relational structures and , and also as (3) the problem of computing the size (number of tuples) of the evaluation É´ µ of a conjuntive query (without projection) É on a database ; see [22, 34] .
Further examples of combinatorial problems expressible in a natural way in #CSP terms include problems from propositional logic [13, 46] , classical combinatorial problems such as #CLIQUE, GRAPH RELIABILITY, AN-TICHAIN, PERMANENT [37, 45, 49, 50] , enumerating of graph homomorphisms, and many others [4, 20, 24, 30] .
A particular case of the counting graph homomorphisms problem, the class of #À -COLORING problems, attracts a special attention. In a #À -COLORING problem the goal is to count the number of homomorphisms from a graph (the input) to a fixed graph À. Very recently, Dyer and Greenhill [20] have proved that, for every undirected graph À, its associated #À -COLORING problem is either in FP (we shall call such problems tractable) or #P-complete and they have also provided a complete characterization of the tractable problems. This result has been extended to the counting LIST #À -COLORING problem [18] , which allows additional restrictions on possible images of a node. Furthermore, some other variants of the #À -COLORING problem for undirected graphs have been intensively studied during the last few years [16, 17] .
Despite the large amount of results on its decision counterpart, numerous problems that can be stated in the form of the #CSP and massive work done for certain particular cases of #CSP, this problem, leaving apart the Boolean case (i.e. #SAT), has received little study. In this paper, we embark on a systematic study of the computational complexity of the subclasses of the #CSP parametrized by the set of allowed constraints. The ultimate goal of this study is to identify those restrictions which being imposed on the possible form of constraints lead to a problem solvable in polynomial time. To this end, we prove a somewhat surprising result claiming that the restricted classes of #CSP can be parametrized by sets of operations, polymorphisms, so that certain properties of the polymorphisms determine the complexity of a class. An analogous approach has proved to be very fruitful in the study of the decision constraint satisfaction problem [8, 9, 10, 31, 32, 33] , and we expect that it also will be useful in the study of counting problems.
This algebraic approach allows us to identify a property common for all tractable restricted #CSP: we show that every #CSP-class having no polymorphism of a certain special type is #P-complete. Operations of this type are said to be Mal'tsev; these are ternary operations Ñ´Ü Ý Þµ such that Ñ´Ü Ý Ýµ Ñ´Ý Ý Üµ Ü. Mal'tsev operations have been an object of intensive investigation in algebra for many years. We therefore get a new simple and powerful method of proving hardness results which has always been the most difficult part of any study of counting problems. Using this result we give a generic explanation to all existing complexity results on counting CSP and its particular cases including different types of À-COLORING [17, 16, 18, 20] , and constraints considered in [15, 21, 22] . We also pose, for the first time, a plausible conjecture on a possible form of a criterion for #CSP, and prove this conjecture in the case of constraints on a 3-element domain. Another advantage of this approach is that it provides a new type of counting algorithms using deep algebraic results along with usual combinatorial methods.
Due to space restrictions most of the proofs are omitted. They can be found in [7] .
The Counting Constraint Satisfaction Problem

Definitions and Examples
The counting constraint satisfaction problem can be formulated in several ways (see Section 1). We use the logical form of this problem. Throughout the paper we use the standard correspondence between predicates and relations: a relation consists of all tuples of values for which the corresponding predicate is true. We will use the same symbol for a predicate and its corresponding relation, since the meaning will always be clear from the context. By a constraint language on a set we mean an arbitrary set of finitary predicates on . 
The notion of reduction used in the paper is one by oracles, as in [37, 45, 49, 50] . In fact, this notion of reduction was used also in [14] , as its #P-completeness results relies upon the results of [37, 45, 49, 50] . Thus a problem Ä is #P-complete if Ä ¾ È and È È Ä . The general #CSP is known to be #P-complete, as follows from [50] and the examples above. However, some restricted problems have been shown to be computable in polynomial time. Notice that this 'local' notion of tractability perfectly suits our aims, since, on the one hand, it deals with potentially infinite sets of predicates, that makes it possible to obtain general theoretical results; on the other hand, it is applicable to practical problems, because those mostly use finite sets of allowed predicates. We are in a position to pose the main problem we tackle in this paper.
Definition 2 A constraint language is called
Problem 1 (classification problem) Characterize #-tractable and #P-complete constraint languages on finite sets.
This problem is completely solved for #SAT [13, 14] .
Theorem 1 ([13, 14]) A Boolean (that is on a 2-element set) constraint language is #-tractable if and only if every relation from is the solution space of a system of linear equations over the 2-element field. Otherwise, is #P-complete.
Invariance properties of #CSP
Relational clones
The main idea in tackling Problem 1 is to reduce the number of constraint languages to be considered by determining what predicates can be added to a #-tractable constraint language so that the obtained language remains #-tractable. This idea has been used in [13, 14] for #SAT, where new predicates are derived by the construction of faithful implementation. The following construction is equivalent to faithful implementation when ¾, and, in fact, is prompted by the form of #CSP instances. To prove Proposition 1 we observe that every instance from ËÈ´ ± µ can be transformed to an instance of ËÈ´ µ by replacing each occurence of ± with its representation by a conjunction of predicates from . Clearly, such a transformation preserves the number of satisfying assignments. Furthermore, there is a standard procedure of eliminating predicates of equality from a conjunctive formula without changing the size of the set of models [31] ; for more details see [7] .
Proposition 1 Let be a constraint language on
Further constructions preserving #-tractability are much less easy and obvious. with their sum, and so shorten the sum above. The matrix of the linear system
is Vandermonde, and therefore the system can be solved in polynomial time.
¾
Below are some examples of predicates that can be expressed by conjunction and existential quantification.
Example 4 (1) Cartesian product of relations (predicates).
Let ± be Ò-and Ñ-ary relations respectively. Theń
The standard composition of binary relations (predicates). Let ± be binary relations. Theń ± AE µ´Ü Ýµ Þ ±Ü Þµ ´Þ Ý µ (3) Let ± be an Ò-ary relation (predicate), and Á ½ ½ Ò . The relation ÔÖ Á ± called the projection of ± onto Á is defined as follows
Constraint languages containing the predicate of equality and closed with respect to taking conjuction and existential quantification have been intensively studied (see e.g. [41, 42, 43] ) and have provided strong assistance in the study of the decision constraint satisfaction problem [9, 10, 31, 33] . 
Polymorphisms
The results of the previous section show that the class of constraint languages to be studied can be considerably reduced. To reduce it even further we use the invariance property of relations [31, 33, 43] . Recall that Ò denotes the set of all Ò-tuples of elements from . Any operation on a set can be extended in a standard way to an operation on tuples over , as follows. For any (Ñ-ary) operation , and any collection of tuples ½ Ñ ¾ Ò , where
preserves an Ò-ary relation ± (or ± is invariant under , or is a polymorphism of ±) if for any ½ Ñ ¾ ± the tuple ´ ½ Ñ µ belongs to ±. For a given set of operations, , the set of all relations invariant under every operation from is denoted by ÁÒÚ . Conversely, for a constraint language, , the set of all operations preserving every relation from is denoted by È Ó Ð . Consequently, all the information about the complexity of ËÈ´ µ can be extracted from the family of polymorphisms of . Sets of polymorphisms often provide a more convenient and concise way of describing a class of constraint satisfaction problems. In particular, the dichotomy result for Boolean constraint languages can be reformulated as follows.
Theorem 4 ([14]) A Boolean constraint language is #-tractable if and only if every relation from is invariant with respect to the operation Ü Ý · Þ where · are addition and subtraction modulo 2. Otherwise is #P-complete.
The operation Ü Ý·Þ is one of the simplest examples of so called Mal'tsev operations: a ternary operation Ñ´Ü Ý Þµ on a set is said to be Mal'tsev if it satisfies the condition Ñ´Ü Ý Ýµ Ñ´Ý Ý Üµ Ü for any Ü Ý ¾ . Another well known example of a Mal'tsev operation is the operation ÜÝ ½ Þ of a group. The following theorem, our second main result, shows that Mal'tsev operations play, possibly, the crucial role in the study of #CSP.
Theorem 5 If is a constraint language which is invariant under no Mal'tsev operation then is #P-complete.
In the next section we apply Theorem 5 to some particular cases of #CSP, obtaining new algorithms, reproving and generalizing existing results. We show that in all cases considered the existence of a Mal'tsev polymorphism is sufficient for the #-tractability of a constraint language. Therefore the following conjecture seems to be plausible.
Conjecture 1 (Dichotomy Conjecture) A constraint language is #-tractable if and only if it is invariant under a Mal'tsev operation. Otherwise is #P-complete.
In Section 5 we develop the technique that allows us to prove Theorem 5.
Applications
Small domains
By making use of Theorem 5 we may obtain a very easy proof of the dichotomy theorem for #SAT [13] . On the one hand, by the results of [44] , if a Boolean constraint language is invariant with respect to a Mal'tsev operation it is also invariant with respect to Ü Ý · Þ. Therefore, any #-tractable Boolean constraint language is invariant with respect to Ü Ý ·Þ. On the other hand, any relation from such a language is the solution space of a system of linear equation over a 2-element field. Hence it is possible to find its basis in polynomial time, and furthermore, the number of solutions equals ¾ Ò where Ò is the number of vectors in the basis.
Mal'tsev operations on a 3-element set and the structure of relations invariant with respect to them are exhaustively studied in [5] . Making use of these results we are able to prove Conjecture 1 for constraint languages over a 3-element set.
Theorem 6 A constraint language over a 3-element set is #-tractable if and only if È Ó Ð contains a Mal'tsev operation.
Rectangularity and permutability
Relations invariant with respect to a Mal'tsev operation satisfy strong restrictions on their form. One of them is especially useful. An (Ò-ary) relation ± is said to be rectangular if, for any partition of ½ Ò into subsets Á Â , and any ¾ ÔÖ Á ±, ¾ ÔÖ Â ±, if´ µ ´ µ ´ µ ¾ ±, 
Corollary 2 If is a #-tractable constraint language, then every relation from is rectangular. If contains a nonrectangular relation, then is #P-complete.
Unfortunately, the rectangularity of a relation or a set of relations does not guarantee existence of a Mal'tsev polymorphism. For instance, let be a constraint language, and ± ½ ± ¾ ¾ equivalence relations. Clearly, ± ½ ± ¾ are rectangular. However, if has a Mal'tsev polymorphism, then they also must be permutable, that is ± ½ AE ± ¾ ± ¾ AE ± ½ .
A proof of this fact is non-trivial and can be found e.g. in [12, 38] .
The À-Coloring problem
The problem GRAPH HOMOMORPHISM [23] and its counting counterpart are among the most well established combinatorial problems. À -COLORING and À -COLORING problems constitute their subproblems when the target graph À is fixed. A massive work has been done in the study of the complexity of À -COLORING and À -COLORING for different types of the graph À, and also for restrictions on the class of source graphs [1, 2, 17, 18, 19, 25, 26, 28, 51] .
In particular, undirected graphs À for which À -COLORING is tractable have been characterized in [27] . An analogous result for À -COLORING has been obtained by Dyer and Greenhill.
Theorem 7 ([20]) If every connected component of an undirected graph À is either an isolated vertex, or a complete graph with all loops present, or a complete unlooped bipartite graph, then the À -COLORING is tractable. Otherwise, it is #P-complete.
Undirected graphs correspond to symmetric binary relations. Observe that graphs of rectangular symmetric binary relations are precisely those specified in Theorem 7. Indeed, a complete graph with all loops present correspond to the total binary relation which is rectangular, and if ± is a relation corresponding to a complete bipartite graph and µ ´ µ ´ µ ¾ ± then are in different parts and therefore the edge´ µ is present.
Conversely, let À be a connected graph such that ± À is rectangular. Suppose first that À has a loop at vertex and´ µ is an edge. Then´ µ ´ µ ´ µ ¾ ± À and, by the rectangularity, we get´ µ ¾ ± À . Therefore, all loops in À are present. Furthermore, if´ µ ´ µ is a path then´ µ ´ µ ´ µ ¾ ± À implies´ µ ¾ ± À , and we conclude that À is complete. If À has no loops then notice that, for any path´ µ ´ µ ´ µ, the edge´ µ is also present, because´ µ ´ µ ´ µ ¾ ± À . Therefore if À contains a cycle of odd length then it also has a loop, a contradiction. Thus À is bipartite, and the completeness follows straightforwardly from the rectangularity. Making use of Theorem 5, one may easily derive the #P-completeness part of Theorem 7. The tractability part of this theorem is fairly simple.
Specifying Conjecture 1 to the case of #À -COLORING we are able to conjecture a criterion for digraphs which give rise to tractable #À -COLORING problems.
Conjecture 2 The #À -COLORING problem for a digraph
À is tractable if and only if ± À is invariant under a Mal'tsev operation.
Unfortunately, it is not easy to express the criterion in graph-theoretic terms. However one necessary condition can be identified. A digraph is said to be N-free if it does not contain a subgraph of the form shown in Fig. 2 . 
Lemma 1 If a digraph À is not N-free, then the #À -COLORING problem is #P-complete.
In fact, the effect of the property of rectangularity is that it excludes the configuration shown in Fig. 2 .
Theorem 7 confirms Conjecture 2 for undirected graphs. For some classes of digraphs this conjecture can also be proved. Fig. 3 ). Otherwise it is #P-complete. Proof (Hardness): Let À Î µ be an oriented cycle. We prove that if there is a Mal'tsev polymorphism of ± À then À is of the form specified in the theorem. Fig. 4 ). Notice that, since Ð is the minimal length of a maximal path, the paiŕ 
Proposition 4 Let À be an oriented cycle. Then the À -COLORING problem is tractable if and only if À is one of
Ò , ½ Ò , ¾ Ò (seeTherefore,´ ¼ ¼ µ ¾ « ¼ ´ ½ ½ µ ¾ « ½ ´ Ð ½ Ð ½ µ ¾ « Ð ½ (seeµ is in « Ð ½ . Furthermore, Ñ Ð ½ Ð Ð ½ ¾ ± À which means Ñ´ Ð ½ Ð ½ µ ¾ Ð ½ . Then, as Ñ preserves « Ð ½ , we have Ñ Ð ½ Ð ½ Ð ½ Ð ½ ¾ « Ð ½ Therefore,
The List À-Coloring problem
In the LIST À-COLORING problem we are given an input (directed) graph , and for every vertex of , a list Ä´ µ, that is a subset of vertices of À. The objective is to find the number of homomorphisms ³ À such that ³´ µ ¾ Ä´ µ for every vertex of . It is not hard to see that this problem is equivalent to ËÈ´ À µ where À ± À is a unary predicate over the vertex set of À .
In the case of undirected graphs a dichotomy theorem was obtained independently in [18] and [26] . The criterion happened to be the same as that for À-COLORING. 
Conjecture 3 The LIST
À-COLORING problem is tractable if and only if ± À is invariant with respect to a conservative Mal'tsev operation. Otherwise it is #P-complete.
Remarkably, in contrast to the case of undirected graphs, the classes of digraph specified in Conjectures 2 and 3 are not equal. For example, consider the digraph À ¾ ¾ (Fig. 5) . By Proposition 4, the À-COLORING problem can be solved in polynomial time, while ± À has no con- 
Uniform constraint languages.
In [6] , it was shown that the decision constraint satisfaction problem arising from a constraint language invariant with respect to a Mal'tsev operation is tractable. Moreover, the algorithm presented in that paper allows one not only to determine whether there is a solution to a problem instance, and not only to find a solution, but also to find a basis of the solution space. In some cases we may find the number of solutions by making use of this basis.
A constraint language is said to be uniform if the blocks of any equivalence relation from are of the same size. Clearly, every Boolean constraint language is uniform. Further examples of uniform constraint languages are provided by 'group constraints' [21, 22] , and also by the constraints studied in [15] . For more examples see also [7] .
Theorem 9
A uniform constraint language invariant with respect to a Mal'tsev operation is #-tractable.
Algebraic Structure of #CSP
In this section we further develop algebraic machinery for the counting constraint satisfaction problem. Our aims are, first, to make it possible to use the most advanced and powerful results from universal algebra in the study of #CSP, and, second, to develop techniques sufficient to prove Theorem 5.
Algebraic constructions and #CSP
In this section we give basic algebraic definitions. We also introduce the notion of "#-tractable algebra" and show how it relates to the complexity of problem classes of the form ËÈ´ µ. In our algebraic definitions we follow [12, 38] .
A (universal) algebra is an ordered pair
´ µ
where is a non-empty set and is a family of finitary operations on . The set is called the universe of , the operations from are called basic. An algebra with a finite universe is referred to as a finite algebra. Any constraint language on a set can be converted into an algebra ´ ÈÓÐ µ, and vice versa, for any algebra´ µ, there is a corresponding constraint language ÁÒÚ . By Theorem 3, if È Ó Ð ½ ÈÓÐ ¾ or, equivalently, ½ ¾ , then ½ ¾ are #-tractable or #P-complete simultaneously. Therefore all the problem classes can be parametrized by finite algebras so that classes with the same parameter have the same complexity. We make the following definition. The main idea of the algebraic approach is to use some properties of an algebra in order to determine the complexity of the associated #CSP. To identify these properties, some connections between the complexity of an algebra and standard algebraic constructions will be very helpful.
Definition 4 An algebra
Definition 5¯Let
´ µ be an algebra. The Ò-th A property of algebras such that if an algebra enjoys the property then any subalgebra, homomorphic image, and direct power also enjoys it, is said to be hereditary. Universal algebra mostly deals with hereditary properties [29, 38] . Therefore, the next theorem allows us to apply the most powerful methods of modern algebra to the study of the complexity of the counting constraint satisfaction problem.
Theorem 11 Let be a finite algebra. Then (i) if is #-tractable then so is every subalgebra, homomorphic image, and direct power of . (ii) if has an #P-complete subalgebra, homomorphic image, or direct power, then is #P-complete itself.
An operation is said to be idempotent if the identity ´Ü Ü µ Ü holds. Algebras whose basic (and therefore term) operations are idempotent posess many useful properties that will assist in our investigation. The full idempotent reduct of an algebra 
Hard cases of #CSP
As we shall see, binary reflexive, but not symmetric relations play the central role in solving Problems 1,2. By Theorem 13, the algebra from Theorem 14(2) is #P-complete. Furthermore, Theorem 11 implies that is also #P-complete.
Theorem 13
Corollary 3 If is a finite algebra that has no Mal'tsev term operation then is #P-complete.
Finally, Theorem 5 is just Corollary 3 expressed in terms of constraint languages.
Conclusion
We have shown that the algebraic approach developed originally to deal with the decision constraint satisfaction problem is applicable, in some aspects even more efficiently, to the counting constraint satisfaction problem. On the one hand, this has allowed us, by making use of advanced and deep algebraic results (Theorem 14) , to obtain a strong necessary condition on tractable cases of the counting constraint satisfaction problem (Theorem 5), and to pose a plausible conjecture about a possible form of a criterion for such cases. On the other hand, earlier results on algorithmic and structural aspects of Mal'tsev algebras make it possible to design polynomial time algorithms solving many of the counting constraint satisfaction problems satisfying the criterion. In particular, the criterion is true for problems over small domains.
The algebraic approach also appears to be very helpful in systematization of existing complexity results on #CSP by identifying a common property of classes solvable in polynomial time, and providing a strong guidance for further research.
The applicability of the algorithm solving Mal'tsev decision constraint satisfaction problems to #CSP is limited. However, as Theorem 6 shows, those limitations can be overcome by using structural properties of relations invariant under a Mal'tsev operation. We strongly believe that future developments in algebraic theory related to Mal'tsev operations will lead to a complete solution of Problem 1.
