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Let f(n, k) denote the number of ways of selecting k objects from n objects 
arrayed in a line with no two selected having unit separation (i.e., having exactly 
one object between them). Then, if n ) 2(k - l), f(n, k) = C;=, (“-:Ti;*‘) (where 
K = [k/2]). I f  n < 2(k - l), then f(n, k) = 0. In addition, f(n, k) satisfies the 
recurrence relation f(n,k)=f(n-l,k)+f(n-3,k-l)+f(n-4,k-2). I f  the 
objects are arrayed in a circle, and the corresponding number is denoted by g(n, k), 
then for n > 3, g(n, k) =f(n - 2, k) + 2f(n - 5, k - 1) + 3f(n - 6, k - 2). In 
particular,ifn)2k+ltheng(n,k)=(“;’)+(”;!;’). 
1. INTR~DUC~~N 
Kaplansky [ 1 ] first published a derivation by recurrence of the number of 
combinations of n objects taken k at a time with no two selected objects 
being consecutive (see also Riordan [2] and Ryser [4]). A related problem is 
to determine the number of combinations of n objects taken k at a time with 
no two selected objects having unit separation (i.e., having exactly one object 
between them). This problem is somewhat more dilllcult since consecutive 
objects may be selected as well as non-consecutive objects with at least two 
objects between them. 
In this paper we derive by recurrence the number of combinations of n 
objects arrayed in a line and taken k at a time with no two selected objects 
having unit separation. In addition, the corresponding result is also derived 
when the objects are arrayed in a circle. Two objects will be called uni- 
separate if they have exactly one object between them. We assume the reader 
is familiar with the basic relations for binomial coefficients. The boundary 
conventions are identical to those stated in the introduction of the book by 
Riordan [3] on combinatorial identities. Also, [x] will denote the largest 
integer less than or equal to X. 
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2. THE RECURRENCE 
Let f(n, k) denote the number of combinations of n objects arrayed in a 
line and taken k at a time with no two selected being uni-separate. The 
corresponding selections either contain the first object or they do not. If they 
do not, then they are enumerated by f(n - 1, k). If they do, then the 
selections either contain the second object or they do not. If they do not, 
then they cannot contain the third object and, hence, are enumerated by 
f(n - 3, k - 1). If the selections contain the first and second objects, then 
they cannot contain the third and fourth objects and, hence, are enumerated 
by f(n - 4, k - 2). Thus, f(n, k) satisfies the recurrence relation 
f(n, k) = f(n - 1, k) + f(n - 3, k - 1) + f(n - 4, k - 2). (1) 
The boundary conditions are f(n, 1) = n and f( 1, k) = 0, k > 1. Also, we 
let f(n, 0) = 1. 
3. THE RESULT 
THEOREM 1. 
if n > 2(k - 1) (where K = [k/2]) 
ifn < 2(k- 1). 
Proof We show f(n, k) satisfies the recurrence (1) and the boundary 
conditions. If k = 1 then f(n, k) = (y ) = n. Also, f( 1, k) = 0 when k > 1 
sincef(n, k) = 0 if n < 2(k - 1). Thus, the boundary conditions are satisfied. 
To prove thatf(n, k) satisfies recurrence (1) we first show that f(n, k) can 
be expressed in the form (where K = [k/2]) 
f(n, k) = (-l)k-l 3k,~~~~2K ) + ? (n - t T ii- 2i). 
,s 
(2) 
If n > 2(k - l), then 2k - 3 - n < 0 and ( ‘“G’--,“--,‘“) = 0. If n < 2(k - l), 
then for all i, n - k + 1 - 2i < k - 2i. Thus, 
and 
n-k+l-2tc 
k-2x 
f(n,k)=(-l)k-l 3k~~J~~2K) + (“-~‘~,‘“). 
( 
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Hence, if k is even, K = k/2 and f(n, k) = -1 + 1 = 6. If k is odd, ic = 
(k - 1)/2 andf(n, k) = (2k - 2 - n) + (n - 2k + 2) = 0. Thus in either case, 
if n < 2(k- 1) thenf(n,k)=O. 
By the preceding discussion, it suffices to show thatf(n, k) written in form 
(2) satisfies recurrence (1). Let A= [(k - 1)/2] and ,U = [(k - 2)/2]. 
f(n-l,k)+f(n-3,k-l)+f(n-4,k-2) 
3k-3-n-U 
We show that this sum equalsf(n, k) by considering whether k is even or 
odd. 
Case 1: k even. Then we have 
- (;;:;I-) + (n,,,) + ‘kz2 (yy) 
Observe that combining the three summations from i = 0 to i= (k - 2)/2 
yields C~“=;02Y2 (n-i+:;2i). If n > 2k- 2, then 2k - 2 -n < 0 and the sum 
reduces to 
(“i’“)+‘“,$r (nm:‘ii2i)=,g (n-~~:~2i) =f(n,k). 
If n = 2k - 2, then 2k - 2 - n = 0 and the sum reduces to 
Finally, if n < 2k - 2, then 2k - 3 - n > 0 and the original sum reduces to 
-1+1+0+(2k-l-n)+(n-k-I-k+2) 
+(-1)+ 1 =O=f(n,k). 
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Case 2. k odd. Then we have 
(;;I;-?J+(kg* (y,,,i) 
- (;;I;-;) + I*g* (n;:;:;;i) 
+ (;;:;I-) + (kg; (n;l;:;i2i). 
If n > 2k - 2, then 2k - 2 - n < 0 and the sum reduces to 
(n-2:+1)+ (“o’“)+‘*i; (n-;T;-‘i) 
W-l)/* 
= c 
n-k+l-2i 
k- 2i 
= f (n, k). 
i=O 
If n = 2k - 2, then 2k - 2 - n = 0 and the sum reduces to 
l-1+0+ ,s ‘kgy (ki’,2’)=O=f(n,k). 
Finally, if n < 2k - 2, 2k - 3 - n > 0 and the original sum reduces to 
(2k- l-n)+(n-2k+ l)- 1 t 1 
+(2k-2-n)+(n-2kt2)=O=f(n,k). 
Hence, f(n, k) is determined by the boundary conditions and the recurrence 
(1). 
TABLE I 
Numbersf(n, k) 
kfn 0 1 2 3 4 5 6 1 8 9 10 11 12 13 14 15 
0 11111111 11 11 1 1 1 1 
1 12345 6 7 8 9 10 11 12 13 14 15 
2 1 2 4 7 11 16 22 29 31 46 56 61 79 92 
3 2 6 13 24 40 62 91 128 174 230 291 
4 13 9 22 46 86 148 239 367 541 
5 3 12 34 80 166 314 553 
6 1 4 16 50 130 296 
I 4 20 70 
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4. THE CIRCULAR CASE 
Let g(n, k) denote the number of combinations of n objects arrayed in a 
circle and taken k at a time with no two selected objects being uni-separate. 
Then, if n > 3 
THEOREM 2. g(n, k) =f(n - 2, k) + 2f(n - 5, k - 1) + 3f(n - 6, k - 2). 
ProoJ: Since g(3, k) = 0, k > 1, we assume n > 3. The corresponding 
selections either contain at least one of the first two objects or they do not. If 
they do not, then they are enumerated byJ(n - 2, k). If they contain only the 
second object, then they contain either the third object, in which case they 
are enumerated by f(n - 6, k - 2), or else they do not, and are enumerated 
by f(n - 5, k - 1). Observe if the second object is selected, then the last 
object cannot be selected. If the selections contain the first and second 
objects, then they are enumerated by f(n - 6, k - 2) since the third, fourth, 
last and next to the last objects cannot be selected. If the corresponding 
selections contain only the first object, and the last object, then they are 
enumerated by f(n - 6, k - 2) since there are four objects that cannot be 
selected. If the corresponding selections contain only the first object and not 
the last, then they are enumerated by f(n - 5, k - 1). Thus, if n > 3, 
In particular, if n > 2k + 1, then g(n, k) is equal to the number of 
combinations of n objects arrayed in a circle and taken k at a time with no 
two selected objects consecutive (see Kaplansky [I], or Riordan [2], or 
Ryser [4]). 
THEOREM 3. Zf n 2 2k + 1, then 
g(n,k)= (n;k) + (“;“T’). 
Proof. If n > 2k + 1, then by Theorems 1 and 2: 
Case 1. k even. Then we have 
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ghk)= (n-:-1) + fl (n-::;;2i) 
(k-2)/2 (k-2)/2 
+2 c 
n-k-3-2i 
+3 2 
n-k-3-2i 
i=O k-l-2i i=O k-2-2i 
= (q-1) + ‘*:” (y--;y) 
t2(k@:2 ( 
n-k-3-2i (k-2)/2 
+3 c 
n-k-3-2i 
k-l-2i 
i=O k-2-2i 
=(“-::-‘)+(“krTl)+(nkrTl) 
= (n;k)+ (yy). 
Case2: k 
g(n, k) = 
odd. Then we have 
(k-l)/2 
Y- 
( 
n-k-1-2i 
i% k - 2i 
+ 2 (kF2 
i=o 
n --“-:,2i 
(k-3)/2 
4-3 c 
n - k _ 3 - 2i 
i=O ( k-2-2i ) 
(n-y)t2( 
n-~-2)+‘*~~ (n--(-3;2i) 
(k-3)/2 
+2 c 
n-k-3-2i (k-3)12 n-k-3-2i 
I=0 k-I-2i )f3 ,zo ( k-2-2i 
("-i-l)+2 
(k-3)‘2 
+2 c [ ( i=o 
n --“-l,‘i) + ‘kgr (n --r-E;fi) 
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= (n-;-1)+2+2y; (“,1;1T’) 
=(“-;-‘)+2+2[(“*“T’)-I] 
= (“-:-‘)+2(n;~;l) 
= (yk)+ (“k-y 1). 
TABLE II 
Numbers g(n, k) 
kjn 0 12 3 4 5 6 7 8 9 10 11 12 13 14 15 
0 1111111 11 11 1 1 1 1 1 
1 123456 7 8 9 10 11 12 13 14 15 
2 4 5 9 14 20 21 35 44 54 65 17 90 
3 1 16 30 50 17 112 156 210 215 
4 4 9 25 55 105 182 294 450 
5 11 36 91 196 318 
6 4 13 49 140 
I 15 
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