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CHAPTER I 
INTRODUCTION 
1.1 In~roduc~ion ~o ~he Prob~em 
Computerized decision aid systems are playing an 
increasingly significant role in all aspects of managerial 
decision making in modern organizations [Koester and 
Luthans, 1979; Huber, 1984; Gallupe, 1986; Cooper, 1988]. 
Such systems provide the managers with specific decision 
analytic techniques that help managers to structure their 
decision processes and quantify their preferences and 
supposedly make better decisions [Aldag and Power, 1986]. 
As a result, considerable investments are being made in the 
technological development of decision aids. Consequently, a 
need is established to determine the effects of decision 
aids on the effectiveness and efficiency of human decision 
making. Beginning in the middle 1970's, there has been an 
upsurge of interest in the effectiveness of decision aids 
[e.g., Kozar, 1972; Mason & Mitroff, 1973; swanson, 1974; 
Lucas, 1975a, 1975b; Schewe, 1976]. Several review studies 
have attempted to explain inconsistencies in the results of 
prior studies regarding the effectiveness and efficiency of 
Decision support Systems (DSS) [Dickson et al., 1977; 
1 
2 
Courtney et al., 1983; Aldag and Power, 1986; Sharda et al., 
1988) and Group Decision Support Systems (GDSS) [Gallupe, 
DeSanctis & Dickson, 1988; Dennis, George, Jessup, Nunamaker 
& Vogel, 1988; Pinsonneault & Kraemer, 1989). However, these 
inconsistencies are not yet resolved and still cloud under-
standing of DSS/GDSS effectiveness. 
Some past reviews of DSS/GDSS effectiveness literature 
have attempted to explain these inconsistencies [i.e., 
Sharda et al., 1988) but such explanations have been 
incomplete and unsupported by empirical evidence. Part of 
the problem is that these reviews have been narrative. 
Though a narrative review affords the opportunity for 
special insight about the classification of phenomena and 
limitations of the studies, it is not the most effective way 
of generating a consistent summary of results that is 
readily comparable across studies {Hedges and Olkin, 1985; 
Montazemi and Wang, 1988-89). Because previous reviews of 
empirical literature on DSS/GDSS effectiveness [e.g., 
Courtney et al., 1983; Cooper, 1988; Dennis et al., 1988) 
have relied on narrative procedures, competing explanations 
of variation in estimates and conflicting findings are often 
put forth as conclusions rather than hypotheses in need of 
testing. 
Research reviews can be classified in four categories 
{Jackson, 1980; Cooper, 1982]. The first type identifies and 
discusses new developments in a field. The second type uses 
empirical evidence to highlight, illustrate, or assess a 
particular theory or to tentatively propose new theoretical 
frameworks. The third type organizes knowledge from 
divergent lines of research. The fourth type is an 
integrative review that attempts to compare and contrast 
findings across studies in a particular area. 
3 
Meta-analysis is a technique that belongs to the fourth 
type and has recently been used to integrate research 
findings [Glass, ~979; Glass, McGaw, and Smith, ~98~]. It 
treats the findings of individual studies as dependent 
variables and examines those findings as a function of one 
or more independent variables in an attempt to account for 
the variation in results across studies. The independent 
variables investigated, typically, include both the 
substantive (moderator) and methodological (i.e., sampling 
and measurement error) factors that can influence results. 
In essence, "meta-analysis is the application of the 
principles of primary research methodology to the review and 
integration of the findings of a body of studies" [Churchill 
and Peter, ~984]. Meta-analysis offers a systematic 
procedure for reviewing evidence from available studies, 
permitting not only statistical aggregation of research 
findings, but also a formal assessment of the influence of 
between-study moderators of the relationship. 
This study examines empirical studies of the 
effectiveness of DSS/GDSS; and using meta-analysis it 
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compares and contrasts the findings and investigates the 
variables that moderate the magnitude of these findings 
across studies. Differences across studies are explained and 
reconciled, and a resulting foundation for further research 
is established. 
1.2 Purpose of the Study 
A basic premise of DSS/GDSS implementation is that more 
effective decisions will be made with the DSS/GDSS than 
without. Traditional costjbenefit analysis is rarely 
applicable to justify the expenditures spent on DSS/GDSS due 
to the fact that most of their payoffs are intangible 
[Oxenfeldt, 1979; Keen, 1981; Melone and Wharton, 1984; 
Money, Tromp, and Wegner, 1988). Therefore, many DSS/GDSS 
are justified by measuring the improvement in decision 
making effectiveness [Burkhard, 1984). This study will 
investigate the effects of DSS/GDSS on decision making 
effectiveness and efficiency through a meta-analysis of 
relevant empirical studies. The use of meta-analysis will 
permit aggregation of the empirical evidence of previous 
research to validate or invalidate the claim that DSS/GDSS 
improve decision making effectiveness. This will provide 
information to address the question of how effective are 
DSS/GDSS, by testing the relationship between the 
availability (use) of DSS/GDSS technology and the 
effectiveness of decision making as reported in the 
5 
literature. 
The use of the meta-analysis technique is expected to 
result in conclusions that are more substantive and more 
generalizable than the previous narrative ones. The goal of 
meta-analysis according to Glass [1979] is larger than 
simply summarizing the outcomes of sample research. Its 
purpose is not only to evaluate a treatment and its effect 
(e. g., the level of decision aid technology and the 
effectiveness of decision making) but the method of research 
and the taxonomical (the natural classification of 
relationships) structure used by researchers in a field. 
Applying the meta-analysis technique can help to direct 
future research more efficiently [Cooper, 1979]; increase 
the effectiveness with which policy decisions are made 
[Light, 1979]; and disseminate scientific information to 
wider audiences [Cooper & Rosenthal, 1980]. 
1.3 Significance of the study 
It is argued that DSS/GDSS should be treated as any 
other input into the firm and as such should be evaluated 
against resulting outputs. Consequently, evaluating 
MIS/DSSJGDSS system effectiveness is of great concern to 
managers and researchers. DeSanctis and Gallupe [1987] 
propose that effectiveness and efficiency be considered the 
long term objectives of GDSS. Vogel, Nunamaker, Applegate 
and Konsynski [1987] list effectiveness, efficiency as goals 
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of a GDSS. Huber [1984] also suggests effectiveness and 
efficiency as necessary for a successful GDSS. several 
studies have been done in the past to determine the relative 
importance of measuring management information systems (MIS) 
effectiveness among other key issues in the field of 
management information systems as perceived by business 
executives. In a study by Dickson et al. [1984], measuring 
and improving information systems effectiveness/productivity 
was ranked fifth among the top ten key MIS issues as 
perceived by managers. In the Hartog and Herbert survey 
[1986], measuring productivity and effectiveness of MIS was 
ranked fourteenth. In a later survey study done by the same 
authors [Herbert and Hartog, 1986], measuring information 
system productivity was rated nineteenth among the other 
twenty three key issues, whereas it was ranked second in an 
earlier study by Ball and Harris [1982]. In a recent study 
done by Brancheau and Wetherbe [1987], measuring information 
system effectiveness and productivity was ranked ninth among 
twenty other key issues. From these studies we can see a 
general agreement among business executives that DSS/GDSS 
should be evaluated to determine their effectiveness and 
efficiency in decision making contexts. 
Regardless of the d~fferences ~n the outcomes of these 
studies, it is clear that measuring the effectiveness of 
MIS, in general, is of great concern to business executives. 
Meanwhile, effectiveness measurement continues to be a 
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critical problem as organizations invest more and more money 
in DSS/GDSS. This investment along with the conflicting 
results of past research regarding the usefulness or 
effectiveness of DSS/GDSS [Crowston and Treacy, 1986; Sharda 
et al., 1988] underscores the need for more conclusive 
research on effectiveness of DSS/GDSS. 
1.4 organization of the Dissertation 
This dissertation is organized as follows. Chapter I 
(this chapter), introduces the research area, presents the 
purpose and scope of the study, and identifies its 
importance. Chapter II provides an in depth discussion of 
literature upon which this study is based. In Chapter III, 
the research methodology used in this study to determine the 
DSS/GDSS effectiveness as reported in the literature is 
outlined and discussed. A description of the analys~s and 
the detailed results are presented in Chapter IV. The final 
chapter, Chapter V, contains a summary of the research 
methodology and the findings, limitations, and implications 
of the study. The contribution made by this research and a 
discussion of important future research complete the 
chapter. 
CHAPTER II 
THE LITERATURE REVIEW 
2.1 Introduction 
In the 1950's and early 1960's business applications of 
computer, with the advent of Electronic Data Processing 
(EDP), focused on a data-oriented approach which involves 
the mechanization of transaction processes. This was called 
Transaction Processing Systems (TPS). Typical applications 
of TPS are payroll, record keeping, inventory, etc. They 
apply predefined procedures with emphasis on data management 
rather than information management {Pracht, 1984). The data 
focus in these systems is at the operational level and not 
at middle or top managerial levels. 
2.1.1 Management Information Systems (MIS) 
The development in the 1960's of time sharing systems, 
direct access to data, and interaction with models gave rise 
to systems with an information-oriented focus and predefined 
aggregation and reporting capabilities. These systems, 
called Management Information systems (MIS) were developed 
for the main purpose of management decisions. These systems 
were quite large and complex and required highly skilled 
8 
systems analysts and programmers for their development. 
Although, the concentration was on information, the data 
base consisted almost exclusively of data internal to the 
organization. Information assembled from the data was most 
often disseminated via printed reports. A commonly used 
definition of the MIS concept is: 
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An integrated manjmachine system for providing 
information to support decision making functions in 
an organization. The system utilized computer 
hardware and software, manual procedures, 
management and decision models, and a data base 
{Davis, 1974]. 
MIS today are mainly used in business organizations at the 
middle level management. 
2.1.2 Decision Support Systems (DSSJ 
The rapid changes in computer technology in the late 
1970's and early 1980's permitted relatively low-cost 
interactive access to models, systems, and data bases 
through the use of user-oriented system interfaces; and gave 
rise to Decision Support systems (DSS). The emerging area of 
DSS is largely an outgrowth of MIS. Emphasis on the three 
following issues distinguishes DSS from MIS: (1) more 
general methods for incorporating models, (2) a 
decision-oriented focus which provides support for decision 
activities that are semi-structured or unstructured, and (3) 
user-oriented languages for problem solving {Sprague and 
Carlson, 1982; Keen and Scott Morton, 1978; Davis, Davis and 
Shrode, 1987]. The use of DSS is mainly focused at the 
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executive decision maker level. 
2.1.3 Expert systems (ESJ 
The breakthrough of expert systems begins in the 1980's 
with the activation of artificial intelligence (AI). They 
are complex computer programs that manipulate knowledge to 
solve problems efficiently and effectively in a specific 
problem domain {Waterman, 1986]. Expert systems offer advice 
and solutions that would be offered by a human expert. They 
are like human experts in using heuristics and making 
mistakes, but have the capacity to learn from their errors 
and explain the reasoning that led to a given solution. The 
objective of both decision support systems and expert 
systems is to improve the effectiveness of decision making. 
However, expert systems are different from DSS in that DSS 
models tend to be causal in nature (typically used in 
support of decision making), whereas expert system models 
are judgmental and can potentially make decisions [Blanning, 
1984]. In addition, expert systems focus on knowledge and 
are mostly used at corporate level. 
2.2 Individual Decision Support Systems 
The term Decision Support Systems (DSS) appeared first 
in a work by Gorry and Scott Morton {1971] to distinguish 
the type of information systems needed to solve unstructured 
or semi-structured problems from those used to solve 
structured tasks. DSS refers to that segment of the MIS 
which is designed to help managers in dealing with 
semistructured or unstructured decision-making [Alter, 
1977a; Vazsonyi, 1978 Keen & Wagner, 1979]. DSS have been 
defined as: 
It is a system linked to the process by which 
managers arrive at decisions. Its role is not 
to replace the decision maker, but to enhance 
his or her effectiveness [Alavi and Henderson, 
1981]. 
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A flexible computer-based system that can assist 
decision makers in dealing with semistructured to 
unstructured problems [Goslar, Green and Hughes, 
1986]. 
Definitions of DSS are several in the literature and there 
is not an agreement on the precise meaning of the term. One 
school of thought [Keen and Wagner, 1979; Rockart, 1979] 
recognizes a system as DSS only when it helps the executives 
decision makers, while another believes DSS support managers 
from all organizational levels [Kingston, 1981; Sprague and 
Carlson, 1982]. Some believe that DSS only help dealing with 
semistructured or unstructured decision problems [Keen and 
Scott Morton, 1978; Kingston, 1981; Watson and Hill, 1983], 
while others think that they contribute to structured as 
well as unstructured decisions [Sprague and Carlson, 1982]. 
Some theorize DSS are a subset of Management Information 
Systems (MIS) [Davis and Olson, 1984], while others 
postulate DSS pick up where MIS leave off {Keen and Scott 
Morton, 1978]. However, in general a DSS is defined as an 
interactive, computer-based system which supports (rather 
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than replaces) managers in making semistructured and 
unstructured decisions {Scott Morton, 1980; Sprague, 1980]. 
The components of DSS include: user-friendly 
interactive interfaces (e.g., query languages), model or 
data-based systems, integrated problem-solving capabilities, 
and problem solving tools (i.e., spreadsheet software). A 
DSS is usually capable of performing tasks such as what-if 
analysis, goal-seeking, sensitivity analysis, exception 
reporting, and modeling analysis. An example of DSS 
application in business is Target-USA, a DSS developed by 
Nova Research, Inc., and S and 0 Consultants, Inc. {Agnew, 
1986], to help marketers of new products promote their 
merchandise effectively in marketplaces where cultural 
differences affect sales. Target is a three-phase process 
that focuses on (1) defining the marketplace and identifying 
competitors, (2) developing marketing strategies based on 
this research and the client corporation's long-range plans, 
and (3) naming products, developing packages, market testing 
and marketing the newly created product. 
DSS, or computer-based tools for managerial problem 
solving, have been the object of study in organizational 
research since the early 1970's. The theory of DSS is based 
on Simon's [1960] bounded rationality model of decision 
making for adding structure to what is otherwise an 
unstructured problem solving. The goal of a DSS is to 
improve the quality and efficiency of human decision making. 
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Along with this goal, significant attention has been given 
to studying the impact of DSS technology on decision 
efficiency, quality, and satisfaction [Keen & Scott Morton, 
1978; Bonczek, Holsapple & Whinston, 1979; Huber, 1982a]. 
The empirical studies that address the effectiveness of DSS 
will be discussed in the following section. 
2.3 Group Decision Support Systems 
Group activities in organizations consume large amounts 
of time and cost [Mintzberg, 1973; Argyris and Schon, 1974; 
Hoffman, 1979; Stefik et al., 1987], but they rarely produce 
tangible outcomes, and the resultant decisions are rarely up 
to the aggregate potential of the group membership [Johnston 
et al., 1977]. The inefficiency of unsupported group 
decision making is quite clear in large group meetings with 
one member speaking at a time while the other members are 
listening. While in automated group decision support, every 
member of the group is able to participate at the same time 
[Nunamaker, Vogel, and Konsynski, 1989]. GDSS have been 
proposed to provide interactive, computer-based decision 
support to solve complex and unstructured problems by groups 
of decision makers [Gray et al., 1981; Huber, 1982b; Huber, 
1984; DeSanctis and Gallupe, 1985]. The objective of using 
this technology to support group decision making is twofold: 
1) to increase efficiency by reducing the costs of meetings, 
and 2) to increase effectiveness by creating better quality 
outcomes [Huber, 1984]. GDSS have been defined in the 
literature as: 
An interactive computer-based system which 
facilitates solution of unstructured problems 
by a set of decision makers working together 
as a group. {DeSanctis and Gallupe, 1985] 
A GDSS consists of a set of software, hardware, 
and language components and procedures that 
support a group of people engaged in a decision 
related meeting. [Huber, 1984] 
An example of GDSS is the Planning Laboratory 
established in 1985 at The University of Arizona's 
Management Information Department which has been used by 
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several organizations. A group of executives from a bus~ness 
firm may meet for several times at this location to discuss 
a certain issue. This system is process oriented rather than 
goal oriented {Heminger, 1989]. The University of Arizona 
GDSS is general in its application and has been used for 
more than one purpose, including idea generation and issue 
analysis [Applegate et al., 1986]; organizational planning 
[Applegate, 1986]; strategic planning {Dennis et al., 1987]; 
and information sharing, deliberation and choosing 
{Nunamaker, 1987). 
This system includes five major components {Heminger, 
1989): facility, hardware, software, procedures and 
facilitation. The main physical facility of this GDSS is a 
decision room with a U-shaped table for a face-to-face 
communication. A group of decision makers using a friendly 
user-interface language has access to a data base, a model 
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base, and a GDSS applications software during the process of 
decision-related meeting. There are several terminals, one 
for each participant, connected to each other by a local 
area network (LAN), one inputjoutput device, and one viewing 
screen. A meeting facilitator may provide an interface 
between the group and the technology, and coordinates the 
group's use of the technology. Among the software provided 
in the Planning Laboratory are facilities for (~) electronic 
brainstorming which enhances a form of Nominal Group 
Technique (NGT), (2) stakeholder identification and analysis 
which examines planning issues and looks for discrepancies 
between stakeholder and organizational interests, and (3) an 
enterprise analyzer used to determine the relationships 
among organizational components and to determine the 
potential impacts that stakeholders have on the 
organization. 
A GDSS is a technology-based system that is typically 
comprised of four components [Kraemer and King, ~984]. These 
are: (1) software (including generalized system software and 
specialized decision-making software), (2) hardware 
(including the ~onference facility, computing equipment, 
audiovisual equipment and telecommunications), (3) 
procedures (including the organizational data, management 
processes and group process), and (4) people (including the 
organizational decision-makers and support staff 
facilitating the decision making process and activities) • 
•• 
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GDSS combine communication, computer, and decision 
support technologies to support different stages of decision 
making process (i.e., problem formulation) in group settings 
{Poole & DeSanctis, 1987; Desanctis & Gallupe, 1987]. 
Communication technologies available within a GDSS include 
electronic messaging, local and wide-area networks, 
teleconferencing, and store and forward facilities. Computer 
technologies include multi-user operating systems, fourth 
generation languages, databases, data analysis facilities, 
and data storage and modification capabilities. Decision 
support technologies include agenda setting, decision 
modeling methods (such as decision trees), structured group 
methods (e.g., the Nominal group and Delphi techniques), and 
rules for directing group discussion. 
A GDSS subsumes conventional individual DSS within it. 
Where the group size shrinks to one, a GDSS reduces to a DSS 
{Gray, 1987b]. Both DSS and GDSS include a data base and a 
human interface [Sprague and Carlson, 1982]. However, in 
moving from a DSS to a GDSS, some additional requirements 
need to be added. Examples of these requirements are a 
communication base, and a software determining consensus. 
According to Huber {1982a], the benefits of GDSS can be 
seen in reducing the process losses (information loss, 
information distortion, or sub-optimal decision making): 
Actual 
Decision = 
Making 
Effectiveness 
Potential 
Decision + 
Making 
Effectiveness 
Group 
Process 
Losses 
Group 
Process 
Gains 
17 
GDSS can reduce these losses by allowing anonymity of 
participation in the discussion, searching of databases and 
doing analyses to answer questions, and displaying 
individuals' input to the public screen for open group 
discussion [Kraemer & King, 1985]. Process gains include 
increased decision quality from the creation of new ideas by 
a group member based on hearing the discussion of others 
[Gray, 1987b]. 
The support of group decision making has been getting 
recent attention, with some of the earliest published papers 
dating from 1981 and 1982 [Steeb and Johnston, 1981; Turoff 
and Hiltz, 1982; Kull, 1982]. The need for GDSS is caused by 
two forces: the great demand for more information sharing in 
organizations and the resistance to allocating more 
managerial and professional time to attend meetings [Ein-Dor 
and Segev, 1982]. 
Although, GDSS have been a rapidly emerging field of 
the 1980's, GDSS technology is still in a laboratory stage 
[Gray, 1987a]. At the present time, most GDSS applications 
are centered in university research laboratories (i.e., the 
University of Arizona, the University of Minnesota, and the 
Claremont Graduate College) and have not moved to business 
locations. Part of the problem is that GDSS require large 
capital investments in physical facilities [Gray, 1987a]. A 
typical GDSS requires an elegantly furnished conference room 
with a lot of display and communication hardware. 
\ 
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2.3.~ Classifications of GDSS 
The most common classification of GDSS is based on two 
dimensions: Space and time [DeSanctis and Gallupe, ~985]. 
Under this classification there are four types of GDSS: (~) 
decision room (close proximity, synchronous), (2) local 
decision networks (close proximity, asynchronous), (3) 
linked decision room (dispersed proximity, synchronous), and 
(4) remote decision networks (dispersed proximity, 
asynchronous) • Based on this approach, DeSanctis and Gallupe 
[~987] suggest a multidimensional taxonomy of GDSS using a 
contingency approach. Three environmental contingencies were 
identified as critical to GDSS design: group size, member 
proximity, and the task confronting the group. 
DeSanctis & Gallupe [~987] advocate an information-
exchange view of group decision making, that is based on the 
assumption that the effects of GDSS occur due to changes in 
the pattern of interpersonal communi-cation brought about by 
the technology intervention. Specifically, the use of GDSS 
changes the nature of participation within the group, which 
in turn affect the decision quality and other group decision 
outcomes. Based on this view there are three possible levels 
of systems that represent varying degrees of intervention 
into the decision process according to the approach taken to 
supporting the group. 
Level ~ GDSS provide technological supports that 
facilitate information exchange among members to improve the 
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group's communication. Such technological facilities would 
include large front screen displays for prompt display of 
ideas, voting solicitation and compilation, anonymous input 
of ideas and preferences, and electronic communication 
channels between members. Level 1 features are found in an 
electronic board room. Level 2 represents an enhanced GDSS 
over Level 1. It provides decision modeling and group 
decision techniques aimed to reduce uncertainty and "noise" 
in the group decision process. A typical Level 2 GDSS 
provides automated planning tools, or other aids commonly 
found in individual DSS {DeSanctis & Gallupe, 1987]. Some of 
the modeling tools of Level 2 to support analyses are social 
judgment formation, risk analysis, and multiattribute 
utility methods. Group structuring techniques such as 
Delphi, Nominal, and brainstorming methods can be 
administered within Level 2 technology. Level 3 is the 
highest level system of GDSS and is characterized by 
machine-induced group communication patterns which include a 
rule-based expert system to select and arrange rules to 
monitor and direct the group's communication patterns. Such 
rules might be used for controlling the pattern, e.g., 
Robert's Rules of Order [Eisner, 1986], timing or content of 
information exchange. The sophistication of technology 
increases and the level of intervention into the group's 
natural decision process increases as the level of GDSS 
increases. 
20 
This research does not cover all types of GDSS. It is 
mainly concerned with face-to-face settings of GDSS that are 
mostly operated under Level ~ systems. This limited domain 
of coverage is imposed by previous research literature which 
have presented only little research on the effectiveness of 
other types of GDSS yet. Because the GDSS technology is 
young {Straub and Beauclair, ~988], DeSanctis and Gallupe 
[~987) suggest for GDSS researchers to start with Level ~ 
and Level 2 systems and not to proceed to Level 3 systems 
until some understandings of the features and effectiveness 
of the lower level systems has been achieved. 
2.4 Major Independent and Dependent Variables 
and Their Measures 
Chervany, Dickson, and Kozar {~972) have proposed a 
research framework that identifies three significant 
variables that determine decision making effectiveness. 
These attributes as shown in Table I are the characteristics 
of the decision maker, the characteristics of the decision 
environment, and the characteristics of the information 
system. In terms of this research, all these variables 
except the availability of decision aids are moderator 
variables moderating the effectiveness of computer-based 
decision making. 
The main independent variable in this research is the 
availability of DSS/GDSS support (or the level of decision 
TABLE I 
INDEPENDENT AND DEPENDENT VARIABLES OF DSS EFFECTIVENESS 
The decision 
maker 
1. 
2. 
Ind~rectly 
acqu~red 
attributes: 
- Apt1.tudes 
- Att~tudes 
D~rectly 
acqu~red 
attr~butes: 
- Tra~n~ng 
- Experience 
Dependent var~ables 
Dec~s~on effect~veness: 
Qual~ty 
- Cost 
- Prof~t 
- T~me 
- etc. 
Independent Var~ables 
1. 
2. 
3. 
The dec~sion 
environment 
Funct~on 
- f~nance 
- production 
- market1.ng 
- personnel 
- R & D 
- etc. 
Level 
- Strateg~c 
- Tact~cal 
- Operat~ons 
Env~ronmental 
- stab~l~ty 
- Compet1.t~veness 
- T~me pressure 
1. 
2. 
3. 
Character~st1.cs 
of the DSS 
Format 
- content 
- Form 
- Presentat~on 
med~a 
Time 
ava1.lab~l~ty 
Dec~s~on a1.d 
Source: Chervany, N.L., G.W. D~ckson, and K.S. Kozar, 1972 
support technology). In most cases this variable may take 
three general conditions: 
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(1) no decision support (baseline), where the decision 
maker is not given any information or help, 
(2) computerized decision support (DSS/GDSS), where the 
decision maker is provided with information and 
DSS/GDSS support, or 
(3) manual decision support (paper-and-pencil for DSS 
or paper-and-pencil and flip chart for GDSS), where 
the decision maker is provided with the same 
information given in the second condition above but 
with no computerized support. 
Some researchers test this variables under two 
conditions only: (1) no-DSS/GDSS support, and (2) 
computerized DSS/GDSS support [i.e., King and Rodriguez, 
1978; Mcintyre, 1982; Eckel, 1983; Gallupe, 1985; Goslar et 
al., 1986], or manual DSS/GDSS support versus computerized 
DSS support [i.e., Steeb and Johnston, 1981; Benbasat and 
Dexter, 1982; Ruble, 1984; Sharda et al., 1988; Zigurs et 
al., 1988; Dixon, 1989). Others examine two different 
levels of computerized DSS/GDSS support versus no-DSS/GDSS 
support [i.e., Goul et al., 1986). Moreover, some 
researchers examine computerized DSS/GDSS support versus 
manual versus no-DSS/GDSS support [i.e., Lewis, 1982; 
Killingsworth, 1987; Watson, 1987; A. Easton, 1988; Watson 
et al., 1988), while others examine two different levels of 
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computerized DSS/GDSS support against manual and no DSS/GDSS 
support [i.e., Eining, 1987]. Jarvenpaa, Rao and Huber, 1988 
test two levels of computerized GDSS support with manual 
(conventional) support. 
The dependent effectiveness variables may be divided 
into two categories: decision outcome effectiveness 
variables and decision process effectiveness variables. 
These variables are presented in Table II for both DSS and 
GDSS. The DSS process effectiveness deals with how the 
decision maker is actively involved in the decision process 
using a decision aid. This would include depth of analysis 
and degree of DSS utilization. For GDSS, process 
effectiveness concerns the capacity of the GDSS to actively 
involve the participants in group focused process. This 
would include such things as equality of participation and 
user assessment of the process. outcome effectiveness 
concerns the capacity of the DSS/GDSS to help the decision 
makers to achieve the goals that have been established by 
them, in individual or group settings. 
2.4.1 Decision Outcome Variables 
The resultants of decision making are the decision 
outcomes. This would include variables such as decision 
quality, decision confidence, decision consistency, 
satisfaction with decision outcome, and degree of decision 
improvement. These variables and their measures will be 
TABLE II 
THE MAIN INDEPENDENT, DEPENDENT AND MODERATOR VARIABLES OF DSS AND GDSS 
Independent Variables 
Dependent Variables 
DeciSion Support Systems (DSS) 
1. 
2. 
Availability of deCISion Bid (DSS) 
a. No DSS support 
b. DSS support 
Level of DSS support 
a. No DSS support 
b Manual DSS support 
c. C~teriZed DSS support 
Effectiveness of Dec1s1on Outcomes 
1. Quality of dec1s1on making 
2 Satisfaction With dec1s1on outcome 
3 Dec1s1on confidence 
4 Degree of deciSion Improvement 
5 Consistency of dec1s1on outcomes 
6 Attitude toward the system 
Effectiveness of Dec1s1on Process 
1 Depth of analysis 
a Number of alternatives considered 
b Number of 1ssues considered 
2. Level of DSS ut1l1zat1on 
Efficiency of Dec1s1on Making 
1 
Moderator Variables 1 
2 
3 
4 
5 
6 
DeciSion time 
Mode of presentation 
Level of task d1ff1culty 
Cognitive style 
Data level (summarized vs detailed) 
Prior use of dec1s1on a1d 
DSS training 
Gro~p DeciSIOn Support Systems (GDSS) 
1. 
• 2. 
1 
2 
3 
4 
5 
6 
7 
8. 
2 
3 
4 
5 
6 
1 
2 
3 
1 
2 
3 
4 
5 
6 
Availability of deCISion Bid (GDSS) 
a. No GDSS support 
b. GDSS support 
Level of GDSS support 
a No GDSS-support 
b. Manual GDSS support 
c. C~teriZed GDSS support 
Quality of dec1s1on making 
Satisfaction With dec1s1on outcome 
Dec1s1on confidence 
Degree of dec1s1on Improvement 
Consistency of dec1s1on outcomes 
Group cohesiveness 
Degree of dec1s1on consensus 
Attitude toward the system 
Depth of analysis 
a. Number of alternatives considered 
b. Number of Issues considered 
level of GDSS ut1l1zat1on 
Satisfaction With dec1s1on process 
Amount of coom.m1cat1on 
Amount of un1nh1b1ted behavior 
Amount of group d1scuss1on conflict 
Dec1s1on t1me 
Equality of partiCipation 
Amount of task-oriented behavior 
Mode of presentation 
Level of task difficulty 
Cogn1t1ve style 
Data level (summarized vs detailed) 
Pr1or use of dec1s1on a1r 
GDSS tra1n1ng 
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discussed below. 
2.4.1.1 Decision Quality 
Decision quality is considered by the vast majority of 
researchers as the most important criterion of outcome 
effectiveness of DSS/GDSS. Although there is a relative 
agreement on the name of the variable, there is a wide 
disagreement on the measurement of that variable. Some of 
these different measurements of decision quality are 
discussed below. 
2.4.1.1.1 Absolute Value of a Management Index. In 
reviewing the literature for the issue of decision quality, 
it was realized that there is no agreement on what 
constitutes an effective decision. There are three means to 
measure the decision quality. One approach deals with the 
absolute value of a management index (i.e., profit, cost, or 
forecasting accuracy) . Economic consequences of decision 
making are used as a determinant of decision quality. Most 
studies of this type use profit as a measure of decision 
quality [Chakravarti et al., 1979; Lucas, 1980; Benbasat & 
Dexter, 1982; Mcintyre, 1982; Eckel, 1983; Sharda et al., 
1988]. Since most organizations operate to realize profit, 
the use of profit as a measure of decision quality is 
realistic if control of all activities affecting profit is 
in the hands of the decision maker(s) [Senn, 1973]. 
Another more accurate and more realistic measure of 
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decision quality focuses on cost minimization. Benbasat & 
Schroeder [1977], Lucas [1981], and Remus [1984] are 
examples of the studies that use cost reduction as a measure 
of decision quality. A more direct relationship can be seen 
in this approach between the measure and the quality of 
decisions than the previous one. The decision maker is 
usually responsible for the control of certain costs (i. e., 
inventory costs: the cost of ordering, the cost of shipping, 
the cost of holding, and the cost of shortage) where the 
reduction of these costs can be easily attributed to the use 
of a decision aid. 
2.4.1.1.2 Normalized Measure of Management Index. The 
second approach of measuring decision quality is to use a 
normalized measure of the management index {Benbasat & 
Dexter, 1985; Benbasat & Dexter, 1986; Benbasat, Dexter, & 
Todd, 1986a, 1986b]. One example is: {Benbasat, Dexter & 
Todd, 1986b] 
{ A~~ } 
decision results 
{ The most intuitive} 
decision results 
DECISION QUALITY = ---------------------------------------
{ Optimal } {The most intuitive} 
decision results decision results 
2.4.1.1.3 Management Judgment. In the third approach, 
a complex comparison {Washburne, 1927] or a management 
judgment [Moriarity, 1979; Stock & Watson, 1984] is 
appropriate to be used to measure the decision quality in 
the absence of a tangible management index. 
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The type and measurement of dependent variables in the 
experimental studies is somewhat dependent on the decision 
task to be addressed by the individual or the group. 
Decision quality, for example, in some decision tasks is 
best measured by comparing the group's decision with that of 
the experts [Steeb & Johnston, 1981; Turoff & Hiltz, 1982; 
Gallupe, 1986] to measure the quality of the decision. 
2.4.1.2 Decision Time 
The main variable related to decision making efficiency 
is the time required to formulate a decision. This variable 
can be measured by a post-test questionnaire if the decision 
making process takes place in the absence of the researcher 
[i.e., Sharda et al., 1988], or more accurately it can be 
recorded during the decision making process. Decision time 
is easier to measure in group decision making settings than 
in individual decision making. 
2.4.1.3 Decision Confidence 
This variable measures the amount of confidence the 
decision maker has in decisions with or without DSS/GDSS 
support [Dickson et al., 1977; Goslar et al., 1986]. It is 
measured by a post-test self-reported questionnaire and have 
not been measured objectively. Some studies investigated the 
rate of change in decision making caused by the presence of 
the decision aids [Dickmeyer, 1983; Adrianson and 
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Hjelmquist, 1985], which is interpreted in this study as the 
degree of confidence in decision caused by the degree of 
confidence in the decision aid. This variable is measured by 
measuring the amount of change caused by the introduction of 
the decision aid. 
2.4.1.4 Satisfaction With Decision Outcome 
In a number of research reports, user satisfaction with 
decision outcome was used as a measure of system 
effectiveness [Gallagher, 1974; Pearson, 1977; Larcher and 
Lessing, 1980; Ives et al., 1983]. However, in other 
studies, user satisfaction with decision outcome was used 
along with other variables to measure system effectiveness 
{Steeb and Johnston, 1981; Nunamaker et al., 1987; Watson, 
1987; Gallupe et al., 1988; Vogel and Nunamaker, 1988]. In 
the latter case, decision satisfaction is measured through 
self-report post-questionnaires. 
2.4.1.5 Level of Consensus Among Group Members 
Hiltz, Johnson and Turoff [1982] say that although 
complete consensus is not necessary, there should be enough 
consensus so that the group can recognize a 'group dec~sion' 
that its members are w~lling to 'live with,' even it ~s not 
the first choice of all the members. 
Hiltz, Johnson, and Turoff [1982] use two measures of 
consensus. One is the extent of recognition of a group 
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consensus; this is the coefficient of agreement for the 
"group decision" specified by the member after discussion. 
The second is more concrete measure in which the members are 
asked after discussion to say what they think is the best 
solution, as compared with the solution arrived at by the 
group. Hiltz, Johnson, and Turoff {1982] used Kendall's 
coefficient of concordance for the members to rank their 
agreement with the final solution of the group. It has a 
scale of five rankings where o indicates no agreement and 
1.00 indicates perfect agreement. 
2.4.1.6 Degree of Change/Improvement (Learning) 
in Decision Making 
In a few studies, this variable has been measured by 
examining the degree of improvement in decision outcome, 
i.e., preference change {Dickmeyer, 1983], or faster profit 
improvement, after first use {Mcintyre, 1982]. 
2.4.1.7 Consistency of performance 
This variable is measured by examining the degree of 
variation in the decision outcome, i.e., degree of profit 
volatility {Mcintyre, 1982; Sharda et al., 1988]. The 
smaller the degree of variation, the more consistent the 
decision making. 
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2.4.2 Decision Process Variables 
The decision process effectiveness is concerned with 
how the decision maker is actively involved in the decision 
process using DSS, or how the members are actively involved 
in group focused process using GDSS. The decision process 
measures would include variables such as depth of analysis, 
degree of DSSfGDSS utilization, equality of participation, 
and user assessment of the process (i.e., satisfaction with 
decision process) . 
2.4.2.1 Depth of Analysis 
It is believed that the use of decision aids increases 
the number of alternatives and issues considered in the 
decision making process. Ultimately, this will result in 
more thorough analysis and better decisions. This variable 
can be figured out by videotaping the decision making 
process (for GDSS), andjor by analyzing the computer logs 
(for both DSS and GDSS). 
2.4.2.2 Amount of DSSIGDSS Usage (Utilization) 
Utilization has been used in a number of studies as a 
measure of decision aid effectiveness. This variable is 
difficult to measure accurately. Depending on the task 
considered, the amount of DSS/GDSS usage can be measured by 
either recording the amount of time (from video tapes of the 
session) each group member spent keystroking or reading the 
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terminal screen, or to analyze the computer log that had 
been built into the system to record all inputs entered into 
the system, i.e., counting the number of keystrokes 
{Schroeder, 1990]. 
2.4.2.3 Equality of Participation 
The second major variable for measuring group decision 
making efficiency (beside decision time) is equality of 
participation among group members. Decision time and 
equality of participation are measures of efficiency, since 
both time and member contribution are resources consumed in 
group decision processes [George, Northcraft, and Nunamaker, 
1987]. This variable is used to measure the distribution of 
participation and distribution of power in the group 
decision making. Participation by group members is measured 
by counting the number of comments each group member 
contributed to the discussion {Gallupe, 1986] by analyzing 
the audio-video recordings of each experimental session. 
2.4.2.4 Satisfaction With Decision Process 
This variable is measured by post-test questionnaire to 
reflect the level of satisfaction a decision maker has ~n 
the process of decision making using a DSS/GDSS. This 
variable has been examined by several researchers [Alavi and 
Henderson, 1981; Steeb and Johnston, 1981; Lewis, 1982; 
Applegate et al., 1986; A. Easton, 1988; G. Easton, 1988; 
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Gallupe et al., 1988; Jarvenpaa et al., 1988; Watson et al., 
1988} as a part of determining DSS/GDSS effectiveness. 
2.5 The Impact of DSS Use on Decision 
Making Effectiveness 
Although people believe, in general, that users of the 
computerized DSS are significantly more productive in 
decision making than the users of manual or no-DSS, the 
research in this area have conflicting results regarding 
this issue. In the following sections, the findings of the 
pervious research will be presented for each measure of DSS 
effectiveness and DSS efficiency. 
2.5.1 Decision Quality 
The majority of the experimental studies {Benbasat and 
Schroeder, 1977; Power and Rose, 1977; Benbasat and Dexter, 
1982; Mcintyre, 1982; Eckel, 1983; Goul et al., 1986; 
cats-Baril and Huber, 1987; Killingsworth, 1987; Dixon, 
1989} indicated that DSS significantly improve the quality 
of decision making. Only four experimental studies {Joyner 
and Tunstall, 1970; King and Rodriguez, 1978; Aldag and 
Power, 1986; Goslar et al., 1986] showed no significant 
effect of DSS on the quality of decision making. Only 
Chakravarti et al. {1979] showed a significant negative 
effect of DSS on the quality of decision making. 
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2.5.2 Decision Time 
Due to the nature of intangible outcomes of DSS/GDSS, 
the only variable used by most researchers to measure 
DSS/GDSS efficiency was the time it takes the decision maker 
to reach a decision. Many studies have not considered the 
decision time as an important factor in evaluating their DSS 
performance. Also, there is no general agreement in the 
literature regarding the efficiency of DSS. Benbasat and 
Schroeder [~977], Benbasat and Dexter [~982], Burkhard, 
~984; and Killingsworth [~987] found in their studies that 
DSS significantly increase the decision time. However, 
Goslar et al. [~986] found in their study that the use of 
DSS significantly decreases the decision time. 
2.5.3 User Satisfaction Toward the System 
Only a few experimental studies have tried to measure 
user satisfaction in DSS research. Power and Rose [~977] 
found that DSS increase user satisfaction; Cats-Baril and 
Huber [~987] found no significant difference. 
2.5.4 Depth of Analysis 
Depth of analysis refers to the number of alternatives 
andjor number of issues considered in the decision making 
process. It is believed that DSS provide systematic and 
quantitative tools that assist decision makers in enlarging 
the domain of analysis. However, there is no agreement in 
the experimental literature with regard to this issue. 
Cats-Baril and Huber [1987], and Dixon {1989] showed that 
the use of DSS increases the depth of analysis. On the 
contrary, Goslar et al. {1986] showed a negative effect. 
Whereas, Eckel {1983] and Burkhard {1984] showed no 
significant effect of DSS use on the depth of analysis. 
2.5.5 Decision Confidence 
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There is little research that examines the impact of 
the use of DSS on the level of confidence in the decision 
making. Dixon [1989] showed in her study that the use of 
DSS significantly increases the decision confidence. 
Cats-Baril and Huber [1987] showed a significant negative 
effect of DSS on the level of decision confidence. Aldag and 
Power [1986], Burkhard [1984], and Goslar et al. {1986] 
showed in their studies that there is no significant effect 
of DSS on decision confidence. 
2.5.6 Degree of Decision Improvement 
The degree of improvement in decision making 
performance due to the use of DSS has been tested in a few 
experimental studies. Mcintyre [1982] and Dickmeyer {1983] 
in their studies both showed a significant degree of 
improvement in decision making with the use of DSS. On the 
other hand, Ruble {1984] showed no significant effect of the 
use of DSS on the degree of decision making improvement. 
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2.5.7 Degree of Decision Consistency 
Mcintyre [~982} used the degree of volatility in profit 
as a measure of consistency and showed a significant 
negative effect of the use of DSS on the level of 
consistency. 
2.6 The Impact of GDSS Use on Decision 
Making Effectiveness 
GDSS have more decision-making effectivess and 
efficiency measures than DSS. Among the effectiveness 
measures that are used only for GDSS are degree of decision 
consensus, amount of group discussion conflict, and degree 
of group cohesiveness. While DSS have only the decision time 
as a measure efficiency, GDSS have two more variables to 
assess their efficiency. These variables are equality of 
participation, and amount of task-oriented behavior. Below, 
the findings of GDSS research is presented for each measure 
of GDSS effectiveness and GDSS efficiency. 
2.6.~ Decision Quality 
Several studies that focus on the quality variable 
showed that GDSS increased the quality of group decision 
making {Steeb and Johnston, ~98~; Lewis, ~982; Gallupe, 
~985; Bui~ et al., ~987; Zigurs et al., ~987; George et al., 
~987; Vogel, Nunamaker, Applegate, and Konsynski, ~987; 
Gallupe et al., ~988; Jarvenpaa et al., ~988; Gallupe et 
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al., 1988; Sharda et al., 1988]. Seven studies [Turoff and 
Hiltz, 1982; Ruble, 1984; Adrianson and Hjelmquist, 1985; 
Beauclair, 1987a, 1987b; Watson, 1987; Zigurs, 1987; 
Chidambaram, 1989] found no significant difference between 
experimental group and control group in terms of quality of 
decision making. Watson et al. {1988] found that GDSS was 
worse than manual but better than "no support" with regard 
to decision quality. A. Easton {1988} and G. Easton [1988} 
found no significant difference in decision quality between 
manual and computer supported groups; however, A. Easton 
found that the structured groups (both manual and computer 
supported groups) significantly produce higher decision 
quality than the no-GDSS support groups. 
2.6.2 Decision Time 
In experimental settings, only one study [Bui, 
Sivasankaran, Fijol, and Woodbury, 1987] found GDSS to be 
more efficient, in terms of time to solution. By taking all 
the empirical studies, the findings on the impact of GDSS on 
decision time are inconsistent. Weeks and Chapanis [1976]; 
Hiltz, Johnson, and Agle {1978]; Siegel et al. [1986]; Bui, 
Sivasankaran, Fijol, and Woodbury [1987], Nunamaker [1987], 
Nunamaker et al. [1987], and Vogel and Nunamaker [1988} 
found a negative relationship. However, Steeb and Johnston 
{1981], Kiesler et al. [1984]; Rice [1984]; Gallupe {1985]; 
Siegel et al. {1986], Bui and Sivasankaran, {1987]; Bui et 
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al. {1987]; Watson {1987], and Gallupe et al. {1988] found a 
positive relationship; while Gallupe [1985], Beauclair 
{1987], Bui and Sivasankaran, 1987; George et al. [1987], 
and Sharda et al. {1988] found no relationship. G. Easton 
{1988] found that the time to decision is significantly 
longer for groups using GDSS than for manual supported 
groups. A. Easton [1988} found that the time to decision is 
significantly longer for the structured groups (both manual 
and computer supported groups) than the no-GDSS groups. 
However, she found no significant difference between the 
manual and the computer supported groups. Bui and 
Sivasankaran {1987] found that the GDSS supported groups 
take longer time in low complexity tasks, but found no 
significant difference in high complexity tasks. 
The finding of a negative relationship between GDSS and 
decision time is highly impressionistic, and based on 
uncontrolled case studies (except Bui et al., 1987). One 
would expect that because GDSS increase participation, depth 
of analysis, and clarification efforts, GDSS also increase 
the time needed to reach decision [Pinsonneault and Kraemer, 
1989]. Beside that, most of the studies that showed the use 
of GDSS to support groups increases the time required to 
complete the task were done with small groups of size 3 or 
4, where the group task may be easier solved manually than 
by using GDSS {Trumbly, 1988; Vogel, Nunamaker, George, and 
Dennis, 1988]. The last remark is that many of the existing 
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GDSS research experiments used intellective tasks, which 
have right answers {Trumbly, ~988]. In operational settings, 
the problems that organizational groups tackle are less 
likely to have right answers. More research is clearly 
needed in this area to resolve the inconsistencies. 
2.6.3 Equality of Participation 
There is a greater equality of participation in GDSS 
than in conventional meetings, in part because every member 
can be "talking" by typing or "listening" by reading at the 
same time {Kerr and Hiltz, ~982]. This advantage of GDSS 
can be seen more clearly when group size is large. The 
larger the group size, the less likely is the emergence of a 
dominant leader [Hiltz and Turoff, ~978; Hiltz et al., 
~978], because one person no longer dominates the group 
meeting by leading the discussion and decision making {Kerr 
and Hiltz, ~982]. 
A ser~ies o!_ CC?__ntro_l.J__~d ~~pe~i_mfants on GDSS produced 
consistent empirical evidence that there is significantly 
more equality of participation in computerized decision 
meeting than in non-supported face-to-face conditions 
{Johansen et al., ~976; Krueger, ~976; Hiltz, ~978a; Hiltz 
and Turoff, ~978; Hiltz et al., ~978; Hiltz et al., ~980; 
Lewis, ~982; Kiesler et al., ~984; Rice, ~984; Applegate, 
~986; Applegate et al., ~986; Siegel et al., ~986; George, 
Northcraft & Nunamaker, ~987; Nunamaker, ~987; Vogel, 
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Nunamaker, Applegate, and Konsynski, 1987; Nunamaker et al., 
1987; Zigurs, 1987; Nunamaker, Applegate, and Konsynski, 
1988; Vogel and Nunamaker, 1988). Although, the majority of 
the empirical investigations suggest that GDSS produce more 
equality of participation among group members, a few studies 
found no difference in equality of participation between 
GDSS and no-GDSS (or manual GDSS). Gallupe [1986) found that 
GDSS had no effect on equality of participation. In three 
recent studies {Gallupe, 1987; Watson, 1987; Watson, 
DeSanctis and Poole {1988], no difference was found between 
equality of participation among the manual, baseline, and 
GDSS supported groups. Jarvenpaa et al. {1988) found also no 
significant difference between the conventional and GDSS 
supported groups in terms of equality of participation. A. 
Easton [1988) found that there is a significant difference 
in equality of participation between the supported groups 
and the unsupported groups, with the supported groups having 
more equal participation. A. Easton [1988) and Watson {1987) 
found no significant difference between the manual groups 
and the computer supported groups. G. Easton [1988) found 
that GDSS groups had signif~cantly more equal participation 
than the manual groups. Ho, Raman, and Watson {1989) found 
that GDSS is the least even in participation followed by the 
manual GDSS with the baseline (no-GDSS) having the most even 
participation, although the differences are not very 
significant. Most of the experiments that reported no 
significant difference in the equality of participation 
between GDSS users and non-GDSS users studied small groups 
where there was less opportunity for the use of GDSS to 
increase participation. 
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The number of comments generated by GDSS supported 
groups is shown to be less than that of the non-GDSS 
supported groups {Turoff and Hiltz, 1982; Kiesler et al., 
1984; Adrianson and Hjelmquist, 1985; Siegel et al., 1986], 
probably because it is easier to speak than type {Vogel, 
Nunamaker, George, and Dennis, 1988]. 
2.6.4 Level of Decision Consensus 
GDSS were found to increase group consensus in a few 
studies. Steeb and Johnston [1981], and Vogel and Nunamaker 
[1988] found a positive relationship; and Beauclair [1987], 
Watson [1987] George et al. [1988], and Watson et al. [1988} 
found no relationship. These findings might look 
inconsistent with increased equality of participation, since 
more people are participating in the discussion. However, 
this can be explained by the fact that GDSS help members to 
focus more on task related activities than on social 
activities. On the other hand, H~ltz, Johnson, and Agle 
[1978]; Turoff and Hiltz [1982], Eining [1987], and George 
et al. [1988] found a negative relationship. G. Easton 
[1988] found also that manual supported groups had 
significantly more decision consensus than computer 
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supported groups. The findings of the last group of studies 
are consistent with the findings of increased equality of 
participation, since more people are participating in the 
discussion, and therefore conflicting ideas will have more 
chance to arise. In additions, through the anonymous input 
of GDSS, members tend to become more critical to others' 
input which ultimately reduces the degree of consensus. 
2.6.5 User Satisfaction With Decision 
Outcome and Process 
Results of user satisfaction with GDSS were mixed. 
Steeb and Johnston [1981], Nunamaker et al. [1987], and 
Vogel and Nunamaker [1988] found that GDSS increase the 
satisfaction of group members with both the group process 
and outcome. Kiesler et al. [1984], Applegate [1986], Siegel 
et al. [1986], Applegate et al. [1987], and Nunamaker 
[1987], reported improved satisfaction with decision 
process. Bui et al. [1987], and George et al. [1987] found 
no effect. However, Easton et al. [1988] found increased 
satisfaction with the process but no difference with the 
outcome, and Gallupe et al. [1988] found increased 
satisfaction with the process but decreased satisfaction 
with the outcome. Gallupe [1985] found decreased 
satisfaction with the group decision making process. Gallupe 
et al. [1988] found decreased satisfaction with both the 
GDSS process and outcome. Watson [1987] found no difference 
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in satisfaction with decision outcomes between structured 
(both manual and computer supported groups) and unstructured 
(no-GDSS) groups, and he also found no difference in 
satisfaction with decision outcomes in computer supported 
groups compared to the manual groups. But he also found that 
the GDSS groups were less satisfied with decision process 
than the manual supported groups. A. Easton {~988] found no 
significant satisfaction with decision outcomes between 
structured groups and the unstructured groups. However, she 
found significant higher satisfaction with decision outcomes 
among the computer supported groups compared to the manual 
groups. In terms of satisfaction with decision process, A. 
Easton found no significant difference between the supported 
groups and the unsupported groups, but she found that the 
computer supported groups were significantly more satisfied 
with their decision process than the manual supported 
groups. On the contrary, G. Easton [1988] found that GDSS 
groups were significantly less satisfied with decision 
process compared with the manual groups. 
The validity of some of the studies that reported 
positive relationships between the use of GDSS and group 
member satisfaction [Nunamaker, ~987; Vogel and Nunamaker, 
~988] is qu~stionable. Their results were obtained in case 
studies and based on impressions. The two studies also lack 
the use of control groups which limits their outcomes. 
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2.6.6 Depth of Analysis 
Several studies focus on the impact of GDSS on the 
depth of analysis. Smith [1973], Van de Ven and Delberg 
[1974], Steeb and Johnston [1981], Lewis [1982] Turoff and 
Hiltz [1982], Gray [1983], Gallupe [1985], Nunamaker, 
Applegate and Konsynski [1988], Gallupe et al. [1988], Vogel 
and Nunamaker [1988] and Chidambaram {1989] found a positive 
impact of GDSS on depth of analysis, while Sharda, Barr, and 
McDonnell [1988] found no significant relationship between 
GDSS and depth of analysis. A. Easton [1988] found that the 
depth of analysis is significantly higher for the supported 
(both manual and computerized) groups than the unsupported 
(no GDSS) groups. However, she found no significant 
difference between the manual and the computer supported 
groups. There seems to be a strong evidence about the 
positive relationship between GDSS and depth of analysis, 
since the study of Sharda et al. [1988] is more of a DSS 
than a GDSS, where the model supports the decision process 
of individuals working in a group, not the group decision 
process. 
2.6.7 Amount of Non-Task Related (Uninhibited) Behavior 
The majority of the empirical studies show 
significantly fewer non-task related comments (uninhibited 
behavior) in GDSS supported groups [Turoff and Hiltz, 1982; 
Adrianson and Hjelmquist, 1985; Applegate et al., 1986; 
Nunamaker et al., 1987; Vogel, Nunamaker, Applegate, and 
Konsynski, 1987]. However, other studies found an increase 
in uninhibited behavior [Kiesler et al., 1984; Siegel et 
al., 1986; George et al., 1987], or found no difference 
[Kiesler et al., 1984; Siegel et al., 1986] due to the use 
of GDSS. 
2.6.8 Level of Confidence in Decisions 
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Steeb and Johnston [1981], Turoff and Hiltz [1982], 
Nunamaker [1987], and Vogel, Nunamaker, Applegate and 
Konsynski [1987] found that groups supported by a 
computer-based decision aid had more confidence in the 
decision made than the non-supported groups. Gallupe [1985], 
Gallupe et al. [1988], and Zigurs [1987] found that GDSS 
groups have less confidence in decisions than non-GDSS 
groups. However, Watson [1987], Watson et al. [1987], and 
Sharda et al. [1988] found no significant difference in 
decision confidence between the experimental and the control 
groups. 
2.6.9 Level of Intra-Group Conflict 
The use of GDSS has been shown to increase the level of 
conflict among group members [Gallupe, 1985; Applegate et 
al., 1986; Nunamaker, 1987; Nunamaker et al., 1987; Vogel et 
al., 1987]. The rationale behind that is that under 
automated GDSS, members of the group tend to enter 
challenging comments through the electronic medium without 
fear of being recognized or retributed {Nunamaker, Vogel, 
and Konsynski, 1989]. In a recent experimental study, 
Chidambaram [1989] found no significant difference in 
ability to manage group conflict between GDSS groups and 
non-GDSS groups. 
2.6.10 Amount of Group Communication 
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There are only a few studies that investigated the 
variable of the amount of group communication. In general, 
GDSS have less amount of communication or no different than 
manual or no-GDSS. It has not been shown that the users of 
GDSS significantly produce more amount of communication than 
manual or no-GDSS in any of the studies at hand. Jarvenpaa 
et al. {1988] shown no significant difference between GDSS 
and manual GDSS, in terms of amount of communlcation. Siegel 
et al. {1986] in their first experiment, and Hiltz, Turoff, 
and Johnson [1982] showed no significant difference between 
GDSS and no-GDSS, in terms of amount of communication. 
However, Siegel et al. {1986] in their third experiment, and 
Hiltz, Johnson, Arnovitch, and Turoff [1980] showed a 
significant less amount of communication among GDSS users, 
when compared to no-GDSS users. 
2.6.11 Satisfaction Toward the System 
In comparing GDSS to no-GDSS, there is no agreement 
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among the researchers on the amount of satisfaction toward 
the system. The study of Adrianson and Hjelmquist [1985] 
suggested strongly that the users of GDSS are significantly 
more satisfied than the users of no-GDSS. On the other hand, 
Lewis {1982] showed that there is no significant difference 
between GDSS and no-GDSS, in terms of satisfaction toward 
the system. Moreover, Hiltz, Turoff, and Johnson [1985] 
showed that there was less satisfaction toward the system 
among GDSS users as compared to no-GDSS users. When 
comparing GDSS to manual GDSS, there is an agreement among 
the two available studies {Lewis, 1982; Bui, Sivasankaran, 
Fijol, and Woodbury, 1987] that the use of GDSS 
significantly increased satisfaction toward the system. 
2.6.12 Rate of Decision Improvement 
Adrianson and Hjelmquist [1985] showed that there was 
significantly a higher rate of decision improvement, when 
GDSS were compared to no-GDSS. on the other hand, Tunstall 
{1969] showed two conflicting results. Under a low difficult 
task, there rate of decision improvement was significantly 
higher among GDSS users than no-GDSS users. However, under a 
high difficulty task, the rate of decision improvement was 
significantly lower among GDSS users than no-GDSS users. 
2.6.13 Group Cohesiveness 
Chidambaram [1989] showed no significant difference 
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between GDSS and manual GDSS in terms of group cohesiveness. 
In additions, Tunstall [1969] using a low difficulty task, 
showed no significant difference between GDSS and no-GDSS in 
terms of group cohesiveness. However, Tunstall {1969] using 
a high difficulty task, showed that the users of GDSS had 
significantly less group cohesiveness than the users of no-
GDSS. 
2.6.14 Amount of Task-Oriented Behavior 
Jarvenpaa, Rao, and Huber [1988] showed that there was 
no significant difference between the computerized GDSS 
group and the manual group, in terms of amount of task-
oriented behavior. siegel et al. [1986], in their first 
experiment, found also that there was no difference in task-
oriented behavior across GDSS and no-GDSS. However, in the~r 
third experiment, they found that the users of GDSS had 
significantly less amount of task-oriented behavior than the 
users of no-GDSS. 
2.7 Explanation of Unreconciled Differences 
in DSS/GDSS Results Across Studies ----"' - .___.,. _ __,_ ~----
Explanation of the conflicting results of DSS/GDSS 
effectiveness cite both theoretical and methodological 
problems. One major issue that causes the inconclusive 
findings of empirical research of DSS/GDSS effectiveness is 
the measurement problem {Jenkins, 1985]. The outcome 
variables in most of the empirical studies of DSS/GDSS 
effectiveness are qualitative measures and there is no 
single measurement technique that is acceptable by all 
researchers to measure a certain phenomena under a certain 
decision task. In addition, different decision tasks may 
require different measures to be used for the same outcome 
variable. For that reason, the research of evaluating 
DSS/GDSS effectiveness suffers from methodological 
weaknesses, particularly from the problems of reliability 
which mean errors in measurement; and internal validity 
which come from the improper manipulation of experimental 
treatments {Jarvenpaa, Dickson and DeSanctis, ~985]. 
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Criticisms of DSS/GDSS research methodologies in the 
~970's are typically concerned with the lack of theoretical 
foundation, poor implementation of empirical studies, and 
poor choice of methodology [Cooper, ~988]. Jarvenpaa et al. 
[~985] claim that a lack of theoretical grounding has 
contributed to conflicting results of DSS/GDSS by not 
providing a common basis for developing experimental 
hypotheses and interpreting results. Cooper [~988] claims 
that the relatively current DSS/GDSS research seems to be 
based more on intuitive, atheoretic exploratory research 
rather than in strong theoretic referent discipline. 
Most of the outcome variables in research of DSS/GDSS 
effectiveness (i.e., confidence in decision, satisfaction, 
and attitude) are measured via questionnaire, which results 
\ 
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in user perceptions of variables rather than actual 
behavior. Moreover, Baroudi and Orlikowski [1986] have found 
problems with current MIS empirical research. The average 
power (e.g., the ability to detect treatment effect) of this 
research is unacceptably low and can result in important 
effects going unnoticed. 
DSS/GDSS research as a part of MIS research 
implementation was criticized in the 1980's as confounded by 
poor operationalization of variables (i.e., measuring 
decision quality), overuse of surrogate variables (i.e., the 
use of user satisfaction to measure decision making 
effectiveness), and omission of key variables {Cooper, 
1988]. 
Another major methodological problem which may 
contribute largely to the unreconciled differences across 
studies in the research of DSS/GDSS effectiveness is the 
large range of sample size used across studies. The sample 
size in some experimental studies goes from less than thirty 
subjects [i.e., Kozar, 1972; Chervany and Dickson, 1974; 
Chakravarti et al., 1979; Jarvenpaa et al., 1988] to more 
than two hundreds [i.e., Joyner and Tunstall, 1970; Watson, 
1987; Zigurs, 1987; Watson et al., 1988]. It is 
statistically known that the larger the sample size the more 
reliable the results of the study {Hunter et al., 1982; 
Hedges and Olkin, 1985]. The other related problem which is 
common in DSS/GDSS laboratory research is the use of naive 
subjects, often undergraduate students, in experiments 
instead of actual managers or professionals. 
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DSS/GDSS research has been criticized in many 
laboratory studies for a mismatch between the decision task 
to be accomplished and the decision aid provided 
[Chidambaram, 1989], which greatly affects the performance 
of the decision makers. 
Vitalari [1985], Watson [1987], Sharda et al. [1988], 
and Zigurs et al. [1988] suggest that longitudinal research 
designs are necessary in order to examine time-dependent 
phenomena such as learning, adaptation, and evolution. In 
most of the cross-sectional studies in DSS/GDSS 
effectiveness that consider decision time as a dependent 
variabl,e, it is concluded that the decision time is longer 
for DSS/GDSS users than for non DSS/GDSS users. However 
under some longitudinal studies [i.e., Bui et al., 1987; 
Nunamaker, 1987; Nunamaker et al., 1987; Sharda et al., 
1988; Vogel and Nunamaker, 1988], it was found that DSS/GDSS 
are as efficient as no-DSS/GDSS or even better (the 
supported users take equal or less time to reach decisions 
than the unsupported users) . On the other hand, some studies 
[Clark and Snow, 1975; Kulik, Kulik, and Cohen, 1980; Clark 
and Salomon, 1986] suggest that they found a novelty effect 
of DSS where effectiveness has decreased as the time 
duration for treatment increased. 
DSS/GDSS empirical research also suffers from the 
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omission of important moderator variables, such as decision 
task difficulty, in most of the studies. The oversimplified 
view of technological causality that view decision aid 
technology as a direct, causal influence of decision making 
effectiveness is the dominant view in most of DSS/GDSS 
empirical studies. Only recently a few studies [i.e., 
Gallupe, ~985; Zigurs, ~987; Watson, ~987; Gallupe et al., 
~988] have included some moderator variables along with the 
use of decision aids to test decision making effectiveness. 
This theory of adaptive structuration (e.g., the inclusion 
of moderator variables) has been proposed by Poole and 
DeSanctis [~987] to overcome the simplistic design in the 
dependent-independent variables relationships of DSS/GDSS 
effectiveness. 
With regard to GDSS laboratory research, in particular, 
there are two problems that might contribute to the 
inconsistency in GDSS research findings. First, most of the 
laboratory studies in GDSS research have used groups of 
small sizes, mainly three or four members per group [i. e., 
Bui and Sivasankaran, ~987; Watson, ~987; Zigurs, ~987; A. 
Easton, ~988; Gallupe et al., ~988; Sharda et al., ~988]. 
However, it has been shown in the literature [Slater, ~966] 
that the "optimal" group size is five. Groups of five have 
the best performance and the least conflict [Slater, ~958]. 
In the GDSS literature {Vogel, Applegate, and Konsynski, 
~987], it has been found that efficiency and effectiveness 
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of GDSS increase as group size increases. Vogel, Nunamaker, 
George, and Dennis {1988], indicate that GDSS enhance group 
efficiency as group size increases above four. The number of 
experimental studies that meet this requirement of group 
size is very small [i. e., Hiltz, Johnson, and Turoff, 1986; 
G. Easton, 1988]. The second problem that is related to GDSS 
laboratory research is the use of groups with zero history. 
With the exception of a few studies [i. e., Zigurs, 1987], 
all the GDSS laboratory studies use groups that their 
members have not worked together previously as a group. On 
the contrary, in field studies, it is often that the group 
members have some experience working together as a group. 
This problem of difference in group history may contribute 
to the conflicting results between laboratory and field 
studies [Chidambaram, 1989]. 
2.8 The Moderator Variables Addressed in 
the Literature 
The potential moderator variables that affect the 
relationship between the dependent (the effectiveness and 
efficiency of decision making) and independent variables 
(the use of DSS/GDSS) were investigated by different 
researchers. The most significant moderator variables that 
were studied more frequently in the research of DSS/GDSS 
effectiveness are presented below (see also Table II, p. 
24). 
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2.B.I Mode of Presentation 
This variable may be divided into three categories: I) 
Format (tabular versus graphical, 2) Color, and 3) Level of 
detail. Several researchers have studied the impact of this 
variable on DSS/GDSS effectiveness, i.e., Senn, I973; 
Benbasat & Schroeder, I977; Lucas, I9BO; Lucas & Nielsen, 
I980; Lucas, I9BI; Zmud, I983. 
2.8.2 Cognitive Style of Decision Maker 
The cognitive style refers to the process behavior that 
individuals exhibit in the formulation or acquisition, 
analysis, and interpretation of information used for 
decision making {Huber, I984). It is said that the 
effectiveness of a decision aid is dependent on whether the 
decision maker has a systematic or a heuristic cognitive 
style [Cooper, I987]. A number of previous studies have 
examined the effect of individual differences upon the 
decision aid effectiveness {Benbasat and Dexter, I977; 
Benbasat & Schroeder, I977; Vasarhelyi, I977; Lusk, I979; 
Lusk and Kersnick, 1979; Benbasat & Dexter, I9BO; Walkoe, 
I9BO; Benbasat and Dexter, I9B2; Huber, I983; Kasper, I983; 
Davis et al., I987; DosSantos and Bariff, I988). 
Specifically, there is a controversy regarding the effect of 
cognitive style on decision aid effectiveness {Slocum, I97B; 
Huber, I983]. The rationale behind this hypothesis is that 
decision makers perform more effectively with decision 
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support aids which match their particular cognitive styles 
[Benbasat and Dexter, ~982]. Decision making style in most 
of the research studies is measured by Myers-Briggs Type 
Indicator (MBTI) classification [Myers, ~976; Keirsey and 
Bates, 1984; Evans and Simkin, 1989], or the Group Embedded 
Figures Test ,GEFT, [Witkin et al., 1971; Witkin et al., 
1974; Cox et al., 1978]. GEFT as tested by DeSanctis [1982} 
has a reliability of 0.82. 
The last two moderators (the mode of presentation and 
the cognitive style of the decision maker) will not be 
addressed in this study, since there is not enough studies 
that investigated these variables along with the level of 
technological decision support. In fact, many studies have 
addressed each of these variables as the only independent 
variable, which makes them not eligible for inclusion in the 
current meta-analysis. In additions, the effects of mode of 
presentation have been investigated in a small meta-analysis 
conducted by Montazemi and Wang [~988-89). 
2.8.3 Level of Decision Task Difficulty 
There is a general belief that GDSS are more applicable 
to complex or semistructured and unstructured decisions 
tasks [Gallupe, DeSanctis and Dickson, 1986]. Even though, 
this has not been tested thoroughly by empirical work 
[Straub and Beauclair, ~988], researchers at the University 
of Arizona specifically advocate the effectiveness of GDSS 
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for high difficulty tasks [Applegate et al., 1986]. This 
suggests that GDSS are more effective when used for high 
difficulty tasks, and the higher the difficultly of the task 
the more effective the GDSS. Among the studies that have 
tested the effect of task difficulty on the effectiveness of 
GDSS are Joyner & Tunstall [1970]; Mcintyre [1982]; Turoff & 
Hiltz [1982]; Kasper [1983]; Gallupe [1985]; Gallupe et al. 
[1986]; and Gallupe, et al. [1988]. 
2.8.4 Group Size 
There are a few studies that vary the group size in 
their experimental design [Watson, 1987; Zigurs, 1987; G. 
Easton, 1988]. Over the past few years, hundreds of group 
sessions vary the group size from 3 to 22. Effectiveness and 
efficiency measures of GDSS become increasingly apparent as 
group size increases [Vogel et al., 1987]. Vogel et al. 
[1988] suggested that as group size increases above 4 
members, GDSS enhance efficiency by facilitating input from 
all group members in a relatively simultaneous manner. When 
the group size becomes larger, the effectiveness of GDSS 
becomes apparent in eliciting and organizing large numbers 
of issues associated with a complex task. On the other hand, 
user satisfaction with the group process is enhanced when 
the group size is larger [Vogel et al., 1988]. Without the 
use of decision aid technology, groups were also found to be 
more effective as the group size becomes larger [Hare, 1962; 
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Cartwright & Zander, 1968; Hoffman, 1979]. 
2.8.5 Data Level (Summary vs. Detailed) 
This variable has been investigated in several studies 
(i.e., Benbasat & Schroeder, 1977; Lucas & Nielsen, 1980; 
Goslar et al., 1986) as a factor that effects the level of 
performance in decision making. It is suggested that there 
is a certain level of information summarization_required to 
avoid overloading the managers with extra unneeded 
information, that jeopardize the task of decision making. 
2.8.6 Prior Use of Decision Aids 
It is suggested in several studies (i.e., Aldag & 
Power, 1986; Killingsworth, 1987) that the prior use of 
decision aids will help people to get acquainted with the 
system faster than inexperienced people. For that reason, 
people with computerized decision aid experience are 
expected to perform better in decision making than people 
with no past experience. 
2.8.7 DSSIGDSS training 
By the same token, people after training in using 
DSS/GDSS will perform better in decision making than before 
training [Goslar et al., 1986; Delone, 1988]. 
Poole and DeSanctis [1987] are planning to test (in a 
3-year program) the effect of five moderator factors that 
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FIGURE 1. Some Potential Moderator Variables 
That Affect GDSS Performance 
Source: Poole and DeSanctis, 1987 
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are believed to influence the impact of GDSS technology on 
group performance. These factors as shown in Figure I are as 
follows: 
(I) the nature of the group's task, 
(2) the degree of agreement, or potential conflict among 
group members, 
(3) the group's composition in terms of members' skill, 
interacting styles, and basic motivational sets, 
(4) internal group structure, particularly the power and 
communication structures, and 
(5) the group's environment, or the larger organization 
in which it functions. 
There are several moderator variables that were not 
tested or could not be tested under a single study level. 
These moderators are: (I) DSS versus GDSS, (2) laboratory 
versus field tests versus field studies, (3) published 
versus unpublished studies, (4) subject type, (5) cross-
sectional versus longitudinal studies, and (6) old versus 
new studies. The moderator variables that are going to be 
examined in this study, and their data across all the 
available studies are shown in Table III. 
2.9 Literature Review on Meta-Analysis 
Replication of experimental results has long been a 
central feature of scientific research, and it raises 
questions concerning how to integrate studies when results 
TABLE III 
MODER..APOR VARIABLES' DATA ACROSS ALL STUDIES 
Study Year oss Lab Taska Long1-b Group Pub-c Subjectsd Remarks 
(Old/ or or D1ff1- tudl- S1ze l1shed (Students 
New) GDSS F1eld culty nal or or or 
Level cross- Unpub- practitioners) 
sectional I Shed 
Burkhard 1984 New oss Lab H L u s 
Sharda, Barr, & McDonnel 1988 New GDSS Lab H L 3 s s 
Cats-Barll & Huber 1987 New DSS Lab H p s 
Hem1nger 1989 New GDSS F1eld H L 8 u p 
Z1gurs, Poole, 
& DeSanctes 1988 New GDSS Lab M-H 3 & 4 p s 
Watson, DeSanctis & 
Poole 1988 New GDSS Lab M-H 3 & 4 p s separate analys1s for group s1ze 
Gallupe, Desanctis, 
& D1ckson 1988 New GDSS Lab L & H 3 p s separate task d1ff1culty levels 
Easton, G. 1988 New GDSS Lab H 6 u s Leadership & anonymity were tested 
Easton, A. 1988 New GDSS Lab M-H 4 u s 
H1l tz, Johnson, 
Arnov1tch & Turoff 1980 Old GDSS Lab L & H 5 p s separate task d1ff1culty levels 
Goul, Shane, & Tonge 1986 New oss Lab H p s 
Jarvenpaa, Rao & Huber 1988 New GDSS F1eld H L 7 p p subjects were software designers 
Bu1 & S1vasankaran 1987 New GDSS Lab L & H 3 u s separate task complex1ty levels 
Chr1sten & Samet 1980 Old DSS Lab L & H u p separate task complexity levels 
Steeb & Johnston 1981 New GDSS Lab H 3 p s 
Pracht 1984 New DSS Lab H L u s used h1gh & low analytic subjects 
c.n 
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TABLE III (CONTINUED) 
MODERATOR VARIABLES' DATA ACROSS ALL STUDIES 
Study Year DSS Lab Task a Long1-b Group Pub-c Subjectsd Remarks 
(Old/ or or D1ff1- tudl- S1ze l !Shed (Students 
New) GDSS F1eld culty nal or or or 
Level cross- Unpub- pract1t1oners) 
sectional 1shed 
Mcintyre 1982 New DSS Lab M L p s 
Dickmeyer 1983 New DSS Lab H p Mixed 50% students & 50% practitioners 
S1egel, Dubrovsky, 
Kiesler, & McGu1re 1986 New GDSS Lab H 3 p s for both exp.1 & exp 3 
Scott 1987 New DSS F1eld M u p 
H1ltz, Turoff, & Johnson 1985 New GDSS Lab L-M 5 u p subjects were managers 
Lamberti & Newsome 1989 New DSS F1eld H p p d1agnos1tc programmer subjects 
DIXOn 1989 New DSS Lab H u MIXed m1x of students and others 
Fudge & Lod1sh 19n old DSS F1eld M L p p subjects were salesmen 
Joyner & Tunstall 1970 Old GDSS Lab L & H 2 days 5 p s 
K1ng & Rodriguez 1978 Old DSS Lab H p p Managers 
Bark1 & Huff 1984 New DSS F1eld H u p Managers 
Aldag & Power 1986 New DSS Lab H p s 
Goslar, Gran & Hughes 1986 New DSS Lab H p p Sales & market1ng people 
Yang 1987 New DSS F1eld L-H u p 
Tsa1 1987 New DSS Lab H u s 
0\ 
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TABLE III (CONTINUED) 
MODERATOR VARIABLES' DATA ACROSS ALL STUDIES 
Study Year DSS Lab Taska Long1-b Group Pub-c Subjectsd Remarks 
(Old/ or or D1ff1- tudl- S1ze l1shed (Students 
New) GDSS F1eld cul ty nal or or or 
Level cross- Unpub- pract1t1oners) 
sect1onal !Shed 
Peterson 1988 New DSS Lab H u p Managers 
Hansen & Mess1er 1986 New DSS Lab H p p CO!ll>Uter aud1 t 
Benbasat & Schroeder 19n old DSS Lab M L p s 
Benbasat & Dexter 1982 New DSS Lab M L p s 
Lmn 1987 New GDSS Lab H 4 u s 
IC1ng, Premkumar, & 
Ramamurthy 1988 New DSS Lab H L u s 
K 1 ll1 ngsworth 1987 New DSS Lab H u p Aud1tors, No descr1pt1ve stat1st1ces 
Bu1, S1vasankaron, Fl jol 
& Woodbury 1987 New GDSS Lab H 3 u s 
Ch1dambaram 1989 New GDSS Lab H L 5 u s 
Weber 1977 Old DSS Lab H u p Aud1tors 
Lew1s 1982 New GDSS Lab M-H 3 u s 
H 1l tz, Johnson & Turoff 1982 New GDSS F1eld L 5 u p Managers 
George, Northcraft, & 
Nunamaker 1987 New GDSS Lab M 6 u s 
Goslar 1984 New DSS Lab H u p 
TABLE III (CONTINUED) 
HODERA'l'OR VARIABLES 1 DATA ACROSS ALL STUDIES 
Study Year DSS Lab Taska Long1-b Group Pub-c Subjectsd Remarks 
(Old/ or or D1ff1- tudl- SIZe l1shed (Students 
New) GDSS F1eld cul ty nal or or or 
Level cross- Unpub- practitioners) 
sect1onal l1shed 
Ruble 1984 New DSS Lab M-H L u s 
Hardaway 1988 New DSS Lab L u s 
Pecoraro 1984 New DSS Field L-H u p Managers 
Goul 1985 new DSS Lab H u s 
Gettys, Hoy, & O'Bar 1976 New DSS Lab L & H u p Naval officers 
Adr1anson & HJemqUist 1985 New GDSS Lab H 4 p p Actual Users 
Sanders, Courtney & Loy 1984 New DSS Field M-H p p Actual Users 
Loy 1986 New GDSS Lab H L 4 u s 
lsett 1987 New DSS F1eld H u p Military Officers 
Beaucla1r 1987 New GDSS Lab M 3-5 u s 
Chu 1987 new DSS Lab M·H u s 
Power & Rose 1977 Old DSS Lab H u s 
Eckel 1983 New DSS Lab H L p s 
DaVIS & Mount 1984 New DSS Lab M p p Managers 
Ho, Raman, & ~atson 1989 New GDSS Lab H 5 u s 
TABLE III (CONTINUED) 
MODERATOR VARIABLES' DATA ACROSS ALL STUDIES 
Study Year DSS Lab Task8 Long1·b Group Pub-c SubJectsd Remarks 
(Old/ or or D1ff1· tudl- Sne l1shed (Students 
New) GDSS F1eld culty nal or or or 
Level cross- Unpub- pract1t10ners) 
sect1onal 1Shed 
Pentland 1990 New oss F1eld M u p Accountmg 
Van Schalk 1988 New GOSS Lab H L 4 p p Managers 
H1ltz, Johnson & Agle 1978 Old GDSS Lab H 5 u s 
Tunstall 1969 Old GDSS Lab L & H 5 u s separate task d1ff1culty Levels 
Pollster 1982 New GOSS Lab H 4 u MIXed subjects were students and others 
Redmg 1988 New DSS Lab H u s 
Schuldt 1988 New oss Fleld H L u p Sergeants, etc 
Sm1th & Vanecek 1988 New GDSS Lab L 2 p s 
Luthans & Koester 1976 Old DSS Lab H p s 
Koester & Luthans 1979 Old oss Lab H p p Accountants 
aH = h1gh d1ff1culty task, M = med1um d1ff1culty task, L = Low d1ff1culty task 
bp = publ1shed study, U = unpubl1shed study 
cs = Students, P = pract1t1oners (actual users) 
dL = Long1tud1nal study, 1 = cross·sect1onal (one per1od) study 
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differ. In the early part of this century modern statistical 
methods were constructed for the individual agricultural 
experiments, and shortly thereafter statistical methods for 
combining the results of such experiments were developed 
{Hedges and Olkin, 1985]. There have been two distinct 
directions for combining evidence from different studies in 
agriculture {Hedges and Olkin, 1985]. One approach is based 
on testing for statistical significance of combined results 
across studies, and the other is based on estimating 
treatment effects across studies. This study will use the 
second approach. The details of this approach will be 
discusse.d in Chapter III. 
2.9.1 Definition of Meta-Analysis 
Meta-analysis is a technique that uses quantitative 
methods to integrate the results of studies in a statistical 
sense. This type of analysis can correct disparities which 
arise from isolated investigations of individual experiments 
and can reconcile conflicting outcomes of separate studies. 
Thus, the meta-analysis technique is a fruitful tool that 
allows the pooling and the meaningful aggregation of the 
results of previous experiments. In general, meta-analysis 
has two contributions to make to replication research 
[Whitley, McHugh & Frieze, 1986]. First, it provides a set 
of quantitative research techniques for assessing the 
validity, reliability, and generalizability of research 
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findings. Second, meta-analysis provides the means of 
determining the source of inconsistency if a body of 
research is found to be inconsistent. If sources of 
variation in effect sizes are identified, they can be tested 
as independent variables in experiments [e. g., Cooper, 
Burger & Good, 1981]. Therefore, meta-analysis does not 
terminate research, but represents one step in a cycle of 
experimentation, replication, evaluation, and further 
experimentation [Whitley, McHugh & Frieze, 1986). 
It has been said that meta-analysis is one of the most 
significant progresses in methodology for conducting 
integrative interviews [Glass, 1976], or the use of 
quantitative methods to summari'ze the results of research 
studies. such integrative reviews serve as crucial links 
that provide researchers with access to the results of 
primary research studies on a given subject [Hedges and 
Becker, 1986]. However, meta-analysis is not a panacea [Linn 
and Petersen, 1986]. The quality of a meta-analysis depends 
on the merit of the studies that go into it. 
Meta-analysis has been defined as follows: 
Meta-analysis is the quantitative cumulation and 
analysis of descriptive statistics across studies 
[Hunter, Schmidt & Jackson, 1982). 
The approach to research integration referred to 
as "meta-analysis" is nothing more than the 
attitude of data analysis applied to quantitative 
summaries of individual experiments [Glass, McGaw 
& Smith, 1981, p. 21]. 
The meta-analysis is concerned about collecting a 
group of studies that investigate the same 
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question through roughly similar procedures .•• The 
main derive for meta-analysis is the diversity of 
study outcomes {Bangert-Drowns, 1986). 
Meta analysis is a quantitative approach to the 
integration of findings from individual studies of 
a research question. It is the statistical summary 
of those findings • • . and seeks to explain the 
observed variation in findings across studies 
[Churchill and Peter, 1984, p. 360]. 
Meta-analysis is the rubric used to describe 
quantitative methods for combining evidence 
across studies {Hedges & Olkin, 1985, p. 13]. 
2.9.2 Applications of Meta-Analysis 
The original work of Glass and his colleagues [Glass, 
1976, 1977, 1980; Smith & Glass, 1977; Smith, Glass, & 
Miller, 1980; Glass, McGaw, & Smith, 1981) is greatly 
responsible for introducing meta-analysis to the social 
sciences. Before that, there were some attempts [Tippett, 
1931; Fisher, 1932; K. Pearson, 1933; E. Pearson, 1938; and 
Yates & Cochran, 1938] to combine the statistical results 
(probabilities) of the studies of agricultural experiments. 
Jones and Fiske [1953] started in applying the 
meta-analytic attitude of agricultural research to the 
social sciences. Mosteller & Bush {1954] argued also that 
combined probabilities are a useful tool in social sc~ence 
integration. 
2.9.3 Introducing Meta-Analytic Techniques to MIS 
In the field of business administration, the 
application of meta-analysis was initially applied to 
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studies in organizational behavior. Before ~988, there had 
been no meta-analysis applied to the field of decision 
sciences. Since then three studies have been published in 
that field. Pettingell, Marshall, & Remington [1988] 
conducted a meta-analysis to review the influence of user 
involvement on information system success. In 1989, 
Montazemi and Wang also used a meta-analysis to review the 
effects of modes of information presentation on 
decision-making. In ~990, Hwang and Wu [1990) used a meta-
analysis covering the same subject covered by Montazemi and 
Wang [1989], however, they seemed not be aware of the 
existence of that work. 
2.9.4 Meta-Analysis Versus Conventional Review Methods 
Inconsistent results about the relationship between the 
use of DSS/GDSS and DSS/GDSS effectiveness make meaningful 
integration of research findings imperative. Several methods 
of achieving this integration are available. One is the 
narrative review method which allows broad, qualitative 
judgments [DeSanctis, ~984]. However, this method is 
non-quantitative and does not lend itself to statistical 
analysis. Although, many statistical integration methods 
exist [Bangert-Drowns, ~986), the meta-analysis method 
formulated by Hunter, Schmidt, and Jackson [1982) provides 
the "state of the art" method and thus was selected for use 
here to augment the narrative review method. 
Although, some researchers [Dickson et al., 1977; 
Courtney et al., 1983; Jarvenpaa et al., 1985; Gallupe et 
al., 1988; Dennis et al., 1988; Sharda et al., 1988; 
Pinsonneault and Kraemer, 1989] provide some efforts of 
detailed descriptive comparisons andjor summaries of the 
previous research, their reviews are non-quantitative and 
fail to integrate statistically the results of individual 
research efforts. Previous reviews not using meta-analysis 
may be misleading because the methods used to draw 
conclusions have potentially serious flaws. 
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These problems are the main weaknesses of the narrative 
method of review. First, it is very subjective {Hyde and 
Linn, 1986]. Two different reviewers working on the same set 
of studies may arrive at different conclusions because of 
personal biases and by attaching higher weights to some 
studies than others. Second, it is imprecise [Hyde and Linn, 
1986]. When the number of studies becomes large, the 
information begins to exceed the human capacity to process 
it and identify trends in the outcomes. Third, it is 
insensitive to the specific details of the studies thereby 
reviewed {Hyde and Linn, 1986]. The reviewer will not be 
able to determine the effect size, if he finds some effect 
across the studies. Perhaps the simplest method used 
previously that reflects an improvement over the standard 
narrative review is the "voting method" in which the 
reviewer treats each study as a separate entity. The 
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researcher tabulates the number of the studies that show 
significant effects in the hypothesized direction, the 
number that show no significance, and the number that show 
significant effect in the direction opposite to the 
hypothesis [Light and Smith, 1971]. Intuitively, if a large 
proportion of studies has statistically significant results, 
then this could be an indication that the effect size is 
different from zero. On the other hand, if few studies have 
obtain statistically significant results, then the combined 
evidence for a non-zero effect is not supported and would 
seem to be weak [Hedges and Olkin, 1985). 
This method can sometimes lead to false conclusions, 
because it treats studies as equal without any regard to 
their statistical power {Hedges & Olkin, 1980). Because many 
studies in a review may have poor power and fail to detect 
true effects. It also may create the illusion of conflicting 
results when the results are actually not so [Hyde and Linn, 
1986). This problem follows quickly from the first one. The 
apparent inconsistency in results across studies may result 
from variation in the statistic used (i.e., t-test) and 
the poor power of that statistic. Finally, even if the 
reviewer is able to reach the conclusion that there is some 
effect, the conclusion is not quantitative, and he has no 
way of knowing how large the effect size is [Hyde and Linn, 
1986]. 
Meta-analysis on the other hand, avoids some problems 
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that are associated with conventional review methods [Hunter 
et al., 1982; Hedges and Olkin, 1985; Hyde and Linn, 1986]. 
2.9.5 Types of Meta-Analysis 
There are five main types of meta-analysis (see Table 
IV) which are distinguished from each other on the basis of 
purpose, unit of analysis, treatment of study variation, and 
outcomes of analysis [Bangert-Drowns, 1986]. However, they 
do not constitute totally separate approaches, and users may 
in fact select and apply elements of these different 
approaches without committing themselves to any one 
approach. 
The meta-analytic technique that is used in this study 
is the Schmidt-Hunter meta-analysis Method. This procedure 
represents an improvement over Glass's methods and the Study 
Effect method by (1) estimating the effect size more 
accurately by weighted estimates, (2) removing the 
artifactual errors of unreliability and range restriction, 
from effect size, and (3) providing tests of the hypothesis 
that the variance in observed effect sizes is due solely to 
artifacts. The properties and techniques of this method are 
explained later in Chapter III. 
2.10 Hypotheses of the Study 
The hypotheses of this dissertation are based on the 
tested dependent measures in the empirical studies 
TABLE IV 
METHODS OF META-ANALYSIS 
Descriptive Label 
Glass1an 
meta-analysis 
Study effect 
meta-analysis 
Combined probab1l1ty 
Approximate data 
pool1ng w1th tests 
of homogeneity 
Approximate data 
pooling w1th 
sampling error 
correction 
Purpose 
To rev1ew what a 
literature says about 
the sc1ent1f1c process 
1n a g1ven area 
To rev1ew what a 
literature says about 
a treatment's 
effectiveness 
To estimate a 
treatment effect and 
the rel1ab1l1ty of 
th 1 s fl.nch ng 
To estimate 
population 
treatment effect 
To estimate 
population 
treatment effects 
Source R l Bangert-Drowns (1986) 
Umt of Analysis 
Study hndmg 
Study 
Study for effect 
s1ze, subject for 
combined 
probab1 l1 ty 
SubJect 
Subject 
Study Var1at1on 
Exam1ne relations 
between effect s1zes 
and pre-established 
categories 
Exam1ne relations 
between effect s1zes 
and preestablished 
categories, apply 
StriCt study 
1nclus1on cr1ter1a 
Crude d1v1s1on of 
stud1es 1nto groups 
analyzed separately 
Apply tests of 
homogene1 ty 
Compare var1at1on 
among stud1es to 
var1at1on 
attributable to 
sampl1 ng error 
Outcomes of Analysis 
Average effect s1ze, 
comparisons of effect 
s1zes 1n preestablished 
categories; regression 
models 
Average effect s1ze, 
comparisons of effect 
s1zes 1n preestablished 
categories; regression 
models 
Average effect s1ze, 
comb1ned probability 
fall-safe N 
Average effect s1zes for 
homogeneous groups 
Average effect s1ze, 
study var1at1on, 
var1at1on attributable to 
sampling error, l1st of 
moderators accounting for 
rema1n1ng var1at1on, 
regression models 
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evaluating the effectiveness and efficiency of DSS/GDSS. The 
attempt of this study is to hypothesize regarding the 
dependent variables based on the integration of the results 
of these empirical studies. Instead of breaking down the 
hypotheses into groups that are related to either decision 
outcome variables or decision process variables, the 
hypotheses are arranged in three groups according to 
effectiveness and efficiency variables of DSS/GDSS and the 
outlier variables that moderate the r~lationship between the 
use of DSS/GDSS and the dependent variables. These 
hypotheses are based on the interaction among dependent, 
independent, and moderator variables as shown in Figure 2. 
After each hypothesis the empirical studies that support, do 
not support, or negate the hypothesis as stated are listed. 
2.10.1 Hypotheses of Effectiveness Variables 
The hypotheses concerning the dependent variables of 
DSS/GDSS effectiveness are as follows: 
H1: The literature shows that the use of DSS/GDSS will 
result in more effective decisions than those with a 
manual or without a decision aid. 
H1.1 The literature shows that the quality of 
decisions will be significantly enhanced when 
decision making is supported by DSS/GDSS, as 
compared to manual DSS/GDSS or no-support at all. 
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INDEPENDENT VAR I ABLES MODERATOR VARIABLES 
f--... 
1. DSS/GDSS vs . NO-DSS/GDSS 1. DSS vs. GDSS 
2. DSS/GDSS vs . Manual DSS/GDSS 2. Lab. vs . Field Tests 
vs. Field Studies 
... 3 • Published vs. 
Unpulished Studies 
4. Subject Type 
5. Level of Task 
Difficulty 
6. Cross-Sectional vs. 
Longitudinal Studies 
7. Old vs. New Studies 
8. Group Size 
I 
I 
DECISION OUTCOME AND PROCESS VARIABLES 
DECISION EFFECTIVENESS DECISION EFFICIENCY 
1. Decision Quality 1. Decision Time 
2. Depth of Analysis 2. Equality of Participation 
3. Decision Confidence 
4. Satisfaction With Decision 
Process 
5. satisfaction With Decision 
Outcome 
6. Degree of Decision Consensus 
7. Satisfaction Toward the system 
8. Degree of Decision Consistency 
9. Amount of Discussion Conflict 
10. Degree of Uninhibited Behavior 
11. Amount of Communication 
12. Rate of Decision Improvement 
13. Degree of Group Cohesiveness 
3. Amount of Task-Oriented 
Behavior 
FIGURE 2. Interaction of Dependent, Independent, and Moderator 
Variables Included in the study 
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DSS studies supporting the hypothesis: 
Benbasat & Schroeder, 1977; Power and Rose, 1977; 
Benbasat & Dexter, 1982; Mcintyre, 1982; Eckel, 1983; 
Sanders, Courtney, and Loy, 1984; Goul et al., 
1986;Cats-Baril & Huber, 1987; Isett, 1987; 
Killingsworth, 1987; Yang, 1987; Dixon, 1989; 
Pentland, 1990] 
DSS studies negating the hypothesis: 
[Fudge and Lodish, 1977; Chakravarti et al., 1979] 
DSS studies of no significant effect: 
[Joyner & Tunstall, 1970; Weber, 1977; King & 
Rodriguez, 1978; Sanders, Courtney, and Loy, 1984; 
Aldag & Power, 1986; Goslar et al., 1986; Hardaway, 
1988) 
GDSS studies supporting the hypothesis: 
[Steeb and Johnston, 1981; Lewis, 1982; Gallupe, 
1985; Bui et al., 1987; George et al., 1987; 
Nunamaker, Applegate, and Konsynski, 1987; Dixon, 
1989; Zigurs et al., 1987; Gallupe et al., 1988; 
Jarvenpaa et al., 1988; Sharda et al., 1988; Eining, 
1987] 
GDSS studies negating the hypothesis: 
[Linn, 1987; Beauclair, 1987; G. Easton, 1988] 
GDSS studies of no significant effect: 
{Joyner & Tunstall, I970; Turoff and Hiltz, I982; 
Ruble, I984; Beauclair, I987; Watson, I987; G. 
Easton, I988; Chidambaram, I989] 
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H~.2 The literature shows that the level of 
satisfaction will increase significantly among users, 
regarding the decision aid and outcome of decision 
making, when using DSS, as opposed to manual or no-
DSS. 
Studies supporting the hypothesis: 
[Power and Rose, I977] 
Studies negating the hypothesis: 
{none) 
studies of no significant effect: 
{none) 
H~.3 The literature shows that a DSS aided decision 
maker reports significantly greater level of 
confidence in his decisions than manual or no-DSS 
aided decision maker. 
studies supporting the hypothesis: 
[Weber, I977; Dickmeyer, I983; Hardaway, I988; 
Schuldt, 1988; Dixon, I989] 
Studies negating the hypothesis: 
[Cats-Baril & Huber, 1987] 
studies of no significant effect: 
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[Aldag & Power, 1986; Goslar et al., 1986; Sharda et 
al., 1988} 
H~.4 The literature shows that the level of 
confidence in decisions, the level of satisfaction 
with the group process and satisfaction with decision 
all will be higher in GDSS supported groups than 
non-GDSS supported groups. 
Studies supporting the hypothesis: 
1) Level of confidence in decision: [Steeb and 
Johnston, 1981; Nunamaker, 1987] 
2) Level of satisfaction with group process: [Steeb 
and Johnston, 1981; Applegate et al., 1986; 
Siegel, et al., 1986; Nunamaker, 1987; Nunamaker 
et al., 1987; Nunamaker et al., 1988; Vogel and 
Nunamaker, 1988] 
3) Level of satisfaction with decision: [Steeb and 
Jopnston, 1981; Applegate et al., 1986; Nunamaker 
et al., 1987; A. Easton, 1988; Vogel and 
Nunamaker, 1988} 
Studies negating the hypothesis: 
1) Level of confidence in decision: [Gallupe et al., 
1988] 
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2) Level of satisfaction with group process: [Gallupe 
et al., 1988; Watson et al., 1988) 
3) Level of satisfaction with decision: [Watson, 
1987) 
studies of no significant effect: 
1) Level of confidence in decision: [Sharda et al., 
1988) 
2) Level of satisfaction with group process: [Lewis, 
1982; A. Easton, 1988; G. Easton, 1988; Jarvenpaa, 
et al., 1988) 
3) Level of satisfaction with decision: [Beauclair, 
1987; Bui and sivasankaran, 1987) 
H~.s The literature shows that the level of 
consensus will increase when using GDSS in group 
decision making, as opposed to manual or no-GDSS. 
Studies supporting the hypothesis: 
[Steeb and Johnston, 1981; Vogel and Nunamaker, ~988) 
Studies negating the hypothesis: 
[Eining, 1987] 
Studies of no significant effect: 
[George et al., 1987; Watson, 1987; Watson et al., 
1988) 
H1.6 The literature shows that the depth of analysis 
(i.e., number of alternatives considered) in decision 
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making increases significantly with DSS/GDSS, as 
opposed to manual or no-DSS/GDSS. The literature 
shows also that the amount clarification efforts will 
significantly increase when using GDSS as opposed to 
manual or no-GDSS. 
DSS studies supporting the hypothesis: 
{Cats-Baril & Huber, 1987; Dixon, 1989] 
DSS studies negating the hypothesis: 
{Goslar et al., 1986] 
DSS studies of no significant effect: 
[Eckel, 1983; Sharda et al., 1988] 
GDSS studies supporting the hypothesis: 
1) Depth of analysis: [Steeb and Johnston, 1981; 
Lewis, 1982; Gray, 1983; Nunamaker, Applegate and 
Konsynski, 1988; Vogel and Nunamaker, 1988; 
Chidambaram, 1989] 
2) Clarification efforts: {Jessup, Tansik ana Laase, 
1988; Nunamaker et al., 1988] 
GDSS studies negating the hypothesis: 
1) Depth of analysis: {none] 
2) Clarification efforts: [none] 
GDSS studies of no significant effect: 
1) Depth of analysis: [Sharaa et al., 1988] 
2) Clarification efforts: {none] 
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H~.7 The literature shows that GDSS are more likely 
to generate conflict in group problem solving 
sessions, are less likely to help groups reach 
agreement, and more likely to produce uninhibited 
behavior. 
Studies SURPOrting the hypothesis: 
{Kull, 1982; Gallupe, 1985; Gallupe, DeSanctis, and 
Dickson, 1986; Hiltz and Johnson, and Turoff, 1986; 
Siegel et al., 1986; Watson, DeSanctis, and Poole, 
1987]. 
Studies negating the hypothesis: 
{none} 
studies of no significant effect: 
[G. Easton, 1988; Chidambaram, 1989] 
H~.8 The literature shows that the use of DSS/GDSS 
helps in reducing the effect of uncertainty which 
will reduce the variance in decision maker(s) 
performance. In other words, DSS/GDSS will help in 
establishing a consistent performance in decision 
making. 
Studies supporting the hypothesis: 
[Sharda et al., 1988] 
\ 
Studies negating the hypothesis: 
[Mcintyre, 1982) 
studies of no significant effect: 
{none) 
H~.9 The literature shows that the use of DSS/GDSS 
increases the rate of improvement (change) in 
decision making performance. 
Studies supporting the hypothesis: 
[Mcintyre, 1982; Dickmeyer, 1983) 
Studies negating the hypothesis: 
{none) 
studies of no significant effect: 
[Ruble, 1984) 
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H~.10 The literature reports that the users of GDSS 
will have significantly less group cohesiveness than 
the users of no-GDSS. 
studies supporting the hypothesis: 
[Tunstall, 1969, in a high difficulty task] 
Studies negating the hypothesis: 
{none) 
Studies of no significant effect: 
[Tunstall, 1969, in a low difficulty task; 
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Chidambaram, 1989] 
H~-~~ The literature reports that the users of GDSS 
will have significantly more amount of group 
communication (verbal and non-verbal) than those with 
manual or no-GDSS. 
Studies supporting the hypothesis: 
{none} 
Studies negating the hypothesis: 
[Hiltz, Arnovitch, and Turoff, 1980; Siegel et al., 
1986, experiment #3] 
Studies of no significant effect: 
[Hiltz, Johnson, and Turoff, 1982; Siegel et al., 
1986, experiment #1; Jarvenpaa, Rao, and Huber, 1988] 
2.10.2 Hypotheses of Efficiency Variables 
The hypotheses that are related to DSS/GDSS efficiency 
are as follows: 
H2: The literature shows that the use of DSS/GDSS will 
result in less efficient decisions than those made 
without a decision aid. 
H2.~ The literature shows that the time required to 
reach a decision will increase significantly when 
using DSS/GDSS as opposed to manual or no-DSS/GDSS. 
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DSS studies supporting the hypothesis: 
[Benbasat & Schroeder, 1977; Benbasat & Dexter, 1982; 
Killingsworth, 1987) 
DSS studies negating the hypothesis: 
{none) 
DSS Studies of no significant effect: 
[Goslar et al., 1986; Sharda et al., 1988] 
GDSS studies supporting the hypothesis: 
[Steeb and Johnston, 1981; Turoff and Hiltz, 1982; 
Siegel et al., 1986; Bui, Sivasankaran, Fijol, and 
Woodbury, 1987; Nunamaker, 1987; Watson, 1987; G. 
Easton, 1988; Gallupe et al., 1988; Nunamaker et al., 
1988; Vogel and Nunamaker, 1988) 
GDSS studies negating the hypothesis: 
[Eining, 1987] 
GDSS studies of no significant effect: 
[Beauclair, 1987; Bui and Sivasankaran, 1987; A. 
Easton, 1988; Sharda et al., 1988] 
H2.2 The literature shows that the equality of 
participation among group members, in problem 
solving, increases when using GDSS in group decision 
making. Also, the degree of domination by a few 
members decreases among GDSS supported groups. 
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Studies supporting the hypothesis: 
1) Equality of participation: [Krueger, 1976; 
Applegate et al., 1986; Kiesler, Siegel & McGuire, 
1986; George, Northcraft, and Nunamaker, 1987; 
Nunamaker et al., 1987; Zigurs, 1987; Zigurs et 
al., 1987; Nunamaker, Applegate, and Konsynski, 
1988; G. Easton, 1988; Vogel and Nunamaker, 1988] 
2) Degree of domination (distribution of influence): 
{Lewis, 1982; Zigurs, 1987; Nunamaker et al., 
1987; Nunamaker et al., 1988; Zigurs et al., 1988] 
Studies negating the hypothesis: 
1) Equality of participation: {none] 
2) Degree of domination: {none} 
Studies of no significant effect: 
1) Equality of participation: [Turoff and Hiltz, 
1982; Beauclair, 1987; A. Easton, 1988; Jarvenpaa, 
et al., 1988] 
2) Degree of domination (distribution of influence): 
{Watson, 1987] 
H2.3 The literature shows that the, the amount task 
oriented communication will significantly increase 
when using GDSS as opposed to manual or no-GDSS. 
Studies supporting the hypothesis: 
[Gray, 1983; Applegate, et al., 1986; Siegel et al., 
1986; Sharda et al.,l988] 
Studies negating the hypothesis: 
[Siegel et al., 1986] 
Studies of no significant effect: 
[none} 
2.10.3 Hypotheses of the Potential Moderators 
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The hypotheses concerning the potential moderator 
variables are of two types: 1) the moderator variables that 
have been tested on the individual level of the empirical 
studies, and 2) the moderator variables that have not been 
tested or cannot be tested in a single study. The first 
category refers to the moderators variables that have been 
reported in the empirical literature of DSS/GDSS. While the 
latter refers to the moderator variables that have not been 
tested in the previous empirical work or can not be tested 
under the individual study level. 
2.10.3.1 Hypotheses of the Empirically Tested 
Moderators 
H3: The literature shows that the moderator variables 
such as the level of task difficulty and group size 
can affect the impact of DSS/GDSS on effectiveness 
and efficiency of decision making. 
H3.1 The literature shows that DSS/GDSS will produce 
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significantly more effective and more efficient 
decision making in high difficulty (unstructured) 
decision tasks than in medium (semi-structured) or 
low difficulty (structured) decision tasks, when they 
are compared to manual or no-DSS/GDSS. 
DSS studies supporting the hypothesis: 
[none} 
DSS studies negating the hypothesis: 
[none} 
DSS studies of no significant effect: 
[none} 
GDSS studies supporting the hypothesis: 
[Gallupe, 1985; Gallupe, DeSanctis, and Dickson, 
1986; Bui and sivasankaran, 1990; Gallupe et al., 
1988]. 
GDSS studies negating the hypothesis: 
{none] 
GDSS studies of no significant effect: 
[noneJ 
H3.2 The literature shows that GDSS are 
significantly more effective and more efficient in 
large group meetings than in small ones. v 
studies supporting the hypothesis: 
[Vogel, Nunamaker, Applegate, Konsynski, 1987] 
Studies negating the hypothesis: 
{none) 
Studies of no significant effect: 
[Watson, 1987] 
2.10.3.2 Hypotheses of the Untested Moderators 
86 
H3.3 The literature reports that the individual 
automated decision support systems (DSS) are 
significantly more efficient, but significantly less 
effective than the group automated decision support 
systems (GDSS), when computerized decision aids are 
compared to manual or no decision aids. 
H3.4 The literature reports that there is a 
significant difference in effectiveness and 
efficiency of DSS/GDSS across the laboratory studies, 
field tests and field studies. The laboratory studies 
report the most effective and efficient results of 
DSS/GDSS followed by the field test, and then by the 
field studies. 
H3.5 The literature shows that the studies published 
in journals will report significantly higher 
effectiveness and higher efficiency of decision 
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making than those unpublished studies, when DSS/GDSS 
are compared to no-DSS/GDSS. 
H3.6 Studies of DSS/GDSS that are conducted with 
student subjects will report significantly higher 
effectiveness and efficiency of decision making than 
those of actual users, when both are compared to 
manual or no-DSS/GDSS. 
H3.7 The literature shows that the longitudinal 
studies (experiments that use multiple decision 
making periods) will report significantly higher 
effectiveness and higher efficiency of decision 
making than the cross-sectional studies (experiments 
that use single decision making periods), when 
DSS/GDSS are compared to manual or no-DSS/GDSS. 
H3.8 On the average, the old studies of the 1970's 
(1969-1980) significantly report less effective and 
less efficient decision making than the new the 
studies of the 1980's (1981-1990), when DSS/GDSS are 
compared to manual or no-DSS/GDSS. 
CHAPTER III 
RESEARCH METHODOLOGY 
3.1 The Schmidt-Hunter Technique 
of Meta-Analysis 
The purpose of the Schmidt-Hunter technique [Hunter, 
Schmidt, and Jackson, 1982; Hunter and Schmidt, 1990) in 
this study is to estimate the,strength of the relationship 
between the independent variable (the availability of the 
decision aid) and several other variables, i.e., the 
decision quality, and to identify the influence of any 
moderators of that relationship. The study outcomes which 
are the findings of the studies regarding the dependent 
variables (DSS/GDSS effectiveness measures) will be used as 
the unit of analysis. This technique has the following 
characteristics [Bangert-Drowns, 1986; Hunter and Schmidt, 
1990]: 
(1) It focuses on the cumulation of effect sizes, rather 
than significance level, across studies, 
(2) It is designed to check for moderator variables, 
(3) Each study is represented by one effect size, 
(4) All studies that bear on the question of interest are 
included regardless of methodological adequacy, 
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(5) Effect sizes for each study are individually corrected 
for unreliability or other statistical artifacts when 
appropriate information is given, and 
(6) It uses a test of homogeneity. 
For the laboratory experiments, the effect size is the 
difference between the means of the experimental roup and 
~----------------~~--~---
the control group expressed in standard score form, by 
~-----------------------------
dividing it by the within group standard deviation. In terms 
of the current study, the control group is the one that uses 
decision aid support, while the control group is the one 
that either uses no decision aid support or uses a manual 
support. Effect sizes will be calculated for each of the 
dependent variables of DSS/GDSS effectiveness and DSS/GDSS 
efficiency. 
The Hunter et al. [1982) method is straightforward in 
calculating the effect size. The mean effect size, ~(d), 
across studies can be computed by weighing each study's 
effect size by the sample size. This corrected (weighted) 
mean effect size is considered the most accurate estimate of 
the population effect. The next step is to compute the 
variance of the distribution of individual effect sizes 
across studies, and then to remove the portion of th~s 
variance that is due to certain statistical artifacts. If 
the residual variance is insignificant, then the true 
(population) effect has been estimated, and the 
meta-analysis is concluded. However, statistically 
significant residual variance indicates that a potential 
moderator (i.e., task difficulty) may be causing differences 
in the magnitude of the dependent variable (e.g., decision 
' 
quality) across studies. According to Hunter, Schmidt and 
Jackson [I982], a moderator variable is indicated when the 
average correlation across subgroups and the corrected 
variance averages are lower in the subsets than for the 
whole data. 
The removal of the artifactual variance around the mean 
effect size is what distinguishes this particular method 
from other meta-analysis methods. The other methods of 
meta-analysis do not consider that the variance among 
studies may be due to methodological factors. Only when the 
variance in effect size is due to the types of artifactual 
error which can be identified and removed, one is able to 
have more confidence in the overall mean results. 
The Schmidt-Hunter technique of meta-analysis is the 
instrument to be used in this study to estimate population 
treatment effects of DSS/GDSS effectiveness across studies. 
This technique has the advantage over other types of 
meta-analysis in that it has no strict study inclusion 
criteria, rather it includes all studies pertaining to the 
same question regardless of their statistical power which 
will be accounted for by correction of sampling error. 
Another advantage of this technique is that it tests for 
moderating variables [Bangert-Drowns, I986]. 
The spurious variation of results across studies may be 
caused by two factors. First are the artifacts peculiar to 
statistics which include: 
(I) Sampling error. Sampling error tends to account for 
the greatest proportion of variance among reported 
effect sizes across studies [Hunter, Schmidt & 
Jackson, I982]. Unlike at the level of the single 
experiment where the sampling error is random and 
thus impossible to correct, at the level of 
meta-analysis sampling error can be estimated and 
therefore corrected {Montazemi and Wang, I9BB-B9). 
(2) Measurement unreliability. The second largest source 
of variance across studies in most research areas is 
variation in error of measurement across studies. 
That is, a study validity will be systematically 
lower than true validity to the extent that a 
dependent variable (i.e., decision quality) is 
measured with random error. These differences in 
measurement, if not corrected, produce errors of 
measurement that would be treated as if they are 
differences due to moderator variables [Hunter et 
al., I982). Variables are never perfectly measured, 
and since most of the reviewed studies have not 
reported their measurement reliability coefficients, 
the error caused by unreliable measurement is hard to 
assess. The major reason for the lack of 
reliability coefficients is that only a few 
researcher report the reliabilities for dependent 
variables, because they are usually hard criterion 
measures. 
(3) Differences in treatment strength across studies. 
Range variation on the independent variable produces 
differences of an artifactual nature in correlations 
and effect size statistics. In experimental studies, 
range variation is the result of differences in the 
strength of the treatment. The range variation could 
be eliminated across studies if the range size in 
each study is known (i.e., if treatment strengths are 
measured or if standard deviations are published), or 
the distribution of range variation is known. 
(4) computational and typographical errors. 
(5) reporting error, etc. 
Second, the variation of results across studies may be 
caused by the effect of real moderators (i.e., task 
difficulty). Therefore, to obtain consistent conclusions 
based on the results of various studies, artifacts must be 
corrected and if there is substantial variance among 
correlated measures of association, then a search for 
moderators is pursued. 
3.2 Computation of Artifactua~ Errors 
The main artifactual errors that are going to be 
corrected for are the sampling error, and to some extent the 
measurement reliability. The error of treatment strength can 
not be removed, since the range variation or the 
distribution of range variation are not reported in the 
original studies. 
In the following three sections, the computation of 
both the effect size and the product moment correlation, and 
the removal of sampling error will be discussed. 
3.2.1 The Effect Size (dJ 
The effect size is the difference between the means in 
standard score form. This study will use the within-group 
standard deviation of analysis of variance to calculate the 
effect size. Let Se2 be the variance for the experimental 
group, and s/ be the variance of the control group. Then 
the within-group variance, that is the pooled sample 
estimate of the variance for both the experimental and the 
control group, as defined by Hunter et al., 1982, and 
Hedges and Olkin, 1985, is 
The effect size statistic d is then calculated as 
d = 
where ~(Ye) and ~(Yc) are the means of the experimental and 
control group, respectively, and S is the within-group 
standard deviation. For this study, the effect sizes of each 
primary study are shown in Appendix A, for every 
dependent/independent variable. 
In order to calculate the corrected variance of effect 
size for sampling error, we need to compute the frequency 
weighted mean and variance of the effect size over studies. 
The cumulated average effect size is: 
~(d) = 
The variance of the observed effect sizes over studies: 
oi = 
The variance due to sampling error is calculated as: 
= 
N 
where K is the number of independent studies and N is the 
total sample size of all studies. The corrected variance of 
effect size for sampling error (it is also called the 
unbiased estimate of the population variance or the residual 
variance) is 
3.2.2 The Product-Moment Correlation 
The weighted average correlation ~(r) is analogous to 
the population effect size ~(d) which is discussed above. 
The population effect size ~(d) can be converted to ~(r) by 
treating the experimental/control group distinction as a 
dichotomization of a continuous variable [Hedges and Olkin, 
1985]. That is 
JL (d) 2 
~(r)2 = --------------------------
~(d)2 + (Ne + Nc- 2)/N' 
, 
where N' = Ne Nc/ (Ne + Nc) • If Ne = Nc = N/2 this formula 
reduces to 
~(d)2 
~ (r) 2 = ------------
~(d)2 + 4(N- 2)/N 
According to Hunter et al. [1982], three steps are 
needed to test for the impact of inter-study differences. In 
the first step, a sample-weighted average mean value of the 
product-moment correlation across all studies is computed. 
Because sampling error cancels out in an average correlation 
across studies, the mean of the sample correlations is the 
best estimate of the population. The weighted average 
correlation ~(r) is calculated as follows: 
p.(r) = 
where r 1 and N1 are the individual correlations and sample 
sizes, respectively. Second, the observed sample variance 
(o/) must be corrected by subtracting the variance caused 
by sampling error (ue2) to obtain the unbiased estimate of 
the population variance (up2). Thus, 
where, and 
and, K = number of correlations obtained from the population 
of studies. 
Since the majority of the studies are laboratory 
experiments, effect size (d) is the most appropriate measure 
rather than the product moment correlation. In order to 
transform r to d where the control and the experimental 
group have equal sample sizes (Ne = Nc = N/2), then [Hunter 
and Schmidt, ~990, p. 273] 
d = 2r -.f[(N-2)/NJ 1 -.f(~-r2) 
When the sample sizes are equal and the value of r is 
relatively small with a range of -0.2 < r < +0 .2, then 
simply [Hunter and Schmidt, ~990] 
d = 2r 
If the sample sizes are not equal, then the point 
biserial correlation needs to be corrected for attenuation 
effect of unequal sampling before we transform it to d. The 
formula for this correction {Hunter and Schmidt, 1990, p. 
274] is 
where a = v[0.25/pq], and p and q are the proportion of 
persons in the two groups. 
If sample sizes are not equal, then we need to replace 
the "2" by 1/.Ypq {Hunter and Schmidt, 1990, p. 273] in 
converting r to d to be 
d = v{ (N-2) /NJ (1/vpq)r /v(1-r2) 
3.2.3 Obtaining Effect Size From Different Statistics 
Unfortunately, it is not unusual that studies do not 
report the descriptive statistics of their results. Many 
empirical studies neglect to report the means and standard 
deviations of the tested variables. In order to overcome 
this problem, the test statistics (F-test, t-test, etc.) are 
used in lieu of the descriptive statistics. The formulas in 
Table V are used to calculate the effect size from the test 
statistics. 
In some instances, studies neither report the mean and 
TABLE V 
FORMULAS FOR CONVERTING SOME TEST STATISTICS INTO PRODUCT MOMENT CORRELATIONS 
Reported Statistics 
b) F = MSb/MSw for 
J = 2 groups. 
c) F = MSb/MSw for 
J > 2 groups. 
d) x2 only (i.e., no 
frequencies reported) 
for a contingency 
table. 
e) Spearman's rank 
correlation, rs. 
f) Mann-Whiney u. 
Transformation to rxy 
vF = 1 tl 
then proceed via a) above 
1) Collapse J groups to 2, then 
proceed via b) above, or 
2) rxy = vSSb/ (SSb+SSw) 
rxv = vx2 I (x2+n) 
n = total sample size 
rxy = rs since the translation 
of r 8 to rxy under bivariate 
normality is nearly a stright 
line 
Transform U to r-rank-biserial 
via rpb = 1-2U/ (n 1n2). 
Source: Glass, McGaw, and smith, 1981 
References 
Glass and stanley 
[1970, p. 318] 
Hays [1973, 
pp. 683-684] 
Kendall & Stuart 
[1967, pp. 557 ff] 
Kruskal [1958] 
Wilson [1976] 
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the standard deviations nor do they report the values of the 
summary statistics. Some of these studies, however, only 
report the significance level of the tests. Product moment 
correlation can be calculated from the significance level 
which then can be transformed to d. The steps used to 
calculate r from the significance level {Rosenthal, 1979] 
are: (1) Obtain the exact p associated with the test 
statistic, (2) find the Z associated with that p in tables 
of normal distribution, and (3) finally compute r 
r = Z/vN 
where N is the total sample size 
Typically, 75 to 90% of the observed sampling variance 
is accounted for by sampling error variance [Hunter and 
Schmidt, 1990]. If so, a null hypothesis (i. e., interstudy 
differences had no impact on estimates) cannot be rejected. 
However, if even after correction for statistical artifacts, 
significant unexplained variance remains, then a search for 
moderator variables is appropriate [Hunter et al., 1982]. 
3.2.4 Artifact Distribution 
The lack of standardized measurement procedures for the 
investigated variables in the social sciences results in 
poorly measured variables [Hunter, Schmidt, and Jackson, 
1982]. Therefore, in order to have uniformity in the 
literature, results need to be corrected by eliminating the 
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measurement error. There are two reliabilities that are used 
to assess the measurement error: rxx and ryy, where X and Y 
are the independent and dependent variables respectively. 
If the reliability coefficients of the variables in each 
study are reported, then the effect of measurement error can 
be eliminated by correqting for attenuation for each study 
separately. 
However, as in this study, when the reliabilities of 
the used scales are not reported in every study, then the 
reliability distribution can be used instead to correct the 
variance of the uncorrected effect sizes. In this case, 
there are two steps to follow: (~) the variance of the 
observed effect size is corrected for sampling error, and 
then (2) the observed mean effect size and the corrected 
variance are then corrected for the effects of measurement 
errors using the distribution information on reliabilities. 
If either the independent variable or the dependent 
variable is imperfectly measured, then the effect size of 
the imperfectly measured variables will be systematically 
lower than the effect size of the true score. 
For the experimental studies, we are mainly concerned 
about the reliability of the dependent variables. Many 
experimenters believe that error of measurement in the 
dependent variables needs to be omitted in experiments since 
it averages out in the group means. In fact, error of 
measurements is included in the variance of the dependent 
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variable, and therefore it affects the effect size {Hunter 
and Schmidt, 1990). The error of measurement of experimental 
studies in the independent variable is also important to 
correct for [Hunter and Schmidt, 1990]. However, it is 
neglected by all experimenters of the studies on hand, and 
therefore no correction can be done to the measurement error 
of the independent variables. 
3.2.4.1 Correction for Effect Size Measurement Error 
For the dependent variables, the attenuated populationn 
(actual) effect size o is given by 
o0 = ao 
where the attenuation factor, a, is the square root of the 
reliability of the dependent variable (vrvvJ, and 50 is the 
corrected effect size from the bare bones meta-analysis 
(i.e., corrected for only the sampling error). The formula 
relating to the actual effect size and the sample effect 
size [Hunter and Schmidt, 1990, p. 311], then is 
do = oo + e = ao + e 
where do is the sample effect s~ze, and e is the sampling 
error. The mean observed uncorrected effect size, across 
studies is 
p. (do) = p. ( ao + e) = p. ( ao) + p. (e) 
The mean sampling error, p(e), is equal to zero, if the 
slight error in d is ignored. 
p (do) = p (ao) 
If the true effect size is independent of the level of 
reliability, then the mean of their product equals to the 
product of their means. 
p(do) = p(a)p(o) 
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The average of the attenuation factors for individual 
studies is used for attenuating the desired average true 
effect size. If the mean attenuation factor, p(a), is known, 
then the observed average effect size can be corrected using 
the same formula that is used to correct an individual 
effect size (i.e., when every study reports its reliability 
coefficient) . 
p (o) = p (do) 1 p (a) 
There is no need to know the attenuation factor (i.e., the 
square root of the reliability) for each study. Only the 
mean of the attenuation factor across studies is needed, 
assuming that the studies that report their reliabillty 
coefficients are representing the rest of the studies. In 
this case, the distribution of the available reliabilities 
is used to correct for the measurement error. If the 
reliability of each study is given, then every reliability 
is converted to its square root before computing the mean 
and standard deviation. 
3.2.4.2 Correction of Variance of Effect Size 
The variance of the observed effect size is given by 
Var(do) = Var(o0 + e) = Var(o0) + Var(e). 
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In the bare bones meta-analysis, the variance of study 
population effect size Var(oo) is computed by subtracting 
the sampling error variance Var(e) from the variance of 
observed effect sizes Var(do). The residual variance wh~ch 
is corrected for sampling error, but not for error of 
measurement, is connected to the desired variance of true 
effect sizes Var(o) by [Hunter and Schmidt, 1990, p. 312] 
Var(oo) = Var(ao). 
If the true effect size across studies and the level of 
reliability are independent from each other, then 
var(o0) = [p.(a) ]2Var(o) + [p.(o) + [p.(o) }2 var(a). 
From the above equation, the desired variance Var(o) becomes 
Var(o) = {Var(oo) - [p.(o) ] 2Var(a)} 1 [p.(a) ] 2, 
where Var(oo) is the corrected variance from the bare bones 
meta-analysis, p.(a) is the average attenuation factor across 
studies, Var(a) is the variance of the attenuation factor 
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across studies, and ~(o) is the average true effect size as 
computed above. 
The reported reliabilities of the dependent variables 
are reported in Appendix B, along with other information for 
every set of studies 
3.3 Homogeneity Tests for Moderator Variables 
Current procedures allow researchers to detect 
interaction between the variables of interest and the 
conditions under which performance is measured in the 
studies. This can be done by testing the homogeneity 
(consistency) of effect sizes across studies. Homogeneity 
tests mean assessing whether each study is a replication of 
each other study [Linn, 1986; Linn & Petersen, 1986). Lack 
of homogeneity among the effect sizes means that at least 
some of the studies in the meta-analysis are not true 
replicates of each other [Linn, 1986]. The three techniques 
of homogeneity test are discussed below. 
3.3.1 The Chi-Square Test for Moderator Variables 
After correcting for sampling and other artifactual 
error, if the residual variance (the corrected variance) of 
effect size across studies is approximately zero, the 
population effect size, ~(d), is estimated. It is possible 
then to draw a conclusion about the relationship between the 
use of DSS/GDSS and decision making effectiveness. However, 
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if, after correction, the residual variance is far from 
zero, moderators may exist. Thus, a chi-square test to 
determine the significant residual variance of effect size 
is conducted. The following formula is used: 
where K is the number of independent studies {Hunter et al., 
1982; Premack and Wanous, 1985]. 
A significant chi-square value indicates the possible 
existence of a moderator. The search for moderators entails 
breaking the data into subsets, each according to the level 
of the potential moderator. For each subset, the analytical 
procedures of correcting for artifacts and performing a 
chi-square test must be repeated. Since distributional 
formulas are used on subsets, then only the observed 
correlations would be averaged within subsets. The artifact 
distributions for the overall set of studies would still be 
used within subsets. If large differences in the mean effect 
size between subsets or a reduction in variance within 
subsets exists, the identified moderator may be confirmed. 
Otherwise, the existence of a moderator is not supported. 
This search is accomplished by grouping studies 
according to hypothesized moderators (e.g., level of task 
difficulty, group size, and time length of the study) and 
performing subgroup meta-analysis. If there are large 
differences in the means across subgroups and there is a 
corresponding reduction in within-subgroup variation, one 
may infer that hypothesized moderating effect does indeed 
exist. 
3.3.2 Credibility Intervals to Test for Moderators 
~06 
When effect sizes across studies are accumulated and 
statistically corrected for experimental artifacts such as 
sampling error and error of measurement, the corrected mean 
effect size is interpreted as an estimate of the population 
mean effect size. The variance in the effect sizes is also 
statistically corrected for experimental artifacts then is 
used to generate a "credibility intervals" to assess the 
extent to which moderators might account for the unexplained 
variance in effect sizes [Whitener, ~990]. 
The credibility intervals will help in determining 
whether the population or the subpopulations are homogeneous 
or heterogeneous. The credibility interval is generated 
using the corrected standard deviation around the mean 
corrected observed effect size, ~(d). Under a= o.os, the 
credibility interval becomes 
~(d) - ~.96 us < o < ~(d) + ~.96 us. 
If this interval is sufficiently large andjor does include 
zero, then the mean corrected effect size is probably the 
mean of several subpopulations (the heterogeneous case) 
identified by the existence of moderators. 
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If the interval is small and/or does not ~nclude zero, 
then the mean corrected effect size is probably the estimate 
of one population parameter (the homogeneous case) and there 
are no moderator variables in operation [Kemery, Mossholder 
and Dunlap, 1989; Pearlman, Schmidt and Hunter, 1980]. 
The first case is when credibility interval suggests 
that the average corrected effect size is the estimate of 
one population parameter and no moderators are operating. 
Then a confidence intervals using the standard error for the 
mean effect size for homogeneous studies would be generated 
around the sample-size weighted mean effect size to estimate 
the accuracy of the estimate of the mean effect size. The 
standard error in the mean correlation for homogeneous 
studies is 
where ~(d) is the sample-size weighted mean uncorrected 
effect size, N is the total sample size and K is the number 
of studies. 
The second case is when credibility interval suggests 
that there are several subpopulations based on moderators 
that are identified from theory or previous research, and 
that no further subgrouping is possible. First, 
meta-analytic procedures are conducted on each subpopulat~on 
to generate sample-size weighted mean effect sizes. Then, 
within each homogeneous subpopulation a confidence interval 
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is generated using the standard error of the homogeneous 
case. Finally, a confidence interval is generated around the 
mean of the subpopulations using the standard error of the 
heterogeneous case [Schmidt, Hunter and Raju, 1988]: 
SE = {[(1- j.t(d) 2) 2 I (N -K)] + (SDres2 I K)}¥2 
The chi-square test has a low power in detecting 
moderators, if the number of studies is small (i.e., less 
than 60). It also has a low power if the total sample size 
is small (i.e., less than 500). Therefore, the power of the 
chi-square test in detecting moderators is dependent on the 
number of studies and the total sample size. The credibility 
interval test is a more powerful test than the chi-square 
test in detecting moderators, in the sense that it does not 
depend on the total sample size or the number of studies. It 
is mainly a function of the observed corrected mean effect 
size and the corrected variance of the effect size. 
3.3.3 Schmidt-Hunter 75% Rule 
The third technique to test for moderator variables is 
the Schmidt-Hunter 75% rule. This rule suggests that if the 
residual variance accounts for at least 25% of the observed 
variance in the effect size, then there should be some 
moderator variables. In other words, the correctable 
artifacts should account for at least 75% of the observed 
variation in the effect size, to say that there is no 
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moderator variable. This rule is shown to be good for small 
sample size research domain [Hunter and Schmidt, 1990], and 
found to have statistical power greater than (or equal to) 
the chi-square method {Sackett et al, 1986]. However, this 
rule is showed to have a higher Type I error rate, in 
concluding that there is a moderator when there is not 
[Hunter and Schmidt, 1990]. The three methods of detecting 
moderator variables provide information that moderators are 
operating, but can not identify which moderators are 
working. A method discussed in the next section, called 
confidence intervals for second order sampling error is used 
to confirm the existence of a certain moderator variable. 
In this study, eight potential moderator variables will 
be tested for each dependent variables. The data of these 
moderators for each study is shown in Table III, pages 59-
63. 
3.4 Second Order Sampling Error 
Second order sampling error occurs when the outcome of 
meta-analysis is based on a small number of studies that 
usually happen to be available, and where the outcome of the 
analysis depends in part on study properties that vary 
randomly across studies [Hunter and Schmidt, 1990]. It is 
like the ordinary, or first order, sampling error in that it 
affects meta-analytic estimates of standard deviations more 
than it affects estimates of means. However, the first order 
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sampling error stems from the finite number of subjects in 
each primary studies, while the second order sampling error 
stems from the finite number of studies in the 
meta-analysis. 
The issue of second order sampling error is related to 
the issue of statistical power in meta-analysis with respect 
to both the mean and the variance {Hunter and Schmidt, 
1990]. There are two types of second order sampling error: 
sampling error due to incompletely averaged sampling error 
in the primary studies (secondary sampling error) and 
sampling error produced by variation in effect sizes across 
studies (primary sampling error). The problem of second 
order sampling error can be resolved as suggested by Hunter 
and Schmidt [1990] by conducting meta-analyses based on 
substantial number of studies, or by conducting 
meta-analyses of similar meta-analyses (second order 
meta-analysis) . The average observed d for the meta-analysis 
is 
p. (d) = p. (o) + p. (e), 
where p.(o) is the average population effect size and p.(e) is 
the average sampling error across studies. If the number of 
studies is small then there will be second order sampling 
error in the mean effect size. p.(d) will d~ffer from p.(o) 
because p.(e) will not equal to o and probably because of 
chance variation in the mean population effect size. 
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Since most of our primary studies have a sample of 100 
or less, then the largest component of second order sampling 
error in meta-analysis is secondary sampling error, i.e., 
unresolved sampling error in the primary studies [Hunter and 
Schmidt, 1990]. The question of whether or not there is a 
primary second order sampling error depends on whether there 
is a homogeneous or a heterogeneous case. In the 
homogeneous case the population study effect oi does not 
vary across studies. That is 
and 
for each study i in the domain, 
p. (o 1) = o for any set of studies from the domain 
Var(o 1) = o for any set of studies from the domain 
= Var(e 1) 
The meta-analysis mean observed effect size is 
p. (d1J = p. (ol) + p. (el) 
= o + p. (e 1) 
Thus the meta-analytic effect size differs from the 
population effect size o only to the extent that the average 
of the sampling errors in the meta-analysis differs from o. 
As a result, in the homogeneous case the only second order 
sampling error in the mean effect size and variance of 
observed effect size in the meta-analysis is the secondary 
sampling error, i.e., the unresolved primary study sampling 
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error. In the heterogeneous case, both the mean and the 
standard deviation of population effect sizes in the 
meta-analysis will differ from the research domain values 
because the studies observed are only a sample of studies. 
This is the primary second order sampling error. 
In the homogeneous case, the sampling error in the mean 
effect size for a bare bones meta-analysis (e.g., a 
meta-analysis that is corrected for only the sampling error) 
is obtained from the sampling error equation 
D = o + E 
where D is the mean effect size and e is the average 
sampling error. The distribution of meta-analytic sampling 
error e is described by 
E(e) = 0 
Var(e) = Var(e) I K 
where K is the number of studies and Var(e) is the variance 
of the sampling error in the meta-analysis. Thus under the 
assumption of homogeneity, the 95% confidence interval for 
the mean effect size is 
p.(d) - 1.96 SD€ < o < p.(d) + 1.96 SDE 
The sampling error in the variance of effect s~zes for 
a bare bones meta-analysis is determined by a variance 
ratio. For a large number of studies, the condition of 
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homogeneity could be identified by computing the following 
ratio 
Var(d) I Var(e) = 1 
However, for a small number of studies, the ratio will 
be different from 1 due to sampling error. The chi-square 
test can estimate that error. Thus 
Q = K Var(d) 1 Var(e) 
Q is the comparison variance ratio multiplied by the number 
of studies. In the homogeneous case, Q has a chi-square 
distribution with K-1 degrees of freedom. The problem with 
the homogeneity test is that when the number of studies is 
small, then a real moderator variable must be enormous in 
order to be detected. On the other hand, if the number of 
studies is large, then any small departure from homogeneity 
will suggest the presence of a moderator variable where 
there may be none (type I errors). 
In the heterogeneous case, there can be primary second 
order sampling error that is due to the fact that the number 
of studies is infinite. In this case the chi-square test is 
untrustworthy, and it is better to assume the heterogeneity 
case. The size of the primary second order sampling error 
for the mean effect size is 
var[~(d)J = var(o) 1 K 
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3.4.1 The Theoretically Predicted Moderators 
The power of the chi-square test depends to a great 
extent on the average sample size and the total sample size 
of the primary studies [Hunter and Schmidt, 1990]. 
Comparison of the means for the moderator groups has more 
power than the chi-square test. Thus, it was shown by Hunter 
and Schmidt [1990] that the theoretically predicted 
moderator (tested by comparison of the means) has far higher 
statistical power to be detected than the unsuspected 
moderator variable (tested by chi-square). 
In the comparison method, there is a possibility that 
the observed difference between means is due to second order 
sampling error and not to a moderator variable. To account 
for this possibility, the confidence intervals for mean 
effect size is computed for each subset. 
D1 - 1.96 "1/Var(€1) 
D2 - 1. 96 '1/Var (€2) 
< o1 < D1 + 1.96 '1/Var(€1) 
< o2 < D2 + 1 . 9 6 '1/V ar ( €2) 
where D1 and D2 are the observed mean effect sizes for 
subsets 1 and 2 respectively. Second, the smaller the 
overlap between these confidence intervals the more 
confirmed the predicted moderator variable. To measure the 
extent of overlap of the confidence intervals, a 
significance test is computed on the difference between the 
two mean effect sizes. 
C = D'l D2 
= ( 5, + e,) - (52 + e2) 
= (51 - 52) + ( e, - €2) 
where C is the comparison statistic difference. Thus the 
sampling error variance of C is 
Var(C) = Var(e1 - e2) = Var(e1) - Var(e2) 
= Var(d,) I x, + Var(d2) I K2 
where K1 + K2 = K. The calculated z value is 
z = c lvVar(C) 
At 5% critical value, using one tailed test, the 
calculated z is significant if it is greater than the 
critical z value of 1.645. The statistical power of the 
significance test is the probability that the null 
hypothesis will be rejected; i.e. 
Power= P { z > 1.645 } 
= P { c 1 s > 1.645 J 
= p { c > 1.645 s } 
where s = VVar(C). Since c has mean (o1- o2) and standard 
deviation S, 
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Power= P {[C- (o1-52) 1 s > [1.645 s- (o1-o2)J 1 SJ 
= P { X > C } 
where x is standard normal, and the cutoff value c is 
c = 1 • 645 - ( o1 - o2J I s 
Power is therefore computed from the normal distribution 
using 
Power = Q(c) 
where Q is the function defined by the upper tail of the 
normal distribution function 
3.5 Study Availability Bias 
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It is very usual that a typical meta-analytic study 
will not include all the relevant published and unpublished 
studies, and that there are usually some missing studies 
that can not be found or included by the researcher. This 
fact applies also to this meta-analytic study as well. In 
order to make sure that the unlocated studies will or will 
not effect the results of a meta-analysis of existing 
studies, several authors have developed some techniques to 
deal with this problem. Rosenthal and Rubin [1979] have 
advanced their "File Drawer Analysis" (or Fail-Safe N) as an 
approach to deal with the problem of availability bias. This 
method estimates the number of unlocated studies averaging 
null results (i.e., ~(d) = 0 or ~(r) = 0) that would have to 
exist to bring the significance level for a set of studies 
down to the "just significant" level; that is, to p = 0.05 
(or critical z value = 1.645). It focuses only on 
statistical significance and not effect sizes. 
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The first step in applying the "Fail-Safe N" method is 
to compute the overall significance level across studies, 
then convert the p-values for each of the k effect sizes to 
their corresponding z values using ordinary normal curve, 
using the formula in Rosenthal and Rubin [1979]. Next, the 
direction of the hypothesis difference is determined since 
it is one tailed test. If z values come from independent 
studies, then each has a variance of 1.00, and the variance 
of all the zs across the k studies is Ezk = (1) (k) = k. 
Then the SD = vk. The Zc, the z score corresponding to the 
significance level of the total set of studies, is then 
Zc = Ezk I vk = k~(zk) I vk = vk ~(zk) 
Let the additional number of studies be x. since these 
studies have ~(z) = 0, the Ezk+1 = Ezk, but the number of 
studies will increase from k to k+x. Thus the SD for ~zk+x 
will be v(k+x). If z is set equal to 1.645, where p-value = 
0.05, then 
1.645 = k~(zk) 1 v(k+x) 
Solving for x: 
x = k 1 2.706 [k(~(zk) 2 - 2.706] 
However, since the combined study results can be highly 
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significant statistically even though the mean effect size 
is small or even tiny, it would be more informative to know 
how many missing studies averaging null findings would have 
to exist to bring ~(d) or ~(r) down to some specific level. 
The following formulas are derived independently by Schmidt 
et al. [1979] and Orwin [1983]. 
If k is the number of studies, then the observed 
average effect size: 
~(dkJ = J;dk 1 k 
The question is: how many "lost" studies (x) exist to 
bring ~(dk) down to ~(de), the critical value for mean d 
(which may be the smallest mean value that is considered 
theoretically or practically significant) . The new total 
number of studies will be k+x. 'J;dk will remain unchanged, 
since 'J;d = 0 for the x new studies. If ~(dk) is set equal to 
~(de): 
then 
~(de) = tdk I k+x 
X= [k~(dk) I ~(de)]- k 
X = k [ ~ ( dk) I ~ (de) - 1] 
3.6 Procedures of Conducting the Analysis 
The general steps of conducting meta-analysis in this 
research is as suggested by Hunter, Schmidt and Jackson 
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[1982]. The analysis begins with searching for and gathering 
relevant studies, then extracting statistical information 
from the studies, and finally cumulating the information 
extracted. 
3.6.1 Population of the Study 
The primary goal in selecting data sources for a 
meta-analysis is to secure a representative sample and avoid 
potential bias. The lack of a sampling frame, however, 
ultimately dictates that a meta-analyst attempts a census of 
all studies pertaining to a research question. 
Figure 3 illustrates the procedures used to identify 
investigations of DSS/GDSS effectiveness. A typical 
literature review focuses on published literature. However, 
meta-analysis recognizes the fact that some research may not 
be published. Thus, a careful search of relevant published 
reference sources, indices, and journals were utilized in 
the first stage of the research, whereas in the second 
search effort an attempt was made to identify both published 
and unpublished literature by examining the references of 
the first stage for new citation. 
For the purpose of conducting meta-analysis, only 
laboratory studies, field tests, and field studies are 
included in the analysis. Case studies are not considered 
because they lack generalizability and do not provide enough 
statistics of measures, mainly because they do not have a 
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control group. The research also will not include studies 
having all or some of the concerned moderator variables 
unless these variables were tested along with the main 
independent variable, i.e., availability of DSS/GDSS 
technology. 
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The literature search identifies 70 empirical studies 
covering a period of two decades from 1970 to 1990. The 
search of published literature identifies 38 citations from 
21 different journals. Whereas, the search of unpublished 
literature identifies 28 dissertations and 14 unpublished 
articles. Unlike most, if not all, meta-analyses, this study 
contains more unpublished than published studies. Through a 
careful and extensive search, this was able to reject the 
availability bias hypothesis [Hunter and Schmidt, 1990] 
which states that the unpublished studies are less 
frequently available to be included in meta-analysis. The 
majority of the studies are laboratory experiments with few 
field studies and field experiments. The number of studies 
broken down by the type of decision aid (DSS or GDSSJ, and 
the type of empirical research (laboratory studies, field 
tests and field studies) are shown in Table VI. The names of 
the included and excluded studies are shown in Appendix B. 
3.6.2 Coding the Studies 
After gathering the relevant studies, every study was 
carefully read by the author to extract and interpret the 
TABLE VI 
CATEGORIZATION OF 'l,'HE EMPIRICAL DSS AND GDSS 
EFFECTIVENESS STUDIES 
TYPE OF RESEARCH DSS GDSS TOTAL 
LABORATORY STUDIES 31 26 57 
FIELD STUDIES 7 1 8 
FIELD TESTS 3 2 5 
TOTAL 41 29 70 
122 
123 
statistical results that are needed to conduct the 
meta-analysis. For each study the following information was 
recorded (see Appendix A): 
(1) All statistics on each variances of DSS/GDSS 
effectiveness in the aggregation measures, including 
means, standard deviations, t, F, or x2 tests. 
(2) The number of subjects in each study and the number 
of subjects in each cell (or treatment) 
(3) The group size for GDSS 
(4) The nature of the design, whether experimental or 
naturalisticjcorrelational 
(5) The method of measurement, whether, direct 
observation, self-report, or other 
(6) Type of sample, whether students or actual managers 
(7) sampling design 
(B) Decision task type, ~hether difficult (unstructured) 
or simple (structured) task 
(9) Phase of decision making, whether it is problem 
finding and structuring or problem solving 
(10) Type of decision aid, whether it is a DDS or a GDSS 
(11) Date of publication 
(12) The independent variables 
(13) The dependent variables 
(14) Time length of the study, whether it is 
cross-sectional or longitudinal 
In order to establish a confidence in the judgment 
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calls made by the author with regard to study interpretation 
of characteristics and results, a 25% random sample of the 
collected studies was examined by four independent raters. 
All three raters are professors in the Management Department 
of Oklahoma State University, and are familiar with the 
subject matter. An inter-rater reliability of slightly more 
than 0.80 was obtained and thought to be acceptable. 
Studies will be split into groups to perform subgroup 
meta-analysis based on the following factors: 
(1) the moderator variables investigated in the 
literature (group size, and decision task 
difficulty), 
(2) the type of decision support system (DSS versus 
GDSS), 
(3) the type of study (laboratory versus field studies), 
(4) the type of subjects (students versus actual users, 
(5) cross sectional versus longitudinal studies, 
(6) published versus unpublished studies, and 
(7) old versus recent studies 
The set of moderator variables is determined by the 
focus of the available studies and data provided by them. 
Available studies do not permit inclusion of some 
theoretically relevant moderator variables such as anonymity 
(the identifiability of group member contributions), 
proximity (face-to-face versus dispersed group decision 
making), nature of the group or individual task, user 
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acceptance of the system, design method of the decision aid 
i.e., evolutionary versus traditional [Alavi and Henderson, 
1981; Mahmood and Medewitz, 1985], group cohesiveness, and 
user involvement. 
3.7 The Expected Results 
The following summarizes the general expected results 
of the meta-analysis: 
(1) The most effective system is the computerized 
DSS/GDSS, followed by the manual decision aids. The 
least effective system is the one with no-support at 
all. 
(2) Some moderator variables have an impact on the 
effectiveness and efficiency of DSS/GDSS. These are: 
-Task difficulty (positive relationship): The higher 
the task difficulty, the more effective and more 
efficient the DSS/GDSS. 
-Group size (positive relationship): The larger the 
size of the group, the more effective and efficient 
the GDSS. 
-Length of experiment time (positive relationship): 
Longitudinal studies will report significantly 
higher effectiveness and efficiency of computerized 
DSS/GDSS as opposed to manual or no-DSS/GDSS than 
the cross-sectional (one period) studies. 
- New studies (1981-1990) report significantly higher 
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results of effectiveness and efficiency of 
computerized DSS/GDSS as compared to manual or no-
DSS/GDSS than old studies (1970-1980), mainly 
because of recent development of DSS/GDSS and 
better measurement methods in recent studies. 
- Published studies will produce significantly higher 
results in favor of computerized DSS/GDSS use in 
terms of effectiveness and efficiency than 
unpublished studies. The hypothesis of availability 
bias suggests that'the unpublished studies have 
smaller effect sizes than the unpublished studies 
[Hunter and Schmidt, 1990) 
- studies with actual subjects (i. e., managers) will 
produce significantly higher results in favor of 
DSS/GDSS effectiveness and efficiency than 
studies with student subjects. 
- Laboratory studies will produce significantly 
higher results in favor of DSS/GDSS effectiveness 
and efficiency than field tests or field studies. 
(3) Both DSS and GDSS are, in general, more effective 
than the manual DSS/GDSS or the no-DSS/GDSS. 
(4) GDSS are significantly more effective than DSS, 
because of the communication element in GDSS, and 
that GDSS studies use more objective measures than 
DSS. 
(5) DSS/GDSS groups are less efficient than non-DSS/GDSS 
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groups in terms of decision time, due to increase in 
depth of analysis, increase in equality of 
participation, and time required to use the 
technology. However, the benefits of DSS/GDSS greatly 
outweigh the disadvantages. 
(6) GDSS are less efficient than DSS due to increase in 
participation as a result of anonymity of input, and 
the sophistication of their technology. 
In the next chapter, the actual results will be 
discussed for each independent, dependent, and moderator 
variable. The summary of the results and the tests of the 
hypotheses will be discussed in Chapter V. 
CHAPTER IV 
ANALYSIS AND RESULTS 
4.1 Introduction 
The data analysis was performed using a program 
developed by Schmidt [Hunter and Schmidt, 1990], and 
modified and extended by the author. ,The program is written 
in Quick BASIC and is listed in Appendix c. Results of the 
availability of DSS/GDSS, without consideration to any 
moderator variables are considered first, and shown in 
Tables VII and VIII (pp. 132, 136). Then results are 
presented for each moderator variable (i.e., level of task 
difficulty) on a binary basis (one at a time) to test for 
their effects. These results are shown in Tables IX to XXIV. 
4.2 The Interpretation of the Meta-Analysis Results 
The first column in Tables VII and VIII (No. of D's) 
represents the number of studies (also denoted by K) 
included in the analysis. The second column (total N) 
represents the total sample size of all studies included. 
The third column (mean corrected D) represents the average 
corrected effect size across the studies. If the average 
corrected Dis less than 0.2, then it is small. It has a 
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moderate size between 0.2 and 0.5, and a large size, when it 
is above 0.5. The fourth column (SD of corrected D) is the 
standard deviation of the average corrected D. The fifth 
column (credibility intervals) represents the 80% interval 
surrounding the corrected D. This interval is used to decide 
on the homogeneity of the population of the studies (i.e., 
if it is large andjor includes zero, then the population is 
heterogeneous and moderator variables may exist) . The sixth 
column (% of var due to sampLing error) represents the 
percentage of variation in D that is attributable only to 
samplin,g error. The seventh column (mean uncorrected D) 
represents the uncorrected average effect size across the 
studies. The eighth column (mean SQR of Rvv) represents the 
square root of the average reliability coefficient of the 
dependent variable. The ninth column (confidence intervals) 
represents the 80% interval surrounding the average 
uncorrected D (i.e., if the confidence interval includes 
zero, the average corrected D is not significantly different 
from zero). The tenth column (var of obs. D's) is the 
variance of the average uncorrected (observed) D. The 
eleventh column (sampling error of obs. D's) represents the 
size of the variation in observed D corrected for sampling 
error. The twelfth column (var due to Rvv diff.) represents 
the size of the variation in the observed D corrected for 
measurement error. The thirteenth column (residual var) 
represents the remaining variation in the observed D after 
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deducting sampling error and measurement error (i.e., column 
13 = column 10 - column 11 - column 12) • The fourteenth 
column (chi-sq, Xk- 12) is the chi-square test for homogeneity 
(i.e., if the test is significant, then the populat~on is 
heterogeneous, otherwise it is homogeneous). The last column 
(fail-safe N) represents the number of unlocated (miss~ng) 
studies with null average results (i.e., D = 0) that would 
bring the average corrected Dk to the level of critical D 
(i.e., De = 0.05, which is the smallest value of D that 
would be considered theoretically significant). If 10 or 
less studies are needed, then there is no practical 
significance. Between 11 and 25 studies, there is weak 
practical significance. From 26 to 50 studies there is 
moderate significance. Beyond 26 studies, there is strong 
practical significance. 
4.3 The Main Effects of the Independent Variables 
There are 16 dependent variables, and two independent 
variables. Every dependent variable (i.e., decision quality) 
will be discussed, first with the independent variable of 
DSS/GDSS versus no-DSS/GDSS, and second with the independent 
variable of DSS/GDSS versus manual DSS/GDSS. 
4.3.1 Decision Quality (DSS!GDSS Versus No-DSS!GDSSJ 
Individuals using computerized DSS/GDSS produce higher 
quality decisions on average (mean corrected D = .381, K = 
131 
43, N = 5446) than do individuals who use no decision 
support at all (Table VII). Although the difference in the 
quality of decisions produced by computerized DSS/GDSS and 
no-DSS/GDSS is relatively moderate, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.21 to .93), suggesting that the average difference in 
quality is~ot significantly different from zero (i.e., no 
difference in quality) at p < .10. Even though the 
confidence interval suggests that computerized DSS/GDSS may 
not always result in higher quality decisions than no-
DSS/GDSS, the fail-safe n suggests that it is likely that 
the difference is large and reliable enough to be of 
practical significance (as opposed to statistical 
significance). The fail-safe n shows that it would take 285 
studies with average null results (i.e., D = 0) to reduce 
the average corrected D from .381 to .05 (the smallest value 
that would be considered theoretically significant) • 
The magnitude of the difference in the quality of 
decisions between computerized DSS/GDSS and no-DSS/GDSS may 
be influenced by moderator variables. The presence of 
moderators (i.e., true difference in results across studies 
after controlling for sampling error and measurement error) 
in this, set of studies is indicated in three ways. F~rst, 
sampling error accounts for only 14.15% of the differences 
in results across studies, well below Hunter and Schmidt's 
75% rule [Hunter, Schmidt, and Jackson, 1982] which states 
/I 
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TABLE VII 
THE MAIN EFFECTS OF THE INDEPENDENT VARIABLE OF DSS/GDSS 
VERSUS NO-DSS/GDSS WITH NO MODERATOR VARIABLES 
Dependent Var~ables No. Total Mean SO of Cred~b~l~ty % Var ' Mean Mean 
of N Cor- cor- Interva'ls due to Uncor- SQR 
D's rected rected (80%) sampll.ng rected Ryy 
D's D's Error D's 
Decl.sl.on Qual1.ty 43 5445 .381 .472 -.221 .98 14.15 .3589 .941 
Decl.Sl.on T1.me 20 3542 -.0344 .848 -1.121 1.05 3.08 -.0344 1 
Depth of Analys1.s 17 1051 .239 .933 -.9551 1.43 8.80 .214 .895 
oec~s1.on Conf1.dence 16 1199 .166 .688 -.71481 1.048 11.40 .158 .949 
Sat1.sfact1.on wjDeCl.Sl.On Process 13 1228 -.148 .708 -.1051 .758 9.04 -.138 .933 
Sat1.sfact~on wjDec1.s~on Outcome 9 694 .2646 .1317 .0961 .433 75.59 .2646 1 
Equal1.ty of Part1.c1.pati.on 16 1138 1.17 1. 709 -1.0201 3.35 2. 71 1.049 .898 
Degree of Dec1.s~on Consensus 14 1045 -.627 .98 -1.881 .634 6.19 -.594 .948 
Sat1.sfact1.on Toward the System 6 714 .423 .804 -.5871 1.47 5.88 .411 .929 
Degree of Dec1.s1.on cons1.stency 1 96 d = .4922 
Amount of D1.scuss1.on Confl1.ct 2 162 .297 1.07 -1.071 1.66 4.30 .297 1 
Degree of Un1.nh1.b1.ted Behav1.or 6 327 .179 .247 -.1371 .496 55.5 .179 1 
Amount of Communi.cat1.on 5 310 -.701 .933 -1.891 .49 8.24 -.665 .949 
Rate of Dec1.S1.on Improvement 8 945 • 7296 • 7145 -.1851 1. 64 9.97 .581 .797 
Degree of Group Cohes1.veness 2 200 -.403 .195 -.6521 -.153 52.24 -.403 1 
Amount of Task-Orl.ented Behav1.or 2 90 -.048 .45 -.6251 .529 31.39 -.048 1 
.... 
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TABLE VII (CONTINUED) 
THE HAIN EFFECTS OF THE INDEPENDENT VARIABLE OF DSS/GDSS 
VERSUS NO-DSS/GDSS WITH NO MODERATOR VARIABLES 
Dependent Var~ables Conf~dence Var of sampl~ng Var due Res~dual c~-SQ Fa~l 
Intervals Obs D's Error to Ryy Var (X K-1,.05) Safe 
(80%) of Obs D~ff N 
D's 
Dec1s~on Qual~ty -.21, .93 .230 .0326 .0001 .1977 303.8 285 
Dec~s1on T~me -1.12, 1.05 .741 .0228 0 • 7184 648.8 D~c 
Depth of Analys~s -.854, 1.28 .764 .0673 .000038 .697 193.1 64 
Dec~s~on Conf~dence -.679, .995 .483 .0550 0 .428 140.3 37 
Sat~sfact~on w/Dec~s~on Process -.984, .707 .479 .043 0 .436 143.8 25 
Satisfact~on w/Dec~s~on Outcome .096, .433 .0711 .0537 0 .0173 11.9 39 
Equal~ty of Part~c~pat1on -.917, 3.02 2.43 .0658 .00087 2.36 589.68 358 
Degree of Consensus -1.79, .602 .929 .0575 0 .872 226.2 162 
Sat~sfact1on Toward the System -.545, 1.37 .593 .035 0 .558 101.9 45 
Degree of Dec~s~on Cons~stency 
Amount of D~scuss1on confl~ct -1.07, 1.66 1.19 .051 0 1.14 46.48 9 
Degree of Un~nh~b~ted Behav~or -.137, .496 .138 .0765 0 .061 10.8 15 
Amount of Commun~cat~on -1.79, .468 .853 .0704 0 .783 60.0 65 
Rate of Dec~s~on Improvement -.147, 1. 31 .360 .0359 0 .324 80.24 109 
Degree of Group Cohes~veness -.652, -.153 .0797 .0416 0 .0381 3.82 14 
Amount of Task-Or~ented Behav~or -.625, .529 .296 .0931 0 .203 6.37 DK<Dc 
..... "-
w 
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that a set of studies is homogeneous (i.e., no moderator) if 
75% of the variance is attributable to sampling error. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.22 to .98), also suggesting 
that there are true differences across this set of studies 
on decision quality. Recall that the credibility interval is 
the most po~erful method of detecting moderator variables. 
Finally, the omnibus chi-squared test (which is less 
powerful than the credibility interval, and cannot be 
trusted for a set of small number of studies), also 
indicates the presence of moderators. Because of these 
supporting results, the hypothesized moderators (i.e., new 
versus old studies, DSS versus GDSS, students versus actual 
users, laboratory versus field tests versus field studies, 
cross-sectional versus longitudinal studies, small versus 
large groups, published versus unpublished studies, and low 
versus moderate versus high task difficulty) will be 
examined to determine whether they affect the average 
difference in the quality of decisions across computerized 
DSS/GDSS and no-DSS/GDSS. 
4.3.2 Decision Quality (DSS!GDSS Versus Manual DSSIGDSS) 
Individuals using computer~zed DSS/GDSS produce h~gher 
quality decisions on average (mean corrected D = .6078, K = 
27, N = 1899) than individuals who use manual decision 
support (Table VIII). Although the difference in the quality 
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of decisions produced by computerized DSS/GDSS and manual 
DSS/GDSS is large, the 80% confidence interval surrounding 
the mean uncorrected D includes zero (-.389 to 1.462), 
suggesting that the average difference in quality is not 
significantly different from zero at p < .10. However, the 
fail-safe n suggests that it is likely that the difference 
is large and reliable enough to be of practical 
significance, because it would take 301 studies with average 
null results to reduce the average corrected D from .6078 to 
.05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 10.39% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.441 to 1.657). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.3 Decision Time (DSS!GDSS Versus No-DSS!GDSSJ 
Individuals using computerized DSS/GDSS take no more 
decision time on average (mean corrected D = -.0344, K = 20, 
N = 3542) than individuals who use no decision support at 
all (Table VII, p. 132). This is confirmed by the fact that 
the 80% confidence interval surrounding the mean uncorrected 
D includes zero (-1.12 to 1.05), suggesting that the average 
difference in decision time is not significantly different 
TABLE VIII 
THE MAIN EFFECTS OF THE INDEPENDENT VARIABLE OF DSlfl.GDSS 
VERSUS MANUAL DSS/GDSS WITH NO MODERA'l'OR VARIAB 'S 
Dependent VarLables No. Total Mean SD of CredLbLlLty % Var Mean Mean 
of N Cor- cor- Intervals due to Uncor- SQR 
D's rected rected (80%) SamplLng rected Ryy 
D's D's Error D's 
DecLsLon QualLty 27 1899 .6078 .819 -.441, 1.657 10.39 .536 .882 
DecLsLon TLme 11 969 -.136 1.12 -1.571 1.299 3.56 -.136 1 
Depth of AnalysLs 15 1220 .3309 .49 -.296, .958 19.05 .314 .95 
DecLsLon ConfLdence 9 876 .104 .552 -.602, .8108 13.82 .0968 .927 
SatLsfactLon w/DeCLSLOn Process 5 172 .628 .749 -.3309, 1.588 21.64 .573 .911 
SatLsfactLon wfDecLsion Outcome 5 372 -.0353 .366 -.5044, .4338 29.15 -.0353 1 
EqualLty of PartLCLpatLon 7 577 .0532 .397 -.454,_ .5611 27.74 .0483 .907 
Degree of DecLsLon Consensus 3 383 -. 771 .202 -1.03, -.512 45.49 -. 771 1 
SatLsfactLon Toward the System 7 555 .755 .34 .3198, 1.19 37.16 .672 .894 
Degree of DecLsLon ConsLstency No study AvaLlable 
Amount of DLSCUSSLOn ConflLCt No study AvaLlable 
Degree of UnLnhLbLted BehavLor No Study AvaLlable 
Amount of CommunLcatLon 2 28 -.1888 0 -.1888, -.1888 827.6 -1.888 1 
Rate of DecLsLon Improvement No Study AvaLlable 
Degree of Group Cohesiveness No Study AvaLlable 
Amount of Task-OrLented BehavLor 2 28 -.1367 0 -.1367, -.1367 105.3 -.1367 1 
..... 
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TABLE VIII (CONTINUED) 
THE MAIN EFFECTS OF THE INDEPENDENT VARIABLE OF DSU,GDSS 
VERSUS MANUAL DSS/GDSS WITH NO MODERATOR VARIAB 'S 
Dependent Var1ables Confidence Var of Sampl1ng Var due Res1dual chz-sQ Fa1l 
Intervals Obs D's Error to Ryy Var (X K-1, .05) Safe 
(80%) of Obs. Diff N 
D's 
Dec1s1.on Qual1ty -.389, 1.462 .588 .0607 0 .523 259.8 301 
DecJ..sJ..on T1.me -1.57, 1.299 1.30 .046 0 1.259 308.3 19 
Depth of Analys1.s -.282, .910 .268 .051 .000044 .2169 78.7 84 
DecJ..SJ..on Conf1.dence -.558, .752 .304 .042 0 .262 65.13 10 
Sat1sfact1on w/Dec1.s1on Process -.301, 1.44 .595 .1287 0 .466 23.1 58 
Sat1.sfact1on wfDeC1SJ..On Outcome -.5044, .4338 .1896 .0553 0 .1343 17.15 DJ(<Dc 
Equal1ty of Part1c1.pat1on -.412, .509 .179 .0497 0 .129 25.22 1 
Degree of DecJ..sJ..on Consensus -1.03, -.512 .0752 .0342 0 .0409 6.59 43 
Sat1sfact1.on Toward the System .286, 1.06 .147 .0547 0 .0925 18.83 99 
Degree of Dec1s1.on Cons1stency No Study Ava1.lable 
Amount of DJ..scuss1.on Confl1ct No Study Ava1lable 
Degree of Un1.nhJ..b1.ted Behav1.or No study Ava1.lable 
Amount of CommunJ..catJ..on -1.888, -1.888 .0409 .339 0 -.298 .242 6 
Rate of DecJ..SJ..On Improvement No Study Ava1.lable 
Degree of Group Cohes1veness No Study Ava1.lable 
Amount of Task-OrJ..ented Behav1.or -.1367, -.1367 .321 .338 0 -.016 1.899 3 
.... 
w 
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from zero (i.e., no difference in decision t~me) at p < .10. 
The absolute value of the mean corrected D is already below 
the stated critical value of De = 0.05, therefore no more 
studies with null average results are needed to reduce the 
average corrected D to the lowest level of significance. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 3.08% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D included zero (-1.12 to 1.05). Finally, the 
omnibus chi-square test, also indicated the presence of 
moderators. 
4.3.4 Decision Time (DSS!GDSS Versus Manual DSS!GDSS) 
Individuals using computerized DSS/GDSS take more 
decision time on average (mean corrected D = -.136, K = 11, 
N = 969) than individuals who use manual decision support 
(Table VIII, p. 136) . In addition to the small difference in 
decision time produced by computerized DSS/GDSS and manual 
DSS/GDSS, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-1.57 to 1.299), suggesting 
that the average difference ~n decision time is not 
significantly different from zero (i.e., no difference in 
decision time) at p < .10. Furthermore, the fa~l-safe n 
suggests that it is likely that the difference is not large 
enough to be of practical significance, because it would 
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take only 19 studies with average null results to increase 
the average corrected D from -.136 to -.05 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 3.56% of the differences in results across studies. 
Second, the confidence interval surrounding the corrected D 
includes zero (-1.57 to 1.299). Finally, the omnibus chi-
square test, also indicates,the presence of moderators. 
4.3.5 Depth of Analysis (DSS!GDSS Versus No-DSSIGDSS) 
Individuals using computerized DSS/GDSS produce more 
depth of analysis on average (mean corrected D = .239, K = 
17, N = 1051) than individuals who use no decision support 
at all (Table VII, p. 132). Although the difference in the 
depth of analysis produced by computerized DSS/GDSS and no-
DSS/GDSS is small to moderate, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-.854 to 
1.28), suggesting that the average difference in depth of 
analysis is not significantly different from zero (i.e., no 
difference in depth of analysis) at p < .10. Even though the 
confidence interval suggests that computerized DSS/GDSS may 
not always result in more depth of analysis than no-
DSSjGDSS, the fail-safe n suggests that it is likely that 
the difference is large and reliable enough to be of 
practical significance. This shows that it would take 64 
studies with average null results to reduce the average 
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corrected D from .239 to .05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 8.80% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.955 to 1.43). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.6 Depth of Analysis (DSS/GDSS Versus Manual DSS!GDSS) 
Individuals using computerized DSS/GDSS produce more 
depth of analysis on average (mean corrected D = .3309, K = 
15, N = 1220) than individuals who use manual decision 
support (Table VIII, p. 136). Although the difference in the 
depth of analysis produced by computerized DSS/GDSS and 
manual DSS/GDSS is moderate, the 80% confidence interval 
surrounding the mean uncorrected D includes zero 
(-.282 to .910), suggesting that the average difference in 
quality is not significantly different from zero (i.e., no 
difference in depth of analysis) at p < .10. Even though the 
confidence interval suggests that computerized DSS/GDSS may 
not always result in more depth of analysis than manual 
DSS/GDSS, the fail-safe n suggests that it is likely that 
the difference is large and reliable enough to be of 
practical significance. This shows that it would take 84 
studies with average null results to reduce the average 
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corrected D from .3309 to .05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 19.05% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.296 to .958). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.7 Decision Confidence (DSS!GDSS Versus No-DSS!GDSS) 
Individuals using computerized DSSfGDSS have more 
decision confidence on average (mean corrected D = .166, K = 
16, N = 1199) than individuals who use no decision support 
at all (Table VII, p. 132) . In addition to the small 
difference in the decision confidence produced by 
computerized DSSfGDSS and no-DSS/GDSS, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.679 to .995), suggesting that the average difference in 
decision confidence is not significantly different from zero 
(i.e., no difference in decision confidence) at p < .10. 
Moreover, the fail-safe n suggests that the difference is of 
low reliability and has only moderate practical 
significance, because it would take only 37 missing studies 
with average null results to reduce the average corrected D 
from .166 to .05. 
The presence of moderators in this set of studies is 
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indicated in three ways. First, sampling error accounts for 
only 11.40% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.7148 to 1.048). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.8 Decision Confidence (DSS/GDSS Versus Manual DSS/GDSSJ 
Individuals using computerized DSS/GDSS have more 
decision confidence on average (mean corrected D = .104, K = 
9, N = 876) than individuals who use manual decision support 
(Table VIII, p. 136) . In addition to the small difference in 
the decision confidence produced by computerized DSS/GDSS 
and manual DSS/GDSS, the 80% confidence interval surrounding 
the mean uncorrected D includes zero (-.558 to .752), 
suggesting that the average difference in decision 
confidence is not significantly different from zero at p < 
.10. Furthermore, the fail-safe n suggests that the 
difference is small and not reliable enough to be of 
practical significance, because it would take only 10 
studies with average null results to reduce the average 
corrected D from .104 to .05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 13.82% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.602 to .8108). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.9 Satisfaction With Decision Process 
(DSS!GDSS Versus No-DSS!GDSS) 
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Individuals using computerized DSS/GDSS have less 
satisfaction with decision process on average (mean 
corrected D = -.148, K = 13, N = 1228) than individuals who 
use no decision support at all (Table VII, p. 132) . In 
addition to the small difference in the satisfaction with 
decision process produced by computerized DSS/GDSS and no-
DSS/GDSS, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.984 to .707), suggesting that 
the average difference in satisfaction with decision process 
is not significantly different from zero at p < .10. The 
fail-safe n suggests that the difference is not large or 
reliable enough to be of practical significance, because it 
would take only 25 studies with average null results to 
increase the average corrected D from -.148 to -.05. 
The presence of moderators in this set of studies lS 
indicated in three ways. First, sampling error accounts for 
only 9.04% of the differences in results across studles. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.7148 to 1.048). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.10 Satisfaction With Decision Process 
(DSSIGDSS Versus Manual DSSIGDSS) 
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Individuals using computerized DSS/GDSS have more 
satisfaction with decision process on average (mean 
corrected D = .628, K = 5, N = 172) than individuals who use 
manual decision support (Table VIII, p. 136). Although the 
difference in the satisfaction with decision process 
produced by computerized DSS/GDSS and manual DSS/GDSS is 
large, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.301 to 1.44), suggesting that 
the average difference in satisfaction with decision process 
is not significantly different from zero (i.e., no 
difference in satisfaction with decision process) at p < 
.10. Even though the confidence interval suggests that 
computerized DSS/GDSS may not always result in higher 
satisfaction with decision process than manual DSS/GDSS, the 
fail-safe n suggests that it is likely that the difference 
is large and reliable enough to be of practical 
significance. It would take 58 studies averaging null 
results to reduce the average corrected D from .628 to .05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 21.64% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.3309 to 1.588). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.11 Satisfaction With Decision Outcome 
(DSSIGDSS Versus No-DSSIGDSS) 
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Individuals using computerized DSS/GDSS have more 
satisfaction with decision outcome on average (mean 
corrected D = .2646, K = 9, N = 694) than individuals who 
use no decision support at all (Table VII, p. 132) . This is 
confirmed by the 80% confidence interval surrounding the 
mean uncorrected D which does not include zero (.096 to 
.433), suggesting that the average difference in 
satisfaction with decision outcome is significantly 
different from zero (i.e., there is a difference in 
satisfaction with decision outcome) at p < .10. In addition 
to the confidence interval that suggests the computerized 
DSS/GDSS always result in more satisfaction with decision 
outcome than no-DSS/GDSS, the fail-safe n suggests that it 
is also likely that the difference is moderate and reliable 
enough to be of moderate practical significance. It would 
take 39 missing studies (in additions to the available 9 
studies) averaging null results to reduce the average 
corrected D from .2646 to .05. 
The nonexistence of moderators in this set of studies 
is indicated in three ways. First, sampling error accounts 
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for 75.59% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D does not include zero (.096 to .433). Finally, 
the omnibus chi-square test (the calculated chi-square of 
11.9 is less than the critical chi-square of 15.51), also 
indicates no presence of moderators. 
4.3.12 satisfaction With Decision Outcome 
(DSS!GDSS Versus Manual DSS/GDSSJ 
Groups using computerized DSS/GDSS have no more 
satisfaction with decision outcome on average (mean 
corrected D = -.0353, K = 5, N = 372) than groups who use 
manual decision support (Table VIII, p. 136) . This is 
confirmed by the 80% confidence interval surrounding the 
mean uncorrected D which includes zero (-.5044 to .4338), 
suggesting that the average difference in satisfaction with 
decision outcome is not significantly different from zero at 
p < .10. The absolute value of the mean corrected D is 
already below the stated critical value of De = 0.05, 
therefore no more studies with null average results are 
needed to reduce the average corrected D to the lowest level 
of significance. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 29.15% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.5044 to .4338). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.13 Equality of Participation (GDSS Versus No-GDSSJ 
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Groups using computerized GDSS have more equality of 
participation on average (mean corrected D = 1.17, K = 16, N 
= 1138) than groups who use no decision support at all 
(Table VII, p. 132). Although the difference in the equality 
of participation produced by computerized DSS/GDSS and no-
DSS/GDSS is very large, the 80% confidence interval 
surrounding the mean uncorrected D includes zero 
(-.917 to 3.02), suggesting that the average difference in 
equality of participation is not significantly different 
from zero at p < .10. There are a few studies with very 
large effect sizes that cause the mean corrected D to be 
that large. Even though the confidence interval suggests 
that computerized DSS/GDSS may not always result in more 
equality of participation than no-DSS/GDSS, the fail-safe n 
suggests that it is likely that the difference is large and 
reliable enough to be of practical significance. It would 
take 358 missing studies averaging null results to reduce 
the average corrected D from 1.17 to .05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 2.71% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-1.020 to 3.35). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
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4.3.14 Equality of Participation (GDSS Versus Manual GDSSJ 
Groups using computerized DSS/GDSS have no more 
equality of participation on average (mean corrected D = 
.0532, K = 7, N = 577) than groups who use manual decision 
support (Table VIII, p. 136) . This is confirmed by the 80% 
confidence interval surrounding the mean uncorrected D which 
includes zero (-.412 to .509), suggesting that the average 
difference in equality of participation is not signif~cantly 
different from zero at p < .10. The value of the mean 
corrected D is not far above the stated critical value of De 
= 0.05, and only one more study is needed with null average 
result to reduce the average corrected D to the lowest level 
of significance. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 27.74% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.454 to .5611). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
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4.3.15 Degree of Decision Consensus (GDSS Versus No-GDSSJ 
Groups using computerized GDSS have less degree of 
decision consensus on average (mean corrected D = -.627, K = 
14, N = 1045) than groups who use no decision support at all 
(Table VII, p. 132). Although the difference in the degree 
of decision consensus produced by computerized DSS/GDSS and 
no-DSSJGDSS is large, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-1.79 to 
.602), suggesting that the average difference in degree of 
decision consensus is not significantly different from zero 
at p < .10. Even though the confidence interval suggests 
that computerized DSSJGDSS may not always result in less 
degree of decision consensus than no-DSSJGDSS, the fail-safe 
n suggests that it is likely that the difference is large 
and reliable enough to be of practical significance. It 
would take 162 unlocated studies averaging null results to 
increase the average corrected D from -.627 to -.05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 6.19% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-1.88 to .634). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.16 Degree of Decision Consensus 
(GDSS Versus Manual GDSS) 
150 
Groups using computerized DSS/GDSS have less degree of 
decision consensus on average (mean corrected D = -.771, K = 
3, N = 383) than groups who use manual decision support 
(Table VIII, p. 136). This is confirmed by the 80% 
confidence interval surrounding the mean uncorrected D which 
does not include zero (-1.03 to -.512), suggesting that the 
average difference in degree of decision consensus is 
significantly different from zero at p < .10. In addition to 
the confidence interval that suggests the computerized 
DSS/GDSS always result in less degree of decision consensus 
than manual DSS/GDSS, the fail-safe n suggests that it is 
also likely that the difference is large and reliable enough 
to be of moderate practical significance. It would take 43 
missing studies averaging null results to increase the 
average corrected D from -.771 to -.05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 45.49% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-1.03 to -.512). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.17 Satisfaction Toward the system 
(DSS!GDSS Versus No-DSS!GDSSJ 
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Individuals using computerized GDSS have more 
satisfaction toward the system on average (mean corrected D 
= .423, K = 6, N = 714) than individuals who use no decision 
support at all (Table VII, p. 132). Although the difference 
in the satisfaction toward the system produced by 
computerized DSS/GDSS and no-DSS/GDSS is moderate, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.545 to 1.37), suggesting that the average 
difference in satisfaction toward the system is not 
significantly different from zero at p < .10. Even though 
the confidence interval suggests that computerized DSS/GDSS 
may not always result in more satisfaction toward the system 
than no-DSS/GDSS, the fail-safe n suggests that it is likely 
that the difference is large and reliable enough to be of 
moderate practical significance. It would take 45 missing 
studies averaging null results to reduce the average 
corrected D from .423 to .05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 5.88% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.587 to 1.47). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.18 Satisfaction Toward the System 
(DSS/GDSS Versus Manual DSS/GDSS) 
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Individuals using computerized DSS/GDSS have more 
satisfaction toward the system on average (mean corrected D 
= .755, K = 7, N = 555) than individuals who use manual 
decision support (Table VIII, p. 136) • This is confirmed by 
the 80% confidence interval surrounding the mean uncorrected 
D which does not include zero (.286 to 1.06), suggesting 
that the average difference in satisfaction toward the 
system is significantly different from zero at p < .10. In 
addition to the confidence interval which suggests that 
computerized DSS/GDSS always results in higher satisfaction 
toward the system than manual DSS/GDSS, the fail-safe n 
suggests that it is also likely that the difference is large 
and reliable enough to be of practical significance. Th~s 
shows that it would take 99 studies with average null 
results to reduce the average corrected D from .755 to .05. 
The nonexistence of moderators in this set of studies 
is indicated in two ways. First, the 80% credibility 
interval surrounding the corrected D does not include zero 
(.3198 to 1.19), suggesting that there are no true 
differences across this set of studies on satisfaction 
toward the system. Second, the omnibus chi-square test, also 
does not indicate the presence of moderators. However, the 
sampling error accounts for only 37.16% of the differences 
in results across studies. Because one of the indicators 
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shows that moderators variables do exist, the hypothesized 
moderators will be examined to determine whether they affect 
the average difference in the satisfaction toward the system 
across computerized DSS/GDSS and manual DSS/GDSS. 
4.3.19 Degree of Decision Consistency 
(DSS/GDSS Versus No-DSS/GDSSJ 
There is only one study with a sample size of 96 and an 
effect size of .4922 (Table VII, p. 132). The study suggests 
that the users of computerized DSS/GDSS produce more 
consistent decisions than the users of no-DSS/GDSS. The 
results of a single study can happen by chance [Hunter and 
Schmidt, 1990], therefore no considerable confidence can be 
placed on its findings. Unlike the meta-analysis across 
several studies, at the individual study level it is 
impossible to correct for errors of sampling and 
measurement. 
4.3.20 Degree of Decision Consistency (DSSIGDSS 
Versus Manual DSS/GDSSJ 
There is no study available for this variable. 
4.3.21 Amount of Discussion Conflict (GDSS 
Versus No-GDSSJ 
Groups using computerized GDSS have more discussion 
conflict on average (mean corrected D = .297, K = 2, N = 
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162) than groups who use no decision support at all (Table 
VII, p. 132). Although the difference in the amount of 
discussion conflict produced by computerized DSS/GDSS and 
no-DSS/GDSS is small to moderate, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-1.07 to 1.66), suggesting that the average difference in 
amount of discussion conflict is not significantly different 
from zero at p < .10. In addition to the confidence interval 
which suggests that computerized DSS/GDSS may not always 
result in more discussion conflict than no-DSS/GDSS, the 
fail-safe n suggests that the difference is not large or 
reliable enough to be of practical significance. It would 
take only 9 missing studies averaging null results to reduce 
the average corrected D from .297 to .05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 4.30% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-1.07 to 1.66). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.22 Amount of Discussion Conflict 
(GDSS Versus Manual GDSS) 
There is no study available for this variable. 
4.3.23 Degree of Uninhibited Behavior (GDSS 
Versus No-GDSSJ 
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Groups using computerized GDSS have more degree of 
uninhibited behavior (non-task-oriented comments directed to 
other members of the group) on average (mean corrected D = 
.I79, K = 6, N = 327) than individuals who use no decision 
support at all (Table VII, p. I32). In addition to the small 
difference in the degree of uninhibited behavior produced by 
computerized DSS/GDSS and no-DSS/GDSS, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.I37 to .496), suggesting that the average difference in 
degree of uninhibited behavior is not significantly 
different from zero at p < .IO. In addition to the 
confidence interval which suggests that computerized 
DSS/GDSS may not always result in more degree of uninhibited 
behavior than no-DSS/GDSS, the fail-safe n suggests that it 
is likely that the difference is small and not reliable 
enough to be of practical significance. It would take only 
IS unlocated studies averaging null results to reduce the 
average corrected D from .I79 to .05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 55.5% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.I37 to .496). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.24 Degree of Uninhibited Behavior 
(GDSS Versus Manual GDSS) 
There is no study available for this variable. 
4.3.25 Amount of Communication (GDSS Versus No-GDSSJ 
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Groups using computerized GDSS have less communication 
on average (mean corrected D = -.701, K = 5, N = 310) than 
groups who use no decision support at all (Table VII, p. 
132). Although the difference in the amount of communication 
produced by computerized DSS/GDSS and no-DSS/GDSS is large, 
the 80% confidence interval surrounding the mean uncorrected 
D includes zero (-1.79 to .468), suggesting that the average 
difference in amount of communication is not significantly 
different from zero at p < .10. Even though the confidence 
interval suggests that computerized DSS/GDSS may not always 
result in less communication than no-DSS/GDSS, the fail-safe 
n suggests that it is likely that the difference is large 
and reliable enough to be of practical significance. It 
would take 65 studies with average null results to reduce 
the average corrected D from -.701 to -.05. 
The presence of moderators in this set of studies is 
indicated in three ways. First, sampling error accounts for 
only 8.24% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-1.89 to .49). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.26 Amount of Communication (GDSS Versus 
Manual GDSSJ 
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Groups using computerized DSS/GDSS have less 
communication on average (mean corrected D = -.1888, K = 2, 
N = 28) than groups who use manual decision support (Table 
VIII, p. 136) . This is confirmed by the 80% confidence 
interval surrounding the mean uncorrected D which does not 
include zero (-.1888 to -.1888), suggesting that the average 
difference in amount of communication is significantly 
different from zero at p < .10. However, the fail-safe n 
suggests that the difference is not large or reliable enough 
to be of practical significance. It would take only 6 
missing studies averaging null results to increase the 
average corrected D from -.1888 to -.05. 
The nonexistence of moderators in this set of studies 
is indicated in two ways. First, sampling error accounts for 
827.6% of the differences in results across studies. Second, 
the 80% credibility interval surrounding the corrected D 
does not include zero (-.1888 to -.1888). on the other hand, 
the omnibus chi-square test indicates the presence of 
moderators. However, since there are only two studies 
available, it is not possible to consider moderator 
variables. 
4.3.27 Rate of Decision Improvement 
(DSSIGDSS Versus No-DSSIGDSS1 
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Individuals using computerized DSS/GDSS have a higher 
rate of decision improvement on average (mean corrected D = 
.7296, K = 8, N = 945) than individuals who use no decision 
support at all (Table VII, p. 132) • Although the difference 
in the rate of decision improvement produced by computerized 
DSS/GDSS and no-DSS/GDSS is large, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.147 to 1.31), suggesting that the average difference in 
rate of decision improvement is not significantly different 
from zero at p < .10. Even though the confidence interval 
suggests that computerized DSS/GDSS may not always result in 
higher rate of decision improvement than no-DSS/GDSS, the 
fail-safe n suggests that it is likely that the difference 
is large enough and reliable enough to be of practical 
significance. It would take 109 missing studies averaging 
null results to reduce the average corrected D from .7296 to 
.05. 
The presence of moderators in this set of studies ~s 
indicated in three ways. First, sampling error accounts for 
only 9.97% of the differences in results across studies. 
Second, the 80% credibility interval surrounding the 
corrected D includes zero (-.185 to 1.64). Finally, the 
omnibus chi-square test, also indicates the presence of 
moderators. 
4.3.28 Rate of Decision Improvement 
(DSSIGDSS Versus Manual DSSIGDSSJ 
There is no study available for this variable. 
4.3.29 Degree of Group Cohesiveness 
(GDSS Versus No-GDSSJ 
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Groups using computerized DSS/GDSS are less cohesive on 
average (mean corrected D = -.403, K = 2, N = 200) than 
individuals who use no decision support at all (Table VII, 
p. 132) • This is confirmed by the 80% confidence interval 
surrounding the mean uncorrected D which does not include 
zero (-.652 to -.153), suggesting that the average 
difference in degree of group cohesiveness is significantly 
different from zero at p < .10. However, the fail-safe n 
suggests that the difference is not large or reliable enough 
to be of practical significance. It would take only 14 
missing studies averaging null results to increase the 
average corrected D from -.403 to -.05. 
The nonexistence of moderators in this set of studies 
is indicated in two ways. First, the 80% credibility 
interval surrounding the corrected D does not include zero 
(-.652 to -.153). Second, the omnibus chi-square test (the 
calculated chi-square of 3.82 is less than the critical chi-
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square of 3.84), also indicates no presence of moderators. 
On the other hand, sampling error accounts for 52.24% of the 
differences in results across studies, suggesting the 
presence of moderators. However, since there are only two 
studies available, it is not possible to consider moderator 
variables. 
4.3.30 Degree of Group Cohesiveness 
(GDSS Versus Manual GDSSJ 
There is no study available for this variable. 
4.3.31 Amount of Task-Oriented Behavior 
(GDSS Versus No-GDSSJ 
Groups using computerized DSS/GDSS are no more task-
oriented on average (mean corrected D = -.048, K = 2, N = 
90) than groups who use no-decision support (Table VIII, p. 
136) • This is confirmed by the 80% confidence interval 
surrounding the mean uncorrected D which includes zero 
(-.625 to .529), suggesting that the average difference in 
the amount of task-oriented behavior is not significantly 
different from zero at p < .10. The absolute value of the 
mean corrected D is already below the critical value of De = 
0.05, and no more studies with null average results are 
needed to reduce the average corrected to the lowest level 
of significance. 
The presence of moderators in this set of studies is 
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indicated in three ways. First, sampling error accounts for 
only 31.39% of the differences in results across studies. 
Second, the credibility interval includes zero (-.625 to 
.529). Finally, the omnibus chi-square test, also indicates 
the presence of moderators. 
4.3.32 Amount of Task-Oriented Behavior 
(GDSS Versus Manual GDSS) 
Groups using computerized DSS/GDSS are less task-
oriented on average (mean corrected D = -.1367, K = 2, N = 
28) than groups who use manual decision support (Table VIII, 
p. 136). This is confirmed by the 80% confidence interval 
surrounding the mean uncorrected D which does not include 
zero (-.1367 to -.1367), suggesting that the average 
difference in amount of task-oriented behavior is 
significantly different from zero at p < .10. However, fail-
safe n suggests that it would take only three missing 
studies averaging null results to increase the average 
corrected D from -.1367 to -.05, indicating that the average 
corrected D has no practical significance. 
The nonexistence of moderators in this set of studies 
is indicated in two ways. First, sampling error accounts for 
105.3% of the differences in results across studies. Second, 
the 80% credibility interval surrounding the average 
corrected D does not include zero (-.1367 to -.1367), 
suggesting that there are no true differences across this 
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set of studies on amount of task-oriented behavior. Finally, 
the omnibus chi-square test indicates no presence of 
moderators. For all these reasons, and because there are 
only two studies available, it is not possible to look for 
moderator variables. 
4.4 The Effects of Moderator Variables 
The effects of each of the eight moderators are 
examined across the applicable dependent variables. Tables 
IX to XXXIII present the meta-analysis of these moderators. 
These tables have two new columns (confidence interval for 
second order sampling error, and overlap z-value). The first 
column calculates the new confidence interval after 
accounting for the error of number of studies in each 
subset. The second column confirms or disconfirms the 
existence of moderator variables. 
4.4.1 DSS Versus GDSS 
In this section, the moderator variable is checked by 
splitting the available studies for each dependent measure 
(i.e., decision quality) into DSS studies, or GDSS studies. 
For each dependent variable, the moderator variable is 
tested under two different independent variables 
(computerized decision aids versus no decision aids, and 
computerized decision aids versus manual decision aids). 
Some dependent variables are not applicable under the 
1~ 
current moderator variable (Tables IX and X, pp. 164, 167), 
either because the set of studies is homogeneous, there are 
two or fewer studies available, or because all the available 
studies lie in one side of the moderator's subsets (i.e., 
all the studies are DSS studies). 
4.4.1.1 Decision Quality (DSSIGDSS Versus No-DSS/GDSSJ 
The users of computerized DSS produce higher quality 
decisions on average (mean corrected D = .541, K = 22, N = 
3834) than the users of no decision support at all (Table 
IX). This is confirmed by the 80% confidence interval 
surrounding the mean uncorrected D which does not include 
zero (.2155 to .825), suggesting that the average difference 
in decision quality is statistically different from zero at 
p < 10. In addition to the confidence interval which 
suggests that computerized DSS always result in better 
quality decisions than no-DSS, the fail-safe n shows that it 
is also likely that the difference is large enough and 
reliable enough to be of practical significance (in addition 
to statistical significance). The formula for the fail-safe 
n shows that it would take 216 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .541 to 0.05. 
The users of computerized GDSS produce no different 
quality decisions on average (mean corrected D = -.0278, K = 
21, N = 1612) than the users of no decision support at all 
TABLE IX 
THE EFFECTS OF THE MODERATOR VARIABLE OF DSS VERSUS GDSS 
USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Var~ables No. Total Mean so of Cred1.b1.l1.ty % Var Mean Mean 
of N Cor- Cor- Intervals due to Uncor- SQR 
D's rected rected (80%) Sampling rected Ryy 
D's D's Error D's 
Decl.Sl.on Qual~ty-DSS 22 3834 .541 .248 .2241 .858 29.66 .521 .962 
GDSS 21 1612 -.0278 .617 -.8191 .763 14.23 -.0256 .919 
Decl.Sl.on Tl.me-DSS 7 2538 .406 .292 .03241 .780 11.72 .406 1 
GDSS 13 1004 -1.48 .759 -2.121 -.176 9.69 -1.48 1 
Depth of Analys1.s-oss 6 341 .325 .758 -.6451 1.29 13.41 .296 .911 
GDSS 11 710 -.0252 1.02 -1.3361 1.28 7.18 -.0224 .888 
Decl.sl.on Confl.dence-DSS 11 673 .535 .426 -.0111 1.08 29.89 .508 .949 
GOSS 5 526 -.271 .641 -1.091 .549 8.68 -.271 1 
Satl.sfactl.on wfOeCl.Sl.On Process-DSS 2 453 .112 .128 -.05191 .275 55.56 .104 .932 
GDSS 11 775 -.280 .792 -1.291 .734 8.59 -.280 1 
Sat1.sfaction w/Decl.Sl.on Outcome No DSS study ava1.lable 
Equall.ty of Partl.cl.patl.on Not Appl1.cable 
Degree of Decl.Sl.On Consen~us Not Appll.cable 
Satl.sfactl.on Toward the System-DSS 3 499 .369 .434 -.1861 .925 13.19 .343 .929 
GOSS 3 215 .569 1.20 -.9661 2.10 3.98 .569 1 
Degree of Decl.Sl.On Cons1.stency Not Appl1.cable 
Amount of D1.scussl.on Confll.ct Not Appll.cable 
Degree of Unl.nhl.bl.ted Behav1.or Not Appll.cable 
Amount of Communl.catl.on Not Appll.cable 
Rate of Decl.sl.on Improvement-DSS 5 681 .967 .291 .595, 1.34 37.31 . 771 .797 
GDSS 3 264 .093 .831 -.9101 1.15 6.32 .093 1 
Degree of Group Cohes~veness Not Appll.cable 
Amount of Task-Oriented Behav1.or Not Appl1.cable 
'l'.ABLE IX (CONTINUED) 
'l'HE EFFECTS OF 'l'HE MODERA'l'OR VARIABLE OF DSS VERSUS GDSS 
USING DSS/GDSS VERSUS NO-DSSfGDSS 
Dependent Var1ables Conf1dence Var of Sampl1ng Res- Chf-SQ Conf1dence Over Fa1l 
Intervals Obs D's Error 1dual (X K-1, os) Interval Lap Safe 
(80%) of Obs. Var for 2nd z N 
D's Order Sampl Value 
Error{95%} Zc=1. 645 
Decis1on Qual1ty-DSS .2155, .825 .0809 .024 .0568 74.15 .402, .639 No 216 
GDSS -.752, .701 .376 .0535 .322 147.51 -.288, .237 DI(<Dc 
Dec1s1on Tl.me-DSS .0324, .780 .096 .0113 .0853 59.7 .176, .636 No 50 
GDSS -2.12, -.176 .639 .0619 .577 134.06 -1.58, -. 714 372 
Depth of Analys1s-DSS -.587, 1.18 .551 .0738 .477 44.77 -.297, .890 2.60 33 
GDSS -1.19, 1.14 .892 .064 .828 153.29 -.580, .536 D~c 
Dec1s1on Conf1dence-DSS -.010, 1.03 .234 .0698 .164 36.83 .222, .794 2.42 107 
GDSS -1.09, .549 .450 .0391 .411 57.58 .859, .317 22 
sat1sfact1on w/Dec1s1on Process-DSS -.048, .257 .032 .0178 .0143 3.59 -.144, .353 .59 3 
GDSS -1.29, .734 .6869 .059 .628 128.0 -.77, .209 51 
Sat1sfaction w/Dec1s1on Outcome No DSS Study Ava1lable 
Equa11ty of Part1c1pat1on Not Applicable 
Degree of Dec1s1on Consensus Not Appl1cable 
Sat1sfact1on Toward the System-DSS -.173, .859 .187 .0247 .1626 22.74 -.146, .833 .27 19 
GDSS -.966, 2.10 1. 50 .0597 1.44 75.29 -.816, 1.95 31 
Degree of Dec1s1on Cons1stency Not Apphcable 
Amount of D1scuss1on Confl1ct Not Appl1cable 
Degree of Un1nh1b1ted Behav1or Not Appl1cable 
Amount of Commun1cat1on Not Appl1cable 
Rate of Dec1s1on Improvement-DSS .474, 1.07 .086 .032 .054 13.40 .514, 1.03 1. 70 92 
GDSS -.970, 1.15 .736 .046 .69 47.44 -.878, 1.064 4 
Degree of Group Cohes1veness Not Appl1cable 
Amount of Task-Or1ented Behav1or Not Appl1cable 
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(Table IX, p. 164). This is confirmed by the 80% confidence 
interval surrounding the mean uncorrected D which includes 
zero (-.752 to .701), indicating that the difference in 
decision quality between GDSS and no-GDSS is not 
significantly different from zero. The average corrected D 
is already below the stated critical value of De = 0.05, 
which suggests that no more studies with null results are 
needed to reduce the average corrected D to the minimum 
level of significance. 
The confidence intervals for second order sampling 
error of DSS and GDSS are significantly different (they do 
not overlap), suggesting that those two subsets of DSS and 
GDSS affect decision quality differently (the users of DSS 
as opposed to users of GDSS will have statistically higher 
quality decisions when both are compared to the users of no 
decision support at all). 
In summary, the results show that the use of DSS as 
opposed to the use of GDSS produces better quality decisions 
if both are compared to no decision support. 
4.4.1.2 Decision Quality (DSS!GDSS Versus Manual 
DSS/GDSS 
The users of computerized DSS produce higher qual~ty 
decisions on average (mean corrected D = .8298, K = 19, N = 
1140) than the users of manual DSS (Table X). Although the 
difference in quality of decisions produced by computerized 
Dependent Var~ables 
TABLE X 
THE EFFECTS OF THE HODERATOR VARIABLE OF DSS VERSUS GDSS 
USING DSS/GDSS VERSUS HANUAL DSS/GDSS 
No. Total Mean SO of Cred~b~lity % Var 
of N Cor- Cor- Intervals due to 
Mean 
Uncor-
D's rected rected (80%) Sampl~ng rected 
D's 
Dec~s~on Qual~ty-DSS 19 1140 .8298 
GDSS 8 759 .270 
Dec~s~on T~me-DSS 7 270 .318 
GDSS 4 699 -.312 
Depth of Analys~s-DSS 8 472 .428 
GDSS 7 748 .255 
Decis~on Confidence-DSS 7 283 .584 
GDSS 2 593 -.116 
Sat~sfact~on wfDec~s~on Process Not Appl~cable 
sat~sfact~on w/Dec~s~on Outcome-DSS 1 40 d = . 7747 
GDSS 4 332 -.133 
Equal~ty of Part~c~pat~on Not Appl~cable 
Degree of Dec~s~on Consensus Not Appl~cable 
Sat~sfact~on Toward the System-DSS 5 459 .805 
GDSS 2 96 .463 
Degree of Dec~s~on Cons~stency No Study Ava~lable 
Amount of DLSCUSS~on Confl~ct No Study Ava~lable 
Degree of Un~nh~b~ted Behav~or No Study Ava~lable 
Amount of Commun~cat~on Not Appl~cable 
Rate of Decis~on Improvement No Study Ava~lable 
Degree of Group Cohes~veness No Study Ava~lable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
D's 
.941 -.375, 2.03 
.385 -.223, .764 
1.41 -1.49, 2.13 
.926 -1.498, .874 
.332 .0037, .853 
.547 -.445, .956 
0 / .584, .584 
.519 -.780, .549 
.273 -.482, .216 
.379 .319, 1.29 
0 .463, .463 
Error 
9.58 
27.30 
5.24 
2.66 
39.48 
12.44 
198.6 
4.80 
39.96 
29.24 
422.27 
D's 
.734 
.238 
.318 
-.312 
.428 
.243 
.542 
-.116 
-.133 
.719 
.463 
Mean 
SQR 
Ryy 
.885 
.881 
1 
1 
1 
.950 
.927 
1 
1 
.894 
1 
TABLE X (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF DSS VERSUS GDSS 
USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Var~ables Conf~dence 
Intervals 
(80%) 
Var of Sampl~ng Res-
Obs D' s Error ~dual 
Dec~s~on Qual~ty-DSS 
GDSS 
Dec~s~on T~me-DSS 
GDSS 
Depth of Analys~s-DSS 
GDSS 
Dec~s~on Conf~dence-DSS 
GDSS 
Sat~sfact~on w/Dec~s~on Process 
-.332, 1.80 .768 
-.196, .673 .1588 
-1.49, 2.13 2.111 
-1.498, .874 .882 
• 0037, . 853 .182 
-.423, .908 .309 
• 542, • 542 • 054 
-.780, .549 .283 
Not Appl~cable 
Sat~sfact~on w/Dec~s. Outcome-GDSS -.482, .216 .124 
Equal~ty of Part~c~pat~on 
Degree of Dec~s~on Consensus 
Not Appl~cable 
Not Appl~cable 
Sat~sfact~on Toward the System-DSS .286, 1.15 
GDSS .463, .463 
.162 
.0212 
Degree of Dec~s~on Cons~stency 
Amount of D~scuss~on Confl~ct 
Degree of Un~nh~b~ted Behav~or 
Amount of Commun~cat~on 
Rate of Dec~s~on Improvement 
Degree of Group Cohes~veness 
Amount of Task-Or~ented Behav~or 
No study Ava~lable 
No Study Ava~lable 
No Study Ava~lable 
Not Appl~cable 
No Study Ava~lable 
No Study Ava~lable 
Not Appl~cable 
of Obs Var 
D's 
.0736 
.043 
.111 
.023 
.0718 
.0384 
.108 
.014 
.049 
.047 
.089 
.695 
.115 
2.00 
.858 
.110 
.270 
-.054 
.269 
.0744 
.115 
-.068 
C~ -SQ Conf ~dence 
( K-1 os)Interval 
' for 2nd 
Order Samp-
l~ng Error 
95% 
198.17 .340, 1.13 
29.29 -3.78, .514 
133.5 -.759, 1.39 
150.5 -1.23, .608 
20.26 .133, .724 
56.27 -.169, .654 
3.52 .269, .715 
41.66 -.853, .622 
10.01 -.478, .212 
17.10 .366, 1.07 
.474 .261, .665 
Over Fa~l 
Lap Safe 
z N 
Value 
Zc=l. 645 
2.28 
.87 
.67 
1.81 
1.65 
296 
35 
38 
21 
60 
29 
75 
3 
7 
75 
17 
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DSS and manual DSS is large, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-.332 to 
1.80), suggesting that the average difference in decision 
quality is not statistically different from zero (i.e., no 
difference in quality) at p < 10. Even though, the 
confidence interval suggests that computerized DSS may not 
always result in better quality decisions than manual DSS, 
the fail-safe n shows that it is likely that the difference 
is large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 296 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .8298 to 0.05. 
The users of computerized GDSS produce higher quality 
decisions than the users of manual GDSS (mean corrected D = 
.270, K = 8, N = 759). Although the difference in qual~ty of 
decisions produced by computerized GDSS and manual GDSS is 
small to moderate, the 80% confidence interval surrounding 
the mean uncorrected D includes zero (-.196 to .673), 
indicating that the difference in decision quality between 
GDSS and manual GDSS is not significantly different from 
zero at p < .10. Even though, the confidence interval 
suggests that computerized GDSS may not always result in 
better quality decisions than manual GDSS, the fail-safe n 
shows that it is likely that the difference is large enough 
and reliable enough to be of moderate practical 
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significance. The formula for the fail-safe n shows that ~t 
would take 35 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .270 to 0.05. 
The confidence intervals for second order sampling 
error of DSS and GDSS are significantly different (overlap Z 
= 2.28 > Zc = 1.645), suggesting that those two subsets of 
DSS and GDSS affect decision quality differently (the users 
of computerized DSS will have statistically higher quality 
decisions than the users of computerized GDSS when both are 
compared to the users of manual support) . 
In summary, the results show that although the use of 
both DSS and GDSS produces better quality decisions than the 
use of manual support, the use of DSS produces higher 
quality decisions than the use of GDSS when both are 
compared to manual decision support. 
4.4.1.3 Decision Time (DSSIGDSS Versus No-DSSIGDSSJ 
The users of computerized DSS are more efficient (i.e., 
take less decision time) on average (mean corrected D = 
.406, K = 7, N = 2538) than the users of no decision support 
at all (Table IX, p. 164). This is confirmed by the 80% 
confidence interval surrounding the mean uncorrected D which 
does not include zero (.0324 to .780), suggesting that the 
average difference in decision time is statistically 
different from zero (i.e., there is difference in decision 
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time) at p < 10. In addition to the confidence interval 
which suggests that computerized DSS always result in less 
decision time than no-DSS, the fail-safe n shows that it is 
also likely that the difference is large enough and reliable 
enough to be of practical significance (in addition to 
statistical significance) . The formula for the fail-safe n 
shows that it would take 50 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .406 to 0.05. 
The users of computerized GDSS are less efficient (take 
more decision time) on average than the users of no decision 
support at all (mean corrected D = -1.48, K = 13, N = 1004). 
This is confirmed by the 80% confidence interval surrounding 
the mean uncorrected D which does not include zero (-2.12 to 
-.176), indicating that the difference in decision quality 
between GDSS and no-GDSS is significantly different from 
zero at p < .10. The reason for the wide range of the 
difference is that there are three studies with large 
negative effect sizes. In addition to the confidence 
interval which suggests that computerized GDSS always result 
in more decision time than no-GDSS, the fail-safe n shows 
that it is also likely that the difference is large enough 
and reliable enough to be of practical significance. The 
formula for the fail-safe n shows that it would take 372 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -1.48 to 
-0.05. 
The confidence intervals for second order sampling 
error of DSS and GDSS are significantly different (they do 
not overlap), suggesting that those two subsets of DSS and 
GDSS affect decision time differently (the users of DSS 
will have significantly shorter decision time than the users 
of GDSS when both are compared to the users of no decision 
support at all) . In fact, DSS are shown to be statistically 
more efficient in decision time than no-DSS, while GDSS are 
shown to be statistically far less efficient in decision 
time than no-GDSS. 
4.4.1.4 Decision Time (DSSIGDSS Versus Manual 
DSSIGDSS 
The users of computerized DSS are more efficient (take 
less decision time) on average (mean corrected D = .318, K = 
7, N = 699) than the users of manual DSS (Table X, p. 167). 
Although the difference in decision time produced by 
computerized DSS and manual DSS is moderate, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-1.49 to 2.13), suggesting that the average 
difference in decision time is not statistically different 
from zero (i.e., no difference in decision time) at p < 10. 
Even though, the confidence interval suggests that 
computerized DSS may not always result in less decision time 
than manual DSS, the fail-safe n shows that it is likely 
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that the difference is large enough and reliable enough to 
be of moderate practical significance. The formula for the 
fail-safe n shows that it would take 38 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .318 to 0.05. 
The users of computerized GDSS are less efficient (take 
longer time in making decisions) on average than the users 
of manual GDSS (mean corrected D = -.312, K = 4, N = 699). 
Although the difference in decision time produced by 
computerized GDSS and manual GDSS is moderate, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-1.498 to .874), indicating that the 
difference in decision time between GDSS and manual GDSS is 
not significantly different from zero at p < .10. Moreover, 
the fail-safe n shows that it is likely that the difference 
is not large and reliable enough and has only weak practical 
significance. The formula for the fail-safe n shows that it 
would take only 21 missing studies averaging null findings 
that would have to exist to bring the average corrected D up 
from -.312 to -o.os. 
The confidence intervals for second order sampling 
error of DSS and GDSS are not significantly different 
(overlap Z = .87 < Zc = 1.645), suggesting that those two 
subsets of DSS and GDSS do not affect decision time 
differently (the users of computerized DSS will not take 
statistically less decision time than the users of 
computerized GDSS when both are compared to the users of 
manual support). 
4.4.1.5 Depth of Analysis (DSSIGDSS Versus 
No-DSSIGDSS 
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The users of computerized DSS produce more depth of 
analysis on average (mean corrected D = .325, K = 6, N = 
341) than the users of no-DSS (Table IX, p. 164). Although 
the difference in depth of analysis produced by computerized 
DSS and no-DSS is moderate, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-.587 to 
1.18), suggesting that the average difference in depth of 
analysis is not statistically different from zero (i.e., no 
difference in depth of analysis) at p < 10. Even though, the 
confidence interval suggests that computerized DSS may not 
'always result in more depth of analysis than no-DSS, the 
fail-safe n shows that it is likely that the difference is 
large enough and reliable enough to be of moderate practical 
significance. The formula for the fa~l-safe n shows that it 
would take 33 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .325 to 0.05. 
The users of computerized GDSS produce no more depth of 
analysis than the users of no-GDSS (mean corrected D = 
-.0252, K = 11, N = 710). This is confirmed by the 80% 
confidence interval surrounding the mean uncorrected D which 
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includes zero (-1.19 to 1.14), indicating that the 
difference in depth of analysis between GDSS and no-GDSS is 
not significantly different from zero at p < .10. In 
addition, the fail safe n requires no more studies averaging 
null results to be located in order to bring the average 
corrected D to 0.05, since the average corrected D is 
already below 0.05, the minimum stated significant level. 
The confidence intervals for second order sampling 
error of DSS and GDSS are significantly different (overlap z 
= 2.60 > Zc = 1.645), suggesting that those two subsets of 
DSS and GDSS affect depth of analysis differently (the users 
of computerized DSS will have statistically more depth of 
analysis than the users of computerized GDSS when both are 
compared to the users of no decision support at all). 
4.4.1.6 Depth of Analysis (DSS!GDSS Versus Manual 
DSS!GDSS) 
The users of computerized DSS produce more depth of 
analysis on average (mean corrected D = .428, K = 8, N = 
472) than the users of manual support (Table X, p. 167). 
This is confirmed by the 80% confidence interval surrounding 
the mean uncorrected D which does not include zero (.0037 to 
.853), suggesting that the average difference in depth of 
analysis is statistically different from zero (i.e., there 
is a difference in depth of analysis) at p < 10. In addition 
to the confidence interval which suggests that computerized 
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DSS always result in more depth of analysis than manual DSS, 
the fail-safe n shows that it is also likely that the 
difference is large enough and reliable enough to be of 
practical significance. The formula for the fail-safe n 
shows that it would take 60 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .428 to 0.05. 
The users of computerized GDSS produce also more depth 
of analysis on average than the users of manual GDSS (mean 
corrected D = .255, K = 7, N = 748). Although the difference 
in depth of analysis produced by computerized GDSS and 
manual GDSS is small to moderate, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.423 to .908), indicating that the difference in depth of 
analysis between GDSS and manual GDSS is not significantly 
different from zero at p < .10. Even though, the confidence 
interval suggests that computerized GDSS may not always 
result in more depth of analysis than manual GDSS, the fail-
safe n shows that it is likely that the difference is large 
enough and reliable enough to be of moderate practical 
significance. The formula for the fail-safe n shows that ~t 
would take 29 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .255 to 0.05. 
The confidence intervals for second order sampling 
error of DSS and GDSS are not significantly different 
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(overlap Z = .67 < Zc = 1.645), suggesting that those two 
subsets of DSS and GDSS do not affect the depth of analysis 
differently (the users of computerized DSS will not produce 
statistically more depth of analysis than the users of 
computerized GDSS when both are compared to the users of 
manual support) . 
4.4.1.7 Decision Confidence (DSS!GDSS Versus 
No-DSS!GDSS 
The users of computerized DSS have more decision 
confidence on average (mean corrected D = .535, K = 11, N = 
673) than the users of no-DSS (Table IX, p. 164). Although 
the confidence interval surrounding the mean uncorrected D 
includes zero (-.010 to 1.03), it shows for more than 99% of 
the time that the observed D is positive, suggesting that 
the average difference in decision confidence is 
statistically different from zero (i.e., there is a 
difference in decision confidence) at p < 10. In addition, 
the fail-safe n shows that it is likely that the difference 
is large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 107 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .535 to 0.05. 
The users of computerized GDSS have less decision 
confidence on average (mean corrected D = -.271, K = 5, N = 
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526) than the users of no-GDSS. Although the difference in 
decision confidence between GDSS and no-GDSS is small to 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-1.09 to .549), indicating that 
the difference in decision confidence between GDSS and no-
GDSS is not significantly different from zero at p < .10. 
Moreover, the fail-safe n shows that it is likely that the 
difference is small and not reliable enough to be of 
practical significance. The formula for the fail-safe n 
shows that it would take 22 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D up from -.271 to -0.05. 
The confidence intervals for second order sampling 
error of DSS and GDSS are significantly different (overlap Z 
= 2.42 > Zc = 1.645), suggesting that those two subsets of 
DSS and GDSS affect decision confidence differently (in 
addition to the fact that the two average corrected D's are 
in the opposite direction, the users of computerized DSS 
will have statistically more decision confidence than the 
users of computerized GDSS when both are compared to the 
users of no decision support) . 
4.4.1.8 Decision Confidence (DSS/GDSS Versus Manual 
DSS!GDSSJ 
The users of computerized DSS have more decision 
confidence on average (mean corrected D = .584, K = 7, N = 
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283) than the users of manual support (Table X, p. 167). 
This is confirmed by the 80% confidence interval surrounding 
the mean uncorrected D which does not include zero (.584 to 
.584), suggesting that the average difference in decision 
confidence is statistically different from zero (i.e., there 
is a difference in decision confidence) at p < 10. In 
addition to the confidence interval which suggests that 
computerized DSS always result in more decision confidence 
than manual DSS, the fail-safe n shows that it is also 
likely that the difference is large enough and reliable 
enough to be of practical significance. The formula for the 
fail-safe n shows that it would take 75 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .584 to 0.05. 
The users of computerized GDSS have relatively less 
decision confidence on average (mean corrected D = -.116, K 
= 2, N = 593) than the users of manual GDSS. However, the 
size of the difference is about only one tenth of a standard 
deviation, indicating a small difference in decision 
confidence between GDSS ana manual GDSS. Although there is a 
difference in decision confidence between computerized GDSS, 
the 80% confidence interval surrounding the mean uncorrected 
D includes zero (-.780 to .549), indicating that the 
difference in decision confidence between GDSS and manual 
GDSS is not significantly different from zero at p < .10. In 
addition to the confidence interval which suggests that 
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computerized GDSS may not always result in less decision 
confidence than manual GDSS, the fail-safe n shows that it 
would take only 3 missing studies averaging null findings 
that would have to exist to bring the average corrected D up 
from -.116 to -0.05. 
The confidence intervals for second order sampling 
error of DSS and GDSS are significantly different (overlap Z 
= 1.81 > Zc = 1.645), suggesting that those two subsets of 
DSS and GDSS do affect the decision confidence differently 
(in addition to the opposite direction of the two effects, 
the users of computerized DSS will have statistically more 
decision confidence than the users of computerized GDSS when 
both are compared to the users of manual support) . 
4.4.1.9 Satisfaction With Decision Process (DSSIGDSS 
Versus No-DSS/GDSS 
The users of computerized DSS have relatively more 
satisfaction with decision process on average (mean 
corrected D = .112, K = 2, N = 453) than the users of no-DSS 
(Table IX, p. 164) . In addition to the fact that the 
difference in satisfaction with decision process produced by 
computerized DSS and no-DSS is small, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.048 to .257), suggesting that the average difference in 
satisfaction with decision process is not statistically 
different from zero (i.e., no difference in satisfaction 
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with decision process) at p < 10. Besides, the confidence 
interval which suggests that computerized GDSS may not 
always result in more decision confidence than no-GDSS, the 
fail-safe n shows that it would take only 3 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .112 to 0.05. 
The users of computerized GDSS have less satisfaction 
with decision process on average (mean corrected D = -.280, 
K = 11, N = 775) than the users of no-GDSS. Although there 
is a moderate difference in satisfaction with decision 
process between computerized GDSS and no-GDSS, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-1.29 to .734), indicating that the 
difference in satisfaction with decision process between 
GDSS and no-GDSS is not significantly different from zero at 
p < .10. Even though, the confidence interval suggests that 
computerized GDSS may not always result in less satisfaction 
with decision process than no-GDSS, the fail-safe n shows 
that it is likely that the difference is large enough and 
reliable enough to be of practical significance. The formula 
for the fail-safe n shows that it would take 51 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from -.280 to 0.05. 
The confidence intervals for second order sampl~ng 
error of DSS and GDSS are not significantly different 
(overlap Z = .59 < Zc = 1.645), suggesting that those two 
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subsets of DSS and GDSS do not affect satisfaction with 
decision process differently (the users of computerized DSS 
will have statistically no more satisfaction with decision 
process than the users of computerized GDSS when both are 
compared to .the users of no decision support at all) • 
4.4.1.10 Satisfaction with Decision Outcome (DSS/GDSS 
Versus Manual DSS!GDSSJ 
There is only one study available that represents the 
comparison between DSS and no-DSS regarding the satisfaction 
with decision outcome. The study indicates that users of 
computerized DSS produce more satisfaction with decision 
outcome (d = .7747, N = 40) than the users of manual support 
(Table X, p. 167). 
The users of computerized GDSS have relatively less 
satisfaction with decision outcome on average (mean 
corrected D = -.133, K = 4, N = 332) than the users of 
manual GDSS. However, the size of the difference is about 
only one eighth of a standard deviation, indicating a small 
difference in satisfaction with decision outcome between 
GDSS ana manual GDSS. Although there is a difference in 
satisfaction with decision outcome between computerized 
GDSS, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.482 to .216), indicating that 
the difference in satisfaction with decision outcome between 
GDSS and manual GDSS is not significantly different from 
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zero at p < .10. In addition to the confidence interval 
which suggests that computerized GDSS may not always result 
in less satisfaction with decision outcome than manual GDSS, 
the fail-safe n shows that it would take only 7 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D up from -.133 to -0.05. 
Although there is a large difference in satisfaction 
with decision outcome between computerized DSS and 
computerized GDSS when both are compared to manual support 
(the users of DSS produce more satisfaction with decision 
outcome than the users of GDSS, when both are compared to 
manual decision support), there is no way to confirm that 
the difference is statistically significant, since there is 
only one study in the DSS subset. 
4.4.1.11 Satisfaction Toward the System (DSSIGDSS 
Versus No-DSS/GDSS 
The users of computerized DSS have more satisfaction 
toward the system on average (mean corrected D = .369, K = 
3, N = 499) than the users of no-DSS (Table IX, p. 164). 
Although the difference in satisfaction toward the system 
between DSS and no-DSS is moderate, the confidence interval 
surrounding the mean uncorrected D includes zero (-.173 to 
.859), suggesting that the average difference in 
satisfaction toward the system is not statistically 
different from zero (i.e., no difference in satisfaction 
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toward the system) at p < 10. Furthermore, the fail-safe n 
shows that it is likely that the difference lS small and not 
reliable enough to be of practical significance. The formula 
for the fail-safe n shows that it would take 19 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .369 to 0.05. 
The users of computerized GDSS have more satisfaction 
toward the system than the users of no-GDSS (mean corrected 
D = .569, K = 3, N = 215). Although the difference in 
satisfaction toward the system between GDSS and no-GDSS is 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.966 to 2.10), indicating that 
the difference in satisfaction toward the system between 
GDSS and no-GDSS is not significantly different from zero at 
p < .10. Even though, the confidence interval suggests that 
computerized GDSS may not always result in more satisfaction 
toward the system than no-GDSS, the fail-safe n shows that 
it is likely that the difference is large enough and 
reliable enough to be of moderate practical significance. 
The formula for the fail-safe n shows that it would take 31 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from .569 to 0.05. 
The confidence intervals for second order sampling 
error of DSS and GDSS are not significantly different 
(overlap Z = .27 < Zc = 1.645), suggesting that those two 
subsets of DSS and GDSS do not affect satisfaction toward 
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the system differently (although they both have a positive 
effect, the users of computerized GDSS will have 
statistically no more satisfaction toward the system than 
the users of computerized DSS when both are compared to the 
users of no decision support at all). 
4.4.1.12 Satisfaction Toward the System (DSSIGDSS 
Versus Manual DSS/GDSSJ 
The users of computerized DSS produce more satisfaction 
toward the system on average (mean corrected D = .805, K = 
5, N = 459) than the users of manual support (Table X, p. 
167). This is confirmed by the 80% confidence interval 
surrounding the mean uncorrected D which does not include 
zero (.286 to 1.15), suggesting that the average difference 
in satisfaction toward the system is statistically different 
from zero (i.e., there is a difference in satisfaction 
toward the system) at p < 10. In addition to the confidence 
interval which suggests that computerized DSS always result 
in more satisfaction toward the system than manual DSS, the 
fail-safe n shows that it is also likely that the difference 
is large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 75 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .805 to 0.05. 
The users of computerized GDSS produce also more 
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satisfaction toward the system on average (mean corrected D 
= .463, K = 2, N = 96) than the users of manual GDSS. In 
addition to the confidence interval which suggests that the 
difference in satisfaction toward the system between 
computerized GDSS and manual GDSS is moderate to large, the 
80% confidence interval surrounding the mean uncorrected D 
does not include zero (.463 to .463), indicating that the 
difference in satisfaction toward the system between GDSS 
and manual GDSS is significantly different from zero at p < 
.10. Besides the confidence interval which suggests that 
computerized GDSS always result in more satisfaction toward 
the system than manual GDSS, the fail-safe n shows that it 
is also likely that the difference is large enough and 
reliable enough to be of practical significance. The formula 
for the fail-safe n shows that it would take 17 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .463 to 0.05. 
The confidence intervals for second order sampling 
error of DSS and GDSS are significantly different (overlap Z 
= 1.65 > Zc = 1.645), suggesting that those two subsets of 
DSS and GDSS do affect the satisfaction toward the system 
differently. Although both DSS and GDSS are signif~cantly 
increasing the satisfaction toward the system, the users of 
computerized DSS will produce statistically more 
satisfaction toward the system than the users of 
computerized GDSS when both are compared to the users of 
\ 
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manual support. 
4.4.1.13 Rate of Decision Improvement DSS!GDSS Versus 
No-DSS/GDSS 
The users of computerized DSS produce higher rate of 
decision improvement on average (mean corrected D = .967, K 
= 5, N = 681) than the users of no decision support at all 
(Table IX, p. 164). This is confirmed by the 80% confidence 
interval surrounding the mean uncorrected D which does not 
include zero (.474 to 1.07), suggesting that the average 
difference in decision quality is statistically different 
from zero (i.e., there is a difference in the rate of 
decision improvement) at p < 10. In addition to the 
confidence interval which suggests that computerized DSS 
always result in higher rate of decision improvement than 
no-DSS, the fail-safe n shows that it is also likely that 
the difference is large enough and reliable enough to be of 
practical significance. The formula for the fail-safe n 
shows that it would take 92 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .967 to 0.05. 
The users of computerized GDSS produce slightly more 
rate of decision improvement on average (mean corrected D = 
.093, K = 3, N = 264) than the users of no decision support 
at all. Although there is a difference in rate of decision 
improvement between GDSS and no-GDSS, the magnitude of the 
IBB 
difference is less than a tenth of a standard deviation. In 
addition, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.970 to I.IS), indicating that 
the difference in rate of decision improvement between GDSS 
and no-GDSS is not significantly different from zero. In 
addition to the confidence interval which suggests that 
computerized GDSS may not always result in higher rate of 
decision improvement than no-GDSS, the fail-safe n shows 
that it is also likely that the difference has no practical 
significance. The formula for the fail-safe n shows that it 
would take only 4 missing studies averaging null findings 
that would have to exist to bring the average corrected D 
down from .093 to 0.05. 
The confidence intervals for second order sampling 
error of DSS and GDSS are significantly different (overlap Z 
= I.70 > Zc = I.645), suggesting that those two subsets of 
DSS and GDSS affect decision quality differently (the users 
of computerized DSS will have statistically higher rate of 
decision improvement than the users of computerized GDSS 
when both are compared to the users of no decision support 
at all). 
4.4.2 Laboratory Studies Versus Field tests Versus 
Field Studies 
In this section, the moderator variable is based on 
separating the available studies for each dependent measure 
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(i.e., decision quality) into laboratory studies, field 
tests, or field studies. For each dependent variable, the 
moderator variable is tested under two different independent 
variables (computerized decision aids versus no decision 
aids, and computerized decision aids versus manual decision 
aids). Some dependent variables are not applicable under the 
current moderator variable (Tables XI and XII, pp. 190, 
194), either because there are two or fewer studies 
available, or because all the available studies lie in one 
side of the moderator's subsets (i.e., all the studies are 
laboratory experiments) . 
4.4.2.1 Decision Quality (DSSIGDSS Versus 
No-DSS/GDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS have relatively higher quality decisions on average 
(mean corrected D = .1352, K = 36, N = 2406) than the users 
of no-DSS/GDSS (Table XI) . However, in additions to the fact 
that the magnitude of the difference is relatively small, 
the confidence interval includes zero (-.568 to .823), 
suggesting that the average difference in decision quality 
is not statistically different from zero (i.e., no 
difference in quality) at p < 10. However, the fail-safe n 
shows that it is likely that the difference is large enough 
and reliable enough to be of practical significance. The 
formula for the fail-safe n shows that it would take 61 
Dependent Var~ables 
Dec~s~on Qual~ty-Lab 
TABLE XI 
THE EFFECTS OF THE MODERATOR VARIABLE OF LABORATORY 
STUDIES VERSUS FIELD TESTS VERSUS FIELD STUDIES 
USING DSS/GDSS VERSUS NO-DSS/GDSS 
No. Total Mean so of cred~b~lity 
of N Cor- Cor- Intervals 
D's rected rected (80%) 
D's D's 
36 2406 .1352 .5718 -.605, .875 
% Var 
due to 
Sampl~ng 
Error 
17.32 
F~eld Test 2 120 -.0253 0 -.0253, -.0253 2128 
F~eld Study 5 2920 .5783 .1916 .333, .8236 16.89 
Dec~s~on T~me-Lab 17 1140 -1.1096 .710 -2.02, -.200 12.32 
F1.eld Study 3 2402 .476 .0749 .3799, • 5718 47.84 
Depth of AnalysLs-Lab 16 975 .124 .871 -.991, 1.24 10.06 
F~eld Study 1 76 d = 1.539 
Dec~s1.on Conf~dence-Lab 15 1155 .149 .695 -.74, 1.04 11.18 
F~eld Study 1 44 d = .8435 
Sat~sfact~on w/Dec1.s~on Process Not Appl~cable 
Sat~sfact1.on w/Decl.Sl.On Outcome Not Appl1.cable 
Equal~ty of Part1.c~pat~on Not Apphcable 
Degree of Dec1.s~on Consensus-Lab 12 925 -.664 .993 -1. 93, .607 5.93 
F~eld Test 2 120 -.316 .813 -1. 36, .726 9.54 
Sat~sfact~on Toward the System-Lab 5 668 .349 .752 -.612, 1.32 5.92 
F1.eld Study 1 46 d = 1.658 
Degree of Dec~s~on Cons~stency Not Appl~cable 
Amount of D1.scussion Confl~ct Not Appl1.cable 
Degree of Un~nh1.bited Behav~or Not Appl1.cable 
Amount of Commun~cat~on-Lab 4 190 -.829 1.18 -2.34, .686 6.99 
F~eld Test 1 120 d = .4729 
Rate of Dec~s1.on Improvement-Lab 7 869 .661 .710 -.248, 1.57 9.56 
F1.eld Study 1 76 d = 1.2079 
Degree of Group Cohes~veness Not Appl~cable 
Amount of Task-OrLented Behav~or Not Appl1.cable 
Mean Mean 
Uncor- SQR 
rected Ryy 
D's 
.127 .940 
-.0253 1 
.5657 .978 
-1.1096 1 
.476 1 
.111 .895 
.140 .938 
-.629 .948 
-.316 1 
.325 .930 
-.786 .949 
.527 .797 
..... 
\0 
c 
TABLE XI (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF LABORATORY 
STUDIES VERSUS FIELD TESTS VERSUS FIELD STUDIES 
USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Var~ables Conf~dence Var of Samp- Res- Chf-SQ Conf~dence 
Intervals Obs l~ng ~dual (X K-1 os) Interval for 
(80%) D's Error Var ' 2nd Order 
of Obs. Sampl~ng 
D's Error (95%} 
Dec~s~on Qual~ty-Lab -.568, .823 .357 .0618 .295 207.84 -.0681, .322 
F~eld Test -.0253, -.0253 .0032 .069 -.0657 .0939 -.104, .0536 
F~eld Study .3257, .8057 .0423 .0071 .0351 29.58 .385, .746 
Decis~on T~me-Lab -2.02, -.200 .576 .0759 .5049 137.9 -1.47, -.749 
F~eld Study .3799, . 5718 .0107 .00515 .0056 6.27 .358, .5932 
Depth of Analys~s-Lab -.887, 1.109 .676 .068 .608 159.03 -.292, .513 
Dec~s~on Conf~dence-Lab -.694, .975 .478 .0535 .425 134.02 -.209, .490 
Sat~sfact~on w/Decis~on Process Not Appl~cable 
Sat~sfact~on w/DecLs~on Outcome Not Appl~cable 
Equal~ty of Part~c~pat~on Not Appl~cable 
Degree of Dec~s~on Consensus-Lab -1.83, .576 .943 .056 .887 202.4 -1.179, -.080 
F~eld Test -1.36, .726 .732 .0698 .662 20.97 -1.50, .870 
Sat~sfact~on Toward System-Lab -.569, 1.22 .519 .0308 .489 84.38 -.306, .957 
Degree of Dec~s~on Cons~stency Not Appl~cable 
Amount of D~scuss~on Confl~ct Not Appl~cable 
Degree of Un~nh~b~ted Behav~or Not Appl~cable 
Amount of Commun~catLon-Lab -2.22, .650 1.35 .095 1.26 57.18 -1.93, .354 
Rate of Dec~s~on Improvement-Lab -.198, 1.25 .354 .039 .320 73.18 .086, .968 
Degree of Group Cohes~veness Not Appl~cable 
Amount of Task-OrLented Behav~or Not AQQl~cable 
Over- Fa~l 
Lap Safe 
z N 
Value 
Zc=1. 645 
LFt=l.49 61 
FtFs=No DK<Dc 
LFs=No 53 
No 360 
26 
24 
30 
• 52 147 
11 
30 
62 
86 
.... 
\0 .... 
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missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .1352 to 
0.05. 
In the field tests, the users of computerized DSS/GDSS 
have no different quality decisions on average (mean 
corrected D = -.0253, K = 2, N = 120) than the users of no-
DSS/GDSS (Table XI, p. 190). Although the confidence 
interval does not include zero (-.0253 to -.0253), 
indicating that the difference in decision quality between 
DSS/GDSS and no-DSS/GDSS is significantly different from 
zero at p < .10, the size of the difference is very small 
and not far from zero. In addition, the fail-safe n shows 
that it would take no more missing studies averaging null 
findings that would have to exist to bring the average 
corrected D to -0.05, since the average corrected D is 
already below this critical level in absolute terms. 
In the field studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .5783, K = 5, N = 2920) than the users of no 
decision support at all (Table XI, p. 190). This is 
confirmed by the confidence interval which does not include 
zero (.3257 to .8057), suggesting that the average 
difference in decision quality is statistically different 
from zero (i.e., there is a difference in quality) at p < 
10. In addition to the confidence interval which suggests 
that in field studies, the computerized DSS/GDSS always 
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result in higher quality decisions than no-DSS/GDSS, the 
fail-safe n shows that it is also likely that the difference 
is large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 53 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .5783 to 0.05. 
The confidence intervals for second order sampling 
error of laboratory and field tests are not significantly 
different (overlap Z = 1.49 < Zc = 1.645), suggesting that 
those two subsets do not affect decision quality differently 
(in laboratory studies, the users of computerized DSS/GDSS 
will have statistically no more quality decisions than the 
users of computerized DSS/GDSS in field tests when both are 
compared to the users of no decision support at all). 
However, the confidence interval for second order sampling 
error of the field studies is significantly different from 
the confidence intervals of both the laboratory studies and 
the field tests (no overlap), suggesting that the average 
difference in decision quality across DSS/GDSS and no-
DSS/GDSS in field studies, is significantly different from 
those of laboratory or field tests. In other words, across 
DSS/GDSS and no-DSS/GDSS, the users produce significantly 
higher quality decisions in field studies than in either 
laboratory studies or field tests. 
4.4.2.2 Decision Quality (DSS/GDSS Versus 
Manual DSS/GDSS 
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In the laboratory studies, the users of computerized 
DSS/GDSS have higher quality decisions on average (mean 
corrected D = .485, K = 16, N = 956) than the users of 
manual DSS/GDSS (Table XII) . Although the difference in 
decision quality across DSS/GDSS and manual DSS/GDSS is 
large, the confidence interval includes zero (-.343 to 
1.20), suggesting that the average difference in decision 
quality is not statistically different from zero (i.e., no 
difference in quality) at p < 10. Even though the difference 
is not statistically different from zero, the fail-safe n 
shows that it is likely that the difference is large enough 
and reliable enough to be of practical signif~cance. The 
formula for the fail-safe n shows that it would take 139 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .485 to 
0.05. 
In the field tests, the users of computerized DSS/GDSS 
produce higher quality decisions on average (mean corrected 
D = .341, K = 7, N = 505) than the users of manual DSS/GDSS 
(Table XII). Although, the confidence interval includes zero 
(-.021 to .704), the difference in decision quality is 
positive for more than 90% of the time, suggesting that the 
average difference in decision quality is statistically 
different from zero. Besides that, the fail-safe n shows 
TABLE XII 
THE EFFECTS OF THE HODERA'l'OR VARIABLE OF LABORA'l'ORY STUDIES VERSUS FIELD 
TESTS VERSUS FIELD STUDIES USING DSS/GDSS VERSUS HANUAL DSS/GDSS 
Dependent Var1.ables No. Total Mean so of Cred1.b1.lity % Var Mean Mean 
of N Cor- Cor- Intervals due to Uncor- SQR 
D's rected rected (80%) sampl1.ng rected Ryy 
D's D's Error D's 
Dec1.sion Quall.ty-Lab 16 956 .485 .683 -.389, 1.36 16.31 .428 .882 
F1.eld Test 7 505 .341 .283 -.021, .704 41.89 .341 1 
F1.eld Study 4 438 .996 1.05 -.347, 2.34 3.66 .996 1 
Decl.sl.on Tl.me-Lab 7 442 .418 1.34 -1.30, 2.14 3.5 .418 1 
F1.eld Test 3 467 -.800 .153 -.996, -.604 54.54 -.800 1 
F1.eld Study 1 60 d = .9436 
Depth of Analys1.s-Lab 12 756 .401 .605 -.373, 1.175 16.56 .385 .959 
F1.eld Test 3 464 .221 0 .221, .221 100.99 .200 .905 
Decl.Sl.on Confl.dence-Lab 7 459 -.0501 .741 -.999, .899 11.76 -.046 .927 
F1.eld Study 2 417 .254 0 .254, .254 1038.5 .254 1 
sat1.sfact1.on wjDeCl.Sl.On Process-Lab 3 144 .694 .726 -.235, 1.62 14.90 .694 1 
F1.eld Test 2 28 -.058 0 -.058, -.058 14715 -.053 .911 
SatJ.sfaction W/DeCJ.SJ.On Outcome Not ApplJ.cable 
Equa11.ty of PartJ.cJ.patJ.on-Lab 5 549 .038 .423 -.5036, .5806 20.09 .0349 .907 
F1.eld Test 2 28 .311 0 .311, . 311 53432 .311 1 
Degree of Decl.sJ.on Consensus Not Appl1.cable 
SatJ.sfactJ.on Toward the System-Lab 4 177 .265 .307 -.129, .658 55.83 .237 .894 
F1.eld Study 3 378 .881 0 .881, .881 903.5 .881 1 
Degree of DecJ.sJ.on ConsJ.stency No Study Ava1.lable 
Degree of UnJ.nhJ.bJ.ted BehavJ.or No Study AvaJ.lable 
Amount of CommunJ.catJ.on Not ApplJ.cable 
Rate of DecJ.sJ.on Improvement No Study AvaJ.lable 
Degree of Group Cohes1.veness No Study Ava1.lable 
Amount of Task-Orl.ented BehavJ.or Not ApplJ.cable 
1--.1 
\0 
01 
TABLE XII (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF LABORATORY STUDIES VERSUS FIELD 
TESTS VERSUS FIELD STUDIES USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Variables Confidence Var of samp- Res- Cht-SQ Confidence Over-8 
Intervals Obs ll.ng J.dual (X K-1, os)Interval Lap 
(80%) D's Error var for 2nd Order z 
of Sampl1.ng Value 
Obs.D's Error (95%) Zc=1. 645 
DecJ.sJ.on QualJ.ty-Lab -.343, 1.20 .434 .0708 .3636 98.07 .105, .751 LFt=.66 
FJ.eld Test -.021, .704 .138 .058 .0803 16.71 .066, .617 F5Ft=1.13 
FJ.eld Study -.347, 2.34 1.143 .0418 1.10 109.3 -.052, 2.04 LF5 =. 91 
DecJ.sJ.on TJ.me-Lab -1.30' 2.14 1.88 .067 1.809 196.4 -.596, 1.43 2.28 
FJ.eld Test -.996, -.604 .0515 .028 .023 s.so -1.06, -.543 
Depth of AnalysJ.s-Lab -.358, 1.13 .403 .067 .337 72.47 .025, .744 .87 
FJ.eld Study .200, .200 .026 .0264 -.00026 2.97 .017, .383 
DecJ.sJ.on ConfJ.dence-Lab -.926, .833 .535 .063 .472 59.52 -.588, .495 1.09 
F1.eld Test .254, .254 .00188 .0193 -.0176 .1926 .194, .314 
SatJ.sfactJ.on w/Dec. Process-Lab .235, 1.62 .619 .092 .527 20.13 -1.96, 1.58 1.65 
FJ.eld Test -.053, -.053 .0023 .338 -.335 .0136 -.1197, .013 
SatJ.sfactJ.on wfDec. Outcome Not ApplJ.cable 
EqualJ.ty of PartJ.cJ.patJ.on-Lab -.457, .526 .1847 .0371 .1476 24.88 -.342, .4117 1.41 
F1.eld Test .311, .311 .000649 .3417 -.341 3.74 .276, .346 
Degree of DecJ.SJ.on Consensus Not ApplJ.cable 
SatJ.sfactJ.on Toward System-Lab -.115, .588 .1709 .095 .0755 7.16 -.168, .642 No 
FJ.eld Study .881, .881 .0039 .035 -.0315 .332 .809, .951 
Degree of DecJ.sJ.on ConsJ.stency No Study AvaJ.lable 
Amount of DJ.scussJ.on ConflJ.ct No Study AvaJ.lable 
Degree of UnJ.nhJ.bJ.ted BehavJ.or No Study AvaJ.lable 
Amount of CommunJ.catJ.on Not ApplJ.cable 
Rate of DecJ.sJ.on Improvement No study AvaJ.lable 
Degree of Group CohesJ.veness No Study AvaJ.lable 
Amount of Task-OrJ.ented BehavJ.or Not A~~lJ.cable 
8LFt J.S the Z value between laboratory studJ.es and fJ.eld tests; FtFs l.S z the value between fJ.eld tests 
fJ.eld studJ.es; LFs J.s the z value between laboratory and fJ.eld studJ.es. 
FaJ..l. 
Safe 
N 
139 
41 
76 
52 
45 
84 
10 
1 
8 
39 
1 
~ 
10 
17 
50 
and 
1-.a 
\Q 
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that it is likely that the difference is large enough and 
reliable enough to be of practical sign~ficance. The formula 
for the fail-safe n shows that it would take 41 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .341 to 0.05. 
In the field studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .996, K = 4, N = 438) than the users of manual 
support (Table XII, p. 195). Although the difference in 
decision quality across DSS/GDSS and manual DSS/GDSS in 
field studies is large, the confidence interval ~ncludes 
zero (-.347 to 2.34), suggesting that the average difference 
in decision quality is not statistically different from zero 
(i.e., no difference in quality) at p < 10. Even though the 
confidence interval suggests that in field stud~es DSS/GDSS 
may not always result in higher quality decisions than 
manual DSS/GDSS, the fail-safe n shows that it is likely 
that the difference is large enough and reliable enough to 
be of practical significance. The formula for the fail-safe 
n shows that it would take 76 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .996 to 0.05. 
The confidence intervals for second order sampling 
error of laboratory, field tests, and field studies are not 
significantly different from each other (overlap z for 
experiments versus field tests = .66, for field tests versus 
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field studies = 1.13, and for experiments versus field 
studies= .91; all < Zc = 1.645), suggesting that those 
three subsets do not affect decision differently. In other 
words, across DSS/GDSS and manual DSS/GDSS, subjects of 
laboratory studies will not produce higher quality decisions 
than the subjects of either the field tests, or field 
studies. 
4.4.2.3 Decision Time (DSSIGDSS Versus 
No-DSS!GDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS take more decision time on average (mean corrected 
D = -1.1096, K = 17, N = 2920) than the users of no-DSS/GDSS 
(Table XI, p. 190). This is confirmed by the confidence 
interval which does not include zero (-2.02 to -.200), 
suggesting that the average difference in decision time is 
statistically different from zero. In addition, the fail-
safe n shows that it is also likely that the difference is 
large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 360 missing studies averaging null findings that 
would have to exist to bring the average corrected D up from 
-1.1096 to -0.05. 
In the field studies, the users of computerized 
DSS/GDSS are more efficient (take less decision time) on 
average (mean corrected D = .476, K = 3, N = 2402) than the 
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users of no-DSS/GDSS (Table XI, p. 190). This is confirmed 
by the confidence interval which does not include zero 
(.3799 to .5718), suggesting that the average difference in 
decision time is statistically different from zero. In 
addition, the fail-safe n shows that it is also likely that 
the difference is large enough and reliable enough to be of 
practical significance. The formula for the fail-safe n 
shows that it would take 26 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .476 to 0.05. 
The confidence intervals for second order sampling 
error of laboratory and field studies are significantly 
different (no overlap), reinforcing the different signs of 
the two effects and suggesting that those two subsets do 
affect decision time differently (in laboratory studies, the 
users of computerized DSS/GDSS will be statistically less 
efficient in decision time than the users of computerized 
DSS/GDSS in field tests when 'both are compared to the users 
of no decision support at all). 
4.4.2.4 Decision Time (DSS!GDSS Versus 
Manual DSS!GDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS are more efficient (take less decision time) on 
average (mean corrected D = .418, K = 7, N = 442) than the 
users of manual DSS/GDSS (XII, p. 195). Although the 
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difference in decision time across DSS/GDSS and manual 
DSS/GDSS is large, the confidence interval includes zero 
(-I.30 to 2.I4), suggesting that the average difference in 
decision time is not statistically different from zero. 
Although the difference is not statistically different from 
zero, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The formula for the fail-safe n 
shows that it would take 52 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .4I8 to 0.05. 
In the field tests, the users of computerized DSS/GDSS 
are less efficient in decision time on average (mean 
corrected D = -.BOO, K = 3, N = 467) than the users of 
manual DSS/GDSS (XII, p. I95) . This is confirmed by the 
confidence interval which does not includes zero (-.996 to 
-.604), suggesting that the average difference in decision 
time is statistically different from zero. Besides that, the 
fail-safe n shows that it is also likely that the difference 
is large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 45 missing studies averaging null findings that 
would have to exist to bring the average corrected D up from 
-.BOO to -o.os. 
There is only one field study available that 
investigates the decision time, across DSS/GDSS and manual 
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DSS/GDSS. The study shows that the users of computerized 
DSS/GDSS are more efficient (take less decision time) than 
the users of manual DSS/GDSS (d = .9436, N = 60). 
The confidence intervals for second order sampling 
error of laboratory and field tests are significantly 
different from each other (overlap Z = 2.28 > Zc = 1.645), 
suggesting that those two subsets do affect decision time 
differently and in the opposite direction. In other words, 
across DSS/GDSS and manual DSS/GDSS, subjects of laboratory 
studies will take less decision time than the subjects of 
the field tests. 
4.4.2.5 Depth of Analysis (DSS!GDSS Versus 
No-DSS!GDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS have relatively more depth of analysis on average 
(mean corrected D = .124, K = 16, N = 975) than the users of 
no-DSS/GDSS (Table XI, p. 190). However, in additions to the 
fact that the magnitude of the difference is relatively 
small, the confidence interval includes zero (-.887 to 
1.109), suggesting that the average difference in depth of 
analysis is not statistically different from zero. However, 
the fail-safe n shows that it is likely that the difference 
is large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 24 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .124 to 0.05. 
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There is only one field study available that 
investigates the depth of analysis, across DSS/GDSS and no-
DSS/GDSS (Table XI, p. 190) . The study shows that the users 
of computerized DSS/GDSS produce more depth of analysis than 
the users of no-DSS/GDSS (d = 1.539, N = 76). 
Although there is a large difference in depth of 
analysis between computerized DSS/GDSS and no-DSS/GDSS 
across laboratory and field studies (when compared to no-
DSS/GDSS, the users of DSS/GDSS in laboratory studies 
produce less depth of analysis than the users of DSS/GDSS in 
field studies), there is no way to confirm that the 
difference is statistically significant, since there is only 
one study in the subset of field studies. 
4.4.2.6 Depth of analysis (DSS/GDSS Versus 
Manual DSSIGDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS produce more depth of analysis on average (mean 
corrected D = .401, K = 12, N = 756) than the users of 
manual DSS/GDSS (Table XII, p. 195). Although the difference 
in depth of analysis across DSS/GDSS and manual DSS/GDSS is 
large, the confidence interval includes zero (-.358 to 
1.13), suggesting that the average difference in depth of 
analysis is not statistically different from zero. Although 
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the difference is not statistically different from zero, the 
fail-safe n shows that it is likely that the difference is 
large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 84 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .401 to 0.05. 
In the field tests, the users of computerized DSS/GDSS 
produce more depth of analysis on average (mean corrected D 
= .221, K = 3, N = 464) than the users of manual DSS/GDSS 
(Table XII, p. 195) . This is confirmed by the confidence 
interval which does not include zero (.200 to .200), 
suggesting that the average difference in depth of analysis 
is statistically different from zero. Given the fact that 
there are only three studies available, the formula for the 
fail-safe n shows that it would take only 10 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .221 to 0.05. 
The confidence intervals for second order sampling 
error of laboratory and field tests are not significantly 
different from each other (overlap Z = .87 < Zc = 1.645), 
suggesting that those two subsets do not affect depth of 
analysis differently. In other words, across DSS/GDSS and 
manual DSS/GDSS, subjects of laboratory studies produce no 
more depth of analysis than the subjects of the field tests. 
4.4.2.7 Decision Confidence (DSSIGDSS Versus 
No-DSS!GDSS 
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In the laboratory studies, the users of computerized 
DSS/GDSS have relatively more decision confidence on average 
(mean corrected D = .149, K = 15, N = 1155) than the users 
of no-DSS/GDSS (Table XI, p. 190). However, in additions to 
the fact that the magnitude of the difference is relatively 
small, the confidence interval includes zero (-.694 to 
.975), suggesting that the average difference in decision 
confidence is not statistically different from zero. 
However, the fail-safe n shows that it is l~kely that the 
difference is large enough ana reliable enough to be of 
practical significance. The formula for the fail-safe n 
shows that it would take 30 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .149 to 0.05. 
There is only one field study available that 
investigates the decision confidence, across DSS/GDSS ana 
no-DSS/GDSS (Table XI, p. 190). The study shows that the 
users of computerized DSS/GDSS produce more decision 
confidence than the users of no-DSS/GDSS (d = .8435, N = 
44). 
Although there is a large difference in decision 
confidence between computer~zea DSS/GDSS ana no-DSS/GDSS 
across laboratory ana field studies (when compared to no-
DSS/GDSS, the users of DSS/GDSS in laboratory studies 
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produce less decision confidence than the users of DSS/GDSS 
in field studies), there is no way to confirm that the 
difference is statistically significant, since there is only 
one study in the subset of field studies. 
4.4.2.8 Decision Confidence (DSSIGDSS Versus 
Manual DSS/GDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS produce no less decision confidence on average 
(mean corrected D = -.0501, K = 7, N = 459) than the users 
of manual DSS/GDSS (Table XII, p. 195) . In addition to the 
fact that the average corrected D is very small, the 
confidence interval includes zero (-.926 to .833), 
suggesting that the average difference in decision 
confidence is not statistically different from zero. 
Moreover, the fail-safe n shows that it would take one 
missing study with null finding (i.e., d = 0) that would 
have to exist to bring the average corrected D up from -
.0501 to -0.05. 
In the field tests, the users of computerized DSS/GDSS 
produce more decision confidence on average (mean corrected 
D = .254, K = 2, N = 417) than the users of manual DSS/GDSS 
(Table XII, p. 195). This is confirmed by the confidence 
interval which does not include zero (.254 to .254), 
suggesting that the average difference in decision 
confidence is statistically different from zero. Given the 
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fact that there are only two studies available, the formula 
for the fail-safe n shows that it would take only 8 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .254 to 0.05. 
The confidence intervals for second order sampling 
error of laboratory and field tests are not significantly 
different from each other (overlap Z = 1.09 < Zc = 1.645), 
suggesting that those two subsets do not affect decision 
confidence differently. In other words, across DSS/GDSS and 
manual DSS/GDSS, subjects of laboratory studies produce no 
less decision confidence than the subjects of the field 
tests. 
4.4.2.9 Satisfaction With Decision Process (DSSIGDSS 
Versus Manual DSS!GDSS) 
In the laboratory studies, the users of computerized 
DSS/GDSS have more satisfaction w~th decision process on 
average (mean corrected D = .694, K = 3, N = 144) than the 
users of manual DSS/GDSS (Table XII, p. 195). Although the 
difference in satisfaction with decision process across 
DSS/GDSS and manual DSS/GDSS is large, the confidence 
interval includes zero (-.235 to 1.62), suggesting that the 
average difference in satisfaction with decision process is 
not statistically different from zero. Although the 
difference is not statistically different from zero, the 
fail-safe n shows that it is likely that the difference is 
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large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 84 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .694 to 0.05. 
In the field tests, the users of computerized DSS/GDSS 
produce no more satisfaction with decision process on 
average (mean corrected D = -.058, K = 2, N = 28) than the 
users of manual DSS/GDSS (Table XII, p. 195). Although the 
confidence interval does not include zero (-.053 to -.053), 
the average corrected D is very small and not far from zero, 
suggesting that the average difference in satisfaction with 
decision process is not statistically different from zero. 
Given the fact that there are only two studies available, 
the formula for the fail-safe n shows that it would take 
only one missing study averaging null finding (i.e., d = 0) 
that would have to exist to bring the average corrected D up 
from -.058 to -0.05. 
The confidence intervals for second order sampling 
error of laboratory and field tests are significantly 
different from each other (overlap Z = 1.65 > Zc = 1.645), 
suggesting that those two subsets do affect satisfaction 
with decision process differently. In other words, compared 
to manual DSS/GDSS, the DSS/GDSS subset of laboratory 
studies produces significantly more satisfaction with 
decision process than the DSS/GDSS subjects of the f~eld 
tests. 
4.4.2.10 Equality of participation (DSSIGDSS 
Versus Manual DSSIGDSSJ 
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In the laboratory studies, the users of computerized 
DSS/GDSS produce no more equality of participation on 
average (mean corrected D = .038, K = 5, N = 549) than the 
users of manual DSS/GDSS (Table XII, p. 195) . In addition to 
the fact that the average corrected D /-is very small, the 
confidence interval includes zero (-.457 to .526), 
suggesting that the average difference in equality of 
participation is not statistically different from zero. 
Moreover, the fail-safe n shows that it would take no 
missing studies with null findings that would have to exist 
to bring the average corrected D to 0.05, since the average 
corrected D is already below that value. In the field tests, 
the users of computerized DSS/GDSS produce more equality of 
participation on average (mean corrected D = .311, K = 2, N 
= 28) than the users of manual DSS/GDSS (Table XII, p. 195). 
This is confirmed by the confidence interval which does not 
include zero (.311 to .311), suggesting that the average 
difference in equality of participation is statistically 
different from zero. Given the fact that there are only two 
studies available, the formula for the fail-safe n shows 
that it would take only 10 missing studies averaging null 
findings that would have to exist to bring the average 
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corrected D down from .311 to 0.05. 
The confidence intervals for second order sampling 
error of laboratory and field tests are not significantly 
different from each other (overlap Z = 1.41 < Zc = 1.645), 
suggesting that those two subsets do not affect equality of 
participation differently. In other words, across DSS/GDSS 
and manual DSS/GDSS, subjects of laboratory studies produce 
no significantly different equality of participation from 
the subjects of the field tests. 
4.4.2.11 Degree of Decision Consensus (DSS!GDSS Versus 
No-DSS!GDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS have lower degree of decision consensus on average 
(mean corrected D = -.664, K = 12, N = 925) than the users 
of no-DSS/GDSS (Table XI, p. 190). Although the difference 
is relatively large, the confidence interval includes zero 
(-1.83 to .576), suggesting that the average difference in 
degree of decision consensus is not statistically different 
from zero. Even though the confidence interval suggests that 
in laboratory studies the DSS/GDSS may not always result in 
lower degree of dec~sion consensus over no-DSS/GDSS, the 
fail-safe n shows that it is likely that the difference is 
large enough and reliable enough to be of practical 
significance. The formula for the fail-safe n shows that it 
would take 147 missing studies averaging null findings that 
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would have to exist to bring the average corrected D up from 
-.664 to -0.05. 
In the field tests, the users of computerized DSS/GDSS 
have less degree of decis~on consensus on average (mean 
corrected D = -.316, K = 2, N = 120) than the users of no-
DSS/GDSS (Table XI, p. 190). Although the difference is 
relatively large, the confidence interval includes zero 
(-1.36 to .726), indicating that the difference in degree of 
decision consensus between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Given the fact that there 
are only two field tests available, the fail-safe n shows 
that it would take 10 more missing studies averaging null 
findings that would have to exist to bring the average 
corrected D up from -.316 to -0.05. 
The confidence intervals for second order sampling 
error of laboratory and field tests are not significantly 
different (overlap Z = .52 < Zc = 1.645), suggesting that 
those two subsets do not affect degree of decision consensus 
differently (in laboratory studies, the users of 
computerized DSS/GDSS will have statistically no more degree 
of decision consensus than the users of computerized 
DSS/GDSS in field tests when both are compared to the users 
of no decision support at all). 
4.4.2.12 Satisfaction Toward the System (DSSIGDSS 
Versus No-DSSIGDSS 
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In the laboratory studies, the users of computerized 
DSSfGDSS produce more satisfaction toward the system on 
average (mean corrected D = .349, K = 5, N = 668) than the 
users of no-DSS/GDSS (Table XI, p. 190). Although the 
difference in satisfaction toward the system ~s moderate, 
the confidence interval includes zero (-.569 to 1.22), 
suggesting that the average difference in satisfaction 
toward the system is not statistically different from zero. 
Even though the confidence interval suggests that DSS/GDSS 
may not always result in higher satisfaction toward the 
system than no-DSS/GDSS, the fail-safe n shows that it is 
likely that the difference is large enough and reliable 
enough to be of practical significance. The formula for the 
fail-safe n shows that it would take 30 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .349 to 0.05. 
There is only one field study available that 
investigates the satisfaction toward the system, across 
DSS/GDSS and no-DSS/GDSS (Table XI, p. 190). The study shows 
that the users of computerized DSS/GDSS produce more 
satisfaction toward the system than the users of no-DSS/GDSS 
(d = .1.658, N = 46). 
Although there is a large difference in satisfaction 
toward the system between computerized DSS/GDSS and no-
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DSS/GDSS across laboratory and field studies (when compared 
to no-DSS/GDSS, the users of DSS/GDSS in laboratory studies 
produce less satisfaction toward the system than the users 
of DSS/GDSS in field studies), there is no way to confirm 
that the difference is statistically significant, since 
there is only one study in the subset of field studies. 
4.4.2.13 Satisfaction Toward the System (DSS/GDSS 
Versus Manual DSSIGDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS have relatively more satisfaction toward the system 
on average (mean corrected D = .265, K = 4, N = 177) than 
the users of manual DSS/GDSS (Table XII, p. 195) . Although 
the difference in satisfaction toward the system is small to 
moderate, the confidence interval includes zero (-.115 to 
.588), suggesting that the average difference in 
satisfaction toward the system is not statistically 
different from zero. Given the fact the there are only four 
laboratory studies available, the fail-safe n shows that it 
is likely that the difference is relatively large enough to 
be of practical significance. The formula for the fail-safe 
n shows that it would take 10 missing studies averag~ng null 
findings that would have to exist to bring the average 
corrected D down from .265 to 0.05. 
In the field studies, the users of computerized 
DSS/GDSS have more satisfaction toward the system on average 
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(mean corrected D = .881, K = 3, N = 378) than the users of 
manual DSS/GDSS (Table XII, p. 195) . This is confirmed by 
the confidence interval which does not include zero (.881 to 
.881), indicating that the difference in satisfaction toward 
the system between DSS/GDSS and manual DSS/GDSS is 
significantly different from zero. In addition to the 
confidence interval which suggests that DSS/GDSS always 
result in higher satisfaction toward the system than manual 
DSS/GDSS, the fail-safe n shows that it would take 50 more 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .881 to 
0.05. 
The confidence intervals for second order sampling 
error of laboratory and field studies are significantly 
different (no overlap), suggesting that those two subsets do 
affect satisfaction toward the system differently (although 
both subsets increase the satisfaction toward the system, in 
laboratory studies, the users of computerized DSS/GDSS will 
have statistically less satisfaction toward the system than 
the users of computerized DSS/GDSS in field studies when 
both are compared to the users of no decision support at 
all). 
4.4.2.14 Amount of Communication (DSS!GDSS Versus 
No-DSS!GDSS) 
In the laboratory studies, the users of computerized 
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DSS/GDSS produce less communication on average (mean 
corrected D = -.829, K = 4, N = 190) than the users of no-
DSS/GDSS (Table XI, p. 190) . Although the difference in the 
amount of communication is large, the confidence interval 
includes zero (-2.22 to .650), suggesting that the average 
difference in the amount of communication is not 
statistically different from zero. Even though the 
confidence interval suggests that GDSS does not always 
result in more communication than no-GDSS, the fail-safe n 
shows that it is likely that the difference is large enough 
and reliable enough to be of practical significance. The 
fail-safe n shows that it would take 62 missing studies with 
null findings that would have to exist to bring the average 
corrected D up from -.829 to -0.05. 
There is only one field test available that 
investigates the amount of communication among group 
members, across GDSS and no-GDSS (Table XI, p. 190). The 
study shows that the users of computerized GDSS produce more 
communication than the users of no-GDSS (d = .4729, N = 
120). Although there is a large difference in the amount of 
communication between computerized GDSS and no-GDSS across 
laboratory and field tests (i.e., when compared to no-GDSS, 
the users of GDSS in laboratory studies produce less 
communication than the users of GDSS in field tests), there 
is no way to confirm that the difference is statistically 
significant, since there is only one study in the subset of 
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field tests. 
4.4.2.15 Rate of Decision Improvement DSS!GDSS Versus 
No-DSS/GDSS 
In the laboratory studies, the users of computerized 
DSS/GDSS produce higher rate of decision improvement on 
average (mean corrected D = .661, K = 7, N = 869) than the 
users of no-DSS/GDSS (Table XI, p. 190). Although the 
difference in the rate of decision improvement is large, the 
confidence interval includes zero (-.198 to 1.25), 
su,ggesting that the average difference in the rate of 
decision improvement is not statistically different from 
zero. Even though the confidence interval suggests that 
DSS/GDSS do not always result in higher rate of decision 
improvement than no-DSS/GDSS, the fail-safe n shows that it 
is likely that the difference is large enough and reliable 
enough to be of practical significance. The fail-safe n 
shows that it would take 86 missing studies with null 
findings that would have to exist to bring the average 
corrected D down from .661 to 0.05. 
There is only one field study available that 
investigates the rate of decision improvement among group 
members, across DSS/GDSS and no-DSS/GDSS (Table XI, p. 190). 
The study shows that the users of computerized DSS/GDSS 
produce higher rate of decision improvement than the users 
of no-DSS/GDSS (d = 1.2079, N = 76). 
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Although there is a large difference in the rate of 
decision improvement between computerized DSS/GDSS and no-
DSS/GDSS across laboratory and field studies (i.e., when 
compared to no-DSS/GDSS, the users of DSS/GDSS in laboratory 
studies produce lower rate of decision improvement than the 
users of DSS/GDSS in field studies), there is no way to 
confirm that ~he difference is statistically significant, 
since there is only one study in the subset of field 
studies. 
4.4.3 Published Versus Unpublished Studies 
In this section, the moderator variable is based on 
separating the available studies for each dependent measure 
(i.e., decision quality) into published or unpublished 
studies. For each dependent variable, the moderator variable 
is tested under two different independent variables 
(computerized decision aids versu~ no decision aids, and 
computerized decision aids versus manual decision a~ds) . 
Some dependent variables are not applicable under the 
current moderator variable (Tables XIII and XIV, pp. 218, 
221), either because there are two or fewer studies 
available, the population is homogeneous, or because all the 
studies lie in one side of the moderator's subsets (i.e., 
all the available studies are published) . 
4.4.3.1 Decision Quality (DSS/GDSS Versus 
No-DSSIGDSS 
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In the published studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .1928, K = 21, N = 1573) than the users of no-
DSS/GDSS (Table XIII) . In addition to the small difference 
in the decision quality, the confidence interval includes 
zero (-.437 to .800), suggesting that the average difference 
in decision quality is not statistically different from 
zero. Even though the confidence interval suggests that 
DSS/GDSS do not always result in higher decision quality 
than no-DSS/GDSS, the fail-safe n shows that it is likely 
that the difference is large enough and reliable enough to 
be of practical significance. The fail-safe n shows that it 
would take 60 missing studies with null findings that would 
have to exist to bring the average corrected D down from 
.1928 to 0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .458, K = 22, N = 3873) than the users of no-
DSSfGDSS (Table XIII, p. 218) . Although the difference is 
relatively large, the confidence intPrval includes zero 
(-.089 to .951), suggesting that the difference in decision 
quality between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Even though the 
confidence interval suggests that DSS/GDSS do not always 
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TABLE XIII 
THE EFFECTS OF THE MODERATOR VARIABLE OF PUBLISHED VERSUS 
UNPUBLISHED STUDIES USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Var1.ables No. Total Mean so of Cred1.b1.l1.ty % Var Mean Mean 
of N Cor- Cor- Intervals due to Uncor- SQR 
D's rected rected (80%) Sampl1.ng rected Ryy 
D's D's Error D's 
Decl.sl.on Quah.ty - Pub 21 1537 .1928 .513 -.464, .849 19.08 .1816 .942 
Unpubll.shed 22 3873 .458 .431 -.094, 1.01 12.6 .4309 .941 
Decl.Sl.on T1.me - Pub 7 457 -1.60 .525 -2.27, -.929 23.26 -1.60 1 
Unpubl1.shed 13 3085 .1976 .603 -.574, .969 4.48 .1976 1 
Depth of AnalySJ.S - Pub 7 449 .223 .581 -.520, .966 19.71 .1972 .884 
UnpublJ.shed 10 602 .283 1.106 -1.13, 1.698 6.235 .2616 .923 
DecJ.sl.on ConfJ.dence - Pub 10 837 .2598 .735 -.681, 1.20 8.37 .2598 1 
Unpubl1.shed 6 362 -.053 .305 -.443, .337 45.01 -.050 .949 
SatJ.sfaction wfDec. Process-Pub 4 590 .045 .389 -.454, .543 17.22 .0416 .932 
UnpublJ.shed 9 638 -.305 .812 -1. 34, .735 8.18 -.305 1 
Equal1.ty of PartJ.cJ.patJ.on - Pub 5 441 .250 .587 -.502, 1.00 14.72 .221 .885 
Unpubll.shed 11 697 1. 73 1.89 -.695, 4.16 2.79 1.57 .908 
Degree of DecJ.sJ.on Consensus - Pub 5 410 -.212 .702 -1.11, .687 10.17 -.201 .948 
UnpublLshed 9 635 -.847 .992 -2.12, .422 6.07 -.847 1 
SatJ.sfactJ.on Toward the System-Pub 3 518 .524 .779 -.473, 1.52 4.39 .487 .930 
-Unpubl1.shed 3 196 .228 .883 -.838, 1.29 9. 72 .2099 .922 
Degree of DecJ.sJ.on Cons1.stency Not Appl1.cable 
Amount of OJ.scussJ.on confl1.ct Not Appl1.cable 
Degree of UnLnhl.bJ.ted BehavJ.or-Pub 4 240 .019 .078 -.081, .119 91.83 .019 1 
UnpublJ.shed 2 87 .620 0 • 621, • 621 225.29 .621 1 
Amount of CommunJ.catLon - Pub 3 130 -1.34 1.12 -2.77, .0901 9.40 -1.27 .949 
Unpubl1.shed 2 180 -.228 .273 -.577, .121 38.09 -.228 1 
Rate of DecJ.sJ.on Improvement - Pub 5 669 .701 .181 .469, .933 49.48 .701 1 
Unpubl1.shed 3 276 .367 1.19 -1.1671 1.90 4.69 .292 .797 
Degree of Group CohesJ.veness Not Appl1.cable 
Amount of Task-Orl.ented Behav1.or Not A}2}2l1.cable 
1\l .... 
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TABLE XIII (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIALBE OF PUBLISHED VERSUS 
UNPUBLISHED STUDIES USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Var1.ables Conf1.dence Var of Samp- Res- Chf-SQ Conf1.dence OVer- Fa1.l 
Intervals Obs l1.ng 1.dual (X K-1,.os)Interval Lap Safe 
(80%) D's Error Var for 2nd Order z N 
of Sampl1.ng Value 
Obs.D's Error (95%) Zc=l-645 
Dec1.s1.on Qual1.ty-Pub -.437, .800 .289 .0551 .234 110.08 -.048, .411 1.67 60 
Unpubl1.shed -.089, .951 .1887 .023 .165 176.5 .249, .612 180 
Dec1.s1.on Tl.me-Pub -2.27, -.929 .359 .0835 .2754 30.09 -2.04, -1.57 No 217 
Unpubl1.shed -.574, .969 .381 .071 .364 289.7 -.138, .533 38 
Depth of Analys1.s-Pub -.459, .854 .328 .0647 .263 35.51 -.227, .622 .15 24 
Unpubl1.shed -1.04, 1.568 1.11 .069 1.043 160.4 -.392 .915 47 
Dec1.s1.on Conf1.dence-Pub -.681, 1.20 .590 .0494 .5409 119.5 -.216, .736 .92 42 
Unpubl1.shed -.421, .320 .1525 .0686 .0838 13.33 -.362, .262 1 
Sat1.sfact1.on w/Dec. Process-Pub -.424, .507 .159 .0275 .132 23.22 -.349, .433 .75 DI(<Dc 
Unpubl1.shed -1.34, .735 .718 .0587 .659 110.01 -.858, .248 46 
Equal1.ty of Part1.c1.pat1.on-Pub -.444, .887 .317 .0467 .270 33.96 -.272, .715 2.53 20 
Unpubl1.shed -.631, 3.78 3.05 .085 2.97 393.2 .541, 2.61 370 
Degree of Dec1.s1.on Consensus-Pub -1.05, .651 .494 .050 .444 49.15 -.817, .415 1.37 16 
Unpubl1.shed -2.12, .422 1.05 .064 .983 148.1 -1.51, -.178 143 
sat1.sfact1.on Toward System-Pub -.440, 1.415 .549 .0241 .525 68.30 -.351, 1.33 .47 28 
Unpubl1.shed -.773, 1.193 .653 .0635 .589 30.8 -.705, 1.12 11 
Degree of Dec1.s1.on Cons1.stency Not Appl1.cable 
Amount of D1.scuss1.on Confl1.ct Not Appl1.cable 
Degree of Un1.nh1.b1.ted Behav-Pub -.081, .119 .0751 .069 .0061 4.35 -.249, .288 No DI(<Dc 
Unpubl1.shed .621, .621 .0448 .101 -.056 .888 .327, .914 23 
Amount of Commun1.cat1.on-Pub -2.63, .085 1.23 .116 1.12 31.91 -2.53, -.0111 1.62 77 
Unpubl1.shed -.577, .121 .120 .0457 .0744 5.25 -.708, .252 7 
Rate of Dec1.s1.on Improvement-Pub .469, .933 .065 .032 .033 10.10 .477, .924 .58 65 
Unpubl1.shed -.930, 1.51 .957 .0449 .912 63.91 -.815, 1.40 19 
Degree of Group Cohes1.veness Not Appl1.cable 
Amount of Task-Or1.ented Behav1.or Not AQQl1.cable 
N ..... 
10 
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result in higher decision quality than no-DSS/GDSS, the 
fail-safe n shows that it is likely that the d~fference is 
large enough and reliable enough to be of practical 
significance. The fail-safe n shows that it would take 18 
more missing studies averaging null findings that would have 
to exist to bring the average corrected D down from .458 to 
0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are significantly 
different from each other (overlap Z = 1.67 > Zc = 1.645), 
suggesting that those two subsets do affect decision quality 
differently (in published studies, the users of computerized 
DSS/GDSS will have statistically less decision quality than 
the users of computerized DSS/GDSS in unpublished studies 
when both are compared to the users of no decision support 
at all} . 
4.4.3.2 Decision Quality (DSS!GDSS Versus 
Manual DSS!GDSS 
In the published studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .684, K = 10, N = 752) than the users of 
manual DSS/GDSS (Table XIV). Although the difference in the 
decision quality is large, the confidence interval includes 
zero (-.439 to 1.808), suggesting that the average 
difference in decision quality is not statistically 
TABLE XIV 
THE EFFECTS OF THE MODERATOR VARIABLE OF PUBLISHED VERSUS UNPUBLISHED 
STUDIES USING DSSfGDSS VERSUS HANUAL DSS/GDSS 
Dependent Var~ables No. 
of 
D's 
Dec~s~on Qual~ty - Pub 10 
Unpubl~shed 17 
Dec~s~on T~me - Pub 2 
Unpubl~shed 9 
Depth of Analys~s - Pub 6 
Unpubl~shed 9 
Dec~s~on Conf~dence - Pub 2 
Unpubl~shed 7 
Sat~sfact~on w/Decis~on Process-Pub 2 
Unpubl~shed 3 
Total 
N 
752 
1147 
248 
721 
341 
879 
226 
650 
28 
144 
Mean 
Cor-
rected 
D's 
.684 
.497 
.267 
-.275 
.207 
.379 
-.623 
.374 
-.058 
.694 
so of 
Cor-
rected 
D's 
.877 
.657 
.336 
1.256 
0 
.569 
.576 
0 
0 
.726 
Sat~sfact~on w/Dec~s~on Outcome-Pub 1 
Unpubl~shed 4 
188 
184 
d = -.3499 
Equality of Part~c~pat~on - Pub 
Unpubl~shed 
Degree of Dec~s~on Consensu~ - Pub 
Unpubl~shed 
Sat~sfact~on Toward The System - Pub 
Unpubl~shed 
Degree of Dec~s~on Cons~stency 
Amount of D~scuss~on Confl~~t 
Degree of Un~nh~b~ted Behav~or 
Amount of Cornrnun~cat~on 
Rate of Dec~s~on Improvement 
Degree of Group Cohes~veness 
Amount of Task-Or~ented Behav~or 
.286 .295 
4 
3 
314 
263 
.230 0 
-.143 .505 
d = -.5386 1 
2 
188 
195 -.995 0 
3 378 .881 
4 177 .265 
No Study Ava~lable 
No Study Ava~lable 
No study Ava~lable 
Not Appl~cable 
No Study Ava~lable 
No Study Ava~lable 
Not Appl~cable 
0 
.307 
cred~bility 
Intervals 
(80%) 
-.439, 1.808 
-. 344, 1. 34 
- .164, • 697 
-1.88, 1.33 
.207, .207 
-.350, 1.11 
-1.36, .114 
.374, .374 
-.058, -.058 
-.235, 1.62 
-.0913, .663 
.230, .230 
-.790, .503 
-.995, -.995 
.881, .881 
-.129, • 658 
% Var 
due to 
Sampl~ng 
Error 
6.98 
15.67 
22.63 
3.17 
128.57 
12.46 
10.21 
117.89 
14715 
14.90 
51.39 
264.5 
15.50 
103.99 
903.5 
55.83 
Mean 
Uncor-
rected 
D's 
.684 
.439 
.267 
-.275 
.188 
.364 
-.623 
.347 
-.053 
.694 
.286 
.209 
-.143 
-.995 
.881 
.237 
Mean 
SQR 
Ryy 
1 
.882 
1 
1 
.905 
.959 
1 
.927 
.911 
1 
1 
.907 
1 
1 
1 
.894 
TABLE XIV (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF PUBLISHED VERSUS UNPUBLISHED 
STUDIES USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Var~ables 
Dec~s~on Qual~ty - Pub 
Unpubl~shed 
Dec~s~on T~me - Pub 
Unpubl~shed 
Depth of Analys~s - Pub 
Unpubl~shed 
Dec~s~on Conf~dence - Pub 
Unpubl~shed 
Sat~sfact~on w/Dec~s~on Process-Pub 
Unpubl~shed 
Sat~sfact~on w/Dec. Outcome-Unpub 
Equal~ty of Part~c~pat~on - Pub 
Unpubl~shed 
Degree of Dec. Consensus - Unpub 
Sat~sfact~on Toward The System - Pub 
Unpubl~shed 
Degree of Dec~s~on Cons~stency 
Amount of D~scuss~on Confl~ct 
Degree of Un~nh~b~ted Behav~or 
Amount of Commun~cat~on 
Rate of Dec~s~on Improvement 
Degree of Group Cohes~veness 
Amount of Task-Or~ented Behav~or 
Conf~dence 
Intervals 
(80%) 
Var of Sampl~ng Res-
Obs D's Error ~dual 
-.439, 1.808 .828 
-.304, 1.18 .399 
-.164, .697 .146 
-1. 88, .133 1.63 
.188, .188 .057 
-.336, 1.06 .341 
-.136, .114 .370 
.347, .347 .0379 
-.053, -.053 .0023 
-.235, 1.62 .619 
-.0913, .663 .179 
.209, .209 .0193 
-.790, .503 .302 
-.995, -.995 .045 
.881, .881 .0039 
-.155, .588 .1709 
No Study Ava~lable 
No Study Ava~lable 
No Study Ava~lable 
Not Appl~cable 
No Study Ava~lable 
No Study Ava~lable 
Not Aeel~cable 
of Obs. Var 
D's 
.0578 • 771 
.0626 .337 
.033 .113 
.0517 .158 
.073 -.016 
.0425 .299 
.0378 .332 
.045 -.00678 
.338 -.335 
.092 .527 
.0919 .0869 
.052 -.0327 
.0468 .255 
.047 -.0018 
.035 -.0315 
.095 .0755 
C~-SQ Conf~dence 
(X K-1,.os)Interval 
for 2nd 
Order 
Sampl~ng 
Error 95% 
143.17 .120, 1.248 
108.48 .138, .739 
8.84 -.263, .797 
283.6 -1.11, .559 
4.67 -.0034, .379 
72.23 .0179, .745 
19.59 -.1.47, .219 
5.94 .203, .491 
.0136 -.1197, .013 
20.13 -.196, 1.58 
7.78 -.128, .7006 
1.51 .071, .347 
19.35 -.765, .478 
1.92 -1. 29, -.700 
.332 .809, .951 
7.16 -.168, .642 
over Fa~l 
Lap Safe 
Z N 
Value 
Zc=1. 645 
1. 76 127 
152 
1.07 9 
40 
.79 19 
59 
2.28 23 
45 
1.65 1 
39 
20 
1.15 14 
6 
38 
No so 
17 
N 
N 
N 
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different from zero. Even though the confidence interval 
suggests that DSS/GDSS do not always result in higher 
decision quality than manual DSS/GDSS, the fail-safe n shows 
that it is likely that the difference is large enough and 
reliable enough to be of practical significance. The fail-
safe n shows that it would take 127 missing studies with 
null findings that would have to exist to bring the average 
corrected D down from .684 to 0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .497, K = 17, N = 248) than the users of 
manual DSS/GDSS (Table XIV, p. 221) . Although the difference 
in decision quality is moderate, the confidence interval 
includes zero (-.304 to 1.18), suggesting that the 
difference in decision quality between DSS/GDSS and manual 
DSS/GDSS is not significantly different from zero. Even 
though the confidence interval suggests that DSS/GDSS do not 
always result in higher decision quality than manual 
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 152 more missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .497 to 0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are significantly 
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different from each other (overlap z = 1.76 > Zc = 1.645), 
suggesting that those two subsets do affect decision quality 
differently (in published studies, the users of computerized 
DSS/GDSS will have statistically more decision quality than 
the users of computerized DSS/GDSS in unpublished studies 
when both are compared to the users of manual support) . 
I 
4.4.3.3 Decision Time (DSS/GDSS Versus 
No-DSS/GDSS 
In the published studies, the users of computerized 
DSS/GDSS are less efficient in decision time (take more 
decision time) on average (mean corrected D = -1.60, K = 7, 
N = 457) than the users of no-DSS/GDSS (Table XIII, p. 218). 
This is confirmed by the confidence interval which does not 
include zero (-2.27 to -.929), suggesting that the average 
difference in decision time is statistically different from 
zero. In addition to the confidence interval which suggests 
that DSS/GDSS do always result in more decision time than 
no-DSS/GDSS, the fail-safe n shows that it ~s also likely 
that the difference is large enough and reliable enough to 
be of practical significance. The fail-safe n shows that it 
would take 217 missing studies with null findings that would 
have to exist to bring the average corrected D up from -1.60 
to -o.os. 
In the unpublished studies, the users of computerized 
DSS/GDSS are more efficient in decision time (take less 
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decision time) on average (mean corrected D = .1976, K = 13, 
N = 3085) than the users of no-DSSfGDSS (Table XIII, p. 
218) . In addition to the small difference in decision time, 
the confidence interval includes zero (-.574 to .969), 
suggesting that the difference in decision time between 
DSS/GDSS and no-DSS/GDSS is not significantly different from 
zero. Even though the confidence interval suggests that 
DSS/GDSS do not always result in less decision time than no-
DSSfGDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 38 more missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .1976 to 0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are significantly 
different from each other (no overlap), suggesting that 
those two subsets do affect decision time differently (in 
published studies, the users of computerized DSS/GDSS will 
have statistically more decision time than the users of 
computerized DSS/GDSS in unpublished studies when both are 
compared to the users of no-support at all) . 
4.4.3.4 Decision Time (DSS!GDSS Versus 
Manual DSS!GDSS 
In the published studies, the users of computerized 
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DSS/GDSS take less decision time on average (mean corrected 
D = .267, K = 2, N = 248) than the users of manual DSS/GDSS 
(Table XIV, p. 221). Although the difference in the decision 
time is small to moderate, the confidence interval includes 
zero (-.164 to .697), suggesting that the average difference 
in decision time is not statistically different from zero. 
Given the fact that there are only two studies available, 
the fail-safe n shows that it would take 9 missing studies 
with null findings that would have to exist to bring the 
average corrected D down from .267 to o.os. 
In the unpublished studies, the users of computerized 
DSS/GDSS take more decision time on average (mean corrected 
D = -.275, K = 9, N = 721) than the users of manual DSS/GDSS 
(Table XIV, p. 221). Although the difference in decision 
time is small to moderate, the confidence interval includes 
zero (-1.88 to 1.33), suggesting that the d~fference ~n 
decision time between DSS/GDSS and manual DSS/GDSS is not 
significantly different from zero. Even though the 
confidence interval suggests that DSS/GDSS do not always 
result in more decision time than manual DSS/GDSS, the fail-
safe n shows that it is likely that the difference is large 
enough and reliable enough to be of practical significance. 
The fail-safe n shows that it would take 40 more missing 
studies averaging null findings that would have to exist to 
bring the average corrected D up from .275 to -o.os. 
The confidence intervals for second order sampling 
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error of published and unpublished studies are not 
significantly different from each other (overlap Z = 1.07 < 
Zc = 1.645), suggesting that those two subsets do not affect 
decision time differently (in published studies, the users 
of computerized DSS/GDSS will take statistically no less 
decision time than the users of computerized DSS/GDSS in 
unpublished studies when both are compared to the users of 
manual support) . 
4.4.3.5 Depth of Analysis (DSSIGDSS Versus 
No-DSS/GDSS 
In the published studies, the users of computerized 
DSS/GDSS produce more depth of analysis on average (mean 
corrected D = .223, K = 7, N = 449) than the users of no-
DSS/GDSS (Table XIII, p. 218). Although the difference in 
the depth of analysis is small to moderate, the confidence 
interval includes zero (-.459 to .969), suggesting that the 
average difference in depth of analysis is not statist~cally 
different from zero. Even though the confidence interval 
suggests that DSS/GDSS may not always result in higher depth 
of analysis than no-DSS/GDSS, the fail-safe n shows that it 
is likely that the difference is large enough and reliable 
enough to be of practical significance. The fail-safe n 
shows that it would take 24 missing studies with null 
findings that would have to exist to bring the average 
corrected D down from .223 to 0.05. 
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In the unpublished studies, the users of computerized 
DSS/GDSS produce more depth of analysis on average (mean 
corrected D = .283, K = 10, N = 602) than the users of no-
DSS/GDSS (Table XIII, p. 218). Although the difference is 
small to moderate, the confidence interval includes zero 
(-1.04 to 1.568), _suggesting that the difference in depth of 
analysis between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Even though the 
confidence interval suggests that DSS/GDSS may not always 
result in higher depth of analysis than no-DSS/GDSS, the 
fail-safe n shows that it is likely that the difference is 
large enough and reliable enough to be of practical 
significance. The fail-safe n shows that it would take 47 
more missing studies averaging null findings that would have 
to exist to bring the average corrected D down from .283 to 
0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap z = .15 < 
Zc = 1.645), suggesting that those two subsets do not affect 
depth of analysis differently (in published studies, the 
users of computerized DSS/GDSS will have statistically no 
lower depth of analysis than the users of computerized 
DSS/GDSS in unpublished studies when both are compared to 
the users of no-support at all) . 
4.4.3.6 Depth of Analysis (DSSIGDSS Versus 
Manual DSS/GDSS 
229 
In the published studies, the users of computerized 
DSS/GDSS produce more depth of analysis on average (mean 
corrected D = .207, K = 6, N = 34I) than the users of manual 
DSS/GDSS (Table XIV, p. 22I). This is confirmed by the 
confidence interval which does not include zero (.IBB to 
.IBB), suggesting that the average difference in depth of 
analysis is statistically different from zero. In addition 
to the confidence interval which suggests that DSS/GDSS 
always result in more depth of analysis than manual 
DSS/GDSS, the fail-safe n suggests that it would take I9 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .207 to 
0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce more depth of analysis on average (mean 
corrected D = .379, K = 9, N = 879) than the users of manual 
DSS/GDSS (Table XIV, p. 22I). Although the difference in 
depth of analysis is moderate, the confidence interval 
includes zero (-.336 to I.06), suggesting that the 
difference in depth of analysis between DSS/GDSS and manual 
DSS/GDSS is not significantly different from zero. Even 
though the confidence interval suggests that DSS/GDSS do not 
always result in more depth of analysis than manual 
DSSjGDSS, the fail-safe n shows that it is likely that the 
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difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 59 more missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .379 to 0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap Z = .79 < 
Zc = 1.645), suggesting that those two subsets do not affect 
depth of analysis differently (in published studies, the 
users of computerized DSS/GDSS produce statistically no less 
depth of analysis than the us~rs of computerized DSS/GDSS in 
unpublished studies, when both are compared to the users of 
manual support). 
4.4.3.7 Decision Confidence (DSSIGDSS Versus 
No-DSSIGDSS 
In the published studies, the users of computerized 
DSS/GDSS have more decision confidence on average (mean 
corrected P = .2598, K = 10, N = 602) than the users of no-
DSS/GDSS (Table XIII, p. 218). Although the difference in 
decision confidence is small to moderate, the confidence 
interval includes zero (-.681 to 1.20), suggesting that the 
average difference in decision confidence is not 
statistically different from zero. Even though the 
confidence interval suggests that DSS/GDSS may not always 
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result in higher decision confidence than no-DSS/GDSS, the 
fail-safe n shows that it is likely that the difference is 
large enough and reliable enough to be of practical 
significance. The fail-safe n shows that it would take 42 
missing studies with null findings that would have to exist 
to bring the average corrected D down from .2598 to 0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS have no different decision confidence on average 
(mean corrected D = -.053, K = 6, N = 362) from the users of 
no-DSS/GDSS (Table XIII, p. 2~8). This is confirmed by the 
confidence interval which includes zero (-.42~ to .320), 
suggesting that the difference in decision confidence 
between DSS/GDSS and no-DSS/GDSS is not significantly 
different from zero. In addition to the confidence interval 
which suggests that DSS/GDSS may not result in higher 
decision confidence than no-DSS/GDSS, the fail-safe n shows 
that it would take one more missing study with null finding 
(i.e., d = OJ that would have to exist to bring the average 
corrected D up from -.053 to -0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap Z = .92 < 
Zc = ~.645), suggesting that those two subsets do not affect 
decision confidence differently (in published studies, the 
users of computerized DSS/GDSS have statistically no higher 
decision confidence than the users of computerized DSS/GDSS 
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in unpublished studies, when both are compared to the users 
of no-support at all) . 
4.4.3.8 Decision Confidence (DSS/GDSS Versus 
Manual DSS/GDSS 
In the published studies, the users of computerized 
DSS/GDSS produce less decision confidence on average (mean 
corrected D = -.623, K = 2, N = 226) than the users of 
manual DSS/GDSS (Table XIV, p. 221). Although the difference 
in decision confidence is large, the confidence interval 
includes zero (-1.36 to .114), suggesting that the 
difference in decision confidence between DSS/GDSS and 
manual DSS/GDSS is not significantly different from zero. 
Even though the confidence interval suggests that DSS/GDSS 
do not always result in less decision confidence than manual 
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 23 more missing studies (in addition to the two 
available studies) averaging null findings that would have 
to exist to bring the average corrected D up from -.623 to 
-0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce more decision confidence on average (mean 
corrected D = .374, K = 7, N = 650) than the users of manual 
DSS/GDSS (Table XIV, p. 221) • This is confirmed by the 
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confidence interval which does not include zero (.347 to 
.347), suggesting that the average difference in decision 
confidence is statistically different from zero. In addition 
to the confidence interval which suggests that DSS/GDSS 
always result in more decision confidence than manual 
DSS/GDSS, the fail-safe n suggests that it would take 45 
missing studies with null findings that would have to exist 
to bring the average corrected D down from .374 to 0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are 
significantly different from each other (overlap z = 2.28 > 
Zc = 1.645), suggesting that those two subsets do affect 
decision confidence differently (in published studies, the 
users of computerized DSS/GDSS produce statistically less 
decision confidence than the users of computerized DSS/GDSS 
in unpublished studies, when both are compared to the users 
of manual support). 
4.4.3.9 Satisfaction With Decision Process (DSS/GDSS 
Versus No-DSS/GDSS 
In the published studies, the users of computerized 
DSS/GDSS have no more satisfaction with decision process on 
average (mean corrected D = .045, K = 4, N = 362) than the 
users of no-DSS/GDSS (Table XIII, p. 218) . This is confirmed 
by the confidence interval which includes zero (-.424 to 
.507), suggesting that the average difference in 
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satisfaction with decision process is not statistically 
different from zero. In addition to the confidence interval 
which suggests that DSS/GDSS may not always result in higher 
satisfaction with decision process than no-DSS/GDSS, the 
fail-safe n shows that it is likely that the difference is 
small enough to be of no practical significance. The fail-
safe n shows that it would take no more missing studies with 
null findings that would have to exist to bring the average 
corrected D to 0.05, since the average corrected D is 
already below 0.05. 
In the unpublished studies, the users of computerized 
DSSjGDSS have less satisfaction with decis~on process on 
average (mean corrected D = -.305, K = 9, N = 638) than the 
users of no-DSS/GDSS (Table XIII, p. 218). Although the 
difference in satisfaction with decision process is 
moderate, the confidence interval which includes zero (-1.34 
to .735), suggesting that the difference in satisfaction 
with decision process between DSS/GDSS and no-DSS/GDSS is 
not significantly different from zero. Even though the 
confidence interval suggests that DSS/GDSS may not always 
result in less satisfaction with decision process than no-
DSS/GDSS, the fa~l-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 46 more missing studies averaging null findings that 
would have to exist to bring the average corrected D up from 
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-.305 to -0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap Z = .75 < 
Zc = 2.645), suggesting that those two subsets do not affect 
satisfaction with decision process differently (in published 
studies, the users of computerized DSS/GDSS have 
statistically no higher satisfaction with decision process 
than the users of computerized DSS/GDSS in unpublished 
studies, when both are compared to the users of no-support 
at all). 
4.4.3.20 Satisfaction With Decision Process (DSSIGDSS 
Versus Manual DSS!GDSS 
In the published studies, the users of computerized 
DSS/GDSS have no more satisfaction with decision process on 
average (mean corrected D = -.058, K = 2, N = 28) than the 
users of manual DSS/GDSS (Table XIV, p. 222), since the mean 
corrected D is very small and not far from zero. Although 
the confidence interval does not include zero (-.058 to 
-.058), suggesting that the average difference in 
satisfaction with decision process is different from zero, 
the magnitude of the average corrected D is too small to be 
of any significant effect. The fail-safe n suggests that 2t 
would take only one more missing study with null finding 
(i.e., d = 0) that would have to exist to bring the average 
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corrected D up from -.058 to -0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce more satisfaction with decision process on 
average (mean corrected D = .694, K = 3, N = 144) than the 
users of manual DSS/GDSS (Table XIV, p. 221). Although the 
difference in satisfaction with decision process is large, 
the confidence interval includes zero (-.235 to 1.62), 
suggesting that the difference in satisfaction with decision 
process between DSS/GDSS and manual DSS/GDSS is not 
significantly different from zero. Even though the 
confidence interval suggests that DSS/GDSS do not always 
result in more satisfaction with decision process than 
manual DSS/GDSS, the fail-safe n shows that it is likely 
that the difference is large enough and reliable enough to 
be of practical significance. The fail-safe n shows that it 
would take 39 more missing studies averaging null findings 
that would have to exist to bring the average corrected D 
down from .694 to 0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are 
significantly different from each other (overlap Z = 1.65 > 
Zc = 1.645), suggesting that those two subsets do affect 
satisfaction with decision process differently (in published 
studies, the users of computerized DSS/GDSS have 
statistically less satisfaction with decision process than 
the users of computerized DSS/GDSS in unpublished studies, 
237 
when both are compared to the users of manual support) . 
4.4.3.~~ Satisfaction With Decision Outcome (DSS!GDSS 
Versus Manual DSSIGDSS 
There is only one published study available that 
investigates the satisfaction with decision outcome, across 
DSS/GDSS and no-DSS/GDSS (Table XIV, p. 22~) . The study 
shows that the users of computerized DSS/GDSS have less 
satisfaction with decision outcome than the users of manual 
DSS/GDSS (d = -.3499, N = ~88). 
In the unpublished studies, the users of computerized 
DSS/GDSS produce more satisfaction with decision outcome on 
average (mean corrected D = .286, K = 4, N = ~84) than the 
users of manual DSS/GDSS (Table XIV, p. 22~). Although, the 
difference in satisfaction with decision outcome is small to 
moderate, the confidence interval includes zero (-.09~3 to 
.663), suggesting that the average difference in 
satisfaction with decision outcome is not statistically 
different from zero. Even though the confidence interval 
suggests that DSS/GDSS may not always result in more 
satisfaction with decision outcome than manual DSS/GDSS, the 
fail-safe n suggests that it would take 20 more missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .286 to o.os. 
Although there is a large difference in the 
satisfaction with decision outcome between published and 
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unpublished studies across computerized DSS/GDSS and manual 
DSS/GDSS (i.e., when compared to manual DSS/GDSS, the users 
of DSS/GDSS in published studies produce less satisfaction 
with decision outcome than the users of DSS/GDSS in 
unpublished studies), there is no way to confirm that the 
difference is statistically significant, since there is only 
one study in the subset of published studies. 
4.4.3.12 Equality of Participation (DSS!GDSS Versus 
No-DSSIGDSS 
In the published studies, the users of computerized 
DSS/GDSS produce more equality of participation on average 
(mean corrected D = .250, K = 5, N = 441) than the users of 
no-DSS/GDSS (Table XIII, p. 218). Although the difference in 
the equality of participation is small to moderate, the 
confidence interval includes zero (-.444 to .887), 
suggesting that the average difference in equality of 
' participation is not statistically different from zero. Even 
though the confidence interval suggests that DSS/GDSS may 
not always result in higher equality of participation than 
no-DSS/GDSS, the fail-safe n shows that it is likely that 
the difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 20 missing studies with null f~ndings that would have 
to exist to bring the average corrected D down from .250 to 
0.05. 
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In the unpublished studies, the users of computerized 
DSS/GDSS produce more equality of participation on average 
(mean corrected D = 1.73, K = 11, N = 697) than the users of 
no-DSS/GDSS (Table XIII, p. 218) . Although the difference is 
very large, the confidence interval includes zero (-.631 to 
3.78), suggesting that the difference in equality of 
participation between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Even though the 
confidence interval suggests that DSS/GDSS may not always 
result in higher equality of participation than no-DSS/GDSS, 
the fail-safe n shows that it is likely that the difference 
is large enough and reliable enough to be of practical 
significance. The fail-safe n shows that it would take 370 
more missing studies averaging null findings that would have 
to exist to bring the average corrected D down from 1.73 to 
0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are significantly 
different from each other (overlap Z = 2.53 > Zc = 1.645), 
suggesting that those two subsets do affect equality of 
participation differently (in published studies, the users 
of computerized DSS/GDSS have statistically less equality of 
participation than the users of computerized DSS/GDSS in 
unpublished studies, when both are compared to the users of 
no-support at all) . 
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4.4.3.13 Equality of Participation (DSSIGDSS Versus 
Manual DSS!GDSS 
In the published studies, the users of computerized 
DSS/GDSS produce more equality of participation on average 
(mean corrected D = .230, K = 4, N = 314) than the users of 
manual DSS/GDSS (Table XIV, p. 221). This is confirmed by 
the confidence interval which does not include zero (.209 to 
.209), suggesting that the average difference in equality of 
participation is statistically different from zero. In 
addition to the confidence interval which suggests that 
DSS/GDSS always result in more equality of participation 
than manual DSS/GDSS, the fail-safe n suggests that it would 
take 14 more missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .230 to 0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce less equality of participation on average 
(mean corrected D = -.143, K = 3, N = 263) than the users of 
manual DSS/GDSS (Table XIV, p. 221) . In addition to the 
small difference in equality of participation, the 
confidence interval includes zero (-.790 to .503), 
suggesting that the difference in equality of participation 
between DSS/GDSS and manual DSS/GDSS is not significantly 
different from zero. Beside the confidence interval which 
suggests that DSS/GDSS do not always result in less equality 
of participation than manual DSS/GDSS, the fail-safe n shows 
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that it is likely that the difference is small enough to be 
of no practical significance. The fail-safe n shows that it 
would take only 6 more missing studies averaging null 
findings that would have to exist to bring the average 
corrected D up from -.143 to -0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap z = 1.15 < 
Zc = 1.645), suggesting that those two subsets do not affect 
equality of participation differently (in published studies, 
the users of computerized DSS/GDSS have statistically no 
more equality of participation than the users of 
computerized DSS/GDSS in unpublished studies, when both are 
compared to the users of manual support) . 
4.4.3.14 Degree of Decision Consensus DSS/GDSS 
Versus No-DSS!GDSS 
In the published studies, the users of computerized 
DSS/GDSS produce more degree of decision consensus on 
average (mean corrected D = -.212, K = 5, N = 410) than the 
users of no-DSS/GDSS (Table XIII, p. 218). Although the 
difference in the degree of decision consensus is small to 
moderate, the confidence interval includes zero (-1.05 to 
.651), suggesting that the average difference in degree of 
decision consensus is not statistically different from zero. 
Even though the confidence interval suggests that DSS/GDSS 
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may not always result in lower degree of decision consensus 
than no-DSS/GDSS, the fail-safe n shows that it would take 
I6 missing studies with null findings that would have to 
exist to bring the average corrected D up from -.2I2 to 
-0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce lower degree of decision consensus on 
average (mean corrected D = -.847, K = 9, N = 635) than the 
users of no-DSS/GDSS (Table XIII, p. 2I8). Although the 
difference is large, the confidence interval includes zero 
(-2.I2 to .422), suggesting that the difference in degree of 
decision consensus between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Even though the 
confidence interval suggests that DSS/GDSS may not always 
result in lower degree of decision consensus than no-
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that ~t would 
take I43 missing studies averaging null findings that would 
have to exist ~o bring the average corrected D up from -.847 
to -0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap Z = I.37 < 
Zc = I.645), suggesting that those two subsets do not affect 
degree of decision consensus differently (in published 
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studies, the users of computerized DSS/GDSS have 
statistically no higher degree of decision consensus than 
the users of computerized DSS/GDSS in unpublished studies, 
when both are compared to the users of no-support at all) . 
4.4o3o25 Degree of Decision Consensus (DSS!GDSS 
Versus Manual DSS!GDSS 
There is only one published study available that 
investigates the degree of decision consensus, across 
DSSfGDSS and manual DSS/GDSS (Table XIV, p. 222)o The study 
shows that the users of computerized DSS/GDSS have less 
degree of decision consensus than the users of manual 
DSS/GDSS (d = -.5386, N = 288) o 
In the unpublished studies, the users of computerized 
DSS/GDSS produce lower degree of decision consensus on 
average (mean corrected D = -o995, K = 2, N = 195) than the 
users of manual DSSfGDSS (Table XIV, po 222) o This large 
difference in degree of decision consensus is confirmed by 
the confidence interval which does not include zero (-o995 
to -.995), suggesting that the average difference in degree 
of decision consensus is statistically different from zero. 
In addition to the confidence interval which suggests that 
DSS/GDSS always result in lower degree of decision consensus 
than manual DSSfGDSS, the fail-safe n suggests that it would 
take 38 missing studies averaging null findings that would 
have to exist to bring the average corrected D up from -o995 
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to -0.05. 
~though there is a large difference in the degree of 
decision consensus between published and unpublished studies 
across computerized DSS/GDSS and manual DSS/GDSS (i.e., when 
compared to manual DSS/GDSS, the users of DSS/GDSS in 
published studies produce higher degree of decision 
consensus than the users of DSS/GDSS in unpublished 
studies), there is no way to confirm that the difference is 
statistically significant, since there is only one study in 
the subset of published studies. 
4.4.3.16 Satisfaction Toward the System DSS!GDSS 
Versus No-DSSIGDSS 
In the published studies, the users of computerized 
DSS/GDSS have more satisfaction toward the system on average 
(mean corrected D = .524, K = 3, N = 518) than the users of 
no-DSS/GDSS (Table XIII, p. 218). ~though the difference in 
the satisfaction toward the system is moderate, the 
confidence interval includes zero (-.440 to 1.415), 
suggesting that the average difference in satisfaction 
toward the system is not statistically different from zero. 
Even though the confidence interval suggests that DSS/GDSS 
may not always result in higher satisfaction toward the 
system than no-DSS/GDSS, the fail-safe n shows that it would 
take 28 missing studies with null findings that would have 
to exist to bring the average corrected D down from .524 to 
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0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce higher satisfaction toward the system on 
average (mean corrected D = .228, K = 3, N = 196) than the 
users of no-DSS/GDSS (Table XIII, p. 218). Although the 
difference in satisfaction toward the system is small to 
moderate, the confidence interval includes zero (-.773 to 
1.193), suggesting that the difference in satisfaction 
toward the system between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. The fail-safe n shows 
that it would take 11 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .228 to 0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap z = .47 < 
Zc = 1.645), suggesting that those two subsets do not affect 
satisfaction toward the system differently (in published 
studies, the users of computerized DSS/GDSS have 
statistically no higher satisfaction toward the system than 
the users of computerized DSS/GDSS in unpublished studies, 
when both are compared to the users of no-support at all) . 
4.4.3.17 Satisfaction Toward the System (DSSIGDSS 
Versus Manual DSS/GDSS 
In the published studies, the users of computerized 
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DSS/GDSS produce more satisfaction toward the system on 
average (mean corrected D = .881, K = 3, N = 378) than the 
users of manual DSS/GDSS (Table XIV, p. 221) . This is 
confirmed by the confidence interval which does not include 
zero (.881 to .881), suggesting that the average difference 
in satisfaction toward the system is statistically different 
from zero. In addition to the confidence interval which 
suggests that DSS/GDSS always result in more satisfaction 
toward the system than manual DSS/GDSS, the fail-safe n 
suggests that it would take 50 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .881 to 0.05. 
In the unpublished studies, the users of computerized 
DSS/GDSS produce higher satisfaction toward the system on 
average (mean corrected D = .265, K = 4, N = 177) than the 
users of manual DSS/GDSS (Table XIV, p. 221). Although the 
difference in satisfaction toward the system is small to 
moderate, the conf~dence interval includes zero (-.790 to 
.503), suggesting that the difference in satisfaction toward 
the system between DSS/GDSS and manual DSS/GDSS is not 
significantly different from zero. However, despite the 
confidence interval which suggests that DSS/GDSS do not 
always result in less satisfaction toward the system than 
manual DSS/GDSS, the fail-safe n shows that it would take 17 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .265 to 
247 
0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are 
significantly different from each other (no overlap), 
suggesting that those two subsets do affect satisfaction 
toward the system differently (in published studies, the 
users of computerized DSS/GDSS have statistically higher 
satisfaction toward the system than the users of 
computerized DSS/GDSS in unpublished studies, when both are 
compared to the users of manual support). 
4.4.3.18 Degree of Uninhibited Behavior DSSIGDSS 
Versus No-DSS!GDSS 
In the published studies, the users of computerized 
DSS/GDSS have no higher degree of uninhibited behavior on 
average (mean corrected D = .019, K = 4, N = 240) than the 
users of no-DSS/GDSS (Table XIII, p. 218). In addition to 
the fact that the difference in the degree of uninhibited 
behavior is close to zero, the confidence interval includes 
zero (-.081 to .119), suggesting that the average difference 
in degree of uninhibited behavior is not statistically 
different from zero. Moreover, the fail-safe n shows that it 
would no more missing studies with n~ll findings that would 
have to exist to bring the average corrected D down to 0.05, 
since the average corrected D is already below that value. 
In the unpublished studies, the users of computerized 
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DSS/GDSS produce higher degree of uninhibited behavior on 
average (mean corrected D = .620, K = 2, N = 87) than the 
users of no-DSS/GDSS (Table XIII, p. 218). The large 
difference in satisfaction toward the system is confirmed by 
the confidence interval which does not include zero (.621 to 
.621), suggesting that the difference in degree of 
uninhibited behavior between DSS/GDSS and no-DSS/GDSS is 
significantly different from zero. Given the fact that there 
are only two available studies, the fail-safe n shows that 
it would take 23 missing studies averaging null findings 
that would have to exist to bring the average corrected D 
down from .620 to 0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are significantly 
different from each other (no overlap), suggesting that 
those two subsets do affect degree of uninhibited behavior 
differently (in published studies, the users of computerized 
DSS/GDSS have statistically lower degree of uninhibited 
behavior than the users of computerized DSS/GDSS in 
unpublished studies, when both are compared to the users of 
no-support at all). 
4.4.3.19 Amount of Communication (DSSIGDSS 
Versus No-DSS/GDSS 
In the published studies, the users of computerized 
DSS/GDSS produce less communication on average (mean 
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corrected D = -1.34, K = 3, N = 130) than the users of no-
DSS/GDSS (Table XIII, p. 218). Although the confidence 
interval includes zero (-2.63 to .085), more than 97% of the 
interval is above zero, suggesting that the average 
difference in amount of communication is statistically 
different from zero. In addition to the confidence interval 
which suggests that DSS/GDSS usually result in less 
communication than no-DSS/GDSS, the fail-safe n shows that 
it would take 77 missing studies with null findings that 
would have to exist to bring the average corrected D up from 
-1.34 to -0.05.' 
In the unpublished studies, the users of computerized 
DSS/GDSS produce less communication on average (mean 
corrected D = -.228, K = 2, N = 180) than the users of no-
DSS/GDSS (Table XIII, p. 218). Although the difference in 
satisfaction toward the system is small to moderate, the 
confidence interval includes zero (-.577 to .121), 
suggesting that the difference in amount of communication 
between DSS/GDSS and no-DSS/GDSS is not significantly 
different from zero! The fail-safe n shows that ~t would 
take only 7 missing studies averaging null findings that 
would have to exist to bring the average corrected D up from 
-.228 to -0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap Z = 1.62 < 
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Zc = 1.645), suggesting that those two subsets do not affect 
amount of communication differently (in published studies, 
the users of computerized DSS/GDSS have statistically no 
less communication than the users of computerized DSS/GDSS 
in unpublished studies, when both are compared to the users 
of no-support at all). 
4.4.3.20 Rate of Decision Improvement (DSS!GDSS 
Versus No-DSS!GDSS 
In the published studies, the users of computerized 
DSS/GDSS produce higher rate of decision improvement on 
average (mean corrected D = .701~ K = 5, N = 669) than the 
users of no-DSS/GDSS (Table XIII, p. 218). The large 
difference in rate of decision improvement is confirmed by 
the confidence interval which does not include zero (.469 to 
.933), suggesting that the average difference in rate of 
decision improvement is not statistically different from 
zero. Even though the confidence interval suggests that 
DSS/GDSS may not always result in higher rate of decision 
improvement than no-DSS/GDSS, the fail-safe n shows that it 
is likely that the difference is large enough ana reliable 
enough to be of practical significance. The fail-safe n 
shows that it would take 65 missing studies with null 
findings that would have to exist to bring the average 
corrected D down from .701 to 0.05. 
In the unpublished studies, the users of computerized 
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DSS/GDSS produce higher rate of decision improvement on 
average (mean corrected D = .367, K = 3, N = 276) than the 
users of no-DSS/GDSS (Table XIII, p. 218). Although the 
difference in satisfaction toward the system is moderate, 
the confidence interval includes zero (-.930 to 1.51), 
suggesting that the difference in rate of decision 
improvement between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Given the fact that there 
are only three available studies, the fail-safe n shows that 
it would take 19 missing studies averaging null findings 
that would have to exist to bring the average corrected D 
down from .367 to 0.05. 
The confidence intervals for second order sampling 
error of published and unpublished studies are not 
significantly different from each other (overlap Z = .58 < 
Zc = 1.645), suggesting that those two subsets do not affect 
rate of decision improvement differently (in published 
studies, the users of computerized DSS/GDSS have 
statistically no higher rate of decision improvement than 
the users of computerized DSS/GDSS in unpublished studies, 
when both are compared to the users of no-support at all). 
4.4.4 Subject Type 
In this section, the moderator variable is tested by 
splitting the available studies for each dependent measure 
(i.e., decision quality) into studies that use students as 
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users, studies that use actual users (i.e., managers), or 
the studies that use mixed subjects (i.e., students and 
actual users) • For each dependent variable, the moderator 
variable is tested under two different independent variables 
(computerized decision aids versus no decision aids, and 
computerized decision aids versus manual decision aids) . 
Some dependent variables are not applicable under the 
current moderator variable (Tables XV and XVI, pp. 253, 
257), because the population is homogeneous, there are only 
two or fewer studies available, or because all the stud~es 
lie in one side of the moderator's subsets (i.e., all the 
available studies use students as their subjects). 
4.4.4.1 Decision Quality (DSS!GDSS 
Versus No-DSSIGDSS 
In the studies that use students~ the users of 
computerized DSS/GDSS produce slightly higher quality 
decisions on average (mean corrected D = .0726, K = 27, N = 
1781) than the users of no-DSS/GDSS (Table XV). In addition 
to the small difference in decision quality which is close 
to zero, the confidence interval includes zero (-.672 to 
.805), suggesting that the average difference in decision 
quality is not statistically different from zero. The fa~l­
safe n shows that it would take 12 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .0726 to 0.05. 
TABLE XV 
THE EFFECTS OF THE MODERATOR VARIABLE OF SUBJECT 
TYPE USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Var~ables No. Total Mean SD of Cred:L.bLl~ty % Var Mean Mean 
of N Cor- Cor- Intervals due to Uncor- SQR 
D's rected rected (80%) SamplLng rected Ryy 
D's D's Error D's 
Dec~sion Qual~ty-students 27 1781 .0726 .627 -.731, .876 15.82 .067 .919 
Actual Users 16 3665 .516 .273 .166, .866 20.54 .5009 .970 
Dec~s~on T~me-Students 16 1097 -1.124 .723 -2.05, -.198 11.74 -1.124 1 
Actual Users 4 2445 .4544 .1717 .2346, .674 18.59 .4544 1 
Depth of Analys~s-Students 15 932 .153 .883 -.978, 1.28 9.64 .1367 .895 
Actual Users 2 119 .8196 .917 -.354, 1.99 8.23 .8196 1 
Dec~s:L.on Conf~dence-Students 8 795 -.048 .582 -.793, .697 10.82 -.048 1 
Actual Users 8 404 .619 .593 -1. 40, 1.38 21.34 .558 .949 
Sat~sfact~on W/DeCLS:L.On Process-stu. 9 620 -.387 .839 -1.46, .686 7.97 -.387 1 
Actual Users 4 608 .124 .199 -.131, .379 43.57 .115 .932 
Sat~sfact:L.on w/Dec:L.s~on Outcome Not Appl~cable 
Equal~ty of Part~c:L.pat~on-Students 15 1078 1.23 1. 74 -.994, 3.45 2.67 1.105 .898 
Actual Users 1 60 d :: .0545 
Degree of Dec~s:L.on Consensus-Stu 11 835 -.754 1.01 -2.04, .535 5.93 -. 715 .948 
Actual Users 3 210 -.111 .644 -.936, .714 12.42 -.111 1 
Sat~sfact:L.on Toward System-Students 1 60 d = .0924 
Actual Users 5 654 .492 .827 -.566, 1.55 5.12 .457 .929 
Degree of Dec~s:L.on Cons~stency Not Appl~cable 
Amount of DLSCUSS~On Confl~ct Not ApplLcable 
Degree of Un~nh~b~ted Behav:L.or Not Applicable 
Amount of Commun~cat:L.on-Students 3 130 -1.34 1.12 -2.77, .0901 9.40 -1.27 .949 
Actual Users 2 180 -.228 .273 -.577, .121 38.09 -.228 1 
Rate of Dec~s~on Improvement-Stu 3 296 .059 .762 -.917, 1.03 6.65 .059 1 
Actual Users 5 649 1.03 .199 .774, 1.28 57.39 .8197 .797 
Degree of Group Cohes:L.veness Not Appl~cable 
Amount of Task-Or~ented Behav~or Not A:Q:Ql~cable 
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TABLE XV (CONTINUED) 
THE EFFECTS OF THE MODERATOR V ARI.ABLE OF SUBJECT 
TYPE USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Variables Conf1.dence Var of Sampling Res- Chf-SQ Confidence Over Fail 
Intervals Obs D's Error 1.dual (X K-1,.05) Interval for Lap Safe 
(80%) of Obs. var 2nd Order z N 
D's Sampling Value 
Error (95%) Zc=l.645 
Dec1.s1.on Qual1.ty-Students -.672, .805 .396 .0626 .333 170.67 -.170, .304 No 12 
Actual Users .1616, .840 .0885 .0182 .0703 77.89 .355, .6467 149 
Dec1.s1.on Tl.me-Students -2.05, -.198 .593 .069 .523 136.28 -1. so, -.747 No 34 
Actual Users .2346, .674 .0362 .0067 .0295 21.5 .268, .6409 32 
Depth of Analys1.s-students -.875, 1.149 .692 .0667 .625 155.56 -.284, .558 .94 31 
Actual Users -.354, 1.99 .916 .075 .871 24.29 -.507, 2.15 31 
Dec1.s1.on Confl.dence-students -.793, .697 .379 .041 .339 73.92 -.475, .379 2 .13 DJc.<Dc 
Actual Users -.133, 1.31 .404 .0861 .3177 37.53 .148, 1.03 91 
Sat1.sfact1.on w/Dec1.s1.on Process -1. 46, .686 .765 .061 .704 112.9 -.959, .184 1.61 61 
Actual Users -.122, .354 .061 .0267 .0346 9.18 -.127, .358 6 
sat1.sfact1.on w/Decl.sl.on Outcome Not Appl1.cable 
Equal1.ty of Partic1.pat1.on-Students -.893, 3.10 2.504 .066 2.34 569 .304, 1.906 354 
Degree of Dec1.s1.on Consensus-Stu -.194, .508 .970 .057 .913 185.3 -1.297, -.133 1.29 155 
Actual Users -.936, .714 .474 .0589 .415 24.15 -.89, .668 4 
Sat1.s. To System-Actual Users -.526, 1.44 .622 .032 .590 97.63 -.234, 1.15 44 
Degree of Dec1.s1.on Cons1.stency Not Appl1.cable 
Amount of D1.scuss1.on Confl1.ct Not Applicable 
Degree of Un1.nh1.b1.ted Behav1.or Not Appl1.cable 
Amount of Commun1.cat1.on-students -2.63, .085 1.23 .116 1.12 31.91 -2.53, -.0111 1.62 77 
Actual Users -.577, .121 .120 .0457 .0744 5.25 -.708, .252 7 
Rate of Dec1.s1.on Improvement-Stu -.917, 1.03 .623 .0414 .581 45.12 -.834, .952 2.07 1 
Actual Users .616, 1.02 .059 .034 .025 8.71 .606, 1.03 98 
Degree of Group Cohes1.veness Not Appl1.cable 
Amount of Task-Or1.ented Behav1.or Not Appl1.cable 
~ 
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In the studies that use actual users, the users of 
computerized DSS/GDSS produce higher quality decisions on 
average (mean corrected D = .516, K = 16, N = 3665) than the 
users of no-DSS/GDSS (Table XV, p. 253) . In addition to the 
fact that the difference in decision quality is moderate, 
the confidence interval does not include zero (.1616 to 
.840), suggesting that the difference in decision quality 
between DSS/GDSS and no-DSS/GDSS is significantly different 
from zero. Moreover, the fail-safe n shows that it would 
take 149 missing studies averaging null findings that would 
have to exist to bring the aver~ge corrected D down from 
.516 to 0.05. 
The confidence intervals for second order sampling 
error of students• subset and actual users• subset are 
significantly different from each other (no overlap), 
suggesting that those two subsets do affect decision quality 
differently (in studies that use students, the users of 
computerized DSS/GDSS have statistically lower quality 
decisions than the users of computerized DSS/GDSS in studies 
that use actual users, when both are compared to the users 
of no-support at all) . 
4.4.4.2 Decision Quality (DSS!GDSS 
Versus Manual DSS/GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS produce higher quality decisions on 
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average (mean corrected D = .317, K = 12, N = 788) than the 
users of manual DSS/GDSS (Table XVI). Although the 
difference in decision quality is relatively moderate, the 
confidence interval includes zero (-.242 to .802), 
suggesting that the average difference in decision quality 
is not statistically different from zero. Even though, the 
confidence interval suggests that computerized DSS/GDSS may 
not always result in higher quality decisions than manual 
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 64 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
.317 to 0.05. 
In the studies that use actual users, the users of 
computerized DSS/GDSS also produce higher quality decisions 
on average (mean corrected D = .620, K = 12, N = 983) than 
the users of manual DSS/GDSS (Table XVI, p. 257). Although 
the difference in decision quality is large, the confidence 
interval includes zero (-.407 to 1.648), suggesting that the 
difference in decision quality between DSS/GDSS and manual 
DSS/GDSS is not significantly different from zero. Even 
though, the confidence interval suggests that computerized 
DSS/GDSS may not always result in higher quality decisions 
than manual DSS/GDSS, the fail-safe n shows that it would 
take 137 missing studies averaging null findings that would 
TABLE XVI 
THE EFFECTS OF THE MODERATOR VARIABLE OF SUBJECT 
TYPE USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Var~ables No. Total Mean SD of Cred~b~l~ty 
of N Cor- Cor- Intervals 
D's rected rected (80\) 
D's D's 
Decis~on Qual~ty-Students 12 788 .317 .462 -.274, .909 
Actual Users 12 983 .620 .803 -.407, 1.648 
M~xed 3 128 1.47 .665 • 616, 2.32 
Dec~s~on T~me-Students 6 402 .317 1.37 -1. 44, 2.07 
Actual Users 5 567 -.457 .751 -1.42, .504 
Depth of Analys~s-Students 9 633 .270 .570 -.459, 1.00 
Actual Users 4 507 .251 0 .251, .251 
\ Var 
due to 
Sampl~ng 
Error 
27.61 
7.53 
22.03 
3.198 
6.13 
16.48 
100.99 
M~xed 2 80 1.302 0 1. 3021 1.302 17131.8 
Dec~s~on Conf~dence-students 3 301 -.415 .713 -1. 33, .498 8.64 
Actual Users 3 457 .289 0 .289, .289 193.14 
M~xed 3 118 .582 0 .582, .582 1035.8 
Sat~sfact~on w/Dec~s~on Process 3 144 .694 .726 -.235, 1.62 14.90 
Actual Users 2 28 -.058 0 -.058, -.058 14715 
sat~sfact~on wfDec~s~on Outcome 4 332 -.133 .273 -.482, .216 39.96 
Actual Users 1 40 d = • 7747 
Equal~ty of Part~c~pat~on-Students 5 549 .038 .423 -.5036, .5806 20.09 
Actual Users 2 28 .311 0 .311, .311 53432 
Degree of Dec~s~on Consensus Not Appl~cable 
Sat~sfact~on Toward the System 4 177 .265 .307 -.129, .658 55.83 
Actual Users 3 378 .881 0 .881, .881 903.5 
Degree of Dec~s~on cons~stency No Study Ava~lable 
Amount of D~scuss~on confl~ct No study Ava~lable 
Degree of Un~nh~b~ted Behav~or No Study Ava~lable 
Amount of Commun~cat~on Not Appl~cable 
Rate of Dec~s~on Improvement No Study Available 
Degree of Group Cohes~veness No Study Ava~lable 
Amount of Task-Oriented Behav~or Not Appl~cable 
Mean Mean 
Uncor- SQR 
rected Ryy 
D's 
.279 .882 
.620 1 
1.47 1 
.317 1 
-.457 1 
.259 .959 
.227 .905 
1.302 1 
-.385 .927 
.289 1 
.582 2 
.694 1 
-.053 .911 
-.133 1 
.0349 .907 
• 311 1 
.237 .894 
.881 1 
N 
"' ""' 
TABLE XVI (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF SUBJECT 
TYPE USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Var~ables Conf~dence - Var of Samp- Res- Cht-SQ Conf~dence Over 
Intervals Obs D's ling ~dual (XK-1,.os)Interval for Lap 
(80%) Error Var 2nd Order z 
of Obs samph.ng Value 
D's Error(95%) Zc=1. 645 
Dec1s~on Qual~ty-students -.242, .802 .229 .0634 .166 43.46 .0085, .351 SA=1.09 
Actual Users -.407, 1.648 .697 .0524 .644 159.38 .148, 1.09 AM=l. 71 
M~xed .616, 2.32 .567 .125 .442 13.62 .614, 2.32 SM=2.53 
Dec~s~on T~me-Students -1.44, 2.07 1.95 .062 1.886 187.6 -.800, 1.43 1.16 
Actual Users -1.42, .504 .601 .037 .564 81.53 -1.14, .222 
Depth of Analys~s-students -.441, .959 .358 .059 .299 54.61 -.132, .650 SA= .09 
Actual Users .227, .227 .0319 .032 -.00032 3.96 .052, .402 AM=No 
M~xed 1. 302, 1.302 .00074 .1278 .1270 1.167 1.36, 1.34 SM=No 
Dec~s~on COnf~dence-Students -1.23, .462 .479 .0414 .438 34.69 -1.17, .398 SA=1.74 
Actual Users .589, .589 .0139 .0269 -.013 1.55 .115, .422 AM=No 
M~xed .582, .582 .0108 .112 -.101 .289 .464, .699 SM=No 
Sat~sfact~on w/Dec Process-Students -.235, 1.62 .619 .092 .527 20.13 -.196, 1.58 1.65 
Actual Users -.053, -.053 .0023 .338 -.335 .0136 -.1197, .013 
Sat~sfact~on w/Dec Outcome-Students -4.82, .216 .124 .049 .0744 10.01 -.478, .212 
Equal~ty of Part~c~pat~on-students -.457, .526 .1847 .0371 .1476 24.88 -.342, .4117 1.41 
Actual Users .311, .311 .00064 .3417 .341 3.74 .276, .346 
Degree of Dec~s~on Consensus Not Appl~cable 
Sat~sfact~on Toward the System -.115, .588 .1709 .095 .0755 7.16 -.168, .642 No 
Actual Users .881, .881 .0039 .035 -. 0315 .332 .809, .951 
Degree of Dec~s~on Cons~stency No Study Ava~lable 
Amount of D~scuss~on Confl~ct No Study Ava~lable 
Degree of Un~nh~b~ted Behav~or No Study Ava~lable 
Amount of Commun~cat~on Not Appl~cable 
Rate of Dec~s~on Improvement No Study Ava~lable 
Degree of Group Cohes~veness No Study Ava~lable 
Amount of Task-or~ented Behav~or Not Appl~cable 
En! 
Safe 
N 
64 
137 
85 
32 
41 
40 
50 
50 
22 
14 
32 
39 
1 
7 
D~ 
10 
17 
50 
t.,) 
c.r. 
Q) 
have to exist to bring the average corrected D down from 
.620 to o.o5. 
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In the studies that use mixed subJects, the users of 
computerized DSS/GDSS produce higher quality decisions on 
average (mean corrected D = ~.47, K = 3, N = 128) than the 
users of manual DSS/GDSS (Table XVI, p. 257). In addition to 
the fact that the difference in decision quality is very 
large, the confidence interval does not include zero (.6~6 
to 2.32), suggesting that the average difference in decision 
quality is statistically different from zero. Moreover, the 
fail-safe n shows that it would take 85 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from 1.47 to 0.05. 
The conf~dence intervals for second order sampling 
error of students• subset and actual users• subset are not 
significantly different from each other (overlap Z = 1.09 < 
Zc = ~.645), suggesting that those two subsets do not affect 
decision quality differently (in studies that use students, 
the users of computerized DSS/GDSS have statistically no 
different quality decisions than the users of computerized 
DSS/GDSS in studies that use actual users, when both are 
compared to the users of manual support). The confidence 
intervals for second order sampling error of mixed subjects• 
subset and actual users' subset are significantly different 
from each other (overlap Z = ~.71 > Zc = 1.645), suggesting 
that those two subsets do affect decision quality 
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differently (in studies that use mixed subjects, the users 
of computerized DSS/GDSS produce statistically higher 
quality decisions than the users of computerized DSS/GDSS in 
studies that use actual users, when both are compared to the 
users of manual support). However, the confidence intervals 
for second order sampling error of mixed subjects' subset 
and students' subset are significantly different from each 
other (overlap Z = 2.53 > Zc = 1.645), suggesting that those 
two subsets do affect decision quality differently (in 
studies that use mixed subjects, the users of computerized 
DSS/GDSS produce statistically higher quality decisions than 
the users of computerized DSS/GDSS in studies that use 
students, when both are compared to the users of manual 
support) • 
4.4.4.3 Decision Time (DSS!GDSS 
Versus No-DSS!GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS take more decision time on average 
(mean corrected D = -1.124, K = 16, N = 1097) than the users 
of no-DSS/GDSS (Table XV, p. 253). In addition to the fact 
that the difference in decision time 'which is large, the 
confidence interval does not include zero (-2.05 to -.198), 
suggesting that the average difference in decision time is 
statistically different from zero. Moreover, the fail-safe n 
shows that it would take 344 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D up from -1.124 to -0.05. 
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In the studies that use actual users, the users of 
computerized DSS/GDSS take less decision time on average 
(mean corrected D = .4544, K = 4, N = 2445) than the users 
of no-DSS/GDSS (Table XV, p. 253). In addition to the fact 
that the difference in decision time is large, the 
confidence interval does not include zero (.2346 to .674), 
suggesting that the difference in decision time between 
DSS/GDSS and no-DSS/GDSS is significantly different from 
zero. Moreover, the fail-safe n shows that it would take 32 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .4544 to 
0.05. 
The confidence intervals for second order sampling 
error of students• and actual users' subsets are 
significantly different from each other (no overlap), 
suggesting that those two subsets do affect decision time 
differently (in studies that use students, the users of 
computerized DSS/GDSS take statistically more decision time 
than the users of computerized DSS/GDSS in studies that use 
actual users, when both are compared to the users of no-
support at all). In fact, students using DSS/GDSS take 
significantly more decision time than students using no-
DSS/GDSS; whereas, actual users using DSS/GDSS take 
less decision time than actual users using no-DSS/GDSS. 
4.4.4.4 Decision Time (DSS!GDSS 
Versus Manual DSS/GDSS 
2~ 
In the studies that use students, the users of 
computerized DSS/GDSS take less decision time on average 
(mean corrected D = .317, K = 6, N = 402) than the users of 
manual DSS/GDSS (Table XVI, p. 257). Although the difference 
in decision time is relatively moderate, the confidence 
interval includes zero (-1.44 to 2.07), suggesting that the 
average difference in decision time is not statistically 
different from zero. Even though, the confidence interval 
suggests that computerized DSS/GDSS may not always result as 
more efficient in decision time than manual DSS/GDSS, the 
fail-safe n shows that it is likely that the difference is 
large enough and reliable enough to be of practical 
significance. The fail-safe n shows that it would take 32 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .317 to 
0.05. 
In the studies that use actual users, the users of 
computerized DSS/GDSS also take more decision time on 
average (mean corrected D = -.457, K = 5, N = 567) than the 
users of manual DSS/GDSS (Table XVI, p. 257). Although the 
difference in decision time is moderate, the confidence 
interval includes zero (-1.42 to .504), suggesting that the 
difference in decision time between DSS/GDSS and manual 
DSS/GDSS is not significantly different from zero. Even 
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though, the confidence interval suggests that computerized 
DSS/GDSS may not always result as less efficient in decision 
time than manual DSS/GDSS, the fail-safe n shows that it 
would take 41 missing studies averaging null findings that 
would have to exist to bring the average corrected D up from 
-.457 to -0.05. 
The confidence intervals for second order sampling 
error of students' and actual users' subsets are not 
significantly different from each other (overlap z = 1.16 < 
Zc = 1.645), suggesting that those two subsets do not affect 
decision time differently (in studies that use st~dents, the 
users of computerized DSS/GDSS are statistically more 
efficient in decision time than the users of computerized 
DSS/GDSS in studies that use actual users, when both are 
compared to the users of manual support). 
4.4.4.5 Depth of Analysis (DSSIGDSS 
Versus No-DSSIGDSS 
In the studies that use students, the users of 
computerized DSS/GDSS produce slightly more depth of 
analysis on average (mean corrected D = .153, K = 15, N = 
932) than the users of no-DSS/GDSS (Table XV, p. 253). In 
addition to the small difference in depth of analysis, the 
confidence interval includes zero (-.875 to 1.149), 
suggesting that the average difference in depth of analysis 
is not statistically different from zero. Even though the 
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confidence interval suggests that DSS/GDSS may not always 
result in more depth of analysis than no-DSS/GDSS, the fail-
safe n shows that it is likely that the difference is large 
enough and reliable enough to be of practical significance. 
The fail-safe n shows that it would take 31 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .153 to 0.05. 
In the studies that use actual users, the users of 
computerized DSS/GDSS produce more depth of analysis on 
average (mean corrected D = .8196, K = 2, N = 119) than the 
users of no-DSS/GDSS (Table XV, p. 253). Although the 
difference in depth of analysis is large, the confidence 
interval includes zero (-.354 to 1.99), suggesting that the 
difference in depth of analysis between DSS/GDSS and no-
DSS/GDSS is not significantly different from zero. Even 
though the confidence interval suggests that DSS/GDSS may 
not always result ~n more depth of analysis than no-
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 31 missing studies averaging null findings that would 
have to exist to br~ng the average corrected D down from 
.8196 to 0.05. 
The confidence intervals for second order sampling 
error of students' and actual users' subsets are not 
significantly different from each other (overlap z = .94 < 
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Zc =I.645), suggesting that those two subsets do not affect 
depth of analysis differently (in studies that use students, 
the users of computerized DSS/GDSS produce statistically no 
different depth of analysis than the users of computerized 
DSS/GDSS in studies that use actual users, when both are 
compared to the users of no-support at all) . 
4.4.4.6 Depth of Analysis (DSSIGDSS 
Versus Manual DSS/GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS produce more depth of analysis on 
average (mean corrected D = .270, K = 9, N = 633) than the 
users of manual DSS/GDSS (Table XVI, p. 257). Although the 
difference in depth of analysis is relatively moderate, the 
confidence interval includes zero (-.44I to .959), 
suggesting that the average difference in depth of analysis 
is not statistically different from zero. Even though, the 
confidence interval suggests that computerized DSS/GDSS may 
not always result in more depth of analysis than manual 
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 40 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
.270 to o.os. 
In the studies that use actual users, the users of 
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computerized DSS/GDSS also produce more depth of analysis on 
average (mean corrected D = .251, K = 4, N = 507) than the 
users of manual DSS/GDSS (Table XVI, p. 257). In addition to 
the fact that the difference in depth of analysis is 
relatively large, the confidence interval does not include 
zero (.227 to .227), suggesting that the difference in depth 
of analysis between DSS/GDSS and manual DSS/GDSS ~s 
significantly different from zero. Moreover, the fail-safe n 
shows that it would take 16 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .251 to 0.05. 
In the studies that use mixed subjects, the users of 
computerized DSS/GDSS produce highly more depth of analysis 
on average (mean corrected D = 1.302, K = 2, N = 80) than 
the users of manual DSS/GDSS (Table XVI, p. 257). In 
addition to the fact that the difference in depth of 
analysis is large, the confidence interval does not ~nclude 
zero (1.302 to 1.302), suggesting that the average 
difference in depth of analysis is statistically different 
from zero. Moreover, the fail-safe n shows that it would 
take 50 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
1.302 to o.os. 
The confidence intervals for second order sampling 
error of students' subset and actual users' subset are not 
significantly different from each other (overlap Z = .09 < 
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Zc = 1.645), suggesting that those two subsets do not affect 
depth of analysis differently (in studies that use students, 
the users of computerized DSS/GDSS have statistically no 
different depth of analysis than the users of computerized 
DSS/GDSS in studies that use actual users, when both are 
compared to the users of manual support). The confidence 
interval for second order sampling error of mixed subjects' 
subset is significantly different from either students' or 
the actual users' subsets (no overlap), suggesting that the 
mixed subjects' subset does affect depth of analysis 
differently than either of the two remaining subsets (in 
studies that use mixed subjects, the users of computerized 
DSS/GDSS produce statistically more depth of analysis than 
the users of computerized DSS/GDSS in studies that either 
use students or actual users, when all are compared to the 
users of manual support). 
4.4.4.7 Decision Confidence (DSS/GDSS 
Versus No-DSS!GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS have no more decision confidence on 
average (mean corrected D = -.048, K = 8, N = 795) than the 
users of no-DSS/GDSS (Table XV, p. 253) • In addition to the 
fact that the difference in decision confidence is very 
small and not far from zero, the confidence interval 
includes zero (-.793 to .697), suggesting that the average 
268 
difference in decision confidence is not statistically 
different from zero. The fail-safe n shows that it would 
take no more missing studies averaging null findings that 
would have to exist to bring the average corrected D down to 
0.05, since the average corrected D is already below that 
value. 
In the studies that use actual users, the users of 
computerized DSS/GDSS have more decision confidence on 
average (mean corrected D = .6I9, K = B, N = 404) than the 
users of no-DSS/GDSS (Table XV, p. 253). Although the 
difference in decision confidence is large, the confidence 
interval includes zero (-.I33 to I.3I), suggesting that the 
difference in decision confidence between DSS/GDSS and no-
DSS/GDSS is not significantly different from zero. Even 
though the confidence interval suggests that DSS/GDSS may 
not always result in more decision confidence than no-
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 91 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
.6I9 to 0.05. 
The confidence intervals for second order sampling 
error of students' and actual users' subsets are 
significantly different from each other (overlap Z = 2.I3 > 
Zc =I.645), suggesting that those two subsets do affect 
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decision confidence differently (in studies that use 
students, the users of computerized DSS/GDSS have 
statistically less decision confidence than the users of 
computerized DSS/GDSS in studies that use actual users, when 
both are compared to the users of no-support at all) . 
4.4.4.8 Decision Confidence (DSS/GDSS 
Versus Manual DSSIGDSS 
In the studies that use students, the users of 
computerized DSS/GDSS have less decision confidence on 
average (mean corrected D = -.415, K = 3, N = 301) than the 
users of manual DSS/GDSS (Table XVI, p. 257). Although the 
difference in decision confidence is moderate, the 
confidence interval includes zero (-1.23 to .462), 
suggesting that the average difference in decision 
confidence is not statistically different from zero. Even 
though, the confidence interval suggests that computerized 
DSS/GDSS may not always result in less decision confidence 
than manual DSS/GDSS, the fail~safe n shows that it is 
likely that the difference is large enough and reliable 
enough to be of practical significance. The fail-safe n 
shows that it would take 22 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D up from -.415 to -0.05. 
In the studies that use actual users, the users of 
computerized DSS/GDSS have more decision confidence on 
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average (mean corrected D = .289, K = 3, N = 457) than the 
users of manual DSS/GDSS (Table XVI, p. 257) . In addition to 
the fact that the difference in decision confidence is 
relatively moderate, the confidence interval does not 
include zero (.289 to .289), suggesting that the difference 
in decision confidence between DSSJGDSS ana manual DSS/GDSS 
is significantly different from zero. Moreover, the fail-
safe n shows that it would take 14 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .289 to 0.05. 
In the studies that use mixed subjects, the users of 
computerized DSS/GDSS have more decision confidence on 
average (mean corrected D = .582, K = 3, N = 118) than the 
users of manual DSS/GDSS (Table XVI, p. 257). In addition to 
the fact that the difference in decision confidence is 
moderate to large, the confidence interval does not include 
zero (.582 to .582), suggesting that the average difference 
in decision confidence is statistically different from zero. 
Moreover, the fail-safe n shows that it would take 32 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .582 to 
0.05. 
The confidence intervals for second order sampling 
error of students' subset and actual users' subset are 
significantly different from each other (overlap Z = 1.74 > 
Zc = 1.645). In addition, the confidence interval for second 
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order sampling error of the mixed subjects• subset is 
significantly different from either the students' or the 
actual users' subsets (no overlap). This suggests that those 
three subsets do affect decision confidence differently (in 
studies that use students, the users of computerized 
DSS/GDSS have statistically less decision confidence than 
the users of computerized DSS/GDSS in studies that either 
use actual users or mixed students, when all are compared to 
the users of manual support). Moreover, the actual users 
have significantly less decision confidence than the mixed 
subjects (in studies that us~ actual users, the users of 
computerized DSSfGDSS have statistically less decision 
confidence than the users of computerized DSS/GDSS in 
studies that use mixed subjects, when both are compared to 
the users of manual support). 
4.4.4.9 Satisfaction With Decision Process (DSS/GDSS 
Versus No-DSS!GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS have less satisfaction with decision 
process on average (mean corrected D = -.387, K = 9, N = 
620) than the users of no-DSS/GDSS (Table XV, p. 253). 
Although the difference in satisfaction with decision 
process is moderate, the confidence interval includes zero 
(-1.46 to .686), suggesting that the average difference in 
satisfaction with decision process is not statistically 
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different from zero. Even though the confidence interval 
suggests that DSS/GDSS may not always result in less 
satisfaction with decision process than no-DSS/GDSS, the 
fail-safe n shows that it would take 61 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D up from -.387 to -0.05. 
In the studies that use actual users, the users of 
computerized DSS/GDSS have slightly more satisfaction with 
decision process on average (mean corrected D = .124, K = 4, 
N = 608) than the users of no-DSS/GDSS (Table XV, p. 253). 
In addition to the small difference in satisfaction with 
decision process, the confidence interval includes zero 
(-.122 to .354), suggesting that the difference in 
satisfaction with decision process between DSS/GDSS and no-
DSS/GDSS is not significantly different from zero. In 
addition to the fact that the confidence interval suggests 
that DSS/GDSS may not always result in more satisfaction 
with decision process than no-DSS/GDSS, the fail-safe n 
shows that it would take only 6 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .124 to 0.05. 
The confidence intervals for second order sampling 
error of students' and actual users' subsets are not 
significantly different from each other at p = .05 (overlap 
Z = 1.61 < Zc =1.645), suggesting that those two subsets do 
not affect satisfaction with decision process differently 
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(in studies that use students, the users of computerized 
DSS/GDSS have statistically less satisfaction with decision 
process than the users of computerized DSS/GDSS in studies 
that use actual users, when both are compared to the users 
of no-DSS/GDSS. 
4.4.4.10 Satisfaction With Decision Process DSS/GDSS 
Versus Manual DSS/GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS have more satisfaction with decision 
process on average (mean corrected D = .694, K = 3, N = 144) 
than the users of manual DSS/GDSS (Table XVI, p. 257). 
Although the difference in satisfaction with decision 
process is large, the confidence interval includes zero 
(-.235 to 1.62), suggesting that the average difference in 
satisfaction with decision process is not statistically 
different from zero. Even though, the confidence interval 
suggests that computerized DSS/GDSS may not always result in 
less satisfaction with decision process than manual 
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 39 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
.694 to 0.05. 
In the studies that use actual users, the users of 
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computerized DSS/GDSS have no less satisfaction with 
decision process on average (mean corrected D = -.058, K = 
2, N = 28) than the users of manual DSS/GDSS (Table XVI, p. 
257). Although the confidence interval does not include zero 
(-.053 to -.053), the average corrected Dis too small to 
claim a significant difference. Moreover, the fail-safe n 
shows that it would take only one missing study with null 
finding (i.e., d = 0) that would have to exist to bring the 
average corrected D up from -.058 to -0.05. 
The confidence intervals for second order sampling 
error of students' subset and actual users' subset are 
significantly different from each other (overlap z = 1.65 > 
Zc = 1.645), suggesting that those two subsets do affect 
satisfaction with decision process differently (in studies 
that use students, the users of computerized DSS/GDSS have 
statistically higher satisfaction with decision process than 
the users of computerized DSS/GDSS in studies that use 
actual users, when all are compared to the users of manual 
support). 
4.4.4.11 Satisfaction With Decision Outcome (DSS/GDSS 
Versus Manual DSSIGDSS 
In the studies that use students, the users of 
computerized DSS/GDSS have lower satisfaction with decision 
outcome on average (mean corrected D = -.133, K = 4, N = 
332) than the users of manual DSS/GDSS (Table XVI, p. 257). 
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In addition to the small difference in satisfaction with 
decision outcome, the confidence interval includes zero 
(-.482 to .216), suggesting that the average difference in 
satisfaction with decision outcome is not statistically 
different from zero. Beside the confidence interval which 
suggests that computerized DSS/GDSS may not always result in 
lower satisfaction with decision outcome than manual 
DSS/GDSS, the fail-safe n shows that it would take only 7 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -.133 to 
-0.05. 
There is only one available study that investigates the 
satisfaction with decision outcome across DSS/GDSS and 
manual DSS/GDSS using actual users (Table XVI, p. 257). The 
study shows that the users of computerized DSS/GDSS have 
higher satisfaction with decision outcome than the users of 
manual DSS/GDSS (d = .7747, N = 40). 
Although there is a large difference in satisfaction 
with decision outcome between studies that use students and 
studies that use actual users, across computerized DSS/GDSS 
and manual DSS/GDSS (i.e., when compared to manual DSS/GDSS, 
the users of DSS/GDSS in studies that use students have 
higher satisfaction with decision outcome than the users of 
DSS/GDSS in studies that use actual users), there ~s no way 
to confirm that the difference is statistically significant, 
since there is only one study in the subset of actual users. 
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The credibility interval of studies that use students 
includes zero (-.482 to .216), suggesting that the subset is 
heterogeneous and moderator variables may exist in that 
subset. 
4.4.4.12 Equality of Participation (DSS/GDSS 
Versus No-DSS!GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS have more equality of participation on 
average (mean corrected D = 1.23, K = 15, N = 1078) than the 
users of no-DSS/GDSS (Table XV, p. 253). Although the 
difference in equality of participation is large, the 
confidence interval includes zero (-.893 to 3.10), 
suggesting that the average difference in equality of 
participation is not statistically different from zero. Even 
though the confidence interval suggests that DSS/GDSS may 
not always result in more equality of participation than no-
DSS/GDSS, the fail-safe n shows that it is likely that the 
difference is large enough and reliable enough to be of 
practical significance. The fail-safe n shows that it would 
take 354 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
1.23 to 0.05. 
There is only one available study that investigates the 
equality of participation across DSS/GDSS and no-DSS/GDSS 
using actual users (Table XV, p. 253). The study shows that 
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the users of computerized DSS/GDSS have no more equality of 
participation than the users of no-DSS/GDSS (d = .0545, N = 
60), since dis very small and not far from zero. 
Although there is a large difference in equality of 
participation between studies that use students and studies 
that use actual users, across computerized DSS/GDSS and no-
DSS/GDSS (i.e., when compared to no-DSS/GDSS, the users of 
DSS/GDSS in studies that use students have more equality of 
participation than the users of DSS/GDSS in studies that use 
actual users), there is no way to confirm that the 
difference is statistically significant, since there is only 
one study in the subset of actual users. 
4.4.4.13 Equality of Participation DSS/GDSS 
Versus Manual DSS!GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS have no more equality of participation 
on average (mean corrected D = .038, K = 5, N = 549) than 
the users of manual DSS/GDSS (Table XVI, p. 257). In 
addition to the fact that the difference in equality of 
participation is close to zero, the confidence interval 
includes zero (-.457 to .526), suggesting that the average 
difference in equality of participation is not statistically 
different from zero. Moreover, the fail-safe n shows that it 
would take no more missing studies averaging null findings 
that would have to exist to bring the average corrected D to 
0.05, since the average corrected D is already below that 
value. 
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In the studies that use actual users, the users of 
computerized DSS/GDSS have more equality of participation on 
average (mean corrected D = .311, K = 2, N = 28) than the 
users of manual DSS/GDSS (Table XVI, p. 257). In addition to 
the fact that the difference in equality of participation 
is relatively moderate, the confidence interval does not 
include zero (.311 to .311), suggesting that the difference 
is significantly different from zero. Given the fact that 
there are two studies available, the fail-safe n shows that 
it would take 10 missing studies averaging null finding that 
would have to exist to bring the average corrected D down 
from .311 to 0.05. 
The confidence intervals for second order sampling 
error of students' and actual users' subsets are not 
significantly different from each other (overlap Z = 1.41 < 
Zc = 1.645), suggesting that those two subsets do not affect 
equality of participation differently (in studies that use 
students, the users of computerized DSS/GDSS have 
statistically no different equality of participation than 
the users of computerized DSS/GDSS in studies that use 
actual users, when all are compared to the users of manual 
support) . 
4.4.4.14 Degree of Decision Consensus (DSS!GDSS 
Versus No-DSS!GDSS 
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In the studies that use students, the users of 
computerized DSS/GDSS have lower degree of decision 
consensus on average (mean corrected D = -.754, K = 11, N = 
835) than the users of no-DSS/GDSS (Table XV, p. 253). 
Although the difference in degree of decision consensus is 
large, the confidence interval includes zero (-1.94 to 
.508), suggesting that the average difference in degree of 
decision consensus is not statistically different from zero. 
Even though the confidence interval suggests that DSS/GDSS 
may not always result in less degree of decision consensus 
than no-DSS/GDSS, the fail-safe n shows that it is likely 
that the difference is large enough and reliable enough to 
be of practical significance. The fail-safe n shows that it 
would take 55 missing studies averaging null findings that 
would have to exist to bring the average corrected D up from 
-.754 to -0.05. 
In the studies that use actual users, the users of 
computerized DSS/GDSS have slightly lower degree of decision 
consensus on average (mean corrected D = -.111, K = 3, N = 
211) than the users of no-DSS/GDSS (Table XV, p. 253) . In 
addition to the small difference in degree of decision 
consensus, the confidence interval includes zero (-.936 to 
.714), suggesting that the difference in degree of decision 
consensus between DSS/GDSS and no-DSS/GDSS is not 
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significantly different from zero. Beside the fact that the 
confidence interval suggests that DSS/GDSS may not always 
result in lower degree of decision consensus than no-
DSS/GDSS, the fail-safe n shows that it would take only 4 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -.111 to -
0.05. 
The confidence intervals for second order sampling 
error of students' and actual users' subsets are not 
significantly different from each other at p = .05 (overlap 
Z = 1.29 < Zc =1.645), suggesting that those two subsets do 
not affect degree of decision consensus differently (in 
studies that use students, the users of computerized 
DSS/GDSS have statistically lower degree of decision 
consensus than the users of computerized DSS/GDSS in studies 
that use actual users, when both are compared to the users 
of no-support at all). 
4.4.4.15 Satisfaction Toward the System (DSS!GDSS 
Versus No-DSS!GDSS 
There is only one available study that investigates the 
satisfaction toward the system across DSS/GDSS and no-
DSS/GDSS using students (Table XV, p. 253). The study shows 
that the users of computerized DSS/GDSS have slightly less 
satisfaction toward the system than the users of no-DSS/GDSS 
(d = -.0924, N = 60). 
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In the studies that use actual users, the users of 
computerized DSS/GDSS have more satisfaction toward the 
system on average (mean corrected D = .492, K = 5, N = 654) 
than the users of no-DSS/GDSS (Table XV, p. 253). Although 
the difference in satisfaction toward the system is 
moderate, the confidence interval includes zero (-.526 to 
1.44), suggesting that the average difference in 
satisfaction toward the system is not statistically 
different from zero. Even though the confidence interval 
suggests that DSS/GDSS may not always result in higher 
satisfaction toward the system than no-DSS/GDSS, the fail-
safe n shows that it is likely that the difference is large 
enough and reliable enough to be of practical significance. 
The fail-safe n shows that it would take 44 missing studies 
averaging null findings that would have to exist to br~ng 
the average corrected D down from .492 to 0.05. 
Although there is a large difference in satisfaction 
toward the system between studies that use students and 
studies that use actual users, across computerized DSS/GDSS 
and no-DSS/GDSS (i.e., when compared to no-DSS/GDSS, the 
users of DSS/GDSS in studies that use students have lower 
satisfaction toward the system than the users of DSS/GDSS in 
studies that use actual users), there is no way to confirm 
that the difference is statistically significant, since 
there is only one study in the subset of students. 
4.4.4.16 Satisfaction Toward the System DSS!GDSS 
Versus Manual DSS!GDSS 
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In the studies that use students, the users of 
computerized DSS/GDSS have more satisfaction toward the 
system on average (mean corrected D = .265, K = 4, N = 177) 
than the users of manual DSS/GDSS (Table XVI, p. 257). 
Although the difference in satisfaction toward the system is 
relatively moderate, the confidence interval includes zero 
(-.115 to .588), suggesting that the average difference in 
satisfaction toward the system is not statistically 
different from zero. However, the fail-safe n shows that it 
would take 17 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .265 to 0.05. 
In the studies that use actual users, the users of 
computerized DSS/GDSS have more satisfaction toward the 
system on average (mean corrected D = .881, K = 3, N = 378) 
than the users of manual DSS/GDSS (Table XVI, p. 257). In 
addition to the fact that the difference in satisfaction 
toward the system is large, the confidence interval does not 
include zero (.881 to .881), suggesting that the difference 
is significantly different from zero. On top of that, the 
fail-safe n shows that it would take 50 missing studies 
averaging null finding that would have to exist to bring the 
average corrected D down from .881 to o.os. 
The confidence intervals for second order sampling 
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error of students' and actual users' subsets are 
significantly different from each other (no overlap), 
suggesting that those two subsets do affect satisfaction 
toward the system differently (in studies that use students, 
the users of computerized DSS/GDSS have statistically less 
satisfaction toward the system than the users of 
computerized DSS/GDSS in studies that use actual users, when 
all are compared to the users of manual support) . 
4.4.4.17 Amount of Communication (DSS!GDSS 
Versus No-DSSIGDSS 
In the studies that use students, the users of 
computerized DSS/GDSS produce less communication on average 
(mean corrected D = -1.34, K = 3, N = 130) than the users of 
no-DSS/GDSS (Table XV, p. 253). Although the confidence 
interval includes zero (-2.63 to .085), it is below zero for 
more than 98% of the time, suggesting that the average 
difference in amount of communication is statistically 
different from zero. In addition to the confidence interval 
which suggests that DSS/GDSS usually result in less 
communication than no-DSS/GDSS, the fail-safe n shows that 
it is also likely that the difference is large enough and 
reliable enough to be of practical significance. The fail-
safe n shows that it would take 77 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D up from -.134 to -0.05. 
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In the studies that use actual users, the users of 
computerized DSS/GDSS produce less communication on average 
(mean corrected D = -.228, K = 2, N = 180) than the users of 
no-DSS/GDSS (Table XV, p. 253). Although the difference in 
amount of communication is small to moderate, the confidence 
interval includes zero (-.577 to .121), suggesting that the 
difference in amount of communication between DSS/GDSS and 
no-DSS/GDSS is not significantly different from zero. 
Moreover, the fail-safe n shows that it would take only 7 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -.228 to -
0.05. 
The confidence intervals for second order sampling 
error of students' and actual users' subsets are not 
significantly different from each other (overlap z = 1.62 < 
Zc =1.645) at p = .05, suggesting that those two subsets do 
not affect amount of communication differently (in studies 
that use students, the users of computerized DSS/GDSS have 
statistically no less communication than the users of 
computerized DSS/GDSS in studies that use actual users, when 
both are compared to the users of no-support at all) . 
4.4.4.18 Rate of Decision Improvement (DSS!GDSS 
Versus No-DSS!GDSS 
In the studies that use students, the users of 
computerized DSS/GDSS produce no different rate of decision 
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improvement on average (mean corrected D = .059, K = 3, N = 
296) than the users of no-DSS/GDSS (Table XV, p. 253) . In 
addition to the difference in rate of decision improvement 
which is close to zero, the confidence interval includes 
zero (-.917 to 1.03), suggesting that the average difference 
in rate of decision improvement is not statistically 
different from zero. Moreover, the fail-safe n shows that it 
would take only one missing study with null finding that 
would have to exist to bring the average corrected D down 
from .059 to 0.05. 
In the studies that use actual users, the users of 
computerized DSSJGDSS produce higher rate of decision 
improvement on average (mean corrected D = 1.03, K = 5, N = 
649) than the users of no-DSSJGDSS (Table XV, p. 253). In 
addition to the fact that the difference in rate of decision 
improvement is large, the confidence interval does not 
include zero (.616 to 1.02), suggesting that the difference 
in rate of decision improvement between DSS/GDSS and no-
DSSJGDSS is significantly different from zero. Moreover, the 
fail-safe n shows that it would take 98 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from 1.03 to 0.05. 
The confidence intervals for second order sampling 
error of students• subset and actual users' subset are 
significantly different from each other (overlap Z = 2.07 > 
Zc = 1.645), suggesting that those two subsets do affect 
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rate of decision improvement differently (in studies that 
use students, the users of computerized DSS/GDSS have 
statistically lower rate of decision improvement than the 
users of computerized DSS/GDSS in studies that use actual 
users, when both are compared to the users of no-decision 
support). 
4.4.5 Level of Decision Task Difficulty 
In this section, the moderator variable is based on 
separating the available studies for each dependent measure 
(i.e., decision quality) into studies that are of high, 
medium, or low task difficulty. For each dependent variable, 
the moderator variable is tested under two different 
independent variables (computerized decision aids versus no 
decision aids, and computerized decision aids versus manual 
decision aids). Some dependent variables are not applicable 
under the current moderator variable (Tables XVII and XVIII, 
pp. 288, 292), because the population of the studies is 
homogeneous, there are only two or fewer studies available, 
or because all the studies lie in one side of the 
moderator's subsets (i.e., all the available studies use 
high difficulty tasks). 
4.4.5.1 Decision Quality (DSS!GDSS Versus No-DSS!GDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
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corrected D = .361, K = 28, N = 1450) than the users that 
have no decision support at all (Table XVII). Although the 
difference in quality of decisions produced by computerized 
DSS/GDSS and no-DSS/GDSS is moderate, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.59 to 1.28), suggesting that the average difference in 
decision quality is not statistically different from zero at 
p < 10. Even though, the confidence interval suggests that 
computerized DSS/GDSS may not always result in higher 
quality decisions than no-DSS/GDSS, the fail-safe n shows 
that it is likely that the difference is large enough and 
reliable enough to be of practical significance (as opposed 
to statistical significance). It would take 174 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .361 to 0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS produce higher quality decisions than no-DSS/GDSS 
on average (mean corrected D = .510, K = 10, N = 3397). In 
addition to the fact that the difference in decision quality 
is moderate, the 80% confidence interval surrounding the 
mean uncorrected D does not include zero (.2413 to .734), 
indicating that the difference in decision quality between 
DSS/GDSS and no-DSS/GDSS is significantly different from 
zero. Moreover, the fail-safe n indicates that it would take 
92 additional studies averaging null results that would have 
to exist to reduce the average corrected D from 0.510 to 
TABLE XVII 
THE EFFECTS OF THE MODERATOR VARIABLE OF LEVEL OF TASK 
DIFFICULTY USING DSS/GDSS VERSUS NO DSS/GDSS 
Dependent Var.1.ables8 No. Total Mean SD of Cred.Lb.1.l.1.ty % Var Mean Mean 
of N Cor- Cor- Intervals due to Uncor- SQR 
D's rected rected (80%) sampl.1.ng rected Ryy 
D's D's Error D's 
Dec.Ls.Lon Qual.1.ty-H.1.gh D.1.ff.1.culty 28 1450 .361 .767 -.621, 1.343 13.27 .343 .951 
Med.1.um D.1.fficulty 10 3397 .510 .201 .252, .768 24.68 .487 .955 
Low D.1.ff.1.culty 9 723 -.1432 .213 -.417, .130 56.79 -.132 .923 
Dec.Ls.Lon T.1.me-H.1.gh D.1.ff.1.culty 12 795 -1.298 .787 -2.30, -.292 10.86 -1.298 1 
Med.1.um D.1.ff.1.culty 7 2575 .403 .279 .045, .761 12.48 .403 1 
Low D.1.ff.1.culty 3 172 -.961 1.11 -2.38, .461 6.14 -.961 1 
Depth of Analys.Ls-H.Lgh D.Lff.Lculty 9 441 .612 .964 -.622, 1.84 10.29 .557 .911 
Med.1.um D.1.ff.1.culty 5 242 .759 .544 .0626, 1.457 26.59 .701 .923 
Low D.1.ff.1.culty 4 368 -.646 .411 -1.173, -.1196 26.68 -.5597 .866 
Decis.1.on Conf.1.dence-H.1.gh D.1.ff.1.culty 13 867 .348 .705 -.554, 1.25 12.26 .331 .949 
Med.1.um D.1.ff.1.culty 2 286 -.317 .398 -.827, .194 42.65 -.632 1 
Low D1.ff.1.culty 3 148 -.632 .345 -1.07, -.189 42.65 -.632 1 
sat.Lsfactl.on wfDeci.s.Lon Proc-High 7 441 -.493 .867 -1. 60, .616 8.26 -.493 1 
Med.1.um 4 561 .2139 .348 -.233, .660 21.58 .199 .932 
Low 3 226 .115 .466 -.481, .712 20.09 .115 1 
Equal.1.ty of Part.Lcl.pat.Lon-H.Lgh 9 564 1.95 1.98 -.587, 4.49 2.86 .175 .893 
Med.1.um 5 382 .655 .813 -.386, 1.69 7.89 .655 1 
Low 3 232 -.276 .316 -.682, .129 40.56 -.245 .885 
Degree of Dec.LSl.on Consensus-H.Lgh 10 609 -1.05 1.35 -2.78, .681 4.44 -.995 .948 
Med.1.um 2 280 -.068 0 -.068, -.068 115.2 -.068 1 
Low 4 196 -.782 .846 -1.86, .301 12.38 -.741 .948 
Sat.Lsfactl.on Toward the System-H.Lgh 2 111 2.28 .175 2.06, 2.51 81.63 2.11 .922 
Med.1.um 3 513 .187 0 .187, .187 114.1 .174 .930 
Low 1 90 d = -.3286 
Amount of D.Lscuss1.on Confl.1.ct-H.1.gh 1 36 d = 1.964 
Low 2 126 -.172 .759 -1.14, .801 10.24 -.1721 
Amount of Commun.Lcat.Lon-H.Lgh 3 130 -1.41 1.22 -2.98, .155 8.07 1.34 .949 
Low 3 220 -.980 1.58 -3.01, 1.04 2.68 -.93 .949 
Rate of Deci.sl.on Improvement-High 3 207 -.243 .689 -1.12, .64 11.23 -.2431 
Med.1.um 4 638 1.00 .278 .649, 1.36 35.79 .801 .797 
Low 1 100 d = .8829 
TABLE XVII (CONTINUED) 
THE EFFECTS OF THE HODERA'l'OR VARIABLE OF LEVEL OF TASK 
DIFFICULTY USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Variables8 Conf1.dence Var of Samp- Res- Chf-SQ Conf1.dence 
Intervals Obs D's l1.ng 1.dual (X K-1 1.05) Interval for 
(80%) Error Var 2nd Order 
of Obs Sampl1.ng 
D's Error(95%) 
Decl.sl.on Quality-H1.gh D1.ff1.culty -591, 1.28 .615 .0816 .533 210.92 .0529, .633 
Med1.um D1.ff1.culty .24131 .734 .0494 .0122 .0370 40.52 .3491 .625 
Low Dl.ffl.culty -.3841 .120 .0901 .0512 .0399 15.84 -.328, .064 
Decl.sl.on T1.me-H1.gh D1.ff1.culty -2.3, -.292 .694 .0754 .619 110.49 -1.77, -.827 
Med1.um Dl.ff1.culty .045, .761 .0894 .0111 .0782 56.08 .181, .624 
Low Dl.ffl.culty -2.38, .461 1.314 .0807 1.234 48.88 -2.25, .337 
Depth of Analysl.S-Hl.gh Dl.ffl.culty -.5661 1.68 .859 .0885 • 771 87.41 -.048, 1.163 
Med1.um D1.ff1.culty .0478, 1.34 .344 .0916 .253 18.81 .187, 1.22 
Low Dl.ffl.cu~ty -1.016, -.1036 .1732 .0462 .1269 14.99 -.967, -.152 
Decl.sl.on Conf1.dence-H1.gh Dl.ffl.culty -.5261 1.19 .511 .0627 .448 106.0 -.058, .719 
Med1.um D1.ff1.culty -.827, .194 .1875 .0287 .1588 13.06 -.917, .283 
Low D1.ff1.culty -1.07, -.189 .2082 .ossa .1194 7.03 -1.15, -.115 
Satl.Sfactl.on w/Decl.Sl.On Proc-Hl.gh -1. 60, .616 .8187 .0676 .751 84.77 -1.16, .177 
Med1.um -.216, .615 .1347 .029 .1056 18.53 -.16, .559 
Low -.481, .712 .272 .0546 .217 14.9 -.475, .705 
Equal1.ty of Part1.cipation-H1.gh -.525, 4.02 3.24 .091 3.15 320 .570, 2.92 
Med1.um -.386, 1.69 .717 .0566 .661 63.3 -.087, 1.39 
Low -.603, .114 .132 .0535 .0785 7.41 -.656, .166 
Degree of Decl.sl.on consensus-H1.gh -2.64, .646 1. 72 .076 1.64 225.3 -1.81, -.182 
Med1.um -.068, -.068 .0252 .029 -.0038 1. 73 -.288, .151 
Low -1.77, .286 .735 .091 .644 32.3 -1. 58, .098 
Satl.sfactl.on toward System-Hl.gh 1.89, 2.31 .142 .116 .026 2.45 1.58, 2.63 
Med1.um .174, .143 .0208 .0237 -.0029 2.63 .011, .337 
Amount of Dl.scuss1.on Confll.ct-Low -1.14, .801 .643 .066 • 577 19.53 -1.28, 9.39 
Amount of Communl.catl.on-Hl.gh -2.83, .147 1.46 .118 1.35 37.15 .271, .0308 
Low -2.85, .992 2.32 .062 2.25 111.8 -2.65, .792 
Rate of Dec1.sion Improvement-H1.gh -1.121 .64 .535 .0601 .475 26.70 -1.07, .585 
Med1.um .517, 1.08 .077 .0271 .049 11.17 .530, 1.07 
Over-b Fcnl 
Lap S3fe 
z N 
Value 
Zc=1.645 
HM=.91 174 
ML=No 92 
HL=2.82 17 
HM=No .D) 
HL=2.03 49 
HL=.48 55 
HM=.36 101. 
ML=No 71 
HL=No 48 
HM==l.82 77 
ML==.78 11 
HL=2.97 :E 
HM==1.82 62 
ML=.29 l3 
HL=l.33 4 
HM=1.82 347 
ML==2.15 ED 
HL==No 14 
HM=2.28 200 
ML==1.61 1 
HL==.45 59 
HM=No 1:9 
8 
5 
.38 82 
56 
2.79 l2 
76 
8sat1.sfaction w1.th dec1.sion outcome, degree of decl.sl.on consistency, degree of un1.nh1.b1.ted behav1.or, amount 
of group cohes1.veness, and amount of task-or1.ented behav1.or are not appl1.cable. 
bHM 1.s the Z value for h1.gh and med1.um dl.ff1.culty tasks; ML l.S the Z value for medium and low d1.ff1.culty 
tasks; HL 1.s the z value for h1.gh and low d1.ff1.culty tasks. 
I 
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0.05. The average corrected D is not going to be 
significantly altered by having more studies, since it is 
highly unlikely to have that many "lost" studies that 
investigate the decision quality of DSS/GDSS as compared to 
no-DSS/GDSS. 
Although the average corrected effect size of the low 
difficulty tasks (average corrected D = -.1432, K = 9, N = 
723) may suggest, at first glance, that the use of 
computerized DSS/GDSS may produce lower quality decisions 
than the no-DSS/GDSS, it is not statistically different from 
zero. This is concluded from the confidence interval (-.384 
to .120) which includes zero, suggesting that in low 
difficulty tasks, computerized DSS/GDSS may not always 
result in lower quality decisions than no-DSS/GDSS. In 
addition to the confidence interval, The fail-safe n 
indicates that it would take only 17 additional stud~es 
averaging null results to bring the mean corrected effect 
size up from -.1432 to -.05. 
The confidence intervals for second order sampling 
error of high and medium difficulty tasks are not 
significantly different (overlap Z = .91 < Zc = 1.645), 
suggesting that those two levels of task difficulty do not 
affect decision quality differently (the users of DSS/GDSS 
as opposed to users of no-DSS/GDSS do not have statistically 
different quality decisions as a result of using either high 
or medium difficulty tasks). The average difference in 
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decision quality across DSS/GDSS and no-DSS/GDSS in low 
difficulty tasks, is significantly different from those of 
high and medium difficulty tasks (the confidence intervals 
for second order sampling error of the low and medium 
difficulty tasks do not overlap, and the confidence 
intervals of the low and high difficulty tasks only slightly 
overlap, Z = 2.82 > Zc = 1.645), meaning that in moving from 
either high or medium difficulty tasks to low difficulty 
tasks, there would be a significant reduction ~n decision 
quality among DSS/GDSS users as opposed to no-DSS/GDSS 
users. 
In summary, the results show that the use of DSS/GDSS as 
opposed to the use of no-DSS/GDSS produces higher quality 
decisions in high and medium difficulty tasks, and produces 
lower quality decisions in low difficulty tasks. This is 
partially consistent with the theory [i.e., Tunstall, 1969; 
Gallupe, 1985; Bui and sivasankaran, 1987] in claiming that 
DSS/GDSS are more effective in high difficulty tasks than in 
low difficulty tasks. 
4.4.5.2 Decision Quality (DSS!GDSS Versus Manual 
DSS/GDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .673, K = 20, N = 1321) than the users that 
have manual decision support (Table XVIII). Although the 
TABLE XVIII 
THE EFFECTS OF THE MODERATOR VARIABLE OF LEVEL OF TASK 
DIFFICULTY USING DSS/GDSS VERSUS HANUAL DSS/GDSS 
Dependent VarLables No. Total Mean SD of CredLbLlLty % Var 
of N Cor- Cor- Intervals due to 
D's rected rected (80%) Sampling 
D's D's Error 
DecLSl.On Quall.ty-HLgh DLffLculty 20 1321 .673 .901 -.479, 1.83 9.35 
MedLum DLffLC. 6 506 .459 .518 -.204, 1.12 15.68 
Low DLffLculty 1 72 d = .018 
DecLsLon TLme-HLgh Dl.ffLculty 9 733 -.235 1.27 -1. 86, 1.39 3.04 
MedLum DLff1.culty 2 236 .171 .148 -.019, .361 61.11 
Depth of AnalysLs-Hl.gh DLffLculty 13 :U20 .365 .491 -.264, .993 18.15 
Med1.um DLffLculty 2 100 -.045 .253 -.368, .278 56.63 
Decl.SLon ConfLdence-HLgh DLffLculty 7 616 .353 0 .353, .353 146.39 
MedLum DLffLc. 1 188 d = -.8971 
Low DLffLculty 1 72 d = -.722 
Sat1.sfact1.on w/DecLSLOn Proc-HLgh 3 64 .048 0 .048, .048 2502 
Med1.um 2 108 .886 • 771 -.1005, 1.87 12.46 
satLsfactLon wjDec. Outcome-HLgh 2 76 .180 .530 -.498, .859 28.45 
MedLum 3 296 -.091 .285 -.455, .274 33.82 
EqualLty of PartLcl.patLon-HLgh 3 183 -.384 .135 -.557, -.211 78.98 
MedLum 4 394 .2747 .2535 -.0498, .599 44.12 
Degree of Dec1.sLon consensus-H1.gh 2 195 -.995 0 -.995, -.995 103.99 
MedLum 1 188 d = -.5386 
SatLsfactLon Toward the System-HLgh 3 117 .199 .418 -.336, .735 43.73 
MedLum 4 438 .808 0 .808, .808 109.98 
Degree of DecLsLon ConsLstency No Study AvaLlable 
Amount of DLSCUSSLOn ConflLct No Study AvaLlable 
Degree of UnLnhl.bLted BehavLor No Study AvaLlable 
Amount of CommunLcatLon Not ApplLcable 
Rate of DecisLon Improvement No Study AvaLlable 
Degree of Group CohesLveness No Study AvaLlable 
Amount of Task-Orl.ented BehavLor Not ApplLcable 
Mean Mean 
Uncor- SQR 
rected Ryy 
D's 
.594 .882 
.459 1 
-.235 1 
.171 1 
.347 .950 
-.045 1 
.327 .927 
.0436 .911 
.886 1 
.180 1 
-.091 1 
-.384 1 
.249 .907 
-.995 1 
.178 .894 
.808 1 
(\,) 
\0 
(\,) 
TABLE XVIII (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF LEVEL OF TASK 
DIFFICULTY USING DSS/GDSS VERSUS MANUAL DSSfGDSS 
Dependent Var~ables Conf~dence Var of Samp- Res- Chf-SQ Conf~dence 
Intervals Obs D's l~ng ~dual (X K-1 os) Interval for 
(80%) Error Var ' 2nd Order 
of Obs Sampl~ng 
D's Error(95%} 
Dec~s~on Qual~ty-H~gh D~ff~culty -.423, 1.611 .697 .0652 .631 213.7 .228, .96 
Med~um D~ff~c. -.204, 1.12 .318 .0498 .268 38.27 .0075, .910 
Low D~ff~culty 
Dec~s~on T~me-H~gh D~ff~culty -1.86, 1.39 1.67 .051 1.617 295.9 -1. 08, .608 
Med~um D~ff~culty -.019, .361 .0566 .0346 .0202 3.27 -.159, .501 
Depth of Analys~s-H~gh D~ff~culty -.251, .944 .266 .048 .218 71.71 .066, .627 
Med~um D~ff~culty -.368, .278 .147 .083 .064 3.53 -.577, .487 
Dec~s~on Conf~dence-H~gh D~ff~culty .327, .327 .032 .0471 -.0149 4.78 .194, .459 
sat~sfact~on wfDec~s~on Proc-H~gh .0436, .0436 .0083 .208 -.199 .12 -.059, .147 
Med~um -1.005' 1.87 .679 .084 .594 16.06 -.256, 2.03 
Sat~sfact~on wfDec. Outcome-H~gh -.498, .859 .393 .112 .281 7.03 -.688, 1.05 
Med~um -.455, .274 .122 .041 .081 8.87 -.487, .305 
Equal~ty of Part~c~pat~on-H~gh -.557, -.211 .087 .0691 .0184 3.798 -.719, -.0497 
Med~um -.0451, .5436 .0947 .0418 .0529 9.06 -.0523, .5508 
Degree of Dec~s~on Consensus-H~gh -.995, -.995 .045 .047 -.0018 1.92 -1.29, -.700 
Sat~sfact~on Toward the System-H~gh -.300, .657 .248 .109 .1398 6.86 -.386, .742 
Med~um .808, .808 .0365 .040 -.0036 3.64 .620, .995 
Degree of Dec~s~on Cons~stency No Study Ava~lable 
Amount of D~scuss~on Confl~ct No Study Ava~lable 
Degree of Un~nh~b~ted Behav~or No Study Ava~lable 
Amount of Commun~cat~on Not Appl~cable 
Rate of Dec~s~on Improvement No Study Ava~lable 
Degree of Group Cohes~veness No Study Ava~lable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
Over- E;ul 
Lap Safe 
z N 
Value, 
Zc-1. 645 
• 72 249 
49 
.88 33 
5 
1.34 82 
DI(<Dc 
42 
1.43 DI(<Dc 
33 
.56 5 
2 
2.87 20 
18 
38 
2.01 9 
61 
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difference in quality of decisions produced by computerized 
DSS/GDSS and manual DSS/GDSS is large, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.423 to ~-6~~), suggesting that the average difference in 
decision quality is not statistically different from zero at 
p < ~0. Even though the confidence interval suggests that 
computerized DSS/GDSS may not always result in higher 
quality decisions than manual DSS/GDSS, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 249 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .673 to 
0.05. 
In medium difficulty tasks, the computerized DSS/GDSS 
produces higher quality decisions than manual DSS/GDSS on 
average (mean corrected D = .459, K = 6, N = 506). Although 
the difference in decision quality is moderate, the 
confidence interval suggests that the difference in dec~sion 
quality between DSS/GDSS and manual DSS/GDSS is not 
significantly different from zero. However, the fail-safe n 
indicates that the difference is large enough and reliable 
enough to be of practical significance. It would take 92 
additional studies averaging null results that would have to 
exist to reduce the average corrected D from 0.459 to 0.05. 
The average corrected D is not going to be significantly 
altered by having more studies, since it is highly unlikely 
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to have that many "lost" studies that investigate the 
decision quality of DSS/GDSS as compared to manual DSS/GDSS. 
There is only study of the low difficulty task that 
investigates the decision quality across computerized and 
manual DSS/GDSS (Table XVIII, p. 292). The study shows that 
there is no difference in decision quality across 
computerized and manual DSS/GDSS ( d = .OIB, N = 72) in low 
difficulty tasks. 
The confidence intervals for second order sampling 
error of high and medium difficulty tasks are not 
significantly different (overlap Z = .72 < Zc = I.645), 
suggesting that those two levels of task difficulty do not 
affect decision quality differently (the users of DSS/GDSS 
as opposed to users of manual DSS/GDSS do not have 
statistically different quality decisions as a result of 
using either high or medium difficulty tasks). The 
difference in decision quality across DSS/GDSS and manual 
DSS/GDSS in low difficulty tasks, is far below that of 
either high or medium difficulty tasks. However, there is no 
way to confirm the significance of that difference, since 
there is only one study in the subset of low difficulty 
tasks. 
4.4.5.I Decision Time (DSS!GDSS Versus No-DSS!GDSS) 
In high difficulty tasks, the users of computerized 
DSS/GDSS take more decision time on average (mean corrected 
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D = -1.298, K = 12, N = 795) than the users that have no 
decision support at all (Table XVII, p. 288) . In addition to 
the fact that the difference in decision time across 
computerized DSS/GDSS and no-DSS/GDSS is large, the 80% 
confidence interval surrounding the mean uncorrected D does 
not include zero (-2.3 to -.292), suggesting that the 
average difference in decision time is statistically 
different from zero at p < 10. Moreover, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 300 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -1.298 to 
-0.05. 
In medium difficulty tasks, the computerized DSS/GDSS 
take less decision time than no-DSS/GDSS on average (mean 
corrected D = .403, K = 7, N = 2575). In addition to the 
fact that the difference in decision time is moderate, the 
80% confidence interval surrounding the mean uncorrected D 
does not include zero (.045 to .761), indicating that the 
difference in decision time between DSS/GDSS and no-DSS/GDSS 
is significantly different from zero. Moreover, the fail-
safe n indicates that the difference is large enough and 
reliable enough to be of practical significance. It would 
take 49 additional studies averaging null results that would 
have to exist to reduce the average corrected D from 0.403 
to 0.05. 
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In low difficulty tasks, the users of computerized 
DSS/GDSS take more decision time on average (average 
corrected D = -.96I ,K = 3, N = I72) than the users of no-
DSS/GDSS. Although the difference is large, the confidence 
interval includes zero (-2.38 to .46I), suggesting that the 
difference in decision time is not statistically different 
from zero. However, the fail-safe n shows that the 
difference is large enough and reliable enough to be of 
practical significance. It would take 55 additional studies 
averaging null results to bring the mean corrected effect 
size up from -.96I to -.05. 
The confidence intervals for second order sampling 
error of high and medium difficulty tasks are signif~cantly 
different (no overlap), suggesting that those two levels of 
task difficulty do affect decision time differently (the 
users of DSS/GDSS as opposed to users of no-DSS/GDSS take 
statistically different decision time as a result of us~ng 
either high or medium difficulty tasks). The average 
difference in decision time across DSS/GDSS and no-DSS/GDSS 
in medium difficulty tasks, is significantly different from 
that of low difficulty tasks (overlap Z = 2.03 > Zc = 
I.645), meaning that in the med~um difficulty tasks, there 
would be less decision time across DSS/GDSS and no-DSS/GDSS 
than in low difficulty tasks. However, there is no 
difference in decision time across DSS/GDSS and no-DSS/GDSS 
between high and low difficulty tasks, since their 
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confidence intervals overlap significantly (overlap Z = .48 
< Zc = 1.645). This suggests that the computerized DSS/GDSS 
are more efficient than no-DSS/GDSS in medium difficulty 
tasks, and less efficient in high or low difficulty tasks. 
4.4.5.4 Decision time (DSS!GDSS Versus Manual 
DSS!GDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS take more decision time on average (mean corrected 
D = -.235, K = 9, N = 733) than the users that have manual 
decision support (Table XVIII, p. 292). ~though the 
difference in decision time across computer~zed DSS/GDSS and 
manual DSS/GDSS is small to moderate, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-1.86 to 1.39), suggesting that the average difference in 
decision time is not statistically different from zero at p 
< 10. In addition to the confidence interval which suggests 
that computerized DSS/GDSS may not always result in more 
decision time than manual DSS/GDSS, the fail-safe n shows 
that there is a moderate support for claiming that the 
difference is large enough and reliable enough to be of 
practical significance. It would take only 33 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D up from -.235 to -0.05. 
In medium difficulty tasks, the computerized DSS/GDSS 
take less decision time than manual DSS/GDSS on average 
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(mean corrected D = .171, K = 2, N = 236). In addition to 
the small difference in decision time, the confidence 
interval (-.019 to .361) suggests that the difference in 
decision time between DSSjGDSS and manual DSS/GDSS is not 
significantly different from zero. Moreover, the fail-safe n 
indicates that the difference is not large enough to be of 
any practical significance. It would take only five 
additional studies averaging null results that would have to 
exist to reduce the average corrected D from 0.171 to 0.05. 
The confidence intervals for second order sampling 
error of high and medium difficulty tasks are not 
significantly different (overlap Z = .88 < Zc = 1.645), 
suggesting that those two levels of task difficulty do not 
affect decision time differently (the users of DSS/GDSS as 
opposed to users of manual DSS/GDSS do not have 
statistically different decision time as a result of using 
either high or medium difficulty tasks). 
4.4.5.5 Depth of Analysis (DSS!GDSS Versus No-
DSS!GDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS analyze decision tasks in more depth on average 
(mean corrected D = .612, K = 9, N = 441) than the users 
that have no decision support at all (Table XVII, p. 288) . 
Although the difference in the depth of analysis across 
computerized DSS/GDSS and no-DSS/GDSS is large, the 80% 
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confidence interval surrounding the mean uncorrected D 
includes zero (-.566 to 1.68), suggesting that the average 
difference in depth of analysis is not statistically 
different from zero at p < 10. However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 101 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .612 to 
0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS analyze decision problems in more depth on average 
(mean corrected D = .759, K = 5, N = 242) than the users of 
no-DSS/GDSS. In addition to the fact that the difference in 
depth of analysis is large, the 80% confidence interval 
surrounding the mean uncorrected D does not include zero 
(.0578 to 1.34), indicating that the difference in depth of 
analysis between DSS/GDSS and no-DSS/GDSS is significantly 
different from zero. Moreover, the fail-safe n indicates 
that the difference is large enough and reliable enough to 
be of practical significance. It would take 71 additional 
studies averaging null results that would have to exist to 
reduce the average corrected D from 0.759 to 0.05. 
In low difficulty tasks, the users of computerized 
DSS/GDSS analyze decision problems in less depth on average 
(average corrected D = -.646, K = 4, N = 368) than the users 
of no-DSS/GDSS. In addition to fact that the difference is 
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large, the confidence interval does not include zero (-1.016 
to -.1036), suggesting that the difference in depth of 
analysis is statistically different from zero. Moreover, the 
fail-safe n shows that the difference is large enough and 
reliable enough to be of practical significance. It would 
take 48 additional studies averaging null results to bring 
the mean corrected effect size up from -.646 to -.05. 
The confidence intervals for second order sampling 
error of high and medium difficulty tasks are not 
significantly different (overlap Z = .36 < Zc = 1.645), 
suggesting that those two levels of task difficulty do not 
affect depth of analysis differently (the users of DSS/GDSS 
as opposed to users of no-DSS/GDSS produce statistically no 
different depth of task analysis as a result of using either 
high or medium difficulty tasks). The average difference in 
depth of analysis across DSS/GDSS and no-DSS/GDSS in medium 
difficulty tasks, is significantly different from those of 
either high or low difficulty tasks (no overlap), meaning 
that in the medium difficulty tasks, there would be 
significantly less depth of analysis across DSS/GDSS and no-
DSS/GDSS than in either high or low difficulty tasks. 
4.4.5.6 Depth of Analysis (DSSIGDSS Versus Manual 
DSSIGDSS) 
In high difficulty tasks, the users of computerized 
DSS/GDSS analyze decision tasks in more depth on average 
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(mean corrected D = .365, K = 13, N = 1120) than the users 
that have manual decision support (Table XVIII, p. 292). 
Although the difference in depth of analysis across 
computerized and manual DSS/GDSS is moderate, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.251 to .944), suggesting that the average 
difference in depth of analysis is not statistically 
different from zero at p < 10. Even though the confidence 
interval suggests that computerized DSS/GDSS may not always 
result in more depth of analysis than manual DSS/GDSS, the 
fail-safe n shows that the difference is large enough and 
reliable enough to be of practical significance. It would 
take only 82 missing studies averaging null findings that 
would have to exist to bring the average corrected D down 
from .365 to 0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS analyze decision tasks in more depth on average 
(mean corrected D = -.045, K = 2, N = 100) than the users of 
manual DSS/GDSS. In addition to the fact that the difference 
in depth of analysis is very small and not far from zero, 
the confidence interval includes zero (-.368 to .278) 
suggesting that the difference in depth of analysis between 
DSS/GDSS and manual DSS/GDSS is not significantly different 
from zero. Moreover, the fail-safe n suggests that it would 
take no more additional studies averaging null results that 
would have to exist to reduce the average corrected D to 
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0.05, since the absolute value of the average corrected D is 
already below .05. 
The confidence intervals for second order sampling 
error of high and medium difficulty tasks are not 
significantly different (overlap Z = 1.34 < Zc = 1.645), 
suggesting that those two levels of task difficulty do not 
affect depth of analysis differently (the users of DSS/GDSS 
as opposed to users of manual DSS/GDSS do not produce 
statistically different depth of analysis as a result of 
using either high or medium difficulty tasks). 
4.4.5.7 Decision Confidence (DSS!GDSS Versus No-
DSSIGDSS) 
In high difficulty tasks, the users of computerized 
DSS/GDSS have more decision confidence on average (mean 
corrected D = .348, K = 13, N = 867) than the users that 
have no decision support at all (Table XVII, p. 288). 
Although the difference in decision confidence across 
computerized DSS/GDSS and no-DSS/GDSS is moderate in size, 
the 80% confidence interval surrounding the mean uncorrected 
D includes zero (-.526 to 1.19), suggesting that the average 
difference in decision confidence is not statistically 
different from zero at p < 10. However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 77 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .348 to 
0.05. 
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In medium difficulty tasks, the users of computerized 
DSS/GDSS have less decision confidence than no-DSS/GDSS on 
average (mean corrected D = -.317, K = 2, N = 286). Although 
the difference in decision confidence is moderate in size, 
the 80% confidence interval surrounding the mean uncorrected 
D includes zero (-.827 to .194), indicating that the 
difference in decision confidence between DSS/GDSS and no-
DSS/GDSS is not significantly different from zero. Moreover, 
the fail-safe n indicates that the difference is not large 
enough or reliable enough to be of practical significance. 
It would take only 11 additional studies averaging null 
results that would have to exist to increase the average 
corrected D from -0.317 to -0.05. 
In low difficulty tasks, the users of computerized 
DSS/GDSS have less decision confidence on average (average 
corrected D = -.632, K = 3, N = 148) than the users of no-
DSS/GDSS. In addition to fact that the difference is large, 
the confidence interval does not include zero (-1.07 to 
-.189), suggesting that the difference in dec~sion 
confidence is statistically different from zero. Moreover, 
the fail-safe n shows that the difference is large enough 
and reliable enough to be of moderate practical 
significance. It would take 35 additional studies averaging 
null results to bring the mean corrected effect size up from 
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-.632 to -.05. 
The confidence intervals for second order sampling 
error of high difficulty tasks is significantly different 
from those of either medium or low difficulty tasks (overlap 
Z for high versus medium difficulty tasks = I.82, overlap Z 
for high versus low difficulty tasks = 2.97, both > Zc = 
I.645), suggesting that the high difficulty tasks affect 
decision confidence differently than medium or low 
difficulty tasks (the users of DSS/GDSS as opposed to users 
of no-DSS/GDSS have statistically higher decision confidence 
in high difficulty tasks than in either medium or low 
difficulty tasks). The average difference in depth of 
analysis across DSS/GDSS and no-DSS/GDSS in medium 
difficulty tasks, is not significantly different from that 
of low difficulty tasks (overlap z = .78), meaning that in 
medium difficulty tasks, there would be no significantly 
different decision confidence across DSS/GDSS and no-
DSS/GDSS than in low difficulty tasks. 
4.4.5.8 Decision Confidence (DSS/GDSS Versus Manual 
DSSIGDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS have more decision confidence on average (mean 
corrected D = .353, K = 7, N = 6I6) than the users that have 
manual decision support (Table XVIII, p. 292). In addition 
to the fact that the difference in decision confidence 
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across computerized DSS/GDSS and manual DSS/GDSS is moderate 
in size, the 80% confidence interval surrounding the mean 
uncorrected D does not include zero (.353 to .353), 
suggesting that the average difference in decision 
confidence is statistically different from zero at p < 10. 
Moreover, the fail-safe n shows that the difference is large 
enough and reliable enough to be of some practical 
significance. It would take 42 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .353 to 0.05. 
There is only one study of medium difficulty task that 
investigates the decision confidence across computerized and 
manual DSS/GDSS (Table XVIII, p. 292). The study shows that 
there is significantly less decision confidence among users 
of computerized DSS/GDSS than users of manual DSS/GDSS (d 
= -.8971, N = 188) in medium difficulty tasks. 
There is only one study of low difficulty task that 
investigates the decision confidence across computerized and 
manual DSS/GDSS (Table XVIII, p. 292). The study shows that 
there is significantly less decision confidence among users 
of computerized DSS/GDSS than users of manual DSS/GDSS (d = 
-.722, N = 72) in low difficulty tasks. 
Although the difference in decision confidence across 
DSS/GDSS and manual DSS/GDSS in high difficulty tasks, is 
far more than that of either medium or low difficulty tasks, 
there is no way to confirm the significance of that 
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difference, since there is only one study in each subset of 
medium and low difficulty tasks. 
4.4.5.9 satisfaction With Decision Process (DSS!GDSS 
Versus No-DSS!GDSS) 
In high difficulty tasks, the users of computer~zed 
DSS/GDSS have less satisfaction with decision process on 
average (mean corrected D = -.493, K = 7, N = 441) than the 
users that have no decision support at all (Table XVII, p. 
288). Although the difference in satisfaction with decision 
process across computerized DSS/GDSS and no-DSS/GDSS ~s 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-1.60 to .616), suggesting that 
the average difference in satisfaction with decision process 
is not statistically different from zero at p < 10. However, 
the fail-safe n shows that the difference is large enough 
and reliable enough to be of practical significance. It 
would take 62 missing studies averaging null findings that 
would have to exist to bring the average corrected D up from 
-.493 to -0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have more satisfaction with decision process than 
no-DSS/GDSS on average (mean corrected D = .2139, K = 4, N = 
561). Although the difference in satisfaction with decision 
process is small to moderate, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-.216 to 
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.615), indicating that the difference in satisfaction with 
decision process between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Moreover, the fail-safe n 
indicates that the difference is not large enough or 
reliable enough to be of practical significance. It would 
take only 13 additional studies averaging null results that 
would have to exist to reduce the average corrected D from 
0.2139 to 0.05. 
In low difficulty tasks, the users of computerized 
DSS/GDSS have slightly more satisfaction with decision 
process on average (average corrected D = .115, K = 3, N = 
226) than the users of no-DSS/GDSS. In addition to the small 
difference, the confidence interval includes zero (-.481 to 
.712), suggesting that the difference in satisfaction with 
decision process is not statistically different from zero. 
Moreover, the fail-safe n shows that the difference is small 
and not reliable enough to be of practical significance. It 
would take only 4 additional studies averaging null results 
to bring the mean corrected effect size down from .115 to 
.05. 
The confidence intervals for second order sampling 
error of high difficulty tasks is significantly different 
from that of medium difficulty tasks (overlap Z = 1.82 > Zc 
= 1.645), suggesting that the high difficulty tasks affect 
satisfaction with decision process differently than medium 
difficulty tasks (the users of DSS/GDSS as opposed to users 
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of no-DSS/GDSS have statistically less satisfaction with 
decision process in high difficulty tasks than in medium 
difficulty tasks). The average difference in satisfaction 
with decision process across DSS/GDSS and no-DSS/GDSS in low 
difficulty tasks is not significantly different from those 
of either high or low difficulty tasks (overlap z of high 
versus low difficulty tasks = 1.33, overlap z of medium 
versus low difficulty tasks= .29, both > Zc), meaning that 
in low difficulty tasks, there would be no significantly 
different satisfaction with decision process across DSS/GDSS 
and no-DSS/GDSS than in either high or medium difficulty 
tasks. 
4.4.5.10 Satisfaction With Decision Process (DSS!GDSS 
Versus Manual DSS!GDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS have no more satisfaction with decision process on 
average (mean corrected D = .048, K = 3, N = 64) than the 
users of manual decision support (Table XVIII, p. 292). In 
addition to the fact that the difference is very small and 
not far from zero, the 80% confidence interval surrounding 
the mean uncorrected D includes zero (-.0436 to .0436), 
suggesting that the average difference in satisfaction with 
decision process is not statistically different from zero at 
p < 10. Moreover, the fail-safe n shows that it would take 
no more missing studies averaging null findings that would 
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have to exist to bring the average corrected D to 0.05, 
since the average corrected D is already below that value. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have in more satisfaction with decision process on 
average (mean corrected D = .886, K = 2, N = 108) than the 
users of manual DSS/GDSS. Although, the difference in 
satisfaction with decision process is large, the confidence 
interval includes zero (-1.005 to 1.87), suggesting that the 
difference in satisfaction with decision process between 
DSS/GDSS and manual DSS/GDSS is not significantly different 
from zero. However, the fail-safe n suggests that the 
difference is large enough and reliable enough to be of some 
practical significance. It would take 33 additional studies 
averaging null results to bring the mean corrected effect 
size down from .886 to .05. 
The confidence intervals for second order sampling 
error of high and medium difficulty tasks are not 
significantly different (overlap Z = 1.43 < Zc = 1.645), 
suggesting that those two levels of task difficulty do not 
affect satisfaction with decision process differently (the 
users of DSS/GDSS as opposed to users of manual DSS/GDSS do 
not have statistically different satisfaction with decision 
process as a result of using either high or medium 
difficulty tasks). 
4.4.5.11 Satisfaction With Decision Outcome (DSS!GDSS 
Versus Manual DSS!GDSSJ 
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In high difficulty tasks, the users of computerized 
DSS/GDSS have more satisfaction with decision outcome on 
average (mean corrected D = .180, K = 2, N = 76) than the 
users of manual decision support (Table XVIII, p. 292) . In 
addition to the small difference, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.498 to .859), suggesting that the average difference in 
satisfaction with decision outcome is not statistically 
different from zero at p < 10. Moreover, the fail-safe n 
suggests that the difference is small and not reliable 
enough to be of any practical significance. It would take 
only 5 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
.180 to 0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have slightly less satisfaction with decision 
outcome on average (mean corrected D = -.091, K = 3, N = 
296) than the users of manual DSS/GDSS. In addition to the 
fact that the difference in satisfaction with decision 
outcome is small and not far from zero, the confidence 
interval includes zero (-.455 to .274), suggesting that the 
difference in satisfaction with decision outcome between 
DSS/GDSS and manual DSS/GDSS is not significantly different 
from zero. Moreover, the fail-safe n suggests that the 
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difference is small and not reliable enough to be of any 
practical significance. It would take only two additional 
studies averaging null results to bring the mean corrected 
effect size up from -.091 to -.05. 
The confidence intervals for second sampling error of 
high and medium difficulty tasks are not significantly 
different (overlap Z = .56< Zc = 1.645), suggesting that 
those two levels of task difficulty do not affect 
satisfaction with decision outcome differently (the users of 
DSS/GDSS as opposed to users of manual DSS/GDSS do not 
have statistically different satisfaction with decision 
outcome as a result of using either high or medium 
difficulty tasks). 
4.4.5.12 Equality of Participation (DSS/GDSS Versus 
No-DSS!GDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS have more equality of participation on average 
(mean corrected D = 1.95, K = 9, N = 564) than the users 
with no decision support at all (Table XVII, p. 288). 
Although the difference in equality of participation across 
computerized DSS/GDSS and no-DSS/GDSS is very large, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.525 to 4.02), suggesting that the average 
difference in equality of participation is not statistically 
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different from zero at p < 10. However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 347 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from 1.95 to 
0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have more equality of participation on average 
(mean corrected D = .655, K = 5, N = 382) than the users of 
no-DSS/GDSS. Although the difference in equality of 
participation is large, the 80% confidence interval 
' surrounding the mean uncorrected D includes zero (-.386 to 
1.69), indicating that the difference in equality of 
participation between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 60 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .655 to 
0.05. 
In low difficulty tasks, the users of computerized 
DSS/GDSS have less equality of participation on average 
(average corrected D = -.276, K = 3, N = 232) than the users 
of no-DSS/GDSS. Although the difference is small to 
moderate, the confidence interval includes zero (-.603 to 
.114), suggesting that the difference in equality of 
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participation is not statistically different from zero. 
Moreover, the fail-safe n shows that the difference is not 
large enough or reliable enough to be of practical 
significance. It would take only 14 additional studies 
averaging null results to bring the mean corrected effect 
size up from -.276 to -.05. 
The confidence intervals for second order sampling 
error of high, medium, and low difficulty tasks are 
significantly different from each other (overlap z between 
high and medium difficulty tasks is 1.82; overlap Z between 
medium and low difficulty tasks is 2.15; no overlap between 
high and low difficulty tasks; all are greater than the 
critical value of Z), suggesting that those three levels of 
task difficulty do affect equality of participation 
differently (the users of DSS/GDSS as opposed to users of 
no-DSS/GDSS have significantly more equality of 
participation as they move from low to high difficulty 
tasks). This result is very consistent with the theory 
[Gallupe, 1985; Bui and Sivasankaran, 1987] in claiming that 
' DSS/GDSS are more effective in high than in low difficulty 
tasks. 
4.4.5.13 Equality of Participation (DSSIGDSS Versus 
Manual DSS!GDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS have less equality of participation on average 
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(mean corrected D = -.384, K = 3, N = 183) than the users of 
manual decision support (Table XVIII, p. 292) . In addition 
to the fact that the difference is moderate in size, the 80% 
confidence interval surrounding the mean uncorrected D does 
not include zero (-.557 to -.211), suggesting that the 
average difference in equality of participation is 
statistically different from zero at p < 10. Moreover, the 
fail-safe n suggests that the difference is relatively small 
and not reliable enough to be of practical significance. It 
would take only 20 missing studies averaging null findings 
that would have to exist to bring the average corrected D up 
from -.384 to -0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have more equality of partic~pation on average 
(mean corrected D = .2747, K = 4, N = 394) than the users of 
manual DSS/GDSS. Although the difference in equality of 
participation is small to moderate, the confidence interval 
includes zero (-.0451 to .5436), suggesting that the 
difference in equality of participation between DSS/GDSS and 
manual DSS/GDSS is not significantly different from zero. 
Moreover, the fail-safe n suggests that the difference is 
small and not reliable enough to be of any practical 
significance. It would take only 18 additional studies 
averaging null results to bring the mean corrected effect 
size up from .2747 to .05. 
The confidence intervals for second order sampling 
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error of high and medium difficulty tasks are significantly 
different (overlap Z = 2.87 > Zc = 1.645), suggesting that 
those two levels of task difficulty do affect equality of 
participation differently (the users of DSS/GDSS as opposed 
to users of manual DSS/GDSS have statistically less equality 
of participation in high than in medium difficulty tasks). 
4.4.5.14 Degree of Decision Consensus (DSSIGDSS Versus 
No-DSS/GDSS) 
In high difficulty tasks, the users of computerized 
DSS/GDSS have lower degree of decision consensus on average 
(mean corrected D = -1.05, K = 10, N = 609) than the users 
with no decision support at all (Table XVII, p. 288). 
Although the difference in degree of decision consensus 
across computerized DSS/GDSS and no-DSS/GDSS is large, the 
80% confidence interval surrounding the mean uncorrected D 
includes zero (-2.64 to .646), suggesting that the average 
difference in degree of decision consensus is not 
statistically different from zero at p < 10. However, the 
fail-safe n shows that the difference is large enough and 
reliable enough to be of practical significance. It would 
take 200 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
1.05 to 0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have no higher degree of decision consensus on 
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average (mean corrected D = -.068, K = 2, N = 280) than the 
users of no-DSS/GDSS. Although the 80% confidence interval 
surrounding the mean uncorrected D does not include zero 
(-.068 to -.068), indicating that the difference in degree 
of decision consensus between DSS/GDSS and no-DSS/GDSS is 
significantly different from zero, the fail-safe n shows 
that the difference is small and not reliable enough to be 
of any practical significance. It would take only one 
missing study with null finding that would have to exist to 
bring the averag~ corrected D up from -.068 to -0.05. 
In low difficulty tasks, the users of computerized 
DSS/GDSS have lower degree of decision consensus on average 
(average corrected D = -.782 ,K = 4, N = 196) than the users 
of no-DSS/GDSS. Although the difference is large, the 
confidence interval includes zero (-1.77 to .286), 
suggesting that the difference in degree of decision 
consensus is not statistically different from zero. However, 
the fail-safe n shows that the difference is large enough 
and reliable enough to be of practical significance. It 
would take 59 additional studies averaging null results to 
bring the mean corrected effect size up from -.782 to -.05. 
The confidence intervals for second order sampling 
error of high difficulty tasks is significantly different 
from medium difficulty tasks (overlap Z = 2.28 > Zc), 
suggesting that those two levels of task difficulty do 
affect degree of decision consensus differently (the users 
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of DSS/GDSS as opposed to users of no-DSS/GDSS have 
significantly lower degree of decision consensus in high 
than in medium difficulty tasks). The confidence intervals 
for second order sampling error of low difficulty tasks is 
significantly different from either high or medium 
difficulty tasks (overlap Z between high and low difficulty 
tasks = .45; overlap Z between medium and low difficulty 
tasks = 1.61; both are less than Zc), suggesting that the 
low levels of task difficulty do affect degree of decision 
consensus differently thanceither high or medium difficulty 
tasks (the users of DSS/GDSS as opposed to users of no-
DSS/GDSS have signif~cantly no higher degree of dec~sion 
consensus in low than in either high or medium difficulty 
tasks) . 
4.4.5.15 Degree of Decision Consensus (DSS!GDSS Versus 
Manual DSS!GDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS have lower degree of decision consensus on average 
(mean corrected D = -.995, K = 2, N = 195) than the users of 
manual decision support (Table XVIII, p. 292) . In addition 
to the fact that the difference in degree of decision 
consensus across computerized DSS/GDSS and manual DSS/GDSS 
is large, the 80% confidence interval surrounding the mean 
uncorrected D does not include zero (-.955 to -.955), 
suggesting that the average difference in degree of decision 
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consensus is statistically different from zero at p < 10. 
Moreover, the fail-safe n shows that the difference is large 
enough and reliable enough to be of some practical 
significance. It would take 38 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D up from -.955 to -0.05. 
There is only one study of medium difficulty task that 
investigates the degree of decision consensus across 
computerized and manual DSS/GDSS (Table XVIII, p. 292). The 
study shows that there is significantly lower degree of 
decision consensus among users of computerized GDSS than 
users of manual GDSS (d = -.5386, N = 188) in medium 
difficulty tasks. 
Although in both h~gh and medium difficulty tasks, the 
users of GDSS have lower degree of decision consensus than 
the users of no-GDSS, there is no way to confirm that the 
two subsets are not significantly different, since there is 
only one study in the subset of medium difficulty tasks. 
4.4.5.16 Satisfaction Toward the System (DSS/GDSS 
Versus No-DSS/GDSS} 
In high difficulty tasks, the users of computerized 
DSS/GDSS have higher satisfaction toward the system on 
average (mean corrected D = 2.28, K = 2, N = 111) than the 
users with no decis~on support at all (Table XVII, p. 288). 
In addition to the large size of the difference in 
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satisfaction toward the system across computerized DSS/GDSS 
and no-DSS/GDSS, the 80% confidence interval surrounding the 
mean uncorrected D does not include zero (1.89 to 2.31), 
suggesting that the average difference in satisfaction 
toward the system is statistically different from zero at p 
< 10. Moreover, the fail-safe n shows that the difference is 
large enough and reliable enough to be of practical 
significance. It would take 89 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from 2.28 to 0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have slightly higher satisfaction toward the system 
on average (mean corrected D = .187, K = 3, N = 513) than 
the users of no-DSSjGDSS. Although the difference is small, 
the 80% confidence interval surrounding the mean uncorrected 
D does not include zero (.174 to .174), indicating that the 
difference in satisfaction toward the system between 
DSS/GDSS and no-DSS/GDSS is ~ignificantly different from 
zero. However, the fail-safe n shows that the difference is 
small and not reliable enough to be of some practical 
significance. It would take only 8 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .187 to 0.05. 
There is only one study of low difficulty task that 
investigates the satisfaction toward the system across 
computerized DSS/GDSS and no-DSS/GDSS (Table XVII, p. 288). 
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The study shows that there is significantly lower 
satisfaction toward the system among users of computerized 
DSS/GDSS than users of no-DSS/GDSS (d = -.3286, N = 90) in 
low difficulty tasks. 
The confidence intervals for second order sampling 
error of high difficulty tasks is significantly different 
from medium difficulty tasks (no overlap), suggesting that 
those two levels of task difficulty do affect satisfaction 
toward the system differently (the users of DSS/GDSS as 
opposed to users of no-DSS/GDSS have significantly higher 
satisfaction toward the system in high than in medium 
difficulty tasks). 
4.4.5.17 Satisfaction Toward the System (DSSIGDSS 
Versus Manual DSSIGDSSJ 
In high difficulty tasks, the users of computerized 
DSS/GDSS have higher satisfaction toward the system on 
average (mean corrected D = .199, K = 3, N = 117) than the 
users of manual DSS/GDSS (Table XVIII, p. 292). In addition 
to the small difference in satisfaction toward the system 
across computerized DSS/GDSS and manual DSS/GDSS, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.300 to .657), suggesting that the average 
difference in satisfaction toward the system is not 
statistically different from zero at p < 10. Moreover, the 
fail-safe n shows that the difference is small and has no 
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practical significance. It would take 9 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .199 to .05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have higher satisfaction toward the system on 
average (mean corrected D = .BOB, K = 4, N = 43B) than the 
users of manual DSS/GDSS. In addition to the fact that the 
difference is large, the BO% confidence interval surrounding 
the mean uncorrected D does not include zero (.BOB to .BOB), 
indicating that the difference in satisfaction toward the 
system between DSS/GDSS and manual DSS/GDSS is significantly 
different from zero. Moreover, the fail-safe n shows that 
the difference is large enough and reliable enough to be of 
some practical significance. It would take 61 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .BOB to .05. 
The confidence intervals for second order sampling 
error of high and medium difficulty tasks are significantly 
different from each other (overlap Z = 2.01 > Zc = 1.645), 
suggesting that those two levels of task difficulty do 
affect satisfaction toward the system differently (the users 
of DSS/GDSS as opposed to users of manual DSS/GDSS have 
significantly lower satisfaction toward the system in high 
than in medium difficulty tasks). 
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4.4.5.18 Amount of Group Discussion (DSS!GDSS Versus 
No-DSS!GDSSJ 
There is only one study of high difficulty task that 
investigates the amount of group discussion across 
computerized DSS/GDSS and no-DSS/GDSS (Table XVII, p. 288). 
The study shows that there is significantly more amount of 
group discussion among users of computerized DSS/GDSS than 
users of no-DSS/GDSS (d = 1.964, N = 36) in low difficulty 
tasks. 
In low difficulty tasks, the users of computerized 
DSS/GDSS have slightly less amount of group discussion on 
average (mean corrected D = -.172, K = 2, N = 126) than the 
users of no-DSS/GDSS. In addition to the fact that the 
difference is small, the 80% confidence interval surrounding 
the mean uncorrected D includes zero (-1.14 to .801), 
indicating that the difference in amount of group discussion 
between DSS/GDSS and no-DSS/GDSS is not significantly 
different from zero. Moreover, the fail-safe n shows that 
the difference is small and not reliable enough to be of any 
practical significance. It would take only 5 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D up from -.172 to -0.05. 
Although there is a large difference in amount of group 
discussion between high and low difficulty tasks, there is 
no way to confirm that the two subsets are not significantly 
different, since there is only one study in the subset of 
high difficulty tasks. 
4.4.5.19 Amount of Communication (DSSIGDSS Versus 
No-DSSIGDSSJ 
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In high difficulty tasks, the users of computerized 
DSS/GDSS have less communication on average (mean corrected 
D = -1.41, K = 3, N = 130) than the users with no decision 
support at all (Table XVII, p. 288) . Although the difference 
in amount of communication across computerized DSS/GDSS and 
no-DSS/GDSS is very large, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-2.83 to 
.147), suggesting that the average difference in amount of 
communication is not statistically different from zero at p 
< 10. However, the fail-safe n shows that the difference is 
large enough and reliable enough to be of practical 
significance. It would take 82 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D up from -1.41 to -0.05. 
In low difficulty tasks, the users of computerized 
DSS/GDSS have less of communication on average (mean 
corrected D = -.980, K = 3, N = 220) than the users of no-
DSS/GDSS. Although the difference in amount of communication 
is large, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-2.85 to .147), indicating that 
the difference in amount of communication between DSS/GDSS 
and no-DSS/GDSS is not significantly different from zero. 
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However, the fail-safe n shows that the difference is large 
enough and reliable enough to be of practical significance. 
It would take 56 missing studies averaging null findings 
that would have to exist to bring the average corrected D up 
from -.980 to -0.05. 
The confidence intervals for second order sampling 
error of high and low difficulty tasks are not significantly 
different from each other (overlap Z = .38 < Zc =1.645), 
suggesting that those two levels of task difficulty do not 
affect amount of communication differently (the users of 
DSS/GDSS as opposed to users of no-DSS/GDSS have no 
significantly different amount of communication as a result 
of having either high or low difficulty tasks). 
4.4.5.20 Degree of Decision Improvement (DSS/GDSS 
Versus No-DSS!GDSS) 
In high difficulty tasks, the users of computerized 
DSS/GDSS have lower degree of decision improvement on 
average (mean corrected D = -.243, K = 3, N = 207) than the 
users with no decision support at all (Table XVII, p. 288). 
Although the difference in degree of decision improvement 
across computerized DSS/GDSS and no-DSS/GDSS is small to 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-1.12 to .64), suggesting that 
the average difference in degree of decision improvement is 
not statistically different from zero at p < 10. Moreover, 
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the fail-safe n shows that the difference is small enough 
and not reliable enough to be of practical significance. It 
would take only 12 missing studies averaging null findings 
that would have to exist to bring the average corrected D up 
from -.243 to -0.05. 
In medium difficulty tasks, the users of computerized 
DSS/GDSS have higher degree of decision improvement on 
average (mean corrected D = 1.00, K = 4, N = 638) than the 
users of no-DSS/GDSS (Table XVII, p. 288). In addit~on to 
the fact that the difference is large, the 80% confidence 
interval surrounding the mean uncorrected D does not include 
zero (.517 to 1.08), indicating that the difference in 
degree of decision improvement between DSS/GDSS and no-
DSS/GDSS is significantly different from zero. However, the 
fail-safe n shows that the difference is large enough and 
reliable enough to be of practical significance. It would 
take 76 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
1.00 to 0.05. 
There is only one study of low difficulty task that 
investigates the degree of decision improvement across 
computerized DSS/GDSS and no-DSS/GDSS (Table XVII, p. 288). 
The study shows that there is significantly higher degree of 
decision improvement among users of computerized DSS/GDSS 
than users of no-DSS/GDSS (d = .8829, N = 100) in low 
difficulty tasks. 
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The confidence intervals for second order sampling 
error of high difficulty tasks is significantly different 
from medium difficulty tasks (overlap Z = 2.79 > Zc =1.645), 
suggesting that those two levels of task difficulty do 
affect degree of decision improvement differently (the users 
of DSS/GDSS as opposed to users of no-DSS/GDSS have 
significantly lower degree of decision improvement in high 
than in medium difficulty tasks). 
4.4.6 Cross-Sectional Versus Longitudinal Studies 
In this section, the moderator variable is based on 
separating the available studies for each dependent measure 
(i.e., decision quality) into studies that are cross-
sectional (i.e., one period) or longitudinal (i.e., multi-
periods). For each dependent variable, the moderator 
variable is tested under two different independent variables 
(computerized decision aids versus no decision aids, and 
computerized decision aids versus manual decision aids) • 
Some dependent variables are not applicable under the 
current moderator variable (Tables XIX and XX, pp. 329, 
332), either because the population is homogeneous, there 
are only two or fewer studies available, or because all the 
studies lie in one side of the moderator's subsets (i.e., 
all the available studies are longitudinal). 
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4.4.6.1 Decision Quality (DSSIGDSS Versus No-DSS/GDSSJ 
In the cross-sectional studies, the users of 
computerized DSS/GDSS produce higher quality decisions on 
average (mean corrected D = .397, K = 37, N = 4956) than the 
users that have no decision support at all (Table XIX) . 
Although the difference in quality of decisions produced by 
computerized DSS/GDSS and no-DSS/GDSS is moderate in size, 
the 80% confidence interval sur~ounding the mean uncorrected 
D includes zero (-.210 to .965), suggesting that the average 
difference in decision quality is not statistically 
different from zero at p < 10. However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 257 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .397 to 
0.05. 
In the longitudinal studies, the users of computerized 
DSS/GDSS produce slightly higher quality decisions on 
average (mean corrected D = .189, K = 6, N = 490) than no-
DSSfGDSS (Table XIX) . In addition to the fact that the 
difference in decision quality is small, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.0396 to .382), indicating that the difference in decision 
quality between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Moreover, the fail-safe n 
indicates that the difference is small and not reliable 
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TABLE XIX 
THE EFFECTS OF THE MODERATOR VARIABLE OF CROSS-SECTIONAL VERSUS 
LONGITUDINAL STUDIES USING DSSfGDSS VERSUS NO-DSS/GDSS 
Dependent Var~ables No. Total Mean SD of Cred~b~l~ty % Var 
of N Cor- Cor- Intervals due to 
D's rected rected (80%) Sampl~ng 
D's D's Error 
Dec. Qual~ty-cross sect~onal 37 4956 .397 .482 -.221, 1.01 12.77 
Long~tud~nal 6 490 .189 .182 -.0438, .422 64.98 
Dec~s~on T~me-cross Sect~onal 17 3449 -.0121 .849 -1.099, 1.07 2.68 
Long~tud~nal 3 93 -.859 0 -.859, -.859 737.9 
Depth of Analys~s-cross Sec. 16 970 .300 .948 -.913, 1.51 8.73 
Long~tud~nal 1 81 d = -.4444 
Dec~s~on Conf~dence-Cross Sec. 15 1103 .163 .716 -.753, 1.08 10.82 
Long~tud~nal 1 96 d = .2925 
Sat~sfact~on w/Dec~s~on Process Not Appl~cable 
Sat~sfact~on w/Dec~s~on Outcome Not Appl~cable 
Equal~ty of Part~c~pat~on Not Appl~cable 
Degree of Dec~s~on Consensus Not Appl~cable 
Sat~sfact~on Toward the System Not Appl~cable 
Degree of Dec~s~on Cons~stency Not Appl~cable 
Amount of D~scuss~on Confl~ct Not Apphcable 
Degree of Un~nh~b~ted Behav~or Not Appl~cable 
Amount of Commun~cat~on Not Appl~cable 
Rate of Dec. Improvement-Cross 7 849 .769 .748 -.188, 1. 73 8.99 
Long~tud~nal 1 96 d = .2982 
Degree of Group Cohes~veness Not Appl~cable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
Mean Mean 
Uncor- SQR 
rected Ryy 
D's 
.377 .952 
.171 .905 
-.0121 1 
-.859 1 
.269 .895 
.155 .949 
.613 .797 
w 
N 
\0 
TABLE XIX (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF CROSS-SEC'l'IONAL VERSUS 
LONGITUDINAL STUDIES USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Var~ables Conf~dence Var of Samp- Res- Ch~-SQ Conf~dence 
Intervals Obs D's l~ng ~dual (X2K-1 os) Interval for • 
(80%) Error Var 2nd Order 
of Obs Sampl~ng 
D's Error(95%) 
Dec. Qual~ty-Cross Sect~onal -.210, .965 .242 .0308 .211 289.8 .2191 .536 
Long~tud~nal -.0396, .382 .077 .0504 .027 9.23 -.051, .3941 
Dec~s~on T~e-cross Sect~onal -1.099, 1.075 .742 .0199 .722 633.3 -.421, .397 
Long~tud~nal -.859, -.859 .020 .151 .1305 .406 -1.02' -.698 
Depth of Analys~s-Cross Sec. -.817, 1.35 .789 .0689 • 7197 183.2 -.166, .704 
Long~tud~nal 
Dec~s~on Conf~dence-cross sec. -.715, 1.025 .518 .0561 .4624 138.62 -.209, .519 
Long~tud~nal 
Sat~sfact~on wjDec~s~on Process Not Appl~cable 
Sat~sfact~on wjDec~s~on Outcome Not Appl~cable 
Equal~ty of Part~c~pat~on Not Appl~cable 
Degree of Dec~s~on Consensus Not Appl~cable 
Sat~sfact~on Toward the System Not Appl~cable 
Degree of Dec~s~on Cons~stency Not Appl~cable 
Amount of D~scuss~on Confl~ct Not Appl~cable 
Degree of Un~nh~b~ted Behav~or Not Appl~cable 
Amount of Commun~cat~on Not Appl1cable 
Rate of DeC'. Improvement-Cross -.149, 1.38 .390 .035 .356 77.89 .150, 1.08 
Degree of Group Cohes~veness Not Appl~cable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
Over- Fcnl 
Lap S3fe 
z N 
Value, 
Zc=1. 645 
1.49 257 
17 
No 1\<Dc 
49 
80 
34 
101 
w 
w 
0 
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enough to be of practical significance. It would take only 
17 additional studies averaging null results that would have 
to exist to reduce the average corrected D from 0.189 to 
0.05. 
The confidence intervals for second order sampling 
error of cross-sectional and longitudinal studies are not 
significantly different (overlap z = 1.49 < Zc = 1.645), 
suggesting that those two subsets do not affect decision 
quality differently (the use~s of DSS/GDSS as opposed to 
users of no-DSS/GDSS do not have statistically different 
quality decisions when cross-sectional studies are compared 
to longitudinal studies). 
4.4.6.2 Decision Quality (DSS/GDSS Versus Manual 
DSS!GDSSJ 
In the cross-sectional studies, the users of 
computerized DSS/GDSS produce higher quality decisions on 
average (mean corrected D = .8116, K = 16, N = 933) than the 
users of manual decision support (Table XX). Although the 
difference in quality of decisions produced by computerized 
DSS/GDSS and manual DSS/GDSS is large, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.381 to 2.00), suggesting that the average difference in 
decision quality is not statistically different from zero at 
p < 10. However, the fail-safe n shows that the difference 
is large enough and reliable enough to be of practical 
-
TABLE XX 
THE EFFECTS OF THE MODERATOR VARIABLE OF CROSS-SECTIONAL VERSUS 
LONGITUDINAL STUDIES USING DSS/GDSS VERSUS HANUAL DSS/GDSS 
Dependent Var~ables No. Total Mean so of Cred~b~lity % Var 
of N cor- cor- Intervals due to 
D's rected rected (80%) Sampl~ng 
D's D's Error 
Dec. Qual~ty-Cross Sect~onal 16 933 .8116 .932 -.381, 2.00 8.138 
Long~tud~nal 11 966 .306 .236 .0035, .609 51.93 
Dec~s~on T~me-Cross Sect~onal 9 501 .657 1.00 -.625, 1.939 7.27 
Long~tud~nal 2 468 -.986 .361 -1. 45, -.524 12.92 
Depth of Analys~s-Cross Sec. 8 357 .347 • 771 -.639, 1.33 13.81 
Long~tud~nal 7 863 .317 .251 -.011, .644 36.05 
Dec~s~on Conf~dence-Cross Sec. 6 418 -.053 .727 -.983, .877 10.07 
Longitud~nal 3 458 .252 0 .252, .252 432.6 
Sat~sfact~on w/Dec. Process-Cross 3 144 .694 .726 -.235, 1.62 14.90 
Long~tud~nal 2 28 -.058 0 -.058, -.058 14715 
Sat~sfact~on wfDec. Outcome Not Appl~cable 
Equal1ty of Part1c~pat~on-cross 5 549 .038 .423 -.5036, .5806 20.09 
Long~tud~nal 2 28 .311 0 .311, .311 53432 
Degree of Dec~s~on Consensus Not Appl~cable 
Sat~sfact~on Toward System-Cross 6 514 .768 0 .768, .768 122.3 
Long~tud~nal 1 41 d = -.4906 
Degree of Dec~s~on Cons~stency No Study Available 
Amount of D~scuss~on Confl~ct No Study Ava~lable 
Degree of Un~nh~b~ted Behav~or No Study Available 
Amount of Communicat~on Not Appl~cable 
Rate of Dec. Improvement No Study Ava~lable 
Degree of Group Cohes~veness No Study Ava~lable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
Mean Mean 
Uncor- SQR 
rected Ryy 
D's 
.8116 1 
.270 .882 
.657 1 
-.986 1 
.347 1 
.301 .950 
-.053 1 
.233 .927 
.694 1 
-.053 .911 
.0349 .907 
.311 1 
.768 1 
w 
w 
t\J 
TABLE XX (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF CROSS-SECTIONAL VERSUS 
LONGITUDINAL STUDIES USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Var~ables 
Dec. Qual~ty-cross Sect~onal 
Long~tud~nal 
Dec~s~on T~me-Cross Sect~onal 
Long~tud~nal 
Depth of Analys~s-Cross Sec. 
Long~tud~nal 
Dec~s~on Conf~dence-Cross Sec. 
Long~tud~nal 
Sat~sfact~on w/Dec. Process-Cross 
Long~tud~nal 
Sat~sfact~on w/Dec. OUtcome 
Equal~ty of Part~c~pat~on-Cross 
Long~tud~nal 
Degree of Dec~s~on Consensus 
Sat~sfact~on Toward System-cross 
Long~tud~nal 
Degree of Dec~s~on cons~stency 
Amount of D~scuss~on Confl~ct 
Degree of Un~nh~b~ted Behav~or 
Amount of Commun~cat~on 
Rate of Dec. Improvement 
Degree of Group Cohes~veness 
Amount of Task-Or~ented Behav~or 
Conf~dence Var of 
Intervals Obs D's 
(80%) 
-.381, 2.00 .945 
.0031, .537 .0906 
-.625, 1.939 1.08 
-1.45, -.524 .149 
-.639, 1.33 .690 
-.0106, .612 .0926 
-.983, .877 .587 
.233, .233 .0062 
-.235, 1.62 .619 
-.053, -.053 .0023 
Not Appl~cab1e 
-.457, .526 .1847 
.311, .311 .00064 
Not App1~cable 
.768, • 768 .0419 
No Study Ava~lable 
No Study Ava~lable 
No Study Ava~lable 
Not Appl~cable 
No Study Ava~lable 
No Study Ava~lable 
Not Appl~cable 
Samp- Res- Cht-SQ Conf~dence 
l~ng ~dual (X K-1, os)Interval for 
Error Var 2nd Order 
of Obs Sampl~ng 
D's Error(95%l 
.0769 .868 196.6 .335, 1.288 
.047 .0435 21.18 .0924, .448 
.0786 1.003 123.8 -.022, 1.34 
.019 .130 15.48 -1. 52, -.449 
.095 .595 57.92 -.228, .923 
.033 .059 19.44 .075, .526 
.059 .528 59.58 -.666, .560 
.027 -.0205 .693 .144, .322 
.092 .527 20.13 -1. 96, 1.58 
.338 -.335 .0136 -.1197, .013 
.0371 .1476 24.88 -.342, • 4117 
.3417 .341 3.74 .276, .346 
.051 -.0094 4.90 .604, .932 
over Eul 
Lap S:tfe 
z N 
Value, 
Zc=l. 645 
1.95 244 
56 
No 109 
37 
.09 48 
37 
.96 1 
12 
1.65 39 
1 
1.41 IlK<Dc 
10 
86 
1..) 
1..) 
1..) 
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significance. It would take 244 missing studies averag~ng 
null findings that would have to exist to bring the average 
corrected D down from .8116 to 0.05. 
In the longitudinal studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .306, K = 11, N = 966) than manual DSS/GDSS 
(Table XX, p. 331) . Although the difference in decision 
quality is moderate in size, the 80% confidence interval 
surrounding the mean uncorrected D does not include zero 
(.0031 to .537), indicating that the difference in decision 
quality between DSS/GDSS and manual DSS/GDSS is 
significantly different from zero. Moreover, the fail-safe n 
indicates that the difference is large enough and reliable 
enough to be of practical significance. It would take 56 
additional studies averaging null results that would have to 
exist to reduce the average corrected D from 0.306 to 0.05. 
The confidence intervals for second order sampling 
error of cross-sectional and longitudinal studies are 
significantly different (overlap Z = 1.95 > Zc = 1.645), 
suggesting that those two subsets do affect dec~s~on quality 
differently (the users of DSS/GDSS as opposed to users of 
manual DSS/GDSS produce statistically higher quality 
decisions in cross-sectional than in longitudinal stud~es). 
4.4.6.3 Decision Time (DSS!GDSS Versus No-DSS!GDSSJ 
In the cross-sectional studies, the users of 
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computerized DSS/GDSS take no more decision time on average 
(mean corrected D = -.0121, K = 17, N = 3449) than the users 
that have no decision support at all (Table XIX, p. 329). In 
addition to the fact that the difference in decision time 
across computerized DSS/GDSS and no-DSS/GDSS is very small 
and not far from zero, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-1.099 to 
1.075), suggesting that the average difference in decision 
time is not statistically different from zero at p < 10. 
Moreover, the fail-safe n shows that it would take no more 
missing studies averaging null findings that would have to 
exist to bring the average corrected D to -0.05, since the 
average corrected D is already above that value. 
In the longitudinal studies, the users of computerized 
DSS/GDSS take more decision time than no-DSS/GDSS on average 
(mean corrected D = -.859, K = 3, N = 93). In addition to 
the fact that the difference in decision time is large, the 
80% confidence interval surrounding the mean uncorrected D 
does not include zero (-.859 to .859), indicating that the 
difference in decision time between DSS/GDSS and no-DSS/GDSS 
is significantly d~fferent from zero. Moreover, the fail-
safe n indicates that the difference is large enough and 
reliable enough to be of practical significance. It would 
take 49 additional studies averaging null results that would 
have to exist to increase the average corrected D from 
-0.859 to -0.05. 
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The confidence intervals for second order sampling 
error of cross-sectional and longitudinal studies are 
significantly different from each other (no overlap), 
suggesting that those two subsets do affect decision time 
differently (the users of DSS/GDSS as opposed to users of 
no-DSS/GDSS take significantly more decision time when 
cross-sectional studies pre compared to longitudinal 
studies). 
4.4.6.4 Decision Time (DSSIGDSS Versus Manual 
DSSIGDSSJ 
\ __ 
In the cross-sectional studies, the users of 
computerized DSS/GDSS take less decision time on average 
(mean corrected D = .657, K = 9, N = 501) than the users of 
manual decision support (Table XX, p. 332). Although the 
difference in decision time across computerized DSS/GDSS and 
manual DSSfGDSS is large, the BO% confidence interval 
surrounding the mean uncorrected D includes zero (-.625 to 
1.939), suggesting that the average difference in decision 
time is not statistically different from zero at p < 10. 
However, the fail-safe n shows that the difference is large 
enough and reliable enough to be of practical significance. 
It would take 109 missing studies averaging null findings 
that would have to exist to bring the average corrected D 
down from .657 to 0.05. 
In the longitudinal studies, the users of computerized 
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DSS/GDSS take more decision time on average (mean corrected 
D = -.986, K = 2, N = 468) than manual DSS/GDSS (Table XX, 
p. 332) . In addition to the fact that the difference in 
decision time is large, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-1.45 to 
-.524), indicating that the difference in decision time 
between DSS/GDSS and manual DSS/GDSS is significantly 
different from zero. Given the fact that there are only two 
available studies, fail-safe n indicates, that the difference ,, 
is large enough and reliable enough to be of practical 
significance. It would take 37 additional studies averaging 
null results that would have to exist to increase the 
average corrected D from -0.986 to -0.05. 
The confidence intervals for second order sampling 
error of cross-sectional and longitudinal stud~es are 
significantly different from each other (no overlap), 
suggesting that those two subsets do affect decision time 
differently (the users of DSS/GDSS as opposed to users of 
manual DSS/GDSS take significantly less decision time in 
cross-sectional than in longitudinal studies). 
4.4.6.5 Depth of Analysis (DSS!GDSS Versus No-
DSS!GDSS) 
In the cross-sectional studies, the users of 
computerized DSS/GDSS analyze decision tasks in more depth 
on average (mean corrected D = .300, K = 16, N = 970) than 
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the users that have no decision support at all (Table XIX, 
p. 329). Although the difference in depth of analysis across 
computerized DSS/GDSS and no-DSS/GDSS is moderate in size, 
the 80% confidence interval surrounding the mean uncorrected 
D includes zero (-.817 to 1.35), suggesting that the average 
difference in depth of analysis is not statistically 
different from zero at p < 10. However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 80 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .300 to 
0.05. 
There is only one longitudinal study that investigates 
the degree of depth of analysis across computerized DSS/GDSS 
and no-DSS/GDSS (Table XIX, p. 329). The study shows that 
there is significantly less depth of analysis among users of 
computerized DSS/GDSS than users of no-DSS/GDSS (d = -.4444, 
N = 81). 
Although there is a large difference in depth of 
analysis across DSS/GDSS and no-DSS/GDSS, there is no way to 
confirm that the two subsets are significantly different, 
since there is only one study in the subset of longitudinal 
studies. 
4.4.6.6 Depth of Analysis (DSSIGDSS Versus Manual 
DSS!GDSS) 
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In the cross-sectional studies, the users of 
computerized DSS/GDSS analyze decision tasks in more depth 
on average (mean corrected D = .347, K = 8, N = 357) than 
the users of manual decision support (Table XX, p. 332) • 
Although the difference in depth of analysis across 
computerized DSS/GDSS and manual DSS/GDSS is moderate in 
size, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.639 to 1.33), suggesting that 
the average difference in depth of analysis is not 
statistically different from zero at p < 10. However, the 
fail-safe n shows that the difference is large enough and 
reliable enough to be of practical significance. It would 
take 48 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
.347 to 0.05. 
In the longitudinal studies, the users of computerized 
DSS/GDSS analyze decision tasks in more depth on average 
(mean corrected D = .317, K = 7, N = 863) than manual 
DSS/GDSS (Table XX, p. 332). Although the confidence 
interval surrounding the mean uncorrected D includes zero (-
.0106 to .612), it is positive for more than 98% of the 
time, indicating that the difference in depth of analysis 
between DSS/GDSS and manual DSS/GDSS is significantly 
different from zero. The fail-safe n indicates that the 
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difference is moderate and has some practical significance. 
It would take 37 additional studies averaging null results 
that would have to exist to reduce the average corrected D 
from 0.317 to 0.05. 
The confidence intervals for second order sampling 
error of cross-sectional and longitudinal studies are not 
significantly different from each other (overlap Z = .09 < 
Zc = 1.645), suggesting that those two subsets do not affect 
depth of analysis differently (the users of DSS/GDSS as 
opposed to users of manual DSS/GDSS produce no significantly 
different depth of analysis in cross-sectional than in 
longitudinal studies). 
4.4.6.7 Decision Confidence (DSSIGDSS Versus No-
DSS!GDSS} 
In the cross-sectional studies, the users of 
computerized DSS/GDSS have slightly more decision confidence 
on average (mean corrected D = .163, K = 15, N = 1103) than 
the users that have no decision support at all (Table XIX, 
p. 329). In addition to the small difference in decision 
confidence across computerized DSS/GDSS and no-DSS/GDSS, the 
80% confidence interval surrounding the mean uncorrected D 
includes zero (-.715 to 1.025), suggesting that the average 
difference in decision confidence is not statistically 
different from zero at p < 10. Furthermore, the fail-safe n 
shows that the difference is small and has only moderate 
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practical significance. It would take only 34 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .163 to 0.05. 
There is only one longitudinal study that investigates 
the degree of decision confidence across computerized 
DSS/GDSS and no-DSS/GDSS (Table XIX, p. 329). The study 
shows that there is relatively more decision confidence 
among users of computerized DSS/GDSS than users of no-
DSS/GDSS (d = .2~25, N = 96). 
Although both cross-sectional and longitudinal studies, 
have small effect sizes, there is no way to confirm that the 
two subsets are not statistically different, since there is 
only one study in the subset of longitudinal studies. 
4.4.6.8 Decision Confidence (DSS/GDSS Versus Manual 
DSS!GDSSJ 
In the cross-sectional studies, the users of 
computerized DSS/GDSS have no more decision confidence on 
average (mean corrected D = -.053, K = 6, N = 418) than the 
users of manual decision support (Table XX, p. 332). In 
addition to the fact that the difference in decision 
confidence across computerized DSS/GDSS and manual DSS/GDSS 
is very small and not far from zero, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.983 to .877), suggesting that the average difference in 
decision confidence is not statistically different from zero 
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at p < 10. Moreover, the fail-safe n shows that the 
difference is very small and has no practical significance. 
It would take only one missing study averaging null finding 
that would have to exist to bring the average corrected D 
down from .053 to 0.05. 
In the longitudinal studies, the users of computerized 
DSS/GDSS have more decision confidence on average (mean 
corrected D = .252, K = 3, N = 458) than manual DSS/GDSS 
(Table XX, p. 332). Although the difference is relatively 
small, the confidence interval surrounding the mean 
uncorrected D does not include zero (.233 to .233), 
indicating that the difference in decision confidence 
between DSS/GDSS and manual DSS/GDSS is significantly 
different from zero. However, the fail-safe n indicates that 
the difference is small and has weak practical significance. 
It would take only 12 additional studies averaging null 
results that would have to exist to reduce the average 
corrected D from 0.252 to 0.05. 
The confidence intervals for second order sampling 
error of cross-sectional and longitudinal studies are not 
significantly different from each other (overlap z = .96 < 
Zc = 1.645), suggesting that those two subsets do not affect 
decision confidence differently (the users of DSS/GDSS as 
opposed to users of manual DSS/GDSS have significantly no 
different decision confidence in cross-sectional versus 
longitudinal studies). 
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4.4.6.9 Satisfaction With Decision Process (DSS!GDSS 
Versus Manual DSS!GDSSJ 
In the cross-sectional studies, the users of 
computerized DSS/GDSS have more satisfaction with decision 
process on average (mean corrected D = .694, K = 3, N = 144) 
than the users of manual decision support (Table XX, p. 
332). Although the difference in satisfaction with decision 
process across computerized DSS/GDSS and manual DSS/GDSS is 
large, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.235 to 1.62), suggesting that 
the average difference in satisfaction with decision process 
is not statistically different from zero at p < 10. However, 
the fail-safe n shows that the difference has a moderate 
practical significance. It would take 39 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .694 to 0.05. 
In the longitudinal studies, the users of computerized 
DSS/GDSS have no more satisfaction with decision process on 
average (mean corrected D = -.058, K = 2, N = 28) than 
manual DSS/GDSS (Table XX, p. 332). Although the confidence 
interval surrounding the mean uncorrected D does not include 
zero (-.053 to -.053), the difference is very small and not 
far from zero, indicating that the difference in 
satisfaction with decision process between DSS/GDSS and 
manual DSS/GDSS is not significantly different from zero. 
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Moreover, the fail-safe n indicates that the difference is 
too small to be of any practical significance. It would take 
only one additional study with null result that would have 
to exist to increase the average corrected D from -0.058 
to -0.05. 
The confidence intervals for second order sampling 
error of cross-sectional and longitudinal studies are 
significantly different from each other (overlap z = 1.65 > 
Zc = 1.645), suggesting that those two subsets do affect 
satisfaction with decision process differently (the users of 
DSS/GDSS as opposed to users of manual DSS/GDSS have 
significantly more satisfaction with decision process in 
cross-sectional studies than in longitudinal studies). 
4.4.6.10 Equality of Participation (DSS/GDSS Versus 
Manual DSSIGDSS} 
In the cross-sectional studies, the users of 
computerized DSS/GDSS have no more equality of participation 
on average (mean corrected D = -.038, K = 5, N = 549) than 
the users of manual decision support (Table XX, p. 332). In 
addition to the fact that the difference in equality of 
participation across computerized DSS/GDSS and manual 
DSS/GDSS is very small and not far from zero, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.457 to .526), suggesting that the average 
difference in equality of participation is not statistically 
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different from zero at p < 10. Moreover, the fail-safe n 
shows that the difference is very small and has no practical 
significance. It would take no more missing studies 
averaging null findings that would have to exist to bring 
the average corrected D to 0.05, since the average corrected 
D is already below that value. 
In the longitudinal studies, the users of computerized 
DSS/GDSS have more equality of participation on average 
(mean corrected D = .311, K = 2, N = 28) than manual 
DSS/GDSS (Table XX, p. 332). In addition to the fact that 
the difference is moderate in size, the confidence interval 
surrounding the mean uncorrected D does not include zero 
(.311 to .311), indicating that the difference in equality 
of participation between DSS/GDSS and manual DSS/GDSS is 
significantly different from zero. However, the fail-safe n 
indicates that the difference is small and has weak 
practical significance. It would take only 10 additional 
studies averaging null results that would have to exist to 
reduce the average corrected D from 0.311 to 0.05. 
The confidence intervals for second order sampling 
error of cross-sectional and longitudinal studies are not 
significantly different from each other (overlap z = 1.41 < 
Zc = 1.645), suggesting that those two subsets do not affect 
equality of participation differently (the users of DSS/GDSS 
as opposed to users of manual DSS/GDSS have significantly no 
different equality of participation in cross-sectional 
studies versus longitudinal studies). 
4.4.6.11 Satisfaction Toward the System (DSS!GDSS 
Versus Manual DSS!GDSSJ 
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In the cross-sectional studies, the users of 
computerized DSS/GDSS have more satisfaction toward the 
system on average (mean corrected D = .768, K = 6, N = 514) 
than the users of manual decision support (Table XX, p. 
332) . In addition to the fact that the difference in 
satisfaction toward the system across computerized DSS/GDSS 
and manual DSS/GDSS is large, the 80% confidence interval 
surrounding the mean uncorrected D does not include zero 
(.768 to .768), suggesting that the average difference in 
satisfaction toward the system is statistically different 
from zero at p < 10. Moreover, the fail-safe n shows that 
the difference is large enough and reliable enough to be of 
practical significance. It would take 86 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .768 to .05. 
There is only one longitudinal study that investigates 
the satisfaction toward the system across computerized 
DSS/GDSS and manual DSS/GDSS (Table XX, p. 332) . The study 
shows that there is significantly less satisfaction toward 
the system among users of computerized DSS/GDSS than users 
of manual DSS/GDSS (d = -.4906, N = 41). 
Although there is a large difference in satisfaction 
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toward the system across DSS/GDSS and manual DSS/GDSS, there 
is no way to confirm that the two subsets are significantly 
different, since there is only one study in the subset of 
longitudinal studies. 
4.4.6.12 Rate of Decision Improvement (DSS/GDSS Versus 
No- DSS!GDSSJ 
In the cross-sectional studies, the users of 
computerized DSS/GDSS have higher rate of decision 
improvement on average (mean corrected D = .769, K = 7, N = 
849) than the users that have no decision support at all 
(Table XIX, p. 329). Although the difference in rate of 
decision improvement across computerized DSS/GDSS and no-
DSS/GDSS is large, the 80% confidence interval surrounding 
the mean uncorrected D includes zero (-.149 to 1.38), 
suggesting that the average difference in rate of decision 
improvement is not statistically different from zero at p < 
10. However, the fail-safe n shows that the difference is 
large enough and reliable enough to be of practical 
significance. It would take 101 missing studi~s averaging 
null findings that would have to exist to bring the average 
corrected D down from .769 to 0.05. 
There is only one longitudinal study that investigates 
the rate of decision improvement across computerized 
DSS/GDSS and no-DSS/GDSS (Table XIX, p. 329). The study 
shows that there is higher rate of decision improvement 
among users of computerized DSS/GDSS than users of no-
DSS/GDSS (d = .2982, N = 96). 
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Although there is a large difference in rate of decision 
improvement across cross-sectional and longitudinal studies 
when DSS/GDSS are compared to no-DSS/GDSS, there is no way 
of telling that the two subsets are significantly different, 
since there is only one study in the subset of longitudinal 
studies. 
4.4.7 Old Versus New Studies 
In this section, the moderator variable is tested by 
splitting the available studies for each dependent measure 
(i.e., decision quality) into studies that are old (1969-
1980) or new studies (1981-1990). For each dependent 
variable, the moderator variable is tested under two 
different independent variables (computerized decision aids 
versus no decision aids, and computerized decision aids 
versus manual decision aids) . Some dependent variables are 
not applicable under the current moderator variable (Tables 
XXI and XXII, pp. 350, 353), either because the population 
of the studies is homogeneous, there are only two or fewer 
studies available, or because all the studies lie in one 
side of the moderator's subsets (i.e., all the available 
studies are new). 
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4.4.7.1 Decision Quality (DSS/GDSS Versus No-DSSIGDSSJ 
In the old studies, the users of computerized DSS/GDSS 
produce slightly more quality decisions on average (mean 
corrected D = .128, K = 10, N = 598) than the users that 
have no decision support at all (Table XXI). In addition to 
the small difference in quality of decisions produced by 
computerized DSS/GDSS and no-DSS/GDSS, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.319 to .553), suggesting that the average difference in 
decision quality is not statistically different from zero at 
p < 10. Moreover, the fail-safe n shows that the difference 
is small and not reliable enough to be of any practical 
significance. It would take only 16 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .128 to 0.05. 
In the new studies, the users of computerized DSS/GDSS 
produce higher quality decisions on average (mean corrected 
D = .44, K = 33, N = 4848) than the users of no-DSS/GDSS 
(Table XXI). Although the difference in decision quality is 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.117 to .954), indicat~ng that 
the difference in decision quality between DSS/GDSS and no-
DSS/GDSS is not significantly different from zero. However, 
the fail-safe n indicates that the difference is large 
enough and reliable enough to be of practical significance. 
It would take 257 additional studies averaging null results 
TABLE XXI 
THE EFFEC'l'S OF THE MODERATOR VARIABLE OF OLD VERSUS NEW 
STUDIES USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent VarLables No. Total Mean SD of CredLbLlLty % Var Mean Mean 
of N Cor- Cor- Intervals due to Uncor- SQR 
D's rected rected (80%) Sampling rected Ryy 
D's D's Error D's 
Dec. QualLty-Old 10 598 .128 .373 -.349, .606 37.40 .117 .912 
New 33 4848 .44 .4398 -.123, 1.00 13.86 .418 .952 
DeCLSLon TLme-Old 3 232 -.549 0 -.549, -.549 223.7 -.549 1 
New 17 3310 .0016 .866 -1.11, 1.11 2.69 .0016 1 
Depth of AnalysLs-Old 2 200 -.669 .497 -1.305, -.032 14.84 -.669 1 
New 15 851 .471 .847 -.613, 1.55 11.51 .421 .895 
DecLSLOn ConfLdence-Old 8 584 .398 .529 -.280, 1.076 16.98 .398 1 
New 8 615 -.057 .713 -.969, .856 10.44 -.0539 .949 
SatLsfactLon wfDec. Process-Old 2 200 -.144 0 -.144, -.144 478.6 -.144 1 
New 11 1028 -.147 • 778 -1.14, .849 7.67 -.137 .932 
satLsfactLon w/Dec. Outcome Not ApplLCable 
EqualLty of PartLcLpatLon-Old 2 100 .460 0 .460, .460 302 .436 .948 
New 14 1038 1.24 1. 79 -1.04, 3.53 2.44 1.11 .893 
Degree of DecLSLon Consensus-Old 2 80 -1.50 0 -1.50, -1.50 164077 -1.42 .948 
New 12 965 -.525 .944 -1.73, .684 5.59 -.525 1 
SatLsfactLon Toward system Not ApplLCable 
Degree of DeCLBLOn ConsLstency Not ApplLcable 
Amount of DLscuss~on Confl~ct Not Appl~cable 
Degree of UnLnhLb~ted Behav~or Not Appl~cable 
Amount of CommunLcatLon-Old 1 40 d = 2.8287 
New 4 270 -.344 .349 -.792, .103 33.67 -.344 1 
Rate of Dec. Improvement-Old 2 200 -.0557 .917 -1.23, 1.117 4.63 -.0557 1 
New 6 745 .944 .272 .596, 1.29 42.74 .752 .797 
Degree of Group CohesLveness Not ApplLcable 
Amount of Task-OrLented BehavLor Not ApplLcable 
w 
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TABLE XXI (CONTINUED) 
'l'HE EFFECTS OF 'l'HE MODERATOR VARIABLE OF OLD VERSUS 
NEW STUDIES USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Var~ables 
Dec. Qual~ty-Old 
New 
Dec~s~on T~me-Old 
New 
Depth of Analys~s-Old 
New 
Dec~s~on Conf~dence-Old 
New 
Sat~sfact~on w/Dec. Process-Old 
New 
Sat~sfact~on w/Dec. Outcome ~ 
Equal~ty of Part~c~pat~on-Old 
New 
Degree of Dec~s~on Consensus-Old 
New 
Sat~sfact~on Toward System 
Degree of Dec~s~on Cons~stency 
Amount of D~scuss~on Confl~ct 
Degree of Un~nh~b~ted Behav~or 
Amount of Commun~cat~on-Old 
New 
Rate of Dec. Improvement-Old 
New 
Degree of Group Cohes~veness 
Amount of Task-Or~ented Behav~or 
Conf~dence Var of 
Intervals Obs D's 
(80%) 
-.319, .553 .185 
-.117, .954 .203 
-.549, -.549 .0246 
-1.11, 1.11 .772 
-1.305, -.032 .290 
-.548, 1.39 .649 
-.280, 1.076 .338 
-.920, .813 .512 
-.144, -.144 .00855 
-1.06, .792 .571 
Not Appl~cable 
.436, .436 .028 
-.937, 3.15 2.62 
-1.42, -1.42 .00008 
-1. 73, .684 .945 
Not Appl.Lcable 
Not Appl~cable 
Not Appl~cable 
Not Appl~cable 
-.792, .103 .184 
-1. 23, 1.117 .881 
.475, 1.03 .082 
Not Appl~cable 
Not Appl~cable 
Samp-
l~ng 
Error 
of Obs 
D's 
.069 
.028 
.0551 
.0207 
.0431 
.0747 
.0574 
.0535 
.0409 
.044 
.085 
.064 
.132 
.053 
.062 
.0408 
.0351 
Res- Cht-SQ Conf~dence 
~dual (X K·l,.Os)Interval for 
Var 2nd Order 
Sampl~ng 
Error(95%) 
.1161 26.7 -.149, .384 
.1752 238.15 .265, .573 
.0305 1.34 -.726, -.372 
.7509 631.95 -. 4J 6, .419 
.247 13.47 -1. 41, .078 
.5743 130.27 .014, .829 
.2808 47.09 -.0051, .801 
.458 76.60 .549, .442 
-.0323 .418 -.272, -.0159 
.527 143.37 -.584, .309 
-.057 .661 .203, .669 
2.55 572.9 .261, 1.96 
-.132 .0012 -1.43, -1.41 
.892 214.8 -1.07, 2.51 
.122 11.88 -.765, .076 
.840 43.15 -1. 36, 1.24 
.0469 14.04 .523, .982 
Over- Fcn.l. 
Lap S!lle 
z N 
Value, 
Zc=l. 645 
1.99 16 
257 
2.36 30 
¥De 
2.63 25 
126 
1.39 56 
1 
.01 4 
21 
1. 74 16 
333 
No 58 
114 
24 
1.48 1 
107 
w 
lrl .... 
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that would have to exist to reduce the average corrected D 
from 0.44 to 0.05. 
The confidence intervals for second order sampling 
error of old and new studies are significantly different 
from each other (overlap Z = ~.99 > Zc = ~.645), suggesting 
that those two subsets do affect decision quality 
differently (the users of DSS/GDSS as opposed to users of 
no-DSS/GDSS produce statistically less quality decisions in 
the old studies than in the new studies). 
4.4.7.2 Decision Quality (DSS!GDSS Versus Manual 
DSSIGDSS} 
In the old studies, the users of computerized DSS/GDSS 
produce only slightly less quality decisions on average 
(mean corrected D = -.0766, K = 2, N = 60) than the users of 
manual decision support (Table XXII). Although the 80% 
confidence interval surrounding the mean uncorrected D does 
not include zero (-.0766 to -.0766), the difference in 
quality of decisions produced by computerized DSS/GDSS and 
manual DSS/GDSS is too small to have any statistical 
significance at p < ~o. Moreover, the fail-safe n shows that 
the difference is too small to have any practical 
significance. It would take only one missing study with null 
finding that would have to exist to bring the average 
corrected D up from -.0766 to -0.05. 
In the new studies, the users of computerized DSS/GDSS 
TABLE XXII 
THE EFFECTS OF THE HODERA'l'OR VARIABLE OF OLD VERSUS NEW 
STUDIES USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Var1ables 
Dec. Qual~ty-Old 
New 
Dec1s~on TLme-Old 
New 
Depth of AnalysLs 
Dec1s1on ConfLdence-Old 
New 
SatLsfactLon w/Dec. Process 
SatLsfact~on w/Dec. Outcome-Old 
New 
EqualLty of PartLc~patLon 
Degree of DecLsLon Consensus-Old 
New 
SatLsfactLon Toward System 
Degree of DecLsLon Cons1stency 
Amount of DLSCUSBLOn ConflLCt 
Degree of Un1nh1b1ted BehavLor 
Amount of Commun1cat1on 
Rate of Dec. Improvement 
Degree of Group Cohes1veness 
Amount of Task-0r1ented Behav1or 
No. Total Mean SD of 
of N Cor- Cor-
D's rected rected 
D's D's 
2 60 -.0766 0 
25 1839 .630 .826 
1 40 d = 1.4403 
10 929 -.204 1.098 
Not App11cab1e 
1 40 d = .6454 
8 836 .076 .554 
Not App11cab1e 
1 40 d = • 7747 
4 332 -.133 .273 
Not Appl1cable 
1 40 d = -1.4142 
2 343 -.696 .027 
Not Appl1cable 
No study Ava1lable 
No Study Ava1lable 
No Study Ava11able 
Not App11cable 
No Study Ava1lable 
No Study Ava11able 
Not Appl1cable 
cred1b1l1ty % Var 
Intervals due to 
(80%) Sampl1ng 
Error 
-.0766, -.0766 584.7 
-.427, 1.688 9.85 
-1. 61, 1.20 3.54 
-.634, .786 12.87 
-.482, .216 39.96 
-.787, -.605 83.15 
Mean Mean 
Uncor- SQR 
rected Ryy 
D's 
-.0766 1 
.556 .882 
-.204 1 
.0705 .927 
-.133 1 
-.696 1 
TABLE XXII (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF OLD VERSUS 
NEW STUDIES USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Var~ables 
Dec. Qual~ty-Old 
New 
Dec~s~on T~me-Old 
New 
Depth of Analys~s 
Dec~s~on Conf~dence-Old 
New 
Sat~sfact~on wjDec. Process 
Sat~sfact~on w/Dec. Outcome-Old 
New 
Equal~ty of Part~c~pat~on 
Degree of Dec~s~on Consensus-Old 
New 
Sat~sfact~on Toward System 
Degree of Dec~s~on Cons~stency 
Amount of D~scuss~on Confl~ct 
Degree of Un~nh~b~ted Behav~or 
Amount of Commun~cat~on 
Rate of Dec. Improvement 
Degree of Group Cohes~veness 
Amount of Task-Or~ented Behav~or 
Conf~dence Var of Samp-
Intervals Obs D's l~ng 
(80%) Error 
of Obs 
D's 
-.0766, -.0766 .0245 .143 
-.377, 1.489 .589 .058 
-1.61, 1.20 1.25 .044 
Not Appl~cable 
-.588, .729 .303 .039 
Not Appl~cable 
-.482, .216 .124 .049 
Not Appl~cable 
-.787, -.605 .0301 .025 
Not Appl~cable 
No Study Ava~lable 
No Study Ava~lable 
No Study Ava~lable 
Not Appl~cable 
No Study Ava~lable 
No Study Ava~lable 
Not Appl~cable 
Res- Cht-SQ Conf~dence 
~dual (X K-1, os)Interval for 
Var 2nd Order 
Sampl~ng 
ErrorC95%) 
-.1188 0.34 -.293, .140 
.531 253.6 . 255, .857 
1.21 282.6 -.897, .489 
.2644 62.17 -.311, .452 
.0744 10.01 -.478, .212 
.0051 2.405 -.937, -.456 
Over Fcnl. 
Lap S31B 
z N 
Value, 
Zc=1. 645 
No 1 
290 
31 
4 
7 
26 
355 
produce higher quality decisions on average (mean corrected 
D = .630, K = 25, N = ~839) than manual DSS/GDSS (Table 
XXII, p. 352). Although the difference in decision quality 
is large, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.377 to ~.489), indicating 
that the difference in decision quality between DSS/GDSS and 
manual DSS/GDSS is not significantly different from zero. 
However, the fail-safe n indicates that the difference is 
large enough and reliable enough to be of practical 
significance. It would take 290 additional studies averaging 
null results that would have to exist to reduce the average 
corrected D from 0.630 to 0.05. 
The confidence intervals for second order sampling 
error of old and new studies are significantly different 
from each other (no overlap), suggesting that those two 
subsets do affect decision quality differently (the users of 
DSSjGDSS as opposed to users of manual DSS/GDSS produce 
statistically less quality decisions in old than in new 
studies) . 
4.4.7.3 Decision Time (DSS!GDSS Versus No-DSS!GDSSJ 
In the old studies, the users of computerized DSS/GDSS 
take more decision time on average (mean corrected D = 
-.549, K = 3, N = 232) than the users that have no decision 
support at all (Table XXI, p. 350). In addition to the fact 
that the difference in decision time across computerized 
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DSS/GDSS and no-DSS/GDSS is moderate to large, the 80% 
confidence interval surrounding the mean uncorrected D does 
not include zero (-.549 to -.549), suggesting that the 
average difference in decision time is statistically 
different from zero at p < 10. However, the fail-safe n 
shows that the difference has only moderate practical 
significance. It would take only 30 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D up from -.549 to -0.05. 
In the new studies, the users of computerized DSS/GDSS 
take no more decision time on average (mean corrected D = 
.0016, K = 17, N = 3310) than the users of no-DSS/GDSS 
(Table XXI, p. 350). In addition to the fact that the 
difference in decision time is very small and almost equals 
to zero, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-1.11 to 1.11), indicating that 
the difference in decision time between DSS/GDSS and no-
DSS/GDSS is not significantly different from zero. Moreover, 
the fail-safe n indicates that it would take no additional 
studies averaging null results that would have to exist to 
reduce the average corrected D to 0.05, since the average 
corrected D is already below that value. 
The confidence intervals for second order sampling 
error of old and new studies are significantly different 
from each other (overlap Z = 2.36 > Zc = 1.645), suggesting 
that those two subsets do affect decision time differently 
(the users of DSS/GDSS as opposed to users of no-DSS/GDSS 
take significantly more decision time in the old studies 
than in the new studies). 
4.4.7.4 Decision Time (DSS!GDSS Versus Manual 
DSSIGDSSJ 
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There is only one old study that investigates decision 
time across computerized DSS/GDSS and manual DSS/GDSS (Table 
XXII, p. 353) . The study shows that the users of 
computerized DSS/GDSS take significantly less decision time 
than the users of manual DSS/GDSS (d = ~.4403, N = 40). 
In the new studies, the users of computerized DSS/GDSS 
take more decision time on average (mean corrected D = 
-.204, K = ~0, N = 929) than manual DSS/GDSS (Table XXII, p. 
353). Although the difference in decision time is small to 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-~.6~ to ~.20), indicating that 
the difference in decision time between DSS/GDSS and manual 
DSS/GDSS is not significantly different from zero. Moreover, 
the fail-safe n indicates that the difference has only 
moderate practical significance. It would take 30 additional 
studies averaging null results that would have to exist to 
increase the average corrected D from -0.204 to -0.05. 
Although there is a large difference in decision t~me 
across old and new studies when DSS/GDSS are compared to 
manual DSS/GDSS, there is no way of telling that the two 
l_ 
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subsets are significantly different, since there is only one 
study in the subset of old studies. 
4.4.7.5 Depth of Analysis (DSS!GDSS Versus No-
DSS!GDSSJ 
In the old studies, the users of computerized DSS/GDSS 
analyze decision tasks in less depth on average (mean 
corrected D = -.669, K = 2, N = 200) than the users that 
have no decision support at all (Table XXI, p. 350). In 
addition to the fact that the difference in depth of 
analysis across computerized DSS/GDSS and no-DSS/GDSS is 
large, the 80% confidence interval surrounding the mean 
uncorrected D does not include zero (-1.305 to -.032), 
suggesting that the average difference in depth of analysis 
is statistically different from zero at p < 10. However, the 
fail-safe n shows that the difference has weak practical 
significance. It would take only 25 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D up from -.669 to -0.05. 
In the new studies, the users of computerized DSS/GDSS 
analyze decision tasks in more depth on average (mean 
corrected D = .471, K = 15, N = 851) than the users of no-
DSS/GDSS (Table XXI, p. 350). Although the difference in 
depth of analysis is moderate in size, the 80% confidence 
interval surrounding the mean uncorrected D includes zero (-
.548 to 1.39), indicating that the difference in depth of 
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analysis between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. However, the fail-safe n 
indicates that the difference is large enough and reliable 
enough to be of practical significance. It would take 126 
additional studies averaging null results that would have to 
exist to reduce the average corrected D from .471 to 0.05. 
The confidence intervals for second order sampling 
error of old and new studies are significantly different 
from each other (overlap Z = 2.63 > Zc = 1.645), suggesting 
that those two subsets do affect depth of analysis 
differently (the users of DSS/GDSS as opposed to users of 
no-DSS/GDSS analyze decision tasks significantly in less 
depth in the old studies than in the new studies). 
4.4.7.6 Decision Confidence (DSS/GDSS Versus No-
DSS!GDSSJ 
In the old studies, the users of computerized DSS/GDSS 
have more decision confidence on average (mean corrected D = 
.398, K = 8, N = 584) than the users who have no decision 
support at all (Table XXI, p. 350). Although the difference 
in decision confidence across computerized DSS/GDSS and no-
DSS/GDSS is moderate, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-.280 to 
1.076), suggesting that the average difference in decis~on 
confidence is not statistically different from zero at p < 
10. However, the fail-safe n shows that the difference is 
large enough and reliable enough to be of practical 
significance. It would take only 56 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .398 to 0.05. 
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In the new studies, the users of computerized DSS/GDSS 
have no more decision confidence on average (mean corrected 
D = -.057, K = 8, N = 615) than the users of no-DSS/GDSS 
(Table XXI, p. 350) . In addition, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.920 to .813), indicating that the difference in decision 
confidence across DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Moreover, the fail-safe n 
indicates that the difference 'is very small and has no 
practical significance. It would take only one additional 
study with null result that would have to exist to increase 
the average corrected D from -.057 to -0.05. 
The confidence intervals for second order sampling 
error of old and new studies are not significantly different 
from each other (overlap z = 1.39 < Zc = 1.645), suggesting 
that those two subsets do not affect decision confidence 
differently (the users of DSS/GDSS as opposed to users of 
no-DSS/GDSS have significantly no different decision 
confidence in the old studies from the new studies) . 
4.4.7.7 Decision Confidence (DSS/GDSS Versus Manual 
DSSIGDSSJ 
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There is only one old study that investigates decision 
confidence across computerized DSS/GDSS and manual DSS/GDSS 
(Table XXII, p. 353) • The study shows that the users of 
computerized DSS/GDSS have significantly more decision 
confidence than the users of manual DSS/GDSS (d = .6454, N = 
40) . 
In the new studies, the users of computerized DSS/GDSS 
have no more decision confidence on average (mean corrected 
D = .076, K = 8, N = 836) than manual DSS/GDSS (Table XXII, 
p. 353) . In addition, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-.588 to 
.729), indicating that the difference in decision confidence 
between DSS/GDSS and manual DSS/GDSS is not signif~cantly 
different from zero. Moreover, the fail-safe n indicates 
that the difference is very small and has no practical 
significance. It would take only 4 additional studies 
averaging null results that would have to exist to reduce 
the average corrected D from 0.076 to 0.05. 
Although there is a large difference in decision 
confidence across old and new studies when DSS/GDSS are 
compared to manual DSS/GDSS, there is no way of telling that 
the two subsets are significantly different, since there is 
only one study in the subset of old studies. 
3~ 
4.4.7.8 Satisfaction With Decision Process (DSS/GDSS 
Versus No-DSS/GDSSJ 
In the old studies, the users of computerized DSS/GDSS 
have slightly less satisfaction with decision process on 
average (mean corrected D = -.144, K = 2, N = 200) than the 
users who have no decision support at all (Table XXI, p. 
350). Although the difference in satisfaction with decision 
process across computerized DSS/GDSS and no-DSS/GDSS is very 
small, the 80% confidence ~nterval surrounding the mean 
uncorrected D does not include zero (-.144 to -.144), 
suggesting that the average difference in satisfaction with 
decision process is statistically different from zero at p < 
10. However, the fail-safe n shows that the difference is 
very small and has no practical significance. It would take 
only 4 missing studies averaging null findings that would 
have to exist to bring the average corrected D up from -.144 
to -0.05. 
In the new studies, the users of computerized DSS/GDSS 
have slightly less satisfaction with decision process on 
average (mean corrected D = -.147, K = 11, N = 1028) than 
the users of no-DSS/GDSS (Table XXI, p. 350). In addition to 
the small difference, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-1.06 to 
.792), indicating that the difference in satisfaction with 
decision process across DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. Moreover, the fail-safe n 
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indicates that the difference is very small and has weak 
practical significance. It would take only 21 additional 
study with null result that would have to exist to increase 
the average corrected D from -.147 to -0.05. 
The confidence intervals for second order sampling 
error of old and new studies are not significantly different 
from each other (overlap Z = .01 < Zc = 1.645), suggesting 
that those two subsets do not affect satisfaction with 
decision process differently (the users of DSS/GDSS as 
opposed to users of no-DSS/GDSS have significantly no 
different satisfaction with decision process in the old 
studies from the new studies) . 
4.4.7.9 Satisfaction With Decision Outcome (DSSIGDSS 
Versus Manual DSS!GDSSJ 
There is only one old study that investigates the 
satisfaction with decision outcome across computerized 
DSS/GDSS and manual DSS/GDSS (Table XXII, p. 353). The study 
shows that there is more satisfaction with decision outcome 
among users of computerized DSS/GDSS than users of manual 
DSS/GDSS (d = .7747, N = 40). 
In the new studies, the users of computerized DSS/GDSS 
have slightly less satisfaction with decision outcome on 
average (mean corrected D = -.133, K = 4, N = 332) than the 
users of manual decision support (Table XXII, p. 353). In 
addition to the small difference in satisfaction with 
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decision outcome across computerized DSS/GDSS and manual 
DSS/GDSS, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.482 to .216), suggesting that 
the average difference in satisfaction with decision outcome 
is not statistically different from zero at p < 10. 
Moreover, the fail-safe n shows that the difference is very 
small and has no practical significance. It would take only 
7 missing studies averaging null findings that would have to 
exist to bring the avera~e corrected D up from -.133 to 
-0.05. 
Although there is a large difference in satisfaction 
with decision outcome across old and new studies when 
DSS/GDSS are compared to manual DSS/GDSS, there is no way of 
telling that the two subsets are significantly different, 
since there is only one study in the subset of old studies. 
4.4.7.10 Equality of Participation (DSS/GDSS Versus 
No-DSS/GDSSJ 
In the old studies, the users of computerized DSS/GDSS 
have more equality of participation on average (mean 
corrected D = .460, K = 2, N = 100) than the users that have 
no decision support at all (Table XXI, p. 350). In addition 
to the moderate difference, the 80% confidence interval 
surrounding the mean uncorrected D does not include zero 
(.436 to .436), suggesting that the average difference in 
equality of participation is statistically different from 
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zero at p < 10. However, the fail-safe n shows that the 
difference is not reliable and has only weak practical 
significance. It would take only 16 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .460 to 0.05. 
In the new studies, the users of computerized DSS/GDSS 
have more equality of participation on average (mean 
corrected D = 1.24, K = 14, N = 1038) than the users of no-
DSS/GDSS (Table XXI, p. 350). Although the difference in 
equality of participation is large, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-1.04 to 3.53), indicating that the difference in equal~ty 
of participation between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. However, the fail-safe n 
indicates that the difference is large enough and reliable 
enough to be of practical significance. It would take 333 
additional studies averaging null results that would have to 
exist to reduce the average corrected D from 1.24 to 0.05. 
The confidence intervals for second order sampling 
error of old and new studies are significantly different 
from each other (overlap Z = 1.74 > Zc = 1.645), suggesting 
that those two subsets do affect equality of participation 
differently (the users of DSS/GDSS as opposed to users of 
no-DSS/GDSS have statistically less equality of 
participation in the old studies than in the new studies) . 
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4.4.7.11 Degree of Decision Consensus (DSS/GDSS Versus 
No-DSS/GDSSJ 
In the old studies, the users of computerized DSS/GDSS 
produce lower degree of decision consensus on average (mean 
corrected D = -1.50, K = 2, N = 80) than the users that have 
no decision support at all (Table XXI, p. 350) . In addition 
to the very large difference, the 80% confidence interval 
surrounding the mean uncorrected D does not include zero 
(1.42 to 1.42), suggesting that the average difference in 
degree of decision consensus is statistically different from 
zero at p < 10. Moreover, the fail-safe n shows that the 
difference is large enough and reliable enough to be of 
practical significance. It would take 58 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D up from -1.50 to -0.05. 
In the new studies, the users of computerized DSS/GDSS 
produce less degree of decision consensus on average (mean 
corrected D = -.525, K = 12, N = 965) than the users of no-
DSS/GDSS (Table XXI, p. 350) . Although the difference in 
degree of decision consensus is moderate, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-1.73 to .684), ind~cat~ng that the difference in degree of 
decision consensus between DSS/GDSS and no-DSS/GDSS is not 
significantly different from zero. However, the fail-safe n 
indicates that the difference is large enough and reliable 
enough to be of practical significance. It would take 114 
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additional studies averaging null results that would have to 
exist to increase the average corrected D from -.525 to 
-0.05. 
The confidence intervals for second order sampling 
error of old and new studies are significantly different 
from each other (no overlap), suggesting that those two 
subsets do affect degree of decision consensus differently 
(the users of DSS/GDSS as opposed to users of no-DSS/GDSS 
have statistically less degree of decision consensus in the 
old studies than in the new studies). 
4.4.7.12 Degree of Decision Consensus (DSSIGDSS 
Versus Manual DSSIGDSS) 
There is only one old study that investigates the 
degree of decision consensus across computerized DSS/GDSS 
and manual DSS/GDSS (Table XXII, p. 353). The study shows 
that there is lower degree of decision consensus among users 
of computerized DSS/GDSS than users of manual DSS/GDSS (d 
= -1.4142, N = 40). 
In the new studies,' the users of computerized DSS/GDSS 
have lower degree of decision consensus on average (mean 
corrected D = -.696, K = 2, N = 343) than the users of 
manual decision support (Table ,XXII, p. 353). In addition to 
the large difference in degree of decision consensus across 
computerized DSS/GDSS and manual DSS/GDSS, the 80% 
confidence interval surrounding the mean uncorrected D does 
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not include zero (-.787 to -.605), suggesting that the 
average difference in degree of decision consensus is 
statistically different from zero at p < 10. However, the 
fail-safe n shows that the difference has only moderate 
practical significance. It would take only 26 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D up from -.696 to -0.05. 
Although there is a large difference in degree of 
decision consensus across old and new studies when DSS/GDSS 
are compared to manual DSS/GDSS, there is no way of knowing 
that the two subsets are significantly different, since 
there is only one study in the subset of old studies. 
4.4.7.13 Amount of Communication (DSS/GDSS 
Versus No-DSS!GDSSJ 
There is only one old study that investigates the 
amount of communication across computerized DSS/GDSS and no-
DSS/GDSS (Table XXI, p. 350). The study shows that there ~s 
significantly less communication among users of computer~zed 
DSS/GDSS than users of no-DSS/GDSS (d = -2.8287, N = 40). 
In the new studies, the users of computerized DSS/GDSS 
produce less communication on average (mean corrected D = 
-.344, K = 4, N = 270) than the users of no-decision support 
(Table XXI, p. 350) . Although the difference in amount of 
communication across computerized DSS/GDSS and no-DSS/GDSS 
is moderate, the 80% confidence interval surrounding the 
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mean uncorrected D includes zero (-.792 to .103), suggesting 
that the average difference in amount of communication is 
not statistically different from zero at p < 10. Moreover, 
the fail-safe n shows that the difference is small and has 
only weak practical significance. It would take only 24 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -.344 to 
-o.o5. 
Although there is a large difference in amount of 
communication across old and new studies when DSS/GDSS are 
compared to no-DSS/GDSS, there is no way of knowing that the 
two subsets are significantly different, since there is only 
one study in the subset of old studies. 
4.4.7.14 Degree of Decision Improvement (DSS/GDSS 
Versus No-DSSIGDSSJ 
In the old studies, the users of computerized DSS/GDSS 
have no different degree of decision improvement on average 
(mean corrected D = -.0557, K = 2, N = 200) from the users 
that have no decision support at all (Table XXI, p. 350). In 
addition to the very small difference, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-1.23 to 1.117), suggesting that the average difference in 
' 
degree of decision improvement is not statistically 
different from zero at p < 10. Moreover, the fail-safe n 
shows that the difference is very small and has no practical 
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significance. It would take only one missing study with null 
finding that would have to exist to bring the average 
corrected D up from -.0557 to -0.05. 
In the new studies, the users of computerized DSS/GDSS 
have more degree of decision improvement on average (mean 
corrected D = .944, K = 6, N = 745) than the users of no-
DSS/GDSS (Table XXI, p. 350). In addition to the fact that 
the difference in degree of decision improvement is large, 
the 80% confidence interval surrounding the mean uncorrected 
D does not include zero (.475 to 1.03), indicating that the 
difference in degree of decision improvement between 
DSS/GDSS and no-DSS/GDSS is significantly different from 
zero. However, the fail-safe n indicates that the difference 
is large enough and reliable enough to be of practical 
significance. It would take 107 additional stud2es averaging 
null results that would have to exist to reduce the average 
corrected D from .944 to 0.05. 
The confidence intervals for second order sampling 
error of old and new studies are not significantly different 
from each other (overlap z = 1.48 < Zc = 1.645), suggesting 
that those two subsets do not affect degree of decis2on 
improvement differently (the users of DSS/GDSS as opposed to 
users of no-DSS/GDSS have statistically no different degree 
of decision imp~ovement in the old studies from the new 
studies). 
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4.4.8 Group Size (Small Versus Large) 
In this section, the moderator variable is tested by 
splitting the available studies for each dependent measure 
(i.e., decision quality) into studies that use small size 
groups (1-4) or studies that use large size groups (5 or 
more). For each dependent variable, the moderator variable 
is tested under two different independent variables 
(computerized decision aids versus no decision aids, and 
computerized decision aids versus manual decision aids). 
Some dependent variables are hot applicable under the 
current moderator variable (Tables XXIII and XXIV, pp. 372, 
376), if the population of the studies is homogeneous, there 
are only two or fewer studies available, or all the studies 
lie in one side of the moderator's subsets (i.e., all the 
available studies use large-size groups) . 
4.4.8.1 Decision Quality (DSSIGDSS Versus No-DSS/GDSSJ 
In the small group studies, the users of computerized 
DSS/GDSS produce more quality decisions on average (mean 
corrected D = .4536, K = 33, N = 4635) than the users that 
have no decision support at all (Table XXIII). Although the 
difference in quality of decisions produced by computerized 
DSS/GDSS and no-DSS/GDSS is moderate, the 80% confidence 
interval surrounding the mean uncorrected D includes zero 
(-.118 to .981), suggesting that the average difference in 
decision quality is not statistically different from zero at 
TABLE XXIII 
THE EFFECTS OF THE MODERATOR VARIABLE OF GROUP SIZE 
USING DSSfGDSS VERSUS NO-DSS/GDSS 
Dependent Var~ables No. Total Mean SD of Cred~b~l~ty % Var Mean Mean 
of N Cor- Cor- Intervals due to Uncor- SQR 
D's rected rected (80%) Sampl~ng rected Ryy 
D's D's Error D's 
Dec. Qual~ty-small Group 33 4635 .4536 .451 -.124, 1.03 13.82 .432 .952 
Large Group 10 811 -.0624 .292 -.436, .311 41.68 -.0569 .912 
Dec~s~on T~me-Small 14 3102 .092 .781 -.908, 1.09 2.89 .092 1 
Large 6 440 -.927 .748 -1.88, .0304 9.98 -.927 1 
Depth of Analys~s-Small 15 851 .471 .847 .613, 1. 55 11.51 .421 .895 
Large 2 200 -.669 .497 -1.305, -.032 14.84 -.669 1 
Dec~s~on Conf~dence-Small 14 999 .279 • 711 -.632, 1.18 11.30 .265 .949 
Large 2 200 -.326 0 -.326, -.326 765.2 -.326 1 
Sat~s w/Dec. Process-small 6 698 .137 .476 -.472, .746 15.08 .1278 .932 
Large 7 530 -.489 .730 -1.42, .446 9.48 -.489 1 
Sat~sfact~on wjDec. outcome Not Appl~cable 
Equal~ty of Part~c~pat~on-Small 8 593 .503 .968 -.736, 1. 74 7.47 .435 .866 
Large 8 545 1. 703 2.17 -1.08, 4.49 1.95 1.557 .914 
Degree of Dec~s~on Consensus-Small 4 370 -.068 .567 -.794, .657 12.08 -.068 1 
Large 10 675 -.929 1.02 -2.23, .377 6.68 -.881 .948 
Sat~sfact~on Toward System-Small 5 624 .557 .801 -.468, 1.58 5.72 .518 .929 
Large 1 90 d = -.3286 
Degree of Dec~s~on Cons~stency Not Appl~cable 
Amount of D~scuss~on Confl~ct Not Appl~cable 
Degree of un~nh~b. Be>hav~or-Small 2 87 .621 0 • 621, .621 225.29 .621 1 
Large 4 240 .019 .078 -.081, .119 91.83 .091 1 
Amount of Commun~cation-Small 2 90 -.578 .365 -1.04, -.110 42.09 -.578 1 
Large 3 220 -.739 1.09 -2.12, .641 5.29 -.701 .949 
Rate of Dec. Improvement-Small 6 745 .944 .272 .596, 1.29 42.74 .752 .797 
Large 2 200 -.0557 .917 -1.23, 1.117 4.63 -.0557 1 
Degree of Group Cohes~veness Not Appl~cable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
w 
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TABLE XXIII (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF GROUP SIZE 
USING DSS/GDSS VERSUS NO-DSS/GDSS 
Dependent Var~ables Confidence Var of Samp- Res- Cht-SQ Conf~dence 
Intervals Obs D's l~ng ~dual (X K-1 os)Interval for 
(80%) Error Var ' 2nd order 
of Obs Sampl~ng 
D's Error(95%} 
Dec. Qual~ty-small Group -118, .981 .214 .029 .184 238.79 .274, .589 
Large Group --:-3"9-,--, .284 .121 .0506 .0708 23.9 -.213, .159 
Dec~s~on T~me-small -.908, 1.09 .629 .0182 .611 482.8 -.323, .508 
Large -1.88, .0304 .622 .062 .5601 60.1 -1. 56, -.296 
Depth of Analys~s-Small -.548, 1.39 .649 .0747 .5743 130.27 .01, .829 
Large -1.305, -.032 .290 .0431 .247 13.47 -1.41, .078 
Dec~s~on Conf~dence-Small -.600, 1.13 .5147 .0582 .4566 123.8 -.111, .641 
Large -.326, -.326 .0054 .0414 -.0359 .261 -.428, -.224 
Satis w/Dec. Process-Small -.441, .696 .232 .035 .197 39.77 -.257, .513 
Large -1.42' .446 .589 .0559 .533 73.81 -1. 06, .0798 
Sat~sfact~on w/Dec. Outcome Not Appl~cable 
Equal~ty of Part~c~pat~on-Small -.638, 1.509 .76 .0567 .703 107.1 -.168, 1.039 
Large -.986, 4.10 4.03 .0788 3.95 408.8 .166, 2.95 
Degree of Dec~s~on Consensus-Small -.794, .657 .366 .044 .322 33.10 -.661, .525 
Large -2.12, .357 1.00 .067 .937 149.8 -1.50, -.260 
Sat~sfact~on Toward System-Small -.435, 1.47 .588 .034 .555 87.39 -.154, 1.19 
Degree of Dec~s~on Cons~stency Not Appl~cable 
Amount of D~scuss~on Confl~ct Not Appl~cable 
Degree of un~nh~b~ted Behav-small .621, .621 .0448 .101 -.056 .888 .327, .914 
Large -.081, .119 .0751 .069 .0061 4.35 -.249, .288 
Amount of Commun~cat~on-Small -1.04' -.110 .230 .097 .133 4.75 -1. 24, .087 
Large -2.10, .608 1.10 .059 1.04 55.66 -1.89' .489 
Rate of Dec. Improvement-Small .475, 1.03 .082 .0351 .0469 14.04 .523, .982 
Large -1.23, 1.117 .881 .0408 .840 43.15 -1.36, 1.24 
Degree of Group Cohes~veness Not Appl~cable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
Over- Fc:ul 
Lap S!ife 
z N 
Value, 
Zc=l. 645 
No 260 
2 -
2.64 12 
105 
2.63 126 
25 
No 64 
11 
1. 79 10 
61 
1.55 72 
264 
1.97 1 
176 
51 
No 29 
~ 
.23 21 
41 
1.48 107 
1 
w 
...... w 
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p < ~0. However, the fail-safe n shows that the difference 
is large enough reliable enough to be of any practical 
significance. It would take 260 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .4536 to 0.05. 
In the large-group studies, the users of computerized 
~------' 
DSS/GDSS produce no ~nt quality_E~cision3 on average 
(mean corrected D = -.0624, K = ~0, N = 8~~) than the users 
of no-DSS/GDSS (Table XXIII, p. 37~Jjfin addition to the 
fact that the difference in deci~ion quality is very small 
and not far from zero, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-.397 to 
.284), indicating that the difference in decision quality 
between DSS/GDSS and no-DSS/GDSS is not significantly 
different from zero. Moreover, the fail-safe n indicates 
that the difference is very small and has no practical 
significance. It would take only two additional studies 
averaging null results that would have to exist to increase 
the,averag~ corrected D from -.0624 to -0.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (no overlap), suggesting that 
those two subsets do affect decision quality differently 
(the users of DSS/GDSS as opposed to users of no-DSS/GDSS 
produce statistically more quality decisions in the small 
group studies than in the large-group studies) . 
4.4.8.2 Decision Quality (DSS!GDSS Versus Manual 
DSS/GDSS) 
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In the small-group studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .772, K = 23, N = 1326) than the users of 
manual decision support (Table XXIV). Although the 
difference in decision quality is large, the 80% confidence 
interval surrounding the mean uncorrected D includes zero (-
.369 to 1.74), suggesting that the difference in decision 
quality across computerized and manual DSS/GDSS is not 
statistically different from zero at p < 10. However, the 
fail-safe n shows that the difference is large enough and 
reliable enough to be of practical significance. It would 
take 332 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
.772 to 0.05. 
In the large-group studies, the users of computerized 
DSS/GDSS produce higher quality decisions on average (mean 
corrected D = .2216, K = 4, N = 573) than manual DSS/GDSS 
(Table XXIV). Although the difference in decision quality is 
small, the 80% confidence interval surrounding the mean 
uncorrected D does not include zero (.195 to .195), 
indicating that the difference in decision quality between 
DSS/GDSS and manual DSS/GDSS is s~gnificantly different from 
zero. However, the fail-safe n indicates that the difference 
is small and has weak practical significance. It would take 
TABLE XXIV 
THE EFFECTS OF THE MODERATOR VARIABLE OF GROUP SIZE 
USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
Dependent Var~ables No. Total Mean so of Cred~b~l~ty % Var 
of N Cor- Cor- Intervals due to 
D's rected rected (80%) Sampl~ng 
D's D's Error 
Dec. Qual~ty-small Group 23 1326 • 772 .928 -.416, 1. 96" 10.12 
Large Group 4 573 .2216 0 .2216, .2216 103.47 
Dec~s~on T~me-Small 10 542 .438 1.227 -1.13, 2.01 4.96 
Large 1 427 d = -.8660 
Depth of Analys~s-Small 11 616 .261 .582 -.483, 1.01 18.08 
Large 4 604 .388 .309 -.0086, .784 24.01 
Dec~s~on Conf~dence-Small 8 471 -.035 .730 -.970, .900 13.29 
Larqe 1 405 d = .2470 
Sat~s w/Dec. Process-Small 2 28 -.058 0 -.048, -.058 14715 
Large 3 144 .694 .726 -.235, 1.62 14.90 
Sat~sfact~on w/Dec. Outcome Not Appl~cable 
Equal~ty of Part~c~pat~on-Small 4 394 .2747 .2535 -.0498, .599 44.12 
Large 3 183 -.384 .135 -.557, -.211 78.98 
Degree of Dec~s~on Consensus-Small 1 188 d = -.5386 
Large 2 195 -.995 0 -.995, -.995 103.99 
Sat~sfact~on Toward System Not Appl~cable 
Degree of Dec~s~on Cons~stency No Study Ava~lable 
Amount of D~scuss~on Confl~ct No Study Ava~lable 
Degree of Un~nh~b. Behav~or No Study Ava~lable 
Amount of Commun~cat~on Not Appl~cable 
Rate of Dec. Improvement No Study Ava~lable 
Degree of Group Cohes~veness No Study Ava~lable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
Mean Mean 
Uncor- SQR 
rected Ryy 
D's 
.683 .885 
.195 .881 
.438 1 
.261 1 
.368 .950 
-.032 .927 
-.053 .911 
.694 1 
.249 .907 
-.384 1 
-.995 1 
l.) 
'J 
0\ 
Dependent Var~ables 
TABLE XXIV (CONTINUED) 
THE EFFECTS OF THE MODERATOR VARIABLE OF GROUP SIZE 
USING DSS/GDSS VERSUS MANUAL DSS/GDSS 
conf~dence Var of Samp- Res- Cht-SQ Conf~dence 
Intervals Obs D's l~ng ~dual (X K-1, os)Intervalfor 
(80%) Error Var 2nd Order 
of Obs Sampl~ng 
Over-
Lap 
z 
Value, 
D's Error{95%} Zc-1. 645 
Qual~ty-Small Group -.369, Dec. 174 .752 .076 .676 227.29 .329, 1.04 2. 77 
Large Group .195, .195 .0275 .028 -.00095 3.86 .0328, .358 
Dec~s~on T~me-Small -1.13, 2.01 1.58 .078 1.506 201.8 -.342, 1.219 
Large 
Depth of Analys~s-Small -.483, 1.01 .413 .0748 .339 60.83 -.118, .641 .49 
Large -.0081, .745 .114 .027 .0866 16.69 .0377, .699 
Dec~s~on Conf~dence-Small -.899, .835 .529 .0703 .459 60.17 -.536, .472 
Large 
Sat~s w/Dec. Process-small -.053, -.053 .0023 .338 -.335 .0136 -.1197, .013 1.65 
Large -.235, 1.62 .619 .092 .527 20.13 -.196, 1.58 
Sat~sfact~on wfDec. outcome Not Appl~cable 
Equal~ty o~ Part~c~patLon-Small .0451, .5436 .0947 .0418 .0529 9.06 -.0523, .5508 2.87 
Large -.557, -.211 .087 .0691 ,.0184 3.798 -.719, -.0497 
Degree of Dec~s~on Consensus-Small 
Large -.995, -.995 .045 .047 -.0018 1.92 -1.29' -.700 
Sat~sfact~on Toward Sy~tem Not Appl~cable 
Degree of Dec~s~on Cons~stency No Study Ava~lable 
Amount of D~scuss~on Confl~ct No Study Ava~lable 
Degree of Un~nh~b. Behav~or No Study Ava~lab1e 
Amount of Commun~cat~on Not Appl~cable 
Rate of Dec. Improvement No Study Ava~lable 
Degree of Group Cohes~veness No Study Ava~lable 
Amount of Task-Or~ented Behav~or Not Appl~cable 
Fcll.1. 
Site 
N 
332 
14 
78 
46 
27 
¥De 
1 
39 
18 
20 
38 
l.a) 
""-! 
""-! 
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only 14 additional studies averaging null results that would 
have to exist to reduce the average corrected D from 0.2216 
to 0.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (overlap Z = 2.27 > Zc = 1.645), 
suggesting that those two subsets do affect decision quality 
differently (the users of DSS/GDSS as opposed to users of 
manual DSS/GDSS produce statistically more qual~ty decisions 
in the small-group studies than in the large-group studies) . 
4.4.8.3 Decision Time (DSS/GDSS Versus No-DSS/GDSS) 
In the small-group studies, the users of computerized 
DSS/GDSS take slightly less decision time on average (mean 
corrected D = .092, K = 14, N = 3102) than the users that 
have no decision support at all (Table XXIII, p. 372). In 
addition to the fact that the difference in decision time 
across computerized DSS/GDSS and no-DSS/GDSS is small, the 
80% confidence interval surrounding the mean uncorrected D 
includes zero (-.908 to 1.09), suggesting that the average 
difference in decision time is not statistically different 
from zero at p < 10. Moreover, the fail-safe n shows that 
the difference is small and has no practical significance. 
It would take only 12 missing studies averaging null 
findings that would have to exist to bring the average 
corrected D down from .092 to 0.05. 
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In the large-group studies, the users of computerized 
DSS/GDSS take more decision time on average (mean corrected 
D = -.927, K = 6, N = 440) than the users of no-DSS/GDSS 
(Table XXIII, p. 372). Although the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-1.88 to 
.0304), it is below zero for more than 98% of the time, 
indicating that the difference in decision time between 
DSS/GDSS and no-DSS/GDSS is significantly different from 
zero. Moreover, the fail-safe n indicates that the 
difference is large enough and reliable enough to be of 
practical significance. It would take 105 additional studies 
averaging null results that would have to exist to increase 
the average corrected D from -.927 to -0.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (overlap Z = 2.64 > Zc = 1.645), 
suggesting that those two subsets do affect decision time 
differently (the users of DSS/GDSS as opposed to users of 
no-DSS/GDSS statistically take less decision time in the 
small group studies than in the large-group studies) . 
4.4.8.4 Decision Time (DSSIGDSS Versus Manual 
DSSIGDSS) 
In the small-group studies, the users of computerized 
DSS/GDSS take less decision time on average (mean corrected 
D = .438, K = 10, N = 542) than the users of manual decision 
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support (Table XXIV, p. 376). Although the difference in 
decision time is moderate, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-1.13 to 
2.01), suggesting that the difference in decision time 
across computerized and manual DSS/GDSS is not statistically 
different from zero at p < 10. However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 78 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .438 to 
0.05. 
There is only one large-group study that investigates 
decision time across computerized DSS/GDSS and manual 
DSS/GDSS (Table XXIV, p. 376). The study shows that the 
users of computerized DSS/GDSS take significantly more 
decision time than the users of ~anual DSS/GDSS (d = -.8660, 
N = 427). 
Although there is a large difference in decision time 
across small and large-group studies when DSS/GDSS are 
compared to manual DSS/GDSS, there is no way of knowing that 
the two subsets are significantly different, since there is 
only one study in the subset of large-group studies. 
4.4.8.5 Depth of Analysis (DSS!GDSS Versus No-
DSSIGDSS) 
In the small-group studies, the users of computerized 
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DSS/GDSS analyze decision tasks in more depth on average 
(mean corrected D = .471, K = 15, N = 851) than the users 
that have no decision support at all (Table XXIII, p. 372). 
Although the difference in depth of analysis across 
computerized DSS/GDSS and no-DSS/GDSS is moderate, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.548 to 1.39), suggesting that the average 
difference in depth of analysis is not statistically 
different from zero at p < 10. However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 126 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -.471 to 
-0.05. 
In the large-group studies, the users of computerized 
DSS/GDSS analyze decision tasks in less depth on average 
(mean corrected D = -.669, K = 2, N = 200) than the users of 
no-DSS/GDSS (Table XXIII, p. 372). In addition to the fact 
that the difference in depth of analysis is large, the 80% 
confidence interval surrounding the mean uncorrected D does 
not include zero (-1.305 to -.032), indicating that the 
difference in depth of analysis between DSS/GDSS and no-
DSS/GDSS is significantly different from zero. However, the 
fail-safe n indicates that the difference has only weak 
practical significance. It would take only 25 additional 
studies averaging null results that would have to exist to 
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increase the average corrected D from -.669 to -0.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (overlap z = 2.63 > Zc = 1.645), 
suggesting that those two subsets do affect depth of 
analysis differently (the users of DSS/GDSS as opposed to 
users of no-DSS/GDSS statistically analyze decision tasks in 
more depth, in the small-group studies than in the large-
group studies). 
4.4.8.6 Depth of Analysis (DSSIGDSS Versus Manual 
DSS/GDSSJ 
In the small-group studies, the users of computerized 
DSS/GDSS analyze decision tasks in more depth on average 
(mean corrected D = .261, K = 11, N = 616) than the users of 
manual decision support (Table XXIV, p. 376). Although the 
difference in depth of analysis is small to moderate, the 
80% confidence interval surrounding the mean uncorrected D 
includes zero (-.483 to 1.01), suggesting that the 
difference in depth of analysis across computerized and 
manual DSS/GDSS is not statistically different from zero at 
p < 10. However, the fail-safe n shows that the difference 
is large enough and reliable enough to be of practical 
significance. It would take 46 missing studies averaging 
null findings that would have to exist to bring the average 
corrected D down from .261 to 0.05. 
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In the large-group studies, the users of computerized 
DSS/GDSS analyze decision tasks in more depth on average 
(mean corrected D = .388, K = 4, N = 604) than manual 
DSS/GDSS (Table XXIV, p. 376). Although the 80% confidence 
interval surrounding the mean uncorrected D includes zero (-
.0081 to .745), it is positive almost 99% of the time, 
indicating that the difference in depth of analysis between 
DSS/GDSS and manual DSS/GDSS is significantly different from 
zero. However, the fail-safe n indicates that the difference 
is small and has only moderate practical significance. It 
would take only 27 additional studies averaging null results 
that would have to exist to reduce the average corrected D 
from 0.388 to 0.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are not significantly 
different from each other (overlap Z = .49 < Zc = 1.645), 
suggesting that those twb subsets do not affect depth of 
analysis differently (the users of DSS/GDSS as opposed to 
users of manual DSS/GDSS do not significantly analyze 
decision tasks in more depth, in the small-group studies 
than in the large-group studies) . 
4.4.8.7 Decision Confidence (DSS!GDSS Versus No-
DSS!GDSSJ 
In the small-group studies, the users of computerized 
DSS/GDSS have more decision confidence on average (mean 
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corrected D = .279, K = 14, N = 999) than the users that 
have no decision support at all (Table XXIII, p. 372). 
Although the difference in decision confidence across 
computerized DSS/GDSS and no-DSS/GDSS is small to moderate, 
the 80% confidence interval surrounding the mean uncorrected 
D includes zero (-.600 to 1.13), suggesting that the average 
difference in decision confidence is not statistically 
different from zero at p < 10. 'However, the fail-safe n 
shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 64 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .279 to 
0.05. 
In the large-group studies, the users of computerized 
DSS/GDSS have less decision confidence on average (mean 
corrected D = -.326, K = 2, N = 200) than the users of no-
DSS/GDSS (Table XXIII, p. 372). In addition to the fact that 
the difference in decision confidence is moderate, the 80% 
confidence interval surrounding the mean uncorrected D does 
not include zero (-.326 to -.326), indicating that the 
difference in decision confidence between DSS/GDSS and no-
DSS/GDSS is significantly different from zero. However, the 
fail-safe n indicates that the difference has only weak 
practical significance. It would take only 11 additional 
studies averaging null results that would have to exist to 
increase the average corrected D from -.326 to -0.05. 
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The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (no overlap), suggesting that 
those two subsets do affect decision confidence differently 
(the users of DSS/GDSS as opposed to users of no-DSS/GDSS 
have significantly more decision confidence in the small-
group studies than in the large-group studies). 
4.4.8.8 Decision Confidence (DSS/GDSS Versus Manual 
DSS!GDSS) 
In the small-group studies, the users of computerized 
DSS/GDSS do not have different decision confidence on 
average (mean corrected D = -.035, K = 8, N = 471) from the 
users of manual decision support (Table XXIV, p. 376) . In 
addition to the fact that the difference in decision 
confidence is very small and not far from zero, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.899 to ,.835), suggesting that the 
difference in decision confidence across computerized and 
manual DSS/GDSS is not statistically different frow zero at 
p < 10. Moreover, the fail-safe n shows that the difference 
is negligible and has no practical significance. It would 
take no more missing studies averaging null findings that 
would have to exist to bring the average corrected D to -
0.05, since the average corrected D is already above that 
value. 
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There is only one large-group study that investigates 
decision confidence across computerized DSS/GDSS and manual 
DSS/GDSS (Table XXIV, p. 376). The study shows that the 
users of computerized DSS/GDSS have more decision confidence 
than the users of manual DSS/GDSS (d = .2470, N = 405). 
Although there is a moderate difference in decision 
confidence across small and large-group studies when 
DSS/GDSS are compared to manual DSS/GDSS, there is no way of 
knowing that the two subsets are significantly different, 
since there is only one study in the subset of large-group 
studies. 
4.4.8.9 Satisfaction With the Decision Process 
(DSS!GDSS Versus No-DSS!GDSS) 
r 
In the small-group studies, the users of computerized 
DSS/GDSS have slightly more satisfaction with decision 
process on average (mean corrected D = .137, K = 6, N = 698) 
than the users that have no decision support at all (Table 
XXIII, p. 372). In addition to the small difference in 
satisfaction with decision process across computerized 
DSS/GDSS and no-DSS/GDSS, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-.441 to 
.696), suggesting that the average difference in 
satisfaction with decision process is not statistically 
different from zero at p < 10. Moreover, the fail-safe n 
shows that the difference is small and has no practical 
significance. It would take only 10 missing studies 
averaging null findings that would have to exist to bring 
the average corrected D down from .137 to 0.05. 
387 
In the large-group studies, the users of computerized 
DSS/GDSS have less satisfaction with decision process on 
average (mean corrected D = -.489, K = 7, N = 530) than the 
users of no-DSS/GDSS (Table XXIII, p. 372). ~though the 
difference in satisfaction with decision process is 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-1.42 to .446), indicating that 
the difference in satisfaction with decision process between 
DSS/GDSS and no-DSS/GDSS is not significantly different from 
' 
zero. However, the fail-safe n indicates that the difference 
is large enough and reliable enough to be of practical 
significance. It would take 61,additional studies averaging 
null results that would have to exist to increase the 
average corrected D from -.489 to -0.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (overlap Z = 1.79 > Zc = 1.645), 
suggesting that those two subsets do affect satisfaction 
with decision process differently (the users of DSS/GDSS as 
opposed to users of no-DSS/Gpss have significantly more 
satisfaction with decision process in the small-group 
studies than in·the large-group studies). 
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4.4.8.10 Satisfaction With Decision Process (DSS!GDSS 
Versus Manual DSS!GDSSJ 
In the small-group studies, the users of computerized 
DSS/GDSS have no more satisfaction with decision process on 
average (mean corrected D = -.058, K = 2, N = 28) than the 
users of manual decision support (Table XXIV, p. 376). 
Although the 80% confidence interval surrounding the mean 
uncorrected D does not include zero (-.053 to -.053), the 
difference in satisfaction with decision process is very 
small and not far from zero, suggesting that the difference 
in satisfaction with decision process across computerized 
and manual DSS/GDSS is not statistically different from zero 
at p < 10. Moreover, the fail-safe n shows that the 
difference is very small and has no practical significance. 
It would take only one missing study w~th null finding that 
would have to exist to bring the average corrected D up from 
-.058 to -.05. 
In the large-group studies, the users of computerized 
DSS/GDSS have more satisfaction with decision process on 
average (mean corrected D = .694, K = 3, N = 144) than 
manual DSS/GDSS (Table XXIV, p. 376) . Although the 
difference in satisfaction with decision process is large, 
the 80% confidence interval surrounding the mean uncorrected 
D includes zero (-.235 to 1.62), indicating that the 
difference in satisfaction with decision process between 
DSS/GDSS and manual DSS/GDSS is not significantly different 
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from zero. Moreover, the fail-safe n indicates that the 
difference is not reliable enough and has only moderate 
practical significance. It would take only 39 additional 
studies averaging null results that would have to exist to 
reduce the average corrected D from 0.694 to 0.05. 
' 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (overlap Z = 1.65 > Zc = 1.645), 
suggesting that those two subsets do affect satisfaction 
with decision process differently (the users of DSS/GDSS as 
opposed to users of manual DSS/GDSS have significantly less 
satisfaction with decision process in the small-group 
studies than in the large-group studies). 
4.4.8.11 Equality of Participation (DSS!GDSS Versus 
No-DSS/GDSS) 
In the small-group studies, the users of computerized 
DSS/GDSS have more equality of participation on average 
(mean corrected D = .503, K = 8, N = 593) than the users 
that have no decision support at all (Table XXIII, p. 372). 
Although the difference in equality of participation across 
computerized DSS/GDSS and no-DSS/GDSS is moderate, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.638 to 1.509), suggesting that the average 
difference in equality of participation is not statistically 
different from zero at p < 10. However, the fail-safe n 
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shows that the difference is large enough and reliable 
enough to be of practical significance. It would take 72 
missing studies averaging null findings that would have to 
exist to bring the average corrected D down from .503 to 
0.05. 
In the large-group studies, the users of computerized 
DSS/GDSS have more equality of participation on average 
(mean corrected D = 1.703, K = 8, N = 545) than the users of 
no-DSS/GDSS (Table XXIII, p. 372). Although the difference 
in equality of participation is very large, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.986 to 4.10), indicating that the 
difference in equality of participation between DSS/GDSS and 
no-DSS/GDSS is not significantly different from zero. 
However, the fail-safe n 2ndicates that the difference is 
large enough and reliable enough to be of practical 
significance. It would take 264 additional studies averaging 
null results that would have to exist to reduce the average 
corrected D from 1.703 to 0.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are not significantly 
different from each other (overlap Z = 1.55 < Zc = 1.645), 
suggesting that those two subsets do not affect equality of 
participation differently (the users of DSS/GDSS as opposed 
to users of no-DSS/GDSS do not have significantly less 
equality of participation in the small-group studies than 2n 
the large-group studies) . 
4.4.8.12 Equality of Participation (DSS!GDSS 
Versus Manual DSS!GDSSJ 
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In the small-group studies, the users of computerized 
DSS/GDSS have more equality of participation on average 
(mean corrected D = .2747, K = 4, N = 394) than the users of 
manual decision support (Table XXIV, p. 376). Although the 
difference in equality of participation is small to 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.0451 to .5436), suggesting 
that the difference in equality of participation across 
computerized and manual DSS/GDSS is not statistically 
different from zero at p < 10. Moreover, the fail-safe n 
shows that the difference is small and has only weak 
practical significance. It would take only 18 missing 
studies averaging null findings that would have to exist to 
bring the average corrected D down from .2747 to .05. 
In the large-group studies, the users of 
computerized DSS/GDSS have less equality of participation on 
average (mean corrected D = -.384, K = 3, N = 183) than 
manual DSS/GDSS (Table XXIV, p. 376). In addition to the 
fact that the difference in equality of participation is 
moderate, the 80% confidence interval surrounding the mean 
uncorrected D does not include zero (-.557 to -.210), 
indicating that the difference in equality of participation 
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between DSS/GDSS and manual DSS/GDSS is significantly 
different from zero. However, the fail-safe n indicates that 
the difference is relatively small and has only weak 
practical significance. It would take only 20 additional 
studies averaging null results that would have to exist to 
increase the average corrected D from -.384 to -.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (overlap Z = 2.87 > Zc = 1.645), 
suggesting that those two subsets do affect equality of 
participation d~fferently (the users of DSS/GDSS as opposed 
to users of manual DSS/GDSS have significantly more equality 
of participation in the small-group studies than in the 
large- group studies). 
4.4.8.13 Degree of Decision Consensus (DSS!GDSS Versus 
No-DSS!GDSS) 
In the small-group studies, the users of computerized 
DSS/GDSS have no higher degree of decision consensus on 
average (mean corrected D = -.068, K = 4, N = 370) than the 
users that have no decision support at all (Table XXIII, p. 
372). In addition to the fact that the difference in degree 
of decision consensus across computerized DSS/GDSS and no-
DSS/GDSS is very small and not far from zero, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.794 to .657), suggesting that the average 
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difference in degree of decision consensus is not 
statistically different from zero at p < 10. However, the 
fail-safe n shows that the difference is very small and has 
no practical significance. It would take only one missing 
study with null finding that would have to exist to bring 
the average corrected D up from -.068 to -.05. 
In the large-group studies, the users of computerized 
DSS/GDSS have lower degree of decision consensus on average 
(mean corrected D = -.929, K = 10, N = 545) than the users 
of no-DSS/GDSS (Table XXIII, p. 372). Although the 
difference in degree of decision consensus is large, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-2.12 to .357), indicating that the 
difference in degree of decision consensus between DSS/GDSS 
and no-DSS/GDSS is not significantly different from zero. 
However, the fail-safe n indicates that the difference is 
large enough and reliable enough to be of practical 
significance. It would take 176 additional studies averaging 
null results that would have to exist to increase the 
average corrected D from -.929 to -.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (overlap Z = 1.97 > Zc = 1.645), 
suggesting that those two subsets do affect degree of 
decision consensus differently (the users of DSS/GDSS as 
opposed to users of no-DSS/GDSS have significantly lower 
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degree of decision consensus in the small group studies than 
in the large-group studies). 
4.4.8.14 Degree of Decision Consensus 
DSSIGDSS Versus Manual DSS/GDSS} 
There is only one small group study that investigates 
degree of decision consensus across computerized DSS/GDSS 
and manual DSS/GDSS (Table XXIV, p. 376). The study shows 
that the users of computerized DSS/GDSS have significantly 
' lower degree of decision consensus than the users of manual 
DSS/GDSS (d = -.5386, N = 188). 
In the large-group studies, the users of computerized 
DSS/GDSS have lower degree of decision consensus on average 
(mean corrected D = -.995, K = 2, N = 195) than the users of 
manual decision support (Table XXIV, p. 376). In addition to 
the fact that the difference in degree of decision consensus 
is large, the 80% confidence interval surrounding the mean 
uncorrected D does not include zero (-.995 to -.995), 
suggesting that the difference in degree of decision 
consensus across computerized and manual DSS/GDSS is 
statistically different from zero at p < 10. However, the 
fail-safe n shows that the difference is not reliable enough 
be of strong practical significance. It would take only 38 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -.995 to 
-.05. 
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Although there is a large difference in degree of 
decision consensus across small and large-group studies when 
DSS/GDSS are compared to manual DSS/GDSS, there is no way of 
knowing that the two subsets are significantly different, 
since there is only one study in the subset of small-group 
studies. 
4.4.8.15 Satisfaction Toward the System (DSS/GDSS 
Versus No-DSS/GDSSJ 
In the small-group studies, the users of computerized 
DSS/GDSS have more satisfaction toward the system on average 
(mean corrected D = .557, K = 5, N = 624) than the users of 
no-decision support (Table XXIII, p. 372). Although the 
difference in satisfaction toward the system is moderate to 
large, the 80% confidence interval surrounding the mean 
uncorrected D includes zero (-.435 to 1.47), suggesting that 
the difference in satisfaction toward the system across 
computerized and no-DSS/GDSS is not statistically different 
from zero at p < 10. However, the fail-safe n shows that the 
difference is large enough and reliable enough to be of 
practical significance. It would take 51 missing studies 
averaging null findings that would have to ex~st to bring 
the average corrected D down from .557 to 0.05. 
There is only one large-group study that investigates 
satisfaction toward the system across computerized DSS/GDSS 
and no-DSS/GDSS (Table XXIII, p. 372) . The study shows that 
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the users of computerized DSS/GDSS have less satisfaction 
toward the system than the users of no-DSS/GDSS (d = -.3286, 
N = 90). 
Although there is a large difference in satisfaction 
toward the system across small and large-group studies when 
DSS/GDSS are compared to no-DSSjGDSS, there is no way of 
knowing that the two subsets are significantly different, 
since there is only one study in the subset of large-group 
studies. 
4.4.8.16 Degree of Uninhibited Behavior (DSS!GDSS 
Versus No-DSSIGDSSJ 
In the small-group studies, the users of computerized 
DSS/GDSS produce higher degree of uninhibited behavior on 
average (mean corrected D = .621, K = 2, N = 87) than the 
users that have no decision support at all (Table XXIII, p. 
372). In addition to the fact that the d~fference in degree 
of uninhibited behavior produced'by computerized DSS/GDSS 
and no-DSS/GDSS is large, the 80% confidence interval 
surrounding the mean uncorrected D does not include zero 
(.621 to .621), suggesting that the average difference in 
degree of uninhibited behavior is statistically different 
from zero at p < 10. However, the fail-safe n shows that the 
difference is not reliable enough and has only weak 
practical significance. It would take 29 missing studies 
averaging null findings that would have to exist to bring 
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the average corrected D down from .621 to .05. 
In the large-group studies, the users of computerized 
DSS/GDSS produce no different degree of uninhibited behavior 
on average (mean corrected D = .019, K = 4, N = 240) from 
the users of no-DSS/GDSS (Table XXIII, p. 372). In addition 
to the fact that the difference in degree of uninhibited 
behavior is very small and not far from zero, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-.081 to .119), indicating that the 
difference in degree of uninhibited behavior between 
DSS/GDSS and no-DSS/GDSS is not significantly different from 
zero. Moreover, the fail-safe n indicates that the 
difference is very small and has no practical significance. 
It would take no additional studies averaging null results 
that would have to exist to bring the average corrected D to 
0.05, since the average corrected D is already below that 
value. 
The confidence intervals for second order sampling 
error of small and large-group studies are significantly 
different from each other (no overlap), suggesting that 
those two subsets do affect degree of uninhibited behavior 
differently (the users of DSSjGDSS as opposed to users of 
no-DSS/GDSS produce statistically higher degree of 
uninhibited behavior in the small-group studies than in the 
large-group studies) • 
4.4.8.17 Amount of Communication (DSS!GDSS 
Versus No-DSS!GDSS1 
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In the small-group studies, the users or computerized 
DSS/GDSS have less communication on average (mean corrected 
D = -.578, K = 2, N = 90) than the users or no-decision 
support (Table XXIII, p. 372) • In addition to the fact that 
the difference in amount of communication is moderate to 
large, the 80% confidence interval surrounding the mean 
uncorrected D does not include zero (-1.04 to -.110), 
suggesting that the difference in amount of communication 
across computerized and no-DSS/GDSS is statistically 
different from zero at p < 10. However, the fail-saxe n 
shows that the difference is not reliable enough and has 
only weak practical significance. It would take only 21 
missing studies averaging null findings that would have to 
exist to bring the average corrected D up from -.578 to -
.05. 
In the large-group studies, the users or computerized 
DSS/GDSS have less communication on average (mean corrected 
D = -.739, K = 3, N = 220) than the users or no-DSS/GDSS 
(Table XXIII, p. 372). Although the difference in amount of 
communication is large, the 80% confidence interval 
surrounding the mean uncorrected D includes zero (-2.10 to 
.608), indicating that the difference in amount of 
communication between DSS/GDSS and no-DSS/GDSS is not 
statistically different from zero. However, the fail-safe n 
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indicates that the difference is large enough and reliable 
enough to be of moderate practical significance. It would 
take 4I additional studies averaging null results that would 
have to exist to increase the average corrected D from -.739 
to -.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are not significantly 
different from each other (overlap Z = .23 < Zc = I.645), 
suggesting that those two subsets do not affect amount of 
communication differently (the users of DSS/GDSS as opposed 
to users of no-DSS/GDSS have significantly no different 
amount of communication in the small-group studies from the 
large-group studies). 
4.4.B.IB Degree of Decision Improvement (DSS/GDSS 
Versus No-DSSIGDSSJ 
In the small-group studies, the users of computerized 
DSS/GDSS have higher degree of decision improvement on 
average (mean corrected D = .944, K = 6, N = 745) than the 
users of no-decision support {Table XXIII, p. 372). In 
addition to the fact that the difference in degree of 
decision improvement is large, the 80% confidence interval 
surrounding the mean uncorrected D does not include zero 
(.475 to I.03), suggesting that the difference in degree of 
decision improvement across computerized and no-DSS/GDSS is 
statistically different from zero at p < IO. Moreover, the 
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fail-safe n shows that the difference is large enough and 
reliable enough to be of practical significance. It would 
take 107 missing studies averaging null findings that would 
have to exist to bring the average corrected D down from 
.944 to .05. 
In the large-group studies, the users of computerized 
DSS/GDSS have no different degree of decision improvement on 
average (mean corrected D = -.0557, K = 2, N = 200) from the 
users of no-DSS/GDSS (Table XXIII, p. 372). In addition to 
the fact that the difference in degree of decision 
improvement is very small and not far from zero, the 80% 
confidence interval surrounding the mean uncorrected D 
includes zero (-1.23 to 1.117), indicating that the 
difference in degree of decision improvement between 
DSS/GDSS and no-DSS/GDSS is not statistically different from 
zero. Moreover, the fail-safe n indicates that the 
difference is very small and has no practical significance. 
It would take one additional study with null result that 
would have to exist to increase the average corrected D from 
-.0557 to -.05. 
The confidence intervals for second order sampling 
error of small and large-group studies are not signif2cantly 
different from each other (overlap Z = 1.48 < Zc = 1.645), 
suggesting that those two subsets do not affect degree of 
decision improvement differently (the users of DSS/GDSS as 
opposed to users of no-DSS/GDSS have significantly no 
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different degree of decision improvement in the small-group 
studies from the large-group studies). However, the 
magnitude of the difference is large enough to suggest that 
the decision quality is improving at a higher rate among 
small-size groups than among large-size groups. 
CHAPTER V 
SUMMARY, CONCLUSIONS, AND IMPLICAPIONS 
FOR FUTURE RESEARCH 
5.1 summary 
This research tries to quantitatively integrate the 
findings across studies regarding the effectiveness and 
efficiency of DSS/GDSS use in decision making. The 
Schmidt-Hunter meta-analysis technique is used as a tool to 
accomplish this task. The measures of DSS/GDSS impacts on 
decision making are those associated with decision making 
outcome, i.e., decision quality, or those assoc~ated with 
decision making process, i.e., depth of analysis. Several 
moderator variables (i.e., task difficulty) were tested to 
see if they have moderating effects on each of the dependent 
measures. Table XXV (p. 404) shows the summary results of 
the main effects of the independent variables, and Tables 
XXVI to XXXIII show the summary results of the effects of 
the moderator variables. The hypotheses are stated in the 
form of D > o (or D < 0), meaning that the average corrected 
D of a particular hypothesis is greater (or less) than zero 
(indicating a positive or negative effect). The discussion 
of these tables will be presented below. 
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5.1.1 The Main Effects of the Independent Variables 
Table XXV represents a summary of the main effects of 
the two independent variables which are discussed in Chapter 
IV. This summary table presents results of testing the 
hypotheses presented in Chapter II, and integrates the 
analyses to arrive at a final outcome. 
The confidence in the results are determined by the 
number of studies in each cell. A small number of studies 
(i.e., n < 10) will provide only preliminary results that 
are subject to change. If the number of studies are between 
11 and 40, then there are enough studies to form tentative 
conclusions. Beyond 40 studies, there are enough studies to 
have confidence in the results. In addition, the value of 
the "fail-safe n" indicates for a particular hypothesis how 
many additional studies averaging null results it would take 
to reduce the mean corrected D to the level of 
insignificance, 0.05. 
It has been hypothesized that the users of computerized 
DSS/GDSS are more effective than the users with no decision 
support whatsoever. In terms of decision making efficiency, 
it has been hypothesized in some measures (i.e., equality of 
participation and amount of task-oriented behavior) that the 
users of computerized DSS/GDSS are more efficient than the 
users of no decision support, but less efficient with regard 
to decision time. Table XXV (pp. 404-405), verifies that the 
majority of the hypotheses are accepted. The users of 
TABLE XXV 
SUMMARY RESULTS OF 'l'HE MAIN EFFECTS OF THE INDEPENDENT VARIABLES 
Independent De~ndent Hypothesesb Decision Reverse Strenz.th 
Variables Variables8 Hypotheses of Ef ect 
True? 
DSS/GDSS Decision quality D > 0 Accept No Moderate 
vs. 
no-DSS/GDSS Decision time D < 0 Reject No No Effect 
Depth of analysis D > 0 Accept No Moderate 
Decision confidence D > 0 Accept No Weak 
Satisfaction wjdecision process D > 0 Reject Yes Weak 
Satisfaction wjdecision outcome D > 0 Accept No Moderate 
Equality of participation D > 0 Accept No strong 
Degree of decision consensus D > 0 Reject Yes Strong 
Satisfaction toward the system D > 0 Accept No Moderate 
Amount of discussion conflict D > 0 Reject Yes Moderate 
Degree of uninhibited behavior D > 0 Reject Yes Weak 
Amount of communication D > 0 Reject Yes strong 
Rate of decision improvement D > 0 Accept No Strong 
11:1. 
0 
11:1. 
TABLE XXV (CONTINUED) 
SUMMARY RESULTS OF 'l'HE MAIN EFFECTS OF THE INDEPENDENT VARIABLES 
Independent De~ndent Hypothesesb Decision Reverse Strenz.th 
Variables Variables8 Hypotheses of Ef ect 
True? 
Degree of group cohesiveness D > 0 Reject Yes Moderate 
Amount of task-oriented behavior D > 0 Reject No No Effect 
DSS/GDSS 
vs. manual 
Decision quality D > 0 Accept No Strong 
DSS/GDSS Decision time D < 0 Accept No Weak 
Depth of analysis D > 0 Accept No Moderate 
Decision confidence D > 0 Reject No Weak 
Satisfaction wjdecision process D > 0 Accept No strong 
Satisfaction wjdecision outcome D > 0 Reject No No Effect 
Equality of participation D > 0 Reject No No Effect 
Degree of decision consensus D > 0 Reject Yes Strong 
Satisfaction toward the system D > 0 Accept No Strong 
Amount of communication D > 0 Reject Yes Weak 
Amount of task-oriented behavior D > 0 Reject No Weak 
80nly the applicable dependent variables are included 
bD is the average corrected D 
~ 
0 
l11 
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DSS/GDSS produce significantly higher quality decisions than 
no-DSS/GDSS. Although the difference is moderate, it is 
significant and not subject to change (n = 43, fsn = 285). 
It would take 285 additional studies averaging null results 
to reduce the average corrected D to 0.05. The users of 
DSS/GDSS are not less efficient in terms of decision time 
than the users of no-DSS/GDSS. This result is tentative 
since it is based on relatively a small number of studies (n 
= 20). Individuals using DSS/GDSS engage in moderately more 
depth of analysis than the users of no-DSS/GDSS. Although 
the results are tentative (n = 17), the difference is not 
subject to change, at least, in the near future (fsn = 64). 
The users of DSS/GDSS have slightly more decision confidence 
than the users of no-DSS/GDSS. In spite of the small size of 
the mean corrected D, and the limited number of studies (n = 
16), it would take 37 additional studies averaging null 
results to reduce the effect size to the level of 
insignificance. Along with the results of decision 
confidence, the users of DSS/GDSS have significantly more 
satisfaction with their decisions and more satisfaction 
toward the system than the users of no-DSS/GDSS. Both 
results are preliminary and subject to change (n <10). 
However, it would take relatively a considerable number of 
studies (fsn = 39 and 45 respectively) averaging null 
results to make the moderate differences insignificant. 
Consistent with the results of decision quality, the users 
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of DSS/GDSS have significantly higher rate of decision 
improvement than the users of no-DSS/GDSS. Although the 
result is preliminary (n = 8), it is not likely to change in 
the coming few years (fsn = 109). Groups using GDSS are not 
more task-oriented than the users of no-GDSS. However, this 
result is preliminary (n = 2), and is subject to change. 
More investigative studies in the future are believed to 
find out that GDSS users are more task-oriented than the no-
GDSS users. 
It was expected that the degree of decision consensus, 
the amount of discussion conflict, the degree of uninhibited 
behavior, and the degree of group cohesiveness would relate 
negatively to the use of GDSS. Results show a tradeoff 
between the increase in effectiveness and efficiency of 
decision making on one side and the degradation of social 
and psychological relationships of the groups and 
individuals of GDSS users on the other side. 
Since there is more depth of analysis and more equality 
of participation among GDSS users, it is natural to find 
that the users of GDSS have significantly less degree of 
decision consensus and more discussion confl~ct than the 
users of no-GDSS. Moreover, most of the GDSS systems provide 
for anonymity in discussion which gives encourages 
expression existing different and conflicting opinions among 
the group members. Although the difference in degree of 
decision consensus is tentative (n = 14), it is large and is 
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highly unlikely to be changed to insignificance level in the 
near future (fsn = 162). The result of amount of task-
oriented behavior is preliminary and is subject to change (n 
= 2). Only 9 additional studies averaging null results would 
reduce the difference to the level of insignificance. Due to 
anonymity and lack of face-to-face communication, the GDSS 
users have significantly more uninhibited behavior than the 
users of no-GDSS. However, this result is preliminary and is 
subject to change (n = 6). It is possible that the 
difference will become insignificant in the near future. 
(fsn = 15). 
The groups using GDSS are significantly less cohesive 
than the groups using no-GDSS. However, the result is 
preliminary and is subject to change (n = 2). Despite the 
moderate difference, it is not unlikely to be reduced to the 
level of insignificance (fsn = 14). Due to the reduction of 
verbal communication among GDSS groups, and the relative 
ease of talking rather than typing, there is significantly 
less communication (both verbal and non-verbal) among GDSS 
groups than the groups of no-GDSS. The result is preliminary 
and is subject to change (n = 5). However, the difference is 
large enough to keep the same direction if not the same 
magnitude (fsn = 65). The users of DSS/GDSS have slightly 
less satisfaction with decision process than the users of 
no-DSS/GDSS. However, the result is tentative (n = 13), and 
the difference is small enough to be not reliable (fsn =25). 
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The users of DSS/GDSS make significantly higher quality 
decisions than the users of manual DSS/GDSS. Although the 
result is tentative (n = 27), the difference is strong, and 
is not subject to change in the coming few years (fsn = 
301). The users of DSS/GDSS have slightly more decision time 
than the users of manual DSS/GDSS. The result is highly 
tentative (n = 11), and the difference is small enough to be 
subject to change (fsn = 19). The users of DSS/GDSS produce 
more depth of analysis than the users of manual DSS/GDSS. 
The result is tentative (n = 15); however, it is very 
unlikely to be reduced to the level of insignificance (fsn = 
84). There is no significant difference in terms of decision 
confidence and satisfaction with decision outcome between 
the users of DSS/GDSS and the users of manual DSS/GDSS. The 
results are preliminary and are subject to change (n <10). 
The difference in satisfaction with decision outcome is 
already below 0.05. In addition, only 10 studies averaging 
null results are needed to reduce the difference in decision 
confidence to 0.05. The users of DSS/GDSS have more 
satisfaction with decision process and more satisfaction 
toward the system than the users of manual DSS/GDSS. 
Although both results are tentative (n ~10), the 
differences are large and are unlikely to be reduced to the 
level of insignificance (fsn = 58 and 99 for satisfaction 
with decision process and satisfaction toward the system, 
respectively) • There is no significant difference in terms 
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of equality of participation and amount of task-oriented 
behavior between the users of GDSS and the users of manual 
GDSS. Both results are preliminary (n ~10), and are not far 
from the insignificance level (fsn = 1 and 3 for equality of 
participation and amount of task-oriented behavior 
respectively) . As expected, the users of GDSS have less 
degree of decision consensus than the manual GDSS. The 
result is preliminary and is subject to change (n = 3). 
However, the direction of the effect will not be affected 
for some time (fsn 43). The users of GDSS also have slightly 
less communication than the users of manual GDSS. However, 
the result is preliminary (n = 2), and could be easily 
reduced to the level of insignificance (fsn = 6). 
In general, DSS/GDSS are more effective, but not more 
efficient than the manual DSS/GDSS. 
5.1.2 The Effects of the Moderator Variables 
Tables XXVI to XXXIII represent a summary of the 
effects of the moderator variables on the effectiveness and 
efficiency of computerized DSS/GDSS over manual DSS/GDSS or 
no-DSS/GDSS. The effects of each moderator variable across 
the applicable dependent variables are summarized below. 
5.1.2.1 The Effects of DSS Versus GDSS 
It has been hypothesized that the users of DSS are less 
effective but more efficient than the users of GDSS. On the 
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contrary, Table XXVI shows that DSS produce significantly 
higher quality decisions than the users of GDSS. The result 
is tentative (n = 22 and 21 for DSS and GDSS respectively); 
however, it would take a considerable number of studies to 
make the difference insignificant (fsn = 216 and 0 for DSS 
and GDSS respectively) . The users of DSS will take 
significantly less decision time than the users of GDSS. 
This result is expected, since the use of GDSS requires 
considerable time for communication. The result is tentative 
(n = 7 and 13); however, the difference is in the opposite 
direction, large, and unlikely to be changed in direction, 
or reduced to the level of insignificance (fsn = 50 and 
372). The users of DSS have significantly more depth of 
analysis than the users of GDSS. Although the difference is 
moderate, the number of studies permits at best a tentative 
conclusion (n = 6 and 11) . The size of the difference could 
be changed dramatically by a small number of studies (fsn = 
33 and 0 for DSS and GDSS respectively). The users of DSS 
have significantly more confidence in their decisions than 
the users of GDSS. Although the result is preliminary to 
tentative (n = 11 and 5), the difference is large and is 
unlikely to be reduced to insignificance (fsn = 107 and 22). 
Individuals using DSS have higher rate of decision 
improvement than groups using GDSS. Although the finding is 
preliminary (n = 92 and 4), the difference is large and 
unlikely to be changed substantially (fsn = 92 and 4) • The 
TABLE XXVI 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF DSS VERSUS GDSS 
IndePf?ndent 
Variables 
DSS/GDSS 
vs. 
no-DSS/GDSS 
DSS/GDSS 
vs. manual 
DSS/GDSS 
De~ndent 
Variables8 
Decision quality 
Decision time 
Depth of analysis 
Decision confidence 
Satisfaction wfprocess 
Satisfaction toward system 
Rate of decision improvement 
Decision quality 
Decision time 
Depth of analysis 
Decision confidence 
Satisfaction toward system 
Hypothesesb 
Doss < DGoss 
Doss > DGoss 
Doss < DGoss 
Doss < DGoss 
Doss < DGoss 
Doss < DGoss 
Doss < DGoss 
Doss < DGoss 
Doss > DGoss 
Doss < DGoss 
Doss < DGoss 
Decision 
Reject 
Accept 
Reject 
Reject 
Reject 
Reject 
Reject 
Reject 
Accept 
Reject 
Reject 
Reject 
Reverse 
Hypotheses 
True? 
Yes 
No 
Yes 
Yes 
No 
No 
Yes 
Yes 
No 
Yes 
Yes 
Yes 
Diff 
Between 
D's 
Moderate 
strong 
Moderate 
Strong 
Moderate 
Weak 
Strong 
Moderate 
strong 
Weak 
strong 
Moderate 
80nly the applicdble dependent variables are included 
bDoss is mean corrected effect size of DSS, and DGoss is mean corrected effect size of GDSS .. 
~ 
(\) 
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users of GDSS are found to be more satisfied with decision 
process and more satisfied toward the system than the users 
of DSS. However, the result is preliminary, and the size of 
the difference is moderate to weak. 
In summary, DSS are significantly more effective and 
more efficient than GDSS, when both are compared to no 
decision aid. Only in terms of satisfaction with decision 
process and satisfaction toward the system, GDSS are shown 
to be slightly more effective than DSS. 
DSS are hypothesized to be less effective but more 
efficient than GDSS, when both are compared to manual DSS 
and manual GDSS respectively. However, Table XXVI (p. 412) 
shows that DSS produce significantly higher quality 
decisions, more decision confidence, more satisfaction 
toward the system, and take less decision time than GDSS, 
when both are compared to manual decision aid. The result 
for decision quality is tentative (n = 19 and 8), but 
unlikely to be changed to insignificance level (fsn = 296 
and 35). The results for depth of analysis, decision 
confidence, and satisfaction toward the system are 
preliminary (n < 10), but unlikely to be reduced to the 
level of insignificance. The effect sizes of decision time 
are in the opposite direction, however, the result is 
preliminary and subject to change in spite of the strong 
difference (n ::;;; 10) . 
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5.1.2.2 The Effects of study Type 
It has been hypothesized that the difference in 
effectiveness and efficiency of decision making between the 
users of computerized DSS/GDSS and the users of no-DSS/GDSS 
is affected by the type of the study (i.e., laboratory 
study, field test, or field study). The difference is 
hypothesized to be decreasing as we move from laboratory 
experiments to field tests to field studies. More 
significant results are expected to be reported in studies 
that have better design and control and studies that are 
conducted in actual settings. 
In terms of decision quality between DSS/GDSS and no-
DSS/GDSS, the hypothesis is rejected (Table XXVII), 
suggesting that the decision quality of the field studies is 
significantly higher than that of both the laboratory 
experiments and the field tests. Although the result is 
preliminary for field tests and field studies (n = 2 and 5), 
the result for laboratory studies is tentative (n = 36). The 
difference between the field studies and the exper2ments 
(both laboratory and field experiments) is unlikely to be 
reduced to the insignificance level. However, there is no 
difference between the laboratory and field experiments in 
terms of decision quality. These results are consistent with 
the fact that decision quality is measured by objective 
measures in the experimental studies, whereas it reflects 
perceptions of users in the field studies. The perceptions 
TABLE XXVII 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF LABORATORY STUDIES 
VERSUS FIELD TESTS VERSUS FIELD STUDIES 
Independent Dependent Hypothesesb Decision Reverse Diff 
Variables Variables8 Hypotheses Between 
True? D's 
DSS/GDSS Decision quality D, > D2 > D3 Reject D1<~,D2<D3 Moderate 
vs. 
no-DSS/GDSS Decision time D, > D3 Reject Yes strong 
Degree of decision consensus D, > D2 Reject Yes Moderate 
DSS/GDSS Decision quality D, > D2 >~ Reject D1<~,D2<~ Moderate 
vs. manual 
DSS/GDSS Decision time D, > D2 Accept No Moderate 
Depth of analysis D, > D2 Reject No Weak 
Decision confidence n, > D3 Reject No Weak 
Satisfaction wjdecision process D, > D2 Accept No Strong 
Equality of participation D, > D2 Reject No Weak 
Satisfaction toward the system D, > D3 Reject Yes strong 
80nly the applicable dependent variables are included 
bD1 is D for laboratory studies, D 2 is D for field tests, and ~ is D for field studies 
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have more tendency for exaggeration and deviation from 
reality. For decision time, it is found that DSS/GDSS are 
more efficient in field studies than in laboratory 
experiments. Their effect sizes are in the opposite 
direction, resulting in a strong difference that is unlikely 
to be altered in direction or reduced to the insignificance 
level (fsn = 360 and 26) . Finally, in the field tests, the 
users of DSS/GDSS have more decision confidence than in the 
laboratory studies. Although the difference is moderate, the 
result is preliminary (n = 12 and 2), the two effect sizes 
are in the same direction, and there is a significant 
overlap between the two subsets. 
It is also hypothesized that the difference in 
effectiveness and efficiency of decision making between the 
users of computerized DSS/GDSS and the users of manual 
DSS/GDSS is affected by the type of the study (i.e., 
laboratory study, field test, or field study). The 
difference is hypothesized to be decreasing as we move from 
laboratory experiments to field tests to field studies. 
In terms of decision quality between DSS/GDSS and 
manual DSS/GDSS, the hypothesis is rejected (Table XXVII, p. 
415), suggesting that the decision quality of the field 
studies is significantly higher than that of both the 
laboratory experiments and the field tests. Although the 
result is preliminary for field tests and field studies (n = 
7 and 4), the result for laboratory studies is tentat~ve (n 
417 
= 16). The difference between the field studies and the 
experiments (both laboratory and field experiments) is 
unlikely to be reduced to the insignificance level. However, 
there is no difference between the laboratory and field 
experiments in terms of decision quality. These results can 
also be explained by the subjective measures of the field 
studies. The hypothesis for decision time is accepted, 
indicating that DSS/GDSS are more efficient in laboratory 
studies than in field tests. Although the result is 
preliminary (n = 7 and 3), it is not likely that the 
difference is going to be reduced to insignificance level 
(fsn 52 and 45). The DSS/GDSS users have no significant 
difference in depth of analysis between laboratory studies 
and field tests. The two subsets increase the depth of 
analysis, and show no big difference between them. However, 
this result is preliminary and subject to change (n = 12 and 
3). There is also no significant difference in equality of 
participation between laboratory studies and field tests. 
However, the result is preliminary and subject to change (n 
= 5 and 2). The users of DSS/GDSS have more satisfaction 
with decision process in laboratory studies than in field 
tests. Although there is no overlap between the two subsets, 
and the difference between the two average corrected D's is 
large, the result is preliminary and subject to change (n = 
3 and 2). There is no difference between laboratory and 
field studies in terms of decision confidence. This finding 
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is temporary and subject to change. What makes the result 
more reasonable is that this variable is measured 
subjectively in both types of studies. The field studies 
produce more satisfaction toward the system among the 
DSS/GDSS users than the laboratory studies. The result is 
preliminary (n = 4 and 3 for laboratory and field studies 
respectively), however, the difference is large and is not 
likely to be reduced to insignificance level (fsn = 17, 50). 
In summary, the moderator variable of study type shows 
no significant difference between the laboratory studies and 
the field tests. On the other hand, the field studies 
indicate more effective and more efficient decision making 
than either laboratory studies or field test. These findings 
are preliminary or at best tentative results. 
5.1.2.3 The Effects of Published Versus Unpublished 
Studies 
It has been hypothesized that the difference in 
effectiveness and efficiency of decision making is 
significantly better in the published studies than in the 
unpublished studies, when the users of DSS/GDSS are compared 
to the users of manual DSS/GDSS or to the users of no-
DSS/GDSS (Table XXVIII). All the results are preliminary 
except for decision quality where there is a reasonable 
number of studies to draw a tentative conclusion (n = 21 and 
22 for the published and unpublished studies respectively). 
TABLE XXVIII 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF PUBLISHED 
VERSUS UNPUBLISHED STUDIES 
Independent Dependent Hypothesesb Decision Reverse 
Variables Variables8 Hypotheses 
True? 
DSS/GDSS Decision quality - D, > D2 Reject Yes 
vs. 
no-DSS/GDSS Decision time D, > D2 Reject Yes 
Depth of analysis D, > D2 Reject No 
Decision confidence D, > D2 Accept No 
Satisfaction wjdecision process D, > D2 Accept No 
Equality of participation D, > D2 Reject Yes 
Degree of decision consensus D, > D2 Accept No 
Satisfaction toward the system D, > D2 Accept No 
Degree of uninhibited behavior D, > D2 Accept No 
Amount of communication D, > D2 Reject Yes 
Rate of decision improvement D, > D2 Accept No 
Diff 
Between 
D's 
Weak 
Strong 
Weak 
Weak 
Weak 
Strong 
Moderate 
weak 
Moderate 
Strong 
Moderate 
~ ..... 
10 
TABLE XXVIII (CONTINUED) 
SUHHARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF PUBLISHED 
VERSUS UNPUBLISHED STUDIES 
Independent Dependent Hypothesesb Decision Reverse 
Variables Variablesa Hypotheses 
True? 
DSS/GDSS Decision quality D, > Dz Accept No 
vs. manual 
DSS/GDSS Decision time "D1 > Dz . Accept No 
Depth of analysis D1 > Dz Reject Yes 
Decision confidence D1 > Dz Reject Yes 
Satisfaction wjdecision process D1 > Dz Reject Yes 
Equality of participation D1 > Dz Reject Yes 
Satisfaction toward the system D1 > Dz Accept No 
aonly the applicable dependent variables are included 
bD1 is D for published studies, and D2 is D for unpublished studies 
Diff 
Between 
D's 
Weak 
Moderate 
Weak 
Strong 
strong 
Moderate 
Strong 
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The unpublished studies are found to report higher quality 
decisions among DSS/GDSS users than the published studies. 
Although the difference is weak, it is unlikely to be 
reduced to the level of insignificance (fsn = 60 and 18) . 
The users of DSS/GDSS are reported to take significantly 
less decision time, have more equality of participation, and 
have more communication in the unpublished studies than the 
published studies. Although the results are preliminary, the 
differences are large, and unlikely to be reduced to the 
insignificance level. There is no significant difference 
between the published and unpublished studies in terms of 
depth of analysis. However, the result is preliminary and 
subject to change. On the other hand, the users of DSS/GDSS 
are found to have more decision confidence, more 
satisfaction with dec~sion process, higher degree of 
decision consensus, more satisfaction toward the system, and 
higher rate of decision improvement, in the published 
studies than the unpublished studies. Although the results 
are preliminary, they are unlikely to be reduced to the 
level of insignificance. The effects of DSS/GDSS are not 
consistent across the published and unpublished studies. 
The results comparing DSS/GDSS to manual DSS/GDSS 
across the published and unpublished studies are not 
consistent (Table XXVIII, p. 419). It is found that the use 
of DSS/GDSS produce higher quality decisions across both the 
published and unpublished studies. However, the published 
422 
studies report higher quality decisions than unpublished 
studies. Although the result is tentative (n = 10 and 17), 
it is unlikely to reduce the difference to the level of 
insignificance (fsn = 127 and 152) . The users of DSS/GDSS 
are found to take significantly less decision time in the 
published than unpublished studies. However, the result is 
preliminary (n = 2 and 9), but the two effect sizes are not 
in the same direction, and the difference is not expected to 
be reduced to 0.05. It is also found that the use of 
DSS/GDSS produce more satisfaction toward the system across 
both the published and unpublished studies than the manual 
DSS/GDSS. However, the published studies report more 
satisfaction toward the system than unpublished studies. 
Although the result is preliminary (n = 3 and 4), it is 
unlikely to reduce the large difference to the level of 
insignificance (fsn = 50 and 17). On the other hand, the 
users of DSS/GDSS are found to have more depth of analysis, 
more decision confidence, more satisfaction with decision 
process, and more equality of participation in the 
unpublished studies than published studies. However the 
results are preliminary and subject to change (n <10). 
Based on the above results, there is no indication that 
the published studies are methodologically stronger than the 
unpublished studies, or that they report more significant 
results than the unpublished studies. Therefore it can be 
concluded that this moderator variable (published versus 
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unpublished studies) has no significant and consistent 
effect across all the dependent variables, when DSS/GDSS are 
compared to manual DSS/GDSS or no-DSS/GDSS. 
5.1.2.4 The Effects of Subiect Type 
It has been hypothesized that the difference in 
effectiveness and efficiency of decision making is 
significantly worse among students than actual users (i.e., 
managers), when the users of DSS/GDSS are compared to the 
users of manual DSS/GDSS or to the users of no-DSS/GDSS. 
When DSS/GDSS are compared to no-DSS/GDSS, all the 
hypotheses are accepted (Table XXIX), meaning that students 
are significantly less effective and less efficient than 
actual users. The actual users of DSS/GDSS have tentatively 
higher quality decisions than students (n = 27 and 16 for 
students and actual users respectively). There is no overlap 
between the two subsets and the difference is unlikely to be 
reduced to insignificance level. The differences in decision 
time, decision confidence, and satisfaction with decision 
process are not in the same direction. However, decision 
time has the largest divergence between effect sizes. Unlike 
students, the actual users of DSSJGDSS take less decision 
time than the actual users of no-DSS/GDSS. The actual users 
are more effective in terms of depth of analysis, decision 
confidence, satisfaction with decision process, degree of 
decision consensus, amount of communication, and rate of 
TABLE XXIX 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF SUBJECT TYPE 
Independent Dependent Hypothesesb Decision Reverse Diff 
Variables Variables8 Hypotheses Between 
True? D's 
DSS/GDSS Decision quality D, < D2 Accept No Moderate 
vs. 
no-DSS/GDSS Decision time D, < D2 Accept No Strong 
Depth of analysis D, < D2 Accept No Strong 
Decision confidence D, < D2 Accept No Strong 
Satisfaction wjdecision process D, < D2 Accept No Moderate 
Degree of decision consensus D, < D2 Accept No Strong 
Amount of communication D, < D2 Accept No Strong 
Rate of decision improvement D, < D2 Accept No Strong 
TABLE XXIX (CONTINUED) 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF SUBJECT TYPE 
Independent Dependent Hypothesesb 
Variables Variables 8 
DSS/GDSS Decision quality D, < D2 
vs. manual 
DSS/GDSS Decision time D, < D2 
Depth of analysis D, < D2 
Decision confidence D, < D2 
Satisfaction wjdecision process D, < D2 
Equality of participation D, < D2 
Satisfaction toward the system D, < D2 
80nly the applicable dependent variables are included 
bD1 is D for students, and D 2 is D for actual users 
Decision Reverse Diff 
Hypotheses Between 
True? D's 
Accept No Moderate 
Reject Yes Strong 
Reject No No Effect 
Accept No Strong 
Reject Yes strong 
Accept No Weak 
Accept No strong 
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decision improvement than students. Although the results are 
preliminary (n <10), the differences are not likely to be 
reduced to the level of insignificance, due to the strong 
differences between the average corrected D's. 
When comparing DSS/GDSS to manual DSS/GDSS, the actual 
users have significantly higher quality decisions, more 
decision confidence, more equality of participation, and 
more satisfaction toward the system than the students (Table 
XXIX, p. 424). Only decision quality have a tentative result 
(n = 12 and 12), while the other results are preliminary and 
subject to change (n ~10). The students have significantly 
less decision time, and more satisfaction with decision 
process than actual users. However, the results are 
preliminary and subject to change (n ~10). In terms of 
depth of analysis, there is no significant difference 
between the students and actual users. Although the results 
of subject type is mixed, when DSS/GDSS are compared to no-
DSS/GDSS, in general, actual users are more effective than 
students in using DSS/GDSS. 
Although this moderator (subject type) is shown to have some 
support for the hypotheses across DSS/GDSS and no-DSS/GDSS, 
it has less support for the hypotheses across DSS/GDSS and 
manual DSS/GDSS. 
5.1.2.5 The Effects of the Level of Task Difficulty 
It has been hypothesized that the difference in 
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effectiveness and efficiency of decision making is 
significantly better the higher the level of task 
difficulty, when the users of DSS/GDSS are compared to the 
users of manual DSS/GDSS or to the users of no-DSS/GDSS 
(Table XXX). Only in low difficulty tasks, the users of 
DSS/GDSS are significantly producing lower quality decisions 
and producing less depth of analysis than the users of no-
DSS/GDSS. Hence, the users of DSS/GDSS produce significantly 
lower quality decisions and less depth of analysis in low 
difficulty tasks as compared to high or medium difficulty 
tasks. The results are tentative for decision quality (n = 
28, ~0, and 9 for high, medium, and low difficulty tasks 
respectively) and preliminary for depth of analysis (n = 9, 
5, and 4), but strong enough to be unlikely changed to the 
level of insignificance. For decision time, only in medium 
difficulty tasks, the users of DSS/GDSS are taking 
significantly less decision time than the users of no-
DSS/GDSS. The users of DSS/GDSS are significantly more 
efficient in medium difficulty tasks than in either high or 
low difficulty tasks. Although the results are preliminary 
(n = ~2, 7, and 3 for high, medium, and low difficulty tasks 
respectively), the differences are large enough to be 
unlikely changed to the level of insignificance. Only in 
high difficulty tasks, the users of DSS/GDSS have 
significantly more decision confidence than the users of no-
DSS/GDSS. In high difficulty tasks, the users of DSS/GDSS 
TABLE XXX 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF TASK DIFFICULTY 
Independent Dependent Hypothesesb Decision Reverse Diff 
Variables Variables8 Hypotheses Between 
True? D's 
DSS/GDSS Decision quality D, > Dz > D3 Reject D1>D3, Dz>~ Strong 
vs. 
no-DSS/GDSS Decision time D, > Dz >~ Reject D2>D1, D2>D3 Strong 
Depth of analysis D, > Dz > D3 Reject D1>D3, Dz>D3 strong 
Decision confidence D, > Dz > D3 Reject D1>D2, D1>D3 Strong 
satisfaction wjdecision process D, > Dz >~ Reject D2>D1 Strong 
Equality of participation D, > Dz > D3 Accept No Strong 
Degree of decision consensus D, > Dz > D3 Reject D2>D,, D2>D3 Strong 
Satisfaction toward the system D, > D2 Accept No strong 
Amount of communication D, > D3 Reject No Moderate 
Rate of decision improvement D, > D2 Reject Yes strong 
TABLE XXX (CONTINUED) 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF TASK DIFFICULTY 
Independent Dependent Hypothesesb Decision Reverse Diff 
Variables Variablesa Hypotheses Between 
True? D's 
DSS/GDSS Decision quality D, > Dz Reject No Weak 
vs. manual 
DSS/GDSS Decision time D, > Dz Reject Yes Moderate 
Depth of analysis D, > Dz Accept No Moderate 
Satisfaction wjdecision process D, > Dz Reject Yes Strong 
Satisfaction wjdecision outcome D, > Dz Reject No Weak 
Equality of participation D, > Dz Reject Yes strong 
satisfaction toward the system D, > Dz Reject Yes Moderate 
aonly the applicable dependent variables are included 
bD1, D 2, and D5 are the D's for h~gh, medium, and low difficulty tasks respectively 
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are producing significantly more decision confidence than in 
either medium or low difficulty tasks. Although the results 
are preliminary (n = 13, 2, and 3), they are strong enough 
to be unlikely changed to the level of insignificance. The 
users of DSS/GDSS have significantly more satisfaction with 
decision process and higher rate of decision improvement in 
medium difficulty tasks than in high difficulty tasks. 
Although the degree of decision consensus is significantly 
lower among GDSS users than the users of no-GDSS, the users 
of GDSS have the highest degree of decision consensus in 
medium difficulty tasks as compared to the high or low 
difficulty tasks. In high difficulty tasks, the users of 
GDSS have significantly more equality of participation than 
either in medium or low difficulty tasks. In addition, the 
users of GDSS have significantly more equality of 
participation in medium difficulty tasks than in low 
difficulty tasks. The users of DSS/GDSS have significantly 
more satisfaction toward the system in high than in medium 
difficulty tasks. However, there is no difference in amount 
of communication across high, medium, and low difficulty 
tasks. Except for decision quality, all the above results 
are based on preliminary results, however, the differences 
are large enough and are not likely to reduced to the level 
of insignificance. 
Although there are some mixed results, it is clear that 
DSS/GDSS are least effective and least efficient under low 
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difficulty tasks. In general, DSS/GDSS are most effective 
and most efficient under medium difficulty tasks. Therefore 
there is a bell-shaped curve for effectiveness and 
efficiency of DSS/GDSS, where its peak is the medium 
difficulty tasks, and its low ends are the high and low 
difficulty tasks. 
When comparing DSS/GDSS to manual DSS/GDSS, all the 
hypotheses are rejected (Table XXIX, pp. 428-429). There is 
no significant difference in terms of decision quality, and 
satisfaction with decision outcome as a function of the 
level of task difficulty. In medium difficulty tasks, the 
users of DSS/GDSS take significantly less decision time, 
have more satisfaction with decision process, more equality 
of participation, and more satisfaction toward the system 
than in high difficulty tasks. In terms of depth of 
analysis, the users of DSS/GDSS produce more depth of 
analysis in high than in low difficulty tasks. The above 
results are preliminary (except for decision quality where 
there is a tentative result) and subject to change (n <10). 
However, the significant differences are large enough and 
unlikely to be reduced to the level of insignificance. 
With the exception of depth of analysis, in medium 
difficulty tasks, the users of DSS/GDSS are as effective or 
more effective than in high difficulty tasks. These findings 
also emphasizes that the best results of DSS/GDSS across 
task difficulty levels are found in medium difficulty tasks. 
5.1.2.6 The Effects of Cross-Sectional Versus 
Longitudinal Studies 
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It has been hypothesized that the difference in 
effectiveness and efficiency of decision making is 
significantly better in the longitudinal studies than the 
cross-sectional studies, when the users of DSS/GDSS are 
compared to the users of manual DSS/GDSS or to the users of 
no-DSS/GDSS. 
The hypotheses across DSS/GDSS and no-DSS/GDSS are 
rejected (Table XXXI) . The users of DSS/GDSS have lower 
decision quality in the cross-sectional studies than in the 
longitudinal studies. Although the difference is small, it 
is based on enough number of studies ( 37 and 6) to draw a 
tentative conclusion. It is also found that the users of 
DSS/GDSS take less decision time in the cross-sectional 
studies than in the longitudinal studies. In addition to the 
fact that the result is relatively tentative (n = 17 and 3), 
the difference is large and unlikely to be reduced to the 
level of insignificance. 
In summary, 'although there are not as many longitudinal 
studies as cross-sectional studies, it can be concluded that 
' the cross-sectional studies report more effective and more 
efficient use of DSS/GDSS than longitudinal studies, when 
DSS/GDSS are compared to no-DSS/GDSS. 
In comparing DSS/GDSS to manual DSS/GDSS, the users of 
DSS/GDSS have significantly higher quality decisions in the 
TABLE XXXI 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF CROSS-SECTIONAL 
VERSUS LONGITUDINAL STUDIES 
Independent Dependent Hypothesesb Decision Reverse Diff 
Variables Variables8 Hypotheses Between 
True? D's 
DSS/GDSS Decision quality D1 < Dz Reject Yes Weak 
vs. 
no-DSS/GDSS Decision time D1 < Dz Reject Yes Strong 
DSS/GDSS Decision quality D1 < Dz Reject Yes Moderate 
vs. manual 
DSS/GDSS Decision time D1 < Dz Reject Yes strong 
Depth of analysis D1 < Dz Reject No No Effect 
Decision Confidence D1 < Dz Accept No Moderate 
Satisfaction wjdecision process D1 < Dz Reject Yes Strong 
Equality of participation D, < Dz Accept No Moderate 
80nly the applicable dependent variables are included 
bD1, and D2 are the D's for cross-sectional and longitudinal studies respectively 
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cross-sectional than in the longitudinal studies (Table 
XXXI, p. 433). Although the difference is only moderate, 
there are enough number of studies to draw a tentative 
conclusion (n = 16 and 11). It is,also found that the users 
of DSS/GDSS take less decision time in the cross-sectional 
studies than in the longitudinal studies. Although the 
result is preliminary (n = 9 and 2), the two mean corrected 
effect sizes are large and in the opposite direction, 
indicating that the difference is strong and not likely to 
be reduced to the insignificance level. The users of 
DSS/GDSS have significantly more satisfaction with decision 
process in the cross-sectional studies than in the 
longitudinal studies. Although the result is very 
preliminary (n = 3 and 2), the difference is large enough to 
indicate the presence of this moderator. The time length of 
the study is shown to have no significant effect on the 
depth of analysis across DSS/GDSS and manual DSS/GDSS. 
However, the longitudinal studies are shown to report 
moderately higher decision confidence and higher equality of 
participation among DSS/GDSS users than cross-sectional 
studies. These results are very preliminary and subject to 
change (n <10). Only a few studies are needed to reduce 
this difference to the insignificance level. 
The effects of cross-sectional versus longitudinal 
studies are not consistent across the dependent variables. 
However, it can be concluded that the cross-sectional 
studies, with a few exceptions, report more effective and 
more efficient use of DSS/GDSS than longitudinal studies, 
when DSS/GDSS are compared to manual DSS/GDSS. 
5.1.2.7 The Effects of Old Versus New Studies 
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It has been hypothesized that the effectiveness and 
efficiency of decision making is significantly better in the 
new studies than the old studies, when the users of DSS/GDSS 
are compared to the users of manual DSS/GDSS or to the users 
of no-DSS/GDSS. 
When comparing DSS/GDSS to no-DSS/GDSS, most of the 
hypotheses are accepted (Table XXXII) . The new studies 
report significantly higher decision quality, less decision 
time, more depth of analysis, more decision confidence, more 
equality of participation, higher degree of decision 
consensus, and higher rate of decision improvement than old 
studies, when DSSjGDSS are compared to no-DSS/GDSS. On the 
other hand, there is no significant difference between old 
and new studies with regard to satisfaction w~th decision 
process across DSS/GDSS and no-DSS/GDSS. Although these 
differences are based on preliminary or tentative results, 
the differences are large enough and unlikely to be reduced 
to the level of insignificance. The moderator variable of 
old versus new studies is operating, and has a consistent 
effect across the dependent variables. 
Across computerized and manual DSS/GDSS, there is only 
Independent 
Variables 
DSS/GDSS 
vs. 
no-DSS/GDSS 
DSS/GDSS 
vs. manual 
DSS/GDSS 
TABLE XXXII 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF 
OLD VERSUS NEW STUDIES 
Dependent Hypothesesb Decision Reverse 
Variables8 Hypotheses 
True? 
Decision quality D, < Dz Accept No 
Decision time D, < Dz Accept No 
Depth of analysis D, < Dz Accept No 
Decision .::onfidence D, < Dz Accept No 
Satisfaction wjdecision process D, < Dz Reject No 
Equality of participation D, < Dz Accept No 
Degree of decision consensus D, < Dz Accept No 
Rate ot decision improvement D, < Dz Accept No 
Decision quality D 1 < D2 Accept No 
80nly the applicable dependent variables are included 
bD1 is D for old studies (1969-1980), and D2 is D for new studies (1981-1990) 
Diff 
Between 
D's 
Moderate 
Moderate 
Strong 
Moderate 
No Effect 
Strong 
Strong 
strong 
strong 
I 
-I 
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one applicable dependent variable (decision quality) which 
supports the hypothesis that there is significantly higher 
reported quality decisions in the new studies than the old 
studies (Table XXXII, p. 436). Although the result is 
tentative (n = 2 and 25), the difference is strong enough to 
be unlikely reduced to the level of insignificance. For the 
most part, it is shown that the new studies report 
significantly higher effectiveness and higher efficiency 
than the old studies, when computerized DSS/GDSS are 
compared to either manual or no-DSS/GDSS. The explanation 
for this is that, first, the DSS/GDSS that are used in the 
new studies are more effective and more efficient than the 
old ones due to the vast development in the technology of 
DSS/GDSS in the recent years. Second, the difference between 
old and new studies can be attributed to the fact that there 
is higher methodological quality (i.e. better measures of 
dependent variables) in the recent investigations than in 
the old ones. 
5.1.2.8 The Effects of Group Size 
It has been hypothesized that the larger the group 
size, the higher the effectiveness and efficiency of 
decision making, when the users of DSS/GDSS are compared to 
the users of manual DSS/GDSS or to the users of no-DSS/GDSS. 
In comparing DSS/GDSS to no-DSS/GDSS, most of the 
hypotheses are strongly rejected (Table XXXIII) . Groups of 
TABLE XXXIII 
SUMMARY RESULTS OF THE EFFECTS OF THE MODERATOR VARIABLE OF GROUP SIZE 
Independent De~ndent Hypothesesb Decision Reverse Diff 
Variables Variables8 ff:{.potheses Btween 
rue? D's 
DSS/GDSS Decision quality D, < D2 Reject Yes Moderate 
vs. 
no-DSS/GDSS Decision time D, < D2 Reject Yes Strong 
Depth of analysis D, < D2 Reject Yes strong 
Decision confidence D, < D2 Reject Yes Strong 
Satisfdction wjdecision process D, < D2 Reject Yes Strong 
Equality of participation D, < D2 Accept No Strong 
Degree of decision consensus D, < D2 Reject Yes strong 
Amount of uninhibited behavior D, < D2 Accept No Strong 
Amount of communication D, < D2 Reject -No Weak 
Rate of decision improvement D, < D2 Reject Yes Strong 
DSS/GDSS Decision quality D, < D2 Reject Yes Moderate 
vs. manual 
DSS/GDSS Depth of analysis D, < D2 Reject No Weak 
Satisfaction wjdecision process D, < D2 Accept No strong 
Equality of participation D, < D2 Reject Yes Strong 
~Only the applicable dependent variables are included 
D1 ~s D for small-size groups, and D2 is D for large-size groups 
• l.l 
Q) 
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small sizes (between 1 and 4) have higher quality decisions, 
take less decision time, have more depth of analysis, have 
more decision confidence, have more satisfaction with 
decision process, have higher degree of decision consensus, 
and have higher rate of decision improvement than groups of 
large sizes (5 and above). Despite the tentative (for 
decision quality, decision time, depth of analysis, and 
decision confidence) and preliminary results (for 
satisfaction with decision p~ocess, degree of decision 
consensus, and rate of decision improvement) the differences 
are large enough and unlikely to be reduced to the level of 
insignificance. 
The groups of large sizes are found to have 
significantly more equality of participation and less amount 
of uninhibited behavior than the small-size groups. The 
results are preliminary and subject to change (n SlO). 
However, the differences are large enough and unlikely to be 
reduced to the insignificance level. On the other hand, 
there is no significant difference in'terms of amount of 
communication due to difference in group size. 
For most of the applicable variables, the hypotheses 
are also rejected, across computerized and manual DSS/GDSS 
(Table XXXIII). It is found that there is no significant 
difference in depth of analysis due to difference in group 
size, when DSS/GDSS are compared to manual DSS/GDSS. In 
fact, small-size groups are found to have higher quality 
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decisions than large-size groups. The result for decision 
quality is tentative (n = 23 and 4), but large enough to be 
unlikely reduced to the level of insignificance. 
Additionally, small-size groups have significantly more 
equality of participation than large-size groups. Although 
the result is based on a few studies (n = 4 and 3), the two 
effect sizes are in the opposite direction, indicating a 
strong difference that is unlikely to be reduced to the 
level of insignificance. The only variable that is in 
support of its hypothesis is the satisfaction with decision 
process, where the large-size groups are shown to have 
significantly more satisfaction with decision process than 
the small-size groups, across DSS/GDSS and manual DSS/GDSS. 
Despite the preliminary result (n = 2 and 3), the difference 
is large enough to be unlikely reduced to o.os. 
For most of the variables, the results of the moderator 
variable of group size are suggesting that the small-size 
groups are significantly more effective and more efficient 
in decision making than the large-size groups, when DSS/GDSS 
are compared to either manual or no-DSS/GDSS. There are some 
explanations for this unexpected result. First, in this 
analysis, the studies using individual DSS are ~ncluded 
along with the GDSS studies of small-size groups, and 
assumed to have a group size of one person, which might 
affected the total results. Second, there is only a few 
studies of large-size groups, which limits the 
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generalizability of the results of these studies. Third, the 
largest available group size is seven, which is relatively 
small. The computerized GDSS are expected to be more 
effective and more efficient than manual or no-GDSS when the 
group size becomes larger and larger. 
5.2 Discussion and Implications of the Findings 
In the following section, the implications of the 
findings of the meta-analysis will be discussed in terms of 
both the practical and the theoretical point of views. 
5.2.1 Practical Implications and Contributions 
There are many implications that can be obtained from 
this study. Computerized DSS and GDSS, for the most part, 
are significantly more effective and more efficient (in 
terms of equality of participation, but not decision time or 
amount of task-oriented behavior) than no-DSS/GDSS. It is 
also found that DSS/GDSS, for the most part, are 
significantly more effective and slightly more efficient (in 
terms of decision time, but not equality of participation or 
amount of task-oriented behavior) than manual DSS/GDSS. In 
addition, manual DSS/GDSS are not better than no-DSS/GDSS. 
Therefore, organizations that are considering the use of 
DSS/GDSS may not need to look for manual applications of 
DSS/GDSS. 
DSS are reported to be more effective, and more 
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efficient in decision making than GDSS. This could be 
attributed to the fact that GDSS, unlike DSS, are still in 
their infancy stage, and have not been tested in the real 
world on a large scale. If the tasks that a company is 
undertaking requires a group decision making, a depth 
analysis should to be conducted before renting or purchasing 
a GDSS in order to justify the costs of using GDSS. 
Results of field studies are more significant than the 
results of either laboratory experiments or field tests. The 
major explanation for this difference is that the findings 
of field studies are self-reported. Unlike the experimental 
studies, the field studies report perceptions rather than 
actual effects. MIS research in general needs to perform 
more experimental studies, where the researchers have more 
control (i.e. in laboratory experiments) and better 
simulation to reality (i.e., in field tests). 
Businesses would be advised to use DSS/GDSS for 
decision tasks of moderate difficulty rather than those of 
high or low difficulty. DSS/GDSS are shown to be more 
effective and more efficient in these circumstances, when 
compared to no-DSS/GDSS. DSS/GDSS will not produce to its 
potential under high or low difficulty tasks. 
Although, it is indicated by the studies that small 
groups of DSS/GDSS are more effective and more efficient, in 
general, than large groups, this concept has not been 
reasonably tested when the group size is relatively large 
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(i.e., group size exceeds seven). Therefore, decision making 
efforts with groups that exceed seven can not be affected by 
this study. 
5.2.2 Theoretical Implications and Contributions 
Even after applying the mode~ator variables on a binary 
basis, only a few populations turned out to be homogeneous. 
This suggests the need for application of hierarchical 
moderator variables (more than one moderator at a time) to 
split the heterogeneous populations further to reach 
homogeneity. The analysis in the current research is limited 
to binary moderator variables due to the relatively small 
number of studies available, and the large number of 
dependent and moderator variables. Should this method have 
been applied, few studies will end up in each subpopulation, 
which would greatly have weakened the generalizability of 
the results. 
The major reason for the heterogeneity of the 
populations is the lack of a common methodological ground in 
operationalizing the dependent measures. The sources of 
variation in effect sizes across studies need to be tested 
in the future as independent variables (i.e., to test a 
certain dependent variables under two different used 
measures, to see if they come up with the same results). 
Moderator variables need to be tested, when possible, 
under the level of individual studies. Research should leave 
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out the simple independent-dependent relationship in their 
studies to more meaningful investigations of the interaction 
among independent, dependent, and moderator variables with 
regard to DSS/GDSS effectiveness and efficiency. 
The majority of the primary studies included in the 
meta-analysis are of small sample size. Many studies of less 
than 30 subjects are included, but weigh little in the final 
conclusions. At least in the experimental studies, where the 
researcher has more control over the number of subjects, 
researchers need to always consider large sample sizes in 
order to have more confidence in their results. 
A large number of experimental ,studies use repeated 
measures in their experimental designs, instead of 
independent control and experimental groups. Such 
experimental designs suffer from lack of history and 
learning effects, inflate the sample size, and combine 
incomparable results. The simple design of independent 
control and experimental groups is straightforward and more 
precise in measuring the intended effects. Subjects need to 
be selected randomly and assigned to different treatments 
randomly in order to have more reliable results. In GDSS 
laboratory experiments, the groups need to be in the same 
development stage, and group members need to have some 
experience in working together as a group prior to the 
experiment in order to approximate reality. 
There is a remarkable result regarding the 
effectiveness and efficiency of DSS/GDSS across published 
and unpublished studies, since it has been found, in 
general, that there is no significant difference 
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between the published and unpublished studies in terms of 
effectiveness and efficiency of decision making, when 
DSS/GDSS are compared to no-DSS/GDSS or manual DSS/GDSS. In 
fact, the unpublished studies are more effective in some of 
the results than published studies. As a result, future 
meta-analyses need not to neglect the importance of 
unpublished studies, and to give them equal weight with the 
published studies. It is not true, in this study, that 
unpublished studies have smaller effect sizes than published 
studies {McNemar, 1960], or that unpublished studies are 
methodologically less sound than published ones {Hunter and 
Schmidt, 1990]. 
Actual users are shown to be significantly more 
effective and more efficient than students, especially in 
comparing DSSjGDSS to no-DSS/GDSS. Based on this result, 
more field tests need to be conducted in the evaluation of 
DSS/GDSS effectiveness in order to have more insight into 
the practicality of these systems. 
The results of this study showed that the use of 
surrogate subjects (i.e., students) will result in 
undermining the real effect of DSS and GDSS. Results of 
studies that use students as their subjects are not 
necessarily generalizable to actual users. Whenever possible 
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the primary studies need to avoid having naive subjects to 
simulate the effect of DSS/GDSS on actual users. 
This study found that cross-sectional studies report 
more effective and more efficient results than longitudinal 
studies. More longitudinal studies need to be conducted to 
resolve the issue of the importance of time function, in 
learning and adaptation to DSS/GDSS, which should lead to 
more effective and more efficient use of DSS/GDSS. 
For the majority of the dependent/independent 
variables, populations of studies are heterogeneous across 
the potential moderators. In these cases, artifacts account 
for all between-study variance in effect sizes, and that 
these postulated moderators are, in fact, not moderators. 
There may be some other real moderators that this study did 
not account for, like the features of the decision aid, the 
type of the decision task, and the decision style of the 
decision maker(s), etc. 
5.3 Limitations of the Study 
The meta-analysis technique is dependent on the input 
of studies it integrates. The number of primary DSS/GDSS 
studies available are not large enough to provide more sound 
conclusions, indicating the fact that there are many 
dependent and moderating variables that need further 
research. Moderator variables are only considered on a 
binary basis in order to have enough number of studies in 
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both subpopulations. 
Most of the studies do not report the reliabilities for 
their independent or dependent measures. For that reason 
mainly the sampling error is accounted for. The rest of the 
artifactual errors were not corrected for. 
The test of homogeneity is limited to eight potential 
moderators (i.e., the level of task difficulty). Other 
meaningful moderators are not included because it is either 
difficult or impractical to find information about them 
across the studies. 
The field of MIS suffers from the lack of a common 
methodological ground for measurement. In a situation like 
this, the task of meta-analysis apparently becomes more 
difficult in combining the results across studies. The 
author had to use a lot of subjective judgments in the 
process of coding the primary studies, giving the fact that 
there were sixteen different dependent measures that are 
undertaken in this study. 
5.4 Areas of Future Research 
When more empirical investigations are available in the 
field, a better meta-analysis can be done. In addition, more 
research should be directed to methodological problems to 
enable better future research. Research in MIS needs to have 
a common ground for measurement and reporting, and to make 
investigations based on previous work of others. 
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Many of the dependent measures (i.e., decision 
confidence, and satisfaction) are self-reported in most of 
the studies, suggesting the inaccuracy of results of these 
measures. As a solution, great efforts need to be undertaken 
in order to quantify these variables in hard measures. As 
has been said earlier, since the majority of sets of studies 
are heterogeneous, even after applying the binary 
moderators, the major cause of variation in effect sizes is 
the inconsistency of variable measurement across studies. To 
solve this problem, the meta-analysis suggests for future 
investigations of evaluating DSS/GDSS effectiveness to test 
these measurements of every dependent variable as 
independent variables at the individual study level. 
The greatest problem that faced this study and could 
face any review study is the lack of important fundamental 
information in the primary studies. In order to enable the 
reader to critically evaluate the evidence of a primary 
study, the study should report and describe the sampling 
procedure, measurement, analyses and the findings. The 
direction and magnitude (or mean and standard deviation) of 
each primary study finding must be reported. In addition, 
any test statistics and their significance levels are 
critical to the other researchers. The coefficients of 
reliability for each dependent and independent variable are 
important pieces of information in any primary study in 
order to correct for error of measurement. DSS/GDSS 
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researchers in general have not reported the reliabil~ty 
information in many existing studies. MIS researchers must 
do a better job of reporting fundamental statistical 
measures and associated results. 
5.5 Conclusions 
Meta-analysis is a new technique to the field of MIS. 
By applying this method, an outsider to MIS could gain a 
great knowledge about a certain area of MIS without having 
to read the whole literature. Meta-analysis shows clearly 
that no single primary research study can ever resolve an 
issue or answer a question [Hunter and Schmidt, I990]. The 
findings of research are inherently probabilistic {Taveggia, 
I974], and, thus, the results of a single study could have 
happen by chance. Only with meta-analytic integrat~on of 
results across studies can we control chance and other 
artifacts and come up with a foundation for conclusions. 
Although meta-analysis is more meaningful than any single 
primary research study, meta-analysis cannot be applied in 
vacuum and is not possible unless the needed primary studies 
are conducted. 
Although, the DSS/GDSS technology is not shown to be 
more efficient than manual or no-DSS/GDSS, in general, this 
study shows practically that DSS and GDSS provide more 
effective decision making than the manual or no-DSS/GDSS. In 
the statistical sense, the study shows that there ~s a great 
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variation in the effect sizes across studies, that 
underlines a methodological problem in the field of MIS 
research. 
In general DSS are shown to be more effective than 
GDSS. Managers and actual users are found to be more 
~----
effective and more efficient than students, mainly, when 
-~-........------- ..... -- ..... __ ,.,.,... - ...... _ ... ..,,.. .....,...,...._... 
DSS/GDSS are compared to no-DSS/GDSS. DSS/GDSS are 
moderately more effective and more efficient in medium 
difficulty tas~s than in high or low difficulty tasks, when 
compared to no-DSS/GDSS. The cross-sectional studies report 
more significant results, in favor of use of DSS/GDSS, than 
longitudinal studies. New studies report more significant 
results in favor of use of DSS/GDSS than old studies. Groups 
of small size are shown to be more productive and more 
efficient than groups of large size. 
The moderator variables of study type (laboratory ... ______ _
versus fi~~s versus_£i~Jg_$Xudies) are showing that 
the field studies report significantly more effective and 
more efficient results than both the laboratory experiments 
and the field tests. The published versus unpublished 
studies are shown to have no effect on the effectiveness or 
efficiency of DSS/GD~S. 
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32 be homogeneous, each 4 peroel\1811 Idea generation 3 5 8 not noported 
32 groupa were randomly peratl\1811 dlsag,_,nt resolving 11 5 5 not noported 
32 assigned to begin In one perceived decision aa:uracy 4 nat noported not raported 
32 o1 the four condftlons aHHude toward the media 9 not noported not noported 
32 (roode ol communication x satisfaction wrth deciSion process 5 5 5 
32 type ollask) amount ol opinion change 14 .e. 
··--·-·-···- -·- --·--·--- -·--·-------·-· -·-·--· ··-·--·-·-·-·--·-· ·-·-·-·--·-·-·--·-·-·-·---·-· --·-·-·-· -·-·-·--·------ --·-·-·-·--·-·-·· -·--·-·-·--·-· ·-·-·--·-·· Q) w 
-
STUDY 
Adrtanaon and Hjelmqulet 
WITHIN GROUP 
STO DEVIATION 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
7.331439149 .() 272797738 0 27279773JJ G1a-G3a 
1024695077 
11.202!58118 
0.800247576 
0 776233614 
0.289930481 
0272419408 
0 
.() 109885165 
1477695209 
242431234 
059649098 
0 5574757 
0 G1b-G3b 
0 108665185 G1-G3 
1477695209 
242431234 
0 59649098 
0 5574757 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE 
F-11181,dl•184 
F-Iest, dl•l 84 
F lest, dl•1,84 
F-Iest, dl·1 81 
no slg difference In 
decision quality 
becaU!l8 ol mode 
of communication 
no slg dlflerenoe In 
decision quality 
becaUll8 of mode 
3492 
9399 
569 
497 
SIG LEVEL 
p-VALUE 
DIRECTION 
0 0002 algnllleant + 
0 0002 slgnWicanl + 
0 02 algnHicanl + 
0 03 slgnflcant + 
MEASUREMENT 
COfTl>llled to elql8ltS 
posttest questionnaire 
posttest questionnaire 
posllest questionnaire 
COfTl>llled to experts 
posllest questionnaire 
posllesl questionnaire 
posttest questionnaire 
COfllJ8f8d to experts 
posllesl questionnaire 
posttest questionnaire 
posttest questionnaire 
C<lfl1l8l8d to experts 
posttest questionnaire 
posttest questiOnnaire 
posHest questionnaire 
C<lfl1l8l8d to experts 
posttest questionnaire 
posttest questlonnBJre 
posltest questionnaire 
posllest questionnaire 
posllest questionnaire 
ot.ervallon 
corrpared to experts 
posltest questionnaire 
posllest questionnaire 
posllesl questionnaire 
posttest questionnaire 
posttest questlonnmre 
observation ot. 
-·-·-·· .................. -·--·--- -·· ........................... -·- ............................................................ ·-·-·-·--·-·-·--· ·-· .. ·--- - -- ·-----·--·--·· ............. -·--·- ..... ............. ... Q) .. 
------.---· ----·--- ---·-·---·· --·-·-·--·-·-·-·-·-· --·----·-·--·--·--·--· ··-·-·--·-·-·--·-·-·----·----·-·--·--·-·----
STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS COOING REMARKS DECISION AID FEATURES 
..... ·-·--·-·---· ----·--- ----·---·· --·-·-·---·-·-·--·-· -·--·-·---·-·--·--·--·--· --·-·--·--·-·-·-·---·-·--·---·-·-·-----·--·-
Adrianson and Hjelmqulot 4 
totals~ 
sire Ia 65 
totallllltl'"ple 
sire Ia 65 
totals~ 
sire la65 
totals""'*' 
sire Is 65 
4 
4 
16 groups rl 4 
except one group 
of size 5 
totals~ 
slrela65 
4 
16 groups rl 4 
except one group 
of size 5 
lotal s""'*" 
sire Is 65 
4 
16 groups '"" 
except one group 
of size 5 
actual users 
(engineers, 
scientists 
teachels & 
consulants) 
actual users 
(englnMrs 
scientists 
teachels & 
consullants) 
actual users 
(engineers 
aclenllsls 
teachers,& 
conaulants) 
actual users 
(englneeiS 
scientists 
teachers,& 
oonsulants) 
actual users 
(engineers 
scientists, 
teachers,& 
consullanls) 
2x2x21aclorlal 
design (rmde x 
problem type X 
experience level) 
2x2x21actorlal 
design (rmde x 
problem type X 
experience leveij 
2x2x2factorlal 
design (rmde x 
problem type x 
experience l8vel) 
2x2x2feclorlal 
design (rmde x 
problem type x 
experience level) 
2x2x2 factorial 
design (rmde x 
problem type X 
experience level) 
2x2x2 lectorlal 
design (rmde x 
pr<Jblem type X 
experience level) 
only the dedslon quality rl 
the Ardlc problem was 
reported In the study 
only the dedslon quality rl 
the Ardlc problem was 
reported In the study 
only the decision quality rl 
the Arctic problem was 
reported In the study 
only the dedslon quality rl 
the Ardlc problem was 
reported In the study 
only the decision quality rl 
the Ardlcproblemwas 
reported In the study 
only the decision quality rl 
the Ardlc problem was 
reported In the study 
lor decision 
quality 
the lower the 
score the better 
the ranking 
lor decision 
quaiHy 
the lower the 
score the better 
therank•ng 
lor decision 
quality 
the lower the 
score the better 
the ranking 
lor decision 
quaDty 
the lower the 
SCOI8 the better 
the ranking 
lor decision 
quaDty 
the lower the 
scol8 the better 
the ranking 
lor decision 
quaiHy 
the lower the 
score the better 
the rankHlg 
-·- , .......... -·--·-·-· ........ --.-· .. ·---···· _ ............................... --·-·- -·--·-· .............. "*• .......................... ··-·-·--·-·-·--·-·-·-· ... - ............................ - .......................... .. 
............................... -·--- -------·- -·----·-·-·--·· ................................................................. - ... ··--·-·---·-·-·-· ........................... ·--·-·----··-· ·--·-·-·-·-·-·-
STUDY PUBLISHED? DDS/GOSS LAB/FIELD TASK TYPE TASK NATURE LONGITUDIIIAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·-------·--·--- ___ ...._ __ ----·-·-·--- -·-·---·---· .... ·---·-· ---·-·-·--·-·-·--· .............................. ·---·-·-·--·-· .................................................. .. 
Aldag and Powor 1986 pubhhed 
1986 publshed 
DSS, a version 
al DECision AID 
(DECAID) 
DSS av.slon 
al DECision AID 
(DECAID) 
labllllp 
to examlrethe effec:l 
of DSS on decision quality 
labflllp 
to examlre the effec:l 
of DSS on decision quality 
unstructured 
high difficulty 
tasks 
unstructured 
high d<fficulty 
tasks 
strategic management 
cases 
straleglc management 
cases 
one period 
one period 
problem 
solving 
problem 
solving 
no-DSS 
-·-·---·-·--·-- --·-- ...................... -·-·---·---·· ........................................................................................................ ·---·--·-·-· ·--·-·----·----·-·---·-
&amll study appelll8CIIn 
Applegale, Konsynskl 
and Nunamaker, 1986 
conference p!OCIIIIdlngs 
1986 dissertation GOSS lab 1111p to evaluale an 
automated GOSS to support 
COfl1llex unstructured 
group decision process 
unstructured 
corrplex problem 
Idea generation lor 
organlzallon straleglc 
planning 
3 periods 
(average) 
over 3 5 months 
4hrsJ-slon 
alphasee C<Jr111ulerlzed GOSS 
GDSS 
-·-·-·--·-·--·-·- -·-·-- .......... -·-·-- -·-·----·-·-·--·· -·-·--·-·-·---·-·---·-· -·--·-·---·-·-·-·-· ··---·-·-·--·---· ·----·--·-·-·---·---·-·----·-·-·--·-·-
Bark! and Huff 
based on Barkrs 
dissertation 1984 
Beaudalr 
1994 conference 
p!OCIIIIdings 
1987 dissertation 
1987 diSMrtallon 
1987 dissertation 
DSS 
32 dlllen~nt DSS 
GDSS software 
developed 
"In house" 
GOSS software 
developed 
"'n-house" 
GDSS, software 
developed 
"In house" 
field study 
lab e11p to examine the 
ellectsof2~ 
support applications 
voting/rating and brain-
storming on small 
decision making groupe 
lab e11p to examine the 
effects of 2 C01111uler 
support applcatlons, 
voting/rating and brain-
storming on small 
decision making groups 
lab 1111p to examine the 
effects ol 2 COI11ltJier 
support applications, 
voting/rating and brain-
storming on small 
decision making groups 
semi structured ~ 
to unstructured 
semi structured 
moderate 
difficulty task 
semi-structured 
moderate 
doftlculty task 
semi-structured 
moderate 
difficulty task 
acccuntlng finance 
malketlng and 
general management 
a case ol etudent 
misconduct one person 
destruction of his 
roommate's ptql8rty 
slbjecls -ra •ked to 
resolve the problem 
a case ol student 
misconduct one person 
destruction of his 
rocmmate's property, 
slbjects -re asked to 
resolve the problem 
a case ol student 
misconduct one person 
destruction ol his 
roomrrate s property 
slbjects- asked to 
resolve the problem 
cross-sectional 
one period 
one period 
one period 
all phases 
solution 
finding 
solution 
finding 
solullon 
finding 
corrputerlzed 
DSS 
~erlzed 
GOSSwKh 
voting/rating 
fadtlles 
COI1llulerlzed 
GOSSwlth 
brainstorming 
facility 
C<Jr111ulerlzed 
GDSSwlth 
bclh 
voting! rating 
and brain 
stonnlng ........................................ -·-' ........ -......................... .-....... .-............... _, __ ... -·--·-·-·--·- ......... ··--·-·-·-·-···-·-·-· ·--·-·-·--·-·-·-·· ·--·-·-·--·-·-· ........ ·-···-·-·- .. 
Q) 
0\ 
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STUDY INDP VAR 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·-·-·--·--·--·-·--·--·-- -·---·-- ... -·-·--·-·-·-·--·-· ·-·--·---·-·-- -·-·-·---· --·- -·-· -................... --------·-·· ·---·-·----· .............. _____ _ 
Aldag and P.-r D1 46 subjeds were randomly decision quality 1 085 40 89 not NpOrted rpb-> 
46 assigned to 2 groupe daph of analysis 3 083 295 nol reported rpb-> 
46 decision conlldenoe 4 084 nol reported' not repori8d 
48 altlude toward decision aid 8 077 nol repelled not repolted 
46 attlude loward decision process 8 0 735 nol repolted not repolted 
46 allftude toward decision outcome 5 0~ nol repolted nol repolted 
·------------------------------------ ---- _____ _.._ --------------- ---------
03 42 aubjeds ...,,.. randomly decision quality 0 85 40 79 not repolted 
42 assigned to 2 groups depth of analysis 3 0 83 27 48 nol reported 
42 decision conlidenoe 4 0 84 no1 repelled nol repolted 
42 allftude toward decision akl 6 0 77 no1 repelled not repo!led 
42 attlude toward declsoon process 6 0 735 not reported no1 reported 
42 allftude toward dedsoon outcome 5 0 693 nol reported nol repo!led ............................................. -·-·--·--·-· ....... --·-·--·-·--·--·-· -·-·-·---·-·--·-·-·-·--·-· .............. -·-·-·-- -·-·- ---·-·-·--·-·-·· ·--·-·-· ·-·-· ..................... --·· 
Applegate G1 108 Non-random chloce ol quality ol decision 1 9 39 0 52 0 2704 
subjeda decision lime 2 not repolted not reported 
same study ~ In depth or analysis 3 nof repolted nol reported 
Applegate Konsynsk~ equality of palllclpatlon 7 not reported not reported 
and Nunemaker 1986 satlsfadlon with outcome 5 8 2 1 37 1 8769 
conference prooeedlngs aatlsladlon with process 8 9 46 1 08 1 1236 ···-·-·-- ................. ·----·· ----·--·-·--·----·--·-· ·-·-·-·--·--·--·-·-·-·--·-· .............. -·-·-·--·-- ---·-·-·· ----·-·--·-· ·----·-·--·· 
Bark I and Hull 
based on Bwkra 
dlsseltallon, 1984 
D1 44 aubjeda ...,,.. selected 
44 
46 
system uae N • 39 
decision quallly 
noalizatlon of expec:latlon 
user satlstadlon 
1 
4 
6 
0957 
0 933 
085 
P~~~non r- > 
P~~~nonr > 
Paarsonr > 
-·-·-·--·-·-·-·-·- ............................................................................. ·---------·--·-·--·-· --·---· -·-·-·---·-·- --·-·--·---·-·· ·--·--·--·-· .......................... . 
Beauclalr G1a 21 subjects were randomly decision quality 1 08124 nol repelled nol repolted 
21 assigned to treatments decision time 2 nolrepolled nol repolted 
21 Individual qualty ollnteractlon 3 08529 343571 nol repolted rpb-> 
21 equality of palllclpatlon 7 7 67114 no! reported rpb> 
21 attftudetoward decision 5 909524 nol repolted rpb-> 
21 
G1b 21 subjects were randomly decision quality 1 08124 nol repolted nol reported 
21 assigned to treatments decision time 2 nol repolted nol reported 
21 Individual quality ollnteractlon 3 08529 34734 nol repolted rpb-> 
21 equallly of palllclpaHon 7 7 54607 nol reported rpb> 
21 attftude toward decision 5 73913 nol repolted rpb-> 
21 
G1c 21 subJeds were randomly decision quality 1 08124 no1 repolted Z score •-1 44359 Pearson r-> 
21 assigned to treatments decoslon time 2 nol repolled Z score • -0 39 Pearson r-> 
21 Individual quality of Interaction 3 08529 321273 not repelled 
21 equalrty of participation 7 71511 nol repolted 
21 allftude toward decision 5 772727 not repolted 
21 
STUDY wmtiNGROUP 
STD SEVIATlON 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIG LEVEL 
p-VALUE 
DIRECTION MEASUREMENT 
--·-·--·-·-·-·-·· -·-·--·-·---·----·- ...... --·-·--·-·· ................... -·-·--·-·-·-·--·· ·-·-·-·----·--· ··-·-·-·--·--·· ·-·--·---·--·· ··---·--·--·-··-·-·---·-·--·-·-·-
Aldag and Power 0 
0098351218 
0 
0098451991 
0 
0195401684 
DSS VII no-DSS Fiest 
F-Iest 
000 
084 
0966 
0383 
NS 
NS 
evaluated by 3 ratens 
evalualed by 3 ratars 
posttest queallonalre 
posttest queatlonalre 
posHest qu.tlonalre 
posHest queallonalre 
evalualed by 3 ratars 
evaluated by 3 ratars 
posttest questlonalre 
posttest questlonalre 
posttest quesllonalre 
posttest questlonalre -·-·-·---·-·--·-·· ---·-·---·-· -·-·-·-·--·--·-- --·-·· --·-·-·-·-· ·-- --·-·-·-·-·· ·-·-·---·-·-·-· ··-·-·-- -·-·· -·--·----· ··--·-·-·---·-··-·---·-·-·--·--·-· 
same study appMrlld In 
Applegete Konsynokl 
and Nunamaker 1966, 
conference proceedings 
Balkl and HuH 
based on Balkrs 
dissertation 1984 
Beau clair 
0394 
0398 
06468 
0838505549 
0 843551157 
1658004826 
0 0528954115 0 1046705 
0 0007424 0 009831842 
0 372271825 0 792595428 
0092833154 
0000247363 
3 20251E 05 
0184238278 
0000488801 
632831E.05 
.0157508582 .0 315178546 
.0 157508582 .0 315178546 
0 838505549 D1-D3 
0843551157 
1 65900482111 
01046705 
0009831842 
0792595428 
0184238278 
·0 000488801 
-6 32831 E-05 
G1a-G3a 
G1b-G3b 
·0315178546 G1-G3 
·0 315178546 
1•manual m beltar 
10.GDSS m. batter 
1 • dlssetlslled 
1 O..ve~y satlsfled 
DSS usa w 
other variables 
manual 
brainstorming 
oo"1>1J18rlzed 
voting/rating 
VII 
manual 
voting/rating 
oomputarlzad VII 
manuaiGDSS 
no 11181& have bean 
reported except 
means min max 
and std. deviation 
F-1esl 
F 11181 
F lllst 
F lest 
Fills! 
F-11181 
ttest 
ttest 
11851 
chi-square 
not reported 
not reported 
not reported 
048039 
0 04415 
344107 
084498 
0 00224 
000029 
03884 
0806 
0 008 slgnMicant + 
0 004 slgnBicanl + 
0 000 slgnllcanl + 
049 
0834 
NS 
NS 
0 067 marginally slg + 
0361 
0962 
0966 
09426 
0848 
NS 
NS 
NS 
NS 
NS 
posttest queatlonnalre 
strudured observetlon 
structured observetlon 
structured observetlon 
posttest que&tlonnalre 
questlonaalra 
questlonaalre 
questlonaalre 
corr.,arad to 3 raters 
observation 
determlnd by trained coders 
structured observation 
posHest questionnaire 
corr.,arad to 3 raters 
observation 
detennlnd by trained ceders 
structured observation 
postlest questionnaire 
co!Tp818d to 3 raters 
observation 
delermlnd by trained coders 
structured observatKln 
posttest questionnrure 
-·-·---···-·-·· -·-·· -·--·---·--·-·· -·-·-·--·-·-·-·--·--·--·-·· --·-·-·--·-· ·-·-·----·---·--·· ·-·---·--·-·-·--· ··-·-·-·--·-·-·· ·-·----·-·-·--·· ··----·-·-·--·-··-·-·--·-····--·-·- -· .. 
Q) 
Q) 
STUDY 
Aldag and Pa-r 
GROUP 
SIZE 
lolals.,... 
size Is 88 
totals""""' 
olzels88 
SUBJECTS 
etudents 
(graduates 
and under 
graduates) 
students 
(graduates 
and under 
graduates) 
DESIGN 
rapealed FMeU18S 
design (two groupe 
and two treatments) 
rapeated FMeures 
design (two groupe 
and two traatments) 
REMARKS 
only the first part of 
the experiment is taken 
where the first group first 
Introduced to the DSS and 
the second group had no DSS 
only the first part of 
the experiment Is taken 
where the first group first 
Introduced to the DSS and 
the second group had no DSS 
COOING REMARKS DECISION AID FEATURES 
···-·-·---·-·--·--· ··-·--·-· -·---·-· -·-·-·---·· --·--·----·---·-· ---..-·-·-·-·----·--·--· --·-·---·----·-·---·-·-·----·--·--·--·-
Applegate 
ssme study appeered In 
Applegate Konsynsk~ 
and Nunamaker 1988, 
conl•.,ce prooeadlngs 
15 
(average) 
total~ 
alze Is 108 
high level 
managers (org 
anlzatlonal 
planM18) 
no control group 
only experimental 
group using GOSS 
~a W8l8 7 groups of sizes 
19 16 6 22, 8 13 22 
with nurrber of sessions 4 4, 
2.2 2 3 1 respectively 
The GOSS lncorpondes Idea 
generation Idea structuring 
and analyale models (elect 
ronlc brainstorming and 
stakeholder klentHicallon 
and assurTllllon analysis) -·--·--·-·--·- -------·-· --·-·-·--·· --·----·---·---·-·--·-·----·----· --·-·--·-·---·-·-·-·-- ................................................ .. 
Bwtd and Hull 
based on Blllkl'a 
dissertation, 1984 
Beauclalr 
total~ 
size ls46 
3to5 
total~ 
size is 80 
3to5 
total..,.. 
size Is 80 
3to5 
tolallllii'Yllle 
slzels80 
manageral 
users In 
nine 
org..lzatlons 
undergrad 
uate students 
undergrad 
uale studMits 
undergrad-
uate students 
ftekl study 
21<2 factorial 
design 
2x2factorlal 
design 
21<2 factorial 
design 
the system use Is aa:epted 
here as a surrogate for 
system avalablloty 
H Is assumed ~a 
that the system 
usalsthe 
Independent var 
-·-·- -···-·-·--·-·-· .............................. -·-·--·-·-···-·· --·-·-·--·-·-·-·--·-· -·--·-·- --·-·- -·--·-·-·--· .......... ··---·--·-·-·-·--·-·-·---·-·--·-·-·-·-···-·-·--·-
-·--·--·----·-·- -·-·-- ··-·---- ... " --·--·-·-·--·· ·-·-·--·--·---·-·-·--·-· --·-·-·--·-·--·-· ·--·-·-·-·--·-·--· - ... -----·-·· ---·-·-·--·-·-· --·-·-·-·--·--
STUDY PUBLISHED? DDS/GDSS lAB/FIELD TASK TYPE TASK NATURE LONGITUDINAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·-·------·- -·-- --·----- _., ·-·-·--·-·-·-···· ........................................ -·--·-·---·-·-·-·-· ---·-·--·--·-·-·-· ·--·-·---·-·-·-·· ·--·-·-·-·--·-·-· ·--·-·-·---·--
Beauclalt 1987 d'-'1atlon 
Benbasal and Dexl• 1982 published 
1982 pubDohed 
1982 pWIIahed 
1982 pubDohed 
Benbasat and Schroeder 1977 published 
1977 published 
Bul and Slvasankaran 1987 conlerenoe 
procaedlngs 
GDSS sollware 
developed 
"In house" 
DSS a slmulaled 
rmdel 
DSS a slmulaled 
rmdel 
DSS, a slmulaled 
model 
DSS, a simulated 
model 
DSS,aflrst 
ord• •ponentlal 
smoolhlng 
forecasting aid 
DSS, aflrst 
oro. •ponentlal 
smoothing 
loracastlng aid 
lab exp to examine the 
effects of 2 computer 
support appHcallons 
vot~ng/ratlng and brain 
storming on small 
decision making groups 
lab exp to Investigate 
whether DSS can Improve 
lhe quaiHy ol decision 
given the lndMdual 
dHierenoso 
lab exp to Investigate 
whether DSS can Improve 
the quality ol decision 
given the lndMdual 
dHierenoso 
lab exp to Investigate 
whether oss can Improve 
the quaJHy ol decision 
given the lndMdual 
dlllerenoeo 
lab exp to IIMIS!Igate 
whether DSS can in1>Jove 
the qual1ly ol decision 
given the lndMdual 
dlllerenoso 
lab exp to determine the 
1"1l'ld of decision aid 
on performance variables 
lab exp to determine the 
1"1l'ld of decision ald 
on performance variables 
serrl structured 
rmderate 
dllllcuHy task 
serri-structured 
rmderate 
dHIIcuHy task 
sem-structured 
rmderate 
dHIIcuHy task 
serri-structured 
rmderate 
dllllcuHy task ' 
sem-structured 
rmderale 
dllllcuHytask 
sem structured 
rmderele 
dllllcuHy talk 
serri-structured 
rmderele 
ddllcuHy talk 
a case of student 
mls<londuct one person 
destruction of his 
roommates property 
sliljects -ra asked to 
resolve the problem 
simulated Inventory 
controVproductlon 
scheduling syst.n 
simulated Inventory 
controVproductlon 
scheduling syst.n 
slmulaled lnvemry 
controVproducllon 
scheduling syst.n 
simulated Inventory 
controVproducllon 
scheduling syst.n 
simulated Inventory/ 
production 
environment 
simulated Inventory/ 
production 
environment 
one period 
longHudlnal 
(1 0 periods) 
longhudlnal 
(10 periods) 
longHudlnat 
(1 0 periods) 
longHudlnal 
(10 periods) 
longHudlnal , 
(10 periods) 
longHudlnal 
(10 periods) 
801.-lon 
finding 
solution 
,.!ding 
aolutlon 
finding 
aolullon 
finding 
no-GDSS 
oorr.,uterlacl 
DSS high 
analytic 
subj8Cbl 
no-DSS 
high 
analytic 
subjects 
oorr.,ulerlzed 
DSS low 
analytic 
subjects 
no-DSS 
low 
analytic 
subjects 
00"1'ulerlzed 
DSS 
no-DSS 
GDSS called lab unstructured to reoommend a type one period solution con.,uterlacl 
Co-Op high complexHy of armored personnel finding GDSS 
used lor rnuHiple carrier to be puchased In high 
aiterla decision by the Arab nation to talk 
making laoe a rril~ary threat difficulty -........................... -·--- ··-·-·--·--·- ............................................................... ___ ........................ --· ........................ ··-· ............................... ·--·-·-·-·--·-·- ...................... .. 
-·----·--·-·-·---- ---·---------·--·-·--·--·- ........................................................ -·--·--·--- ---·-·-----·· ·-·--·-·-·---·---·-·-·-·--·· 
STUDY 
Beauclalr 
Benbasat and Dext• 
Benbasat and Schroeder 
INDP VAA 
CODE 
G3 
D1a 
Dla 
D1b 
D3b 
Dl 
Dl 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
21 subjects were randomly 
21 assigned to treatments 
21 
21 
21 
21 
:a4 subfeds were randomly 
:a4 assigned to treatment 
conditions 
:a4 IUbJed• were randomly 
:a4 assigned to treatment 
oondltlons 
7 IUbjecD- randomly 
7 assigned to treatment 
oondlllons 
8 subjeds were randomly 
8 assigned to trealrn.rt 
oondltlons 
18 assignment ol subjects 
18 to treatments was not 
18 random 
18 assignment of subje<:ls 
18 to tnaatments was not 
18 random 
decision quallly 
decision time 
lndlvtdual qually of Interaction 
equaiKy ol part~ 
attKude toward decision 
prolft (decision qualfty) 
dedslon time 
prolft (decision qualfty) 
decision lime 
proiR (decision quallly) 
decision time 
proiR (decision quality) 
decision time 
cost performance (qualfty) 
time performanoa 
nuniler ol reports generated 
cost performance (quality) 
time performanoe 
nuniler ol reports generated 
DEP VAR 
CODE 
1 
2 
3 
7 
5 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
14 
·1 
2 
14 
RELIABILITY 
08124 
OIIS!!I 
MEAN EFFECT STANDARD 
DEVIATION 
nd reported nol reported 
nd reported nol reported 
3482 nol reported 
7.23018 nd reported 
94 nd reported 
94258 z """"' - 1 38 
4833 Z score • 3 08 
83104 
2928 
nol reported 
nol r..,orted 
75289 z IIOOna - 1 518 
4077 z IIOOna- 1 03 
28282 
3317 
nd rwported 
nd rwported 
nol reported 
nol rwported 
nd reported 
nd reported 
nol reported 
nol reported 
Z soore- > 
Z soore--> 
Zsoore > 
VARIANCE 
Pearsonr-> 
Pearsonr-> 
rpb-> 
rpb-> 
1839 
2202 
not reported 
.............................. -----·· -·-------·-· .................................................................................. --·-·--· -·-·---·-·- .......................... ·-·--·-·---·-.......................... . 
But and Slvasankaran G1a 18 homogeneous groups 
18 
18 
18 
18 12 groups 
decision quallly 
decision time 
satisfaction wlh decision outcome 
2 
5 
0 81 
92 25 
408 
0 21 
2037 
053 
00441 
4149369 
02809 
-·-·-·--·-·-·--·-·- --·--·-·· ---·-·-·--·-· -·-·--·-·-·--·-·-····-- -· ·-·-·-·-·-·-·--·-·-·-·--·-· .............. -·-·---·-·-·- .......................................................................... . 
................... ---· --·--·-.. ·-· --·--·---·-·-·--·-·· ---·-·--·-· ............................................................................ ·-·--·-·-·---· ·--·-·-·-·--·- ........................ _. ..... . 
STUDY WllliiNGROUP EFFECTSIZE ADJUSTEDEFFECTEFFECTSIZE TREATMENT STATISTICSTATISTICVALUE SIG LEVEL DIRECTION MEASUREMENT 
STD SEVIATION d SIZE COMPARISON COMPARISON J>VALUE --·- ------- ---·--·-----·----·---·-·--·· ............................................. ·-·-·----·-·--· --·---·------·-·-·--- --·-·-·-·--·---·-·--·----·-·--· 
Beaudalr corflllll8d to 3 raters 
observallon 
determlnd by trained coders 
structuAid observation 
posttest quesllonnalre 
........... ___ -· ------·----·----........................ --·-·--·-· ........................... ·-·-·-·--·-·--· .......................... -·---·-·-·--·· ··-------·---·-·-----· 
Benbasat and Schroeder 
Bul and Slvasankaran 
0 196299092 0.39195794 
0 444559707 0 971699438 
OA20462749 
0.285670601 
Pearson r-> 
Pearson r-> 
0.258940148 
2890441575 
0666620818 
0421490557 
02884499115 
0 325092343 
0389262283 
0 926855114 
0167448463 
0 314927182 
0 39195794 D1a D3a 
0971699438 
0 855096829 D1b/03b 
0 550040671 
0 665697804 01 D3 
-0 81834883 
0 926855114 G1•G3a 
0167448463 
0314927182 
DSS vs no-DSS 
(high analytic) 
DSS vs no-DSS 
(low analytic) 
DSS vs no-DSS 
MANOVA(F-values) 
GDSS VII no-GDSS 
In high C011111exrty 
task 
not specKled 
not speclled 
Fiest 
F 
not repated 
not repated 
nol reported 
not reported 
not reported 
513 
017 
166 
0087 NS 
0 001 slgnltlcanl 
NS 
slgnlt.canl 
0 065 slgnltlcant + 
approx • 0 15 NS 
slgnHicant + 
NS 
proiH 
ssoonds per decision 
pro!R 
seoonds per decision 
prollt 
seconds per decision 
proiH 
seoonds per decision 
0 033 slgnHicant + lola! Inventory costs 
0 018 slgnHicanl- observation 
not reported not reported observation 
0 03 slgnfflcant + 
066 NS 
018 NS 
total Inventory oosts 
observation 
observation 
corrpantd to experts 
time- reoorded 
posttest questoonnalre 
---·· ·--·-·-·--·-·· -·--·-·-·--·-·· -·-·-···-·-·- --·--·-·-·-···-- --·-·-···-·-· ·-·-·----·-·-·--·· ·-·-·- --·-·-·--· ··-·---·--·-·-·· ·---·-·--·--·· ·-- -·-·-·--·- ··-·-·--·-·-·--·-·-·-· ol:l. 
\0 
N 
-·-·--·----·-·-· --·---·. ·---- -----·--- ---·-·--·-·----·-· ......................................... ._ ··-·--····-·--·--·---·-·-·---·-·--·-·-·-----·--·--·-
STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
-·-·-·--·-·--·-· ·--· . ·-·---· -----·--- --·-·---·-·--·--·-· ................................................................................... ·-·-·---·--·--·-·---·-·--·-
Beauc:lalr 3to5 
total..,.. 
slzela80 
undelgrad-
uate students 
2x2 factorial 
design 
............................................... ·-·-·---· -·-·---·-- ---·-·--·-·-·--·-· ............................................. ··--·--·-·-·---·-·-·-- ............................. --·--·-·-·---
Benbasal and Dexter 
lotal SBITl>le 
size Is 61 
total s......,le 
size Ia 61 
total S8fTl>le 
alze Is 61 
tolala......,le 
size Is 61 
students 
(senlo111 and 
graduates) 
students 
(seniors and 
graduates) 
lludents 
(senlolliMd 
graduales) 
lludents 
(seniors and 
graduales) 
2 Independent g10upe 
2 Independent giOUpe 
2 Independent giOUpe 
2 Independent groupa 
-·-·-·--·-·----·-· ··-----·--- -·--·-·-·--- ----·-·----·- ----·-·--·-·-·--·--·--· ··---·--·--·-·-----------·-·---·-·--·-
Benbasal and Sdlroeder 
Bul and Slvasankaran 
total SBITl>le 
size Is 32 
tolals......,le 
slzeis32 
total118111'1e 
ls72 
3 
students 
students 
students 
naster 
students 
2 Independent giOUpe the cell sizes lor the 
experlmenlal and conlrol 
giOUpe were oot reported, ft 
Is assumed they were equal 
2 Independent g10upe the cell sizes for the 
experimental and conlrol 
groups were oot reported, ft 
Is assumed they were equal 
2'2 factorial design This GDSS Is used for all 
phases of decision making 
ft has lnteracUve 
conversation and 
electronic mall 
--·---·-·-·--·----- ----·- --·--·-·-·--·· ·-·-·---·-·--·--·-·--·- -·--·-·---·-·--·-· ··---·-·---·-·--·--·-·---·-·--·· ·--·-·-·-·--·-·-· ·---·-·--·-
STUDY PUBLISHED? DOSIGOSS lAB/FIELD TASK TYPE TASK NATURE LONGITUDINAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·-·---·-·---·-·----- ··----- ---·--·---·· ·-·---·-·-·--·-·--·--·--·--·-·---·-·--·-· ·--·-·-·-·--·-·-·-· --·-·-·--·-·-·-·· ·--·-·----·-·-· ·--·-·-·-·--·--
Bul and Slvasankaran 1987 conlenmoe 
~
1987 conferenoe 
proceedings 
1987 confeAinoe 
proceedings 
GOSScalled 
Co-Op 
UMd for mullple 
c:rllerla dedslon 
rmklng 
GOSScalled 
Co-Op 
used for mullple 
crHerla dedslon 
rmklng 
GOSScalled 
Co-Op 
used for mullple 
crHerla dedslcn 
rmklng 
lab 
lab 
lab 
unstructured 
high c:on-plexlly 
structured 
low oorrplexlly 
structured 
low oorrplexlty 
to recommend a type 
of armored personnel 
carrier to be puchased 
by the Arab nation to 
faoe a nilllary threat 
to select a regional 
director for an 
overseas branch of 
a firm 
to select a regional 
director for an 
01111rseas branch of 
a firm 
one period 
one period 
on&p!lrlod 
IOIU!Ion 
finding 
eolutlon 
finding 
eolutlon 
finding 
~GOSS 
(no-siJilP')It) 
In high 
laak 
difficulty 
OOII'.,ul8rlzed 
GDSS 
lnkM 
task 
dtfflculty 
~GOSS 
(no-support) 
lnkM 
la8k 
difficulty ------------------------------ -------------- ------------------------------------ --------
the same experl"**l 
regardless ollask 
difficulty 
11187 ooni&A~noe 
proceedings 
1987 conlenmoe 
proceedings 
GOSScalled 
Co-Op 
used for mullple 
crHerla decision 
rmklng 
GOSScalled 
Co-Op 
UMd for muftlple 
criteria decision 
rmklng 
lab structured 
low corrplexlly 
lab tllructured 
low OO!Tlllerlly 
to select a regional 
diAiclor for an 
IMIISeas branch of 
a firm 
to select a regional 
director for an 
overseas branch of 
af11m 
0118p!lrlod 
eolutlon 
finding 
eoiUIIon 
finding 
~erlzed 
GOSS 
bothhlghand 
low task 
dlfflcuKy 
n<H3DSS 
(no-support) 
both high and 
low task 
dtfflcufty .............................. -·-·-- ··---·-·-·- -·-·--·--·-·-·--·· ·-·-·--·-·-·--·-·-·-·---· -.......................................................... ·---·--·-·--·· --·-·-·-·--·-·-· ·--·-·-·--·- -
Bul Slvasankaran, 
Fl)ol and Woodbury 
1987 conf&A~noe 
proceedings 
1987 conlemnoe 
proceeding& 
GOSS using a 
software called 
Co-oP 
GOSSuslnga 
software called 
Co-oP 
lab 
lab 
seni-structured 
high difficulty 
task 
semi-structured 
high diffiCUlty 
task 
selection of a 
regional director 
lor an oversea branch 
In order to test group 
I1'I8ITtler lnteracllon 
selection of a 
regional director 
for an oversea branch 
In order to test group 
merrber Interaction 
one p!lrlod 
one period 
prcblem 
eolvlng 
problem 
eolvlng 
00111>1J1erized 
distributed 
GDSS 
manual 
face-to-
fal:8GDSS 
......................................... ··--·-- --· ' -·-·--·--·-·-·--·· .................................................. -·--·-·--·- ··--·-·-·-- ............ --·-·---·-·-·-·· ·--·-·--·--·-·-· ........................ .. 
-·-·-·-·-·-·-· .. ··-·--- -·----·- -·-·-·-·---·-·-·-·--·-· -·-·-·--·-·----·-·----· -----· -·-·-·--·--·- .......................... ·---·-·---·-· ·-·-·---·-·--·· 
STUDY INDP VAR 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES OEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·-·---·-·--------· --------·-·-·-·--·- ·-·-·--·----·-·---·-· ..................................... -·-·----·· ·-·-·-·---·-· .......................... . 
Bul and 5'-nkaran G3a 
G1b 
G3b 
18 homogeneous groups 
18 
18 
18 
18 12groups 
18 homogeneous groups 
18 
18 
18 
18 12groups 
18 homogeneous groups 
18 
18 
18 
18 12groups 
decision quallly 
decision lima 
sallsfactlon wllh declalon outCOIII8 
decision quallly 
decision lima 
sallsfactlon wllh decision outcome 
decision quallly 
decision time 
sallsfactlon wllh decision outCOIII8 
1 
2 
5 
1 
2 
5 
1 
2 
5 
057 
8741 
387 
0 78 
485 
384 
075 
2125 
416 
03 
3544 
0 78 
0 31 
10 3 
0 75 
028 
632 
005 
009 
12559936 
06084 
00961 
10609 
05625 
00784 
399424 
00025 
---------··--- -----· --------------------------- ------------- ------------the same eo<per"'-1 
regardl818 of talk 
difficulty 
But Slvasan.aran 
Fljol and WoodbUI}' 
G1 
G3 
G1 
G2 
36 homogeneous groups 
36 
36 
36 
36 12groups 
18 not reported 
18 
18 
18 
18 
18 
18 not reported 
18 
18 
18 
18 
18 
decision quality 
decision lime 
sallsfactlon wllh decision outcome 
decision quallly 
decision tme 
sallslactlon wllh decision outCOIII8 
decision quallly 
decision lime (read +Input) 
sallslactlon wtlh decision process 
attftude toward decision aid 
sallslactlon wtlh decision outcome 
nuniler of criteria generated 
decision quality 
decision time 
satisfaction wtlh decision process 
aHHude towaRI decision aid 
sallsfactlon with decision outcome 
nuniler of aitefla generated 
1 
2 
5 
1 
2 
5 
1 
2 
6 
9 
5 
3 
1 
2 
6 
9 
5 
3 
079 
7037 
397 
066 
5433 
402 
0 1166666667 
256n7n7a 
4056 
3167 
3278 
544 
0333333333 
45.33333333 
3944 
3889 
3833333333 
717 
029 
2736 
064 
03 
42 
067 
0 471404521 
62415no4 
0 848018751 
1118033989 
1 095726829 
0 314269681 
0471404521 
6472162613 
1 025899184 
1 099943882 
1 213351648 
1 504127654 
00841 
748 5696 
04096 
009 
1764 
04489 
0222222222 
3895728395 
0719135802 
125 
1200617284 
0098765432 
0222222222 
41 88888889 
1052469136 
1209876543 
1472222222 
22624 
-·-·-·-- -·-·-···-·-··-·--· ---·-·-·- ' ·-· -·-·--·--·-..... ·-·--·--·- ·-·-·-·--·-·-·--·-·-·-·---· --·-·-·-· --·-·--·-·-·- -- -·--·--·--· ·-·--·· ·-·--· ·-·-·--·-·-· --·· 
--·-·-·-·-·-·-·· -------•••••• II II II ... ---·-·--·-- ..................... -·-·--·-· .. ·-·· ........................... ··--·---·-·-·· -·----·-- ---·-·----·-·-·--·-·---·-·-
Sl\JDY WITHIN GROUP 
STD SEVIATlON 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIG LEVEL 
p-VALUE 
DIRECTION MEASUREMENT 
--·-·-·-·-·-·-·· ----------·--·--·-·-·--·-·· ............................................................................................... ·-·----·----- ··---·---·-................................ . 
Bul and Slvasankaran 
lhe same 9Jiperlment 
regardless ollask 
dll11cuHy 
Bul, Slvasali<aran, 
Fljol, and Woodbury 
0 29538111 
8544951728 
0531507291 
029504237 
35.44410811 
0655171733 
0.4 71404521 
6.357915257 
0941170797 
1109025821 
1158036225 
1086546233 
0 101!!63705 
3 189017431 
.0602081358 
0440614882 
0452543479 
.() 076315869 
0 707106781 
-3 091509522 
0 119000717 
.() 651021812 
.()480377104 
1 592201001 
0 101583705 G1b-G3b 
3189017431 
0602061358 
0 440614882 G1-G3 
0452543479 
.0076315869 
0 707106781 G1-G2 
3091509522 
0 119000717 
0651021812 
0480377104 
1 592201001 
MANOVA(F values) 
GDSS vs no-GOSS 
In low ~lexfty 
lask 
ANOVA(F values) 
GDSS va no-GDSS 
nogadleas ol 
task dllflaJKy 
dlstrbJted 
co,..,.ortzed GDSS 
VII 
lace-to-lace 
F 
F 
I-leal 
005 
5943 
452 
275 
246 
0 14 
nd reported 
2-078 
196 
196 
-196 
nOI reported 
08 NS 
0 0001 significant+ 
0 04 algnlfleanl + 
atp-005 
atp-0025 
atp-0025 
at P• 0 025 
01 
012 
07 
NS 
NS 
NS 
slgnllcant + 
algnRicant + 
NS 
algnllcant + 
NS 
NS 
corrpared to exper1s 
lime was f8COided 
posllesl quesllonnaire 
corrpared to experts 
lime was reoorded 
posHest quasllonnaire 
corrpared 1o experts 
lime was recorded 
posHest questionnaire 
corrpared to experts 
time was reoorded 
posHest questionnaire 
corrpared to experts 
lime was reoorded 
posHest questionnaire 
corrpared to expert's 
direct observation 
posHest quaettonnaire 
posHest questionnaire 
direct observation 
posHest questionnaire 
C0111>8fed to expert's 
direct observation 
posHest questionnaire 
posHest questionnaire 
direct observation 
posHest questionnaire ................................................ __ ............................................................... ·-·--·---·--·· ·-·--·-·--·--· ..................................................................................................... .. 
STUDY 
Bul and Slvasankaran 
the same eocperlmenl 
regardless of task 
difficulty 
Bul Slvasariuuan, 
Fljol, and Woodbury 
GROUP 
SIZE 
total..,. 
1&72 
total..,.. 
Is 72 
lolals8fl1lle 
ls72 
lolale8fl1lle 
1&72 
totals....,se 
Is 72 
total • .,... 
1&36 
3 
3 
3 
3 
3 
3 
12groupe 
totals~ 
ls36 
3 
12groupo 
SUBJECTS 
atudenta 
master 
atudenla 
atudenlo 
master 
stu dania 
students 
master 
students 
studenla 
master 
students 
student• 
master 
students 
students 
students 
DESIGN 
2·21adorial design 
2•2fattorlal design 
2•2 fadorial design 
2•2 fadorial design 
2•2fadorial design 
21ndependenl 
groups 
21ndependent 
groups 
REMARKS 
the scale to measure ai!Kudo 
toward the system Is defined 
so that the ~<Mer the score 
the more H Is In favor to 
theGDSS 
the scale to measure aiiKude 
toward the system Is defined 
so that the lower the score 
the more K Is In favor to 
theGDSS 
CODING REMARKS DECISION AID FEATURES 
This GOSS Is used for al 
phases of decision making 
K has Interactive 
CDIMinsatlon and 
electronic mall 
Co-oP Is color-based 
mu~wfndow GOSS 
Provides electronic 
mal~ 4 techniques 
"' aggregation of 
pre!..- and wtlng 
prooedures 
Co-oP Is color-based 
mult~wtndcM GDSS 
Provides electronic 
mal~ 4 techniques 
of aggregation of 
preferences and wtlng 
procedures -·-·-·--·-·-·--·--· ··-·-·--·-·-·-·--·-· ....................... --·-·-·--·-·-·-·--·-· -·--·-·-·---·-·-·-··· ... ·---· ··-·-·---·-· ·--·-·-·--·-·-·---·-·--·-·-·-·--·-·-·--·-
.............................. -·--- ·-· ... ·--·-·-·- -·--·-·--·-·--·· ·--·---·-·--·--·-·--·-· ---·-·-·--·-·-·--· ··--·----·-·--· --·---·-·-·-·· ·--·-·--·--·-- ....................... .. 
STUDY PUBLISHED? DDS/GDSS LAB/FIELD 
Burkhard 19114 dluertallon IFPS-baled OSS lab 
19114 dls ... rlallon IFPS-based OSS lab 
TASK TYPE 
semi slruclured 
hlgll dllllculty 
1ask 
"""" structured 
hlghdllllculty 
1ask 
TASK NATURE 
Game(FinanciaQ 
Game(FinanclaQ 
LONGITUDINAU DECISION PHASE 
CROSSSECTIONAL 
4 periods oohAion finding 
4 periods solution finding 
INDEPENDENT 
VARIABLES 
DSS 
MIS 
................. _ .... ___ -- ·-·-·-·-·- --·-·-·--·--·· ·-·-·-·-·-·--·-·-·---·-· -·------·-·-·--· .............................. ·--·-·-·--·-·--·--·-·-·-·---- ·-·-·-·---·-·-
C8ls Barl and Hcblr 111117 published 
1987 published 
noheurlstlca 
delivered ellher 
with pen and-paper 
or a computer 
no heuristic 
delivered ellher 
wilhpen~r 
or a corrputer 
lab 
lab 
unstructured 
oo"1llexlask 
unstructured 
oo"1llex task 
develq>lng a C8188r 
plan 
dewloplng a career 
plan 
1 period 
1 period 
problem 
lomulallcn 
problem 
lomulallcn 
no heuristics 
(C<JI1'4lul"') 
no heuristic 
wtlh paper 
and pencil 
-·-·-·--·--· .. --·- --·-- ··-·-·---·-·- -·-·----·-·-·--·· ·-·-·--·-·-·--·-·--·--·-· ----·-·---·-·-·- .............................. ·--·-·-·---·--· -·-·-·-·--·--· ·--·-·-·-·-·-·-
.............................. ----·-- --------------·-·-·---·-· ......................................................... -·----·-·-·- --·-·--·-- ·-·--·--·--·-· .......................... . 
STUDY INDP VAR 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·-·-·---·-··----- --·--·---·--·--·-·-·---· ......................................................... -·--·--·-·- --·-·----·-- ·-·---·-·-·-.......................... . 
Bulk hard D1 
02 
Cats Barl and HIDir D1a 
D2a 
111 rank Older 
19 
19 
19 
19 
19 
19 
19 
19 
22 rank order 
22 
22 
22 
22 
22 
22 
22 
22 
16 IUbjllc:ts - -lgned 
randomly to treatments 
17 aubjects were assigned 
randomly to treatments 
proll 
loans/shares ratio 
decision lime 
noofallematlves 
no of analysis 
utBizallon 
percel.-1 conectness 
percelwld usefulness (aiiRude) 
peroelvad ease ol use (altitude) 
proll 
loena/shares ratio 
decision lime 
no of aRematives 
no of analysis 
utilization 
percelwld oornoctness 
percel.-1 usefulness (attltude) 
peroelwld ease of use (attitude) 
decision qually 
productivity (depth ol analysis) 
nurrber of d>jectlves 
number ol allernatiVes 
• ol prioritized alternaltvw 
decision oonlldence 
sallslad100 wlh dedlslon aid 
change In attitude toward oo~er 
change of attitude toward problem 
decision quality 
productivity (depth ol analysis) 
nurmer ol d>jactlves 
number of allernatlves 
• ol prioritized allernall-
declslon oonltdenoe 
satlsfadlon wrth decision aid 
change In attitude toward Ollfi1:JIIIer 
change of attitude toward problem 
2 
3a 
3b 
4 
6 
6 
1 
2 
3a 
3b 
4 
6 
8 
3b 
3a 
3a 
4 
6 
3b 
3a 
3a 
4 
6 
092 
094 
092 
094 
860 
0 775 
0823 
860 
0775 
0823 
14186 
0937 
141 3 
915 
192 
783 
438 
511 
<t88 
12989 
0895 
882 
91 7 
156 
768 
436 
567 
51 
.S9 
83 
73 
65 
27 
139/36 g 
415 
76 
81 
75 
26 
132/40 5 
2579806194 
0 109544512 
2628603896 
194010309 
1713767779 
4189272013 
0 734848923 
0 774596669 
0 824621125 
254056293 
0 09486633 
2105706532 
18 53105502 
11 148:)9()99 
46 7204452 
1153258259 
0 714142a.l 
1170469991 
66554 
0 012 
6001 
376.4 
2937 
1755 
054 
06 
068 
S.5446 
0009 
«34 
3434 
1243 
21828 
133 
051 
137 
-·-·-·--·---- ... - ... ·--·---·----·--·-·-·--·-·· -·-·-·--·-· ·-·-·--·-·-·-·--·· ·-·-·-·--·-·-·--· ··--·---·-·-·· ................................................ ··--·--·-·-·--·-·-·-· 
STUDY WllliiN GROUP 
STD SEVIATION 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
mEATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIG LEVEL 
p-VALUE 
DIRECTION MEASUREMENT 
......................... __ -·---·-· ... -·-----·-·---·-·-·---- --·-·-·--·-· --·--·-·-·-·--·· ·-·-·-·--·-·-·--· ··-·-·-·--·-·-·· ·-·---·-·-·--- ··--·-·-·-·--·-_________ , ______ _ 
Burkhard 2558749995 0487806647 D1 D2 DSS vs MIS 
0101904933 0..41214884 .041214884 
2465827993 2.234543535 2.234543535 
18.93754919 -o 010!!61029 
14 2297089 0252991823 0121215397 
4455130988 003366451 0 03366451 
098.!53989 0020355408 0020355408 
0 7426!!6355 -o 754049967 
1025445494 -o 234044619 -0494047293 
Call Barl and Hlber 
149 010 marginal+ 
130 0 10 marginal+ 
713 005 + 
0040 NS 0 
080 NS 0 
011 NS 0 
0058 NS 0 
2452 010 
0768 NS 0 
---------------- ------
nat reported nat reported NS NS 
NS NS 
NS NS 
NS NS 
NS NS 
2 scales used NS NS 
Mean NS NS 
NS NS 
NS NS 
NS NS 
NS NS 
observallon 
observallon 
obeervallon 
sell report 
sell report 
sell-lllpOII 
sell report 
self report 
sell report 
observallon 
observallon 
observallon 
sell report 
self report 
self report 
sell report 
sell report 
self report 
riders as-ment 
observallon 
observation 
CJbseri.allon 
sel report 
sel-report 
sell report 
sell report 
ralers as-.ment 
observallon 
observallon 
observation 
sell report 
2 scales used NS NS sel report 
sef report 
eel report --·-·---·---·-- .......... _ ......... -·--·-·-·-·-·-·-·--·-·· -·-·-·--·- -·-·---·-·-·--·· ·-·-·-·---·--- ··-·-·---·-·--·-·---·-·--- ··-----·--·---·-·--·-·-·--·-·-·-
-·-·-·---·---·- ··-·-·---·-·-·--· ........................ --·-·-·-·-·-·-·-·-· -·--·-·---·-·-·-·--·-·-·-- ..................................................................................... .. 
STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
--·-·--·--·--·-· ··------·- -·--·--·--·· --·--·---·-·-·--· ----·-·-·-·-·---·-·-·--· ..................................... ·-·-·--·-·--·--·-·---·-·-
Bulkhard one -ment/group 
(two groups) 
one treatment/group 
homogeneity test 
performed to 
c1o1enme group 
homogeneity based 
on lndlvldual 
charaderistlcs 
homogeneity test 
performed to 
determine group 
homogenefty based 
on Individual 
characteristics 
lnteracthNI 
--·-·--·--·---·- ------·--· --·-- .................................. -·---·-·--·-·-·-·---·-·-· ··-·---·-·-·-·-·-·-- ........................................... __. .. 
Cals Barl and Hlber 
totals..,.. 
size Is 101 
total ..... 
size Is 101 
one groupllrealment 
6 treatments and 
6groups 
one groupllrealment, 
6 treatments and 
6 groups 
MANOVA was run to determine 
whether the set of dependent 
variables was significantly 
related to the treatments 
ANOVA was run to determine 
the effect of dlfferenoes 
arrong ralors on the resuHs 
Correlarion among dependent 
variables were assessed 
MANOVA was run to delwmne 
whether the set of dependent 
variables was significantly 
related to the treatments 
ANOVA was run to determine 
the eHect of dlfferenoes 
arrong ralors on the resuMs 
Correlarlon among dependent 
variables-" assessed 
Interactive, 
heuristic, and 
ooiTf)Uierlzed 
................... -........ ---- ..... ____ _. ..... ___. ............................. .-.................... ._ .............................. ---·-·--·--·-·-·-· ·--·--·--·-·-·-·· ................................................. .. 
STUDY PUBLISHED? DDSIGDSS LAB/FIELD TASK TYPE TASKNAlURE LONGilUDINAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·--·--·----·------ ·------ ---·--·--·--- ·--·--·-·---·--·--·-· ................................................................................................................. ·--·- -····--·--
Cats BarD and Hl.ber 1987 
1987 published 
1987 published 
1987 published 
1987 published 
heurlotlca 
dellvOied either 
wlh pen and-paper 
oracori1'Uier 
heuristics 
delivered eHher 
with pen-and-paper 
oracori1'Uier 
pealft 
heurlstlca 
dellvel8d either 
with pen and-paper 
or a cori1'UI« 
peslwo 
heurlstlca 
dellvenld either 
wllh pen and-paper 
oracoiJllUfer 
Interactive 
heuristics 
detlvel8d either 
Wllh pen and-paper 
or a corrputer 
lab 
lab 
lab 
lab 
lab 
unstrudul8d 
oofllllex task 
unslructul8d 
cofllllextask 
unstrudul8d 
oofllllex task 
unstructul8d 
oofllllex task 
unstrudul8d 
oofllllex lllllk 
developing a career 
plan 
developing a career 
plan 
developing a career 
plan 
developing a career 
plan 
developing a career 
plan 
1 period 
1perlod 
1 period 
1 period 
1 period 
problem 
forrrulation 
problem 
lorm.liallon 
problem 
forrrulallon 
problem 
form.tlallon 
problem 
forrrulallon 
heuristic 
wllh oolr1liJ!er 
heuristic' 
JM!P8rand 
pencD 
passive 
heuristic' 
00"1'uter 
peslwo 
heuristic' 
JM!P8rand 
pencil 
Interactive 
heuristics 
wllh C0"1'Uier 
-·-·-·--..... ---·---·-·· --·---·-· ---·-·-·-·-·-·-·--·-· ·-·-·-·---·-·--- -·-·--·- --·--·-· --·---·-·-- ---·-·-·-·-·· -·-·-·---·-· -·-·-·---·· 
STUDY 
cats BarH and Hlber 
INOP VAR 
CODE 
01b 
Ole 
D2c 
Old 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
17 aubjects - assigned 
randomly lo lrealmanla 
17 subjects_,.. assigned 
randomly to lrealmanls 
17 1UbJec1s- assigned 
randomly to trealmants 
17 aubjecls- assigned 
randomly to treatments 
17 llubjecls _,. assigned 
randomly to trealmants 
decision qualtly 
productivity (depth of analysts) 
nuntler of llbjectiYae 
nuntler of altarnallves 
I of prlor•lzed afternatiV8S 
decision conlldence 
sallsfactlon with decision aid 
change In attitude taMlld computer 
change ol attltude toward problem 
decision quality 
productlvRy (depth ol analysis) 
nuntler ol objectiYae 
nurrber of alternatives 
I of prlorllzed afternaliYae 
decision conlldence 
sallsfactlon with decision aid 
change In attitude tc.ard corrpller 
change ol attltude toward problem 
decision qualtly 
productlvRy (depth ol analysis) 
nuntler of objectiYae 
nurrber of afternallves 
1 of prioritized alternal'-
decltllon confidence 
sallsfacllon with decision aid 
change In attitude tc.ard computer 
change of attltude toward prllblem 
decision qualtly 
productivity (depth of analysis) 
nuntler ol objectiYae 
nuntler of allernallves 
I of prlorillzed afturnaiiV8S 
decision conlldenoa 
sallsfacllon with decision aid 
change In attitude tc.ard computer 
change of altitude toward problem 
decision quality 
productivity (depth of analysis) 
nuntler of llbjectlves 
nurrber of afternatlves 
II of prlorllzed afternallves 
decision confidence 
sallsfaction With decision aid 
change In atltlude toward computer 
change of allrtude toward problem 
DEP VAR 
CODE 
3b 
3a 
3a 
4 
6 
3b 
3a 
3a 
4 
6 
3b 
3a 
3a 
4 
6 
3b 
3a 
3a 
4 
6 
3b 
3a 
3a 
4 
6 
RELIABILITY 
092 
094 
092 
094 
092 
094 
092 
0.94 
092 
094 
MEAN EFFECT ST ANOARD 
DEVIATION 
604 
142 
20!5 
1!53 
22 
153 !5/358 
81 g 
1!52 
193 
129 
24!5 
1467/353 
552 
126 
143 
118 
23 
149/364 
!538 
13 7 
1!52 
123 
28 
145/353 
6!56 
158 
287 
18 7 
21 
158/353 
VARIANCE 
U1 
0 
l.lo) 
STUDY 
Cats BarH and Htbef 
WITHIN GROUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
SID SEVIATION d SIZE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE 
Mean 
2 scales used 
Mean 
2 scales used 
Mean 
2 scales used 
Mean 
2 scales used 
Mean 
2 scales used 
SIG LEVEL 
p-VALUE 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
DIRECTION 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
MEASUREMENT 
raters as8811Smenl 
observation 
observation 
observation 
seK report 
seK report 
seW report 
seH report 
ralers assessment 
observation 
observation 
observation 
set report 
seK report 
.... report 
.... report 
. raters assessment 
observation 
observation 
observation 
aeK report 
seW report 
seW report 
seH report 
rtdens' assessment 
observation 
observation 
observation 
.... report 
seH report 
••• report 
seW report 
raters assessment 
observation 
observation 
observabon 
seW report 
seH report 
seW report 
seH report 
STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
-·--·--·-·-·-·-·- ·----· ... ·--....... ----·--·--· ................................. --·-·---·-·-·---·-·-·-.... ··-·-·--·-·-·--·-·-·-·--·-·---·----·-·-·---·-·---·-
C<is BarH and Hlber 
total ...... 
size Is 101 
loCals""""' 
slzels 101 
lotals""""" 
size is 101 
lotals.,..-
slzels 101 
tolal 981Jllla 
slzela101 
students 
students 
students 
students 
one groupllreatn-errt 
6 ti1Nltmenls and 
Bgroups 
one group/111Nltmenl 
8 treatments and 
6 groups 
one groupllreatrnent, 
6 t .... t,.,ts and 
&groups 
one groupllreatment 
6 treatments and 
&groups 
one groupllreatment 
&treatments and 
6 groups 
MANOVA was run to deterrrine 
whether the 981 of dependent 
variables was slgnlflcantly 
rwlated to the treatments 
ANOVA wes run to determine 
the elfect of dllferencee 
among ralors on the results 
Correlarion among dependent 
variables -e ass8SS8d 
MANOVA was run to deterrrine 
whether the set of dependent 
variables was significantly 
, 181ated to the treatments 
ANOVA was run to determine 
the elfect of dlllerences 
among ralors on the results 
Correlarlon among dependent 
variables -e ass8SS8d 
MANOVA was run to deterrrine 
whelher the set ol dependent 
variables was significantly 
related to the treatments 
/!IHOVA was run to detennlne 
the eflecl of dlllerences 
...,ng rators on the results 
Correlarlon among dependent 
variables -e assessed 
MANOVA was run to deterrrine 
whether the 981 of dependent 
variables was slgnlflcantly 
related to the treatments 
ANOVA was run to determine 
the elfect of dllferena>s 
...,ng ralors on the results 
Correlarlon among dependent 
variables -e -sed 
MANOVA was run to deterrrine 
whether the set of dependent 
variables was slgnlflcantly 
rwlated to the treatments 
ANOVA wes run to determine 
the effect of differences 
among ralors on the results 
Correlanon among dependent 
vanables were assessed 
repealed 
may be the first 
needed variable 
STUDY PUBLISHED? DDSIGDSS LAB/FIELD TASK TYPE TASK NATURE LONGilUDINAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·-·-·------·-·- -·-·- ·----·-·-- -·--·-·--·· ·-·--· ·-·-·-·-·-·-·-·-·-·--·-· -·--·-·-·--·-·-·-·-· ··--·---·--·-·-·-· ·--·-·-·--·-·-·-·· ·--·-·-·--·-·-· ·--·-·-·-·--·-·-
C.U Bari and HIAler 19117 lnleradlwl 
heurlstlca 
delivered either 
wllh pen and-paper 
oraCOfi1)Uier 
lab unstructured 
oofTlllextask 
deveklplng a career 
plan 
1 period Interactive 
heurlltlcs 
with paper 
andpencl 
............................... -·-·-- ··-·-·--·-·-·- ................... ·-·--·· ·--·--·-·---·-·-·-·--·--·--·-·-···-·--·-·-· ··--·-·-·-·--·---·-· --·-·-·--·-·-·-·· ·-·-·-·-·---·-·--·-·-·-·--·--
Chldarmaram 
Chrlslen and Samet 
19119 dissertation 
19119 dissertation 
19110 unpublished 
Government 
project 
19110 unpublished 
19110 
Government 
projecl 
unpublished 
G0111emment 
projecl 
19110 unpublished 
G0111emment 
proJect 
GDSS 
using PLEXSYS 
tools 
GDSS 
using PLEXSYS 
tools 
DSS called 
Decision and 
Design s Rapid 
SciMI'Iingof 
Options (OPINl) 
DSScalled 
Decision and 
Design s Rapid 
Screening of 
Options (OPINl) 
DSScalled 
Decision and 
Design s Rapid 
Screening of 
Options (OPINl) 
lab 
lab 
lab 
lab 
lab 
moderate high 
00"1llexlly 
moderate high 
oo""leXI!y 
unstructured 
high dtftlcu"r 
V81Sion 1 attack 
unstructured 
high dtftlcu"r 
version 1 attack 
semi structured 
lowdofhcu"r 
version 2 
No attack 
strategic decision 
making about problems 
facing the film 
no a pricri right 
or wrong an•-
strategic decision 
making about problems 
facing the firm 
no a priori right 
or wrong ans-r 
military problem 
laang the lnteUigent 
analyst His Job is 
to recommend one level 
of aleri 
military problem 
facing the lnteKigent 
analyslHis job Is 
to recommend one level 
of alert 
military problem 
lacing the lnteUigent 
analyst His Job Is 
to recommend one level 
of aleri 
DSS called lab semi structured mHHary problem 
Decision and low dofllcu"r lacing the Intelligent 
Design s Rapid analyst Hos Job Is 
Screening of version 2 to recommend one level 
Options (OPINl) No attack of aleri 
tong"udlnal 
(4 periods) 
one period 
one period 
one period 
one period 
problem 
solving 
problem 
solving 
problem 
solving 
oo""ulerized 
GDSS 
manual 
support 
corr.,uterized 
DSS 
no-DSS 
(baseHne) 
OOrf1lulerized 
DSS 
no-DSS 
(baseline) 
-·-·-·--·-·-·--·-·- .......... --·- ................................................................................ --- ...................................................... ·--·-·-·---·-·-·· --·-·-·-·--·-·-· ........................ .. 
--·-·----·-----·-· --·-----·-·-·--·---·--·-· ·-·-·-·--·--·--·-·-·-·--·-· --·-····-· -·-·-·--·-·- --·-·-·-·--·-·-- ·-·--·-·-·--·-· ·----·-·-·-·· 
STUDY INDP VAR 
COOE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·--·-----·----·--·-- ------· --·--·-·---·-·-·--·-· ·-·-·-----·--·-·-·-·--·-· ··-·-·- -· -·--·---·-·- --·--·-·---·-·· ·-·--·-·-·-·-· ·----·-----·· 
Cals BarR and HIA:Mtr 021:1 17 •ubfec:ts - assigned 
randomly to trealrrents 
decision quality 
productlvly (depth of analysis) 
nurriler of objectives 
number ol alternatives 
II d prioritized alternatives 
decision conlldenoe 
satisfaction with decision aid 
change In attnude toward computer 
change of altltude toward problem 
3b 
3a 
3a 
4 
6 
092 
094 
70 
16 7 
233 
136 
23 
147/352 
-·---·-·-·------·-· -·---·--·- -·--·-·-·--·-·----·-· ·-·-·-·--·-·-·--·- -·-·--·-· --·-·-·-· -·-·-·--·-·-·- --·--·-·-·--·· ·-·--·----·-·-·-·--·--·-·--·· 
Chldambaram G1 
G2 
10 random •slgnmenl d 
10 subjects to groups and 
10 groups to treatments 
10 
10 random assignment of 
10 subjects to groups and 
10 groups to treatments 
10 
decision quality 
depth of analysis (altematlves) 
abUly to manage group oonftlcl 
degree ol group ooheslllflness 
decision quality 
depth of analysis (altematlves) 
abllby to manage group oonftoct 
degree of group cohesiveness 
3 
11 
15 
3 
11 
15 
07767 
092 
0 7466 
08694 
0 7767 
092 
0 7466 
08694 
619943 
18.g1o7 
102729 
19.30g1 
825593 
140693 
101827 
19.3488 
14 11 
5632 
1214 
2.039 
13 791 
4 739 
1403 
1978 
199 0921 
31 719424 
1473796 
4 157521 
1110 191681 
22.448644 
1.966409 
3912464 
-·-·-·---·-------·-·· ---·--- ----·--·-·-·-·--·-· .............................................................................................................. ·---·----·-·-·-·--·-·--· 
Christen and Samet 01 
03 
01 
D3 
12 subjects_,. randomly 
12 assigned to 2groups 
eM:h problem has two 
WKSions allad< and no 
mmdt 
12 subjeds- randomly 
12 assigned to 2 groupo 
each problem has two 
WIISions allack and no 
attack 
12 sub)llcts- randomly 
12 assigned to 2 groups 
each problem has two 
Wlrtlons attack and no 
attack 
12 subjects _,. randomly 
12 assigned to 2 groups 
each problem has two 
Wlrslons attack and no 
attack 
decision qually 
decision conlldenoe 
decision quality 
decision confidence 
decision qually 
decision confidence 
decision quality 
decision conlldenoe 
4 
4 
1 
4 
087 
093 
02 
043 
01 
034 
04 
066 
not reported 
not reported 
not reported 
not reported 
not reported 
not reported 
not reported 
not reported 
-·- ................................................................................................................................................. --·-·-·-· ...................... --·-·-·-·--·-·- .................................................. . 
-·-·-·--·-·-·--·-·· -------·----·----·-·--·-·---·-·· --·-·-·--·-· ·-·-·--·-·-·-·--· ·-·-·-·--·- -·--· ·-·-·-·--·-·--·-·---·-·-·--·· ··--·-·-·---·-··-·-----·---·-· 
STUDY WITHIN GROUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
SlD SEVIATION d SIZE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIG LEVEL 
p-VALUE 
DIRECTION MEASUREMENT 
-·-·---·-·--·-·· -----·-· -----·-·--·-·-·--·-·· --·--·--·-· ·-·-·-- -·-·-·--·· ·-·-·-·--·--·--· ·-·-·-·--·-·-·· ·-·--·-·-·- --· ··--·-·-·---·---·-·---·---·-·-· 
Cals BarR and Htber Mean NS NS raters aasesament 
NS NS observation 
NS NS observation 
NS NS observation 
NS NS sen report 
2 scales used NS NS sen report 
sen report 
sen report -·--·--·-·-·--·-·· ---·-·-·--·-··- -·----·-·-·--·-·-·--·-·· --·--·--·-· ·-·-·--·-·-·-·--·· ·-·-·-·--·-·-·--· ··-·-·-·--·-·-·· ·-·--·---·--·· ··--·-·--·--·-··-·-·--·-·-·--·-·-·-· 
Chldarrberam 1395141177 
5.204232318 
1.311907982 
2008731565 
~040491694 
0 11126438273 
0068754823 
.0 019763718 
0 040497894 G1-G2 
0 11126438273 
.0 088754823 
.0 019763716 
COII"piterlzed GDSS 
vs manual 
one-tall I test 
I liMit, clf·110 
Ileal clf·110 
ttest clf·110 
Ileal clf-110 
0 21 
49 
038 
0 1 
04155 NS 
0 0000 slgnKicant + 
03585 NS 
04585 NS 
corrpared to e>perta 
corrputer logs flip charta 
poottest questionnaire 
poettest q,_ltonnalre 
corrpared to el0p8rt8 
corrputer logs flip charta 
post!IMII q,_tlonnalre 
postleat questionnaire 
-·--·--·-·-·---·· -·---·-·---·· -·--·--·-·-·--·-·----·· --·-·-·---· ·-·---·-·-·-·--·· -·-·-·--·-·-·--· ··-·--·--·-·-·· ·----·-·--·· ·--·-·-·-·--·-··-·---·-·-·--·-·-·-· 
Christen and Samet rpb -> 
rpb -> 
bi-w 
oorrelallon 
Clblelned from F 
rpb-> 
rpb-> 
blsartal 
conalallon 
Clblalned from F 
0 768819949 
0 374103045 
0 381632892 
0297740733 
2.288190427 D1a D3a 
0 772442015 
0 742742885 D1b-D3b 
0 597215762 
Aided users vs 
unaided users 
In high dllflculy 
task ATIACK 
Aided UStlfS V8 
unaided users 
In low dlfllculty 
task NO ATIACK 
F(116) 
F(484) 
F(116) 
1(4,84) 
31 36 
358 
331 
214 
<0001 
<0025 
005cpc01 
005cpc01 
algnllcant + 
slgnKioant + 
NS 
NS 
corrpared to the correct 
COII"puted baaed on above 
corrpared to the correct 
corrputed based on above 
corrpared to the correct 
COII"puted based on above 
corrpared to the correct 
COII"puted based on above 
............................. ----·---·----·-·--·-·----·-·-·--·-·· ............................................... ·--···--·-·-·--· ....................... ·-·--·--·-·--·· ....................... --·-·--·--·--·- ...... . 
STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS COOING REMARKS DECISION AID FEATURES 
-·-·---·-·--·-·-· ··-·-·--·-·---· ---·-·--·· ---·-·-·--·-·-· -·--·-·-·--·-·-·-·-·----· ··-·-·--·-·-·--·---·---·-·---·---·-·----·-·-·---
Cats Baril and HI.Oer 
total S8I11Jie 
size Is 101 
studenla ooeg~mBnl 
6trealments and 
&groups 
MANOVA was run 1o det•rrine 
whether the set of dependent 
variables w• significantly 
related to the lnlalmBnts 
ANOVA was run to determine 
the effect of differences 
among rato!ll on the results 
Correlarloo among dependent 
variables -• assessed 
may be the seoood 
needed variable 
-·-·-·--·-·-·--·-·-· ·-----·-·----· -·-·--·-·--· --·-·---·-·-·-·--·-· ---·-·-·-- -·-·-·--.. ·-·--· ··----·-·-·--·-·--·--·-·-·--·-·---·--·---·-·-·--·-
Chldambaram 5 
2Bgroupa 
total •lbjecta • 
140 
5 
2Bgroupa 
total slbjecta • 
1«1 
Christen and Samet 
students 
studenla 
experienced 
navel 
lnleHigence 
analysts 
navel 
lnleHigence 
analysts 
navel 
lnleHigenoe 
analysts 
navel 
lntelllgenoe 
analysts 
21adorlal repeated 
mBBSuree design with 
two Independent 
groups 
21actorlal repeated 
measui'8S design with 
two Independent 
groups 
2 groupe each glwn 
2 different tasks 
resuKs also are available 
lor repeated rneasures(laklng 
the change In the dependent 
variables In each of the 
lour sessions 
reeufts also are available 
lor repealed measuros(taklng 
the change In the dependent 
variables In each of the 
lour sesaloos 
sarrple size • at 
the pcMBr of the 
study Is set at 
alpha•O 05. 
This requires 
Ntobe>•140 
the pcMBr of the 
study Is set at 
alpha • 0 05. 
This requires 
Ntobe>•140 
the two dlfle111nl 
tasks are grot.ped 
together but 
level of dllllcu~ 
ty Is reported 
the two dlffBfent 
tasks are grouped 
together, but 
level of dlff"'u~ 
ty Is reported 
the two different 
tasks are grouped 
together but 
level of ddf"'u~ 
ty Is reported 
the GOSS uses PLEXSYS lools 
Electronic Brainstorming Is 
used to oe-ate anonymous 
Ideas Pmtlc saeen Is used 
besldel voting lacllnle• 
the GOSS uses PLEXSYS IDols 
Electronic Brainstorming Is 
used to genaate anonymous 
ldeu Pmtlc screen Is used 
besides voting lacllnles 
The OSS padcage contains 
models lor pn:Jbabllny 
lnlluenoe Bayesian revision, 
muHianrlhule utility and 
subjective expected utllny 
The OSS padcage contains 
models lor probablldy 
lnlluenoe, Bayesian revtsloo, 
muntanrlhule ulihty and 
subjective expected uttlny 
The OSS padcage contains 
rmdels lor probabllny 
lnlluenoe Bayesian revision 
multiattribute utllny and 
subjective expected utllny 
the two different The DSS padcage contains 
tasks are grouped rmdels lor probabllny 
together but lnlluenoe Bayesian revision 
level of ddflcu~ mulllaUribule utllny and 
ty Is reported subJective expected utiHty -·-·-·-- -·-·--·-·-· ...................................................... - .............................. -·--·--·-···-···· .................... ··-···· ·-·- ..................... ·-·-·--·- -·--·-·-·-·--·-·-·-···-
-·-----·--·------ -················· ----·--·-·-·--·· ·--·--·-·---·--·-·--·-· ........................ -... ··--·-·-·-·--·-·-·---·-·--·----·-·-·---·-· ·---·-·-·--·-
STUDY PUBLISHED? DDS/GDSS LAB/FIELD TASK TYPE TASK NATURE LONGITUDtiAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·-·----·-·---- --·-- --·-·--- --·--·-·-·-·--·· ·-·--·--·--·-·-·-·--·-· -·-·-·--·-·-·--· ·--·-·-·--·---·--·-·-·--·-·-·· ·--·--·--·-- ·---·-·-·---·-
Chu 1987 dissertation 
1987 dluertallon 
Davis and Mount 1984 published 
1984 publlahed 
1984 publshed 
Dickmeyer 1983 published 
1983 pubHshed 
DSS 
Latus 1-2 3 
DSS 
Lotus 1 2-3 
DSS~er 
Aaalsted 
Instructions 
(CAQ 
DSS~er 
Assisted 
Instructions 
(CAQ 
DSS, Corrputer 
Assisted 
Instructions 
(CAQ 
DSScalled 
TRADES used lor 
university 
planning 
DSS caHed 
TRADES used lor 
unlversRy 
planning 
lab Mp to IIMISIIgale 
the Influence of DSS and 
task corrplexlty on 
decision process,. 
lab exp to lnV8Stlgate 
the influence of DSS and 
task corrplexlty on 
decision process• 
lab exp to evaluate the 
ellectlvenesa of 
perforrnanoe appraisal 
training 
lab exp to evaluate the 
effectiveness of 
performance appraisal 
training 
lab exp to evaluae the 
effectiveness of 
performance appraisal 
training 
lab 
lab 
aerri structured 
moderate and 
high dltl1rulty 
(oorrplex) tasks 
aerri structured 
moderate and 
high dltllculty 
(oorrplex) tasks 
aerri-structured 
medium difficulty 
task 
IMI'II-structured 
medium dllllcully 
task 
serri-structured 
medium difficulty 
task 
aerri-structured 
serri structured 
appraisal of 
scenarios 
descrblng 
hypothetical 
ellllloyee s performance 
appraisal of 
scenarios 
descrblng 
hypothetical 
ellllloyee's perlormanoe 
appraisal of 
scenarios 
descri>lng 
hypothetical 
ellllloyees performance 
university budget 
planning 
university budget 
plann"'g 
one period 
one period 
one period 
alter a semester 
In DSS training 
one period 
altera-ter 
In DSS training 
one period 
alter a semester 
In DSS training 
one period 
one period 
oolutlon 
finding 
aohAion 
finding 
alphasea 
alphasea 
problem solvtng 
problem solving 
computerized 
DSS 
no-DSS 
corrputer 
assisted 
Instructions 
wllhworl<shop 
corrputer 
aaslsted 
Instructions 
only 
no-DSS 
!reining 
corrputerized 
DSS 
manuaJDSS 
................................................................... -·-·---·-·--·-·-·-·--·-· ............................................................................................................................................ _ ............ . 
STUDY 
Chu 
Davis Md Mount 
INDP VAR 
CODE 
D1 
D3 
D1 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
12 
12 
86 subjects _.., randomly 
89 aelecled for the study 
88 subjects_.., randomly 
57 assigned to one of 
57 three tmatmants 
57 
57 
84 
84 
nurriler of alterna!IY8S 
quantllallve evaluallon 
qualitative evaluation 
nurriler of alternatives 
quantrtatlve evaluation 
quaiHatlve evalualton 
muHiple choice exam (learning) 
nllevant considerations (learning) 
managerial system oatlsfacllon 
Leniency enor 
Halo enor 
developrT81t plan 
adequacy of documentation 
en-ployee system satisfaction 
e""'oyee process oatlsladlon 
DEP VAR 
CODE 
3 
3 
14 
14 
6 
1 
1 
1 
1 
6 
5 
RELIABILITY 
0 57 
07 
083 
094 
09 
087 
MEAN EFFECT STANDARD 
342 
17 
4 
242 
7 
12 
1883 
322 
1299 
812 
141 
41 
412 
326 
12 7 
DEVIATION 
326 
nol reported 
nol reported 
144 
nat reported 
nat reported 
12 
1.2 
228 
096 
038 
1 01 
197 
07 
2 21 
VARIANCE 
10 6276 
20736 
144 
144 
51984 
09218 
01444 
10201 
3 8809 
049 
48841 
------------------------------------ ------------ --------------- ---------
D1b 135 11UbJ11c1s _,. randomly rnuftlple choice 8dm (learning) 14 0 57 1835 133 1 7689 
134 selected lor the study relevant considerations (learning) 14 07 295 1 1 1 21 
131 subjects _.., randomly managerial system satisfaction 8 083 127 207 42849 
89 assigned to one of Leniency enor 1 813 084 0 7058 
89 three treatments Halo error -1 142 045 02025 
89 development plan 1 397 105 11025 
89 adequacy of documentation 1 094 396 192 3 6864 
133 e~ system satisfaction 6 09 306 07 049 
133 e""'oyee process sattslacloon 5 087 11 91 245 60025 
D3 122 subjecls -re randomly muftlple choloe exam (learning) 14 0 57 18 75 1 37 1 8769 
121 aelecled lor the study relevant considerations (learning) 14 0 7 2 71 1 2 1 44 
119 subjects -re randomly managerial system satisfaction 8 0 83 12 37 2 2 4 84 
89 assigned toone of Leniency enor -1 6 05 0 82 0 6724 
89three lraalments Halo error 1 1 37 0 4 0 16 
89 dBYBiopmant plan 1 3 8 1 04 1 0816 
89 adequacy of documentation 1 0 94 3 31 1 47 2 1609 
118 e""'oyee system satisfaction 6 0 9 3 02 0 63 0 3969 
118 e""'oyee process satisfaction 5 0 87 12 04 2 14 4 5796 .............................................. -·--·-·-·-· -·-·-·-·-·-···-·-·-·--·-· ·-·-·-·--·--·--·-·--·--· ...................................... -·-·-·--·--·· ................................................. . 
D1 
D2 
19 Non random chloce of 
sub)ects 
19 Non random chloce of 
subjects 
conlldencu (change In prelerencu) 4 
conlldenoe (change In preference) 4 
055 033 01089 
033 027 00729 
-·-·-·----·-·-·· ---------·-·-·--·-·---·-·· --·----·-· -·-·--·-·--·--· ... -·-·---·-·--· ··-·--·----·· ·-·--·---·--· ··--·-·-·-·--·---·---·-·--·---· 
STUDY WITHIN GROUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE TREATMENT STATISTIC STATISTIC VALUE SIG LEVEL DIRECTION MEASUREMENT 
STO SEVIATION d SIZE COMPARISON COMPARISON p-VALUE ............................. -·--·-·-·--·-------·-~----·-·--·-·· --·-·-·--·-· ·-·-·- -·-·-·--·· .......................... ··-·-·-·-·-·-·· ·-·--·-·-·-·-- ---·-·-·-·--·- ..................... -. ........ . 
Chu 2 520039682 0 396819148 
Davis and Mount 1.301598315 1 598035259 
12 0425 
2.233848227 02775482 
087710382 0 079808112 
0392343387 0 101951508 
1028437326 0 291704698 
1682197637 0 481512982 
0659951892 0 393968111 
2189324204 0 304242215 
1.3491211259 1185950994 
114851683 0 :!118965157 
2132&43211 0 154723047 
0.830060239 0 096378547 
0 4257346511 0 117444044 
1045011962 0162677564 
1 709868416 0 380146211 
0668022617 0 059878212 
2309525586 -0 056288616 
Dickmeyer 0 301496269 0 729693939 
0 396819148 Dl D3 
CAIW 
1 011517629 .. 
0 2775482 no-aid 
(01 03) 
0238744325 
0393968111 
0 304:142215 
CAl 
0 697458078 .. 
0 154 723047 no-aid 
(D1b-D3b) 
0189161592 
0059878212 
0056288616 
0 729693939 
DSSvs no-OSS 
DSS (both) 
vs 
no-DSS training 
DSS trakllng with 
-rkshclp .. 
DSS training 
co""ulerized vs 
manuaiDSS 
Ileal 
I lest 
Ileal 
Mann Whitney 
097 
485 
284 
net reported 
net l8plllled 
net reported 
net reported 
322 
198 
105 
112 
1 73 
05 
227 
248 
215 
100 
pcO 18 
P< 0001 
pc001 
not reported 
not reported 
not reported 
not reported 
pc0001 
pc 0.05 
NS 
NS 
NS 
nol reported 
not reported 
not reported 
net reported 
NS 
pc005 
pc005 
NS 
elgnlicanl + 
elgnlicanl + 
NS 
NS 
NS 
NS 
algnlicanl + 
slgnHicant + 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
slgnlicanl + 
elgnWicant + 
0 025 slg + 
001 slg + 
muftlple c::holce exam 
t of relevant considerations 
postlesiSUMI)' 
avg rating 1111Signed by mgr 
av9 sld deY or ratings 
posHest appraisals 
written comments by experts 
poettest SUMI)' 
poetteet 8UMI)' 
mullple c::holce exam 
t ol relevant considerations 
poettest IUMI)' 
avg. rallng IIIISigned by mgr 
avg old deY or ratings 
posHest appraisals 
written comments by experts 
posHest survey 
posHest SUMI)' 
muftlple choice exam 
t of relevant considerations 
posHest survey 
avg rallng IIIISigned by mgr 
avg. sld dev ol ratings 
posHest appr81sals 
written comments by experts 
posHest survey 
posHest survey 
dlrec:l observation 
direc:l observation 
-----·----·-- ·----·-·--· -·---·-·-·--·· ---·-·---·-·-·---· --···-·-·--·-·-·-·--·-·-·--· --·-·---·-·---·-·-·--·-·-·--·----·-·-·-·-·-·--·-
STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
----·---·-- --·---- -----·--·· ---·---·-·--·-· -·-·-·-·--·-·-·---·--·--· ··-·-·--·-·-·---·-·---·-·---·-·-·--·-·---·-·--
Chu 
............................................................. -·--·-·-·-···· ................................. -·--·-·-·--·--·-·--·-·-·--· ..................................... ·-·-·--·----·-·-·--·-·-·--·-
Davis and Mount 
Dickmeyer 
tolal~le 
slzelll402 
tolal~ 
slzels402 
lolal...,le 
slzels402 
total S8111>1e 
size Is 38 
total Slll11'ls 
size Is 38 
managers 
(middle 
lswt) 
managers 
(middle 
level) 
rranagers 
(middle 
level) 
!iO% students 
and 50% 
ad min 
lstration 
50% students 
and 50% 
admon 
lstrallon 
post1es1 only with 
control group design 
post1es1 only with 
control 910141 design 
2 Independent groups 
with 2 treatments 
2 Independent groups 
wolh 2 treatments 
Interactive oo"""'er-based 
financial model designed to 
make trade-oils and finding 
pnderred feasible solutions 
-·-·-·-·--·--- --·-- --·--·-- -·--·--·-·-·--·· ....................................................................... ··--·--·-·---·--· ·--·--·--·--·-·· ................................................. .. 
STUDY PUBLISHED? DDSIGDSS LAB/FIELD TASK TYPE TASK NATURE LONGITUDINAL/ DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·-·-·---·-·-----·- ------ ................. -·--· ....................................................................... ··--·-·-·-·--·-·-· ......... _.. ............... ·------·-·-· --·-·--·----
Dixon 1989 drs-tallon 
1989 dlsseflallon 
1989 dissertation 
1989 drs-tatlon 
DSS that applies 
the concept ol 
muHiple crfterla 
decision moklng 
(MCDM) 
DSS that applies 
the concept ol 
muhlple crherla 
decision making 
(MCDM) 
DSS that applies 
the concept ol 
muhlple aKerla 
decision making 
(MCOM) 
DSS 
lllb 8llp 
to aKamlne the IR1JIICI ol 
DSS on decision making 
performance 
lllbetcp 
to aKamlne the IR1JIICI ol 
OSS on decision making 
performance 
lllb exp 
to aKamlne the 1"1JIICI ol 
DSS on decision making 
performanoe 
labetcp 
to 8Kamlne the '""""" ol 
DSS on decision making 
performance 
semi structured 
htgh dlffk:ully 
tasks(there Is no 
optimum solution) 
solution) 
l8ml structured 
high dtfftCUIIy 
tasks(there Is no 
ctpllmum solution) 
solution) 
leml-struclured 
high difficulty 
lasks(there Is no 
ctpllmum solution) 
solution) 
semi-structured 
high dlflk:ully 
tasks(there Is no 
ctpllmum solution) 
solution) 
COITllU!er network 
destgn 
(muhl-objecllve 
dectslon a~erlaj 
COf11)ut8f network 
design 
(muhl-objecllve 
decision crherlaj 
COf11)ut8f network 
design 
(muhl-objecitve 
decision crherlaj 
COf11)ut8f network 
design 
(muhl-objectlve 
decision afterlaj 
one period 
one period 
one period 
one period 
problem 
aoMng 
problem 
solving 
problem 
solving 
problem 
solving 
~zed 
DSS 
5-node 
nelwo!k 
task 
manuaiDSS 
5-node 
network 
task 
4-node 
network 
talk 
manuaiOSS 
4-node 
nelWolk 
task .............................. -- -·-·--·-·-·- -·-·--·--·-·-·--·· ·-·-·--·-·---·-·--·--·-· -·--·-·-·--·-·-·-·-· ··--·-·-·-·--·-·-·-· --·--·--·-·-- ·--·-·-·-·--·-·-· --·-·-·---·-·-
Easton A. 1988 dissertation 
1989 dlllserlallon 
GOSScalled 
SIAS 
LeveiiiGOSS 
GDSS called 
SIAS 
LeveiiiGDSS 
lab 
lab 
semi-structured 
medulm ID high 
difficulty 
(creallvlly + 
decision making) 
semi structured 
medulm to high 
dlllculty 
(aeallvtly + 
decision making) 
to perform an inlxlct 
analysis cl apoltcy 
statement The policy 
requires students to 
have access to a 
personal COI11'uler to 
beadmded 
to perform an ln.,act 
analysts cl a policy 
statement The policy 
requires students to 
have access to a 
personal COf11)uter to 
be admrted 
one period 
one period 
organizational 
planning 
Phase II 
(design) 
organizational 
planning 
Phase II 
(design) 
computerized 
GOSS 
manual 
GOSS 
···-·-·--·-·-·--·-·- -·-·-- ··---·-·-- -·-·--·---·-·--·· ·-·-·-·-·-·--·-·-· .. ·--·-· .... ·-·-·-·---·-·-· ... ---·- -·-·--·-·-·-· ·--·-·---·-·-·-·· ...... _. ................. ·-- ................. .. 
--·---·-·-·--·-·-·---- ------ ------·-·--·--·-· ·-·-···--·-·-·---·-·--- --·-·-·-· -·-·-·--·-·-·- --·---·--·-·-·· ·-------·-· ·-·-·--·-·-·-·· 
ST\JDY INDP VAA 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAA 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·-·---·-·------·--·-- ---·----·-·---·--·--·-· ·-·-·-·-·-·---·-·---·-· --·-·-·-· -·--·---·-·- -·--·---·-·-·· ·-·--·-·-·--·-· ·-·-·--·-----·· 
Dixon D1 
D2 
D1 
D2 
Easton. A. G1 
G2 
21111Ub""*' _,. randomly 
211 assigned toone ol._ 
211 groupe (DSS or manual) 
211 
211 SIJblede - randomly 
211 assigned to one ol ._ 
211 groupe (DSS or manual) 
3l 
211 eubjoocls - randomly 
3l assigned to one ol ._ 
211 groupe (DSS or manual) 
211 
211 eubjoocla - randomly 
3l assigned to one ol ._ 
211 groupe (DSS or manual) 
3l 
:!4 random assignment 
:!4 to groupe and trealments 
:!4 
:!4 
:!4 
:!4 
:!4 &groups 
:!4 random assignment 
:!4 to groupe and lrealments 
:!4 
setup cost 
operating cost 
nun1ler al altemallvee 
dedelon confidence 
setup cost 
operating cost 
number al altemallvee 
decision oonlldenos 
setup cost 
operating cost 
nurrtJer of altemalhres 
decision oonlldenoe 
setup oost 
operating oost 
nurrtJer al alternatives 
dedslon oonlldenoe 
decision qually 
decision lime 
satisfaction wlh decision outcomes 
depth al analysts 
number of stockholders 
number al assumtlons 
equality of participation 
satisfaction wkh decision process 
decision quality 
decision time 
satisfaction wlh decision outcomes 
deplh of analysis 
:!4 number of stod<holders 
24 number of assumtoons 
24 equality of partlcpalfon 
-1 
-1 
3 ... 
-1 
-1 
3 ... 
-1 
·1 
3 ... 
1 
3 ... 
1 
2 
5 
3 
3 
7 
6 
1 
2 
5 
3 
3 
7 
1110894 74 
8010 53 
9105 
3 211 
100473682 
1412368 
2.737 
41 
927100 
8410 
7118 
305 
888684 21 
1080737 
2.842 
4 
73333 
756667 
39167 
101667 
446667 
30825 
5.3167 
85 
826667 
3675 
11 
49 
2.5962 
221041 7 
162981 
6.874 
199 
3208582 
408726 
1147 
165 
106181 03 
18844 
4608 
143 
218976 97 
886852 
1119 
205 
1.3663 
119108 
04125 
17224 
924466 
3007 
05654 
1.3784 
97912 
05495 
22804 
89219 
18541 
48859433139 
2856280636 
44542276 
39601 
1 0295E+11 
1670569431 
1.315609 
27225 
11274411132 
3550963 36 
21233564 
20449 
47079005510 
47176566 99 
1252161 
42025 
186677569 
141 8671566 
017015625 
2116666176 
8546760621 
9042049 
031967716 
189998656 
9586759744 
0 30195025 
520022416 
79 60029961 
343768681 
24 6 groups sallsfactlon with declsoon process 8 4 55 02008 0 04032064 ............................................... - ............... ----·-·-···-·-·-·-·-···-· ........................................... --·--· ...................... --·-·-·---·-·-·· ---·-·-·--·-· ......................... . 
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STUDY WITHIN GROUP 
STD SEVIATION 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
mEATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIG LEVEL 
p-VALUE 
DIRECTION MEASUREMENT 
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Dixon 
Easton A. 
275508.0921 
1153336008 
4 7118417536 
1.827922318 
170811 9092 
1333 780076 
3353045258 
1 767399219 
1.372383338 
10 90263166 
0.485853116 
2020753066 
908482542 
2497972759 
OA24262772 
0385318886 
·5 300406782 
1329875674 
.04116344519 
0341988977 
3296972281 
1.275258659 
.() 537512!168 
-0 850139298 
-0 842046821 
0 497475455 
.() 412371018 
.()476982198 
01946771184 
1 807134752 
0 385316888 
5300406782 
1329875674 
0 486344519 
-0 341988977 
3296972281 
1275258859 
0 537512968 
0 850139296 G1-G2 
-0 842046821 
0497475455 
0444676608 
0194677884 
1807134752 
DSS¥11 manual 
(same group) 
DSS vs manual 
(same9m14>) 
GDSS 1111 manual 
GDSS 
GDSS vs. rmnual 
GDSS vs no-GDSS 
(GDSS <> manual 
<> no-GDSS) 
not reported 
not repofled 
nal reported 
not reported 
noc reported 
nal reported 
not reported 
not reported 
t values dl-15 
t values dl•15 
t-values dl-69 
!·value. dl-15 
!-value dl-15 
!-value. dl-69 
I value. dl-69 
F-value, dl-2 15 
F value dl•215 
F-value dl·2 69 
F value dl·215 
F value dl-2 15 
F value dl·2 69 
F value dl•2 69 
not reported 
not reported 
not reported 
not reporta:l 
not reporta:l 
not reporta:l 
not reported 
not reporta:l 
1437 
0895 
1 577 
0624 
0947 
0434 
3295 
15253 
2.754 
1267 
9241 
21425 
28469 
5736 
not reporta:l 
not reported 
0 000 
0014 
not reported 
not reported 
0000 
NS 
00855 
01925 
not repofled 
not reported 
slgnHicant + 
slgnHicant + 
not reported 
not reported 
slgnHicant + 
NS 
NS 
NS 
0 0595 slgnHicant + 
0271 NS 
01795 NS 
0333 NS 
0 001 slgnllcant + 
0 0002 slgnHicant 
0 098 slgnllcant 
0288 NS 
0 002 slgnHlcant 
0 slgnKicant 
0 slgn~icanl 
0 005 slgnMicant 
direct obeervallon 
direct observation 
direct obeervaJJon 
posttest queationnalre 
direct obeervalion 
direct observation 
direct observation 
posttest queationnaire 
direct obeervation 
direct obeervation 
direct observation 
posttesl quealionnalre 
direct obeervation 
direct observation 
direct observation 
posttest questionnaire 
COIIlJ'If8d to experts 
time- n1001ded 
posttesl questionnaire 
count no. ofstakeholdera 
count no. of assumptions 
counting no ot comments 
posttest questionnaire 
CClfilliU8d to experts 
limo was recorded 
posltesl questionnaire 
count no. of slakeholdera 
count no. of assumphons 
counting no of comments 
posttest questionnaire ............................. ---·-·---·-· -·--·-·-·--·--·--·--·-- ............................................................................................................................................................................ . 
STUDY 
Dixon 
Easton A. 
GROUP 
SIZE 
total S8I'I\'Jie 
slzela40 
total ...,. 
size ls40 
total~ 
size Ia 40 
lolalsan.,le 
size la40 
total aan.,le 
size Is 72 
total 9111\'1)18 
slzals 72 
4 
4 
SUBJECTS 
ltudenta 
-.lemlclans 
buslnaamen, 
engineers 
and non 
professionals 
students 
academicians 
businessmen, 
engl.-rs 
and non 
professionals 
students 
academicians, 
businessmen 
engineers, 
and non 
prolesslonale 
stuclenti 
academicians 
businessmen, 
engl""""' 
and non 
professionals 
studeniS 
students 
DESIGN 
repeated measuree 
design wHh dlfle111nl 
Iaska 
the manual group lor 
lask 1 became the 
OSS group lor task 2 
repeated rneasu-
deslgn wHh dllle111nl 
Iasko 
the manual group lor 
!ask 1 became the 
DSS group lor task 2 
repeated meaau-
deslgn wHh dllle111nt 
Iasko 
the manual group tor 
1ask 1 became the 
OSS group lor task 2 
repeated measures 
design wHh dllle111nt 
Iaska 
the manual group lor 
task 1 became the 
OSS group lor task 2 
3 treatments and 
3gmupa 
3 treatments and 
3gmupa 
REMARKS 
lor decision confidence a 
IDMir nu- (ITBBil) 
lndlcales higher confidence 
lor decision confidence a 
lower nu- (mean) 
lndlcales higher oonlldance 
lor decision confidence a 
lower nu- (ITB&Il) 
lndlcaes higher confidence 
lor decision confidence a 
lower nu- (mean) 
lndlcaas higher confidence 
the sell report post-session 
questlormalres lor decision 
satisfaction and process 
satisfaction W&ra developed 
and tested by Gouran at al 
1979, Gl8en and Tabar 1980 
they haw bean used by 
Watson 1997 and Zlgurs 1997 
CODING REMARKS DECISION AID FEATURES 
Level II decision room FTF 
1) ldentlly stel<ehoklers 
2) surface assun.,llons 
3) rate essumllons and 
4) graph assurrpllons 
H provides support lor 
decision modeling through 
the use or SIAS model 
the seH report post-session Level II decision room FTF 
questionnaires lor decision 1) Identify stakeholders 
satisfaction and process 2) surface assul!1lllon5 
satlslactlon -ra developed 3) rate assumllons, and 
and tasted by Gouran at a1 4) graph assurrptlons 
1979, Green and Tabar 1980 ft provides support lor 
they haw bean used by daaslon modaHng through 
Watson 1997 and Zogurs 1997 the use or SIAS modal --·-·--·-·-·--·-·- ··-·-·-·-· .. ·-·--·-· ............. -·--·· .................................. -·--·-·- --·-·-·-·--·-·-·- ··-·-·--·-·-·--·--·-·--·-·-·- ··-·-·--- -·-·--·-·-·--·-
STUDY 
Eaalon A. 
Easton G 
PUBLISHED? 
19118 dlsMflldlon 
19118 dlssertallon 
DDS/GDSS 
GDSS called 
SIAS 
LIMII IIGDSS 
GDSScalled 
The PlexCenter at 
Unlv of Arizona. 
Leve11 
19118 dlosertallon GDSS called 
The PlexCenter at 
Unlv ol Arizona. 
level 1 
LABIFIELD 
lab 
lab 
lab 
TASK TYPE 
semi-structured 
medulm to high 
difficulty 
(c:realhllty + 
decision making) 
serrislructured 
(high dlfllcuHy) 
semistructured 
(high difficulty) 
--------------- ------------ ----
1988 
19118 
19118 
dlssertallon GDSS called 
The PlexCenter, al 
Unlv of Arizona. 
level1 
dlssertallon GOSS called 
dlssertallon 
The PlexCenter at 
Unlv of Arizona. 
Levell 
GDSScalled 
The PlexCenter at 
Unlv ol Arizona. 
Level1 
lab 
lab 
lab 
semistructured 
(high difficulty) 
semistructured 
(high difficulty) 
semistructured 
(high dllllcuHy) 
TASK NATURE 
to perform an lrrpact 
analyals of a policy 
statement The policy 
requires students to 
have access to a 
personal corrputer to 
beadmlled 
Intellective task 
requwesthe 
allocation of a 
lucrallve sales 
territory 
Intellective task, 
requires the 
allocation of a 
lucrative sales 
territory 
lnlellectiWII task, 
requ~es the 
allocation of a 
lucrallve sales 
territory 
lnlllllectiWII task, 
requires the 
allocation of a 
lucrative sales 
tenltory 
Intellective task 
requires the 
allocallon ol a 
lucrative sales 
territory 
LONGITUDINAU DECISION PHASE 
CROSSSECTIONAL 
one period 
one period 
one period 
organizational 
planning 
Phese II 
(design) 
solution 
finding 
solution 
finding 
INDEPENDENT 
VARIABLES 
no-GDSS 
(bale Dne) 
oo.,.,uterized 
GDSSwllh no 
leader and no 
anonymity 
of Inputs 
..... ooss 
(base line) 
wllh no 
anonymity of 
lnpuls and no 
leader 
------------- --------
one period 
one period 
one period 
solution 
finding 
solution 
flndlng 
oolullon 
finding 
OOITlluterlzed 
GDSSwllh 
leader but no 
anonymHy 
ollnputs 
l'll)oGOSS 
(base Hne) 
wllh leader 
but no 
anonymHyof 
Inputs 
oo""uterized 
GDSS wllh 
anonymous 
Input but 
wllhno 
leader -·-·-·--·-·-·--·-·- --·- ..................... --·-·-·--·-·---·· ................. ....................... ............................... .............................. ........................... .......................... .... .. ............... .. 
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STUDY INDP VAR 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES OEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·---·---·--··--·-· -··············-- --·-·-·-·--·-·--·-· ·-·-·-·--·-·-·--·-·-·-·--- --·-·-·- -·--·--·--- ---·----- -·--·-·-·--· --·--·-·-·-·· 
Easton, A. G3 24 random assignment decision quality 1 41667 1472 2166784 
24 lo groups and treatmenta decision time 2 845 176833 3126990989 
24 s.,.lsfac:tlon with decision outcomes 5 3825 0611 0373321 
deplh of analysis 
24 number of stockholders 3 5.6667 28048 7 86690304 
24 nunt>er of assumtions 3 211667 46339 23 36658921 
24 equally of parllcipallon 7 10 1479 57183 3269895489 
24 6groupa sa!lslacllon with decision process 6 4775 08136 0 66194496 
Easton G G1a 30 random assignment of decision quality 85 46345 2147859025 
30 Individuals to gr.,..,s decision time 2 30 0 0 
30 Each group was assigned degree of oonsensua 8 0 0 0 
30 to one experiment equality of partlclpallon 7 08249 8.1572 2..4353 5 93068609 
30 situation randomly satisfaction wfth decision process 6 823 4.4149 1949134201 
30 degree of unlnhlbfted behavior 12 04 05477 0 29997529 
G3a 30 random assignment of decision quality 1 5.134 37789 1426497361 
30 Individuals to groups decision time 2 114 133342 1778008896 
30 Each group was assigned degree of oonsensus 8 08 0.4472 019998784 
30 to one experiment equality ol participation 7 0 8249 30.8548 77003 5929462009 
30 situation randomly satisfaction with decision process 6 65268 2.3679 560647684 
30 degree ol unlnhlbfted behavior 12 04 05477 0 29997529 
----------------------------------- ---- -------- -------------- --------
G1b 30 random assignment of decision quallly 1 7466 2.4029 5 77382841 
30 Individuals to groups decision time 2 30 0 0 
30 Each group was assigned degree of consensus 8 0 0 0 
30 to one experiment equally of partlcipallon 7 08249 74313 1098 1.205604 
30 situation randomly satisfaction with decision process 8 59566 3 541 12538681 
30 degree ol unlnhlbded behavior 12 1 2.2361 5 00014321 
G3b 30 random assignment of decision quality 7666 32427 10 51510329 
30 Individuals to groups decision time 2 202 95499 91 20059001 
30 Each group was assigned degree of oonsensus 8 06 05477 0 29997529 
30 to one experiment equalfty of participation 7 0 8249 23.6622 72915 53 16597225 
30 sftuallon randomly satisfaction wfth decision process 8 62332 3.3509 11 22853081 
30 degree of unlnhlbfted behavior 12 08 08365 0 69973225 
G1c 30 random assignment of decision qually 1 8.234 20341 413756281 
30 Individuals to groups decision time 2 30 0 0 
30 Eecll group was assigned degree ol consensus 8 0 0 0 
30 to one experiment equality of partoclpallon 7 0 8249 8.6558 29257 8 55972049 
30 sftualion randomly salisladlon wdh decision process 6 56623 4 5733 20 91507289 
30 degree of unlnhlbded behavior 12 02 04472 0 19998784 
..................................... ----·-· -·---·-·--·-· -·-·---·-·-·--····--·-· ·-·-·-·-·-·-·-·--·-·--·-· --·-·--· -·-·-···-·-·-·- --·-----·· -----·--·-· ·-·---................. . 
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STUDY WITHINGROUP EFFECTSIZE AOJUSTEDEFFECTEFFECTSIZE TREATMENT STATISTICSTATISTICVALUE SIG LEVEL DIRECTION MEASUREMENT 
STO SEVIATION d SIZE COMPARISON COMPARISON ~VALUE -·-·-·----·- -·-----·-· --------·-····--·-·· --·-·-·-·-· ....................................................... ··-·-·-·--·-· ·-·--·-·-·--· ··--·-·-·------·--·--·--·-·--· 
Easton A. 1.420133742 2.307406441 
15.07591217 1 024220608 
0 !121281555 0 188740171 
2.307406441 G1-G3 
1 024220606 
0 188740171 
structured va 
unsiJUctured 
(GOSS+manual GDSS 
vs no-GDSS) 
t value dl·15 
t value, dl-15 
t value dl·69 
5333 
2.166 
-022 
0 olgnKicant + 
0 0235 slgnllcant-
04135 NS 
corr.,ared to experts' 
tlrTe- realrded 
posttesl questionnaire 
2.3273118204 2.226892574 t value, dl•15 4 254 0 0005 algnllcant + count no. of stakeholders 
737690132 2.58673105 2.406611812 I value dl·15 6477 OolgnKicant+ countno.olassu,.,UU.W 
4 566424449 -2 828453583 2.8211453583 I value dl-69 -7 533 0 slgnftlcant + counting no of oommento 
0 700579089 1 276903048 1 276903046 t value, dl-89 0 786 0 2175 NS posttesl questionnaire -·----·---·· ........................................... ·-·--·-·-·--·-·· ................... --·---·-·-·--·· ............................................................................................................................... ... 
Easton G 4.227503037 0 796214665 0 796214685 G1•G3a 
9.428703242 1 972699694 1972699694 
0318218153 2 529899038 2.529899038 
5 710748908 .. 324721749 4324721749 
354244399 -0 837839941 0837839941 
05477 0 0 
2.853859816 -0 070080527 0 070080527 G1b-G3b 
6.75279905 1451250058 1451250058 
0.387282384 -1 549257143 -1 549257143 
5213999245 3112946366 3112946368 
3..447260638 -0 1102378232 0802376232 
1689175859 0 11847107 0 11847107 
3.0333!!9229 0382634267 -0 382834267 G1o-G3a 
9A28703242 1 972699694 1 972699694 
0.316219153 -2 529899039 -2.529899038 
5.824703451 .. 154546271 4154546271 
3841534685 2 373999082 -2.373999082 
OA99981565 -0 400014749 -0 400014749 
G1a+G1b va FTF t values dl•24 -1039 0845 NS 
GOSSvs FTF t values dl·24 3725 0 01 slgnKicant-
GDSSva FTF t values dl·24 4297 0 00 slgnKicant -
GDSSvs FTF t values dl-24 98831 0 00 slgnKicant + 
GOSSva FTF t values dl·24 1746 0 04 7 slgnKicant + 
GOSSva FTF t values dl·24 0139 0992 NS 
COIJ1)IIred to experts 
observation 
std dev of no of remuks 
posttett questionnaire 
magnetic disk & videotape 
magnetic disk & videotape 
corrpared to experts 
observation 
old dev of no. of remuks 
posttesl questionnaire 
magnetic disk & videotape 
magnetic disk & videotape 
corr.,ared to experts 
obsenrallon 
atd dev of no. of remuko 
posttes1 questionnaire 
magnetic disk & videotape 
magnetic disk & videotape 
corr.,ared to expert$ 
observation 
std dev of no of remuko 
posttest questionnaire 
magnetic disk & videotape 
magnetic disk & vldeolape 
corr.,ared to experts' 
observation 
std dev of no of remuks 
posttesl questionnaire 
magnetic disk & videotape 
magnetic disk & videotape --·-·---.-.-·-· ........................ --·-·---·-·-·--·-·-·--·-·· ................ _ ................................................ _ ............ _ .... _. .... ·-·--·-·-· ... - ....... ._ .... _. __ ................................. . 
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STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
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Easton A. 
tolal "'"""" 
size la72 
4 3t-rnen1s and 
3 groupo 
the sell report post seaslon 
~loMBirea for decision 
satisfaction and process 
satisfaction _,. developed 
aKf teated by Goonan et al 
1978, G-n and Taber 1980 
they have Ileal used by 
Wetaon 1987 and Zlgurs, 1987 
level II decision room FTF 
1) ldently stakeholders, 
2) surface aas..-,.,tlons 
3) rate aaaumllona, and 
4) graph aasu!Tllllons 
n provides sJ'lPOfl for 
cleclslon IIIDdeRng through 
the use of SIAS model -·----·-·-·----· ··----·--·- -·-·---·· --·-·-·--·-·--·--·-· ............................................ ··-·-·--·-·-·---·-·-·-·-·-·--·-·-·--·-··--·--·-·-·--·-
Easton G 8 
5g1014'8 
lolai111U11)111 
Is 180 
8 
5groupe 
lolal ..... 
Is 180 
8 
5groupe 
tolallllllfPt 
Is 180 
8 
5grwpe 
8 
5groupa 
students 
studenls 
2"2"2 factorial 
design but grouped 
to 6 condnlons 
because thete Is no 
"anonymity" In face-
to-face communication 
2"2"2 ladorlal 
design but grouped 
to 6 oondlllons 
becaute thete Ia no 
"anonymity" In face-
to-lao& communication 
2"2"2 faclorfal 
design but grouped 
to 6 cond~lons 
because there Is no 
•anonymity" In face-
to-face communication 
2"2"2 factorial 
design but grouped 
to 6 oondrtlons 
because there Is no 
•anonymity" In laos-
to-face communication 
2"2"2 factorial 
design but grouped 
to6condnions 
because there is no 
•anonymity" In face-
to-face communication 
1he experiment was conducted 
!11/ef a period of 4 months 
the scale for both decision room. fad to-lace 
decision quality group lnlllraction The GDSS 
and equality of aaelsts In g-rating Ideas, 
parlicipalion Is formulallng the Ideas Into 
for the lower alemallve solutions and 
the belter IIO!Ing on the allemall""" 
The experiment- ooducled the scale for both decision room, fad to-face 
over a period of 4 months decision quality group Interaction The GDSS 
The 8llpllrimsnt was conducted 
over a period of 4 months 
The 8llpllrlmsnt was conducted 
!11/ef a period of 4 months 
The experlmont was oonducled 
!111M a period of 4 months 
and equality of assists In l)llllerallng ldeu 
parllcipallon Ia formulating the ldeu Into 
for the lower alternative solutions and 
the better voting on the darnattv. 
the scale '"' both daclaion room, fact to-face 
decision quality group inlllracllon The GDSS 
and equaldy of assists In generallng ldeu, 
parilclpalion Ia formulating the Ideas Into 
for the lower allematlve solutions and 
the better IIO!Ing on the allernaU.. 
the scale for both decision room, facllo-faae 
decision quality group lnlsractlon The GDSS 
and equality of aaelsts In generating Ideas 
parllcipallon Is formulating the Ideas Into 
lor the lower allematlve solutions and 
the bolter voting on the allemallves 
the scale for both decision room, fad to-face 
decision quality group lnleraction The GDSS 
and equality ol aaelsts In generating Ideas 
parllcipallon Is formulating the ideas Into 
for the lower alemallve solutions and 
the better voting on the demaUvea 
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STUDY PUBLISHED? DDSIGDSS LABIFIELD TASK TYPE TASK NATURE LONGITUOINAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES ......... ·--·-·-- -·--- --·---·-·- --·----·--·· ._. .................................................................................................... ·--- .................... ·--·-·-·-·--·-- .......................... ... 
Easton G 1!188 dllsertatiDn GOSScalled lab semstructured Intellective task, one period solution oo~erized 
The PlexCenter at (high dlllicuHy) requires lhll finding GOSSwllh 
Unlv ol Arizona. allocation ol a leader and 
lwel1 lucrative sales anonymous 
territory Input 
............................... -- --·--·-·-·- ---·--·----·· .......................................... -·---·-·--·-·-·--· ....................................................................................... --·-·----·--
Eckel 1983 published 
11183 published 
DSS aprogram 
lor budget 
projllctlontl 
DSS a program 
for budget 
projection• 
lab exp to examine 
the effect ol a 
prol:lobfllstic DSS on 
decision performance and 
behavior 
lab exp to examine 
the effect of a 
probabiHstic DSS on 
decision performance and 
behavior 
serri structured 
high difficulty 
task 
sem structured 
high difficulty 
task 
experimental garring 
for production and 
advertisement 
decision& 
experimental ganing 
for production and 
advertisement 
declslontl 
six periods 
six periods 
solution 
finding 
IIOfutlon 
finding 
~erized 
probabiHstlc 
DSS 
_,.,uterized 
delermlnlstlc 
DSS 
--------------------- ------------ ---------------------------· -------- --------
1983 pubHshed 
1983 pubHshed 
DSS apmgram 
lor budget 
projection& 
DSS aprogram 
for budget 
projections 
lab exp to examine 
the effect of a 
probabilistic DSS on 
decision performance and 
behavior 
serri-structured 
high difficulty 
task 
experimontal ganing 
for production and 
adwrtlse1'1"191lt 
ducfalons 
six periods ooi&Aion 
finding 
~erized 
DSSwlth 
access to 
O<>fTllulllr 
budget 
lab exp to examine serri-structured experimental ganing six periods solution OOr!lluterized 
the effect of a high difficulty tor production and finding DSS wllh no 
probaiiUstic DSS on task advertisement access to 
decision pertormanoe and decisions OOr!lluter 
behavior budget -·----·-·-·--·-- --·- --·----·-- -·---·--·-·--·· -·-·--·---·--·-·---· ............................... ··--·-·-·-·--·-·-·-· ·---·-·--·-·-·-·· ·--·-·-·-·----· ·--····-·-·--·-·-
EIHs Rein and 1989-90 published GOSS field high lewol scftware 3 periods 
Jarvenpaa experiment high dllllculty design problems one hour each 
(realistic) Three lor each group 
no single best different tasks -re In each 
IIOfutlon used decision task 
Total- 27 
periods 
1989-90 published GDSS field high level scftware 3 periods 
experiment hlghddllculty design problems one hour each 
(realostlc) Three for each group 
no single best different tasks -"' In each 
solutoon used decision task 
Total-27 
periOds 
problem 
IIOfvlng 
requires Idea 
generation and 
consensus 
problem 
solving 
requires Idea 
generation and 
cxmsensus 
O<>fTllulerized 
GDSS 
(electronic 
meeting room 
wllh only 
Electronic 
Blackboard 
EBB) 
OOr!lluterized 
GOSS 
(electronic 
meeting room 
with only 
electronic 
workstations 
EWS) 
l1l 
1\) . . ...... . .. -·-· . ... -- ··- .. ·-· ....... -·- ............ -......... ···--·- ... -- -···· ·--·-· .... ·- .......... ·-·-·-·- ··-·· .. .. ·--· .. ·-· ·- -·-···-·-·-·-·· ·--·-··· -·--·-·-· . •• -·--·- 1\) 
-·-·-·--·--·--·-- ··----·· -·--·--· ----·-·-·-----·---· ·-·--·---·-·--·-·-·-·--·-· ---·--· --·-·-·-·-- --·----·-·-- ·---·-·-·--·-· ·-·-·-·-·--·· 
sruDv INDP VAR 
CODE 
CElL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION 
-·-·-·--·-·---- ··-·--·· &&IIICSIII I ·--- ---·-·-·-----·--· --·--------·--·-· ---·-·-· -·-·-·--·-·-- ------·--- ·---·-·-·--·-• -·--·--·--·· 
Easton G. G1d 30 random assignment ol decision quality 1 58 3.8721 13 48431841 
30 Individuals to 9f014JS decision time 2 17 129228 1669987598 
30 Each group was assigned degree of oonsensus 8 08 05477 0 29997529 
30 to one experiment equality ol partlclpaUon 7 08249 8.0829 06607 046335249 
30 situation randomly satisfaction with decision process 6 838 3.3323 1110422329 
30 degree ol unlnhlbHed behavior 12 18 30496 930008018 -·-·-·--·-·--·--··---·-· -·---·-·---· -·----·-·--·--·-·--·-· ........................................... --·-·--· ---·--·-·-·- ____ ......................................... ·-·----·-----·· 
Eckel 
EIHs Rein and 
Jarvenpaa 
D1 49 palllcipllllon In the 
49 811J*Imenl was mandatory 
27 subjeda -re randomly 
49 assigned to one d 
lour groupe 
decision qually • prdll 
accuracy of decision 
nurrber ol altemallves 
amount d lnlonnatlon requested 
1 prlceladverltz -> 
3 two measures -> 
3 
·183945 37 not reported 
23 67381175039 325 not reported 
1 259212.9506 not reported 
9598 8394 not reported 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
------------------------------------ --------- -~-- ---------------- ---------
02 
D1 
D2 
G1a 7 
7 
7 
7 
7 
7 
7 
7 
G1B 7 
7 
7 
7 
7 
7 
7 
7 
110 pallldpallon In the 
110 •perlmenlwas mandatory 
32 subjeds were randomly 
110 assigned to one d 
four groupo 
1!9 pallldpallon In the 
1!9 •perlmenlwas mandatory 
1!9 subjec:ls -re randomly 
1!9 assigned to one d 
lour groupo 
50 palllcipllllon In the 
50 •perlmenlwas mandatory 
50 subjeds -re randomly 
50 assigned to one d 
lour groupe 
subjec:ls were randomly 
assigned to three teams 
The learns -e rando!Tiy 
assigned to the 118011ng 
environments 
subjec:ls -re randomly 
assigned to three teams 
The team~ -e ranclc>rny 
assigned to the meeting 
environments 
dedslon quality profit 
aocuracy ol decision 
nurrber ol alternatives 
amount d lnlonnatlon requested 
decision quality prolll 
accuracy ol decision 
nurrber ol altemallves 
amount d lnfonnatlon reqtMS!ed 
cledalon quality • prdH 
accuracy ol decision 
nurmer of aflemallves 
amount d lnlonnatlon reque&led 
decision quaiHy 
overall 00f1llleteness 
clarity 
overalllrTflfB&Sion 
point bv-polnt grading of each obj. 
total nunt>er ol thoughts 
nurrber of velbal, nonverbal remuks 
sallsfactlon 
decision quality 
overall~· 
clarity 
overalll"""""'lon 
point bv1'0int grading ot each obj. 
total nunt>er ol thoughts 
nurrber ol verbal, nonverbal remarks 
salosfactlon 
1 prlceladverltz -> 
3 two measures -> 
3 
1 prlce'ad-alz -> 
3 
3 
1 prlceladvertlz -> 
3 
3 
1a 
1b 
1c 
1d 
3 
13 
9 
203017 737 not reported 
2810171202311987 notrep<Aied 
0 821911 0851 not reported 
8737 4301 not reported 
·176820 453 not reported 
24 957/1116535081 not reported 
nd reported no! reported 
7756.3739 not reported 
·195783 441 not reported 
2508!16/194121813 nolreported 
nd reported not reported 
834 7 828 not reported 
11 no! reported 
not reported 
not reported 
not reported 
not reported 
58 not reported 
800 not reported 
not reported 
rpb-> 
rpb-> 
rpb-> 
----------------- ---------
1a 
1b 
1c 
1d 
3 
13 
9 
8 not reported 
no! reported 
not reported 
not reported 
not reported 
43 not reported 
750 not reported 
not reported -·-····--·-·-·- ........................................... --·--·-·-·--·-·-·-···--· ........................................... --·-·-·-· ..................................................................... . 
STUDY 
Easlon G 
Eckel 
WITHIN GROUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
STD SEVIATION d SIZE COMPARISON 
3464059118 .C) !!98410014 
1136231319 .C) 2111635505 
05477 0 
5178287591 -3 394809518 
3.341612941 0439308809 
2.236044768 0.35777459 
0.231154523 0 226312!128 
0212695986 0 :!09063168 
0.311151225 0 270486609 
0215291773 021149082 
0160244759 0 158754635 
0.076884l!04 0078907678 
0053747807 0 053853701 
0 596410014 G1d-G3b 
0 281635505 
0 
3 394809518 
0439308809 
0 35777459 
D1 02 
0217687848 
0 2409119815 
D1 02 
0 118631156 
0053853701 
TREATMENT 
COMPARISON 
probabilistic 
DSSvs 
deterministic 
DSS 
DSS with aocesa to 
cort.,uter budget 
vs 
DSS without access 
to COflliUier budge! 
F lest 
F teat 
STATISTIC STATISTIC VALUE 
604 
507 
6 11 
52 
282 
067 
not reported 
0 31 
SIG LEVEL 
p-VALUE 
DIRECTION 
0 0157 algnllcant + 
0 0079 algnKicant + 
0 004 slgnHk:ant + 
0 0246 slgnHicant + 
0 0961 algnllcsnt + 
05155 NS 
not reported not reported 
0 5795 NS 
MEASUREMENT 
co~Tl'ftl8d to experts' 
observallon 
std dev of no of Nmlllks 
postlest queallonnalre 
magnetic disk & vldecllape 
magnetic disk & vldecllape 
pmiH belore lnoome tax 
absolute error In priceladv 
number of decision Inputs 
cost of lntormatlon used 
pmiH before Income tax 
absolute error In prioeladv 
number of decision Inputs 
cost of Information used 
pmltl before Income tax 
absoiW. error In prlcaladv 
number of decision lnpuls 
coat of Information used 
proiH before Income tax 
I!OsoiW. error In priceladv 
number of decision Inputs 
coat of Information used 
-·----·--·--- ---·--· -·---·-·---·-·-·------------·· --·----- ·-----·-·· ·-·--·--·--·· ---·---·-----·-·--·-·-·--·-·-·-· 
Elhs Rein and 
Jarvenpaa 
evaluated by 4 jud9"" 
evaluaed by 4 Judll"" 
evaluaed by 4 Judll"" 
evalualed by 4 judges 
evalualed by 4 judges 
observallon 
observation 
postlest quesllonnalre 
evaluated by 4 judges 
evaluated by 4 judges 
evaluated by 4 judges 
evaluated by 4 judges 
evaluated by 4 judges 
observation 
observabon 
posHest queshonnaue 
. ·······--·-·-·-·--·· -·-·-·---·--· ··-·--·-- ....... ·---·-·-·-·--·· ··--·-·-·-·--·-··- ···-- ... ·-·-·-·-
-·-·---·--·--·--· ··-·---·- --·-·-·-·· --·-·-·--·-·-·-·--·-· --·-·-·--·-·-·---·-·-·--· ··-·-·--·-· ... ·-·-·--·--·-·-·----·-·-·---·---·-
sruov 
Easton G 
Eckel 
Ellis Rein, and 
JllfWI1PII'l 
GROUP 
SIZE 
8 
5groupe 
tolai11M1>1e 
Is 180 
total saJTl)le 
slzels109 
talal!NIJillle 
•lze Is 109 
lalal!NIJillle 
llze Is 109 
tolal saJTl)le 
olzels109 
tOials~ 
Is 21 
total 8811llle 
ls21 
7 
7 
SUBJECTS 
lludenls 
lludenls 
(under 
graduat81) 
students 
(under 
gradual81) 
lludenls 
(under 
gr11duat81) 
lludents 
(under 
graduates) 
prolessional 
~ 
engineers or 
"""""'"' scientists 
professional 
software 
engineers or 
co"""' or 
scientists 
DESIGN 
2'2'2 factorial 
design but grouped 
to 6 oondHions 
because there Is no 
"anonymily" In laoe-
to-lace communication 
4 Independent groupe 
4 Independent groupe 
4 Independent groupe 
4 Independent groups 
3x3 repealed 
measuhlll Gr_,., 
latin Square Each 
group goes through 
1he 3 experimental 
oondHions 
3x3 repealed 
rneasuhlll Gr_,., 
latin Square Each 
group goes through 
1he 3 experimental 
oondrtions 
REMARKS 
The experiment was concluded 
over a period ol 4 months 
the study provides Insight 
and observation, rather 
than slallsllcal conclusions 
the study provkles Insight 
and observation rather 
than statiSiical conclusions 
CODING REMARKS DECISION AID FEAnJRES 
1he scale far both declelon room. lad to-lace 
decision quallly group lnleractlon The GDSS 
and aquaHty or assists In generating Ideas, 
partlq>ation Is formulating the Ideas Into 
lor the kMw alternative solutions and 
the beller voting on 1he alternatives 
the GDSS was a prototype 
and unpollshed;lhe ~
fm811ng room Is equp,d with 
a network of workstations an 
electronic blackboard and 
a oomrrunlcallon scilwans 
No anonymous Input provided 
the GDSS was a p!Oiotype 
and unpollshed;lhe electronic 
meeting room Is equlpecl with 
a network of workstations an 
eleclronlc blackboard and 
a oommunlcalion sdtware 
No anonymous Input provided 
--·-·--·-·-·--·-·- ··--·--·-·--·---· --·--·-·-·-- . --····-·--·-·-·-·--·-· -·--·-·-·--·-····-·--·----· --·-·-·-·-·-·-·-·-·--·-·----·-·----····-·---·-·-·--·-
-·-·-·--·----- --·-- ··--·-·-- ---·--·-·-·--·· ·-·-·--·-·-·--·-·-·-·-·-· -·--·-·---·-·-·-· ··--·--·-·---·-·-· --·---·-·--·· ·----·-·---·-· ·--·--·-···-·-
STUDY 
EIUs, Rein, a 
Jarvenpaa 
Fudge and Lodlah 
PUBLISHED? 
1989-90 publehed 
1977 published 
1977 published 
DDSIGDSS 
GDSS 
DSS caled 
CALLPLAN 
DSScaled 
CALLPLAN 
LABIFIELD 
field 
experiment 
field test 
to examine the I"'*" ol 
DSS on sales and sales 
forecast 
field test 
to examine the I"'*" of 
DSS on sales and sales 
forecast 
TASK TYPE 
high difficulty 
no single best 
aolutlon 
sern-structured 
moderate 
task difficulty 
semi-structured 
moderate 
task difficulty 
TASK NATURE 
high level sdtware 
deelgn problems 
(realistic) Three 
different tasks -re 
used 
sales forecasting 
(to estimate call 
frequency policies and 
anticipated sales for 
each aooount) 
sales forecasting 
(lo estlmale call 
frequency polk:les and 
anticipated sal• for 
each aooount) 
LONGITUDINAU DECISION PHASE 
CROSSSECTIONAL 
3 periodl 
one hour each 
for each group 
In each 
decision task. 
Total•27 
periods 
longhudfnal 
(six months) 
longhudlnal 
(six months) 
problem 
oolvtng 
requires Idea 
generation and 
00!1MII8U& 
probl8m 
solving 
INDEPENDENT 
VARIABLES 
no-GDSS 
(conwnllonal 
or baseline) 
co,.,uterized 
DSS 
manuaiDSS 
-·-·-·--·----- -·-·- --·--- --·--·-·--- -·---·-·-·--·-·-·-·--·-· -·--·-·-·--·--·-·-· ··--·-·--·--·-·-·-----·--- .......................... ·--·-·-·--·--
Galupe DeSandls 1988 
and Dickson 
I Is a replication 
of Gallupe (1985) 
dissertation 
1988 
published GDSS lowell 
called Decision 
Aid lor Groups 
(DECAID) 
o-lopedby 
theauthers 
GOSS lowell 
called Decision 
Aid lor Groups 
(DECAID) 
o-lopedby 
theauthers 
r.b exp to examine 
the effects of QI0'4l 
decision support systems 
(GDSS) technology on group 
decision qually and 
Individual perceptions wflhln 
a problem-finding context 
lab exp to examine 
the effeds of gro141 
decision support systems 
(GDSS) technology on group 
decision quality and 
Individual perceptions wflhln 
a problem-finding context 
semi-structured 
low and high 
task dlfflculy 
semi structured 
low and high 
task difficulty 
crisis management 
A firm losing 
pro!Rs at the same 
time that sales are 
rising 
crisis management 
A firm losing 
proiHs at the same 
time that sales are 
rising 
1 period 
1 period 
problem 
finding 
problem 
finding 
Cl0111luterlzed 
GDSS 
noGDSS 
(base Nne) 
-........................................................... --·-·---·--·--·· ·-·-·---·-·--·-·-·-·--·-· -·--·-·-·---·-·--· ··--·-·-·-·--·-·-·-· ·--·-·-·---·-·-·· --·-·--·--·-·-· ·--·-·-·-·--·-·-
-·-·-·--·-·--------- -·--------·-·----·-·--- ·-·---·--·-·-·--·--·-·--·-· --·--·-· --·-·--·-·-·- --·-·----·--·· -------·-·---·--·-·--·· 
STUDY INDP VAR 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·-·---·------·---- -·----·--·---·-·--·---· -·-----·----·-·-·--·- --·--·-· --·-·--·-·-·- -·-·----· ·-·---·---· ·----·--·-·--
Ells Rain and 
Jarvanpaa 
G3 7 subjiM:ts- randomly decision quallly 5 nol raported 
7 assigned to three teams cmorallllOfll)letanasa 1 a no1 repotled 
7 The tearr11 _., randorrly clarity 1b not reported 
7 assigned to the '"""''ng cmoralllfllliii8Sion 1 c not reported 
7 environments point-by-point grading of each obj 1 d not repotled 
7 total number ol thoughts 3 98 no1 reported 
7 nurrt>er of verbal nonverbal remarks 13 600 nolraported 
7 satisfaction 9 not reported -·-·-·--·---·---·---- -·-·----· ----·-·-·--·-·-·-·--·- ·-·-·-·--·-·-·--·-·-·--·-· --·-·-·-· --·-·--·-·- --·-·-·--·-·-·· ·-----·----· ·-·---·--·-·---
Fudgeandlodlsh D1 
02 
10 aubjacta _,.. randomly 
10 assigned to tnsatments 
10 assigned to treatments 
10 subjects were randomly 
paraontaga of sales change 
absolute % deviation of torecast 
paroantaga of sales change 
absolute "' deviation of forecast 
11 83 
2298 
427 
698 
75743 
1462278 
1114 
7 13117 
5737002049 
213 8256949 
1240996 
5085358557 
--·---·---·--- -·----· ---·---·-·--·---· --·--·-·---·--·-·--·- --·--·-· --·----·-·- --·----·-·· ·---·-·-·--·----·-·-·---
Gallupa, DeSanctis G1 38 random assignment of decision quallly 1 733 1 61 25921 
andDiclcson 36 Individuals tog~ nurmar of altematl- 3 45 08 064 
36 Each group was assigned nurrbar of Issues 3 1592 478 226518 
I Is a rapllcallon 38 to one experiment decision oonlldence 4 289 0 78 osn& 
ot Gallupe (1985) 38 slluation randomly agreement wtth the final solu1ton 9 225 093 08649 
dissertation 38 saisfadlon wtth decision process 8 319 098 09604 
36 amount of discussion confHct 11 411 1 1 
36 decision lima - from starting 2 8392 2394 5731236 
36 decision lima - from discussion 2 5825 1214 147 3798 
G3 38 random assignment of decision quallly 1 55 21 441 
38 Individuals to groups nurrbar of altematl- 3 292 085 07225 
38 Each group was assigned nurmar of Issues 3 1883 489 23 9121 
38 to one experiment decision confidence 4 217 064 04098 
38 slluatlon randomly ag...nent wtth the final solution 9 158 021 00441 
38 satisfaction wtth decision process 8 239 089 01921 
38 amount of discussion conflld 11 547 0 78 06084 
36 decision lime - from starting 2 895 154 23716 
36 decision tome - from discussion 2 4675 802 64 3204 -·-·-·---·-·-----·--· -----·--·-· -·-·---·-·--·-·-·-·--·-· -·-·-·--·-·-·-·-·-·---·-· -·-·-·- -·-·-·--·-·-·- --·-·--·---·-·· ·---·-·---·-· -·-·--·-····- -·· .. 
------·-·-·--·-----------·--·--·--·-·· --·-·---·-· ·-·-·--·-·-·---·· ·-·-----·-·-·--· --·-.. ·--·--· -·-------·· ··---·-·-·--·-··-----·-·--·-·-
STUDY WITHIN GROUP 
STD SEVIATlON 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIG LEVEL 
p-VALUE 
DIRECTION MEASUREMENT 
-·-·------·-- --.. ·------·---·-·-------·---·-· ·-·-·--·-·-·-·--·· ·-·----·-·--- -----·---·-·· ·-·--·-·--· ··--·-·--·--·-·-·-·--·-·---·-·-· 
EIHs, Rein, In:! 
Jarvenpaa 
evaluated by 4 Judg!ll 
evalualed by 4 Judges 
evaluated by 4 Judges 
evaluated by 4 judges 
evaiiJSied by 4 judges 
observaUon 
observation 
posttest questlonnaloe --·--·-·---·-· ---·-·--·------·--·-·----·· --·-·-·--·- -·---·-·----·-·-·--·-·-- --·----·-·- . ·-·--·-·---· ·--·-·-·--·-··-·-·--·-·-·--·-·--· 
Fudge and Lodlsh 9 525482153 0 793660613 DSS vs manual 
11 50389674 1 390833068 0298586228 
net reported noll8p0fted ndrepol1ed aaletl figures 
SaleS • forecast 
saleeflgurvs 
sales - forscast 
--·--·--·--·-- IIIII ·········----------·--·-·· --·----·-· ·-·---·-·-·---·· ----·--·-·-·--· ··-·---·--·· ·-----·---·· ··--·-·--·-··--·---·----·-
Gallupe DeSanctis 
and Dickson 
I Is a repllcallon 
of Gallup& (1985) 
dlssarlallon 
1.871109297 0 9780294!12 0 9780294!12 G1-G3 GDSS ANOVA (F values) 8897 0 007 significant+ COf11IIUed to 3 experts' 
0.825318701 1914272804 vs 22284 0 001 slgnffk:ant+ video In:! audio tap5 
4.825437804 -0 188583925 0 862844439 no-support 0219 064!1 NS video and audiotapes 
0702586723 0 74014322!1 -0 740143225 regardless of 3412 008 NS post lest~ 
0.67411161 !12 0.99383129 -0 99C!82029 task d!Hiculty 6698 0 018 slgnllcant postteot questlonnaloe 
0.938082261 085462574!1 0 8!1462574!1 !1283 0 033 slgnllcant - post test responses 
0.896771989 ·1 5165!10491 1 516550491 13062 0 002 algnNicant + postteet questlonnaloe 
2012913454 0 716410156 2.917 0103 NS recording 
1028634292 1117769897 0917090026 1 741 0202 NS recording ---------------------________________ ., ________________________________ ... 
corrparad to 3 experts 
video and audio tapes 
video and audio tap5 
post lest rasponsas 
posttest qu•tlonnaloe 
post test responses 
postteot quastlonnal111 
recording 
recording -·-·-·-·-·-·-·-·· -·---·---· ---·----·-·--·-·---·-·· --·-·-·--·- ·----·-·-·-·--·· ·-·-·---·----· ·--·---·-·· ----·-·--·· ---·-·-·-·--·-··-·-·--·-·-···-·--·-· 
-·-·-·-... ·-·----- -----·-----·- ----·--- --·-·---·-·-·--·- -·--·-·-·--····-·-·--·-·-·--· ··-·--·-·-·--·-·-·-·--·-·---·---·-·-·-·--·-·-·--·-
STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
-·-·---·---·--· ---·---·-· ---------- --·-·----·----·-· -·-·-·----·-·--·-·-·-- ··-·-·--·--·--------·--·-----·-·--·-·-·--·-
Ellis, Rein, and 
Jarvenpaa 
talala~ 
ls2t 
7 3x3 repealed 
measun111 Graeoo 
Latin Squllnl Each 
group gc.s through 
the 3 eperlmental 
ooncmlons. 
the study provides lnalghl 
and observation rather 
then llalisUoal ooncluslona 
the GDSS- a protolype 
and unpolllhed;lhe electronic 
meeting room Is equ~ with 
a '*-'II of workstallona an 
electronic blackboald and 
a oomrrunlcation software 
No anonymous Input provided 
-·-·-·--·-·-·--·-·-· ··-·--------· -·---·--·--- ---·-·-·---·-· -·----·--·-·--·--·-·---· ··-·-·--·--·---·-·-·--·-·-·---·-·--·--·----·--·-
Fudge and Locllsh 
totalsllll'lll& 
size is 20 
lolala81Y111e 
size Is 20 
salesmen 
16 passenger 
4 cargo 
lit trawl 
agenclee 
salesmen 
16 passenger 
4cargo 
In travel 
egenciel 
2x2 factorial design 
(2 sales territorles 
Urnes 2 dedslon aid 
levels) 
2x2 factorial design 
(2 sales territorles 
Urnes 2 dedslon aid 
levels) 
CALLPLAN Is a dela'mlnlstlo 
In lis structure which 
explains why Its forecasll 
- oonservatlve 
CALLPLAN II a determtnlatlo 
In Ill structure which 
explains why ns forecasts 
- .. conservative 
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Galupe DeSanctis 
and Dickson 
I Is a repllcallon 
ol Gallupe (1985) 
dissertation 
3 
&groups 
lolals~ size 
ls72 
3 
&groups 
total •llll'lll& size 
Is 72 
students 
studenll 
2"2 factorial 
design 
2"2 factorial 
design 
the scales for decision 
oonfld..,_ agreement with 
final solution satisfaction 
with group decision process 
ere the lower the bel18r. 
for lnlr111Jroup contllol 
the lower value the higher 
theoonfllcl 
the ICalea for decision 
oonfldenoe agreement with 
final solution salisfaction 
with group decision process 
are the lower the better, 
for intra-group confllc:t 
the lower value the higher 
the conflict 
decision room, fact to-faoe 
group Interaction The GDSS 
reoords, stores and displays 
dematlvee IWid preference 
ranklngs and records 
votes 
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Gaftupe DeSanclll 1988 publlahed 
and Dickson 
I Is a repllcallon 
of Gallupe (1985) 
dissertation 
1988 published 
1988 
1988 published 
GOSS leve11 
called Decision 
Aid for Groupe 
(DECAID) 
Developed by 
theaulhers 
GDSSievel1 
called Decision 
Ald for Grot.pS 
(DECAID) 
Dewlopedby 
theaulhera 
GDSSievel1 
called Decillion 
Aid for Groupe 
(DECAID) 
o-Jopedby 
theaulhera 
GDSS Ieveii 
called Decision 
AldforGro~ 
(DECAID) 
Dewlopedby 
lheaulhers 
lab e>ep to 8li8ITIW1e 
the eHects of group 
decision support systems 
(GDSS) technology on group 
decision qually and 
Individual peroepllona within 
a problem-finding context 
lab e>ep 1o examine 
the eHects ol gro~.p 
decision support systems 
(GDSS) technology on group 
decision quallly and 
Individual perceptions within 
a problem-finding context 
lab 8JCP 1o ....me 
the eHects of group 
decision support systems 
(GDSS) technology on group 
decision qually and 
Individual peroepllons within 
a problem-finding conrext 
lab e>ep to examine 
theeHects ol gfOI.p 
decision support systems 
(GDSS) technology on group 
decision qually and 
Individual peroepllons wtlhln 
a problem-finding context 
eeni structured 
(low dllllcufty) 
aerTi structured 
(high dllllcully) 
eeni-etructured 
(low dlffk:ully) 
semi-structured 
(high dllflcully) 
crisis nanagemenl 
A firm losing 
proffts at the same 
1111111 thai sales are 
riling 
crisis management 
A firm losing 
proffts at the same 
1111111 that sales are 
rising 
crisis m&naglllnllnl 
A firm losing 
proffts a! the same 
1111111 thai sales are 
riling 
crisis management 
A finn losing 
prollls at the same 
1111111 that sales are 
rising 
I period 
1 period 
1 period 
1 period 
problem 
finding 
problem 
finding 
problem 
finding 
problem 
finding 
ClO"l'IDrlzed 
GDSS 
wtlh low 
laak 
dllllcully 
OO"llulerlzed 
GDSS 
wlthhlgh 
laak 
dllflcully 
noGDSS 
(base line) 
with low 
task 
dllflcully 
noGDSS 
(base hne) 
with high 
task 
dllllcufty 
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George Northcraft, 
and Nunamaker 
1987 conlerence 
proceedings 
GDSSuslng 
brainstorming 
software 
In PLEXLAB 
Univelli~Y of 
Arizona 
lab 
pilot study 
eeni-structured 
medium difficulty 
task 
assignment olsales 
territories In a 
case study 
one period problem solving 
Idea generation 
and voting 
GDSS non 
anonymous 
assigned 
leader 
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STUDY 
Galupe DeSandlll 
and Dickson 
I Is a repllcalton 
of Gallupe{1985) 
dlssertallon 
INDP VAR 
CODE 
G1 
G1 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
18 random assignment of decision quallly 
18 Individuals to groupe nurmer of alternatives 
18 Each group was assigned nurrber ollssues 
18 to one experiment decision confidence 
18 situation randomly agreanent with the final solution 
18 satlsfaetlon with decision process 
18 amount ol discussion oonlllct 
18 decision time from starling 
18 decision time from discussion 
18 random assignment ol decision quallly 
18 Individuals to groups nunt>er of alternatives 
18 Each group was assigned nurrber of Issues 
18 to one experiment decision oonfldenat 
18 aftuallon randomly agreanent with the final solution 
18 satisfaction with decision prooess 
18 amount of discussion oonfUct 
18 decision time from starUng 
18 decision time - from discussion 
DEP VAR 
CODE 
1 
3 
3 
4 
8 
6 
11 
2 
2 
1 
3 
3 
4 
8 
8 
11 
2 
2 
REUABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION 
783 098 09604 
433 082 06724 
1583 437 190968 
294 083 0 6889 
267 1 07 11449 
3 72 053 02609 
<417 094 08836 
7867 2192 4804664 
55 11<4 12996 
683 204 .. 1616 
467 082 08724 
16 555 308025 
244 065 04225 
183 0 59 0 3481 
287 1 07 11449 
406 112 12544 
8917 26 72 713 9584 
615 13 59 184 6881 
------------------------------------- ---- ------- --------------- ----------
' G3 18 random assignment ol decision quallly 1 7 17 126 1 5876 
18 Individuals to groups nurrber of alternatives 3 333 084 0 7058 
18 Each group was assigned nurrber of Issues 3 1833 498 23 8144 
18 to one experiment decision oonlldenat 4 2 042 01764 
18 situation randomly agreanent wHh lhe final solution 8 1 61 013 00169 
18 sallsfactoon wlh decision prooess 6 25 1 21 14641 
18 amount d discussion ooniDct 11 528 1 08 11664 
18 deaslon time from starUng 2 7117 1999 3996001 
18 decision time -from discussion 2 51 5 1067 113 8489 
G3 18 random assignment of decision quallly 1 383 147 21609 
18 Individuals to groupe nurmer of alternatives 3 25 054 02916 
18 Each group was assigned nurrt>er of Issues 3 1533 388 15 0544 
18 to one experiment decision confldenat 4 233 0 81 06561 
18 attuatlon randomly egre«nent with the final solution 8 1 55 027 00729 
18 satisfaction with decision process 6 228 025 00625 
18 amount d discussion confHct 11 567 03 009 
18 decision time from starUng 2 6783 10 74 115 3476 
18 decision time - from discussion 2 42 5 89 34 6921 -·-·-·----·--·-·- --·--·-·· -·--·-·--·-· -·-·--·-·-·--·--·-·--·-· ........................................... --·-·-· -·-·----·- --·--·----·-·· --·-·-·--·-· ·----·-·--·-- . 
George Northcraft 
and Nunamaker 
G1a 6 
6 
6 
6 
8 
8 
6 
subjects were drwn from 
an MIS class, s'*>1ec:t• 
-e randomy assigned 
to treatments 
decision quallly 
degree of oonsensus 
decision time 
degree of unlnhlbfted behavior 
equal~y of participation 
sallsfactoon wHh decoslon process 
total nurrber of remarks 
1 4 5 nol reponed 
8 no nof reported 
2 15 no1 reported 
12 1 nat reported 
7 5 4 no1 reported 
6 50 8 nof reported 
13 78 not reported -·-·-·--·-·-·--·-·-··-·--·-· -·--·-·-·--·-· -·-·--·- - ·-·- -·-·--·-· ·-·-·-· --·-·--·-·-·-·--·-· --·-·-·-· -·-·-·--·-·-·- -- -·-·-·--·-·- . ·-·--·-·-·--·-· ·-·-·--·-·-·-·- ... 
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STUDY 
Galupe DeSanctis 
and Dickson 
I Is a repllcalon 
ciGallupe (1985) 
dissertation 
WITHIN GROUP 
STD SEVIATION 
1128718085 
0.830080239 
4 832Cr.l4395 
0857761355 
076216796 
0934077085 
1 012422837 
;a) 97720787 
11 04103462 
1 777990439 
0 694282196 
4 78836611 
0 734370479 
045880279 
0 776961338 
081967804 
2036303023 
1047330418 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
0 !584735177 o 584735111 G1-G3 
1204731841 
.0 539720819 0332505511 
1429089734 ' 1 429089734 
1 390769561 -1 390769561 
1 30610al55 ·1 30610al55 
·1 096379852 1096379652 
0 3575309 
0 316999272 0337265086 
1 687298162 1 687298162 Gt-63 
312562027 
0 139922467 1632771368 
0 149788156 0149788156 
0610283996 0 6102113998 
0 501942557 0 501942557 
-19637067 1 9637067 
1047977622 
1 861876606 1454927114 
TREATMENT 
COMPARISON 
Interaction effect 
be'-nlevel 
cl support and 
1811k dllflcully 
high vs low 
l8llk dlfficuHy 
regardlllsscl 
level of support 
STATISTIC STATISTIC VALUE 
ANOVA (F-values) 3803 
3025 
0655 
2.127 
2.279 
1406 
0441 
0671 
0842 
ANOVA (F values) 12428 
0556 
0524 
0085 
2.971 
331 
0136 
018 
003 
SIG LEVEL 
p-VALUE 
0072 
0097 
0428 
016 
0147 
0249 
0514 
0422 
037 
DIRECTION 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
0 002 slgnHicant + 
0485 NS 
0477 NS 
0 774 NS 
0 1 NS 
0084 NS 
0 716 NS 
0676 NS 
0865 NS 
MEASUREMENT 
corl1l8Aid to 3 I!IOiperls 
video and audio tapes 
video and audio tapes 
pbst lllllt responses 
poatlest questionnaire 
post-lllllt reeponses 
posHest questionnaire 
rec:otdlng 
recording 
CCIIYl>llJ9d to 3 I!IOiperiS 
video and audio tapes 
video and audio tapes 
post lest reeponses 
poatlest questionnaire 
post lest reeponses 
poatlest questlonnal"' 
OOfll)al8d to 3 I!IOiper!S 
video and audio tapes 
video and audio tapes 
post test reeponsas 
posHest questionnaire 
post last responses 
posttesl questionnaire 
corl1l8Aid to 3 experts 
video and audio tapes 
video and audio tapes 
post test responses 
posttest questionnaire 
post test rasponsas 
posttesl qu ... t•>nnalre 
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George Northcraft 
and Nunamaker 
no tests were run quality II better 
under anonymity 
and assigned 
leadership worse 
In faoe-to-faoe 
condftlons and 
non anonymous 
ranked bv researchers 
direct observation 
direct observation 
std dev of remarks 
countong unlnhibrted beh 
posttesl qu..,llonnalre 
direct observatiOn -·-·- .......... --····· ....................... -·-·-·---·- ............................................... -- ................................................................ ·-·--·--·--- ..................................................... . 
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STUDY GROUP 
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Gallupe DeSanclle 
and Dlcl<son 
lis a repllcalon 
ol Gallupa (1985) 
dlssertaUon 
3 
8g~ 
3 
&groupe 
total _,.. alze 
ls72 
3 
8groupa 
totals~ alze 
1872 
3 
&groupe 
totals~ size 
Is 72 
students 
students 
students 
r.!factorlal 
design 
2"2 factorial 
design 
r.!fldorlal 
design 
2"2faclorlal 
design 
the ocales for decision 
confidence. agreement with 
final solution sallsfacllon 
wtth group decision proceaa 
are the lower the better; 
for lntra-gro~ conflict 
the lower value the higher 
lhe conflict 
the scales for decision 
confidence agreement with 
final solution sallsfactlon 
with group decision proceaa 
are the lower the better; 
for lntra-g~ conflict 
the lower value the higher 
the conflict 
the scales for decision 
confidence agreement with 
final solution satlsfacllon 
with group decision process 
are the lower the better, 
for lntra-g~ conflict 
the kMer value tha higher 
the conflict 
the ocales for decision 
confidence, agreement with 
final solution satisfaction 
with group decision process 
8le the lower the better. 
for lntra-gm~ conflict 
the lower value the higher 
the conflict 
decision room, feet to-faoe 
group Interaction The GOSS 
recordll stores and displays 
dematlves and preference 
ranklngs and I1IOilrds 
valel 
decision room, fact to-faoe 
gro~ Interaction The GDSS 
records, stores and displays 
allemallves ~r~d preference 
ranklngs, and records 
voles 
declalon room, fact to-face 
group Interaction The GDSS 
records stOleS and displays 
allemallves and pnlference 
ranklngs and records 
voles 
decision room, fact-to-face 
group Interaction The GDSS 
records stores and displays 
alematlves and pnslerence 
ranklngs and I1IOilrds 
\10181 
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George, Northcraft 
and Nunamaker 
6 
totals~ 
7 
maybe36 
~r 
division 
under 
graduate 
students 
2x2x2 matrix however 
there- only 6 
treatments because 
of Infeasibility to 
provide anonymity for 
the manual groups 
manual grotp were supplied the lower the 
with flp chart and quality of 
a fadlltalor decision maker 
the better the 
decision, the 
lower the equality 
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Geo!ge, Noflhcrafl, 1987 coni~ 
ancl Nunamaker p!OC8IIdlnga 
1987 coni8NIICII 
proceedings 
1987 conlerenoe 
proceedings 
1987 corDience 
p!OC8IIdlnp 
1987 conf8RIIIC8 
proc:sedlngs 
OOSS uelng 
brainstorming 
IOftware 
lnPLEXLAB 
University ol 
Arizona 
GOSSuslng 
bralnstonnlng 
soltwate 
In PLEXLAB 
University ol 
Arizona 
OOSSuslng 
brainstorming 
IOftware 
In PLEXLAB 
University ol 
Arizona 
ooss using 
brainstorming 
software 
lnPLEXLAB 
University ol 
Arizona 
GDSSuelng 
brainstorming 
software 
lnPLEXLAB 
Unlvenllty of 
Arizona 
lab sam structured 
medium dHIIculty 
pilot study task 
lab sem structured 
pilot study 
lab ~em structured 
pilot study 
leb lerft-structured 
pilot study 
lab sem-structured 
pilot study 
assignment ol sales 
territories In a 
case study 
assignment of sales 
territories In a 
case study 
assignment of sales 
territories In a 
case study 
assignment olsales 
territories In a 
case study 
assignment of sales 
territories In a 
case study 
onepertod 
one period 
one period 
one period 
one period 
problem IClivlng 
Idea generation 
and vollng 
problem IClivlng 
idea ganeratlon 
and vollng 
problem solving 
idea generation 
and vollng 
problem IClivlng 
Idea generation 
and vollng 
problem lolvlng 
Idea generallon 
and vollng 
GDSS,non-
anonymCJIII 
no8881gned 
leader 
GOSS 
anonymous 
assigned 
leader 
GOSS 
anonymous 
no assigned 
leader 
manual!_. 
to-1- non 
anonymous 
assigned 
leader 
manual!_. 
to-1- non 
anonymous 
no assigned 
leader 
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Gettys Moy, & 0 Bar 1976 unpublished OSS 2 DSS one lab exp to Investigate unstructured realistic tallcal one period for pmblem enhanced 
public l8pOfl llsk lrrpllck errpirlcally the high and low sosnanos In each OOildHion solving OO!llluterized 
and one risk slgnlflcance of perceived dHIIcuHy tasks navy cperallonal tor each - DSS 
explldl Both risk considerations In decision making 
are based on designing OSS for navy 
utHity approach tactical decision making 
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STUDY INDP VAR 
COOE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
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George. Northl:rall 
and Nunamaker 
G1b 
G1c 
G1d 
G2a 
G2b 
8 
8 
8 
8 
8 
8 
8 
aubjecla _,. drwn lrom 
., MIS class, slbjecls 
-e randomly assigned 
to tnoalments 
decision quality 
degree of con""nsus 
declelon time 
degree ofl.WIInhlblled bahavlor 
equality of part~on 
satisfaction with decision proosss 
total number of remarks 
1 9 2 nol reported 
8 no not reported 
2 15 nol reported 
12 0 not repofled 
7 3 9 nol reported 
8 45.2 nat reported 
13 72 not reported 
---·--------------------- --- --------------------- ---·-----
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
IUbjectl-re drwn 11om 
., MIS class, slbjeds 
-e randomly assigned 
to tnoalments 
IUbjectl-re drwn from 
., MIS class, slbjecta 
-e rnomly assigned 
to treatments 
IUbjectl- drwn from 
., MIS class, sWjeda 
-e rMdomly assigned 
to tnoalmants 
subjects -re drwn from 
., MIS class, slb)ecls 
-randomly assigned 
to tnoalments 
decision quality 
degree of consensus 
decision time 
degree of unlnhlbled bahavlor 
equality of part~on 
Nilslaalcn wllh decision procesa 
total number of remarks 
decision qually 
~ of ClOIIMftSUI 
decision time 
degree ofl.WIInhlbked behavior 
equality of participation 
sallsfacllon with decision procesa 
total number of remarks 
decision qually 
degree of consenaua 
decision time 
degree cii.WIInhlblted behavior 
equally of part~on 
sallsladlcn with decision process 
total number of remarks 
decision qually 
degree of con""nsus 
decision time 
degree of unlnhlbked bahavlor 
equality of partlclpalton 
satisfaction wllh decision procesa 
total number of remarks 
1 
8 
2 
12 
·1 
5 
13 
·1 
8 
2 
12 
·1 
8 
13 
·1 
8 
2 
12 
7 
8 
13 
·1 
8 
2 
12 
·1 
6 
13 
3 nol reported 
v- not reported 
10 net reported 
28 not reported 
8 8 not reported 
59 4 net reported 
140 not repo<ted 
3 nol reported 
no not reported 
15 not repofled 
8 nol reported 
8 not reported 
82 4 nol reported 
92 nol reported 
9 nol reported 
v- net reported 
2 not reported 
2 not reported 
18 8 nol reported 
81 8 net reported 
255 not reported 
9 not reported 
no not reported 
15 net reported 
1 nol reported 
25 7 nol reported 
58 8 nol reported 
260 nol reported -·-·--·-·-·--·-·-··--·-· -----·-· ----·-·-·---·-·-·--·-· ·-·----·-·-·--·-·-·-·---· -·-·-·-· -·-·-·--·-·-·- -·---·-·--·-·· -·--····-·---· ·-·---·-·-·-·· 
Gettys, Moy & O'Bar D1 12 nc rendcm assignment 
12 
12 
decision qually 
decision confidence 
aiiMucfe toward the system 
4 
6 
-864 Z score- 1 75 
net reported 
nol reported 
rpb-> 
--·-·--·----·-- ---·----·-·------·---·-·· ----·---· ........................... ·--·-·--·--·--· ....................... ·--·--·---- ....................... ··-·---·-·-·--·---· 
STUDY WITHIN GROUP 
STD SEVIATION 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIG LEVEL 
p-VALUE 
DIRECTION MEASUREMENT 
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George Northcrall 
and Nunamaker 
notests-erun 
----- ---------------------------------------------
no tesls -e run 
nollllalll-erun 
notests-erun 
notests-erun 
groupswlh 
assigned leaders 
make laster 
decisions and 
make more 
consensus 
participation '" 
much ll'IDre equal 
In GOSS groups 
participation In 
the anonymous 
GDSS groups-
less 3qual 
unlnhblted 
behavior Is more 
where there Is 
anonymity and 
less where there 
Is non-anonymity 
ranked by """"'"'hers 
direct observation 
direct observallon 
std dew cl rel'llllks 
counting uninhibited beh 
posllesl questionnaire 
direct observation 
ranked by researchers 
direct observation 
direct observation 
aid dew of rel'llllks 
counting unlnhbked beh 
posttest questionnaire 
direct observation 
ranked by researchers 
direct observation 
direct observation 
std dev ofrel'llllka 
counting uninhblted beh 
posttesl questionnaire 
direct observation 
ranked by researchers 
direct observation 
direct observation 
atd dew of remarks 
counting uninhibited beh 
posllesl questionnaire 
direct observation 
ranked by researchers 
direct observation 
direct observation 
etd dev of rel'llllks 
counting unlnhbfted beh 
posttest questlonnaJre 
direct observation -·--·--·--·--·- -·---·-·--·-· ------·--·---·-·--·-·· --·-·-·---· ........................... ·-·-·-·---·-- ·--·----·-·· ·-----·--· ·--·-·--·--------·- -·--·-·-· 
Gettys Moy, & O'Bar 0 505181486 1 160941664 1160941664 01103 DSS vs no-DSS 
(D1 vs D3) 
not specified nat raported 
not raported 
not reported 
0 04 slgnlltcant + cost utility 
not reported not reported posllest questionnaire 
not reported not reported posttest questionnaire 
- -·-·--·-·-·---·· ---·-·-·--·-·· -·-·-·--·-·-·-·--·-·-·---·· --·--·-··-· ·-·-·--·-·-·--·· ·-·-·-·---·---- ·-·- ---·-·-- ·-·-·-·-·-·--·· ---·-·-·--·--·-·--·---- -·-·---·-·- ..,.. 
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STUDY 
George. Notthcrall 
and Nunamaker 
Gettys Moy, & 0 Bar 
GROUP 
SIZE 
8 
tollllt1111111e 
? 
msybe38 
8 
totals~ 
? 
"llY be 38 
8 
totals~ 
? 
rraybe38 
8 
totals~ 
? 
"llY be 38 
8 
totals~le 
? 
rraybe 38 
total Slll'll>l8 
size Is t2 
SUBJECTS 
lq)8f 
division 
under-
graduate 
students 
~r 
division 
under 
graduate 
students 
lq)8f 
division 
under-
graduate 
students 
~r 
division 
under-
graduate 
students 
~r 
division 
under-
graduate 
students 
naval 
ollloers 
DESIGN 
2l<2l<2 matrbc however 
~~ae-only8 
treatments because 
ollnfeaslbiRty to 
provide anonymity for 
the manual groups 
2l<2l<2 malrbc however 
there -re only 8 
treatments because 
ollnleaslbiiHy to 
provide anonymly lor 
the manual groups 
2l<2x2 malrbc however 
there -re only 8 
treatments because 
ollnfeaslbiHty to 
provide anonymity lor 
the manual groups 
2l<2l<2 matrix however 
then! -re only 8 
treatments because 
ollnfeaslbiHty to 
provide anonymity for 
the manual groups 
2l<2l<2 malrbc however 
there- only 8 
treatments because 
cllnleaslblllty to 
provide anonymity lor 
the manual groups 
repeated measures 
des1gn 
REMARKS CODING REMARKS 
manual group -re supplied the lower the 
wllh flip chart and quality ol 
a laciRtalor decision maker 
the better the 
decision the 
loww the equality 
the better 
rnanual group -re supplied the lower the 
with flip chart and quality of 
a laciiHator decision maker 
the better the 
decision the 
lower the aquaiHy 
the better 
manual group -re supplied the lower the 
with flip chart and quality of 
a laciRtalor decision maker 
the better the 
decision the 
loww the equaiHy 
the better 
manual group -re supplied the lower the 
wllh flip chart and quality of 
a facilitator decision maker 
the better the 
decision the 
lower the equality 
the better 
manual group -re supplied the lower the 
with ftip chart and quality of 
a laciiHator decision maker, 
the better the 
decision the 
lower the equality 
the better 
the p value lor daclslon 
quaHty Is < 0 05 estimated 
tobe004 
DECISION AID FEAl\JAES 
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STUDY PUBLISHED? DDS/GOSS l.ABJFIELD TASK TYPE TASK NATURE LONGITUDINAU DECISION PHASE 
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Gettys Moy & O'Bar 
Goslar 
Goslar G-n and 
Hughes 
1978 unpublllhed 
pubic l'lpOII 
1976 unpublllhed 
public report 
1984 dlseettatlon 
1984 dlseettatlon 
1986 pubtlshed 
1986 pubHshed 
DSS 2DSS one 
rllk lnpflcl 
endonerlsk 
e!lpUcll Both 
are baled on 
utHIIy approach 
oss 2 DSS, one 
risk lnpflcl 
endonerlsk 
e!lpftclt Both 
are baled on 
utllly approach 
DSS 
DSS 
DSS 
IFPS-based DSS 
lor the specltlc 
problem 
lab •liP to lnv.tlgale 
errplrically the 
slgnllcance ol perceived 
risk considerations In 
designing DSS lor navy 
tactical decision making 
lab 8JIP to lnv.tlgate 
enplrlcally the 
slgnRicance ol pellllllved 
risk considerations In 
designing DSS lor navy 
tactical decision making 
lab 8!1perlmenl 
to ""arrine the 
effect of DSS on 
nwketlng decision 
""*lng under 
Y&JYing deg- ol 
trior condlllons 
lab 
1o ""arrine the 
effect of DSS on 
marketing decision 
""*lngunder 
vaJYing degree ol 
lnlor cond~lons 
lab 8liP 
to ... amne the eHecta o1 
applying DSS technology to 
decision making process 
DSS labe!lp 
IFPS-based DSS to ""arrine the eHects ol 
lor the specltlc applying DSS technology to 
problem declsoon making process 
unstructured 
high and low 
difficulty tasks 
unstructured 
high and low 
diHicully tasks 
If-structured 
high dlftlcully 
task 
HI-structured 
high dlftlcully 
task 
unstructured 
high dlftlcully 
task 
unstructured 
high difficulty 
task 
realistic tatlcal 
scenarios In 
navy operational 
decision making 
realiStic tatlcal 
scenarios In 
navy cperatlonal 
decision making 
rnaJkatlng str!Dgy 
rnaJketlng strategy 
one period lor 
each oondlllon 
lor each user 
one period lor 
each oondlllon 
lor each user 
one period 
one period 
one period 
problem 
solving 
problem 
solving 
problem 
sohrlng 
problem 
solving 
problem 
solvlng 
COI'Mintlonal 
OOII1plftrlzed 
DSS 
no-DSS 
DSS 
no-DSS 
oorT'fiUierlzed 
DSS 
manualDSS 
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STUDY INDP VAR 
COOE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION ---·-·-·-·--·--·-- -·-·-· -·---·-·---·-·-·---· ·-·-·-·---·-·--·-·-·-·--·-· .................................... --·-·-----·-- ·-·--·-·-·-·-· ·-·-·--·-·-·-·-· 
Gettys May & 0 Bar D2 
--------
03 
12 no random assignment 
12 
12 
12 no random assignment 
12 
12 
decision quality 
decision confldence 
attlude loWald 1he system 
decision quality 
decision confidence 
attKude toward 1he system 
1 
4 
8 
4 
6 
-808 
nd reported 
not reported 
-·-·-·--·-·-·--·-·-··---·-· ----·-·--· -·-·--·-·--·-·-·-~--·-· ......................................................... -·-·-·----·- ---·-·-·---·-·· ·-·-·--·--·-· ·-·--·-·-·-·--· 
Goslar D1 28 decision qually not repor1lld not reported Pealaonr > 
28 nurrber of alternatives considered 3 2.962 22 484 
28 decision tlmll 2 175821 5.994 35828038 
28 decision confidence 4 13393 19344 374190336 
28 amount ol data utnlzed 18 130929 101944 10392 57914 
28 change In decision making 14 70538 32.299 1043 225401 
02 15 decision quality 1 not reporlod not reported 
15 nuntler ol alternatives considered 3 3962 2.222 4.937284 
15 decision time 2 171 533 5.333 28.440889 
15 decision confidence 4 28 714 25.695 660233025 
15 amount ol date utDized 18 240333 152.628 2329530638 
15 change In decision making 14 608 30078 904666084 
-·--·-·----·-·· ------·-· -·---·--·--·-·-·---·-· ·-·-·-·---·-·--·-·-·---· ----·-· -·-·-·-·-·-·- --·----· ·-·---·--·-··-·-·-·-·-·-·-· 
Goslar Gfeen, and 
Hughes 
01 28 subjllcls -"'drawn from 
28 19 organizations, 
28subjecls-rerandomly 
28 assigned to treatments 
decision performance (1 0) 
decision time 
nuntler of altemallves 
decision confidence 
2 
3 
4 
not reported 
nd reported 
nd reported 
nd reported 
ncl reported 
not reported 
not reported 
ncl reported 
rpb-> 
---------------------------------- ------------------------ ---------
02 15 subjects-"' drawn from decision performance (1 0) 1 nd reported ncl reported 
15 19 organlzattons, decision tlmll 2 ncl reported ncl reported 
15 aubjllcls -•e randomly nuntler of allernaiiWIS 3 nd reported not reported 
15 assigned to treatments decision confidence 4 not reported not reported -·--·--·-·-·------·-·· ---·-·---·-· -·-·--·-·-·--·-·-·--·- ·--·---·-·-·--·-·--·-· ---·-·-· ...................... --·-·--·-·· -·--·-·---·-· ·-·---·-·-·--·· 
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STD SEVIATION d SIZE COMPARISON COMPARISON p-VALUE --·-·--·---·-- --·-·-·--·-· -·-·---........................ --·-·-·--·-· ·--·--·-·-·---· ................................................. ·-·--·--·-·--·· ---·-·-·--·-·-·-·-·-·--·-·-
Gettys Moy & 0 Bar 
Golla' 00022619 0004745885 
2.207536846 -0 452993571 
!1776802681 0 742279118 
2172241813 -0 1115308217 
121848627 -0 899344308 
31558189 0 314848964 
0004745885 D1 D3 
04~571 
0 742279118 
-o 1115308217 
-o 899344308 
0314846964 
DSS vs no-DSS 
(D2YS D3) 
DSS vs no-DSS 
(DSS availability) 
not specKled 
chi square 
not reporled 
not reported 
not reported 
not reported 
not reported 
not reported 
0 00022 95% Quantlle-3 841 
NS cost utility 
not reported poattest queallonnalre 
not reported postlesl QUIIBiionnaJre 
NS 
cost utility 
posttest quesllonnalre 
posttest quMIIonnalre 
----- ------------------------------------ -------------- ------ -----------
--·--·-·---·-- ---·-----·· ------·----·-·-·-·- --·-·-·---· ----·-·-·-·--·· ·-·--·---·-- --........................................... ·---·-·--·- ............... -·----·-
Gosia' Green. and 
Hughes 
0.228085776 0.249543115 0249543115 
DSS vs no-DSS Fiest 
F-Iest 
Fiest 
Fiest 
not reported 
not reported 
225 
not reported 
not reported 
not reported 
0143 
not reported 
NS 
NS 
NS 
NS 
corrpared to what requested 
observallon 
observation 
reported by sub)ecls 
corrpared to what requested 
observation 
observation 
reported by subjeds ............................. ---·-----·-·-·-----·-·--·-·-·-·-·· ................... ·--·---·-·-·--·· -·-·-·----·-- ....................... ·-·--·-·----·· ·--·--·-·-·- ................................ . 
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STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
-·-·-·-----·- ·-·---·--- ----·--·· --·--·--·-----·-· ---·-·---·----·-·---· ··--·---·-·--·--·-·------·-·--·-----·-
Gettys Moy & O'Bar 
total .... 
size Is 12 
total sllfl1lle 
alzels 12 
naval 
olllcers 
naval 
olfklers 
nopeated ,_urea 
design 
nopeated measures 
design 
the p value lot' decision 
quality Is < 0 05 estimated 
tobe004 
the p value lot' decision 
quality Is < 0 05 estimated 
tobe004 
-·-·-·--·-·---·-·- ··-·-·--·----· -·---·-----·· --·--·--·--·-·--·-· -·--·-·--·-·--·--·-·---· ··-·----·-·--·-·-·---·---·--·--·---·--·--·--·-
Go&lar 
Hflllle elze 
ls43 
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Go&lar Green, and 
Hughes 
total~ 
size Is 43 
total~ 
slzels43 
saiMand 
marketing 
personnels 
sales and 
marketing 
pe~ 
2112112laclorlal 
deslgn(DSS 
availability x data 
level x DSS training) 
2112112 faclorlal 
deslgn(DSS 
availability x data 
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STUDY PUBLISHED 7 DOSIGDSS LAB/FIELD TASK TYPE TASK NATURE LONGITUDINAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES 
-·-·-·---·-·--·-·- -·-·- IIIII I 11111111111 ·- -------·-·--· --·--·--·--·-·-·-·---· .................................. ··--·-·-·-·---·-·-· ·--·----·-·-·-·· ·---·-·--·-·-· ·--·-·--·---·-
Goul 
1985 dlssertaltcn 
OSSwlh rule 
biBe 
DSS with rule 
'-" 
OSS with rule 
base 
labexp to 
study the effect 
of DSSon 
strategic plamlng 
decision naklng 
labexp to 
study the effect 
ol DSSon 
atraleglc planning 
dedslon rmklng 
labaxp to 
study the lllfec:l 
of DSS on 
etraleglc plamlng 
decision making 
oostructurd 
high difficulty 
task 
unstructurd 
high difficulty 
task 
unstructurd 
high difficulty 
task 
a corporate audK 
phase olthe 
strategic planning 
process 
a corporate audH 
phaseolthe 
strategic planning 
process 
a corporate audl 
phaseolthe 
strategic planning 
process 
onecaae 
bulcanu ... 
the cofl1>Uier 
11101e than 
onetime 
onecaae 
but can use 
the conputer 
more than 
onetime 
one case 
but can use 
the cofl1>Uier 
more than 
onetime 
lnlellgenoe 
phase 
(problem 
finding) 
Intelligence 
phase 
{problem 
finding) 
inleUigenoe 
phase 
(problem 
finding) 
OOIT.,uterlzed 
OSSwtth 
~erule 
biBe 
computerized 
OSSwtth 10% 
subset of the 
rule base 
no-DSS 
-·-····--·-·-·---·- -·-·-- ··-·-·--·-·-·- -·-·-·-·-·-·-·--·· ........................................ --·-·-·--·-·-·-·-· ··--·-·-·-·--·-·-·-· ·--·-·-·--·-·-·-- ·--·-·-·---·-- ·--·-·-·-·--·-·-
Gou~ Shane 
and Tonge 
Gray, P 
1986 pubhhed 
1986 published 
1983 conference 
proceedings 
oss 
knowledge-based 
oss 
oss 
knowledge-based 
DSS 
GDSS Includes 
IFPS a rational 
data base manager 
and a long range 
planning system 
lab 
lab 
labexp 
lflllre&Sion 
unstructured 
unstructured 
serri structured 
straleglc planning 
strategic planning 
equipment replacement 
COfll)anY reorganization 
financial pohcy new 
rellnery contruct10n 
one period 
one period 
3 periods 
problem 
finding 
stage I 
problem 
finding 
stage I 
00fi1)Uierized 
DSS with 
complete 
knowledge 
base 
computerized 
DSSwlth 
a 10%subsal 
of the OOfT1'-
Iete KB and 
no-DSS manual 
oomputerized 
GDSS 
-·-····--·- ............................................................................ ····- ......................................... --·-·-·-·-· ...................................................... ·--·-····---·-·-· ·--·-·-·-·· -·-·-
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STUDY INDP VAR 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·-·-·-·--·-------- -·---· -·-·--·-·-·---·-·-·--· ·-·-·--·-·-·--·-·-·---·-· --·-·--· -·-·---·- --·----·-·· ....................... -·-·--·-----
Gout D1 22 lubjeds _ ... randomly ldently alralegy delennlnan1s 1 1638363638 0828221235 0885950413 
22 assigned to one d ldentMk:allon d opportunities 1 2 818181818 11134044211 1239669421 
22 three groups lden!Micallon of problems 1 2Z12727273 1 094690418 1198347108 
22 lden!Micallon of crisis 1 05 0 941468872 0886363638 
21 evaluation of prllllOS"d plans 3 8 1523809524 2 9214974!!8 8535147384 
21 satisfaction with the system 9 414285n42 0 773717943 0 598639456 
22 perceived ~ulness d syslem 9 3883836364 0893833524 0481404959 
22 perceived difficulty of use 9 25 0 841468872 0886363638 
22 reported lime of use 2 87.45454548 302000561 9120433884 
22 perceived lime length d use 2 29090901109 1 202614232 1446280992 
19 subjects - randomly ldently strategy delermlnenls 1 315788474 0 729284551 0 531855956 
D2 19 assigned to one al ldentMicallon of opportunities 2 789473884 167265n48 2. 797783934 
19 tlvee groups ldentWicallon ol problems 1 1 578847368 0 815384915 0664819945 
19 ldentlllcallon of crisis 1 0 388421053 0 58133479 0337950139 
17 evaluation of prllllOS"d plans 3 7058823529 2 071390219 4290657439 
18 satisfaction with the system 9 3 555555555 1 165343185 1358024691 
18 percelwed helpfulness al system 9 3 222222222 0 974996043 0950617284 
18 perceived difficulty of USII -9 2444444444 0 895808417 0802469136 
19 reported time of USII 2 8744736842 38 98005385 1519444598 
18 peroelwed time length d use 2 1668686668 0 816498581 0666666667 
------------------------------------ ---- ---------------------- ---------
03 10 subjecls _,.. randomly 
10 assigned to one d 
10 11vllll groups 
10 
10 
ldently alralegy detenninan1s 
ldentlllcallon ol opportunhles 
ldentlllcallon of problems 
ldentMicllllon ol crisis 
evaluation of prllllOS"d plans 3 
09 
33 
25 
04 
74 
0 538516481 
1 004987562 
1 024895077 
0663324958 
2244994432 
029 
1 01 
105 
044 
504 -·-·--·-·-·--·-·- ··-·--·-- - --·-· -·-·-·-·-·--·-·-·-·--·-· ·-·-·-·--·-·-·--·-·-·-·-·- .............. -·-·-·--·-·-·- --·-·-·----·· ·---·-·-·--· .......................... . 
Gou~ Shene D1 18 random assignment ol qually d dedalon f'eanlonr > 0.284283851 
end Tonge 18 subjecls to groups opportunMills recognized 3 Pearson,.> ..0065177273 
18 problems recognized 3 Pearson,.> 0298151355 
18 crises recognized 3 Pearson r··> 0 03Bil290 14 
18 proposed plan of action 3 Pearson r ·> 0343914122 
D2 34 rendom assignment ol quatly d decision 1 
34 subjects to groups opportunKies recognized a 
34 problems recognized a 
34 Nc•17+17 crises recognized 3 
34 prllllOS"d plan of action 3 
.............................. ··---- .................................................. _ ............................................. --·-·--· -·-·---·-·- ------·-·-·· ................. _. ·-·-·--·-·-·-·-·· 
Gray P G1 13 depth of analysis 
task oriented communication 
no statistical 
data pr0111ded 
-·- -·--·-·-·--·-- ··--·-·· -·-·-·-·--·-· -·-·--·-·----·-·-·---· ·--·-·--·-·-·--·-····-·--·-· --·-·--· .......... --·-·- . ·-·-·-·--·- .... ·-·--·-·-·-·-· -·-·---·-·-·-· .. 
STUDY 
Goul 
Gou~Shane 
and Tonge 
Gray P 
WITHIN GROUP 
STO SEVIATION 
0 784110894 
1.399571076 
0.9757!111085 
079571191188 
2578508757 
0973411184 
0.831453989 
0921320729 
34 53089084 
1047619283 
0871741992 
1.483865208 
0890625228 
0609890776 
2135514188 
EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE 
d SIZE COMPARISON 
040883nB7 
0 02051:!094 
0 711018318 
0185347985 
0 581115:!422 
0803338418 
0 771438724 
0080299809 
0 579399382 
1 185950147 
0818971984 
-0 344051679 
-1 034184084 
-0 051770037 
-0 15978315 
D1D2 
0326428545 
0 5811152422 
0 438158411 
088267477 
------ --------------· 
0 753103771 
1082020807 
1074170832 
0.867441379 
2 7295!10599 
0.811170288 
-0 1348261115 
0843818353 
0080093074 
0754909481 
0938108499 
-0 344261317 
-0 232919138 
0125864489 
0435837001 
1 514348001 
-0 2684150574 
1 6150114184 
0157581689 
2.257447001 
0121897626 
0435837001 
D1-D3 
1 514346001 D1-D2 
0949873075 
TREATMENT 
COMPARISON 
luiiDSS ... 
partial DSS ... 
ncH>SS 
STATISTIC STATISTIC VALUE 
MannWhlney 
Mann Whitney 
oboiiMICI z values 
one-taled test 
58 
58 
58 
58 
58 
205 
-047 
215 
028 
248 
SIG LEVEL 
p-VALUE 
NSIIIOO!! 
NS aiD 011 
NSa1005 
NSal005 
NSal005 
DIRECTION 
NS 
NS 
NS 
NS 
NS 
0 0202 slgnllcant + 
06808 NS 
0 0158 slgnNicant+ 
03879 NS 
0 0088 slgnHicant + 
Increase with GOSS 
Increase with GDSS 
MEASUREMENT 
CllfTliMid to expert's 
corrpaNCI to expert's 
corrpaNCI to expert's 
corrpared 1o expert's 
evalualed by Instructor 
posllest questionnaire 
posHest questionnaire 
posllest questionnaire 
posHest questionnaire 
posHest questionnaire 
corrpaNCI to experts 
CllfTl)Mid to e>cpert'a 
corrpaNCI to expert's 
corrpaNCI to expert's 
evaluated by Instructor 
posHest questionnaire 
posHest questionnaire 
posHest questionnaire 
posHest questionnaire 
posHest questionnaire 
corrpaNCI to experts 
corrpaNCI to expert's 
corrpared 1o e>cpert's 
co..,.ared 1o expert's 
evaluated by Instructor 
lrrpresslon 
lrrpresslon 
-·- -·--·-·- --·-·· ---·-·-·--·-·· -·--·--·-·-·-·--·-·-·--·-·· --·-·-·--·-· ·-·-·---·-·-·-···· ·-·-·-·---·-·--· ...................... ·-·--·-·-·--·· ··--·-·-·-·--·- ............ -·-·--·-·-·-
sruov 
Goul 
Gou~Shane 
and Tonge 
Gray, P 
GROUP 
SIZE 
total ..... 
elzels 51 
total ..... 
size Is 51 
total ..... 
alzels 51 
4 
SUBJECTS 
senior level 
atudents 
senior level 
atudents 
students 
oocecutlve 
MBA 
atudents 
DESIGN 
Independent groop 
""perlmental design 
Independent gro'4) 
1111perlmenta1 design 
Independent groop 
oocperlmental design 
3 Independent 
treatfl'lllllls 
3 Independent 
treat menta 
no design available 
because there Is no 
control gro'4) 
REMARKS 
the means and standanl 
deviations are calculated 
lfom the •- data ol the 
atudy and are not avaDable 
In their pn1011nt form 
the means and standanl 
deviations are calculated 
from the •- data ol the 
atudy and are not available 
In their present form 
non-parametric stallstlca 
w.e used because of the 
ordinal nature of the data 
Total sample • 52 studenta 
average taken lor treatments 
non-parametric stallatlca 
-e used because ol the 
ordinal nature of the data 
Total sample • 52 students 
average taken lor treatments 
there Is no statistical 
data reported 
group size IS not oontrolled 
CODING REMARKS 
the last five 
variables are 
Interpreted from 
the queatloMalre 
(1. e want to use 
the program again 
Is Judged to be 
equlvelant to 
satisfactiOn with 
the system) 
the last five 
variables are 
Interpreted from 
the queatlonnalre 
(I e want to use 
the program agaln 
Is judged to be 
equlvelant to 
satisfaction with 
the aystem) 
the no-DSS and the 
10% of KB groupe 
were oorrblned as 
a control group 
10% of KB group 
Is used as a 
as second control 
gro'4) with no 
Hawthorne effect 
DECISION AID FEATURES 
-·-·-·--·-·-·--·-·-· ··-·-·--·-·-·-·--·-· -·-·--·-·-·--· -···-·-·--·-·-·-·--·-· .............................................. ---·--·-·-·-·-·--·--·-·-·--·-·-·--·-·-·-·--·-·-·--·-
-·-·---·-------- ··-----·-----·--·--·· -·---·-·-·--·-·-·-·--·-· -·---·-·--·--·-·-· ··---·-·-·--·-·---·-·---·-·-·· ·---·-·---·-- --·-·-·-·--·-·-
sruov PUBLISHED? DDSIGDSS LAB/FIELD TASK TYPE TASK NATURE LONGITUDINAU DECISION PHASE 
CAOSSSECTIONAL 
INDEPENDENT 
VARIABLES --·---·-·--- ---- ------- -----·-·-·--· ·-·----·-·--·-·---·-· ---·-·-·--·--·-· ··----·-----........................... ·---·----·---·--·-·-
Hansen and Messier 1986 pubbhed 
1986 pubhhed 
Hardaway 1988 dluet1atlon 
1988 dluet1atlon 
DSS(.,..,..n system) 
called EOP XPERT 
DSS(.,..,..n system) 
called EDP·XPERT 
oss generatot 
(lolu. 1-2-3) 
DSS generator 
(lolu. 1-2-3) 
lab exp to lnWISIIgate 
the ellects of EOP EXPERT 
on the auditing 
rellabi!Riea at 0Cli11)Uier 
audit lfl8Ciallsts 
lab exp to lnWISIIgate 
the eHects ol EOP EXPERT 
on the audftlng 
rellabiiRiea ol corrputer 
audit specialists 
labexp to 
1eat the ellec:l 
of OSS usage on 
on Individuals 
performanoe and 
lab exp to 
teat the ellec:t 
ol DSS usage on 
on Individuals 
perfmmanos and 
stress 
seiTi-structured 
high difficulty 
task 
seiTi-structured 
high difficulty 
task 
structured 
low task 
diHicufty 
structured 
low task 
diHiculty 
audftlng to make 
Judgmenla ooncemlng 
the reHabllltyol 
controls In advanced 
corrputer envlroniT'IIInts 
audftlng to make 
Judgments ooncemlng 
the raDablllty of 
controls In advanosd 
corrputer envlroniT'IIInls 
a case ol 2 products 
to determine their 
selling prioss and 
advertising budget 
a case at an optimal 
a case ol 2 products 
to determine their 
seiUng prfoes and 
adwortlstng budget 
a case of an optimal 
ans_, 
onepsrlod 
(presystem and 
poatsystem 
1ests) 
onepsrlod 
{Pnleyatem and 
poatsystem 
tests) 
one session 
one session 
problem 
finding 
problem 
finding 
problem 
solving 
problem 
solving 
~ 
DSS(ES) 
poatteat 
no-OSS 
preleat 
manualOSS 
-·-·-·--·--·---- --·-- -----·-- --·--·--·--·· ·-·---·----·---·--·- -·--·-·-·--·-·-·-- ··--·-·----·-·-·-------·· --·---·--·-·- ·----·-·--·--
Heminger 19119 dlsserlallon GDSS field teat unatructurd ldaa ue-atlon 16perlods problem GOSS 
general purpose corrplex (brain stooriTing) fomulallon poattest 
prooesaorlenllld ldaa Olllanlzallon and solution 
(Unlv ol voting for finding 
Arizona) strategic planning 
19119 dissertation GDSS field teat unstructurd ldeagenerallon 16perfods problem GOSS 
general purpose oomplex (brain stooriTing) fom.llallon pretest 
prooess orlenllld ldaa Of98nlzatlon and solution 
(Unlv of voting for finding 
Arizona) strategic planning 
-·-·-·--·-- --·-- -·-·-- ··--......... -·- -·-·-·-·--·-·---·· ·-·-·--·-·-·---·-·-·--·-· -·--·-·-·----· ··--·---·--·---·--·--·-·· ·--·-·-·---·-- ·--·---·--·-·-
-·-·-·-· ... ·---·--·-·--·-- -·-----·--·----·-·-·-·---· .................................................................................................................................... ·-·----·-·· 
SllJDY INDP VAR 
CODE 
CEUSIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION --·--·-·-·--·-·---·-·-- -·--------·-·-·-·-·-·--·- ........................................... ---- ... -·-···--·--·- --·-·-·--·-·· ....................... ·----·--·---· 
Hansen and MMOler 
Heminger 
01 
D3 
D1 
02 
G1 
17 sanple waa nol random 
17 
17 
17 
17 sanple- not random 
17 
17 
17 
38 random aslgnment 
38 al s.mjecls to 
38 lreatmenlo 
38 random alignment 
38 al s.mjecls to 
3811Umen!s 
405 subJeds- selected 
438 by the firm 
435 
426 6 average 
426 8 average 
426 8 average 
rellabiiMy of supervisory control 
reliability of prooesslng control 
reliability of Input control 
reliability of OtApul control 
reliability of supervisory control 
reliability ol processing control 
rellabi!Hy of Input control 
reliability of output control 
declslonquaiHy 
declalon confidence 
transient psychological stress 
declalon qually 
declolon confidence 
transient psychological stress 
pen:elved decision quality 
Idea a-atlon 
Identifying key Issues 
sallslac:tlon wllh process 
efficiency 
decision time 
-1 
1 
-1 
-1 
1 Pearson r 
4 Pearson r 
17 PeaJSon r 
1 
4 
17 
1 
3b 
3a 
8 
2 
2 
19529 
15588 
24412 
14 708 
38178 
22941 
37941 
20882 
0009 
0361 
0214 
4143 
4265 
4143 
4109 
3948 
0 75 
1802 
1413 
20926 
12.184 
2338 
12.255 
21765 
11408 
1 217374223 
1003992032 
111781036 
1117139204 
1 08309741 
0 978927985 
324 7204 
1998589 
437.897478 
148449856 
5458896 
150 185025 
473 715225 
130096838 
1482 
1008 
12495 
1248 
11731 
09583 
G2 405 subjec:ts -re selected perceived decision quaiHy 3 817 0 8865e641 0 786 
438bythellrm ldeag-lon 3b 3945 085498538 0731 
435 ldentltylng key Issues 3a 3 91 0 678358092 0 786 
426 6 average sallslac:tlon wfth prooess 6 nell reported nol reported nol reported 
426 8 average efficiency 2 no1 reported no1 reported no1 reported 
426 6 average decision time 2 3 2 3 05597n49 9 339 -·-·-·--·--·--·------- -·---·-·--·- --·--·----·-·--·---· ·-·-·-·--·-·---·-----· ----·-· -·-·----·- ---·----·-·· ---·-·--·-· ·-·----·---·· 
-·-·-·--·-·--·-- -·--·· --------·-·-·--·-·· --·-·-·--·-· ·-·-·----·-·--·· .......................... ··-·-·-·--·- "' ·-·--·-·-·--·· ··----·---··-·-·--·-·---·-·-·-· 
STUDY WITHIN GROUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE TREATMENT STATISTIC STATISTIC VALUE SIG LEVEL DIRECTION MEASUREMENT 
STD SEVIATION d SIZE COMPARISON COMPARISON p-VALUE --·-·--·-·-----·---------·--·-·-·-·-·-· --·-·-·--·-· ·-·-·---·-·-·-·· -·-·-·-·-·-·--· ··-·--·--·-·-- -·--·--·-·--· ··--·-·-·--·-··-·-~--·----·-· 
Hardaway 
20861511753 
13.225711888 
21 3496211!1 
1180141288 
~ 1!11!1745!12 
~ !1551160118 
~ 83361111041 
~52332717 
0018 
0722 
~428 
D1 D3 
0627737$ 
0 018 D1 D2 
0722 
-0428 
DSS VII posllest 
DSS VII 
manual 
cormlallon 
F test. elf • 1 71 
Ftest.elf•171 
F test, elf • 1,71 
0646 
0407 
0494 
0266 
0 01 
1054 
862 
p<005 
p<O 10 
P<005 
NS 
slgnlloant + 
slg+aiO 10 
slgnNicant + 
NS 
0 9158 NS 
0 0018 slgnWioant + 
0 0049 slgnNI.:ant + 
structured oboelvatlon 
structured oboelvatlon 
structured obaefvatlon 
structured observation 
dlrecl obeervallon-pRIII 
poatteet quetlonnalre 
pm & post questlonnalm 
---- ----------------------------------··----------------------· ·----------· 
dlrecl obeefvatlon-profl 
posnest questionnaire 
pra & post questionnaire 
-·-·---·--____ ,_ --·-·-·-·--·-·-·--·---·-·---· ·---·-·-·-·-·· ·-·--·---·---· ·---·--·-·-·· ·---·-·--·· ----·--·---·-·--·-·-·-· 
Hllllllnger 1.319834072 0 247000748 0 247000748 G1-G2 poatteet (GDSS) not reported not reported SIG slgnNicant + 
1165378018 0 274589013 ,. not reported not reported SIG slgnNicant + 
1254914798 0185669978 0230129494 pnllesl (manual) not reported not reported SIG slgnKicant + 
not reported not reported SIG slgnHicant + 
not reported not reported SIG slgnHicant + 
2828985834 ~886034736 0 1166034736 not repor1ed not reported SIG algnNicant + 
------- ------------- -----------------------~·---------------·------
post -wn questiMalre 
post ISSSion questlnnalre 
post ISSSion questlnnalre 
post session questlnnalre 
post-ISSSion questlnnalre 
actual 
---------· 
post session quetiMalre 
post session questlnnalre 
poatiSSSion questlnnalre 
post session questlnnalre 
post session questiMalre 
estimaled by the group -·----·--·-·-- -·--------·-·----·--·-·-·--·· ----·--·- ·-·-·------·-·---·-·------·-·--· --·-·---·-·· ----·--·--·· ··--·-·--·---··-·-·-----·---·-·-· 
-·-·-·--·--·--·-· --····················- ----·---·· --·---·-·---·-· ---·-·---·--·-·--·-·-·-- ........................... --·--·----· ... ---·----·-·---
STUDY GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
-·-·-·----·---· .... ·-·-----· -·--·---·· ---·--·-·-·---·-· ---·-·-----·---·-·--· ··--·--·-·---·-·-·-·------·-·-·----·-----·--
Hansen and Meealer 
tatal..,.. 
alze 18 17 
pre and post teat 
lor one group 
the data reported Is the 
abaolute dllerence belwMn 
the postle9t (or pretest) Mel 
the system solution 
-- -·--·-·-·-- ... ·-·-·-----·--· ---·-·---·· --·-·-·--·-·---·- -·--·-·---·--·-·----·--· ··-·---·-·---·-·-·---·-·--·-·-·--·-·-·-·--·-·-·-
Hardaway 
total • .,..,.. 
size Is 72 
MBA students 2 Independent 
groups 
oonputer experience has 
Pearson r al 0 139 wlh 
decision quaUty and 
0 248 with dec confidence, 
lotus experience has r of 
~ 05 and 0 303 respectively 
the controlled 
variables are 
cognHiva style, 
experience with 
C0!1lluler& and lotus 
trait stress & task 
----------------- ---------- ------------- _..:;._ ___ ---------------------
tolal..,.. 
size Ia 72 
MBA students 2 Independent 
groups 
ool'f1)Uier experience has 
Pealson r o1 ~ t 39 wlh 
decision quality and 
0 248 with dec. confidence, 
lolus experience has r ol ' 
~ 05 and o 303 respectively 
lhe oontroUed 
variables are 
cognitive style, 
experience with 
col'f1)Uiers and lotus 
trait slress & task ---·--·-·---·-·-· ··-·------·- -·-·--·--- -·-·-·-------· -·---·--·--·---·-·--· ··-·-···-·-·-·---·--·--·--·--·-·--·-·-·-·-·-·---
Heminger 77. 
total earrpe 
size Ia 438 
71 
total..,.. 
slzela436 
one grot.p 
pretest and 
posllesl 
one grot.p 
pretest and 
posllesl 
Thl!lre was no demographic data 
ooltected on the participants 
Also there was no lnforrratlon 
coHecled on the manual 
group(control group) 
Thl!lre was no demographic data 
collected on the part~s 
Also there was no lnlorrratlon 
oollecled on the manual 
group(controt group) 
saJI1)Ie and 
lrealments are 
not randomized 
-·--·--·-·---·-· ··--·---·---· -----·--· .-·-·-·-·-·--·--·-· -·--·-·---·-·--·---·-·--· ··--·---·--·-·------·--·-·-·--·-·--·--·-·---·-
-·-·---·----·----- -·-·-----·--·---·----·-·· ··-·-·---·-·--·-·--·--·-· ··-·---·---·--· -·--·--·--·-·-·--· --·-·--·-·--·· ............................................... .. 
STUDY PUBUSHEO? DOSIGDSS LAB/FIELD TASK TYPE TASK NATURE LONGITUDINAU DECISION PHASE 
CAOSSSECTIONAL 
INDEPENDENT 
VARIABLES -·-·---------·-·--·---·----· ----·---·-- ··-·----·-·-·---·- --·--·--·--·--·-· --·--·------· .......................... ·-·--·-·--·-·-·· ·-·--·-·-·-·-
Hiltz Johreon, and 
Agle 
1978 u,...ublshed 
1978 urpubllahed 
1978 urpublished 
GCSScatled 
EIES 
GCSScallecl 
EIES 
GCSScalled 
EIES 
lab exp to examine the 
effect ol rrode ol 
conmunlcatlon on the 
group decision process 
lab exp. 1o examine the 
effect of rrode of 
conmunlcatlon on the 
group decision process 
unstructured 
COI11)1ex tasks 
unstructured 
COI11)1ex tasks 
human relations 
problems with no 
dear solution or 
answer 
human relations 
problems with no 
dear solution or 
MSWBr 
lab exp 1o examine the unstructured human relations 
effect of mode ol COI11)1ex tasks problems with no 
communlcallon on the dear solution or 
group decision process answer 
one period 
per a problem 
one period 
per a pr<blem 
one period 
per a problem 
solution 
finding 
solution 
finding 
solution 
finding 
c:<>rrpU!erized 
conferenclng 
(CC) 
cc with 
private or 
anonymous 
comrrunlcallon 
no-GDSS 
(face to-
face) 
-·----·-·-·--·-·- -·-·- -----·--- .............................. ··-·-·--·-·---·--·-·---· .............................. -·--·-·-·--·-·--· --·-·----·-·· ·--·---·----·-·· ---·-·-·--·-
Hiltz Johnson 1982 unpublished GOSS a slrrpiHied field experiment to strudured survival problem 
and Turolf v.slon of the lest the lrrpact of GDSS technical or •Lost In tho Ardlc" 
Electronic and leadership on decision lnlormatlon with 1511emsto be 
Information effectiveness and process exchange task ordered aooordlng to 
Exchange System A slrrple rank their relallve 
(EIES) ordering problem lrrporlanoe 
1982 urpubllshed GOSS a slrrp!Hied field experiment to strudured survival problem 
-slonofthe lest thelrrpact ol GOSS technical or •Los! In tho Arctic" 
Electronic and leadership on decision Information with 15 ftems to be 
Information elfecllveness and process exchange task ordered aOCOidlng to 
Exchange System A slrrple rank their relative 
(EIES) ordering problem lrrporlanoe 
1982 unpublished GOSS a slrrpllled field experiment to strudured surviVal problem 
version of the test the lrrpact ol GOSS technical or •Lost In tho Arctic" 
Electronic and leadership on decision Information with 15 Hems to be 
Information effectiveness and process exchange task ordered according 1o 
Exchange System A slrrple rank their relallva 
(EIES) ordering problem lrrporlanoe 
1982 unpublished GOSS a slrrpiMied field experiment to strudured survival problem 
version of the test the lrrpact of GOSS technical or •Lost in the Ardlc" 
Electronic and leadership on decision lnlormallon with 15 Items to be 
Information effectiveness and process exchange task ordered according 1o 
Exchange System A slrrple rank their relative 
(EIES) ordering problem lrrportanoe 
one period 
one period 
one period 
one period 
solution 
finding 
solution 
finding 
solution 
finding 
solution 
finding 
computerized 
GDSS 
with human 
Ieeder 
no-GDSS 
lace-to-face 
with human 
leader 
computerized 
GDSS 
with no 
human leader 
no-GDSS 
faoe-to-lace 
wllhno 
human leader 
-·-·---·-·-·--·-·- -·-·--· -·--·-·--·· ·-·-·---·-·-·--·-·· ··-·-·--·-·--·-·--·--·-· ··---·-·-·--·-·-·-· -·--·-·-·--·-·-·--· --·--·--·-·-·-·· ·--·-·-·-·--·-·-·· ·---· ·-·--·-
-·--·---·----· ---·-- ----- -·--·---·-·-·-·--·-- ··-·-·--·--·--·--·-·--·-·· ·---·-- ··-·-·--·-·-·---·-·---·-·--· ··-·---·--·· -·---·-·-·--·-
STUDY 
Hlllz JohMon. and 
Agle 
Hiltz Johnson. 
and Turoll 
INDP VAR 
CODE 
G1 
G2 
G3 
G1a 
G3a 
G1b 
G3b 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
211 subJeds- not 
211 randomly assigned to 
.,.,...,. or lntalment 
conditions 
211 aubjecls- not 
211 randomly assigned to 
groups or treatment 
conditions 
211 subjllds- not 
20 randomly assigned to 
groups or treatment 
oondftlons 
30 no random ..,..,le, no 
30 random astlgnment to 
30 .,.,...,. no OOI'I'fllete 
30 random asllgnment of 
30 subjects to oondftlons 
30 noranckm~,no 
30 random assignment to 
30 groups, no~~~ 
30 random assignment ol 
30 sub)ects to oondftlons 
30 no randonualt1>1e, no 
30 random assignment to 
30 groups, no oorrplete 
30 random assignment of 
30 subJects to oondftlons 
30 no random 181t1>1e, no 
30 random assignment to 
30 groups, no oorrplete 
30 random assignment of 
30 subjects to oond~lons 
degree ol oonsensus 
Inequality ol participation 
degree of oonsensus 
equaBly of partlc'*lon 
degree of oonsensus 
equality of partlc""'lon 
decision quality 
level ol consensus 
amount of communlcallon 
aallsfactlon with decision proc:ess 
equality of partlc'*lon 
decision quality 
level of oonsensus 
amount of oonmunlcatlon 
aallsfactton with decision proc:ess 
equality of parl""""lon 
decision quality 
level ol oonsensus 
amount of oornmunlcatlon 
sallafactlon with decision process 
equality of ~lon 
decision qualty 
level of oonsensus 
amount of oorrmunlcallon 
saUslactlon with decision prooess 
equality of partlc'*lon 
DEP VAR 
CODE 
8 
7 
8 
-7 
8 
-7 
1 
8 
13 
6 
7 
1 
8 
13 
6 
7 
1 
8 
13 
6 
7 
1 
8 
13 
8 
7 
RELIABILITY MEANEFFECT STANDARD 
05 
not reported 
not reported 
not reported 
354 
0956 
16.2 
not reported 
not reported 
341 
0997 
202 
not reported 
not reported 
385 
0 91155 
16.5 
not reported 
not reported 
35.7 
09595 
218 
not reported 
not reported 
DEVIATION 
05 
not reported 
0 
not reported 
0 
not reported 
not reported 
0049 
not reported 
not reported 
not reported 
consensus - > 
not reported 
0007 
not reported 
not reported 
not reported 
not reported 
0012 
not reported 
not reported 
not reported 
not reported 
0067 
not reported 
not reported 
not reported 
VARIANCE 
025 
Z score • 2 054 
0 
0 
rpb-> 
rpb-> 
rpb-> 
0 002401 
rpb-> 
0000049 
rpb-> 
0 000144 
0 004489 
-·-·-·------·-- ----·---· ----·--· ·--·-·-·--·-·-· -·-·-·-·--·-· ··-·--·-·-·-·--· -·-·-·-·---·--· ·--·-·-·--" .. -·-·---·-·--·- --·-·-·---·-· 
STUDY 
Hiltz Johnson, and 
Agle 
Hiltz Johnson 
andTuroH 
WITHIN GROUP 
STD DEVIATION 
0353553391 
Peanlonr-> 
0 
0353553391 
0041134503 
0043138582 
0231958678 
0035 
0015942794 
0166391775 
0024348894 
0048130032 
EFFECT SIZE 
d 
·1 414213562 
0 211517028 
0 
·1 414213562 
0082269007 
0 086277164 
0412934104 
1171428571 
0031622777 
0 334664011 
0 048304589 
0 540203254 
ADJUSTED EFFECT EFFECT SIZE 
SIZE COMPAR~ON 
·1414213562 G1-G2 
0 573590029 (G1+G2)-G3 
0 G2-G3 
·1 414213562 G1-G3 
-0 082269007 G1/G3 
-0 0862n164 G1/G3 
-0 472934104 G1/G3 
-1171429571 G1a/G3a 
o 031822777 GDss·~eac~er 
-0 334664011 (G1a/G3b) 
-0 048304589 
0 540203254 G1b/G3b 
TREATMENT 
COMPARISON 
COfTl>Uierlzed vs 
1_.1o-lace 
COITITIUnfcallon 
GDSS vs no-GOSS 
GDSS avallablllty x 
leadership 
STATISTIC STATISTIC VALUE 
Mann Whiney 
F-Iest 
F test 
2 
02 
0.22 
6 71 
not reported 
not reported 
003 
336 
007 
not reported 
not reported 
SIG. LEVEL 
p-VALUE 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
DIRECTION 
0 05 significant + 
NS 
064 NS 
0 02 significant 
008 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
·------------------- ------
.............................. -·-·--·-·-·-·-· -·-·--··· .. ·· ......................................................................... -·-·-·-·--·-·-·- ·-·-·--·---·- ................................................... . 
-·-·-·--·--·-·-·-·-·--·-·-·-·-·---·· ----·-·---·---· --·-·-·---·-·· ··-·-···-·-·-·--·-·-·· ·----·--·-·-·-·-·--·· - ··-·--·--·--·-- ·-·-·------·--·-·-·· 
STUDY 
Hiltz Johrson, and 
Agla 
Hiltz Johnson 
and Turolf 
MEASUREMENT 
obselvatlon 
nu!Tbor cl oommenta 
observation 
number of comments 
observation 
number cl comrnonts 
COITpiii1ICI to a"'**a' 
Kendall's coel cl conlleMUS 
nu!Tbor cl comments 
poottest questlonnal,. 
no cl comments per person 
COI1'plll8d to experts 
Kendars 0081 cl con~ensus 
number cl oomments 
posttest questlonnal,. 
no cl comments per person 
cofTll8l1ld to axpetls 
Kendall's 0081 cl consensus 
number cl comments 
poottest questlonnal,. 
no cl comments per person 
COI1'plll8d to experts 
Kendal s 0081 cl consensus 
number cl comments 
posttest questionnaire 
no cl comments per person 
GROUP 
SIZE 
total S8rr1lle 
size Is 60 
total~ 
size ls60 
5 
5 
5 
5 
tdaJ ll8lqlle 
ls120 
5 
total.....,re 
Is 120 
5 
total sarJ1)1e 
Is 120 
5 
total sarJ1)1e 
Is 120 
SUBJECTS 
students 
students 
students 
~ 
(manageno and 
prrlesslonals) 
~ 
(managers and 
prrlesslonals) 
~ 
(managers and 
prrlesslonals) 
employees 
(managers and 
prrlesslonals) 
DESIGN 
th- Independent 
groups 
th- Independent 
groups 
three Independent 
groups 
2 x 2 factorial 
design, six groups 
per condllon 
2 x 2factorlal 
design six groups 
per condRion 
2x2factorlal 
design six groups 
per conddlon 
2 x2factorlal 
design six groups 
per condRion 
REMARKS 
the lower the SCOf& the 
betfllr the quality for 
con~ensus 1· total oonaensus 
0 • no consensus 
the lower the SCOfe the 
betfllr the quallly, for 
conHnsus 1· total consensus 
0 • no ooreensus 
the lower the SCOfe the 
betler the qual~y, for 
consensus 1• total consensus 
0 • no consensus 
the lower the score the 
better the quallty, for 
consensus 1. total consensus 
0 • no consensus 
CODING REMARKS DECISION AID FEATURES 
privata messages- not 
alowed, no pen nama or 
anonymous entries _,. 
permlltad 
private massages -ns nol 
allowed, no pen nama or 
anonymous entries _,.. 
permitted 
privata messages -re nol 
aHowed, no pen name or 
anonymous entries _,.. 
permitted 
privata messages _,.. no1 
allowed, no pen nama or 
anonymous entries _,.. 
permitted 
..... _. ...................... -·--• -----e--_ _._ ................... ··--·--·-·-·-- .............................................................. ,. ....................................... _.. ................................................ .. 
STUDY PUBLISHED? DDS/GDSS lAB/FIELD TASK TYPE TASK NATURE LONGITUDINAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES --·-·---·-·---·- -·-·--· -·---- -·--·--·-·-·--·-·· ·--·---·-·--·-·-·-·--·-· ··-·--·-·---·--·-· -·--·-·---·--·-· --·-·-·--·-·-·· ·--·-·-·-·--·-·-·· ·-·--·-·---·-
Hiltz Johnson, 1980 u...,ubhhed GOSS,uaesa 
Arnovltch and Turoll done In 11180, language called 
plbilahed In 111112 INTERACT 
and 1986 
1980 piAiflehed GDSS 
done In 11180, 
pt.bllahed In 111112 
and 1986 
1980 plbilehed GDSS 
done In 11180 
plotlllahed In 1982 
and 19118 
1980 plbilshed GOSS 
done In 11180. 
pl.tlllahed In 1982 
and 1988 
lab exp. to examine the 
elfecls of GDSS on 
decision outcome and 
process 
lab exp to examine the 
elfec:ts of GDSS on 
declslcn outcome and 
process 
lab exp. to examine the 
elfeds of GOSS on 
decision outoome and 
process 
lab exp. to examine the 
elledso!GOSSon 
decision outoome and 
process 
structured 
technical or 
Information 
exchange task, 
a~xrank 
ordering problem 
structured 
technical or 
lntormatlon 
exchange task, 
a complex rank 
ordering problem 
unstructured 
social-emotional 
task, K Is a 
medlum-cof1111ex 
value-laden 
problem, no single 
correct an-
unstructured 
social-emotional 
task,~ Is a 
medlum-cof'l1llex 
value-laden 
problem, no single 
correct-
survival prob'-n 
"Lost In the Arctic" 
with 15 ftems to be 
ordered according to 
thelr relative 
importance 
survival problem 
"lost In the Arctic" 
with 15 ftems to be 
ordered according to 
lhelr relative 
irf1x>rtanoe 
to decide how to 
motivate and control 
employees In "The 
Forest Ranger" task 
In which the forest 
Ia bumlng whRe the 
leaders seek doninanos 
to decide how to 
rrolivate and control 
employees In "The 
Forest Ranger" task 
In wh1ch the torest 
Is burning while the 
leaders seek doninanos 
one period 
one period 
one period 
one period 
problem 
solving 
stage Ill 
problem 
solving 
stage ill 
prohlem 
solving 
stage Ill 
problem 
solving 
stage Ill 
Corrputerlzed 
oonferance 
Arctic 
F--ro-Face 
conference 
Arctic 
problem 
Corrputerlzed 
oonference 
The Forest 
Ranger 
problem 
F--ro-Face 
conference 
The Forest 
Ranger 
problem ------------.. --------------- -------------- _________ ,. __ ------------------ ---------··------
the same experrn-t 
GDSS vs no-GDSS 
regardless of task 
type or difficulty 
1996 
1996 plbilshed 
GDSS 
GDSS 
lab exp. to examine the 
effects of GDSS on 
decision outcome and 
process 
lab exp. to examine the 
ellects of GDSS on 
decision outcome and 
process 
structured to 
unstructured low 
to moderate 
task difficulty 
structured to 
unstructured, low 
to moderate 
task diffiCulty 
value laden 
problem, no single 
correct answer 
"lost In the Arctic" 
and "The Forest 
Rangel" problems 
"Lost In the Arctic" 
and "The Forest 
Ranger" problems 
one period 
lor each task 
one period 
for each task 
problem 
solving 
olage Ill 
problem 
solving 
stage Ill 
Computerized 
conference 
Faoe-to-Faos 
conference 
-·- -··-·- -· ......... .............. ...................... . ................................. ............................................. . . . ............................................................ ---·-·-·-·-·-·· ................................. ····-- . 
-·----·-·---·-· ·-·--·-- ------ ----·---·-·--·-·- .......................................... -·-·-·- --·-·---·-·- --·---·-·-·-·-· ..................... -·--·-·-·--·-
STUDY INDP VAA 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAA 
CODE 
RELIABILITY MEANEFFECT STANDARD VARIANCE 
DEVIATlON ---------·· ............... ··--·-·-- -·-----·-·-·--·-·- ......................................................... ··-·-·--·--- ..................................................................... .. 
Hiltz Johnson, G1 
Arnovllch and Turoll 
the same eocperlment 
GDSS vs no-GOSS 
regardless of task 
type or dilflaJHy 
G3 
G1 
G3 
G1 
G3 
20 random 18elgnmenl ol decision quality 1 
211 8 groupe to treatments Inequality of partlclpalkln 7 
20 level of consensus 8 
20 amount of oonmunlcalkln 13 
satlsfadlon with group dlscusskln 6 
20 random •llgnment ol decision quality 1 
20 8 groups to treatments Inequality of partldpalkln 7 
20 Je\1111 of oonsensus 8 
211 amount of oorrmunlcallon 13 
sallsfadlon with group dlscusslcn 6 
09 
09 
09 
09 
09 
09 
09 
09 
09 
09 
09323 
482.8 
09964375 
12332 
0083 
!13 974 
0005 
342852 
IJlb -> 
IJlb -> 
0 003969 
2913192676 
0000025 
1175474939 
------------- ------------------ ------ ------- -------------
211 random aselgnment ol 
20 8 groups to treatments 
211 
211 
211 random aalgnmenl ol 
20 8 groups to treatments 
20 
20 
decision quality 
lnequaHty of participation 
level ol consensus 
amount of oorrmunlcalkln 
sallsladlon with group discussion 
decision quality 
Inequality of partlc:fpatlon 
level ol consensus 
amount of communication 
satisladlon with group discussion 
1 
7 
8 
13 
6 
1 
7 
8 
13 
6 
09 
09 
09 
09 
09 
09 
09 
09 
09 
09 
52.4 
0125 
3016 
378 
1 
9151 
17095 
0331 
39312 
11139 
0 
208491 
292239025 
IJlb -> 
0109561 
1545433344 
124077321 
0 
43468A9708 
----------------- -------------- ----- --------------------- --------
20 random assignment of 
20 8 groups to treatments 
20 
211 
20 
20 random assignment of 
211 8 groups to treatments 
20 
211 
211 
decision quality 
Inequality of partlclpatkln 
le\1111 of oonsensus 
amount of oommunlcallon 
sabsfaciiOll with group discussion 
decision quality 
lnequaHty of partlclpatkln 
level ol oonsansus 
amount of oommunlcalkln 
satislacllon with the system 
1 09 
-7 09 
8 09 
13 09 
6 
1 09 
-7 09 
8 09 
13 09 
IJlb -> 
02 0128 0018384 
0932 0083 0003969 
392.2 102165 1043768723 
28 nol noported IJlb > 
0226 0095 0 009025 
0996 0005 0000025 
107415 325276 1056044762 
2.26 not reported 
--·-·--·-·--·-·------ -----· ---·-·-·---·-·· -·-·-·-·--·-· ··-·-·---·-·--- -·-·-·-·--·-·-·-· ·-·-·-·-·--·-- ---·-·-·-·- ·--·--·--· 
STUDY WITHIN GROUP 
SlD DEVIATION 
EFFECT SIZE 
d 
ADJUSTED EFFECT EFFECT SIZE 
SIZE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIG LEVEL 
p-VALUE 
DIRECTION 
-·-·-·--·-·-·-·- -·-·---·-·--·-· ---·--- ··---·-·--·-·-·· -·-·-·-·--·-· --·- --·-·-·-·- -·-·-·-·--·-·-·-· ·-·-·-·-·--·-·- -·-·-·-·-·-- ·--·----
Hiltz, Johnson 
Arnovltch and Turoll 
0114335838 
0162445175 
0044&17808 
:i!454187101 
1442768772 
0 25148169 
0234052345 
1500232158 
0 2:!4352847 
0320926627 
-1 43523411129 
-3 057831586 
1025805402 
0 506463128 
3 738479961 
-4 089387087 
0 224352847 G1/G3 
0 320926627 high task 
-1435234929 
3 057831586 
1 025805402 G1/G3 
.() 506463128 low task 
-3 738419961 ~lty 
-4 089367087 
----- -----------
GDSS vs no-GOSS F teet 
GDSS vs no-GDSS F teet 
0 503342 
1029939 
2 585049 
nol reported NS 
nol reported significant + 
slgnlllcant + 
slgnlftcant 
nal reported significant 
---------------------- -------- ------- -------- -------- -------- -------- --------
the same 81<perlment 
GDSS vs no-GDSS 
regardless of task 
type or difficulty 
0114335838 
0 112714:i!4 
0044&17808 
:i!41 0831427 
0 268755:i!49 
0 2:;!4352847 
.()230671829 
-1 432158027 
-2 828692178 
0 769207384 
0 224352847 G1-G3 
0 230671829 
1432158027 
2828692178 
0 769207384 
GDSS vs no-GOSS F teet 
I lest 
0 503342 nol reported NS 
009 NS 
------------------ ----------------------------------------
-·--·--·-·-·-... ·-·- -·-·--·-·-·-... ·-· -·--·-·-·--· ··--·-·-·--·-·-·· -·-·- ---·-· ............................... -·-·-·-·--·-·-·-· ·-·-·-·-·--·-·- -·-·-- .................................... . 
STUDY MEASUREMENT GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
-·--·--·--·---·-·--·---·--· ··--·--·-·--·-·--· --·-·--·--·-- ·-·---·-·-·----·· ·-·-·---·-·--·-·-·-·-·· --·-·----·---· ·--·-·-·-·-·-·--·-·-·· 
Hiltz Johnson 
Arnovltch and Turofl 
the same experiment 
GDSS va no-GDSS 
regardl- oftaak 
type or difficulty 
corrpared to eJCperte 
observation 
observation 
nurrber of oornrnenta 
posttest questionnaire 
corrpared to experts 
observation 
observation 
nurrber of comments 
postlelll questionnaire 
evaluated by experta 
observation 
observation 
nurrber of comments 
postlelll questionnaire 
total_,... 
slzels40 
total SllfTllle 
size Is 40 
total SllfTllle 
size Is 40 
-------------
&Yaluated by elCplllls 
observation 
observation 
nurrber of corrmente 
postlelll questionnaire 
evaluated by elCplllls 
total SllfTllle 
slzels40 
total_,... 
slzels40 
total SllfTllle 
slzels40 
students 
5 students 
students 
students 
5 students 
5 students 
2x21actori81 d9Bign 
Wllh repeated 
measures ( 2 mode 
of comrrunlcallon x 
2x21actortal design 
with repeated 
measures_, rmde 
of comrrunlcallon (2) 
and problem type (2) 
2x21actortal design 
with repeated 
measures were mode 
of comiTilnlcatlon (2) 
and problem type (2) 
2"21actorial design 
with repealed 
measures were mode 
of comrrunlcallon (2) 
and problem type (2) 
2x2 factorial design 
with repeated 
measures- mode 
of comiTI.Inlcallon (2) 
and problem type (2) 
2"21actorlal design 
wRh repealed 
measures were mode 
of comrrunlcallon (2) 
and problem type (2) 
the score lor satisfaction 
wilh group d!Kusslon Is 
1 •total sallslactlon 
the score lor satisfaction 
wRh group discussion os 
1 -total sallslactlon 
the score lor satisfaction 
with group discussion Is 
1 ·Iota! salislactlon 
the score for satisfaction 
with group discussion Is 
1 • total satisfaction 
simultaneous Inputs are 
possible but there Is no 
anonymous lf1)UI 
No pi.CIIc screen 
simultaneous 1111uta are 
possible but there Is no 
anonymous 1111ut 
No poollc screen 
slrnulaneous Inputs are 
possible but there Is no 
anonymous lf1)UI 
No poollc screen 
sknu~aneous I111U18 are 
possible but there Is no 
anonymous 1111ut 
No poollc screen 
slrnuftaneous l111uts are 
possible but there Is no 
anonymous 1111ut 
No pi.CIIc screen 
slmuftaneous l111uts are 
possible but there Is no 
anonymous l111ut 
No public screen 
--·-·--·-·-·--.. --··---·-·-·-.. -·-·--·· ··--·-·--·--·-·-·-· --·-·-·-·--·-· ............................... ·-·-·--·-·-·--·-·-·- --·· -·-·-·-·- --·-·--·-·· ·-·-·-·-·--·-·-·--·--·· 
STUDY 
Hiltz Turolt, and 
Johnson 
Ho RIII1Wl, and 
Watson 
PUBLISHED? 
1985 u,.,ublllhed 
plbllshed In 1999 
1985 urpubUshed 
po.tJIIahed In 11189 
1985 urpubllahed 
po.tJIIshed In 11189 
1989 oonference 
proceedings 
1989 oorrlerence 
1989 
prooeedmgs 
oonference 
prooesdlngs 
DDS/GOSS 
GDSScalled 
"Convene", a 
CQI'I1IUIBrlzed 
~
support aysten11 
GDSScalled 
•eonverse• a 
~rlzed 
oorrlerenclng 
support systems 
GDSScalled 
-converse•, a 
Cllfi1)Uierlzed 
oonlerenclng 
support systems 
GDSS called 
Software Aided 
Meeting 
Management (SAMM) 
GDSScalled 
Software Aided 
Meeting 
Management (SAMM) 
GOSScalled 
Software Aided 
Meeting 
Management (SAMM) 
LAB/FIELD 
lab exp. to lest the 
1,...a of rrode al 
oommunlcallon on choice 
behavior and decision 
process 
lab exp to testthe 
'"'*' of mode al 
oommunlcallon on choice 
behavior and decision 
process 
lab exp. to test the 
IJTPICI ol mode al 
oommunlcallon on choice 
behavior and decision 
process 
lab exp. to examine the 
l,...a of GDSS on decision 
outoomes In Singaporean 
cufture and to corrpal8 ft 
to a study In the USA 
lab exp to examine the 
I~ of GOSS on decision 
outoomes In Singaporean 
cufture and to compare ft 
to a study In tile USA 
TASK TYPE 
semi-structured 
'-to rroderate 
task dllflculty 
semi-structured 
'-to rooderale 
task difficulty 
semi-structured 
'-to moderate 
task dllflculty 
unstructured 
high dllllculty 
task 
unstructured 
high dHilculty 
task 
TASK NATURE 
choice dUerrma tasks 
to state the mlnlm.om 
chance of success 
needed to make an 
Investment 
choice dllenma tasks 
to state the mlnlm.om 
chance of success 
needed to make an 
Investment 
choice dllenma tasks 
1o state the mlnlm.om 
chance of success 
needed to make an 
Investment 
preference alocatlon 
task under COfJ1)8llng 
personalprelerenoe 
structures to aftocate 
funds to six projects 
prelerence allocation 
task under COfJ1)8llng 
personal prelerence 
structures to allocate 
lunda to six projects 
lab exp. to examine the unstructured prelerenoe anocatlon 
l~ct ol GDSS on decision high difficulty task under ~ng 
outcomes In Singaporean task personal preference 
cunure and to COI'J1)aJe ft structures to allocate 
to a study In the USA funds to six projects 
LONGITUDINAU DECISION PHASE 
CROSSSECTIONAI. 
one period lor 
eech problem 
one period for 
eech problem 
one period for 
eech problem 
one period 
one period 
one period 
pmblem 
IOivlng 
pmblem 
solving 
pmblem 
solving 
solution 
finding 
solution 
finding 
solution 
finding 
.......................... ·-·-·· .. . . .. .............................................................. ··-·-·· .... ·-·--· ......................... . 
INDEPENDENT 
VARIABLES 
ooi'J1)Uierized 
GDSS 
wnh 
anonymity 
(pen names) 
oomputerlzed 
GDSS 
wfth 
no anonymity 
(real names) 
no-GDSS 
(lace-to-
oomputerlzed 
GDSS 
face) 
manualGDSS 
no-GDSS 
(baseUne) 
STUDY 
Hiltz Turoll, end 
Johreon 
Ho, Ranwl, and 
Watson 
INDP VAR 
CODE 
G1 
Gtb 
G3 
Gt 
G2 
G3 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
30 subjects _.., wlunleelll 
30 they- not randomly 
30 assigned to groups but 
30 groups _.., randomly 
30 assigned to treatments 
30 
30 
30 
30 
30 
30 oubjeds were volunteers, 
30 they_,. not randomly 
30 assigned to groups but 
30 groupo _,. randomly 
30 assigned to trealr18nls 
30 
30 
30 
30 
30 
30 subjects - volunteers. 
30 they- not randomly 
30 assigned to groups but 
30 groups _,. randomly 
30 assigned to treatments 
30 
75 assignment ofeubjecto 
75 to groups and treatrl8nt& 
oondttlons Is net 
reported, H Is assumed 
to be random 
80 assignment olsubjeds 
80 to groups and treatments 
conditions Is net 
reported, l Is assumed 
to be random 
10 assignment of subjects 
10 to groups and traatments 
oondrtlons Is net 
reported, K Is assumed 
to be random 
degree of consensus 
amount of conmunlcallon, problem 1 
amount of oonmunlcallon problem 2 
amount of oommunlcallon problem 3 
Inequality of participation pit 
Inequality of participation pt2 
Inequality of participation pll3 
satisfacllon with the system 
satlsfacllon with the discussion 
resolving group dlsagraement 
degnMt of consensus 
amount of communication problem 1 
amount of oonmunlcallon problem 2 
amount of communication, problem 3 
Inequality of participation pill 
Inequality of participation pll2 
Inequality of participation pll3 
satlsfacllon with the system 
satisfaction wHh the discussion 
resolving group dlsagraement 
degree of con..,_ 
amount of oonmunlcatlon 
Inequality of participation 
oatlsfacllon with the system 
satlsfacllon with the discussion 
resolving group dlsagraement 
post ~lng consensus 
equality of Influence 
post-~ oonsensus 
equality of influence 
post meatlng consensus 
equality ollnftuence 
DEP VAR 
CODE 
8 
13 
13 
13 
-7 
7 
-7 
9 
5 
11 
8 
13 
13 
13 
-7 
-7 
-7 
9 
5 
11 
8 
13 
-7 
5 
5 
11 
8 
7 
8 
7 
8 
7 
RELIABILITY MEANEFFECT STANDARD 
nol reported 
563 
707 
817 
0.2 
0.25 
0.22 
4122 
256 
48 
not repol1ed 
4.83 
54 
557 
023 
0.26 
023 
3633 
2A8 
42 
not repol1ed 
not reported 
not repol1ed 
27 
208 
28 
0483 
1.03 
0638 
0.82 
0556 
0.49 
DEVIATION 
0 
Z value-> 
Zvalue -> 
Zvalue-> 
0006 
00486 
012 
091 
021 
069 
018 
026 
VARIANCE 
Z(P..O 22)..0 775 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
1 555 
084 
308 
0000036 
0 00236196 
0 0144 
08281 
00441 
04761 
00324 
00676 
............................. ·-·-·-·- ··--·-·---·-· ......................... -·--·-·- ......................................... ·--·-·-- ..................... ··-·-·--·-·-·-· .......................................... .. 
-·--·-·-·-·--·-------· ---- ·---·-·--·-·-·· -·-·---·-· ·-·-·--·-·-·-·--· -·-·-·-·---·-·-· ·-·-·--·--·-·- -----·---- ·---·-·-·--·-
STUDY WITHIN GROUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE TREATMENT STATISTIC STATISTIC VALUE SIG LEVEL DIRECTION 
STD DEVIATION d SIZE COMPARISON COMPARISON p-VALUE -·-----·-·---- -·---·-·---·-· --·-·· --·-· .. --·-·· -·-·-·-·--·-· ··-·-·--·-·-·-·-- -·-·-·-·---·-·-· ·-·-·-·----- -·---·-·--- ---·-·---· 
Hiltz Turoll,and 
~ 
Ho, Raman, and 
Walson 
PeaiSon r-> 
0 1222112412 
0 179455394 
0094264792 
0047290a4 
0013129611 
0022737062 
Peanon r-> 
Peanon r-> 
Peanon r-> 
0172439248 
0803957938 
0151938523 
0679078914 
0 081692173 
0.242212028 
0358701361 
0 1861891187 
0093094934 
0025819889 
0 0«72138 
0 163911392 
0088543774 
0 3:!4e60!l06 
.(1 887269007 
0 50997611129 
04233375 
067167693 
0 162100569 G1-G3 
0 262387752 Q1a-G1b 
0 054545394 G1a-G1b 
.(1 328604195 G 1-63 
.(1 175799344 G1-G3 
-0 67883804 G1-G3 
.(1 887289007 G1/G2 
.(1 509976929 
.(1 4233375 G1/G3 
067167693 
G1 VI G1b VII FTF 
G1aVII G1b 
G1avs G1b 
G1avs G1b 
G1aVII G1b 
G1avs G1b 
G1avs G1b 
G1 VII G1b VI FTF 
G1 vs G1b vs FTF 
G1 VI G1b VII FTF 
GOSS vs manual 
VI no-support 
F test 
F test 
169 
088 
193 
052 
013 
001 
003 
917 
3244 
13 7 
405 
not reported 
022 NS+ 
035 NS+ 
017 NS+ 
047 NS+ 
072 NS+ 
091 NS+ 
086 NS+ 
006 olgnWicanl 
023 NS-
0001 olgnfflcanl -
0 027 significant 
not reported NS 
--·-·--·-·-·--·-··· .................................................................................................................................................................... -·-·--·----·- ...................... . 
-·-·--·--·--·--·-·---·-·--· -----·-·-·-· ---·--·--·-·· ··-·--·-·-·- --·--·· ·-·-·---·-·-·-·-·-·--·· -·-·-·----·----·· --·--------·--·· 
STUDY MEASUREMENT GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
-·--·---·---·-·-··-·--·-·---·- -----·--·-·-·-· --·-·-·-·--·-·· ··-·--·-·-·-·--·-·· ·-·-·--·-·-·-·-·-·--·· -·-·-·---·-·-·--·-· ·-----·---·-·· 
Hiltz, Turoll and 
Johnson 
std dev olllnal c:hoicM 
number of comments 
number ol oommenta 
number ol comments 
number ol Unee typed 
number ol Knes typed 
number ol Unee typed 
posttest questionnaire 
posltiiSI questionnaire 
posttest questionnaire 
std dev olllnal c:hoicM 
number ol comments 
number ol comments 
number ol oonments 
number ol Mnee typed 
number ol Rnee typed 
number ol Unee typed 
posttest questionnaire 
posttest questionnaire 
posttest questionnaire 
5 
8 groupe In ea:h 
ollhe3 
trealrnents 
...... slze-90 
5 
8 groupe In ea:h 
olthe3 
lrealrnents 
~lllslze·90 
mid-career 
I1WI8IJIIIS and 
prolesslonals 
lnalmge 
organization 
mid-career 
managers and 
prolesslonala 
In a large 
organization 
repeated ,_,.urea 
design 
the 80018 lor partlclpallon 
Inequality ranges from 0 lor 
total equality to 1 00 lor 
total Inequality, lor the 
questionnaire 1 00 Ia the 
oo....,lalely satisfied and 
7 00 Is oo~ety 
unsallsfled 
the soore for participation 
Inequality ranges from 0 for 
total equaiHy to 1 00 ''"' 
total Inequality, lor the 
questionnaire 1 00 Is the 
~ely saUsfled and 
7 00 Is oo....,lalely 
unsatisfied 
aid dev o1 final choices 5 mkl-career repealed rM&Sures the soore lor partldpallon 
number o1 oommenta 8 groupe In each managem and design Inequality ranges from 0 lor 
number o1 Hnee typed ollhe 3 prolesslonals total equaltty to 1 00 ''"' 
posttesl questionnaire lrealments In a large totallnequallly,lor the 
posttest questlonnalnt sa....,le size. 90 CO'ganlzatton questionnaire 1 00 Is the 
posttesl questionnaire oo~ely saUsfled 
the software used 
does nor allow 
private messages 
the software used 
does nor allow 
private messages 
the software used 
does nor a11ow 
-·-·-·--·--·-·-·-·-·--·-·-·----·- --·· --·-·---·-·--· --·--·-·--·-·· ··-·--·-·-·-·--·-·-·· ·-·-·-- -·-·-- -·-·-·--·· -·-·-·-·--·----·· -·------·-·---·-·· 
Ho,RIUIWI,and 
Watson 
observation 
observation 
observation 
observallon 
observation 
observation 
total ......... 
size Is 240 
(48 giOUflS) 
total aa....,lll 
slzels 240 
(48groups) 
total aa....,le 
size Is 240 
(48groups) 
II 
5 
5 
under-
graduate 
students 
under 
graduate 
students 
under 
greduate 
students 
3 Independent groups the soore lor OOM8118US 
ranges from 0 to 1 wtwe 1 
..-,. 001'\'l>lale agreement, the 
scare lor Influence equality 
means the ~rIa mont even 
3 Independent groups the soore lor oonsensus 
ranges from 0 to 1 where 1 
means 001'\'l>lale agreement, the 
score tor Influence equaltty 
means the lower Is more even 
3 Independent groups the soons for consensus 
ranges from 0 to 1 where 1 
means 001'\'l>lale agreement, the 
score tor Influence equality 
means the ~r Is more even -·-·-·--·-·-·--·-·-··---·-·-·-·-·-·- --·· ··--·-·-·-·--·-·-·-· --·-·-·-·-···-·· ··-·--·-·-·-·--·-·-·· ... -·--· . -·--·-·-····--·· -·-·-· ··--·-·-·--·-·· ·--·-·-·--·-·---·-·-·· 
-·-·-·---·-·--·-·- ----· ----·- -·--·---·--·-·· ··-·-·---·---·-·-·-·--·-· ··-·--·--·---·-·-· -·-·-·-·--·-·----.. "~--·-·--·-·-·-·· ·--·-·-·-·---·-·· ·---·--·--·-
STUDY PUBLISHED? DDSIGDSS lAB/FIELD TASK TYPE TASK NATURE LONGITUDINAU DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·--·----·--·- -·---· --·--- ·---·-·---- ··--·--·-·-·--·-·-·-·---· ·-·--·-·-·--·-·-·-· -·--·-·-·-·-·---· --·-·-·--·--·-·· ·----·-·--·--- ·-·--·-·-·--·-
1987 dluertatlon 
1987 dlseerlallon 
1987 
DSScalled 
Ctlsla Management 
Dedslon 
Suppoll Syaterre 
(CMDSS) 
DSScalled 
Crisis Management 
Decision 
St4JP0rl Sysleml 
(CMDSS) 
field teet lo Investigate 
the Impact or a COil'plter 
based declclon aid 
on decision naker 
performance 
field teet 1o Investigate 
the Impact or a ~r 
based declclon aid 
on decision rmker 
performance 
DSS called field teet to lrwestlgata 
Crisis Management the Impact or a ~r 
DecfsfCXI based declclon aid 
Suppoll Spleml on decision maker 
(CMDSS) performance 
unstructured 
high difficulty 
tasks 
unstructured 
high dllllcully 
tasks 
unstructured 
high dllllcully 
tasks 
a simulated crisis 
soenarlo ol a 
military tatlcal 
corrbat sHuatlon 
a simulated crisis 
soenarlo of a 
military taflcal 
corrbat sHuatlon 
a simulated crisis 
8Cl8narloola 
miiHary taflcal 
corrbat sHuatlon 
CXIe period 
one period 
CXIe period 
lolutlon 
finding 
lolutlon 
finding 
solution 
finding 
corr-.,utertzed 
actlwiDSS 
(provides 
solutions 
without query 
corr-.,uterlzed 
passive DSS 
(no solution 
without 
query) 
manual 
non-automated 
support 
_________ ._ _____ -·-"·-·-·· ·- -- ·············-·· ··-----·-·---·-·--·- --·-·-·---·-·-·- ---·-·---·-·-·--· -·-·----·· ·------·-·-·· ·-·-·-·-·--·-
Jarvenpaa.Rao 1988 pWtlshed 
and Huber 
MISQ 
1988 pWtlshed 
MISQ 
1988 pibllshed 
MISQ 
GOSS 
GOSS 
GOSS 
field 
experlment 
field 
experiment 
field 
experlment 
unstructured 
high level 
difficulty 
unstructured 
high level 
dllliwlty 
unstructured 
high lew! 
difficulty 
high-level 
concepual software 
design problems 
Idea generation and 
raachlng consensus 
high-level 
conceptual soltware 
design problems 
Idea generation and 
reaching consensus 
high-level 
concepual software 
design problems 
Idea generahon and 
reaching consensus 
threeperlode 
(sessions) 
three periods 
(sessions) 
three periods 
(sessions) 
proiHm 
solving 
problem 
solving 
problem 
solving 
co""'uter 
basedGDSS 
with 
eleclronlc 
bladcboanl 
co""'uter 
basedGDSS 
with 
personal 
wolkstatlons 
oonllll!ltlonal 
no-GDSS 
with paper 
and pencil 
and fllpchart 
(manua~ 
-·-·-·--·-·-·--·-·- ----· -·-·---·--·· ·-·-·---·----·-·· ··-·-·--·-·-·--·--·-·--·-· ··-·-------·-·-· -·--·-·-·--·--·--· --·-·-----·· ·--·-·-·-· .. -·-·-·· ·-·--····---·-
Joyner and TunataR 1970 plbllshed GDSScalled 
CONference 
COoRDinator 
(CONCORD) 
lab up. 
to Investigate the Impact 
of GDSS on group decision 
quallly 
semi-structured 
low and high 
dillocully tasks 
human relations two periods 
(40 min each) 
over 2days 
solution 
finding 
GDSS 
---·-· ·-·--·-·- -·-·--· -·-·-·--- -·· ·-·--·--·-·-·--·-·· ····-·--·-·-·--·-·-·-·---· ··-·--·-·-·--·-·-·-· ---·-·-·--·-·-·--· --·-·- ---·-·-·· ·--·--·-·---·-·· ·-·--·-·-·-···-
-·-·---·-·-·--· ·-·-·- -·---· --·-·---·-·---·- ··-·-·-·-·-·--·-·-·-·--·-·· ·-·-·-·-- ··-·-·---·-·---· ..,__ .... -·-·-· ---·-·-·-·· -·-·--·-·---·-
sruDv INDP VAR 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEAN EFFECT STANDARD VARIANCE 
DEVIATION -·-·----·-·---·· ·--·-·- --·---- -----·--·-·---·- ··-·------·-·-·-·---·· ·-·-·-·-- ··-·----·-··-·-·---·-·-·-· ·-·-·--·-·-·· -·---·-·-·---
lsell 
Jarvenpaa. Rao 
and Huber 
Joyner and Tunstal 
D1 
D1b 
D2 
G1 
10 IIUbfeds volunteered to 
10 participate In the 
10 eocperlment subjects 
10 wwe uelgned to 
conditions randomly 
10 eWjeds volunleenld to 
10 partlclpale In the 
10 eocperlment, subjects 
10 were assigned to 
oondltlons randomly 
10 subjects volunteered to 
10 partldpale In the 
10 eocperlment subJecll ~ 
10 -• assigned to 
oondltlons randomly 
7 voluntary part~ 
7 Random uelgnrnent to 
7t.,.. and sequenoe al 
7 t....,.,.,.. manipulations 
7 
7 
7 
decision quality 
decision maker perceived stress 
percellled lnfonnallon overload 
percellled time to decision 
decision quality 
decision maker perceived stress 
percellled Information overload 
perceived time to decision 
decision quality 
decision maker perceived stl898 
peroellled lnlorrnallon overload 
perceived time to decision 
quality of perlonnance 
depth of analysis 
amount of oonmunlcallon 
task oriented behavior 
Inequality of partlclpellon 
perceived equity of participation 
satisfaction with meeting prooess 
-6 
2 
2 
1 
-6 
2 
2 
1 
-6 
2 
2 
1 
3 
13 
18 
-7 
7 
8 
08 
0.82 
083 
898 
1118 
344 
22 
728 
1403 
298 
29 
62.3 
1204 
1g 7 
24 
0291 
5318 
25751 
0893 
0189 
1978 
1977 
13 871 
805494839 
18951 
1077032981 
14883 
8.480285488 
1915 
1 577973384 
11588 
338 
10404 
1358465997 
0903 
1887 
4138 
0051 
0105 
0065 
0201 
192404641 
36 6624 
359140401 
118 
221 !503889 
419941 
386 7225 
249 
134235398 
114244 
108:;!43218 
184 
0 815409 
3 560769 
17123044 
0 002801 
0011025 
0 004225 
0 040401 
----------------------------------------------- -------- --------------
G1a 
G2 
G1 
7 voluntary participation 
7 Random assignment to 
7 teams and sequence al 
7 lnlalrnent manipulations 
7 
7 
7 
7 voluntary participation 
7 Random assignment to 
7 teams and sequence al 
7 treatment manipulations 
7 
7 
7 
105 subjeds -re volunteers 
105 they were randomly 
105 assigned to treatment 
conditions 
quality of perlormanoe 
deplh ol analysis 
amount of oonmunlcatlon 
task oriented behavior 
Inequality al partlclpellon 
perceived equity al partlclpallon 
satisfaction with meeting proosss 
quality of perlonnance 
depth of analysis 
amount of oorrmunlcallon 
task oriented behavior 
Inequality of participation 
perceived equity of participation 
sabslactlon with meeting process 
quality of deaslcn 
decision quality .poHcy approach 
decision quality -brainstorm 
1 
3 
13 
18 
-7 
7 
8 
1 
3 
13 
16 
-7 
7 
6 
08 
082 
083 
08 
082 
083 
082 
082 
082 
0018 
4.202 
24.208 
0812 
0738 
1923 
1998 
-0309 
5022 
25897 
0875 
0815 
193 
1987 
7 78 nol reported 
8.83 nol reported 
6 8 nof reported 
1185 1404225 
0943 0889249 
3823 14815329 
0123 0 015129 
0115 0013225 
0186 0027556 
0174 0 030276 
0352 0123904 
1322 1 747884 
3 788 14348944 
003 00009 
0139 0 019321 
0125 0 015825 
0194 0037636 
rpb> 
-·-·-·--·-·---·----·---·- -·-·-·--· ----·-·--·-·-·· -·-·--·--·-· ··-·-·--·-·-·-·--· -·-·-·---·-·-·-· ·-·-·-·---·-·- -·--·---·- ·--·--·---·-· 
STUDY 
1114111 
Jtuvenpaa, Rao 
and Huber 
Joyner and Tunlllall 
WITHIN GROUP 
STD DEVIATION 
14 385110161 
6.271223963 
19050759114 
1350925609 
1333877407 
5.168099264 
1541047864 
1471393897 
12 77967206 
4903406979 
15288911167 
1224744671 
0885314891 
1629179702 
3966861984 
0041838977 
0123178732 
0099624294 
0 19753101 
EFFECT SIZE 
d 
1181712517 
.()45764591 
0251958454 
.() 518163a47 
0 787296834 
0385054524 
0 642420012 
0339813833 
1911593n8 
.() 140323485 
0 771622'1M 
.() 148046642 
0 875509941 
0 181686526 
oo13612n5 
0430220844 
.() 211075399 
0461734764 
.() 101249925 
ADJUSTED EFFECT EFFECT SIZE 
SIZE COMPARISON 
1181712517 
045764591 
0251958454 
.() 518163a47 
0 787298834 
.()385054524 
0 642420012 
0339813833 
1 911593778 
0 140323485 
0 771622766 
.() 148046642 
D1 01b 
D1b-D2 
D1 02 
0 875509941 G1-G2 
0181686526 
0 013612775 
0430220844 
0 211075399 
0 461734764 
.() 101249925 
------- --------------------
0874107831 0 374095722 0 374095722 G1a-G2 
1148244965 .() 714133329 .() 714133329 
3805540238 -0391271648 .() 391271648 
0 08952374 -0 703723952 -0 703723952 
0127565669 -0 619288876 0 619288876 
0146937061 -0 047639445 -0 047639445 
0184271539 -0005426774 -0 005426774 
0019607843 0039215686 -0 039215686 
TREATMENT 
COMPARISON 
actlveDSS 
yS no-Dss 
acllveDSS 
VII 
passive DSS 
paoslveDSS 
vs 
no-DSS 
ANOVA(F vai!MS) 
lhe 2co...,utar· 
based groups 
against the 
convenllonalgroup 
GDSS VII no GOSS 
STATISTIC STATISTIC VALUE 
Flsh«PLSO 
(F lest) 
not reported 
not repor1ed 
FlsherPLSO 
(F test) 
not "''JJffed 
nd repor1ed 
Flsh«PLSO 
(Fiest) 
nd"''JJffed 
not "''JJffed 
F dl-22,14 
ndA!pOrled 
notA!pOrled 
F test 
16 75 
not reported 
12703 
not reported 
16 75 
not reponed 
12 703 
not reponed 
10297 
not reported 
12 703 
not reported 
607 
1 51 
103 
262 
201 
095 
009 
not reported 
not reported 
008 
5M3 LEVEL 
p-VALUE 
pc0001 
NS 
pcO 10 
NS 
pc001 
NS 
NS 
NS 
pcO 10 
NS 
NS 
NS 
c005 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
DIRECTION 
significant + 
NS 
slgnlllcart • 
NS 
slgnlllcart+ 
NS 
NS 
NS 
slgn~lcant + 
NS 
NS 
NS 
significant + 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
-·-·-·--·-·-·--·-·- -·-·--·-·-·--·-· -·--·-·-·--·· ··--·-·-·--·-·-·· -·-·-·-·---· ··-·-·--·-·--·--· -·-·-·-·--·-·-·-· ·-·-·-·-·--·-·- -·-·-·-·-·--·- ·--·-·-·-·--·-· 
STUDY 
lsett 
J81Venpaa. Aao 
and Huber 
MEASUREMENT 
evaluated bf elCpefls 
posltest questionnaire 
pos1teat questionnaire 
posttest queetlonnafre 
evaluated bf •liJ*Is 
poslteat queetlonnalre 
poslteat queetlonnalre 
posttest queetlonnalre 
evaluated bf experts 
posttest que&tlonnalre 
poslteat questionnaire 
posttest questionnaire 
judged bf 4 experts 
count 110m videotapes 
count from vldeolapes 
peers rating 
posHest questionnaire 
judged bf 4 experts 
count from videotapes 
count from videotapes 
peers' rating 
posHest questionnaire 
judged bf 4 experts 
count from vldeolapes 
count from videotapes 
peen~ rating 
pos1teat questionnaire 
GROUP 
SIZE 
total ....... 
size Is 30 
10 per treatment 
total ....... 
olzels 30 
10 per treatment 
total ....... 
alzels 30 
10 per treatment 
total"""* 
Is 21 
total """* 
1121 
total ....... 
ls21 
7 
7 
7 
SUBJECTS 
rriHtary 
alfioera 
In US Air 
Force 
rrllltary 
officers 
In US Air 
Force 
rriNtary 
llllloers 
In US Air 
Force 
ooiMare 
designers 
aoltware 
designers 
aoltware 
designers 
DESIGN 
3•3 repeated 
n.uunKI Graeco-
Latln Square 
3"3 repeated 
measured Graeco-
Lalln Square 
3•3 repeated 
rMaSured Graeco-
Latln Square 
REMARKS 
nolndMdual 
con.,arlsons W8re 
provided lor perceived 
stress and time to 
decision In F test 
no Individual 
con.,arlsons W8re 
provided lor perceived 
stress and time to 
decision ljl F test 
no Individual 
CO"l"Uisonl ware 
provided lor perceived 
stress and time to 
decision In F test 
CODING REMARKS DECISION AID FEATURES 
CMDSS features Include domain 
knowledge. simulation tools, 
automathle allernalhle 
generation, & reconrnendallon 
and explanation ladlltles 
CMDSS l&alureslnclude domain 
k..-tedge simulation tools, 
automalhle allernalhle 
generation, & 1110111ml8ndallon 
and explanation ladHtles 
CMDSS l&alures Include domain 
knowledge simulation tools 
aut""""hle an.rnathle 
generallon, & recommendation 
and explanation facUlties 
........................................................................ ··-·-....... ·-·-·-·-·-· ............. .__. .... ··-·--·-·-·-......................................................................................... ·-·-·-·-·----·--·-·-·· 
Joyner and Tunstall assessed by 3 raters 
assessed by 3 raters 
assessed by 3 raters 
5 senior high 2x2x21adorlal design thesllll'f)le size 
school 8 treat condltlons lor each group Is 
total~ students augmentallon x assumed since 
size Is 211 strategy x order ft Is not reported 
................................................................... ··-·-·-·-·-- -·-·-· --·-·-·-·--·-·· ··-·--·-·-·-·--·-·-·· ·-·---·-·-·--·-·-·-·-- . -·-·-·-·--·-·-·--·-- ·-·-·-·-·--·-·-·--·-·-·· 
-·-·-·--·-·--- -·------- ·--·-·-·-·--·-·· ··-·--·-·---·-·--·---· ··-·---·---·-·-·-· -·--·--·---·-·----·----·-- ·-·-·-·--·---·-·--·-·-·-.. 
SlUDY PUBLISHED? 
Joyner and Tunstal 1970 plblllhed 
1987 dilaertallon 
1987 dilaertation 
1987 dissertation 
l<lng and Rodriguez 1978 J)lilllshed 
1978 plbllshed 
DDSIGOSS 
GOSScalled 
CONI--
COoRDinator 
(CONCORD) 
DSSIKBS 
called AUDPLAN 
an audl planning 
knowledge-based 
decision support 
system (KBDSS) 
DSSIKBS 
called AUDPLAN, 
an audl planning 
knowledge-based 
decision support 
system (KBDSS) 
DSSIKBS 
called AUDPLAN 
an audK planning 
koowledge-based 
decision support 
system (KBDSS) 
DSScalled 
Strategic Issue 
Compelftlw 
Information 
Systems 
DSScalled 
Strategic Issue 
Co"1'81ftiw 
Information 
Systems 
LABJFIELD 
labexp 
to Investigate the ir1'..,act 
of GDSS on group decision 
quality 
lab 
lab 
lab 
lab exp to lnWISIIgale 
the "'1""'1 ol OSS on 
decision performance 
lab exp to Investigate 
the Impact ol DSS on 
decision performance 
TASK TYPE 
semi-structured 
low and high 
dtfflculty Iaska 
semi-structured 
high difficulty 
task 
semi structured 
htgh difficulty 
task 
semi structured 
high dtlllculty 
task 
unstructured 
high difficulty 
task 
unstructured 
hlghdllflculty 
task 
TASKNAlURE 
human reialfono 
audft program 
planning task 
audK program 
planning task 
audft program 
planning task 
oorporala slralllglc 
planning In a 
simulated business 
envtronment 
corporate slrategic 
planning In a 
simulated business 
environment 
LONGilUDINAU DECISION PHASE 
CROSSSECTIONAL 
two periods 
(40 min each) 
over2days 
one period 
one period 
one period 
one period 
butDSSused 
over a summer 
one period 
butDSSused 
over a summer 
solution 
finding 
problem 
fonnulallon 
problem 
form.tlatlon 
problem 
IOrm.tlalion 
problem 
solving 
INDEPENDENT 
VARIABLES 
oomputertzed 
enhanced 
DSS 
CC~nt>uterized 
oonwntlonal 
DSS 
manualDSS 
no-DSS 
-·-·-·-·-·---·· -·--- ·--·-·-·-· -·----·-·--·-·-·--·-·- ··-·----·-·--·-·-·-·--·-·· ·-·-·-·-- ··-·-·--·-·-·-··-·-·---·-·-·-· ··--·---·-·· -·-·--·-·---·-
STUDY 
Joynerand Tunslal 
INDP VAR 
CODE 
G3 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
105 subJec1s _,.. volunteers 
1051hey- randomly 
105 aselgned to treatment 
IXIIIdlllona 
quality of decision 
decision quality -policy approeh 
decision quality -brainstorm 
DEP VAR 
CODE 
RELIABILITY 
0.82 
082 
082 
MEANEFFECT STANDARD 
DEVIATION 
7 97 not l'llpO<Ied 
8 63 not repor1ed 
7.35 nol reported 
VARIANCE 
-·-·--·-·---·- ---- ··---·-· ---·-·-·-·--·-·-·---·- ··-·---·-·---·-·-·-·--·-·· ·-·-·--- ··-·-·--·--·-·-·----· ---·---·-·· -·-·--·--·--·-
Klllngsworth D1 
D1b 
D2 
King and Rodriguez D1 
D3 
25 random assignment of 
25 subjects to treatment 
25 oondftlons 
25 
25 
25 
25 
25 
25 
l!4 random aoslgnment of 
24 subjects lo treatment 
24 IXIIIdlllons 
24 
24 
24 
24 
24 
24 
18 random assignment of 
18 subjects to treatment 
18 oondrtlona 
18 
18 
18 
18 
18 
18 
30 subjects - &~Signed 
30 to treatment 9""-"" on 
a randonUed blocking 
basis 
15 subjects - assigned 
15 lo treatment gro1.p01 on 
a randonUed blocking 
basis 
lnterrater reliability (quality) 
opec:Hic audlt procedures 
type of evidence 
level oftanglbDity 
type a audft procedures 
decision accuracy error 
decision lnconslslency 
decision i~~CC~~Tpleteness 
decision lime 
lnterrater reliability (quality) 
opec:Hic audlt procedures 
type of evidence 
level oltanglbDly 
type a audd procedures 
decision accuracy 
decision lnconaistency 
decision I~~CC~~Tpleteness 
decision time 
lnlerrater reliability (quality) 
opec:Hic audrt procedures 
type of evidence 
level of tanglbHity 
type of audft procedures 
decision accuracy 
decision Inconsistency 
decision lncol'l1lleteness 
decision lime 
decision quality 
confidence In decision 
decision quality 
confidence In decisim 
1 1 
1 2 
1 3 
14 
1b 
10 
-1c 
2 
11 
12 
13 
1 4 
1b 
-10 
1c 
2 
1 
1 1 
1 2 
1 3 
14 
1b 
10 
-1c 
2 
1 
4 
1 
4 
a3113 within MS.0727 8'110119 MS-57.4791 
0 7806 within MS.O 184 among MS-29 6873 
0 4326 within MS• 1815 among MS-66 4214 
0 5215 within MS. 2516 among MS-71.3504 
0.43 within MS• 2978 among MS·1 8348 
327 35 within MS-1157Kamong MS-47469 7 
00833 
08407 
01776 
02687 
0 01 within MS.O 004 among MS.O 0033 
021 within MS.O 244 among MS.O 1755 
054 
50612 
00699 
05806 
0 1911 
02509 
000 
0.26 
066 
30146 
2104 
0313 
2164 
0035 
528 
0193 
412 
0345 
278784 
0037249 
169744 
0119025 
.............................. ·-·--·-- ··--·-·-·--·-· -·--·-·-·-·--·-·-·-···-- ··-- --·--·--·-·-·-·--·-·· ·-·-·--- ..................... --·-·---·-·-·-· .................... -·-·-- -·-·--··· 
--·--------·- -·-·--·--- --·-·-------·-·-·--·--·· -·-·-· ... ·--·-· ··-·-·--·-·-·-·--· -·-·-·-·--·-·-·-· ·-·-··· ..... 
STUDY WITHIN GROUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE THEATMENT STATISTIC STATISTIC VALUE SIG LEVEL DIRECTION 
STD DEVIATION d SIZE COMPARISON COMPARISON p-VALUE --·-·--·----·-·---------- -·--·-·--·· ---·-·-·---·---·-·-·-·--·-· ··-····--·-·-·-·--· --·--·--·-·-·-· ·--·-·-·--·-·- --·-·-·--·- --·-·-·--· 
Joyner and Tunstal 
--·--·--·--·---·----·--·· ---·----·-·-·· --·-·-·--·-· ........................... --·-·-·--·-·-·-· ·-·--·---·-- ........................ --·-·--·---· 
KIUingiWDIIh 
King and Rodriguez 4 932368647 -0 121645409 
0 252732555 1 099977011 
-0 121645409 
1099977011 
manualvs 
conventional vs 
enhanced KBDSS 
!•manual 
2-oonvenllonal 
3•enhanosd 
manual"" 
convenllonal KBDSS 
DSSvs nc>-DSS 
Flshe(s test 
dt-11739 MSE• 0726 
dl·8739 MSE· 1837 
dl·8739 MSE· 1810 
df-8739 MSE• 2514 
df-399 MSE• 298 
dl· 3!19 mse-115763 
univariate F lest 
not reported 
not reported 
00145 
0023 
00228 
00269 
01319 
083 
072 
not reported 
not reported 
005 (1 YS 2)•NS 
0 05 all slgnlflosnt 
005 (1 YS 2) • NS 
005 (1 YS 2)-NS 
0 05 only 1 vs 3 slg 
005 
03644 
03973 
(tva 3)·NS 
NS 
NS 
NS NS 
0 0189 slgnlllcant + 
-·-·---·-·-·--·-··---·-----.. ---·----·-· --·-·--·--·-·· ----·-·-·---·-·-·· ·-·-·--·-·-·--·-·--·--·· -·-·--·---·---·-·· ·-·----·-------
sruDv MEASUREMENT GROUP 
SIZE 
SUBJECTS DESIGN REMARKS COOING REMARKS DECISION AID FEATURES 
--·-·---·-·-·-·----·-------·---·-·--·-·-·- -·-·-·---·-- ----·-·-·-·-·-·-·· -·-·--·-·---·--·--·· --·-·-·--·---·-- ·-·--·--·-·--·---
Joyner and TunstaJ as580llell by 3 raters 
asiMIS98d by 3 raters 
asiMIS98d by 3 raters totalsarrple 
alze la211 
5 2x2x21adorlal design 
Btreat condHions 
augmentation x 
strategy x order -·-·---·-·-·-·--__ ._... _____ ··---·---·-·-·-· ....................... ·-·--·-·-·-·--·--·· .......................................................................... ·-·-----·--·---
Klllngswolth 
King and Rodriguez 
direct obsemdlon 
direct observation 
direct observation 
direct observallon 
direct observation 
direct observation 
direct observation 
direct observation 
direct observation 
direct obsenrallon 
direct obsenralion 
direct observation 
direct observation 
direct observation 
direct observation 
direct observation 
direct observation 
direct observation 
direct observation 
direct observation 
direct obsenrallon 
direct observation 
direct observation 
direct observallon 
evalualed by 3 profs 
pre & post questionnaire 
total sarrple 
size ls45 
aldlors 
from Bllrms 
tatals&rrpt 
1867 
aldlors 
trornBflrml 
lolalsample 
1167 
audlors 
from 8 firms 
tota1Sarf1lle 
1867 
rnenagers 
enrolled In • 
psrttlmeMBA 
program 
3 Independent 
treatments 
3 Independent 
treatments 
3 Independent 
treatments 
2 Independent groups 
(the exp group Is 
corrposed ol2 groups 
one psrtlclpated In 
the design, one dldn1 
AUOPLAN Ills an enhanoed 
KBOSS H Is CCJrT1lOS8(I of 
knowledge system language 
system problem processing 
system & lntuHion support 
system 
AUOPLAN lis a conwntlonat 
KBOSS H Is CCJrT1lOS8(I olthe 
following co"""""nts 
knowledge system language 
system and a problem 
processing unit 
demographic Information was 
collected lor subjects 
audHing experience and 
degree of corrputer experienos 
univariate tests 
and Flshefe 
L-t Slgnlllctr!l 
Dlllerenos teste 
-reuaedln 
addHion to 
KruskaJ.WaJis 
testa 
the ..,telllze 
lor eech group II 
assumed, slnoe 
ft Is not reported 
the elled ol OOIIl>UI• 
experience wtth level ol 
technological support -
tested on dedelon time 
standard deviations are 
not reported 
Thei<BDSS 
provides 
laedbadl 
Information 
the SIC IS utnlzes strategic 
problem-related questions 
that the user Clan use to 
aoceu cort"f181ltlve 
Information In the SICIS 
database 
.............................. -·-·--· -·----·· -·-·--·--·-·· ··--·--·-·-·--·-·-·--·-· ··-·--·-·-·--.. -·-·- ---·--·--·-·---· --·-·-----·· ·-·-----·-·-·· ·-·--·-·---·-
STUDY PUBLISHED? DDS/GOSS lAB/FIELD TASK TYPE TASK NATURE LONGITUDINAL! DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·--·-·----·-·- -·-·-· ...... ~ ..~·-.. ~··~·-~-·---·----·-·· ··-·-·--·-·-·----·-·--·-· ··-·--·-·-·--·- --· ---·-·-·--·-·-·-· ---·-·---·--·· ·--·-·-·---·--·· ·-·-·-·---
King. Prenilumar, and 
R81'111Uft1rthy 
1988 conference 
pt'Oc.&dlngl 
1988 conference 
proceedings 
DSScalled 
Rn-aly ueed lor 
financial mgml 
aa a Con11uter Au-
lslecllnetructlon 
DSScal1ed 
An-ally ueed lor 
flnandal mgml 
aa a Colq:luler Ass-
Isted Instruction 
lab 
lab 
unstructured 
~lex task 
unstructured 
~xtask 
a case Incorporates 
the oonoepls of risk 
analysis cost of 
capdal and capHal 
budgeting 
a C~melncorporales 
the conoepls of risk 
analysis cost ol 
capHal, and capHal 
budgeting 
longHudlnal 
longHudlnal 
solution 
finding 
solullon 
finding 
CO"l>uterized 
DSS 
manuaiDSS 
.......................................... -·--·----· .............................. ··-·-·--·---·-·-·-·--·-· ............................................................ -·-·-·---.. --·· ·--·-.. -·-·--·-·-· ·---·-·-·--·-
Koester and Lulhans 1979 plblllhed DSS 
1979 plbllshed DSS 
lab exp. to test the 
degree ol confidence In 
decision aid 
lab exp. to test the 
degree of confidence In 
decision aid 
seml-slruclured 
high difficulty 
task 
semi structured 
high difficulty 
task 
20-questlon muHiple 
choice test slrrilar 
to the AptHude 
Test lor Graduate 
Study In Business 
20-questlon muHiple 
choice test slrrilar 
to lhe AptHude 
Test for Graduate 
Study In Business 
one period 
one period 
IOiutlon 
finding 
solution 
finding 
DSS 
no-DSS 
--·-·--·-·-·--·-·- -·-·--· -·--·---· ·-·-·-·---·-·--·-·· --·-·--.. -·---·-·-·-·---· ··-·--·-·---·-·--· -·--·--·--·--·--· --·-·-·--·-·-- ·--0-·--·--·--·· -·---·-·---
Larrberll and Newsome 
Lewis 
1989 pttilshed 
1989 plbllshed 
1982 dlss811aUon, 
plbllshed later 
In 1987 
OSS-expert system 
bull using an 
expert system 
shell called 
Expert System 
Envlronmenl (ESE) 
DS&-expert system 
bull using an 
expert system 
shell called 
Expert System 
Environment (ESE) 
GOSS called 
FACILITATOR 
level1 
field study 
(quasi experiment) 
to test the ellect ol 
use of system vs no 
usage on decision speed 
and accuracy 
field study 
(quasi experiment) 
to test the ellect of 
use of system vs no 
usage on decision speed 
and accuracy 
lab 
semi structured 
high difficulty 
task 
semi structured 
hlghdolfk:ulty 
task 
moderate-to-high 
diffiCUlty 
.,.,.,.,uter 
diagnostic problem-
solving tasks 
CO"l'uler 
diagnostic problem-
solvmg tasks 
"""'"''lnandaJ 
poblems In a 
university 
cross-sectional 
one period 
problem 
IOivlng 
problem 
eohllng 
problem 
finding 
(Idea 
generation) 
CO"l>uferlzed 
DSS(ES) 
manuaiDSS 
CO"l>ulerlzed 
GDSS 
--·-·--·--.. -·- __ ......_ ·------ ..................... ___ ....................................................... ·--·--·-·-··----·-·---· ··-·---·-- ...... ..__ ............ .. 
SlUDY 
King Pl8fri<umar, and 
Ramarnnthy 
Koester and luthans 
Larbertl end Newsome 
INDP VAR 
CODE 
D1 
D2 
D1 
D3 
D1 
D2 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
21 atudents were randomly 
21 •signed to 2 groupe 
21 
21 
21 atudents were randomly 
21 assigned to 2 groups 
21 
21 
291Ubjeda- randomly 
.t8 •signed to treatments, 
k1 ..:II treatment there 
-·two groups e-r 
lenoad and nonexperlenced 
31 IUbjeda - randomly 
30 •signed to treatments, 
k1 ..:II lrealmanllhere -..two groups ._,. 
lenced and non8>1l"rienced 
40 IUbjeda- randomly 
40 •signed to either the 
40 orxperlmental or control 
group 
20 aOOje<:ta -re randomly 
20 assigrlad to either the 
20 orxperlmental or control 
group 
decision qualty 
decision accuracy 
attMude lowaJd the system 
satisfaction with the system 
decision qualty 
decision accuracy 
attlude towrud the system 
satisfaction wtth the system 
conlklenoe (chalges In an-) 
confldenoe (chMgea In an-) 
conflclenoe (chMII"" In enswers) 
confldenoe (chMgee In answers) 
problem IOivlng time 
dedalon accuracy 
decision conlldenoe 
problem IOivlng lime 
decision accuracy 
decision confldenoe 
DEP VAR 
CODE 
1 
1b 
9 
9 
1 
1b 
9 
9 
4 
4 
4 
4 
2 
-1 
4 
2 
1 
4 
RELIABILITY 
0 767 
08 
0 7952 
0909 
0767 
08 
0 7952 
0909 
MEAN EFFECT STANDARD VARIANCE 
4373 
48.3 
not reported 
not reported 
2878 
278 
not reported 
not reported 
1463 
1 783 
0419 
0333 
339 
3.55 
not reported 
8293ll 
705 
not reported 
DEVIATION 
1499 
11 73 
not reported 
not reported 
15 79 
12 76 
not reported 
not reported 
216 
288 
064 
063 
not reported rpb > 
not reported rpb > 
not reported blterlal 
224 7001 
1375929 
2493241 
162 8176 
46656 
8.2944 
07056 
06889 
oonelatlon 
Clbtalned from 
F value 
not reported 
not reported 
not reported 
Lewis G 1 30 dedalon qualty 1 4.24 0 47 0 2209 
30 process creallvlly 3 4.22 0 46 0 2116 
30 nurmer of allernatiii'Bs (deplh) 3 6 8 1 33 1 7689 
30 dominance reduction 7 3 57 0 9 0 81 
30 chance to be herud 7 4.87 0 31 0 0961 
30 satisfaction with the method 6a 3.93 0 54 0 2916 
30 easeoluse'(systemattftude) 6a 3.88 079 06241 
30 contrilution acceptance (w/pmcess) 6 4 56 0 45 0 2025 
30 commitment to solution (w/output) 5 4 18 0 76 0 5776 ......................... -- .................................. -·---·- ................................ ---·---·-·- .............................................. ··-·- --·-·---· ··-·-·--·-·-·· -·-·---·-·--··· 
STUDY 
King. Premoumar and 
RarnarRirthy 
K.-ter and Luthans 
Lamberti and Neweome 
WITHIN GROUP 
STD DEVIATION 
15 31151973 
12 25!182515 
1817814818 
2.305182468 
0937158655 
0882132214 
EFFECT SIZE 
d 
110099271 
1872673994 
0 657877331 
0 629017451 
0 94356167 
0674698002 
oonected 
rpblor 
Ncnot- Ne 
ADJUSTED EFFECT EFFECT SIZE 
SIZE COMPARISON 
1 388833352 01 D2 
o 6578n331 01 D3 
0 629017451 
5 602120134 
3 345843192 
TREATMENT 
COMPARISON 
Aided vs unaided 
group 
DSS vs IIO"DSS 
STATISTIC STATISTIC VALUE 
F test 
F test dl-1 56 
F test dl·1 56 
not reported 
3 57 
542 
not lllpOited 
41845 
16792 
SIG LEVEL 
p-VALUE 
DIRECTION 
0 001 slgnifican1+ 
0 000 significant + 
nol reported 
P<O 0001 
p <0 0001 
not reported 
significant + 
signllicanl + 
-·-·-·--·-·-·--- -·----·-·--·-· -·--·-·--·· ··--·-·-·--·-·-·· -·-·----·-· ··-·-·--·--·-·--· -·-·--·---·-·-· ·-·-·-·---·-·- -·-·-----·- --·-·--·-
Lewis 0495630911 0 92810999 0 92810999 G1-G2 GDSS VII IIO"GDSS !test 145 007 NS 
0622133428 1028718235 173 0 04 significant + 
2.372266848 0 223415001 0 626066618 247 p < 0 01 significant+ 
0880227243 1113348862 352 p < 0 01 significant + 
0835374168 0 574592821 0 943970942 067 026 NS 
0 706116138 0311563478 096 033 NS 
0718922805 0399471579 0 350517529 013 045 NS 
0 536003731 0149252692 0149252692 027 0 39 NS 
0 716414894 0 251251131 0 251251131 083 029 NS -·- -·-···-·-·-···-·- -·-·--·-·-·--·-· -·--·-·-·--·· ··--·-····-·· -·-·· -·-·-·-·--·-· ··-·-·---·-·---· -·-·-·--·--·-· ·-·-·-·-·--·-·- -·--·-·-·--·- ·-·-·--·--·-· 
--·-·-----------·---·----·· ··---·-·-·--·---· ---·-·-·--·-·· ··-·--·-·-····--·-·-·· -·-·--·-·-·---·--·--·· --·-·-·----·-·· ·-·-·-·-·--·--·--·-·-·· 
STUDY 
King. Pnorrlcumar ard 
Aamamlrlhy 
KoMter and Luthane 
Lamberti and N-. 
Lewis 
MEASUREMENT 
COfll>8l8d to rate111' 
COfll>8l8d to rlllels 
paslleel questionnaire 
poo1tes1 questionnaire 
COfll>8l8d to rat8f8' 
co"""'*' to raters 
pnllest questionnaire 
paslleel questionnaire 
no ol changes In _,. 
no d changee In answera 
direct obs81Yallon 
nurrblroferrors 
pas11eet questionnaire 
direct observallon 
nurrblr of "'"'"' 
posttest questionnaire 
pos11est questionnaire 
posttest questionnaire 
posttest questionnaire 
posttest questionnaire 
posttest questionnaire 
posttest questionnaire 
posttest questionnaire 
posttest questionnaire 
posttest questionnaire 
GROUP 
SIZE 
.lolal~le 
la42 
total~le 
ls42 
total~ 
alze la136 
total~ 
alze Is 136 
total~ 
size Is 60 
total~ 
size Is 60 
total sa,... 
slzels90 
3 
SUBJECTS 
students 
students 
professional 
flnanceand 
acoountlng 
stall 
professional 
ftnanceand 
-=coontlng 
aid 
diagnostic 
programmers 
diagnostic 
programrrers 
~nlorand 
senior 
undergrad-
uate students 
DESIGN 
2 lndep groups 
with 2 Independent 
trealmants 
(CAl ard non-CAl) 
2 lndep groups 
with 2 Independent 
lrealmants 
(CAt ard non CAl) 
2 Independent groups 
2 Independent groups 
21ndependent 
groups 
2 Independent 
groups 
31ndependent 
groups each In 
one tr...unent 
REMARKS 
demographic data -re 
collected on prior domain 
811p8f!lse past dolnaln 
experience, and sex 
demographic data -re 
collected on prior domain 
expertise past domain 
experience and sex 
the lira! group represents 
the experienced slbJecls 
the second group represents 
the Inexperienced subjac:ts 
the first group represents 
the experienced slbJecls 
the second group represents 
the Inexperienced subjac:ts 
the shell Is a general 
purpose one R 
provides edHors lor 
knowledge dellnftlon 
rnulttpla Inference 
techniques 81Cpllclt 
control apeclk:allon, 
and a consuHatlon 
Interlace lor users 
CODING REMARKS 
Pearson 
oorralallon 
'*-" accuracy 
ard decision 
quality Is NA 
Pearson 
correlation 
belwean accuracy 
ard decision 
qualrtyls NA 
DECISION AID FEATURES 
Fin ally consists of a set of 
models each deals with a 
apecRic 1111J8C1 ol financial 
management (I e , cash flow, 
risk analysis etc ) 
Fin aHy consists of a aet of 
models each deals with a 
specKle aspect of financial 
management (I e , cash flow 
risk analysis etc ) 
lnteractlw GDSS It supports 
3 phases cl group decision 
making problem dellnHion 
ganerallon of altemallves, 
and alternative selection 
-·-·---·-·-·--·-·- ··-·---·-·--·-·-·---·· ····-·-·-·-·--·-·-·· . --·-·-·-·--·-·· ··-·--·-·-·-·--·-·-· ·-·-·--·-·-·---·-·-·--·· -·-·-·---·---·-·· ·--·-·---·-·-·--·-·-·· 
-·-·------------------·-·-----·-·· ··------·-·-·-·-·--·-· .............................. -·---·-----·--· -----·--· ·---·-·--·-·-·· ................... ... 
STUDY PUBLISHED? DDSIGDSS LAB/FIELD TASK TYPE TASK NATURE LONGIT\JDINAIJ DECISION PHASE 
CROSSSECTIONAL 
INDEPENDENT 
VARIABLES -·---·--·--·----· -·--· ·--·----·---·· ··--·----·-·--·--·-· ··-·---·-·--·-·-· ---·-·-·------· --·-·----·-·-·· ........................... ·-·--·-·---
laM. 1982 dlssertallon, 
ptblllhed later 
In 1987 
1982 dissertation 
piA:lllllhed later 
In 1987 
GDSScalled 
FACILITATOR 
Ieveil 
GDSScalled 
FACILITATOR 
Ieveil 
lab 
lab 
model' ale-to-high 
difficulty 
moderale-to-hlgh 
difficulty 
-re financial 
p-cblems In a 
unl.erslty 
sewre financial 
p-cblems In a 
unlwrsny 
one period 
one period 
problem 
finding 
(Idea 
s-ratlonl 
problem 
finding 
(Idea 
generation) 
no siJili)OII 
(bueHne) 
-·-·-----·-·-- ----· ----- -·-·-·--·-- ·---·-·--·-· --·--·------· -·--·------·--· -----·-- ·--·-·-·--·· ·--·-·--·-
Unn 1987 dlllseltallon 
1987 dlssertalion 
1987 dissertation 
1987 dissertation 
GDSS a Corq~ut• 
Mediated 
Communlcallon 
System (CMCS) 
GDSS a can.M• 
Mediated 
Communlcallon 
System (CMCS) 
GDSS a can.M• 
Mediated 
Comrnunlcallon 
System (CMCS) 
GOSS a Corqlut• 
Mediated 
Communlcallon 
System (CMCS) 
lab exp. to examine the 
1...-ct of CMCS • COfT1l8I8CI 
tof-*face 
comnunlcatlons, on task 
perf~ 
lab exp. to examine the 
l...,ad of CMCS • compared 
to face-to-face 
communications, on tek 
performance 
lab exp. to examine the 
Impact of CMCS e ~ 
to fac&-to-face 
comnunlcatlons, on tek 
performance 
lab exp to examine the 
Impact of CMCS • COfT1l8I8CI 
tofac&-to-face 
communications on tek 
performance 
semklructured 
high dllllculy 
task 
semi-structured 
high difficulty 
task 
semi-structured 
high dHflculty 
task 
semi structured 
high difficulty 
task 
The Fouraker & Siegel 
cases a simulated 
business IJ8IIII of 
buyers and sellels 
negotiation 
The Fouraker & Siegel 
cases a simulated 
business IJ8IIII of 
buy .. and sellers 
negotiation 
The Fouraker & Siegel 
cases a simulaled 
business game of 
buy_. and sellers 
negotiation 
The Fouralcer & Siegel 
cases a simulated 
business gama of 
buy .. and sellers 
negotiation 
one period 
CX1eperlod 
CX1eperlod 
one period 
soiiAion 
finding 
soiiAion 
finding 
solution 
finding 
solution 
finding 
~ 
CMCS 
with 
famiHar 
group merrbers 
no-CMCS 
with 
famiUar 
group merrbers 
~utertzed 
CMCS 
with 
unlarnHiar 
group merrbenl 
no-CMCS 
with 
unfamUiar 
group rnerrbers 
-·-·-·-.. ·-·-·--·-·- -·--· -·-·---·-·· ·-·-·-·--·-·-·--·-·· --·-·--·-·-·--·-·-·---·-· ··---····-·--·-·-·- -·--·-·-·-·-·--· --·-·---·-- ·-·-·-·-·--·-·-·· ·-·--····-·--·-
-·-·-·--·---·-·· ·--- ··--·-·-- ---·-·----·-·---·-·- ··--·--·-·-·--·-·-·-·--·-·· ................................... ··-·-·--·-·-·--· --·-·--·-·-·· -·-·-----·-
STUDY INDP VAR 
CODE 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAR 
CODE 
RELIABILITY MEANEFFECT STANDARD VARIANCE 
DEVIATION -·----·----- ---·- ---·---·--·--·--- ........................................................ -·-·--·--··--·----·-· ··-·-·-·-·-·· -·-·--·--·--·-
Llllllria G2 30 decision quality 378 052 02704 
30 process aaatlvlty 3 358 0 75 0 !5625 
30 number ol allematlvM (depth) 3 627 308 g4884 
30 dominance redudlon 7 259 088 0 7398 
30 chance to be heard 7 ug 114 12998 
30 satisfac:llon with the method 6a 371 084 0 7058 
30 ease ol use (syst&m attHud&) 6a 38 064 04098 
30 contrbutlon aoceptanc& (w/piOCIISII) 8 4AB 081 0 3721 
30 commlment to solution (w/oufput) 5 4 087 o448g ____ , ____ ------ --------
G3 30 decision quality 1 402 084 04098 
30 process aaatlvfty 3 398 066 04358 
30 number ol altematlvM (depth) 3 527 301 gooo1 
30 dominance llldudlon 7 2.66 1 1 
30 chMC& to be heard 7 477 0 77 0 5929 
30 satisfaction with th& method 6a 409 068 04358 
30 ease ol usa (system attlluda) 6a 3.85 0 71 0 5041 
30 contrbutlon acceptanoa (w/prooesa) 8 453 04g 02401 
30 comnltmant to solution (w/output) 5 4.34 068 04824 ---·---·--·-·· --- ..................... ---·---·-·-·---- -·-·--·-·-·--·-·-·-·--·-·· ·-·-·-·-- ....................... ··-·-·-----·-· .................... -·-·--·-·-·--·-
Unn G1a 
G3a 
G1b 
G3b 
30 subJecla- 8SIIfgned 
to groupe randomy, ...S 
groups_,., ..rgned to 
treatments randomly 
41 subjac:ls _,.assigned 
to groups randomly and 
groups_,., assigned to 
treatments randomly 
40 SUbjects _,., assigned 
to groups randomly and 
groups were assigned to 
treatments randomly 
37 subjac:ls were assigned 
to groups randomly and 
groups were assigned to 
traatments randomly 
decision qualty (joint profK) 
decision quality (joint profR) 
decision qualty (joint profl) 
decision quality (joint proiH) 
352.7578 1244380855 
4889 7068 242633 58870 77269 
42330279 490g198 241002.0537 
45858823 3598683 129505g131 
-·-·--·--·--·-·· -·-·-- ..................... ---·-·-·---·-·---·- ........................................................ ··-·-·--·-·-·- ......................... ··-·-----· -·-·---·-·--·-
---------·-·- -·----·----·· --- -·-·--·-·-·· -·-·-·-·--·-· ··-·-·--·-·-·-- -·-·-·-·---·-·-· ·-·-.. ·-·---·- -·-·--·-·-·--·- ·---·-·-·--· 
SlUDY WITHIN GROUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE TREATMENT STATISTIC STATISTIC VAlUE SIG lEVEl DIRECTION 
STD DEVIATION d SIZE COMPARISON COMPARISON p-VALUE -·-·---·--·-- -·-·-.. ·-·--· -----------·-·--·--· -·-·-·-·---·-·-·--·-·-·-·-- .. ·-·------·-·-· ·-·-·--· .. -·-- -·-·-·-·--- ------·-· 
lewis GDSS vs manual I le8l 347 p < o 01 significant+ 
35 p < 0 01 significant + 
084 03 NS 
413 p < 0 01 slgnftlcant + 
2.2 0 02 significant + 
117 012 NS 
122 0 11 NS 
06 0 28 NS 
092 0 32 NS 
0 561471282 0 <143878891 0 443878891 G1-G3 manual vs no-GDSS lies! 1 52 0 07 NS 
0 588858508 0 417916783 1 78 0 04 significant+ 
2.326907819 0 844952738 0 531434781 116 0 13 NS 
0 95131488 1 033823944 0 Z1 0 39 NS 
0 586941224 0 119708838 0 578765391 142 0 08 NS 
0 602992537 -0 226591621 1 81 0 04 significant+ 
0 751085909 0 041729098 -0 092431261 118 0 13 NS 
0 4 70425339 0 055118878 0 05598976 0 34 0 37 NS 
0 721110255 -0.223334330 .() 223334339 1 82 0 04 significant+ -·-·-·--·-·---·- -----·---· -·----·-·· ---·--·-·---·-·-·-·--·-· ··--·---·---·-.. · -·-·-·-·--·--·-· -·-·-·-·--·-·- --·--· .. ·-·--·- ·--·-·-·-·---· 
linn ·1 04521105 -0 906969178 G1-G3 CMCS va no-CMCS F test 1328 0 0005 significant • 
432 994118 .() 788727302 
-·--·-·-·-·-·-··--·-·--· ... -- -----·---·-·-· --·-·-·-·-- ... . .............................. ·-·-·--·-·-·---·-·-·--·· -.................... -. ......... ·--·-·-----·---·-·· 
STUDY MEASUREMENT GROUP 
SIZE 
SUBJECTS DESIGN REMARKS CODING REMARKS DECISION AID FEATURES 
--·--·---·-··--·---··--·-·---·-· --·-·-·-·-·-·· ··-·--·-·-·-·--·-·-· ·--·---·------·---· --·-·-·--·-----· --·--·----·-·· 
Lewis posttest questionnaire 
posttest questionnaire 
pastiest questionnaire 
posttest questlonnal111 
posttesl questlonnal111 
posttest questlonnal111 
posttest questionnaire 
poellest questionnaire 
pastiest questionnaire 
poettest questlonnallll 
posHest questlonnallll 
posttest questlonnaJ111 
poettest questlonnal111 
posttesl qUe&tlonnallll 
posttest questlonnal111 
poettest questlonnal111 
poettest questionnaire 
posHest questlonnal111 
ldal MJI1)Ie 
size Is 90 
total~ 
slzels90 
3 
3 
junior and 
""""" undergrad-
uate students 
Junior and 
senior 
Wldergrad-
uate students 
3 Independent 
groups each In 
one treatment 
3 Independent 
groups each In 
one treatment 
Interactive GOSS H suppolla 
3 phases cl group decision 
making problem dellnMion 
generation ol altemal!ves 
and alternative selection 
Interactive GOSS n supports 
3 phases cl group decision 
making problem dellnblon 
generation ol altemal!ves 
and aner,>atlve selection 
-·-·-·--·-·-·--·-·---·--·-·-·--·--·-·-- ··-·-------· --·------· ··-·--·-·-·-·--·-·-·· ·-·-·--·-·-·--·-·-·---·· --·-·-·--·-·-·--·-·· -·-·-------·--·· 
Linn total joint proiH 
total joint prolh 
total Joint prolh 
total joint proiH 
tolal~ 
size Ia 148 
total~ 
slzels148 
total sarTflle 
size Ia 148 
total safT1'Ie 
slzeis148 
4 
4 
4 
students 
(under 
graduates) 
students 
(under· 
graduates) 
students 
(under-
graduates) 
students 
(under 
graduates) 
2x2 factorial design 
2x2 factorial design 
2x2 factorial design 
2x2 factorial design 
the proiH measu111 Is the 
Joint a-age profft for 
both parties In lhe group 
the prof~ measu111 Is the 
joint average profft for 
both parties In the group 
the proiH meaiUIII Is the 
joint average profft for 
bolh parties In lhe group 
the proiH measure Is the 
Joint average profit for 
both parties In lhe group 
STUDY 
L~ 
Lucas 
oeelucas 1981 
Luthans and Koester 
Mcintyre 
PUBLISHED ? DDSJGDSS LAB/FIELD TASK TYPE 
19118 dloeertallon GDSScalled lab exp to lnWISIIgate semistructured 
Graphlcel the ln.,.ct al COfT1)Uier high dllictJIIy 
lnlerlldlve ge-aled graphic aids on tasks 
Slruclural llfOUP decision performance 
Modeling Opllon and prClblem understanding 
(GISMO) 
TASK NATURE LONGITUDINAL/ DECISION PHASE 
CROSSSECTIONAL 
strategic planning In ... problem 
a simulated business periods flndlng 
game 
INDEPENDENT 
VARIABLES 
oo...,...erlzed 
graphlcel 
DSS 
wilha 
conventional 
DSS 
------------ ----------- ----------------------------------------
1986 dlaeertallon 
1975 
1978 ptbllshed 
1976 ptbllshed 
1982 Published 
1982 PubHshed 
GDSScalled 
Grephlcel 
lnteracllve 
Structural 
Modeling Opllon 
(GISMO) 
DSS 
DSS 
DSS 
DSS a decision 
calculas model 
similar to 
CALL PLAN 
DSS a decision 
calculas model 
similar to 
CALLPLAN 
lab exp to lnvesllgate 
the ""*" al COfll)uter 
&"'*aled graphic aids on 
group declslon performance 
and prdllem understanding 
field study to explore 
the relationship ~n 
the use althe system and 
performance 
lab exp. to test the 
degree al oonfldenoe In 
decision aiel 
lab exp to test the 
degree al oontldenos In 
decision aid 
lab 
lab 
semlslnldured 
hlghdllictJIIy 
tasks 
aemi-structured 
moderate 
dllflculty 
task 
semi-structured 
high dlllcully 
task 
semHtructured 
hlghdllictJity 
task 
sernl-slructured 
medulm dHflculty 
semi-structured 
medulm dHflculty 
strategic planning In 
a simulated business 
game 
sales force 
psrformanos 
:!11-questlon rnultpte 
choloe test slnilar 
to the Aptftude 
Test for Graduate 
Study In Business 
:!11-questlon muH_,Ie 
choloe test slnilar 
lo the Aptftude 
Test for Graduate 
Study In Business 
promotion allocations 
In a marketing 
simulation given a 
fixed budget 
promotion allocations 
In a marketing 
simulation given a 
fixed budget 
llx 
periods 
one period 
one period 
one period 
II periods 
&periods 
problem 
finding 
IOiutlon 
flndlng 
IOiutlon 
finding 
problem sdllfng 
problem solving 
no-graphlcel 
DSS 
but only a 
conventional 
DSS 
oo~erlzed 
DSS use 
DSS 
no-DSS 
~utarlzed 
DSS 
no-DSS 
(baseline) 
.. ·-·-·· ··-·-·--· ............................ ··-·--·-·-·--·--·- -·--·-·-·--·-·-·-· --·-·-·-·-·-·-- ---·-·-·---·-·· ·-·--·-·-·--·-
STUDY 
Loy 
lucas 
- Lucao, 1981 
luthans and Koester 
INDP VAR 
CODE 
D1 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES 
35 t.s uct1ons of students 
31 -=hone was assigned 
randomly to a ltealmenl 
lludents- assigned 
to groupe randomly 
decision pelforrnance-net proll 
problem understanding 
---------------
D2 
D1 
D1 
03 
25 t.s IIICIIonl of students, 
22 e&eh one was assigned 
randomly to a treatment 
lludents- assigned 
to groupe randomly 
41 llllfea lolce of a CIOfl1l&IIY 
41 llllfea fon:e ol a OQnl>&IIY 
41 llllfea fon:eol a CIOfl1l&IIY 
22 llllfea lolce ol a OQnl>&IIY 
22 llllfea foroe ol a ex>n.,any 
22 llllfea loroe ol a con.,any 
22 sales Ioree of a ~ny 
61 subJeds -"' randomly 
2111 assigned to treatments, 
In each treatment there 
_,.two groups exper 
lenoed and nonexperlenced 
80 subjecls -re randomly 
24 assigned to treatments, 
In each treatment there 
-·two groups exper-
lenoecl and nonexperlenced 
decision performance-net proll 
problem understanding 
pelf0f1T11111C11 (tolal dollar booking) 
performance (tolal dollar booking) 
' performance (tolal doUar booking) 
pelformance (tolal dollar booking) 
pelformance (tolal dollar booking) 
performance (tolal dollar booking) 
performance (tolal doHar bookong) 
pelformance (total doUar booking) 
conlldenoe (changes In ~1 
conlldenoe (changes In an_,.) 
confidence (changes In ans-rs) 
conlldenoe (changes In an-) 
DEP VAR 
CODE 
1 
3 
1 
3 
4 
4 
4 
4 
RELIABILITY 
0804 
0804 
MEANEFFECT STANDARD 
-805783 
22031 
3934705 
206.32 
not reported 
not reported 
not reported 
nol "'fllffed 
not reported 
not reported 
not reported 
not "'fllffed 
4..45 
6.26 
2.66 
2.62 
DEVIATION 
3444028 
not reported 
6966543 
not reported 
not reported 
not reported 
not reported 
not reported 
not reported 
not reported 
not reported 
312 
316 
257 
1 75 
VARIANCE 
1166132886 
rpb-> 
4853272137 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
rpb-> 
97344 
99856 
68049 
30625 
-·-·----·--•-•• ----- ---·--· -·---·-·-·--·-·----·- ·-·-·-·-·---·-•• ·--- ------··-·------• ----K-• -------
Mcintyre D1 48 random asslgnmenl of 
48 subjecls to treatments 
48 
48 
decision quality (pro!M) 
decision confidence 
consistency In decision quaJiy 
rale of decision lf111fovement 
4 
10 
14 
no! reported 
no! reported 
not reported 
not reported 
Zvalue-> 
Zvalue-> 
Zvalue-> 
Zvalue-> 
D3 48 random assignment of decision quality (profit) no! reported nol reported 
48 subjocts to treatments decision confidence 4 no! reported nol reported 
48 consistency In decoslon quality 10 not reported nol reported 
48 rale ol decision lf111rovement 14 not reported no1 reported 
2575 
1432866667 
2365 
146 
-·-·---·-·-·--·-·· ·-·--·-·- ··-·-·-·--·-· ---·-·-·-·--·-·-·--·-·- ··-·- --·-····-···--·-·--·-·· ·-·-·--- ··-·-·--·-·-·- ..... ··-·-·--· ··-·-·---·-·· -·-·--·-·-·--·-
........................ .. .. ........................... --................................................. -··-·-----·- ........................ _. .............. - ................... _ ..... ,_____ ,.,_,, .............. -
STUDY WITHIN OAOUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE mEAlMENT STATISTIC STATISTIC VALUE SICJ.lEVEl DIRECTION 
STO DEVIATION d SIZE COMPARISON COMPARISON p-VALUE 
-----------II IIIII 1111111111 .... -·-·--·--·-·- -·-·--·- ............................ ---·----·- ...... .-.............. --·-·-... ----
Loy 111111111.118347 
0.23800714 
01011S7-
0.234784tM4 
enhanced DSS w 
COIIIIenllonal DSS 
F-test 
11est 
3M 
175 
0047llgnlllcM+ 
0 0411 algnlflclllt + 
------------------------------------------------
---·---..... -------00 11111111111111111 II 111111111111111111--·---·----·-·--·----- ---·----·- _......_. ___ -------
L~a~ 
-'--· 11181 
01823118111 
0 34307!18!15 
0 3404!109111 
0 31108!!508 
0.3311128438 
0.274855488 
0 0889!18!122 
0 !1112177334 0 !182977334 01 03 t-1881 141 pcO 10 
-----------------·-----------------------· 
0382'oalll U4 NS 
0 712448118 231 pcOOII 
01011278a1 .e 1211!13117!18 01 03 221 pcOOII 
------
08M117184 15 pcO 10 
08782114058 183 N8 
OM512311J8 1 31 NS 
0 1884!!0078 .(j 081144412 01 03 04 NS 
NS+ 
NS· ........ 
~· 
NS· 
NS+ 
NS-
NS-
-·-·-------·---· --·-----·-·-···-·-· -·-·------·--·-·-·---· .......................... 11111111 I 111111111 .. -·---·---
083481788 
1.4173402114 
0 83481711118 01-03 
14173402114 
DSSvs.no-DSS Flat 
----------------------------------
111111 1111111111-- ..... IIIII 111111...,._ ----------·--·----·---·--·--- -·--·--- .... 111111 II 11111111 111111111111111 I Ill 11111111111111111111-
Mclnlyle ....,..,_,. 0.2821109837 0 !D9085054 01 03 ,...,..,...,_,. 0148220921 0.292523611 ,...,_,_,. 0.241376802 049225367 ,...,_,_,. 0149010831 0298230088 
------- -------
DSS VII no-DSS "'II 0081· 0 209 
"'II coel • 0 103 
n111 coef·O 181 
""' noporled 
00011 
0078 
0001 
0072 
·----------------------· 
lllg+ 
liD+ 
liD+ 
u II Ill 11111111 ~· ~·----... 0~1-111 _ _.. -·---·-·- ---·--·--·-·· .... -·-·-·-·--·--·· ·-·--·-·----·--- ... ..._ _____ _...._. __ __ 
sruov MEASUREMENT OROUP 
SIZE 
SUBJECTS DESIGN REMARKS COOING REMARKS DECISION AID FEATURES 
-·-·-----_...--.. 11-II ... U~INUOOII ... OO~·, ........ --- _......... ... •--·--·- --·-·---- ---·-·-·--·-•-•• ·----·-·----·· -·-----..... IIIII IIIII Jllllllllllllll-·-· .. 
II:UIN•80 
911Mtmenl g..,.... 
""". g!Oq) - 3 
7 CIDIIhol g..,.... 
""" 3 """"' - 3 
2x2 felorlal deefgn 
(1Walltmllllyof 
decision eld -DSS vs 
no-DSS and group 
decision making 
pmcedUI8tl NGT IG) 
el~hiMtaoceaalo 
Buo"-s Management 
lllboraloty (BML) and 
Simulation Laboraloty for 
lnlornatlon MMegement 
(SLIM) 
IIIII prdft o4 l8lllor fiMII 2x2 fclolfal dMign al ~ hiMt 80CIIIalo 
pnt & polffellqueellonr talaf N • 80 lludenla (avalllbllily of Buo"-s Management 
911Mtmenl g..,._.,. decision eld -DSS vs lllboralory (BML) and 
tlllh a..,._., • 3 ncH>SS and group Simulation Laboratory lor 
7 CIDIIhol g..,._.,. decision making lnlonmtlon Management 
with 3 ~ • 3 pmcedu""' NGT IG) (SLIM) 
--·········· ······-·················· ••••• IIIII 1111 ---·-·--·-.-...· ---·--·- ---·-·-·-·--·-·-- ·--·-·-·-·--·----- ----··········· ••••• -·--........-·-·· 
faf8l dol.- baaldnga 
tallll dol• boaldnga 
faf8l dol• boaldnga 
lalal dol.-boaldnga 
lallll dol.- boc*lnga 
talaf dol.- boc*lnga 
..,... ...,.. boc*lnga 
field lludy 
for3clepeltmenls 
------·---·----·--.,, .... ,..u ..... ••••••••~••••~• ---·- ------·-• --·-·-·--·--- ·-·----·------·· -·-•••••••••••••••••••••••• 
ldhenll and Kcallr no of at.1gee In- under· 2 kldepeudenl gmups the lim IIIOUP repreeen~a 
no of clugelln ..- graduate the experienced·~· 
lallll..,.,.. aludllnta the eemnd group reprea-
tlrela191 the lnexpetlenoed aubjeda 
-------
noof~ln- under· 2 lndependenl gmups the llf8l group reprennta 
no d clwlgee In.,_ graduate the expllrienced s~i~Jecta, 
tal .. ..,.. aludenla the eemnd group rep""'ents 
tlnlla 191 the lnexpetlenoed subjects 
-·------------------- ··················--- --·-·-----· ----·----·-·· ·--------·· ---..... ..._---·-· 
-.-cl to apiiJIIIIt 
calcullled 
ad altha pnlll 
111s1er proflllnnntJim0¥111111111m1111111.trt 
~loaptlmal 
celculaled 
ed althe profl 
faster pmlll"""'""*" 
lludenll 
lalal ..... 
alzela98 
aludllnts 
lalaiSIIfl1lle 
slzels98 
272 flldollal, U8lld 2 levels d lab 
oognll¥e """ will! 1218pkatlons 3 and 8tenelarlea --""'"' 3 treatn1811ls each MBTI 
""" 2 fiMIII ----------
272 llldollal, U8lld 21evels d Iaska oognllvellyle 
with 12 replcatlons 3 and 81enetorlell WBSneat~UrecfbJ 
3 treatn1811ls each MBTI 
with 2 !mils 
-·-·--·-·-·-- __...,. 1111111111 I IIIII -------·· --·-·------·--·-·---· ··-·--·-·-·----· ----~---- ----IINOfliS~HNOflU~II-11 ··--ONo•aa~IINO-Ia~aa-1·----·---
STUDY PUBLISHED? DDS'ODSS lAB/FIELD TASK TYPE TASK NATURE LONGITUDINAL/ DECISION PHASE 
CROSS SECTIONAL 
INDEPENDENT 
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32.251 
2098 
17399 
,.__,_ 
p,..,_,_ 
p,..,_,_,. 
p,..,_,_,. 
"""'- ,_ 
"""'-'-
077 .... 
10..01M3081 
U0180<l 
302725201 
-·--·---------------...------· -----·--·-· -----·--·--· --·--·-·-·- ·-·-·-·-·--·------ ------
SlUDY WITHIN QAOUP EFFECT SIZE ADJUSTED EFFECT EFFECT SIZE TREA1111ENT STATISTIC STATISTIC VALUE SQ. lEVEl DIRECTION 
STD DEVIATION d SIZE COMPARISON COMPARISON p-VALUE -·---- -·-·-··············· _ __.... ........................................................................ --·-·-·--·--· ... ·--·---·-·- ---·-·-·--......................... 
Slegll .,._..,, G1-G3 F-lo-1- x•2 c:hl-~~quere 
klelllf _, Mc:Guft 0014811833 2.GU12173 2424412873 .... 12. N • !14) 42.0 c-001 .......... 
18 110747117 .. 837282!105 .0937282505 _,.,.,terlred 12. N •481 1575 <•001 llgnlllcllll • 
01401190028 .OIIIkMI82817 .0993682817 12.N•48) 2318 <•001 llgnlllcllll· 
Experiment bo 3 0108088017 03n123817 0377123817 12. N •42) !191 <•005 llgnlllcllll + 
7 7848!!11947 .0737939903 .0 737939903 12. N • 381 121 <•001 llgnlllclrlt+ 
11109!18145 08571190~ 0 8!179!JI!I85 12. N •4!1) 285 NS NS 
0727323882 0982432331 0982432331 12. N • !14) 129 -oOt tlgnlllcllll + ------
0111-03 P--. r among 
0 1071032118 211119734734 2.!1119734734 lhe ellldency 
15894117988 ·1 11871181. ·1116711819 v•lablel 
00112482113 .0121287813 .0 121287813 lolalft111'81kl % ol task-'"' % ol cleo. JIIIIPI)NII 
0 1004eii7!MI 01111!1037111 01195037111 ttm. .007 .019 .0.38 
7584283313 .. 11822971111 .0 9822117119 1olllftlll'8lkl 097 .0.3!1 
0836740528 0 17432!1328 0 17432!1328 %oltask..-lb .0.2 
0 !140231432 0 81148918!18 0 8848918!18 % ol dec prqJOSall 
------- ------------------------
--·-·-• ••u aauau Mu-•·-u-••-•---~~-•-••-•• ••••••••••• •••••••• •••••••••••••••-•--• .................... ----·-•--• ........... - ........ , ............ , ..... _____ __... -----
0 
O..S111111M825 
0 3111!10482!1 
0 319!10482!1 
0311150482!1 
0 31950482!1 
0 
0 8514110052 
0 85141100!12 
0 85141100!12 
0 8514110052 
08!114110052 
0 488817!539 
0 8!114!11052 
G11G3 GOSS vs no-GOSS 
--------------------------
ltest nol reported 
nol reported 
nol reported 
not reported 
not reported 
nol reported 
05 NS 
0 04 tlgnlllcllll + 
0 04 tlgnlllclrlt + 
0 04 llgnlllclrlt + 
0 04 •lgnlllclrlt + 
0 04 elgnlllcllll + 
--·---- ................ ····---- ....... -·-----·---·-------·--·--· .......................... --·--·--·-·- ----·············· ___ ........_ 
Tsal 1341448753 
98 44!597305 
083289877 
-2 1 !14864484 
06328!1877 
2 154884464 
graphlcs-besed DSS 
vsequat~ 
DSS 
l-Ies I 1481 
557 
o 1 tlo+ .tp.o 10 
0 0005 tlgnlllcllll + 
--------------------------------------------------· 
.............................. -·--·---·-· ................................................................. ··-·-·--·-·-·- ........ ·····-·--· ............................... -·-·-----·- ·--·-·---· 
__________________ _... ·-111111111 1111 ......... -----·-·· ·---·-·-·---·-·-·· 1-1-IMMIMI ____ I -·---·--II 11111111111111_1_ 
StuDY MeASUREMENT OAOUP 
SIZE 
SUBJECTS DESIGN REMARKS COOING REMARKS DECISION AID FEATURES 
--1-11&11 1111111111 11111111111&11111111111 Sill I 1111 ----- __.. ___ I--·--·-·-·-·----·· ·-·---·----·---- -·------... ---......... MII~O---M 
Ellpllllnwll bo 3 
.. aiiMMIIDn 
.. aiiMrllllon 
.. ablerwdlon 
dlnld aiiMrllllon 
cllred ablerwdlon 
eRred ClbMNallon 
eRred obeermlon 
.. obeemdlon 
dlred obeermlon 
cRNd abMrvallon 
dlnld obeemdlon 
dlnld ....... lon 
cllnld ---ton 
dlnld ablerwdlon 
dlnld aiiMrllllon 
dlnld obeemdlon 
chc:l obeermlon 
diNct ot.etv.llon 
dlred abHIWIIIIon 
cllred ot.etv.llon 
dlred obeermlon 
3 3x3 (comrnmlcdon 
oondlllon. "'~ 
repeallld ..-ures 
lallnSqua ... 
thele Is no GIJII1I8IIIon 
""'-"the ,_to-1_ 
andeadlolthe~ 
condllons (slmJitaneoua a 
elllclronlc mall) 
---------------------------------
3 
3 
!14 student~ 
18g,...e 
!i411Uden1s 
t8g,...e 
313 (comrnmlcatlon 
condition • problerrt 
rt!p81lted ,.... .... 
Latin Squa"' 
313 (comrnmlcatlon 
condition."'~ 
rt!p81lted ..-uree 
latin Squa"' 
,...,.. Is no Clllll>llrlt!on 
""'-" tm r--to-laoe 
and each of thfl ~erlzed 
condRions (slm.dlaneous & 
elllclronlc mal~ 
,...,.. Is no CIIJIIt)llllson 
""'-"the ,_to-,_ 
and each of the~ 
condRtons lsl""ltaneoua a 
elllclronlc maHJ 
pmtJiem type II 
no! Included 
because It II 
nol apecfled In 
thflelllcte 
pnilllem type II 
IICICincluded 
becauleltll 
no1 speclild In 
thellfllde 
.,.,.,. of the llftiUP-
lllpllflded phyalcllllp In the 
~!zed declllon !liMing 
condRionl 
llllfltlln of the group -
eeparated phyalcllllp In the 
~decllton nalng 
condllonl 
llllfltlln of the group-
npamted phyalcllllp In the 
......,...,!zed dllcllllon INIIdng 
condRionll 
-------·- MII~IIMOMII~IIMOMU~UMOMO ______ Il ---·-· --·----·-·· ··-·--·---·-- ·-·-----·-·-·---· ---·-· lllllllllllllllllll ·---..---·· 
Steeb and Joh,.ton ~toeoperW 
lltudured ot.elvallon 
llnldured obMfvallon 
ltrudured obMfvallon 
ot.elvallon 
ot.elvllllon 
~.., ....... 
ltrudured ot.elvallon 
lltruduned ot.elvallon 
ltrudured ot.elvallon 
ot.etvllllon 
ot.elvllllon 
3 
5 gnqa -.p and 
5 g,...e oanlnll 
filial-"'* 
alzels30 
3 
5 g,...e ...., and 
5 groupe contr .. 
lolalea"""' 
slzels30 
"~ twolridepatwlent 
llludents groupe 
---------------------
"aduate two • .,., !dent 
llludllnts groupe 
the llgnllclnat lowoele - lls-umedthlt ODSS groupe todllonger lime 
IAl"JI(Imated alnce actual both groupe,_ to declllon, have more 
valuee - IICIC repO<ted equalsarrple me lllllsladton wlh pt'OOIIIe 
(eg ,p< 0 05 -> 0 04) and outcome than the 
-ooss groupe 
thfl slgnllclnce lowoele - ... -"'*' thlt GDSS gnqa IDclk Ianger lime 
..,. ... !mated IInce actual boltl g,...e ,_ to dllcllllon, ,_-
valuee -IICIC repO<ted equal-"'* size sllllslectlon wlh pt'OOIIIe 
(e g ,p < 0 05->0 04) and outcome than the 
no-GDSS groups 
-·---· ............... ·---·················· ---··············-- -·---- ----·-·-·---·-·-- ·---·-·---·-·.._ -----·-- ·-·------·..__· 
Teal 
lofcomld-
llme length par decision 
t 
lolal ... 
elzels48 
t 
lolalsa"""' 
slzels48 
--------------------
studllnts 2 Independent groups 
-·-·-·--·-·-· ·--·----·----·-·---·· ··--·- --·--·-·-·-· ---·-·-·--·-- ··-·--·-·-·-·--·-·-·· ·-·-· 
-..---·-·-·---__... ------ ....... ···············-·· ..................... -...-·-· _ ............................ --------- ........................ ···············-----...---
Sl\JOY PUBLISHED? I.AIIIFIELD TASK TYPE TASK NAl\JRE LONGil\JDINAIJ DECISION PHASE 
a!OSSSECTIONAL 
N>EPENDENT 
VARIABLES -·--·--·-----...- ......... ·····- ................... ······- ---·-----· ··---·--·----·- ----·---·--·---·-·------·--·-·---
Tunald GOSSclllld 
CONieNnoe 
COoRDinalor 
(CONCORD) 
GOSSclllld 
CONI..a 
COoRDinlllor 
(CONCORD) 
lib .. to "'--lggle 
.......... of~ 
IIIOUP prdllenMoMng on 
.... qually of final 
IOWons 
llbexp. to rn-tla* 
llleln.,.ctof~ 
IIIOUP prdllem-aolvlng on 
the qually of final ..,.,...,. 
.... 1111even1 ...... 
to c~e~ermn. when • 
would be appAlpflllle 
to pennllllmOklng br 
sludenl1l 
-------------------.................. 
to clelermne when II 
would be appAlpflllle 
to penni smoking br 
tdudenle 
-period 
for .... problem 
~ 
ODSS 
no-ODSS 
-·--·--·----·- _.._ ----·-·---· -----11111111111111--a-eMe aaMaMMaMaM_M_aMa ----·--- tlttttlllll Ill I ttl-- -·--111111 11111111 _...._ ___ 
-·--·-·-·----..........__ ... -----·-·-·--·-- ··-·---·-·-·---·-·--·-·· ·-·-- ----·---·---·----- ...................... . 
Sl\JDY INDP VAR 
CODE 
CELl SIZE ASSIGNMENT tECHNIQUE DEPENDENT VARIABLES DEP VAR 
OODE 
RELIABILITY MEANEFFECT STANDARD VARIANCE 
DEVIATION --·-·---·-- --·- ---------·--·--- ---·--·-·---·-·---- -·-·-·-- ··-·-·--·----·-----... ___ .__.. ---
TIIIWid 01 110 tludenla -llllldomly dedalon qudly 7 173 2.111128 
110 aligned to IINtmenhl dedalon qudly 0 1120 2711841 
110 no of Cltegorleolln final~ 3 38 11 1.21 
110 no of ClllegoriiiS In final solullon 3 411 2811 70225 
110 count of written reepontM 3 13 418 17 4r.M 
110 count of written f811PC111SM 3 2075 874 IM8878 
110 decision~ 4 27.2 228 1111184 
110 decision conlldenoe 4 23 183 28!189 
110 eallllaellon wllh dedelan Clllloolm 5 334 114 1.2998 
110 llllllslaellon wllh decision~ 5 31711 2.5 8211 
110 pen:elwld ....,_ In dec. qually 14 11.4 287 88209 
110 pen:elwld ....,_ In dec. quality 14 18 2411 800211 
110 eallslaetlon wllh decision piOC8D 8 21.2 277 78728 
110 aidlsladlon wllh decision piOC8D 8 2875 4 57 20118411 
110 decision lime (elllclency) 2 28.8 285 87025 
110 decision lime (elllctencr) 2 23 711 718 111 5$!4 
110 IIOUP DOO.Ivenese 111 1111.4 82 87.at 
110 gmup cxm.tvenese 15 145.75 33 1088 
---------· 
110 lludllnll-llllldomlr dedalon quallly ' 78 2.7 7.28 110 •signed to lrMimenle decision quality 1 111 303 118011 
110 no of calegoriM In flnaiiOUion 3 4 158 241184 
110 no of calegollee In final eot.-lon 3 14 114 1.2998 
110 ' cOunt of wrtlten I'IIIPIJIIIM 3 21.2 111 123.21 
110 count of written reepontM 3 18 2118 87081 
110 dedalon oonlldoonce 4 28 5.7 3248 
110 decision confidence 4 25.4 2.7 729 
110 Nlfslaellon with dedelon ~ 5 32.4 288 8.21M4 
110 eallsladlon with dedelan outcome 5 28.4 404 18.3218 
eo pen:elwld ""'""' In dec. qualllJ 14 14.2 8.3 3988 
eo pen:elved ....,_ In dec. qualllJ 14 134 428 1831114 
110 eallsfaellon with decision piOC8D 8 27.2 1183 318888 
110 eallslaellon with decision Pf008S8 8 21.2 444 19 7138 
eo decision lime (efficiency) 2 28 408 184838 
110 decision line (elllclenql) 2 211 212 44944 
110 gmup coheshlenese 15 11148 3811 1482211 
110 gmup m,_hlenese 15 1112.8 921 1148241 ---·--- 1111111111111 1111111111111111111 I Ill I 111111 111--a-·--·- ••--·--·--------- ---- ---·--·--·---·-II I 111111111 •• 1111111111111111111--
-·-·-·-·----------------I 1111111111111_._ .... , ................. -·-------· -·--·-·-- ... 1111111 I ··------- ... 1111111111111111-
WITHIN GROUP 
SlO DEVIATION 
EFFECT SIZE 
d 
ADJUSTED EFFECT EFFECT SIZE 
SIZE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIO.LEYa 
p-VALUE 
DIRECTION 
------·------·---------·-·---·--·-·-·--·-· -·-·-- -·-·-·-· -·--·------· ·-·--·-----·--·-·-·- ---.........-
Tu..W 2.2874711571 .0.2848113:14 G1-G3 GOSS 'II noGOSS F-Iest 
43107423M .0 1149!140081 .0 457075712 (regardless of task 011 07538 N8 
13813228118 .0 148111!1917 d"'lculty) 
2.03988!11112 .01131~101 0!! 05187 N8 
8.388988078 .o 9n707!!43 
7126S69478 1 536!10!11104 .0 12981111139 078 0.4272 N8 
4 3401111087 0.218434:185 
2.230123315 -1 018173873 .0.3l1118811539 0!11 04888 N8 
219020547 04tl8578188 
33!19434478 OR!I22a 0 5780!10333 1118 0.2341 N8 
411241182233 0448702119 
3487t838n 1319118082 0882909091 0!12 0511 N8 
4438188841 .0..22!!3893!11 
4!105488899 0122073885 .0 0!118!17743 148 0.2931 NS 
3 548888184 0.22!iot388!! 1 
5.2937132!13 .0 991742422 .0 3831528118 1048 0 0319 llgnlllclnl+ 
8 40!!!1113988 0 7411348!137 
891187901 .0 9901871117 .0 120419875 1118 0.2439 N8 
------ -----------------
601 
.............. ___ .. ........._.... •••••• 11111111111111 ....----·· ··-·-·---·-·--·-·-·-·--·-· ··-·--·-·-·--·--· -·--·-·---·-·---· ....__... ... ......_ --·················-- .._ ........ - ... 
STUDY PUBLISHED? 
t11811 diiHitallan 
ooss Cllllll 
~
COoRDinlllor 
(CONCORD) 
ooss cllllld 
~
COoRDINdor 
(CONCORD) 
LAB/FIELD 
labnp.lo "'--lga 
the ln.,act d ~zed 
group prd>lenH!oMng on 
the qiJBIIIy d llnal 
solutions 
lab np.to "'-''ga 
the ln.,act d con.,ullllzed 
group~olvlngon 
the quality olllnal 
solutions 
TASK TYPE TASK NATURE 
to delermne the 
MqUired~ll 
cations lor a 
lltJOCOIIIsful marriage 
tara young~ 
to delemfne the 
Mqlllreds~ 
cations lor a 
suocessful marriage 
tor a young couple 
LONOil\JDINAI../ DECISION PHASE 
CROSSSECTIONAI.. 
0Df11MIIerlzed 
GDSS 
-ooss 
-------·--·---.........__ ............................. ··-·-·--·-·--·--------·-·-·-· ------·-·-- -····················--------·-·-
Van Schalk t988 bock 
1!188 bock 
GDSS cllllld 
JlMIIIn,llllnga 
ma1111g8menlpme 
called WMAS 
GDSS called 
Javlllln, using a 
management game 
calledWMAS 
lA!b ep ex.nnelhe 
l...,ads d DSS & decision 
strategy on elf8clveneos 
ol declolon rmklng 
lA!b exp examine the 
l,.,..,..cts ol DSS & decision 
strategy on effectiveness 
ol decision rmklng 
semi structured 
h~dllllaJity 
task 
somt 91ructured 
high dlfflrufty 
task 
a simulated bull,_• 
game, fNf1fY team 
oonstlutee an 
Industry 
a simulated buo"-e 
game f!Nery team 
consiHuteo an 
Industry 
longltudllllll 
(7perlods 
w.2months) 
ealutlon 
finding 
ODf11lUierlzed 
GDSS 
-·-·-·- .. ·······-·-·- --·- ..................... . ....... . ....................... ··--··· . ·-·-····-·--·- ··- --·· ·- ··-······· .. -· . ·-·-···-·-·-·--· --·-·-·---·-· ·-·-·---·· ·-·--·-·-·--·-
........... ____ Mn-••-•~-·-- 1111111111111 1111111 ---~•••••1•••••••- ........ - ............................. •-·--·- ..................... •·--·---- -·----- -----..... .. 
STUDY INDP VAA 
CODE -·-·-·--·---·-·· ---
Gt 
G3 
CELL SIZE ASSIGNMENT TECHNIQUE DEPENDENT VARIABLES DEP VAA 
CODE 
RELIABIUFY MEANEFFECT STANDARD VARIANCE 
DEVIATION 
-111111111111111-·--·- --·-·--·-·-·--·-·--·--·- -·-·-·-- ..................... ·--·---·-·- ............... _ --
II) ......... -,.,.,., cledllon quality t 114 1148 2118tt8 
Ill •llgned to tnllllmenta decision quality t 11.2 507 2!17040 
II) no of Cltegorlee In tlnal eo1.-1on 3 28 2115 8 702!1 
II) no of Cltegorlee In llnalsoMion 3 52 2118 8 7081 
II) counl of wrllten r...,..,_ 3 18.2 tt!l8 1338338 
II) counl of wrlten .....,..,_ 3 15.8 398 1!18818 
II) cledllon conlldenoe 4 244 445 19802!1 
II) cledllon contldenoe 4 218 493 243049 
!10 sallsfadlon with cledllon outcome 5 32.8 335 112225 
!10 sallsfadlon with decision outcome 5 31 8.2 3844 
II) """""* ~ In dec. quaiKy 14 ttl !198 35 5218 
II) perceived~ In dec. quaiKy 14 118 t 87 2 78811 
II) sallsfadlon with cledllon pt008SS 8 2!1 3 74 139878 
II) aatlsladlon with decision plOCIIIS 8 23.2 7811 11111381 
II) decision lime (elllclency) 2 238 377 14.21211 
II) decision lime (elllclency) 2 24.8 432 18 88:!4 
II) group am-tv-· 15 148.8 8!18 73 2738 
!10 group ooheslv_. 15 130.2 2383 1187118119 
------------------!10 .....,..._,.,.,., dadelon quality 1 114 2117 882011 
Ill ~ totnllllmenta decision quality 1 8.2 4411 311801 
!10 no of categoriea In llnal aol.-lon 3 4 3 8 
II) no of calegoriea In llnal solution 3 3.2 2.17 47088 
II) count ofwrlten responses 3 2118 858 73 2738 
II) 001r1t of written responses 3 134 472 222784 
!10 decision conlldenoe 4 248 3.27 10 8929 
!10 decision contldenoe 4 232 288 71824 
II) aatlsladlon with dadelon outcome 5 308 2!19 87081 
!10 aatlsladlon with decision outcome 5 308 827 38 31211 
!10 """""* ~ In dec. quaiKy 14 18.8 415 17 .222!1 
!10 perceived~ In dec. quaiKy 14 15.4 472 222784 
!10 satlsladlon with decision plOCIIIS 8 2!18 445 19 802!1 
II) satlsladlon with dadelon plOCIIIS 8 25.4 5!19 31.2481 
!10 decision lime (elllclency) 2 278 288 8 11!18 
!10 decision lime (elllclency) 2 2!1 122 14884 
!10 group ooheslv-. 15 152.2 792 82 7284 
!10 group ooheslv-• 15 1478 1035 107 122!1 
--------·· .............. ---· IIIIIIIIIIIIIIIIIM---·--·-- ··-·-·--·-·-·--·-·----·-·· -·-·--- ··-·-·---·-·- ··--·----·-· ---·--·· -------·-
Van Schall Gt 48Uijads--lgnnl 
48 ,.,.,., to groups, and 
groupe- assigned 
randomly to treatments 
---------· 
G3 44 IUbfads- asslgnnl 
44 randomly to groups and 
groups- assigned 
randomly to t""'tments 
~·tva periOflfWICII score 
lolalproiR 
18!1 
2478 
2.722!1 
8130578 
----------------- ----- ·------· ---------
corrprehelslve performance score 
total proll 
575 
·1884 
147 
1418 
2.1808 
3110724 
-·---·---_______ .. .. 111111111111111111 ------·---- aa .. aMa--•--·-- -·-·----·-· --·-·-·-- __... ..... _ __.. 111111111111 I II 
Sl\JDY WlmiNOAOUP 
STD DEVIATION 
EFFECT SIZE 
d 
ADJUSTED EFFECT EFFECT SIZE 
SILE COMPARISON 
TREATMENT 
COMPARISON 
STATISTIC STATISTIC VALUE SIO.LEVEL 
p-VALUE 
DIRECTION 
----------·- ... I Ill IIIII ---·- ·--·----·-·-·---·- --·--·-·-·-·--· -·--·----·-· ................. , ..... -·----·-- _ .... ____ _ 
VIlli Schall 
4.3811t12!1117 
4.788111811111 
2.!189!lJ8831 
1.3238J1108 
10 17121428 
43!181104182 
311048311342 
3967828881 
2.111M211081 
1.23501111235 
IL 135372431 
3 540311J538 
4.110~11 
1.7225161173 
3 3480797118 
3 1741770!18 
8.248211251 
18 371011804 
0 
OC!8483184 
.0 1544877111 
-3 810048472 
·1 337108821 
0 !1!108117779 
.0 1024372211 
.OA03243401 
08878!11158 
0 0841 !129!18 
.0 3110!110111 
·1 8311284084 
.0 14!Mil'261MI 
.CJ 3272581165 
·1 111!14287!14 
.0 0630084!17 
.0412310583 
.CJ 11!180287!18 
G1-G3 GDSS w no-GOSS 
0313231592 (gl ..... tiM 
dHIIcully) 
-U!07883328 
.0252840315 
0 388054289 
.0984397101 
.023881578 
.0 829218806 
.088!1181188 
182 0.2718 NS 
128 03248 NS 
01 07882 NS 
012 07482 NS 
0!!8 04843 NS 
1502 0018....,..,..+ 
011 07582 NS 
001 09131....,..,..+ 
002 011012 NS 
-------------------------------------------
1 1184834724 
2029 1!14134 
0083912881 
.0 1783994!19 
G1-G3 
.0 0!17243389 
GDSS w no-GOSS .CJ15p>010 
042p>010 
NS 
NS 
-·-·-·--·--·--·-·- -·---............... ---·-·---- ..................................................... --···-·-·--· -....................... ·--·-·-·--·-·- -·-·--·-·-- --·-----·-· 
-•••••• ••••••••-- Ma•~u-·•~uM•---•>«u_,, .. ,,,... .._ ....__.__ .... , ............. , ................ ,, ,_,_, ..... , ............ , ........................ ,_. .. ___ .. _..., ______ .. ••••••• •••••••••• ••••••••-•-
STUDY MEASUREMENT GROUP 
SIZE 
SUBJECTS DESIGN REMARKS COOING REMAAKS DECISION AID FEATURES 
_____ ....,__ ......... "11-IIMUMO--O .. It.. ll'.......... -----·--·-· --·---·-· ----·--·-·-· ·------·--IMIMI--- MI-IHI-1 I II II Ill 11111111 111111-------11 
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APPENDIX B 
NAMES AND EFFECT SIZES OF,. THE INCLUDED STUDIES FOR 
EACH INDEPENDENT/DEPENDENT VARIABLE AND 
THE NAMES OF THE EXCLUDED STUDIES 
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PABLE XXXIV 
NAMES AND EFFEC'l' SIZES OF INDIVIDUAL S'l'UDIES FOR DECISION 
QUALITY USING DSS/GDSS VERSUS NO-DSSfGDSS 
STUDY 
Tunstall (1969) 
High difficulty task 
Tunstall (1969) 
Low difficulty task 
Joyner & Joyner (1970) 
Gettys, Moy, & O'Bar (1976) 
Benbasat & Schroeder (1977) 
Power and Rose (1977) 
Phase I 
Power and Rose (1977) 
Phase II 
K~ng and Rodr~guez (1978) 
Chr~sten and Samet (1980) 
H~ltz, Johnston, Arnov~tch 
& Turoff (1980) 
Steeb and Johnston (1981) 
Benbasat and Dexter (1982) 
Benbasat and Dexter (1982) 
H~ltz, Johnson, 
and Turoff (1982) 
H~ltz, Johnson, and 
and Turoff (1982) 
Lew~s (1982) 
Mcintyre (1982) 
Barki and Huff (1984) 
Dav~s and Mount (1984) 
Davis and Mount (1984) 
Goslar (1984) 
Adr~anson and 
HelJelmqu~st (1985) 
Goul (1985) 
EFFECT 
SIZE 
0.313 
-.457 
-.039 
1.161 
0.666 
1.074 
1.083 
-.122 
0.359 
0.225 
o.oo 
0.392 
0.421 
-.082 
0.032 
0.444 
0.539 
0.838 
0.239 
0.189 
0.005 
0.109 
0.122 
SAMPLE 
SIZE 
100 
100 
211 
72 
32 
24 
24 
45 
12 
40 
30 
48 
13 
60 
60 
60 
96 
44 
146 
178 
43 
65 
32 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
.82 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
0.9 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
0.957 
0.94 
0.94 
Not Reported 
Not Reported 
Not Reported 
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TABLE XXXIV (CONTINUED) 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR DECISION 
QUALITY USING DSS/GDSS VERSUS NO-DSS/GDSS 
STUDY 
Aldag and Power (1986) 
Hansen and Mess~er (1986) 
Beaucla~r (1987) 
Bu~ and S~vasankaran (1987) 
L~nn (1987) 
L~nn (1987) 
EFFECT 
SIZE 
o.o 
0.628 
-.315 
0.441 
-1.045 
-.769 
Scott (1987) 0.273 
Yang (1987) 1.29 
Easton, A. (1988) 2.23 
Easton, G. (1988) No leader, 
no anonym~ty -.796 
Easton, G. (1988) No leader, 
anonym~ty -.363 
Easton, G. (1988) Leader, 
anonym~ty 0.596 
Easton, G. (1988) Leader, 
no anonymity 0.070 
Gallupe, DeSanct~s, 
and D~ckson (1988) 0.978 
Peterson (1988) 1.55 
Red~ng (1988) 0.173 
sm~th and Vanecek (1988) -.552 
Van Schaik (1988) -.057 
Pentland (1990) part no. 1 
Pentland (1990) part no. 2 
0.742 
0.485 
SAMPLE 
SIZE 
88 
17 
84 
72 
71 
77 
474 
76 
48 
60 
60 
60 
60 
72 
60 
46 
132 
90 
1010 
1316 
RELIABILITY 
COEFFICIENTS 
0.85 
Not Reported 
0.8124 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
0.94 
Not Reported 
0.89 
Not Reported 
Not Reported 
Not Reported 
TABLE XXXV 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
DECISION QUALITY USING DSSfGDSS 
VERSUS MANUAL DSS/GDSS 
EFFECT 
STUDY SIZE 
Fudge and LodLsh (1977) -.298 
Weber (1977) 0.034 
Lewis (1982) 0.928 
DLckmeyer (1983) 0.633 
Eckel (1983) Part 1 , 0.218 
Eckel (1983) Part 2 0.119 
Burkhard (1984) 0.439 
Sanders, Courtney, 
and Loy (1984) Part 1 0.841 
Sanders, Courtney, 
and Loy (1984) Part 2 0.742 
Sanders, Courtney, 
and Loy (1984) Part 3 -.039 
Gaul (1985) 0.326 
Loy (1986) 0.602 
Bui, Sivankaran, Fijol, 
and Woodbury (1987) 1.000 
Isett (1987) DecisLon ALd 1 1.912 
Isett (1987) DeCLSLOn Aid 2 0.787 
Tsai (1987) 0.633 
Easton, A. (1988) -.850 
Hardaway (1988) 0.018 
Jarvenpaa, Rae, and 
Huber (1988) Part 1 0.875 
Jarvenpaa, Rae, and 
Huber (1988) Part 2 0.374 
KLng, Premkumar, and 
Ramamurthy (1988) 1.365 
Schuldt (1988) 0.579 
Chidambaram (1989) -.040 
DLXOn (1989) Task 1 2.457 
DLXOn (1989) Task 2 1.477 
Heminger (1989) 0.247 
Lamberti and Newsome (1989) 3.549 
SAMPLE 
SIZE 
20 
40 
60 
48 
109 
109 
41 
132 
156 
90 
41 
60 
36 
20 
20 
48 
48 
72 
14 
14 
42 
12 
140 
40 
40 
405 
60 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not R~ported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
0.7835 
Not Reported 
0.7767 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
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TABLE XXXVI 
NAMES AND EFFECP SIZES OF INDIVIDUAL STUDIES 
FOR DECISION TIME USING DSS/GDSS 
VERSUS NO-DSS/GDSS 
EFFECT 
STUDY SIZE 
Tunstall (1969) 
High D1fficulty task -.629 
Tunstall (1969) 
Low d1fficulty task -.383 
Benbasat & Schroeder (1977) -.818 
Benbasat and Dexter (1982) -.972 
Benbasat and Dexter (1982) -.550 
Goslar (1984) -.742 
S1egel, Dubrovsky, K1esler, 
and McGuire (1986), 
Exper1ment 1 -1.431 
S1egel, Dubrovsky, K1esler, 
and McGu1re (1986), 
Exper1ment 3 -2.512 
Beaucla1r (1987) -.315 
Bui and Sivasankaran (1987) -.452 
Yang (1987) 0.908 
Easton, A. (1988) -.741 
Easton, G. (1988) No leader, 
no anonym1ty -1.973 
Eeaston, G. (1988) No leader, 
anonym1ty -1.451 
Easton, G. (1988) Leader, 
anonymity -1.973 
Easton, G. (1988) Leader, 
no anonym1ty 0.282 
Gallupe, DeSanct1s, 
and D1ckson (1988) -.917 
Watson, DeSanct1s, and 
Poole (1988) -2.006 
Pentland (1990) part no. 1 
Pentland (1990) part no. 2 
0.382 
0.523 
SAMPLE 
SIZE 
100 
100 
32 
48 
13 
43 
48 
54 
80 
72 
76 
48 
60 
60 
60 
60 
72 
190 
1010 
1316 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
622 
TABLE XXXVII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES 
FOR DECISION TIME USING DSS/GDSS VERSUS 
MANUAL DSS/GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Weber ( 1977) 1.44 40 Not Reported 
watson, DeSanct~s, 
and D~ckson (1988) 0.051 188 Not Reported 
Burkhard (1984) -2.234 41 Not Reported 
Gaul (1985) -.883 41 Not Reported 
Bu~, s~vankaran, Fijol, 
and Woodbury (1987) 3.091 36 Not Reported 
Isett (1987) 
Dec~s~on A~d 1 0.148 20 Not Reported 
Isett (1987) 
Decision A~d 2 -.339 20 Not Reported 
Tsa~ (1987) 2.155 48 Not Reported 
Easton, A. (1988) 0.642 48 Not Reported 
Hem~nger (1989) -.86~ 427 Not Reported 
Lamberti and Newsome (1989) 0.943 60 Not Reported 
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TABLE XXXVIII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES 
FOR DEPTH OF ANALYSIS USING DSS/GDSS 
VERSUS NO-DSS/GDSS 
EFFECT 
STUDY SIZE , 
Tunstall (1969) 
High D~ff~culty task -1.208 
Tunstall (1969) 
Low diff~culty task -.129 
Steeb and Johnston (1981) 0.651 
Lewis (1982) 
Goslar (1984) 
Pracht (1984) 
Gaul (1985) 
Aldag and Power (1986) 
S~egel, Dubrovsky, K~esler, 
and McGu~re (1986), 
Exper~ment 1 
S~egel, Dubrovsky, K~esler, 
and McGu~re (1986), 
Exper.unent 3 
Beauclair (1987) 
Beauclair (1987) 
Chu (1987) 
Yang (1987) 
Easton, A. (1988) 
Gallupe, DeSanct~s, 
and D~ckson (1988) 
Sm~th and Vanecek (1988) 
0.531 
-.453 
-.444 
0.436 
0.197 
0.964 
-.686 
0.105 
0.184 
0.397 
1.539 
2.559 
0.863 
-.456 
SAMPLE 
SIZE 
100 
100 
30 
60 
43 
81 
31 
88 
42 
42 
42 
42 
22 
76 
48 
72 
132 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
.83 
Not Reported 
Not Reported 
0.8529 
0.8529 
Not reported 
Not Reported 
Not Reported 
Not Reported 
0.7 
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TABLE XXXIX 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES 
FOR DEPTH OF ANALYSIS USING DSSfGDSS 
VERSUS MANUAL DSS/GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
LewJ.s (1982) 0.626 60 Not Reported 
Eckel (1983) Part 1 0.241 109 Not Reported 
Eckel (1983) Part 2 0.054 109 Not Reported 
Burkhard (1984) 0.121 41 Not Repor-ted 
Goul (1985) 0.568 38 Not Reported 
Goslar, Green, and Hughes 
(1986) 0.523 43 Not Reported 
Goul, Shane, and Tonge 
(1986) 0.323 52 Not Reported 
BuJ., SJ.vankaran, Fl.JOl, 
and Woodbury (1987) -1.592 36 Not Reported 
Easton, A. (1988) -.445 48 Not Reported 
Jarvenpaa, Rae, and Huber 
(1988) Part 1 0.182 14 0.82 
Jarvenpaa, Rae, and Huber 
(1988) Part 2 -. 714 14 0.82 
ChJ.dambaram (1989) 0.926 140 0.92 
Dixon (1989) Task 1 1.329 40 Not Reported 
Dl.XOn (1989) Task 2 1.275 40 Not Reported 
Hem1.nger (1989) 0.230 436 Not Reported 
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TABLE XL 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES 
FOR DECISION CONFIDENCE USING DSS/GDSS 
VERSUS NO-DSS/GDSS 
STUDY 
Tunstall (1969) 
High D1ff1cu1ty Task 
Tunstall (1969) 
Low d1ff1cu1ty task 
Luthans and Koester (1976), 
exper1enced students 
EFFECT 
SIZE 
-.253 
-.399 
0.635 
Luthans and Koester (1976), 
1nexperienced students 1.417 
K1ng and Rodr1guez (1978) 1.099 
Koester and Luthans (1979), 
exper1enced users 0.658 
Koester and Luthans (1979), 
exper1enced users 0.658 
Chr1sten and Samet (1980) 0.050 
Mcintyre (1982) 0.292 
Barki and Huff (1984) 0.843 
Goslar (1984) -.705 
Adr1anson and HeJelmquist 
(1985) 1.478 
Gallupe, DeSanct1s, 
and D1ckson (1988) -.740 
Peterson (1988) -.018 
Red1ng (1988) 0.227 
Watson, DeSanct1s, 
and Poole (1988) -.624 
SAMPLE 
SIZE 
100 
100 
141 
so 
45 
60 
60 
12 
96 
44 
43 
64 
72 
60 
46 
190 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reprted 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
0.933 
Not Reported 
Not Reported 
Not Reported 
0.88 
Not Reported 
Not Reported 
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TABLE XLI 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES 
FOR DECISION CONFIDENCE USING DSS/GDSS 
VERSUS MANUAL DSS/GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Weber (1977) 0.645 40 Not Reported 
Schuldt (1988) 0.506 12 Not Reported 
Watson, DeSanctis, and 
Poole (1988) -.897 188 Not Reported 
D1.xon (1989) Task 1 0.486 40 Not Reported 
D1.xon (1989) Task 2 0.537 40 Not Reported 
Burkhard (1984) .0203 41 .86 
Hem1.nger (1989) .0247 405 Not Reported 
D1.ckmeyer (1983) 0.729 38 Not Reported 
Hardaway (1988) 0. 722 72 Not Reported 
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TABLE XLII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
SATISFACTION WITH DECISION PROCESS USING 
DSS/GDSS VERSUS NO-DSS/GDSS 
STUDY 
Tunstall (1969) 
H~gh d~ff1culty task 
Tunstall ( 1969) 
Low d~ff~culty task 
Lew~s (1982) 
Dav~s and Mount (1984) 
Dav~s and Mount (1984) 
Adrianson and Hejelmqu~st 
(198S) 
H~ltz, Turoff, and Johnson 
(198S) 
Easton, A. (1988) 
Easton, G. (1988) No 
leader, no anonym~ty 
Eeaston, G. (1988) No 
leader, anonym~ty 
Easton, G. (1988) Leader, 
anonymity 
Easton, G. (1988) Leader, 
no anonym~ty 
Gallupe, DeSanct~s, and 
D~ckson (1988) 
EFFECT 
SIZE 
-.237 
-.052 
0.056 
0.304 
-.OS6 
O.S96 
-.176 
1.277 
-.838 
-.802 
-2.374 
0.439 
-.ass 
SAMPLE 
SIZE 
100 
100 
60 
202 
2S1 
65 
90 
48 
60 
60 
60 
60 
72 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
Not Reported 
0.87 
0.87 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reprted 
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TABLE XLIII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
SATISFACTION WITH DECISION PROCESS USING 
DSSfGDSS VERSUS MANUAL DSS/GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Lew1.s (1982) 0.149 60 Not Reported 
Bu1., S1.vankaran, Fl.JOl, 
and Woodbury (1987) 0.119 36 Not Reported 
Easton, A. (1988) 1.807 48 Not Reported 
Jarvenpaa, Rae, and 
Huber (1988) Part 1 -.101 14 0.83 
Jarvenpaa, Rae, and 
Huber (1988) Part 2 -.005 14 0.83 
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TABLE XLIV 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
SATISFACTION WITH DECISION OUTCOME 
USING DSS/GDSS VERSUS 
NO-DSS/GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Tunstall (1969) High 
d~ff~culty task 0.366 100 Not Reported 
Tunstall (1969) Low 
diff~culty task 0.578 100 Not Reported 
-
H~ltz, Johnson, Arnov~tch 
and Turoff (1980) 0.415 40 Not Reported 
Lew~s (1982) -.223 60 Not Reported 
Beaucla~r (1987) Part 1 0.793 42 Not Reported 
Beauclair (1987) Part 2 0.00 42 Not Reported 
Bu~ and s~vasankaran (1987) -.076 72 Not Reported 
Easton, A. (1988) 0.189 48 Not Reported 
Watson, OeSanct~s, and 
Poole (1988) 0.259 190 Not Reported 
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Weber 
Lewis 
Bu~, 
TABLE XLV 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
SATISFACTION WITH DECISION OUTCOME USING 
DSS/GDSS VERSUS MANUAL DSS/GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
(1977) 0.775 40 Not Reported 
< 
(1982) 0.251 60 Not Reported 
s~vankaran, Fijol, 
and Woodbury (1987) -.480 36 Not Reported 
Easton, A. (1988) 0.497 48 Not Reported 
Watson, DeSanctis, and 
Poole (1988) -.349 188 Not Reported 
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TABLE XLVI 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
EQUALITY OF PARTICIPATION USING GDSS 
VERSUS NO-GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
H~ltz,Johnson, and Agle 
(1978) 0.573 60 Not Reported 
H~ltz, Johnson, Arnov~tch, 
and Turoff (1980) 0.231 40 0.9 
Lew~s (1982) 0.577 60 Not Reported 
H~ltz, Turoff, and Johnson 
(1985) 0.054 60 Not Reported 
S~egel, Dubrovsky, K~esler, 
and McGuire (1986), 
Exper~ment 1 1.174 42 Not Reported 
S~egel, Dubrovsky, K~esler, 
and McGuire (1986), 
Exper~ment 3 0.860 37 Not Reported 
Beauclair (1987) -.009 42 Not Reported 
Beaucla~r (1987) -.000 42 Not Reported 
Easton, A. (1988) 2.828 48 Not Reported 
Easton, G. (1988) No leader, 
no anonym~ty 4.325 60 0.8249 
Easton, G. (1988) No leader, 
anonym~ty 3.113 60 0.8249 
Easton, G. (1988) Leader, 
anonym~ty 4.154 60 0.8249 
Easton, G. (1988) Leader, 
no anonym~ty 3.395 60 0.8249 
Sm~th and Vanecek (1988) -.552 132 0.75 
Watson, DeSanctis, and 
Poole (1988) 0.422 190 Not Reported 
He, Raman, and Watson (1989) -. 672 145 Not Reported 
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r 
TABLE XLVII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
EQUALITY OF PARTICIPATION USING GDSS 
VERSUS MANUAL GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Lew1.s (1982) 0.844 60 Not Reported 
Easton, A. (1988) -.195 48 Not Reported 
Jarvenpaa, Rae, and Huber 
(1988) 0.336 14 Not Reported 
Jarvenpaa, Rae, and Huber 
(1988) 0.286 14 Not Reported 
Watson, DeSanctJ.s, and 
Poole (1988) 0.303 188 Not Reported 
Z1.gurs, Poole, and 
DeSanctJ.s (1988) 0.00 98 Not Reported 
Ho, Raman, and Watson (1989) -.509 155 Not Reported 
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TABLE XLVIII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
DEGREE OF DECISION CONSENSUS USING GDSS 
VERSUS NO-GDSS 
EFFECT 
STUDY SIZE 
H~ltz,Johnson, and Agle 
(1978) -1.414 
H~1tz, Johnson, Arnov~tch, 
and Turoff (1980) -1.432 
H~ltz, Johnson, and Turoff 
(1982) With leader -1.171 
Hiltz, Johnson, and Turoff 
(1982) With no leader 0.540 
H~ltz, Turoff, and Johnson 
(1985) 0.162 
S~egel, Dubrovsky, K~esler, 
and McGuire (1986), 
Exper~ment 1 • 659 
S~egel, Dubrovsky, K~esler, 
and McGu~re (1986), 
Experiment 3 0.824 
Easton, G. (1988) No leader, 
no anonym~ty -2.529 
Eeaston, G. (1988) No leader, 
anonym~ty -1.549 
Easton, G. (1988) Leader, 
anonym~ty -2.529 
Easton, G. (1988) Leader, 
no anonym~ty 
Gallupe, DeSanctis, and 
0.00 
D~ckson (1988) -.994 
Watson, DeSanct~s, and 
Poole (1988) -.178 
Ho, Raman, and Watson (1989) -.423 
SAMPLE 
SIZE 
40 
40 
60 
60 
90 
54 
54 
60 
60 
60 
60 
72 
190 
145 
RELIABILITY 
COEFFICIENTS 
Not Reported 
0. 9 . 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
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Hiltz, 
TABLE XLIX 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
DEGREE OF DECISION CONSENSUS USING GDSS 
VERSUS MANUAL GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Johnson, and Agle 
(1978) -1.414 40 Not Reported 
Watson, DeSanct~s, and 
Poole (1988) -.539 188 Not Reported 
Ho, Raman, and Watson (1989) -.887 155 Not Reported 
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TABLE L 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
SATISFACTION TOWARD THE SYSTEM USING DSS/GDSS 
VERSUS NO-DSS/GDSS 
STUDY 
Lew~s (1982) 
Bark~ and Huff (1984) 
Dav~s and Mount (1984) 
Dav~s and Mount (1984) 
Adr~anson and Hejelmqu~st 
(1985) 
H~ltz, Turoff, and Johnson 
(1985) 
EFFECT 
SIZE 
-.092 
1.658 
0.336 
0.107 
2.424 
-.329 
SAMPLE 
SIZE 
60 
46 
203 
250 
65 
90 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
636 
TABLE LI 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
SATISFACTION TOWARD THE SYSTEM USING DSSfGDSS 
VERSUS MANUAL DSS/GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
LewJ.s (1982) 0.350 60 Not Reported 
Burkhard (1984) -.490 41 0.799 
Sanders, Courtney, and 
Loy (1984) Part 1 0.866 132 Not Reported 
Sanders, Courtney, and 
Loy (1984) Part 2 0.946 156 Not Reported 
Sanders, Courtney, and 
Loy (1984) Part 3 0.788 90 Not Reported 
Goul (1985) 0.438 40 Not Reported 
BuJ., SJ.vankaran, Fl.JOl, 
and Woodbury (1987) .651 36 Not Reported 
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TABLE LII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
DEGREE OF DECISION CONSISTENCY USING DDS/GDSS 
VERSUS NO-DSS/GDSS 
STUDY 
Mcintyre (1982) 
EFFECT 
SIZE 
.492 
SAMPLE 
SIZE 
96 
TABLE LIII 
RELIABILITY 
COEFFICIENTS 
Not Reported 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
DEGREE OF DECISION CONSISTENCY USING DSS/GDSS 
VERSUS MANUAL DSSJGDSS 
STUDY 
Weber (1977) 
EFFECT 
SIZE 
0.012 
SAMPLE 
SIZE 
40 
RELIABILITY 
COEFFICIENTS 
Not Reported 
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TABLE LIV 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
AMOUNT OF DISCUSSION CONFLICT USING GDSS 
VERSUS NO-GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
HJ.ltz, Turoff, and Johnson 
(1985) -.679 90 Not Reported 
Gallupe, DeSanctJ.s, and 
DJ.ckson (1988) 1.5161 72 Not Reported 
TABLE LV 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
AMOUNT OF DISCUSSION CONFLICT USING GDSS 
VERSUS MANUAL GDSS 
STUDY 
ChJ.dambaram (1989) 
EFFECT 
SIZE 
-.069 
SAMPLE 
SIZE 
140 
RELIABILITY 
COEFFICIENTS 
0.747 
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TABLE LVI 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
DEGREE OF UNINHIBITED BEHAVIOR USING GDSS 
VERSUS NO-GDSS 
STUDY 
S1.egel, Dubrovsky, Kl.esler, 
and McGu1.re (1986), 
Experiment 1 
S1.egel, Oubrovsky, K1.esler, 
and McGu1.re (1986), 
Exper1.ment 3 
Easton, G. (1988) No leader, 
no anonym1.ty 
Easton, G. (1988) No leader, 
anonymity 
Easton, G. (1988) Leader, 
anonym1.ty 
Easton, G. (1988) Leader, 
no anonymity 
EFFECT 
SIZE 
0.840 
0.416 
o.oo 
0.118 
-.400 
0.358 
SAMPLE 
SIZE 
42 
45 
60 
60 
60 
60 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
Not Reported 
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H1.ltz, 
H1.ltz, 
H1.ltz, 
TABLE LVII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
AMOUNT OF GROUP COMMUNICATION USING GDSS 
VERSUS NO-GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Johnson, Arnov1.tch, 
and Turoff (1980) -2.829 40 0.9 
Johnson, and 
Turoff(1982) -.473 120 Not Reported 
Turoff, and Johnson 
(1985) 0.262 60 Not Reported 
S1.egel, Dubrovsky, K1.esler, 
and McGuire (1986), 
Exper1.ment 1 -.065 42 Not Reported 
S1.egel, Dubrovsky, K1.esler, 
and McGu1.re (1986), 
Exper1.ment 3 -1.027 48 Not Reported 
TABLE LVIII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
AMOUNT OF GROUP COMMUNICATION USING GDSS 
VERSUS MANUAL DSS/GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Jarvenpaa, Rae, and Huber 
(1988) Part 1 0.014 14 Not Reported 
Jarvenpaa, Rae, and Huber 
(1988) Part 2 -.391 14 Not Reported 
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'I'ABLE LIX 
NAMES AND EFFEC'l' SIZES OF INDIVIDUAL STUDIES FOR 
RA'I'E OF DECISION IMPROVEMENT USING DSSfGDSS 
VERSUS NO-DSSfGDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Tunstall (1969) HLgh 
dLfficulty task -.994 100 Not Reported 
Tunstall (1969) Low 
diffLCUlty task 0.883 100 Not Reported 
Mcintyre (1982) 0.298 96 Not Reported 
DavLs and Mount (1984) 
Part 1 1.011 210 0.635 
DavLs and Mount (1984) 
Part 2 0.697 256 0.635 
Goslar (1984) 0.315 43 Not Reported 
AdrLanson and HeJelmquLst 
(1985) 0.557 64 Not Reported 
Yang (1987) 1.208 76 Not Reported 
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TABLE LX 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
GROUP COHESIVENESS USING GDSS 
VERSUS NO-GDSS 
EFFECT SAMPLE RELIABILITY 
STUDY SIZE SIZE COEFFICIENTS 
Tunstall (1969) High 
d~fficulty task -.685 100 Not Reported 
Tunstall (1969) Low 
d~ff~culty task 0.120 100 Not Reported 
TABLE LXI 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
GROUP COHESIVENESS USING GDSS 
STUDY 
Ch~dambaran (1989) 
VERSUS MANUAL GDSS 
EFFECT 
SIZE 
-.019 
SAMPLE 
SIZE 
140 
RELIABILITY 
COEFFICIENTS 
0.889 
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TABLE LXII 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
AMOUNT OF TASK-ORIENTED BEHAVIOR USING GDSS 
VERSUS NO-GDSS 
STUDY 
S~egel, Dubrovsky, K~esler, 
and McGuire (1986), 
Exper~ment 1 
S~egel, Dubrovsky, K~esler, 
and McGu~re (1986), 
Experiment 3 
EFFECT 
SIZE 
0.534 
-.557 
SAMPLE 
SIZE 
42 
48 
TABLE LXIII 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
NAMES AND EFFECT SIZES OF INDIVIDUAL STUDIES FOR 
AMOUNT OF TASK ORIENTED BEHAVIOR USING GDSS 
VERSUS MANUAL GDSS 
STUDY 
Jarvenpaa, Rae, and 
Huber (1988) Part 1 
Jarvenpaa, Rae, and 
Huber (1988) Part 2 
EFFECT 
SIZE 
0.430 
-.704 
SAMPLE 
SIZE 
14 
14 
RELIABILITY 
COEFFICIENTS 
Not Reported 
Not Reported 
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TABLE LXIV 
STUDIES EXCLUDED FROM ALL THE META-ANALYSES 
STUDY 
REVIEWS AND ESSAYS 
Pinsonnealt & Kraemer [1989] 
Courtney, DeSanctis, & Kasper [1983] 
Gray [1983] 
DIFFERENT SURROGATE OF INDEPENDENT VARIABLES 
Ellis, Rein, & Jarvenpaa [1989] 
Pecoraro [1984] 
Ruble [1984] 
Schroeder, D. [1989] 
Dos Santos [1988] 
Trumbly [1988} 
NO QUANTIFIABLE EFFECT SIZES 
Eining [1987] 
Killingsworth [1987] 
Applegate [1986] 
Nunamaker, Applegate, and Konsynski [1987) 
Beauclair [1987] 
Sharda et al. [1988] 
Cats-Baril & Huber [1987] 
George, Northcraft, & Nunamaker [1987] 
King, James [1988] 
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APPENDIX C 
COMPUTER PROGRAMS FOR META-ANALYSIS 
646 
ARPIFACTCJAL DISTRIBUTION JIE'l'A-ANALYSIS OF d VALUES 
~0 REM D VALUE META-ANALYSIS WITH ARTIFACT DISTRIBUTION 
20 REM RELIABILITIES OF DEPENDENT VAR ASSUMED UNMATCHED 
30 REM THESE RELIABILITIES ARE READ FROM A SEPARATE FILE 
32 REM PROGRAM BY F. SCHMIDT, JAN. ~985, CALLED DVALUE2 
34 REM TRANSLATED BY JEC, MARCH ~988 
36 REM FOR IBM COMPATIBLE PC'S USING GW BASIC VERSION 2.0 
50 DIM D(~00,2),RY(50,2) 
60 PRINT"D VALUE META-ANALYSIS WITH" 
70 PRINT"ARTIFACT DISTRIBUTION FOR" 
75 PRINT"RELIABILITIES OF DEPENDENT VAR":PRINT 
80 PRINT"FIRST, INPUT THE D & N FILE":PRINT 
90 INPUT"DISK/DATA FILE NAME";N$ 
~00 INPUT"NUMBER OF ROWS";NR 
~10 INPUT"NUMBER OF COLUMNS";NC 
~20 OPEN "I",2,N$ 
13 0 REM READ IN D AND N MATRIX 
140 FOR I=1 TO NR:FOR J=1 TO NC 
~50 INPUT#2,D(I,J) 
~60 NEXT J:NEXT I 
170 CLOSE 2 
~80 REM PRINT D & N MATRIX AS CHECK 
190 FOR I=~ TO NR:PRINT I; 
200 FOR J=1 TO NC:PRINT D(I,J);:NEXT J 
210 PRINT:NEXT I 
2 2 0 REM READ IN RYY MATRIX 
230 PRINT"RYY AND FREQ'S FILE":PRINT 
240 INPUT"DISK/DATA FILE NAME";M$ 
250 INPUT"NUMBER OF ROWS";N1 
260 INPUT"NUMBER OF COLUMNS";N2 
270 OPEN "I",3,M$ 
280 FOR I=~ TO N1:FOR J=1 TO N2 
290 INPUT#3,RY(I,J) 
300 NEXT J:NEXT I 
310 CLOSE 3 
320 REM PRINT RYY MATRIX AS CHECK 
330 FOR I=~ TO N1:PRINT I; 
340 FOR J=~ TO N2:PRINT RY(I,J);:NEXT J 
350 PRINT:NEXT I 
360 REM COMPUTE MEAN UNCORRECTED D 
365 DM=O 
370 TN=O:SUM=O 
380 FOR I=1 '1'0 NR 
390 SUM=SUM+D(I,2)*D(I,1) 
, 
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400 TN=TN+D(I,2):NEXT I 
410 DM=SUM/TN 
420 REM COMPUTE SAMPLING VAR OF OBS D'S 
430 S1=((TN/NR)-1)/((TN/NR)-3)*(4*(1+(DMA2)/B)*NR)/TN 
440 REM COMPUTE VAR OF OBS D'S 
450 ND=O 
460 FOR I=1 TO NR 
470 ND=ND+D(I,2)*(D(I,1)-DM)A2 
480 NEXT I 
490 V1=ND/TN:SO=SQR(V1) 
500 REM COMPUTE PERCENT VAR DUE TO SAMPLING ERROR 
510 X1=(S1/V1)*100 
520 REM COMPUTE MEAN SQR OF RYY 
530 Y=O:Z=O 
540 FOR I=1 TO N1 
550 Y=Y+SQR(RY(I,1))*RY(I,2) 
560 Z=Z+RY(I,2) 
570 NEXT I 
580 YM=Y/Z 
590 REM COMPUTE TRUE SCORE MEAN D 
600 DT=DM/YM 
610 REM COMPUTE VAR DUE JTO RYY DIFFS 
620 X4=0:Y4=0:Z4=0:F4=0 
630 FOR I=1 TO N1 
640 DA=DT*SQR(RY(I,1)) 
650 X4=DA*RY(I,2) 
660 Y4=Y4+X4 
670 Z4=Z4+DAA2*RY(I,2) 
680 F4=F4+RY(I,2) 
690 NEXT I 
700 VY=(Z4/F4)-(Y4/F4)A2 
710 REM COMPUTE RESIDUAL VAR AND SD 
720 RV=V1-S1-VY 
730 IF RV<O THEN RS=O 
740 IF RV>O THEN RS=SQR(RV) 
750 REM COMPUTE SD-PREDICTED 
760 SP=SQR(S1+VY) 
770 REM COMPUTE PERCENT VAR ACC FOR 
780 PV=((S1+VY)/V1)*100 
790 REM COMPUTE SD OF TRUE SCORE D'S 
BOO S7=(DT/DM)*RS 
810 REM BEST & WORST CASES-CORRECTED D 
820 BC=DT+1.2B*S7 
830 WC=DT-1.2B*S7 
840 REM BEST & WORST CASES-UNCORRECTED D 
850 B1=DM+1.2B*RS 
860 W1=DM-1.2B*RS 
861 REM COMPUTE CHI-SQUARE TEST 
862 Q=NR* (V1/S1) 
863 REM COMPUTE CONFIDENCE INTERVAL FOR SUBSETS 
864 SE=SQR(V1/NR) 
865 CI1=DM-1.96*SE 
648 
866 CI2=DM+1.96*SE 
867 REM COMPUTE FAIL-SAFE N STUDIES 
868 XN=NR(D/(0.05-1)) 
900 REM PRINT OUTPUT ON PRINTER 
901 INPUT "IS PRINTER READY (Y/N)";Y$ 
902 IF Y$="Y" THEN 890 ELSE 1190 
903 LPRINT"META-ANALYSIS RESULTS":LPRINT 
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904 LPRINT"D VALUES WITH ARTIFACT DISTRIBUTION" :LPRINT :LPRINT 
910 LPRINT"MEAN CORRECTED D=";DT 
920 LPRINT"SD OF CORRECTED D=";S7 
930 LPRINT"BEST CASE=";BC 
940 LPRINT"WORST CASE=";WC 
950 LPRINT"PERCENT VAR ACC FOR=";PV 
960 LPRINT"TOTAL N=";TN 
970 LPRINT"NO. OF D'S=";NR:LPRINT:LPRINT 
980 LPRINT"SUPPLEMENTARY RESULTS":LPRINT 
990 LPRINT"MEAN UNCORRECTED D=";DM 
1000 LPRINT"MEAN SQR OF RYY=";YM 
1020 LPRINT"BEST CASE=";B1 
1030 LPRINT"WORST CASE=";W1 
1040 LPRINT"VAR OF OBSERVED D'S=";V1 
1050 LPRINT"SAMPLING ERROR VAR OF OBS D'S=";S1 
1060 LPRINT"VAR DUE TO RYY DIFFS=";VY 
1070 LPRINT"RESIDUAL VAR=";RV 
1080 LPRINT"RESIDUAL SD=";RS 
1090 LPRINT"PERCENT VAR ACC FOR=";PV 
1100 LPRINT"PERCENT VAR DUE TO SAMPLING ERROR=";X1 
1110 LPRINT"SD OF OBSERVED D'S=";SO 
1120 LPRINT"PREDICTED SD=";SP:LPRINT:LPRINT 
1121 LPRINT"CHI-SQUARE TEST=";Q 
1122 LPRINT"UPPER CONFIDENCE INTERVAL=";CI1 
1123 LPRINT"LOWER CONFIDENCE INTERVAL=";CI2 
1124 LPRINT"FAIL-SAFE N=",XN 
1130 LPRINT"OBSERVED D VALUES":LPRINT 
1140 FOR I=1 TO NR:LPRINT I; 
1150 LPRINT D(I,1);:LPRINT D(I,2):NEXT I:LPRINT 
1190 END 
Source: Hunter and Schmidt, 1990 
PROGRAII ro CREATE DATA FILES 
OS REM PROGRAM BY JOHN HUNTER 
~0 REM THIS PROGRAM WILL MAKE, REMAKE OR ADD DA'l'A TO 
20 REM A SEQUENTIAL DA'l'A FILE. IT IS CALLED MAKEDATA.BAS 
30 REM IT CAN ALSO PRINT A DA'l'A FILE AS A CHECK. 
35 REM FOR IBM COMPATIBLE PC'S USING GW BASIC VERSION 2.0 
40 DIM A(~OO,~O) 
50 PRINT "OP'l'IONS ARE:" 
60 PRINT "~. NEW DA'l'A FILE" 
70 PRINT "2. REDO EXISTING FILE" 
80 PRINT "3. ADD 'l'O EXISTING FILE" 
650 
90 PRINT: PRINT "CHOOSE BY ANSWERING THE FOLLOWING QUESTIONS 
YES OR NO" 
~00 INPUT"~. DO YOU WANT A NEW DA'l'A FILE (Y/N)";Yl$ 
~~0 IF Yl$="Y" THEN ~60 
120 INPUT "2. DO YOU WANT TO REDO A FILE (Y/N)";Y2$ 
130 IF Y2$="Y" THEN 160 
140 INPUT "3. DO YOU WANT TO ADD TO A FILE (Y/N)";Y3$ 
150 IF Y3$="Y" THEN 300 ELSE 430 
160 PRINT "YOU WILL CREA'l'E A NEW FILE IF YOU NAME A 
NONEXISTENT FILE" 
170 PRINT "YOU WILL ERASE DATA IF YOU NAME A FILE ON THE 
DISK":PRINT 
180 INPUT "DISK/DATA FILE NAME";N$ 
190 INPUT "NUMBER OF ROWS" ;NR 
200 INPUT "NUMBER OF COLUMNS" ;NC 
210 OPEN "0",1,N$ 
220 FOR I=1 'l'O NR:PRINT"ROW:";I 
230 FOR J=1 'l'O NC 
240 INPUT "DA'l'A: ",A(I,J) 
250 PRINT#1,A(I,J); 
260 NEXT J 
270 PRINT:NEXT I 
280 CLOSE 1 
290 GO'l'O 430 
300 PRINT "YOU WILL ADD 'l'O THE END OF A FILE IF YOU NAME AN 
EXISTING FILE" 1 
310 PRINT "YOU WILL CREATE A NEW FILE IF YOU NAME A 
NONEXISTING FILE":PRINT 
320 INPUT "DISK/DA'l'A FILE NAME";F$ 
330 INPUT "NUMBER OF ROWS" ;FR 
340 INPUT "NUMBER OF COLUMNS";FC 
350 OPEN "A",2,F$ 
360 FOR I=1 'l'O FR:PRINT "ROW:";I 
370 FOR J=1 TO FC 
380 INPUT "DATA:",A(I,J) 
390 PRINT#2,A(I,J); 
400 NEXT J 
410 PRINT:NEXT I 
420 CLOSE 2 
430 INPUT "DO YOU WANT TO CHECK YOUR DATA (Y/N)";Y4$ 
440 IF Y4$="Y" THEN 450 ELSE 580 
450 INPUT "DISK/DATA FILE NAME";C$ 
460 INPUT "NUMBER OF ROWS";CR 
470 INPUT "NUMBER OF COLUMNS";CC 
480 OPEN "I",3,C$ 
490 FOR I=1 TO CR:FOR J=1 TO CC 
500 INPUT#3,A(I,J) 
510 NEXT J:NEXT I 
520 CLOSE 3 
530 FOR I=1 TO CR:PRINT I; 
540 FOR J=1 TO CC:PRINT A(I,J);:NEXT J 
550 PRINT:NEXT I 
651 
560 INPUT "DO YOU WANT TO RUN THE PROGRAM AGAIN (Y/N)";Y5$ 
570 IF Y5$="Y" THEN 100 
580 END 
Source: Hunter and Schmidt, 1990 
Dissertation: 
Major Field: 
Minor Fields: 
Biographical: 
VITA 
MUHAMMAD ABDUL-MUHSEN AL-KHALDI 
Candidate for the Degree of 
Doctor of Philosophy 
THE EMPIRICAL LITERATURE OF EVALUATING THE 
EFFECTIVENESS OF INDIVIDUAL AND GROUP 
DECISION SUPPORT SYSTEMS: A META-ANALYSIS AND 
A NARRATIVE REVIEW 
Management Information systems 
Management, Economics 
Personal Data: Born in Dammam, Saudi Arabia, i956, the 
son of Abdul-Muhsen A. Al-Khaldi and Nora Al-Sahali. 
Married August i9B2, to Muna Al-Mutawa. 
Education: Graduated from Dammam First High School, 
Dammam, Saudi Arabia, in i974; received Bachelor 
of Science degree in Industrial Management from 
The University of Petroleum and Minerals, Dhahran, 
Saudi Arabia, in May, i9BO; received Master of 
Business Administration degree from The University 
of Petroleum and Minerals, Dhahran, Saudi Arabia, 
in May, i982; Completed requirements for the degree 
of Doc·tor of Philosophy at Oklahoma State 
University, May, i99i. 
Professional Experience: Graduate Assistant, College of 
Industrial Management, University of Petroleum and 
Minerals, Dhahran, Saudi Arabia, May, i980 to 
May i982; Lecturer, College of Industrial 
Management, University of Petroleum and Minerals, 
Dhahran, Saudi Arabia, May, i982 to May i983. 
Permanent Address: 
P.O. Box i49 
College of Industrial Management 
King Fahd University of Petroleum & Minerals 
Dhahran 3i26i 
Saudi Arabia 
