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systems and thatalternative designs are available. Optimization concentrates on optimal allocation of redundancy components and optimal selection of alternative designs to meet system requirements. In the past two decades, numerous reliability optimization techniques have been proposed. Generally, these techniques can be classified as linear programming, dynamic programming, integer programming, and geometric programming, Heuristic method, Lagrange multiplier, and so on. [4] .
Reliability optimization models with several failure modes
Using redundant components is well accepted as a technique to improve the reliability of asystem. Usually this problem can be formulated as a nonlinear integer program. [3, 6] 2.1. Notation and Nomenclature k-Out -of -n: F the system is failed if and only if at least k out of its n elements are failed. k -Out -of -n: G the systems good if and only if at least k out of its n elements are good. R(m): reliability of the system when the element allocation is m G t (m) : the system, requires this amount of resource t when the element allocation is m.
Mathematical model
The following assumptions are made for the problem:
1. All elements in subsystem i ares-independent with respect to failure mode u, for each i, u combination taken by itself.
2. The system is 1 -out -of -N: F with respect to its subsystems.
3. The failure modes are a partitioning (mutually exclusive and exhaustive) of the failure event. Thus failure probabilities for failure modes combine to obtain total failure probability. 
Then the reliability optimization of redundant system with several failure modes can be formulated as follows:
The optimization problem is to determine the element allocation which maximizes the nonlinear system reliability (2.1) subject to:  The T nonlinear constrains  The nonnegative conditions with upper bound (2.3). This is a nonlinear integer programming.
Reliability optimization with fuzzy Goal and fuzzy constraints

Problem Formulation
The reliability optimization of redundant system with fuzzy goal and fuzzy constraints can be formulated as follows [1, 2] :
The symbols  and  represent fuzzy inequality, g 0 represents the desired goal of the reliability R(m) given by decision maker and the other variable have been defined in the previous section. 
Let: t  be the tolerable overuse of the t -The member ship function t  for constraint (3.5) is defined as follows:
Fuzzy reliability optimization problem can transform from (3.4) to (3.6) in to equivalent crisp problem as follows:
Where w t , t = 0, 1,…, T are the weights of membership function t  given by the decision maker with∑ = 1.
=0
The fuzzy reliability optimization problem is to determine the best number of redundancy units for each subsystem to maximize the grades of system designers' satisfaction for both the achievement of objective of reliability and the best utilization of resources simultaneously [7] .
Hybrid Evolutionary Algorithm
Hybrid evolutionary algorithm is stochastic search techniques based on the mechanism of natural selection and natural genetics. Hybrid Evolutionary algorithms, deferring from conventional search techniques, start with an initial set of random solution called population [3] . The strength of each chromosome is the objective function (fitness) that must be optimized. The new generation is formed by three basic operations: reproduction, crossover and mutation from last generation according to their fitness value which provide them with higher probabilities of being selected finally, the population stabilizes, because no better individual can be found. When algorithm converges, and most of individuals in the population are almost identical, it represents a suboptimal solution. A hybrid evolutionary algorithm has three parameters: the population size, crossover rate and mutation rate, these parameter are important to determine the performance of the algorithm. The detailed description can be found in [10, 11] .
Presentation of control variable
To apply hybrid evolutionary algorithm to solve a specific problem, one has to define the solution representation and the coding of the control variables. Here chromosome is defined as an ordered list of the number of redundant units' m xi shown as follows:
Where V k is the k -th chromosome.
Initialization
The initialized procedure will select the initial population within the range of the control variable with a random number generator. The user can specify the population number in this procedure [11] .
Fitness Evaluation
When evaluating chromosome, each legal one is assigned the value of objective function f(m) and each illegal chromosome is penalized as 0. 
Crossover
Crossover is one of the main distinguishing features of hybrid evolutionary algorithm that make them different from other algorithms. Its main aim is to recombine blocks on different individual to make a new one. Discrete recombination form is used here as crossover operator with P c =0.74 as crossover probability [10] {0,1} λ ,
Mutation
Mutation is performed as random perturbation in the population to avoid premature convergence to local optimum. For a selected chromosome's gene n ki , it will be replaced by a random integer with in [1] [2] [3] Let the probability of mutation, P m be 0.03. [10] 4.6 Selection 4.6.1. Roulette wheel selection The general selection operator is roulette-wheel, also called stochastic sampling with replacement. This is a stochastic algorithm and involves the following technique. The individuals are mapped to contiguous segments of a line, such that each individual's segment is equal in size to its fitness. A random number is generated and the individual whose segment spans the random number is selected. The process is repeated until the desired number of individuals is obtained (called mating population). This technique is analogous to a roulette wheel with each slice proportional in size to the fitness. But here rank of each individuals use instead of fitness. In ranking selection, the population is sorted according to the objective values. The fitness assigned to each individual depends only on its position in the individuals rank end not on the actual objective value [5] . Consider N the number of individual in this population (least fit individual has p = 1, the fittest individual P = N) and SP is selected random number in [1, 2] . rank (P) = 2-sp+2+(sp -1)(p-1)/(n-1) (4.13)
Elitism
In elitism one or more of the best individuals is selected and transfer directly to next generation here the best selected chromosome is transfer.
[10]
Case study and results analysis
The following example, modified by substitution last parameter with defined numbers to maximize the nonlinear reliability objective subject to fuzzy nonlinear constraints: 
Reliability membership is shown as follows which depicted in figure land in figure 2 membership function for first constraint is illustrated which shows legal tolerance for the first constraint. 
Conclusion and implication
Nowadays, the development of sciences and technology and the complexity of engineering systems and their results have caused the effects of their unreliable behavior in different areas. These consequences are one of the real sources of financial, life-threatening and environmental destructions. The harmful effects of engineering systems' unreliable behavior are evident in aerospace, army and nuclear industries. Therefore, the optimization of reliability coefficient of engineering systems has got increasingly great importance. In this article, we used special evolutionary algorithms to optimize the reliability problems with fuzzy goals and constrains. This enabled us to present a better and simpler answer in comparison with other optimization methods such as linear programming and lagrangean multiplier. 
