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Resumo
Neste trabalho pretendemos estudar a trajeto´ria de Regge do gravita˜o no
contexto da Cromodinaˆmica Quaˆntica hologra´fica como modelo para pro-
cessos de difusa˜o de altas energias dominados pela troca de Pomero˜es.
No cap´ıtulo 1, introduzimos a correspondeˆncia AdS/CFT e sumariamos al-
gumas caracter´ısticas dos modelos hologra´ficos da Cromodinaˆmica Quaˆntica.
No cap´ıtulo 2, revemos conceitos importantes na difusa˜o de altas energias
em Cromodinaˆmica Quaˆntica, com especial interesse no Pomera˜o. No cap´ı-
tulo 3, estudamos em detalhe um modelo hologra´fico de Cromodinaˆmica
Quaˆntica [1], com particular atenc¸a˜o para a difusa˜o de hadro˜es pela troca
de um campo de spin J dual a estados de bolas de gluo˜es, num tratamento
muito similar ao de [2]. O cap´ıtulo 4 conclui o trabalho com os resultados
principais e poss´ıveis desenvolvimentos.
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Abstract
In this work we intend to study the graviton Regge trajectory in the context
of holographic Quantum Chrmodynamics (QCD) as a model for high energy
scattering dominated by soft-Pomeron exchange.
In chapter 1, we introduce the AdS/CFT correspondence and summarize
some of the features of holographic QCD models (AdS/QCD). In chapter
2, we review important concepts in high energy scattering in QCD, with
special interest on the soft Pomeron. In chapter 3, we carry out a detailed
study of a particular AdS/QCD model, [1], with emphasis on high energy
scattering through the exchange of a spin J field dual to glueball states,
very similar to the treatment of [2]. Chapter 4 concludes this work with the
main results and further developments.
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Chapter 1
AdS/CFT correspondence
1.1 Introduction
The Anti-de Sitter/Conformal field theory (AdS/CFT) correspondence is
a relation between a conformal field theory (CFT) in a d dimensional flat
spacetime and a gravity theory in d + 1 dimensional anti-de Sitter (AdS)
spacetime, based on the fact that both theories have the same symmetry
group, SO(2, d) [8].
It was firstly conjectured by Juan Maldacena in [9], for the case of N = 4
Supersymmetric Yang-Mills theory with gauge group SU(N) (CFT) and IIB
superstring theory (gravity theory).
In this chapter, we introduce the AdS space and its characteristics, followed
by a quick discussion on string theory. Using the pedagogical approaches of
[10, 4, 11], we arrive at the AdS/CFT correspondence and study some of its
properties. The chapter ends with a note on the AdS/QCD framework.
For a recent review on AdS/CFT correspondence, check [12].
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1.2 Anti-de Sitter (AdS) space
In the following subchapter, we motivate the importance of AdS space and
its relation with CFT. Its characteristics can be easily identified in two
different sets of coordinates, each bringing out different aspects of AdS space,
as we will see next.
1.2.1 Renormalization flow and holography
Let us consider a quantum field theory (QFT) in d dimensional Minkowski
spacetime (t, ~x) defined by a length cutoff  [4]. In an analogous procedure
to Kadanoff renormalization in the Ising model [13], one can integrate over
short distance degrees of freedom to define an effective field theory at a
higher scale, z = ′ >  1.
Repeating this step for ′′ > ′ defines a renormalization group flow (RG)
[15], giving rise to a continuous family of effective theories, each one labeled
by a specific z.
This continuous family of d-dimensional theories can be associated to a single
theory in d+ 1-dimensional spacetime where the extra spatial coordinate z
corresponds to the RG scale.
The most relevant properties of this newly defined theory are:
• Invariance under z reparametrizations, since the physics of the original
QFT is invariant under z scaling2;
• The physics above z = ′ >  should be described by an effective theory
at RG scale z = ;
• This d+ 1-dimensional description only has the degrees of freedom of
a d-dimensional theory.
1This procedure is defined as “Top-down approach”. For a detailed review on the
subject, check [14].
2As in the Kadanoff scheme, scaling the system does not change the partition function.
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The last point, together with the works of [16] on the holographic principle,
indicates that a theory of quantum gravity defined in d + 1 dimensions is
dual to a QFT living in a d dimensional spacetime [4].
The first point (invariance under z reparametrizations) will give further con-
straints on the QFT, as we will see next.
1.2.2 Why AdS?
The previous section introduced a relation between a QFT defined in d
dimensional spacetime and a gravity theory in d + 1 spacetime. But why
AdS spacetime in particular?
Start with the most general possible metric for d+1 dimensional spacetime,[11,
4], with d dimensional Poincare´ symmetry3:
ds2 = Ω2(z)
(−dt2 + d~x2 + dz2) (1.1)
In order to preserve the translational symmetries along (t, ~x), the conformal
factor Ω(z) can only be a function of z. For each slice of z, say z = , there
is a flat background for a particular QFT. Requiring this QFT to have scale
invariance
(t, ~x)→ C(t, ~x) (1.2)
transforms it into a conformal field theory (CFT)4. For (1.1) to be a suitable
background of this CFT, it must have scale invariance, which dictates that
the metric is invariant under both (1.2) and z → Cz. Thus, Ω(z) has to
transform as Ω→ C−1Ω when z → Cz, fixing Ω(z):
Ω(z) =
L
z
(1.3)
3The d-dimensional Poincare´ symmetry group is composed by translations, spatial
rotations and boosts. It can be represented by the semi-direct product of translations in
d− 1 dimensions and the Lorentz group (R1,d−1 o SO(1, d− 1)).
4It is argued in [17] that scale invariant theories are usually also conformally invariant.
This point was thoroughly analyzed in [18], concluding that there is no known example of
scale invariant but non-conformal theories in 4 dimensions.
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By replacing Ω(z) in (1.1), one obtains the metric of d+ 1-dimensional AdS
spacetime, AdSd+1,
ds2 =
L2
z2
(−dt2 + d~x2 + dz2) (1.4)
where L is the AdS length. (1.4) defines in the metric of AdS in the Poincare´
patch. As z → 0, we approach the boundary of AdSd+1, parametrized by
xµ = (t, ~x),
ds2∂AdS ∝ ηµνdxµdxν = −dt2 +
d−1∑
i=1
dx2i (1.5)
a d dimensional Minkowski flat spacetime. Imposing the requirement of
conformal invariance on the QFT constraints the possible dual background
to AdS space, leading to the conclusion:
A CFT in d dimensional Minkowski spacetime is dual to a gravity
theory in d+ 1 AdS spacetime
1.2.3 Definition and features
AdSd+1 is a maximally symmetric spacetime
5 [19, 17] solution to Einstein
equations with a negative cosmological constant. It can be described as an
hyperboloid embedded in d+ 2 flat spacetime:
XmX
m = −X20 −X2d+1 +
d∑
i=1
X2i = −L2 (1.6)
Solutions to (1.6) read as follows:
X0 = L cosh ρ cos t
Xd+1 = L cosh ρ sin t
Xi = L sinh ρ Ωˆi
(1.7)
5Maximally symmetric means that it has the same number of symmetries as of ordinary
d+1 dimensional flat spacetime, where there are 1
2
(d+2)(d+1) linearly independent Killing
vectors, correspondent to d+ 1 translations, d boosts, and 1
2
d(d− 1) rotations [19].
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Use (1.7)6 and (1.6) to obtain the metric of AdSd+1 in global coordinates:
ds2 = L2
(− cosh2 ρ dt2 + dρ2 + sinh2 ρ dΩ2i ) (1.8)
The symmetries of AdS can be identified as the rotations and boosts of Xm
[19]:
• 12d(d− 1) rotations among the Xi with 1 ≤ i ≤ d;
• One rotation between the two time-like directions X0 and Xd+1;
• 2d boosts, mixing X0 and Xd+1 with the Xi.
Compactly represented as:
Lmn = X
m ∂
∂Xn
−Xn ∂
∂Xm
(1.9)
These are the generators of the SO(2, d) group of linear transformations of
Xm that leave (1.7) invariant. This is one of the most important features of
AdS space, as SO(2, d) is not only the isometry group of AdSd+1, but also
the conformal group in d dimensions.
To conclude, we have analyzed two coordinate systems in AdS space. The
first, Poincare´ patch coordinates, exposes scale invariance and a flat bound-
ary spacetime. This leads to the identification of a gravity theory in d+ 1-
dimensional AdS spacetime dual to a CFT living in its d-dimensional flat
boundary spacetime. The second, global coordinates, further enables this
correspondence by identifying the symmetry group of AdS space as SO(2, d),
which is identical to the d dimensional conformal group of the field theory.
1.3 Brief introduction of string theory
The standard description of the AdS/CFT correspondence focuses on the
twofold character of Dp-branes and its low energy limit. We shall follow this
6t is periodically defined in this coordinate system. However, it is more convenient
unwrap t and consider t ∈]−∞,∞[.
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approach7 as it summarizes many of string theory’s riveting results. This
qualitative view of the subject is designed to promptly present us with a
backdrop for AdS/CFT while avoiding a discussion of supersymmetry or
CFT. For more in-depth material, check [20, 21, 10, 22].
We use the natural unit system ~ = c = 1. For convenience, we will scale
all quantities as powers of length rather than mass:
[L] = [T ] = 1, [~] = [c] = 0, [E] = [M ] = −1
1.3.1 Fundamentals
String theory is a quantum theory of interacting, relativistic one-dimensional
objects [4]. It can be seen as the natural generalization of QFT, where
the focus is on interacting 0 dimensional objects, the point particles. This
graduation from a 0D to a 1D object requires the introduction of a extra
parameter, the string tension,
Tstr =
1
2piα′
(1.10)
where α′ = l2s is the slope parameter, a function of string length ls.
In order to find the action for a relativistic quantum string, we begin by its
0D counterpart, the point particle. The action is simply the path integral
over the particle’s infinitesimal proper time, ds [10]:
S = −m
ˆ
P
ds (1.11)
P is a 1D path described by the particle in spacetime called world-line.
Analogously, a string describes a 2D surface called worldsheet, parametrized
by two coordinates (τ, σ). τ can be assigned to the worldsheet time and σ
to the length of the string.
7Check [19] for an alternative derivation.
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Now suppose that the string propagates in a flat d dimensional spacetime,
defined by coordinates xm (m = 0, ..., d − 1). The trajectory of this string
in the d dimensional spacetime is specified by the string coordinates, Xm,
functions of the worldsheet coordinates α = (τ, σ).
Generalizing (1.11), the string action S must be a function of its worldsheet
area, which is itself a function of the two dimensional induced metric γαβ
[4]:
S = −Tstr
ˆ
dτdσ
√−γ (1.12)
γαβ = ∂αX
m∂βX
ngmn (1.13)
γ is defined as the determinant of γαβ. (1.12) is generally called the Nambu-
Goto string action. The string equations of motion can be obtained through
standard variational procedure, determining two types of strings:
• Closed strings (defined by periodic boundary conditions Xm(τ, σ) =
Xm(τ, σ + 2pi), ∀ τ, σ) [10];
• Open strings;
Figure 1.1: Open and closed strings. Taken from [3].
Open strings have more intricate boundary conditions. These can be divided
into Dirichlet and Neumann boundary conditions. In the first case, the
12
string endpoint remains fixed throughout the motion. In the second case,
the endpoint is free to move, but has fixed speed (moves at the speed of
light in the static gauge: x0 = t = τ) [10].
Dirichlet boundary conditions arise if the string endpoints are attached to
something. These objects are called Dp-branes (represented by a plane in
Fig.1.1) and are characterized by its p−spatial dimensions.
The expression (1.12) allows us to derive the Lagrangian and the Hamilto-
nian. From there we quantize the string, imposing commutation relations
analogous to those of the quantization of the scalar field in QFT [11].
There are several conclusions resulting from string quantization [11, 10]:
• The dimension of space-time is fixed to d = 26 by requiring the absence
of negative-norm states.
• The open string spectrum includes:
– A tachyonic (m2 < 0) ground state;
– Massless vector particles (photons) for the first excited state;
– Massive tensor particles (with masses of order ms ∼ 1ls ) for higher
excited states.
Open string theory then contains Maxwell field excitations [10].
• The closed string spectrum includes:
– A tachyonic (m2 < 0) ground state, analogous to the open string;
– Massless rank 2 tensor particles for the first excited state. The
symmetric part corresponds the graviton;
– Massive tensor particles (m ∼ 1ls ) for higher excited states;
The graviton represents small fluctuations of the background, meaning that
our starting flat spacetime is in fact dynamical.
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The previous results are part of bosonic string theory. In order to describe
fermionic particles such as quarks and leptons, one needs to introduce su-
perstring8 theories, [4, 11, 10, 8]. We will focus on type IIB superstring
theory. As before, requiring the absence of negative-norm states fixes the
dimension of spacetime d to 10.
The spectrum of the closed superstring becomes more complicated, but fo-
cusing on the massless part9, it can be synthesized as [4]:
• Tensor particles (including the graviton);
• Two scalars (axion and the dilaton Φ);
• Several antisymmetric tensor fields;
• Various fermionic partners, required by supersymmetry.
The dilaton is a critical part of our subsequential analysis due its role on
the string coupling constant, gs:
gs = e
Φ (1.14)
This will become important in our description of AdS/QCD, as the behavior
of gs is related to a characteristic of QCD, asymptotic freedom
10.
1.3.2 Low energy limit of IIB superstring
In the low energy limit, ls → 0, one can integrate out the massive string
modes (mass ∼ 1ls ) [4], defining a low energy effective action for the massless
fields. In IIB string theory, the low energy effective supersymmetric ac-
tion reduces to the Einstein-Hilbert action coupled to other massless matter
8String theory now has supersymmetry: At any massless level, we find an equal number
of fermionic and bosonic states. Turns out that supersymmetry has other functions, one
of them is removing tachyons from the string spectrum.
9These are the only modes that survive the low energy expansion, as we will see next.
10Coupling constant of QCD decreases as energy increases.
14
fields:
S =
1
16piG
ˆ
d10x
√−g (R+ LMatter) (1.15)
G, the 10 dimensional Newton constant in type IIB supergravity, can be
determined (up to a constant factor) by using interactions between closed
strings and dimensional analysis.
Interactions between closed strings reduce to two possible scenarios:
1. Two strings coalesce to form one single string;
2. One string breaks to form two separate strings.
Represented on Fig.1.2:
Figure 1.2: Interaction between closed strings: Case 1. on the left and case 2. on the
right. Taken from [4].
Each vertex corresponds to a factor of gs. Joining the two diagrams of
Fig.1.2 gives us the scattering of two closed strings, represented in Fig.1.3:
Figure 1.3: Closed string scattering and its low energy limit [4].
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The diagram in Fig.1.3 (a) is proportional to g2s and corresponds to Fig.1.3
(b) in supergravity, which is proportional to G. Consistency requires that
the two diagrams coincide in the low energy limit, identifying G ∝ g2s .
A dimensional analysis of G tells us that [G] = [L]d−2, which leads to G ∝ l8s .
Up to constants, G ∝ g2s l8s , with the exact result:
16piG = (2pi)7g2s l
8
s (1.16)
1.3.3 D-branes
As a gauge theory
As we have seen before, a Dp−brane is an object extended over p spatial di-
mensions in a d dimensional spacetime [10]. As such, spacetime coordinates
can be divided in:
• Coordinates tangent to the Dp−brane: x0, x1, ..., xp;
• Coordinates normal to the Dp−brane: xp, xp+1, ..., xd.
The location of this Dp−brane (Fig.1.1) is specified by fixing the coordinates
normal to the Dp−brane, xn:
xn = Cn, n = p, p+ 1, ..., d (1.17)
Boundary conditions can be set for the open strings on the Dp−brane by
using (1.17). Repeating the same quantization procedure of open strings
yields the open string spectrum on a single Dp−brane [10], which includes:
• A tachyonic (m2 < 0) ground state;
• (p + 1) − 2 massless gauge states (corresponding to a Maxwell gauge
field);
• (d− p) massless scalar fields.
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These massless scalar fields describe excitations of the Dp−brane in its (d−
p) normal directions, tantamount to small displacements in the directions
transverse to the Dp−brane.
The striking features of Dp−branes become even more latent for a superpo-
sition of N Dp−branes. The main parts of the spectrum are [10]:
• N2 interacting massless gauge fields, defining a U(N) Yang-Mills the-
ory in the world-volume of the N overlapping Dp−branes;
• (d− p) massless scalar fields.
The case of N D3−branes in type IIB string theory is particularly interest-
ing, since their world-volume is a 4 dimensional spacetime. In this case, the
massless spectrum consists of [4]:
• N2 interacting massless gauge fields → U(N) Yang-Mills theory11;
• 6 scalar fields and 4 Weyl fermions, where the latter have been added
by supersymmetry.
This spectrum corresponds to theN = 4 Supersymmetric Yang-Mills (SYM)
theory with gauge group SU(N)×U(1), with Yang-Mills coupling g2 = 4pigs.
So far, we focused on the interacting sector of open strings on D3−branes,
and realized it can be reduced to a gauge theory. There are still left to
consider closed string and open-closed string interactions in the low energy
limit of the type IIB string.
Closed string interactions are controlled by the 10 dimensional Newton
constant (1.16). As ls → 0, G → 0 and the closed strings become non-
interacting. As closed-open string interactions are also measured by G,
these two sectors decouple from one another [4].
In this description, the interacting part of type IIB theory reduces to the
open string part: N = 4 Supersymmetric Yang-Mills theory with gauge
group SU(N)× U(1).
11The U(1) component can be decoupled from the SU(N) gauge field [11].
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As gravity in fixed spacetime geometry
Since Dp−branes carry energy [10], they are bound to couple with gravity
and deform spacetime. The spacetime metric sourced by N Dp−branes can
be found by solving the supergravity equations of motion, [23, 24, 25]. For
the special case of D3−branes12 in type IIB theory, the solution reduces to
ds2 = H−
1
2 ηµνdx
µdxν +H
1
2
(
dr2 + r2dΩ25
)
(1.18)
where ηµνdx
µdxν is the 4D Minkowski spacetime and H(r) = 1 + (L/r)4 (r
is the radial coordinate of the transverse directions), with L4 = 4pigsNl
4
s .
L can be regarded as the length scale for the gravitational effect caused by
the D3−branes in flat spacetime and has two different regimes of interest:
• r  L;
• r  L;
In the first case, the metric (1.18) reduces to
ds2 =
(
1− 1
2
L4
r4
)
ηµνdx
µdxν +
(
1 +
1
2
L4
r4
)(
dr2 + r2dΩ25
)
(1.19)
which is the linearized metric for a extended object (in 3 spatial dimensions)
of mass ∝ N/ (gsl4s) in 10 dimensional space [11].
In the second case, H(r) reduces to (L/r)4. Thus, (1.18) becomes
ds2 =
r2
L2
ηµνdx
µdxν +
L2
r2
(
dr2 + r2dΩ25
)
(1.20)
which can be rewritten as the sum of two factors:
ds2 = ds2AdS5 + L
2dΩ25 (1.21)
12With tangent coordinates x0, x1, x2, x3 and normal coordinates x4, x5, .., x10.
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The first factor is the metric of AdS5 (written with r = L
2/z) and the second
is the metric of the 5 dimensional sphere. Hence, in the strong gravity region,
r  R, (1.18) reduces to AdS5 × S5.
1.4 The AdS/CFT correspondence
1.4.1 Outline
In the previous section, we introduced two distinct descriptions ofD3−branes:
• As a gauge theory: Hyperplane in flat spacetime, whose excitations
are open strings living on the brane. The interacting part of this de-
scription is the N = 4 Supersymmetric Yang-Mills theory with gauge
group SU(N), resulting from open strings on the D3−brane. Closed
strings propagate in 10 dimensional flat spacetime and do not interact
with open strings or themselves.
• As gravity in fixed spacetime geometry:
– r  L: Closed strings propagating in 10 dimensional flat space-
time;
– r  L: Closed strings propagating in AdS5 × S5
From these descriptions, one is able to develop an heuristic argument for the
AdS/CFT correspondence based on a low energy limit13 of the spacetime
geometry description.
One should expect that for r  L, the closed strings propagating in 10
dimensional flat spacetime match the non-interacting closed strings in the
gauge description. As for r  L, one expects that the closed string system in
AdS5×S5 corresponds to the interacting part of the gauge field description.
13An alternative argument involves symmetry considerations. The isometries of AdS5
are generated by the SO(2, d) symmetry group, identical to the conformal group of SYM,
and the isometries of S5 correspond to SO(6), matching the R symmetry group of SYM
[10, 26].
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Looking for the low energy limit (ls → 0) of the spacetime geometry descrip-
tion consists in analyzing very small energy excitations near the AdS5 × S5
throat (r  L), and far away in the flat Minkowski region (r  L), from
the point of view of an observer in the Minkowski region [10].
Figure 1.4: Excitations of the system in the spacetime geometry description [4].
• In the Minkowski region, the closed string excitations have a very small
energy, and as before closed string interactions disappear (since their
coupling constant G (1.16) goes to 0 as ls → 0).
• In the throat region, something different happens. Since the excita-
tions from the throat need to overcome a gravitational potential in or-
der to reach the Minkowski region, an excitation seen with low energy
by the observer (blue closed string in Fig.1.4) might have originated
in a high-energy excitation from the throat region.
As a result, the massive string excitations survive in the throat region
[4]. If we take the energy of throat excitation to be smaller and smaller,
the massive modes are located further and further into the throat,
decoupling from the closed strings in flat spacetime at r  L.
Therefore, the only interacting part of the D3−branes as spacetime
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geometry is closed strings in the throat AdS5 × S5.
(1.22) outlines the previous results:
N= 4 SU(N) SYM⇐⇒ IIB string theory in AdS5 × S5 (1.22)
The left hand side of (1.22) can be summarized as a supersymmetric gauge
theory in 4 dimensions, composed by 1 gauge field, 6 real scalars φi (i =
1, .., 6) and four Weyl fermions χa (a = 1, ...4), all in the adjoint representa-
tion of SU(N) [4, 11].
On the right hand side, we obtain IIB string theory. Our focus goes to the
metric of AdS5 × S5, (1.20), recast in the z (z = L2/r) coordinate:
ds2 =
L2
z2
(
dz2 + ηµνdx
µdxν
)
+ L2dΩ25 (1.23)
(1.22) crystallizes what we introduced in subchapter 1.1. In the next section,
we shall analyze different limits of this correspondence.
1.4.2 Parameter space
A key feature of this correspondence is that the two representations (gauge/gravity)
are tractable for opposite points of the parameter space. In order to see this,
use the previously mentioned relations:
L4 = 4pigsNl
4
s (1.24)
g2 = 4pigs (1.25)
G = 8pi6g2s l
8
s (1.26)
(1.24) and (1.25) define (
L
ls
)4
= Ng2 = λ (1.27)
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where λ is the gauge theory ’t Hooft coupling constant14. From (1.25) and
(1.26), we obtain a relation between the Planck length (G = l8p) and L, [11]:(
L
lp
)8
=
2N2
pi4
(1.28)
Let us analyze two limits: λ  1 and λ  1 [4], while taking the planar
limit on the gauge theory (N →∞):
• λ 1: In this regime, there is a viable perturbative expansion of the
SYM theory. However, it is also true that L  ls, which means that
we cannot neglect stringy corrections due to the massive states of the
string. Thus, for λ 1, the Yang-Mills part of the correspondence is
manageable, but not the string part.
• λ 1: Quantum gravity corrections can be avoided, given that (1.28)
yields L  lp. Simultaneously (1.27) tells us that stringy corrections
can be neglected since L  ls. Accordingly, closed string theory can
safely approximated by classical supergravity. However, this regime
(λ  1) defines a strongly coupled Yang-Mills theory, so no
viable perturbative expansion exists.
Taking λ 1 and N →∞ yields the Maldacena limit of (1.22):
Strong coupling SYM⇐⇒ AdS5 × S5 classical supergravity (1.29)
This is called the weak form of the AdS/CFT conjecture [27]. In the
strongest form of the AdS/CFT correspondence, (1.22) holds for any value
of N and gs, implying that N = 4 SYM is identical to type IIB superstring
theory in AdS5×S5. The problem with testing this limit of AdS/CFT comes
from the technical difficulties of handing the IIB string in a non-perturbative
regime.
14This corresponds to the large N limit, where λ is identified as the effective coupling
constant in SYM [10].
22
The fact that (1.29) relates two distinct descriptions in different regimes is
what makes the AdS/CFT correspondence useful, because it relates pertur-
bative calculations in classical supergravity with strong coupling calculations
in the gauge theory. (1.29) will be used in chapter 3, where we study a su-
pergravity holographic model for QCD.
Note on quantum gravity and stringy corrections
In the previous section, we arrived at classical supergravity as a description
for strongly coupled Yang-Mills theory, by ignoring quantum and stringy
corrections. These notes are meant to clarify each of these corrections.
Quantum gravity corrections The ratio (L/lp)
8 from (1.28) controls
the strength of quantum gravitational fluctuations. For L  lp, one can
ignore quantum fluctuations [4, 11] and regard only the fixed spacetime
AdS5 × S5.
Stringy corrections When the typical size of the string (ls) is much
smaller than size of the space in which they propagate in (L), L  ls, the
extended nature of strings can be ignored, treating them as point particles
(ls = 0) [4].
In this limit, massive excitations mass becomes infinite (ms →∞), meaning
that only the massless supergravity modes are kept in the low energy limit.
1.4.3 UV/IR connection
In order to get a deeper insight of the correspondence, let us determine
the relation between energy scales in the gauge theory and in AdS space.
Defining the energy and length scales in the gauge theory as EG and dG, the
resulting energy and length scales of AdS are:
d =
L
z
dG, E =
z
L
EG (1.30)
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Due to the scale factor on the AdS metric in (1.23). With (1.30), we can
define two limits:
• For z → 0 (near boundary region), EG → ∞ (UV limit of the gauge
theory);
• For z →∞ (near horizon region), EG → 0 (IR limit).
The first limit (z → 0) tells us that analyzing the physics of the near bound-
ary region in the AdS space is identical to analyze the high-energy limit of
the gauge theory [4].
We can then evaluate the high energy behavior of the coupling constant,
gs = e
Φ, from the UV asymptotic profile of Φ to obtain the shape of the
running coupling, and determine if the model replicates asymptotic freedom.
This is carried out in chapter 3.
1.4.4 Kaluza-Klein reduction on the S5
Recall that the metric (1.23) is split into two factors: ds2AdS5 plus dΩ
2
5.
Therefore, any field in AdS5 × S5 can be expanded into a product of fields
in AdS5 and harmonics in S
5 [27, 11],
φ(x,Ω) =
lnf∑
4=0
φ4(x)Y4(Ω) (1.31)
where x are the coordinates on AdS5, Ω the coordinates on S
5 and Y4(Ω)
are the spherical harmonics in S5.
Reduction on the S5 can be applied to the low energy action (1.15), yielding:
S =
1
16piG5
ˆ
d5x
√−g
(
R+
12
L2
+ L′Matter
)
(1.32)
G5 is the 5D Newton constant, related to its 10D counterpart by G5 =
G/pi3L5. One also has to take into account the reduction’s effect on the
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massless fields of LMatter in AdS5 × S5. This is best exemplified by the
massless scalar field φ(x,Ω). Its 10D equation of motion is:
∇2φ(x,Ω) = 0 (1.33)
Due to (1.23), we can split the Laplacian in two parts: ∇2AdS +∇2S5 , which
combined with (1.31) returns:
lnf∑
4=0
∇2AdS (φ4(x))Y4(Ω) +
lnf∑
4=0
φ(x)∇2S5Y4(Ω) = 0 (1.34)
The spherical harmonics Y4(Ω) are eigenfunctions of ∇2S5 , with eigenvalues
[28]:
∇2S5Y4(Ω) = −
4(4− 4)
L2
Y4(Ω), 4 = 0, 1, 2, ... (1.35)
Replacing (1.35) in (1.34) and retaining only one term of the series defines:
∇2AdSφ4(x)−m2φ4(x) = 0 (1.36)
(Lm)2 = 4(4− 4) (1.37)
From the massless 10D scalar field φ(x,Ω), we have obtained a collection
of massive 5D scalar fields φ4(x), with well defined masses. In the next
section, we will take a look into the solutions of (1.36).
Scalar field in AdS5 and field/operator correspondence
The scalar field in AdS5 is very instructive to understand AdS/CFT, as it
provides some insight on the relation between bulk fields in AdS and CFT
operators on the boundary.
Start by using the explicit form of ∇2AdS on (1.36)15 [11]
z5∂z
(
z−3∂zφ(z, x)
)
+ z2 4 φ(z, x)−m2L2φ(z, x) = 0 (1.38)
15Where we omit 4 from φ4(x).
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where x now represents the 4D boundary coordinates of AdS5, and 4 is
the D’Alembertian operator acting on those coordinates. Solving (1.38) in
the asymptotic limit of z → 0 determines two independent solutions
φ(z, x) ≈ A(x)z4−4 +B(x)z4 (1.39)
with4 = 2+
√
4 + (Lm)2. Imposing 4 + (Lm)2 ≥ 0 leads to the Breitenlohner-
Freedman bound
m2 ≥ −
(
2
L
)2
(1.40)
indicating that a tachyon (m2 < 0) does not necessarily leads to an insta-
bility in AdS5.
Non-normalizable mode Suppose thatm2 > 0 such that ∆ > 4. As z →
0, the non-normalizable mode A(x)z4−4 dominates and diverges. Requiring
the scalar field φ(z, x) to be finite at the boundary means that A(x) has to
be replaced by ϕ(x),
ϕ(x) = lim
z→0
z4−4φ(z, x) (1.41)
defining ϕ(x) as the (finite) boundary value of φ(z, x).
Let us make the boundary of AdS5 at z = ε in order to study the scaling
properties of the dual CFT operator O(x). The boundary action relating
φ(ε, x) and O(ε, x) is given by [4, 11]
S∂AdS ∝
ˆ
d4x
√
γε φ(ε, x)O(ε, x) (1.42)
where γε = (L/ε)
8 is the determinant of the induced metric. Use (1.41) to
obtain:
S∂AdS ∝ L4
ˆ
d4xϕ(x)ε−4O(ε, x) (1.43)
In order for (1.43) to be finite and independent of ε when ε→ 0, O(x) must
scale as [11]:
O(ε, x) = ε4O(x) (1.44)
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(1.44) corresponds to the scale transformation of O(x) when z changes from
z = 0 to z = ε, identifying 4 as the mass scaling dimension of O(x).
Rewriting (1.41) to obtain φ(ε, x) = ε4−4ϕ(x), identifies 4−4 as the mass
scaling dimension of ϕ(x).
Normalizable mode The normalizable mode B(x)z4 of (1.39) is also
associated with O(x) by means of its vacuum expectation value (VEV), 〈O〉
[27].
(1.39) can then be written as
φ(z, x) ≈ ϕ(x)z4−4 + 〈O〉 z4 (1.45)
where ϕ(x) is the source for the dual operator O(x), as defined in (1.43),
and 〈O〉 its VEV.
Particular case: m2 = 0
The previous section established a connection between a scalar field φ(z, x)
of mass m2 in the bulk with a CFT operator O(x) of dimension 4 on the
boundary. Choosing m2 allows us to determine the exact shape of O(x).
Consider the simplest case, the massless scalar field (m2 = 0).
For m2 = 0, 4 = 2 +√4 +m2L2 = 4. More can be said by analyzing (1.35)
with m2 = 0:
∇2S5Y4(Ω) = 0 (1.46)
This means that Y4(Ω) is invariant under SO(6) (rotations on S
5), and so is
O(x)16. Combining this with 4 = 4 leaves only one option, the Lagrangian
of N = 4 SYM,
O(x) = LN=4 = Tr [FµνFµν ] + ... (1.47)
where the ellipsis represents other contributions to the Lagrangian.
16We are requiring that the field and the operator have the same quantum numbers
under the global symmetries of the theory [4].
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Non-normalizable modes for spin J field
The aforementioned treatment for the scalar field φ(z, x) be generalized for
a spin J field, Ha1...aJ (z, x)
17. This changes (1.37) to [2, 29]:
(Lm)2 = 4(4− 4)− J (1.48)
As (1.41), Ha1...aJ (z, x) defines a source hα1...αJ (x) dual to an operator
Tα1...αJ (x),
S∂AdS ∝
ˆ
d4x
√
γε hα1...αJ (x)T
α1...αJ (x) (1.49)
with scaling dimensions analogous to (1.44). As an example, the vector
source Aµ(x) created by a bulk gauge field Am(z, x) is associated to a con-
served current Jµ(x): ˆ
d4x
√
γεAµ(x)J
µ(x) (1.50)
And the tensor source gµν(x) associated to the CFT operator T µν(x):
ˆ
d4x
√
γε gµν(x)T µν(x) (1.51)
Identifying T µν(x) as the energy-momentum tensor of the CFT yields two
conditions for its associated source gµν(x). Given that the energy-momentum
tensor of the CFT must be traceless [17] and conserved,
∇µTµν(x) = 0 (1.52)
the source gµν(x) is then associated with the transverse traceless (TT) gravi-
ton of the bulk gravity theory. This field is a key element of chapter 3 and
shall be further discussed later on.
17a1 = (z, α1), where α1 runs through the 4D boundary.
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1.5 AdS/QCD
The AdS/CFT correspondence (1.22) relates a superstring theory defined
in the bulk of AdS5 with a CFT on its boundary. However, the existence
of this duality does not rely on supersymmetry [17], allowing for a more
general, non supersymmetric, low energy 5D action than (1.32).
The idea behind AdS/QCD is that we can use this 5D dual theory on asymp-
totically AdS background to study QCD. This is justified under the following
properties/results:
• QCD is approximately conformal in the UV limit (z → 0) due to
asymptotic freedom. This is matched in the 5D theory by conformal
isometry of the AdS background [1, 30];
• Linear confinement can be implemented [30, 31];
• It can model some low energy properties of QCD, such as masses and
decay rates of mesons [32];
Given that the exact dual action is not known yet, there are two possible
approaches for AdS/QCD [30]18:
1. “Bottom-up”: Start with a low energy model for string theory and try
to model its field content to reproduce the previous properties
[33, 1, 30, 34, 35, 36, 37];
2. “Top-bottom”: Start with QCD and attempt to constrain the dual
theory properties by matching them to well known properties of QCD,
using the gauge/gravity correspondence [32].
A third approach combines points 1. and 2., and can be found in [2, 38,
39, 31]. We will use approach 1, starting from a phenomenological low
energy gravity theory, and determine which features of QCD are
reproduced in this dual theory.
For more details, we suggest a very complete review of AdS/QCD, [39, 31].
18This division can be somewhat artificial and should be taken with a grain of salt.
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Chapter 2
Regge theory
2.1 Introduction
This chapter is meant to introduce basic concepts of Regge theory instru-
mental to the understanding of hadron scattering studied in chapter 3. The
goal of Regge theory is to explain the asymptotic behavior of the scatter-
ing amplitude at high energies [7]. This analysis is particularly difficult in
QCD, but it can be simplified in the limit of very large number of colors,
N . By taking the limit N → ∞ followed by s → ∞, scattering amplitudes
are then dominated by single-Pomeron exchange [40]. This is divided in two
components1:
• Soft Pomeron describing soft probe scattering;
• BFKL Pomeron describing hard probe scattering.
The material follows closely three reviews on Regge theory [7, 41, 5] and a set
of notes of Robert Carcasses Quevedo, “The Pomeron in the gauge gravity
duality”. For a thorough analysis on the subject, we strongly recommend
[41]. Some hints were taken from [40].
1Unification of the hard and soft Pomerons was discussed in [40, 38].
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2.2 High energy scattering
2.2.1 Properties of the S-matrix
The S-matrix is a unitary operator that connects asymptotic particle states
of a scattering process. It is characterized by the following postulates [41]:
• Principle of superposition of quantum mechanics;
• Invariance under Lorentz transformations;
• Conservation of probability, which translates in unitarity: S†S = 1;
• Short range of forces;
• Causality and existence of macroscopic time.
2.2.2 Analytic structure of the S-matrix
The last postulate regarding the S-matrix is generally replaced by the as-
sumption that the physical scattering amplitudes are the values on the
real axis of analytic functions of the Mandelstam invariants (in the 2→ 2
particle case, s, t, u), which are to be promoted to complex variables [41].
The singularities of the analytic continuation of the scattering amplitudes2
are defined by the unitarity equations, and can be divided into two classes:
• Poles (of this complex value function) represent bound states, or in-
terchange of single particles;
• Branch cuts represent thresholds for the interchange of several parti-
cles.
2This analytic extension of the S-matrix leads to various results. Check chapter 2 of
[7].
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As an example, we have represented the analytic structure on the s plane of
the scattering amplitude of 2→ 2 identical particles:
Figure 2.1: Analytic structure for scattering amplitude for 2 → 2 identical particles.
Taken from “The Pomeron in the gauge gravity duality”
The physical region of this scattering process happens above the threshold
energy, s ≥ 4m2. For Re {s} > 0, there is a bound state pole at s =
m2, followed by branch points at s = (nm)2, n = 2, 3, ... representing the
threshold energies on the s-channel for the exchange of 2,3,... particles.
This example does not take into account the creation of an unstable particle
or resonance. This would give rise to a pole below Re {s} at q2i = m2i−imiΓi,
where Γi is the particle’s decay width [41].
Crossing symmetry
The analyticity property of the S-matrix implies the existence of a crossing
symmetry [41, 5], more exactly:
The analytic structures of A1+2→3+4(s, t, u) and A1+3¯→2¯+4(t, s, u) are
identical
Crossing symmetry allows us to describe the position of poles and branch
cuts of A1+3¯→2¯+4(t, s, u) in the s plane. Fixing u = u0 < 0 (and considering
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same particle scattering, mi = m), one can map poles and branch points of
the t-channel as:
• Pole at t = m2 corresponds to a pole at s = 3m2 − u0;
• Branch points at t = (nm)2 correspond to branch points at s = 4m2−
u0 − (nm)2;
Which means that all these points fall into the negative real axis in the s
plane, as represented in Fig.2.1.
2.2.3 iε prescription
Previously, we prescribed the physical amplitude as the value on the real
axis of the analytical amplitude. However, we still have the choice of
approaching the real axis from above or below. The convention is:
For the s-channel with u = u0 < 0, the physical amplitude can be obtained
by approaching the real s axis from above
As−channelphysical (s, u0) = lim
→0+
A(s+ i, u0) (2.1)
And in the t-channel from below
At−channelphysical (t, u0) = lim
→0+
A(s− i, u0) (2.2)
2.2.4 Discontinuity functions and dispersion relations
(2.1) and (2.2) define the discontinuity functions, which are important to
describe the branch cuts of the amplitude (Red solid lines in Fig.2.1):Ds(s, t) = 12i (A(s+ i, t)−A(s− i, t))Dt(s, t) = 12i (A(s, t+ i)−A(s, t− i)) (2.3)
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Due to the analyticity property of A [41], we have:
Ds(s, t) = Im {A(s+ i, t)} (2.4)
Dt(s, t) = Im {A(s, t+ i)} (2.5)
(2.4) and (2.5) become useful when we relate the scattering amplitudeA(s, t)
with its singularities through the Cauchy integral formula [41]:
A(s, t) = 1
2pii
˛
ds′
s′ − sA(s
′, t) (2.6)
The integral is evaluated over any anti-clockwise contour in the complex
s-plane such that A(s, t) is regular inside and on that contour.
If we expand the contour such that it now encircles the poles and branch
cuts, and require a vanishing contribution from the circle at infinity3, (2.6)
becomes [5],
A(s, t) = g
2
s
s−m2 +
g2t
t−m2 +
1
2pii
∞ˆ
sT
ds′
Ds(s
′, t)
s′ − s +
1
2pii
∞ˆ
tT
dt′
Dt(s
′, t)
t′ − t (2.7)
where sT = 4m
2 and tT = −u0 are the s- and t-channel thresholds for 2→ 2
scattering represented in Fig.2.1, respectively.
Once we are given the particle poles, all the other singularities of the scat-
tering amplitudes and their discontinuities can be found from the unitarity
equations [41]. Combining the unitarity equations with the dispersion re-
lations determines both Im {A(s, t)} and Re {A(s, t)}, describing A(s, t)
completely.
Unitarity + Analyticity + Particle Poles→ Amplitude
3Assuming that the amplitude is a convergent function: lims→∞A(s, t)→ |s|−,  > 0.
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2.2.5 Partial wave expansion
It can be convenient to express the scattering amplitude as a function of the
scattering angle and one of the Mandelstam variables. For example, in the s-
channel, A(s, t(zs, s)) becomes a function of zs = cos θs = (u− t) / (u+ t)
and s, allowing the partial wave expansion [5],
A (s, t(zs, s)) = 16pi
∞∑
l=0
(2l + 1)Al(s)Pl(zs) (2.8)
where Pl(zs) are Legendre functions of the first kind. Using the orthogonality
of Pl(zs) to invert (2.8) defines the partial wave amplitudes:
Al(s) =
1
32pi
ˆ 1
−1
dz′sPl(z
′
s)A
(
s, t(s, z′s)
)
, l = 0, 1, 2, ... (2.9)
The problem with (2.8) is that it does not replicate the correct analytical
structure of A(s, t) because it does not include the t-channel singularities. In
order to include these singularities, we shall write the scattering amplitude
with the Legendre functions of the second kind, Ql(z).
These have branch points at z = ±1, defining
Ql(z + i)−Ql(z − i) = −ipiPl(z) |z| < 1, l ≥ 0, 1, 2, ... (2.10)
the discontinuity of Ql(z) across the cut |z| < 1 as a function of Pl(z).
Replacing this Pl(z) in (2.9) while recognizing the integral of Ql(z + i)
as the integral over zs along the upper side of the cut in the right-hand
direction, and the integral of −Ql(z − i) as the integral over zs along the
lower side of the cut in the left-hand direction yields [5]
Al(s) =
i
32pi
˛
B1
dz′sQl(z
′
s)A
(
s, t(s, z′s)
)
(2.11)
where the contour B1 is defined as:
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Figure 2.2: Contours B1 and B2, taken from [5]
B1 can be safely extended to B2, since the large s behavior of Ql(zs) ∼
z−l makes the contributions to (2.11) from the infinite semicircles vanish.
Combining this with (2.7)4
Al(s) =
1
32pi2i
 ∞ˆ
1
dz′sDs
(
s, t(s, z′s)
)
Ql(z
′
s)
+
−∞ˆ
−1
dz
′
sDt
(
s, t(s, z′s)
)
Ql(z
′
s)
 (2.12)
where the first two terms of (2.7) were neglected for large enough l. This is
the Froissart-Gribov formula.
Using the asymptotic behavior of Ql(zs) at large l and s leads us to the
Froissart bound [41]
σtot(s) 6 C log2
(
s
s0
)
, s→∞ (2.13)
where s0 is a fixed scale that ranges from 1 to 10 GeV . For soft hadronic
reactions, s0 is estimated to be around 1GeV [5].
4For more details, check page 15 of [5].
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2.3 Regge theory
2.3.1 t-channel partial wave expansion
Given that we want to study high-energy scattering, we shall be interested
in the forward scattering peak limit (θs → 0, s → ∞, t = t0) of the pro-
cesses. Experimental data exhibits a correlation between forward peaks in
the s-channel with the interchange of particles in the t-channel [5]. This
interchange is only possible when the exchanged particle has certain quan-
tum numbers, which leads to processes that allow for t-channel particle
exchange have a higher cross section in the s-channel.
Mandelstam’s idea was to relate the asymptotic behavior in the s-channel
(s→∞) with the partial wave expansion in the t-channel5
Aλ(s, t) = 8pi
∞∑
l=0
(2l + 1)Aλl (t) (Pl(zt) + λPl(−zt)) (2.14)
where zt = 1 + 2s/
(
t− 4m2). However, (2.14) cannot be applied as it is to
the Regge limit, since as s→∞, zt ∼ s, which implies
Pl(zt) ∼ zlt ∼ sl (2.15)
so that Aλ(s, t) diverges. To circumvent this problem, we need to analyti-
cally extend (2.14) from the region where it converges (t-channel: t >
∑
im
2
i
and s, u < 0) to the region were are interested in (s-channel: s >
∑
im
2
i
and t, u < 0) [5].
To accomplish this, the partial wave amplitudes Aλl (t) must be analytically
extended6, such that they are defined for any l. Thus, we replace Aλl (t) →
5We are using the signatured amplitudes Aλ(s, t). Check Appendix G for more details.
6Possible if Aλl (t) has only isolated singularities in l. Check the postulate of “Maximal
analyticity of the second kind”, page 66, [41].
37
aλ(l, t), making (2.14):
Aλ(s, t) = 8pi
∞∑
l=0
(2l + 1)aλ(l, t) (Pl(zt) + λPl(−zt)) (2.16)
The Sommerfeld-Watson transform allows us to rewrite the scattering am-
plitude as a contour integral in the l plane,
Aλ(s, t) = 8pii
ˆ
C
dl (2l + 1)aλ(l, t)
Pl(zt) + λPl(−zt)
sin(pil)
(2.17)
where C is defined in Fig.2.3. In order to include the singularities of aλ(l, t),
one has to deform C into C ′7, for which (2.17) becomes:
Aλ(s, t) = 8pii
ˆ
C′
dl (2l + 1)aλ(l, t)
Pl(zt) + λPl(−zt)
sin(pil)
−16pi2 (2α(t) + 1)β(t)Pα(t)(zt) + λPα(t)(−zt)
sin(piα(t))
(2.18)
Figure 2.3: Contours C and C′ , taken from [6]
7Deforming the contour C into C′ is the analytical continuation of l. However, this
procedure is more complicated than displayed here. A complete derivation of the Regge
form for the scattering amplitude can be found in Appendix A of [5].
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As s → ∞, the first term of (2.18), called “background integral”, goes as
s−
1
2 and thus vanishes [41]. Let us focus on the contribution from the pole,
the second term of (2.18):
AR(s, t) = −16pi2 (2α(t) + 1)β(t)Pα(t)(zt) + λPα(t)(−zt)
sin(piα(t))
(2.19)
This can be rewritten in the large zt limit as [41]:
AR(s, t) = −16pi2 (2α(t) + 1)β(t)(1 + λeipiα(t)) Pα(t)(zt)
sin(piα(t))
(2.20)
Taking the Regge limit of (2.20):
AR(s, t, λ) ∼ β(t)Γ(−α(t))(1 + λeipiα(t))
(
s
s0
)α(t)
(2.21)
AR(s, t, λ) is the Regge form of the scattering amplitude, where ξλα = 1 +
λeipiα(t) are the signature factors8.
It is interesting to analyze the poles of (2.21) coming from the Gamma
function Γ(−α(t)), these occur whenever α(t) = n = 0, 1, 2, .... If we choose
λ = +1, then the signature factors ξ+α = 1 + e
ipiα(t) vanish for odd n, which
means that the poles of the positive signature amplitude AR(s, t,+) are
located at α(t,+) = J+ = 0, 2, 4, ... 9.
Same procedure for λ = −1 yields α(t,−) = J− = 1, 3, 5, ... . The poles of
(2.21), α(t) = n = 0, 1, 2, ..., can then be identified as the interchange of
particles of spin J± and mass t.
These results allow us to interpret (2.21) as the amplitude in the Regge
limit produced by an interchange of a family of particles (with even or odd
spin) lying in the same well defined Regge trajectory. This Regge particle
trajectory is usually called Reggeon, a single pseudo-particle that defines
8In the s-channel physical region, ξα is the phase of the high energy behavior of the
Regge pole [41].
9It is possible to identify α(t,+) = J+ = 0, 2, 4, .. as poles in the t-plane and expand
(2.21) near each pole, obtaining the Breit-Wigner formula for a resonance.
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the complete family.
2.3.2 Regge trajectories
2.3.2.1 Mesons
An easy way to identify Regge trajectories in particle physics is by computing
a Chew-Frautschi plot. This diagram describes the spin of the particle J as
a function of the mass t = m2. Starting with the mesons:
Figure 2.4: Chew-Frautschi plots for mesons. Taken from [7]
Assuming that all the mesons lie on approximately straight trajectories, we
can interpolate αρ(t) as
αρ(t) = αρ(0) + α
′t (2.22)
where α′ = 0.887GeV −2 and αρ(0) = 0.456 [42]. By applying (2.21) and
(2.22), one can describe the high energy behavior of the differential cross
section of the pi−+p→ pi0+n process with very good accuracy. This suggests
that a family of mesons, such as (2.22), can be interchanged between the
colliding particles, pi−, p.
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The high energy behavior of the total cross section can be determined by
the application of the optical theorem in an equal mass forward scattering
1 + 2→ 1 + 2,
σtot =
Im {A(s, t = 0)}
s
(2.23)
to (2.21), in combination with (2.22)[7]:
σtot ∝ sαρ(0)−1 ∝ s− 12 (2.24)
This means that the total cross section is a decreasing function with energy,
and therefore does not violate the Froissart bound.
2.3.2.2 Baryons
For baryons, one also obtains linear trajectories
α(t) = α(0) + α′t (2.25)
where α′ ∈ [0.349, 0.821], α(0) ∈ [−18.87,−3.50] [43], depending on the
exchanged baryon family. Hence, both mesons and baryons families can be
represented by a linear trajectory (2.25), corresponding to the exchange of
a single pseudo-particle, the Reggeon.
This expression, however, fails to explain the high energy behavior of hadron
scattering:
Figure 2.5: Total cross section for pp scattering. Taken from [5]
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Whose high energy limit goes as σtot ∝ s0.08. In order to obtain such a
trajectory, the Reggeon intersect has to be larger than 1; α(0) & 1. This
leads to the introduction of a new particle, capable of producing the correct
high-energy behavior for hadron scattering, the Pomeron [7].
2.3.3 The Pomeron
The Pomeron is the Regge trajectory with intersect larger than 1; α(0) & 1.
Due to its role in elastic scattering, the Pomeron must have the quantum
numbers of vacuum: isospin 0 and charge conjugation number C = +1.
There are two distinct descriptions for the Pomeron, extensively evaluated
in [7].
2.3.3.1 Soft Pomeron
The Donnachie and Landshoff Pomeron or soft Pomeron is the exchange of
a single Reggeon with trajectory parameters:
α(0) = 1.08, α′ = 0.25GeV −2 (2.26)
Soft Pomeron exchange processes dominate all elastic scattering in the Regge
limit. The value of α(0)− 1 = 0.08 stems from the main contribution to the
Pomeron structure, two gluon exchange in QCD [7]. It is predicted that this
Regge trajectory includes a spin 2 glueball [40], but there is no experimental
confirmation yet.
2.3.3.2 Hard Pomeron
The hard Pomeron emerged from perturbative resummation of Feynman
diagrams, called the BFKL approach [40] that emerges in deep inelastic
scattering10.
10More details can be found in chapter 7 of [5].
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2.3.3.3 Pomeron in string theory
As explained in [40], the Regge limit of tree-level scattering in string theory
is described by the exchange of a Pomeron correspondent to the graviton
Regge trajectory. This graviton Pomeron is conjectured to be dual to the
QCD Pomeron [40] introduced in the previous two subsections.
Such a conjecture suggests that high-energy QCD scattering, dominated by
soft-Pomeron exchange, can be studied in the spirit of AdS/QCD [2].
In the next chapter, we introduce a possible dual string model, and analyze
the scattering of hadrons through the exchange of a spin J field, dual to a
spin J glueball associated with the soft Pomeron.
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Chapter 3
Holographic QCD
3.1 Introduction
The goal of this thesis is to use the AdS/QCD model of [1] to study high-
energy scattering in QCD by following the procedure of [2], synthesized in
the following steps:
1. Derive the equations of motion from the suggested action [1]. Using
perturbation theory, obtain the linearized equations of motion for the
perturbation of each field;
2. Simplify the set of equations obtained in 1. using background sym-
metry. This reduces the complete set of equations of motion to 3
decoupled parts: tensor, vector and scalar perturbations.
3. Study the equations of motion for each of the 3 parts. This will allow
us to know more about its QCD duals;
4. For the tensor perturbation, we study the Regge limit of 2→ 2 hadron
elastic scattering through the exchange of a spin J glueball by com-
puting the dual 2→ 2 scattering process due to the exchange of a spin
J field associated with the Regge trajectory of the graviton.
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3.2 Action
3.2.1 Einstein and string frames
Let us begin by introducing the 5 dimensional gravity-dilaton-tachyon action
S1 used in [1], both in the Einstein and string frames. A similar work was
carried out by Alfonso Ballon-Bayona in a set of notes, “Linearizing the
Dilaton-Gravity equations”, very helpful to check our results.
The action in the Einstein frame (gmn) can be written as
S =
1
2κ25
ˆ
d5x
√−g
[
R− 4
3
(∇Φ)2 − 1
2
(∇T )2 + V (Φ, T )
]
(3.1)
where κ5 is the 5D gravitational coupling. The profiles of dilaton and
tachyon, respectively Φ ∼ z2 and T ∼ z, lead to linear confinement [30]. UV
asymptotic freedom is not correctly replicated in this case, since gs = e
Φ
converges to 1 as z → 0 (EG →∞). This implies that the QCD β function,
evaluated in [39] as
β(λ) =
dλ
d ln z
(3.2)
has an ill-defined expansion around λ = 0.
The potential V (Φ, T ) is fixed by these profiles, and can be found in Ap-
pendix D. As described in section 1.4.4, each field has an associated CFT
operator. These are:
• m2 = −2 and J = 2 [2] set ∆ = 4, which identifies the TT graviton
gµν
2 as the dual of the energy-momentum tensor of the SYM theory,
Tµν [39];
• m2 = −3 [1] fixes ∆ = 3, which could identify the closed string tachyon
T as the quark bilinear operator ψ¯ψ. However, it is not clear that
this identification is well motivated, given that the tachyon from open
string flavor dynamics3 is also associated with ψ¯ψ.
1Check Appendix A for a note on the Einstein and string frames.
2The other components, gzµ and gzz are fixed by gauge freedom.
3Check section 6.7.1 of [31] for more details.
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• m2 = −4 [1] corresponds to ∆ = 2, meaning that the dilaton Φ does
not match to any local, gauge-invariant operator of QCD4.
(3.1) is related to the action in the string frame (g¯mn) through a conformal
transformation:
g¯mn = e
4
3
Φgmn, V¯ (Φ) = e
− 4
3
ΦV (Φ) (3.3)
That yields:
S =
1
2κ25
ˆ
d5x
√−g¯e−2Φ
[
R¯+ 4
(∇¯Φ)2 − 1
2
(∇¯T )2 + V¯ (Φ, T )] (3.4)
Due to the e−2Φ factor in (3.4), it is easier to compute the equations of
motion in the Einstein frame, and then use the conformal transformation
(3.3) to obtain the equations of motion in the string frame.
The field equations of (3.1) are obtained through standard variational pro-
cedure. The Einstein equations in the Ricci form are:
Rmn =
4
3
∂mΦ∂nΦ +
1
2
∂mT∂nT − 1
3
gmnV (Φ, T ) (3.5)
The equation of motion for the dilaton Φ and tachyon T are:
4
3
∇2Φ + 1
2
∂V (Φ, T )
∂Φ
= 0 (3.6)
∇2T + ∂V (Φ, T )
∂T
= 0 (3.7)
Next, one can obtain the Einstein and Klein-Gordon (KG) equations in the
string frame by using the conformal transformation (3.3). The Einstein
4This is due to the dilaton profile Φ ∼ z2. It was argued in [1] that the quadratic
profile is only required in the IR (z → ∞) in order to achieve linear Regge trajectories.
Allowing for a different dilaton profile in the UV, Φ ∼ z4 (z → 0), identifies the dilaton
as dual to the ∆ = 4 glueball operator (1.47). Both behaviors were successfully combined
in [44], with a profile Φ(z) = z2 tanh(z2).
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equations become:
R¯mn +
2
3
g¯mn∇¯2Φ− 4
3
g¯mn(∇¯Φ)2 + 1
3
g¯mnV¯ (Φ, T ) =
= −2∇¯m∇¯n(Φ) + 1
2
∇¯m(T )∇¯n(T ) (3.8)
The KG equation for Φ is
− 3
4
∂V¯
∂Φ
− 2∇¯2Φ + 4(∇¯Φ)2 = V¯ (Φ, T ) (3.9)
which can be rewritten as:
2
3
(V¯ (Φ, T ) + 2∇¯2Φ− 4(∇¯Φ)2) + 1
2
∂V¯ (Φ, T )
∂Φ
= 0 (3.10)
The KG equation for T is:
∇¯2T − 2∇¯Φ · ∇¯T + ∂V¯ (Φ, T )
∂T
= 0 (3.11)
Substituting V¯ (Φ) in the last term of (3.8) for (3.9) produces:
R¯mn = −2∇¯m∇¯n(Φ) + 1
2
∇¯m(T )∇¯n(T ) + 1
4
g¯mn
∂V¯ (Φ, T )
∂Φ
(3.12)
(3.9) and (3.12) are similar to the field equations of [2], with an extra tachy-
onic term in (3.12).
We could have obtained (3.10), (3.11) and (3.12) directly from the string
frame action, but this would have been a cumbersome procedure.
3.2.2 Derivation of the perturbed equations
To compute the perturbed equations of motion, we first need to choose in
which frame to work, Einstein or string. For simplicity, we start with the
Einstein frame, with the following perturbations (denoted by an arrow
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⇒): 
gmn ⇒ g˚mn + hmn
Φ⇒ Φ + χ
T ⇒ T + t
(3.13)
Expanding the potential V (Φ, T ) around the solutions Φ and T yields
V (Φ, T )⇒ V (Φ, T ) + ∂V (Φ, T )
∂Φ
χ +
∂V (Φ, T )
∂T
t +
∂2V (Φ, T )
∂Φ∂T
χ t
+
1
2
∂2V (Φ, T )
∂Φ2
χ2 +
1
2
∂2V (Φ, T )
∂T 2
t2 +O(χ3, t3) (3.14)
with each term defined as follows:
∂V (Φ, T )
∂Φ
=
(
∂V (Φ, T )
∂χ
)
(Φ,T )
,
∂V (Φ, T )
∂T
=
(
∂V (Φ, T )
∂t
)
(Φ,T )
(3.15)
We shall henceforth refer to V (Φ, T ) as V to simplify the notation. Be aware
that we have to work with two sets of covariant derivatives, one with respect
to perturbed metric, gmn, ∇m, and another with respect to the background
metric, ˚gmn, ∇˚m. We aim to solve everything in terms of the latter.
Perturbing the Einstein equations and keeping only first order terms5, we
obtain:
∇˚2hmn − 2∇˚(m∇˚|p|hpn) + ∇˚m∇˚nh+ 2R˚mpnqhpq
−8
3
∇˚pΦ∇˚(m(Φ)hpn) − ∇˚pT ∇˚(m(T )hpn) =
= −16
3
∇˚(mΦ∇˚n)χ− 2∇˚(mT ∇˚n)t
+
2
3
˚gmn
(
∂V
∂Φ
χ+
∂V
∂T
t
)
(3.16)
Repeating the same procedure for the Klein-Gordon equations of Φ (3.6)
5Check Appendix B for the detailed procedure.
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and T (3.7):
∇˚2χ− hmn∇˚m∇˚nΦ− ∇˚Φ
(
∇˚nhmn − 1
2
∇˚nh
)
=
= −3
8
∂2V
∂Φ2
χ− 3
8
∂2V
∂Φ∂T
t (3.17)
∇˚2t− hmn∇˚m∇˚n(Φ)− ∇˚T
(
∇˚nhmn − 1
2
∇˚nh
)
=
= −∂
2V
∂T 2
t− ∂
2V
∂Φ∂T
χ (3.18)
The same strategy in the string frame6 yields:
˚¯∇2hmn − 2˚¯∇(m˚¯∇|p|hpn) + ˚¯∇m˚¯∇nh+ 2˚¯Rmpnqhpq
+4˚¯∇p˚¯∇(m(Φ)hpn) + 2˚¯∇pΦ
(
2˚¯∇(mhn)p − ˚¯∇phmn
)
=
= ˚¯∇pT ˚¯∇(m(T )hn)p + 4˚¯∇m˚¯∇nχ− 2˚¯∇(mT ˚¯∇n)t
−1
2
˚¯gmn
∂2V¯
∂Φ2
χ− 1
2
˚¯gmn
∂2V¯
∂Φ∂T
t (3.19)
˚¯∇2χ− hmn˚¯∇m˚¯∇nΦ + 2hmn˚¯∇mΦ˚¯∇nΦ
−1
2
˚¯∇mΦ
(
2˚¯∇nhmn − ˚¯∇mh
)
− 4˚¯∇Φ · ˚¯∇χ =
= −1
2
∂V¯
∂Φ
χ− 3
8
∂2V¯
∂Φ2
χ
−1
2
∂V¯
∂T
t− 3
8
∂2V¯
∂Φ∂T
t (3.20)
6Check Appendix C for the detailed procedure.
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˚¯∇2t− hmn˚¯∇m˚¯∇nT + 2hmn˚¯∇mΦ˚¯∇nT
−1
2
˚¯∇mT
(
2˚¯∇nhmn − ˚¯∇mh
)
=
= 2˚¯∇Φ · ˚¯∇t+ 2˚¯∇χ · ˚¯∇T
−∂
2V¯
∂T 2
t− ∂
2V¯
∂Φ∂T
χ (3.21)
Equations (3.19) and (3.20) are identical to the perturbed field equations of
[2], with extra tachyonic terms.
3.2.3 A choice of background and perturbation decomposi-
tion
In the next sections, we shall focus on the perturbed equations, (3.19-3.21),
written in the string frame7. In order to solve these equations, we define
the background metric in the string frame, by using conformal coordinates
[39],
˚¯gmn = e
+2A(z)
(
dz2 + ηαβdx
αdxβ
)
(3.22)
where ηαβ is the 4D Minkowski boundary metric, decomposed in light-cone
coordinates (x+, x−, x1, x2):
ηαβ =

0 −12 0 0
−12 0 0 0
0 0 1 0
0 0 0 1
 (3.23)
The non-zero components of the Christoffel symbols are
Γαβz = A˙δ
α
β
Γzαβ = −A˙ηαβ
Γzzz = A˙
(3.24)
7Later we will write the coupling between the open string hadrons and the closed string
spin J field in the string frame.
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where A(z) is a general function to be specified in Appendix D. Throughout
the calculations, we denote ddz with an over dot, ˙ . Furthermore, we shall
make the simplification Φ = Φ(z), T = T (z).
Our objective is to decompose the tensor perturbation hmn,[2], into a set of
perturbations classified by the global symmetry of the background (3.22),
SO(1, 3)8. These are:
• A symmetric TT tensor hTTαβ ;
• Two transverse vectors hTα , vTα 9;
• Four scalars s, h¯, h, hzz;
Which are summed up in:
hαβ = h
TT
αβ + ∂(αh
T
β) +
(
4∂α∂β − ηαβ∂2
)
h¯+ ηαβh, hzz
hzα = v
T
α + ∂αs (3.25)
Given this decomposition, we will be able to write one tensor equation for
the symmetric TT tensor (J = 2) part, hTTαβ , two coupled equations for the
two transverse vectors (J = 1), hTα , v
T
α and six coupled equations for the
scalars (J = 0), s, h¯, h, hzz, χ, t.
From here on, we will only refer to quantities in the string frame, thus
omitting the ˚¯ in (3.19), (3.20), (3.21) and (3.22) in order to simplify the
notation.
3.3 Comments on vector and scalar perturbations
Even though the main part of our work focus on the tensor perturbations,
the vector and scalar perturbations contain various interesting details. This
8This is a fancier way to say that we are decomposing the tensor perturbation into ir-
reducible representations of the background. The background loses dilatations and special
conformal transformations of pure AdS due to introduction of the two fields Φ, T , having
only Poincare´ symmetry.
9Transversality implies both ∇αhTTαβ = 0 and ∇αhTα = ∇αvTα = 0.
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section provides a very brief remark on both cases.
Vector perturbations In this case, hmn reduces to:
hmn = ∂(αh
T
β)δ
α
mδ
β
n + v
T
α δ
α
mδ
z
n (3.26)
Using (3.26) on (3.19) gives us a set of two equations10 . These are easily di-
agonalized by rescaling the two perturbations as vTα → e2Av˜Tα , hTα → e2Ah˜Tα
and identifying the linear combination v˜Tα − 12∂zh˜Tα as the solution. Inter-
estingly, after expanding the boundary coordinate dependence of v˜Tα , h˜
T
α on
Fourier modes, h˜Tα(z, xµ) = eiq·xh˜Tα(z)v˜Tα (z, xµ) = eiq·xv˜Tα (z) (3.27)
where q · x = ηαβqαxβ, one finds that the vector perturbations are massless
(q2 = 0). Massless vectorial perturbations were analyzed in [33], concluding
that these perturbations are non-normalizable and therefore do not con-
tribute to the particle spectrum11.
Scalar perturbations The metric perturbation tensor for the scalar per-
turbations is:
hmn = {(4∂α∂β − ηαβ∂2)h¯+ ηαβh}δαmδβn + hzz δzmδzn + ∂αs δαmδzn (3.28)
Using it on (3.19),(3.20),(3.21) generates a 5 equation system with 6 vari-
ables, s, h¯, h, hzz, χ, t. Fortunately, this system is solvable since only the
linear combination of h−h¯ appears in the set of equations.
Although it is easy to find a solution for the non physical case of χ = t = 0,
the generalization of the diagonalization procedure did not yield the correct
10The Klein-Gordon equations for Φ and T (3.20),(3.21) become trivial for this pertur-
bation.
11Check Section 3.3 of [33]. The normalization condition requires
´∞
0
e−3AE(z)dz <∞,
where AE(z) = A(z) − 23 Φ(z) is the scale factor in the Einstein frame. This condition is
not satisfied for our background (A(z) = − log(z), Φ(z) = z2), ensuring that the massless
vector normalizable modes do not exist.
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results. We are confident that this was due to a calculation error rather then
a methodology error, so we discuss it shortly in Appendix E.
3.4 Tensor perturbation
In this final section, we study the Regge limit of 2 → 2 hadron elastic
scattering through the exchange of a spin J glueball by computing the dual
2→ 2 scattering process due to the exchange of a spin J field, following the
method of [2]. We generalize the TT graviton equation of motion for a spin
J field and introduce elastic scattering through the coupling of open string
hadrons with the closed string J field.
Finally, computing the spectrum of the spin J perturbation will allow us to
achieve our final goal of determining the total cross section of 2→ 2 elastic
scattering due to Pomeron exchange processes.
3.4.1 Graviton equation of motion
In this scenario, the metric perturbation tensor reads
hmn = h
TT
αβ δ
α
mδ
β
n (3.29)
with the tensor perturbation defined as hTTαβ = h
TT
αβ (z, xµ). Use (3.29) in the
perturbed Einstein equations (3.19) to obtain12:(
∇2 − 2e−2AΦ˙∇z + 2A˙2e−2A
)
hTTαβ = 0 (3.30)
Henceforth, we shall look at the TT graviton (J = 2) as a special case of a
more general equation for spin J and use it as a consistency check for our
results.
12The Klein-Gordon equations for Φ and T (3.20),(3.21) become trivial for this pertur-
bation.
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3.4.2 Generalization to spin J
Our goal is to generalize (3.30) for the spin J field, hTTa1...aJ , in order to obtain
a dual description of the twist 2 operators of Lorentz spin J formed from
the gluon field Fαβ, Oj ∼ tr
[
Fβα1Dα2 ...DαJ−1F
β
αJ
]
, correspondent to spin
J glueballs. This will allow us to compute the dual scattering amplitude of
2→ 2 scattering of hadrons through the exchange of a spin J field.
The dimension of Oj is given by 4(J) = 2 + J + γJ , where γJ is the
critical dimension. We require4(J) to include the energy-momentum tensor
protected point at J = 2 and4 = 4, while its particular form is to be defined
later on. The generalization of (3.30) must obey two conditions:
• Simplify to
(∇2 −m2)hTTa1...aJ = 0, (Lm)2 = 4(4− 4)− J (3.31)
where L is the AdS length scale, in the case of pure AdS: A(z) =
− log(z/L), Φ = 0, T = 0;
• Since the propagating degrees of hTTa1...aJ are given by hTTα1...αJ 13, the
equation of motion for hTTα1...αJ must reduce to (3.30) for J = 2.
Following the steps of [2], one finds:(
∇2 − 2e−2AΦ˙∇z − 4(4− 4)
L2
+ JA˙2e−2A
)
hTTα1...αJ = 0 (3.32)
It is easy to check that for pure AdS, (3.32) reduces to (3.31). When J = 2
and 4 = 4, (3.32) becomes the graviton equation of motion, (3.30). In
the Regge limit (s → ∞, t = t0), we are mainly interested in the +...+
13Components hz...z αi..αJ (i ≥ 2) are fixed by the general transversality condition,
∇bhb a2...aJ = 0.
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component of (3.32)
∂2zh
TT
+...+ + hTT+...+ − (A˙(2J − 3) + 2Φ˙) ∂zhTT+...+
+
(
J(J − 3)A˙2 − JA¨+ 2JA˙Φ˙− 4(4− 4)
L2
e2A
)
hTT+...+ = 0 (3.33)
where the box operator  defines the D’Alembertian in the boundary coor-
dinates:  = ηρσ∂ρ∂σ = ∂x21 + ∂x22 − 4∂xp∂xm (3.34)
Take the following solution to (3.33)
hTT+...+(z, x) = e
iq·xe
(2J−3)A(z)
2
+Φ(z)ψ(z) (3.35)
with q · x = ηαβqαxβ, to obtain a Schro¨dinger-type equation(−∂2z + U(z))ψ = t ψ (3.36)
U(z) =
3
2
A¨− Φ¨ + 9
4
A˙2 − 3A˙Φ˙− Φ˙2 + 4(4− 4)
L2
e2A (3.37)
with t = −q2. We can rewrite U(z), by using the Einstein equations14,
U(z) =
15
4
A˙2 − 5A˙Φ˙ + Φ˙2 + 1
4
T˙ 2 +
4(4− 4)
L2
e2A (3.38)
which is the same potential as in [2], with the addition of the tachyonic term
1
4 T˙
2.
For J < 2, we can use the diffusion limit of [2], setting a quadratic form for
J(ν) = J0 −Dν2. Combined with 4 = 2 + iν and 4(J), (3.36) becomes
− ∂2zψ +
(
15
4
A˙2 − 5A˙Φ˙ + Φ˙2 + 1
4
T˙ 2 +
(J − 2)
l2s
e2A
)
ψ = tψ (3.39)
where l2s = DL2 is a length scale set by the QCD string, to be fixed by
experimental data.
14Subtracting zz−ηαβαβ defines the second order terms, 3
2
A¨−Φ¨ as a linear combination
of A˙2, A˙Φ˙ and T˙ 2.
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In the beginning of this section, we justified the introduction of a spin J field
(3.32) with the intention of studying 2→ 2 scattering through the exchange
of a spin J particle. This shall be the focus of the next two sections, before
determining the wave functions and energy spectrum of (3.39).
3.4.3 t-channel spin J exchange
Back in subchapter 2.3, we saw that Regge limit is directly related to the
interchange of particles in the t-channel. We apply these ideas to the elastic
scattering of QCD hadronic states, studying the Regge limit of a spin J
particle exchange [2].
Consider 2 → 2 scattering of hadrons with masses m1 and m2, m1m2 →
m1m2, where k1, k2 are the incoming and k3, k4 the outgoing momenta.
Describing them in light-cone coordinates (+,−,⊥) yieldsk1 =
(√
s,
m21√
s
, 0
)
, k3 = −
(√
s,
m21+q
2
⊥√
s
, q⊥
)
k2 =
(
m22√
s
,
√
s, 0
)
, k4 = −
(
m22+q
2
⊥√
s
,
√
s,−q⊥
) (3.40)
where the Regge limit s  t, t = −q2t will be considered. Each hadron is
described by a normalizable mode,
Υi(z, x) = e
iki·xivi(z) (3.41)
where v3 = v
∗
1 and v4 = v
∗
2. Following the works of [45, 26], we consider
hadrons made out of open strings, which leads to the coupling between the
hadronic field Υi and the closed string J field,
κJ
ˆ
d5X
√−g e−Φha1...aJΥi∇a1 ...∇aJΥi (3.42)
κJ is the coupling constant, possibly dependent on the type of hadron Υi.
The same transversality condition that led us to (3.32) also guarantees that
this coupling15 is unique up to derivatives of the dilaton field, subleading in
15There is no requirement that (3.42) must have all the derivatives acting on Υi, but
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the Regge limit [2].
(3.42) allows us to compute the amplitude for m1m2 → m1m2 scattering
through the exchange of a spin J field in the t-channel [2],
AJ(s, t) = −κJκJ ′
ˆ
d5Xd5X ′
√−g
√
−g′e−Φ−Φ′
×(Υ1∂J−Υ3)Π+...+,−...−(X,X ′)(Υ′2∂
′J
+ Υ
′
4) (3.43)
where X = (z, x) and X ′ = (z′, x′) are bulk points. Quantities evaluated
at X ′ = (z′, x′) are defined by a prime ′ , i.e, Υ′2 = Υ2(z′, x′). The spin J
propagator in (3.43) is expected to obey an equation of the type16,
DΠa1...aj ,b1...bJ (X,X
′) = ie2Φga1(b1...g|aJ |bJ )δ5(X,X
′)− traces (3.44)
for some differential operator D. We will focus on the +...+,−...− compo-
nent of the propagator, for which DΠa1...aj ,b1...bJ (X,X
′) reduces to the left
hand side of (3.32).
The scattering amplitude (3.43) can be rewritten as [2]
AJ(s, t) = i V
(−2)J s
ˆ
dzdz′e3A+3A
′−Φ−Φ′ |v1|2|v2|2(se−A−A′)J−1GJ(z, z′, t)
(3.45)
where V is the boundary volume, and
GJ(z, z
′, t) =
ˆ
d2l⊥e−iq⊥·l⊥GJ(z, z′, l⊥) (3.46)
is the Fourier transform of
GJ(z, z
′, l⊥) = i(−2)J−1e(1−J)(A+A′)
ˆ
dw+dw−Π+...+,−...−(z, z′, w) (3.47)
with w = x − x′ = (w+, w−, l⊥). Inverting (3.47), and using (3.32), one
obtains the equation for GJ(z, z
′, l⊥) as the Euclidean scalar propagator in
using ∇a1ha1,...aJ = 0 and integration by parts, one can always rewrite the coupling as
(3.42).
16Generalization of the scalar propagator in AdS5 [29].
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the 3-dimensional transverse space of the dual scattering process (dx+ =
dx− = 0 in (3.22)) H3,
[3 − 2Φ˙e−2A(z)∂z − e−2A(z) (2A˙2 + A¨− 2A˙Φ˙)− 4(4− 4)
L2
]
×GJ(z, z′, l⊥) = −e2Φδ3(x, x′) (3.48)
where 3 = e−2A(z)(∂2z + A˙∂z +2) is the D’Alembertian in H3, with 2 =
∂x21 + ∂x22 . Coordinates x and x
′ stand for x = (z, x⊥) and x′ = (z′, x′⊥),
respectively. Substituting
GJ(z, z
′, t) = eΦ(z)−
A(z)
2 ψ(z) (3.49)
on (3.48) reduces the homogeneous equation to
− ∂2zψ +
(
15
4
A˙2 − 5A˙Φ˙ + Φ˙2 + 1
4
T˙ 2 +
4(4− 4)
L2
e2A
)
ψ = tψ (3.50)
which is exactly the same as (3.39). Using the closure relation for the wave
functions ψn(z),
∑
n ψn(z)ψ
∗
n(z
′) = δ(z − z′), we can write:
GJ(z, z
′, t) = eΦ−
A
2
+Φ′−A′
2
∑
n
ψn(z)ψ
∗
n(z
′)
tn(J)− t (3.51)
Where tn(J) and ψn(z) are functions of J .
3.4.4 Regge theory in QCD dual
We wish to sum over all even spin J exchanges with J ≥ 2 of the scattering
amplitude (3.45), using a Sommerfeld-Watson transform (2.17):
ˆ
dJ
2pii
sJ + (−s)J
sin(piJ)
(3.52)
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This defines the amplitude for the exchange of all even spin J fields
A(s, t) = iV
ˆ
dzdz′e3A+3A
′ |v1|2|v2|2
∑
n
χn (3.53)
where the spectral function χn = χn(s, t, z, z
′) is the sum over J and n of
(3.51):
χn = −pi
2
ˆ
dJ
2pii
(
SJ + (−S)J
sin(piJ)
)
κJκJ ′
2J
e−(J−
1
2
)(A+A′)ψn(z)ψ
∗
n(z
′)
tn(J)− t (3.54)
As in [2], we will be interested in analytically continue the spectral functions
χn to the physical scattering region J < 2, t < 0, similarly to what was
done in subchapter 2.3. Before following this procedure, we will compute
the wavefunctions ψn(z) in the next section.
3.4.5 Tensor perturbation spectrum
Using the solutions A, Φ and T obtained in Appendix D
Φ(z) = z2
T (z) = +2
√
6z
A(z) = − log(z)
(3.55)
with AdS scale L = 1, in (3.39) yields:
−∂2zψ + U(z)ψ = tψ (3.56)
U(z) = 4z2 + 4 +
1
z2
(
2(J − 2)
l2s
+
15
4
)
(3.57)
This is the Schro¨dinger equation associated to a general spin J field. Let us
start with the simplest scenario: the graviton (J = 2).
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Graviton (J = 2)
In this case, (3.56) reduces to
− ∂2zψ +
(
4z2 + 4 +
15
4z2
)
ψ = tψ (3.58)
where the potential U(z) is:
Figure 3.1: Potential U(z) for J = 2
(3.58) has analytical solutions given by the Laguerre polynomials17, similar
to those of [30]:
ψ(z) = 2
√
2C1(t)z
5
2 ez
2
L2−( t
8
+1)
(−2z2) (3.59)
One of the boundary conditions is chosen to remove the non-normalizable
mode of ψ(z). The other, C1(t), is found through normalization of ψ(z)
18.
To determine the analytic form of the energy spectrum, t, expand L2−( t
8
+1)
(−2z2)
17Check Appendix F for a note on Laguerre polynomials.
18These correspond to Dirichlet boundary conditions ψ(0) = ψ(∞) = 0.
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for z →∞ up to order O( 1
z4
):
−1
8
(1− t
8
)t z−
t
4
([
e−2z
2 (−2)−2+ t8 z t2
Γ
(
1 + t8
) +O( 1
z4
)
]
+{
21−
t
8
Γ
(
2− t8
)
z2
+O(
1
z4
)
})
(3.60)
Demanding ψ(z) to converge when z →∞ requires the factor in curly brack-
ets to be zero. This is only possible when the Gamma function Γ(2−t/8) goes
to infinity, compensating for the ez
2
factor of (3.59). Using the poles of the
Gamma function [46], we can restrict the values of t to t = 8n, n = 2, 3, 4, ...
Change n→ n+ 1 and redefine t = tn:
tn = 8(n+ 1), n = 1, 2, 3, ... (3.61)
Given the quadratic-like shape of U(z) (Fig.3.1), a result tn ∼ n was ex-
pected. Using (3.61) in ψ(z) and requiring normalization (
´∞
0 |ψ(z)|2 = 1)
yields:
ψn(z) =
4z
5
2 ez
2
L2−2−n
(−2z2)√
n2 + n
(3.62)
For the first 3 n, the wave functions reduce to:
ψ1(z) = 2
√
2z
5
2 e−z
2
(3.63)
ψ2(z) = 2
√
6z
5
2 e−z
2
(
1− 2z
2
3
)
(3.64)
ψ3(z) =
4√
3
z
5
2 e−z
2 (
3− 4z2 + z4) (3.65)
Represented in Fig.3.2:
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Figure 3.2: Wave functions ψn(z) (n = 1, 2, 3) for J = 2
General J
For general J , finding the wave functions and energy spectrum is less trivial,
but it is equivalent to the procedure carried out in the previous section.
Again, start with (3.56):
−∂2zψ +
4z2 + 4 + 2(J−2)l2s + 154
z2
ψ = tψ
The solutions to (3.56) are
ψ(z) = C1(t, 2Σ)2
1
2
+Σz
1
2
+2Σez
2
L2Σ− 1
8
(t+8Σ)
(−2z2) (3.66)
where Σ(J) is defined as:
Σ(J) =
√
(J − 2) + 2l2s√
2ls
(3.67)
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To determine the analytic form of the energy spectrum, t, expand L2Σ− 1
8
(t+8Σ)
for z →∞:
e−2z
2
z+
t
2
−2Σ
[
(−1) 18 (8+t−8Σ)2 18 (−8+t−8Σ)
Γ
(
1
8(t+ 8Σ)
)
z2
+O(
1
z4
)
]
+z−
t
4
−2Σ
{
2−
1
8
(t+Σ)z2
Γ
(
1
8(8− t+ 8Σ)
) +O( 1
z4
)
}
(3.68)
Imposing Γ(1+Σ−t/8))→∞ so that the wave function is made normalizable
fixes the possible values of t = tn(J):
tn(J) = 8(n+ Σ(J)), n = 1, 2, 3... (3.69)
For the particular case of J = 2, Σ(J) is equal to 1 and tn(J) simplifies to
(3.61).
Replacing (3.69) in ψ(z) yields:
ψn,Σ(z) = C1(n,Σ)2
1
2
+Σz
1
2
+2Σez
2
L2Σ−n−2Σ(−2z2) (3.70)
In order for (3.70) to be non divergent, 2Σ must be a positive integer number:
2Σ = 0, 1, 2, 3, .... C1(n, 2Σ) can be determined by the integral:
1
|C1(n, 2Σ)|2 = 2
1+2Σ
ˆ ∞
0
dz z1+2Σe2z
2 (
L2Σ−n−2Σ(−2z2)
)2
(3.71)
Whose solution is
|C1(n, 2Σ)|2 = 2
(n)2Σ
=
2Γ(n)
Γ(n+ 2Σ)
(3.72)
(n)2Σ are the Pochhammer symbols. Choose the first solution of 2Σ =
0, 1, 2, 3, ..., Σ = 0:
J = 2(1− l2s) (3.73)
The wave function (3.70) is simply:
ψn,Σ=0(z) = 2z
1
2 ez
2
L−n
(−2z2) (3.74)
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For the first 3 n, the wave functions reduce to:
ψ1,Σ=0(z) = 2z
1
2 e−z
2
(3.75)
ψ2,Σ=0(z) = 2z
1
2 e−z
2 (
1− 2z2) (3.76)
ψ3,Σ=0(z) = 2z
1
2 e−z
2 (
1− 4z2 + 2z4) (3.77)
Represented in Fig.3.3:
Figure 3.3: Wave functions ψn(z) (n = 1, 2, 3) for J = 2(1− l2s)
3.4.6 Lowering J
In section 3.4.1, we introduced of a general J spin field in order to study
2→ 2 scattering. Furthermore, we are interested in the region of J < 2, for
which we naively expect a Regge pole for tn(J) = t, just as in [2].
When we analytically continue J to values smaller than J = 2, we find two
nearly concurring behaviors, each influencing our results dramatically. The
first appears as a change of behavior of the potential term of the Schro¨dinger
equation, (3.56). Rewrite U(z) (3.57) as
U(z) =
1
z2
(
4z4 + 4z2 +
[
15
4
+
2(J − 2)
l2s
])
(3.78)
b =
[
15/4 + 2(J − 2)/l2s
]
is constant and strongly influences the shape of the
potential, as for:
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• b > 0: limz→0 U(z)→∞, since bz2 →∞;
• b = 0: limz→0 U(z)→ 4;
• b < 0: limz→0 U(z)→ −∞;
b = 0 signifies the existence of a transitive phenomenon, defined by Jcrit:
Jcrit = 2− 15
8
l2s (3.79)
Using ls = 0.6552 as in section 3.4.5 fixes Jcrit = 1.19509. The transition
around Jcrit is immediately visible by representing U(z) as a function of
decreasing J :
Figure 3.4: Potential U(z) as a function of decreasing J
Where Jcrit is the value of J for which the concavity of the function flips
(inflection point). Below Jcrit, the minimum of the potential is now located
at z = 0, U(0) → −∞. Unlike [2], U(z) does not drop smoothly until its
minimum (Umin) crosses the zero energy value Umin = 0, leading to a Regge
pole tn(J) = 0. Instead, Umin behaves like:
Umin(J ≥ Jcrit) = 4
(
1 +
√
J − Jcrit√
2ls
)
(3.80)
Umin(J < Jcrit) = −∞ (3.81)
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Thus, the Regge behavior for the amplitude (2.21) cannot originate on a
pole and has to come from a different singularity of the spectral function
(3.54).
The second behavior introduces this singularity and can be found by deter-
mining the lowest possible value for J . To do this, compute J as a function
of tn and n, from (3.69):
jn(t) = 2 + 2l
2
s
{
−1 +
(
tn
8
− n
)2}
(3.82)
Evidently, the Regge trajectories here are quadratic. jn(t) is represented in
Fig.3.5:
Figure 3.5: Behavior of jn(t) as a function of t and n.
The minimum of (3.82) is given by t∗:(
djn(t)
dt
)
t∗
= 0 =⇒ t∗ = 8n, n = 1, 2, ... (3.83)
Using t∗ in (3.82), one obtains
jn(t
∗) = J0 = 2(1− l2s) (3.84)
which is the same value of J as (3.73). Interestingly, the minimum value of
(3.82) only depends on ls. To get the physical meaning of this value, replace
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J0 in Σ, (3.67):
Σ(J0) = 0 (3.85)
Hence, for jn < J0, Σ becomes an imaginary number, and as a result, so
do the wave functions ψn(z) in (3.70). This implies the existence of a branch
cut in the J-plane of (3.54) at J0 for each n. This behavior is quite different
from the one studied in [2]. Nevertheless, we assume that the procedure to
compute A(s, t) from (3.53) is still applicable, as we carry it out in the next
section.
3.4.7 Computing A(s, t)
The main goal of this work is to compute the scattering amplitude (3.53)
introduced in 3.4.3. This allows us to determine the total cross section
σtot(s, z, z
′, ls) from the optical theorem (2.23). The free parameter ls is
fixed by requiring σtot to have Pomeron-like behavior.
Given that we will be working in a region where jn ≤ J0, Σ is now imaginary.
To formulate the problem in a way closer to what was done in [38, 2], we
carry out the following changes
Σ2 = −ν2 ⇒ Σ = −iν (3.86)
J = J0 −Dν2 (3.87)
where D = 2l2s and J0 = 2(1− l2s). (3.86) and Σ(J) define
iν = −i
√
J0 − J
D (3.88)
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as in [38]. Combining (3.88) and χn, (3.54), with t = 0
19,
χn = −pi
2
ˆ
dJ
2pii
(
SJ + (−S)J
sin(piJ)
)
κJκJ ′
2J
(zz′)(J−
1
2
)
×ψn,−iν(z)ψ
∗
n,−iν(z
′)
tn(n,−iν) (3.89)
where ψn,−iν(z) is defined as
ψn,−iν(z) = C1(n,−2iν)(2 12 z 12 ez2)
{
2−iνz−2iνL−2iν−n+iν(−2z2)
}
(3.90)
and tn(n, iν) = 8(n − iν). Furthermore, we integrate over the keyhole con-
tour,
Figure 3.6: Integration contour of (3.89)
where M and N extend to −∞, parallel to the branch cut of Σ = −iν.
Rewrite (3.89):
χn = − 1
2i
ez
2+z′2
ˆ
dJ κJκJ ′
(
zz′
2
)J (SJ + (−S)J
sin(piJ)
)
F(n,−iν) (3.91)
where F(n,−iν) amounts to
F(n,−iν) = Γ(n)
Γ(n− 2iν)
(2zz′)−2iν
[
L−2iν−n+iν(−2z2)L−2iν−n+iν(−2z′2)
]
4(n− iν) (3.92)
where we used |C1(n,−2iν)|2 = 2Γ(n)/Γ(n− 2iν). Assuming that the only
19We are interested in the total cross section, (2.23).
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relevant parts of the contour are the contributions above and below the cut,
M and N20,
M :
ˆ j0
−∞
dJ κJκJ ′
(
zz′
2
)J (SJ + (−S)J
sin(piJ)
)
F(n,−iν) (3.93)
N : −
ˆ j0
−∞
dJ κJκJ ′
(
zz′
2
)J (SJ + (−S)J
sin(piJ)
)
F(n, iν) (3.94)
simplify (3.91) to
χn =
1
2i
ez
2+z′2
ˆ j0
−∞
dJ κJκJ ′
(
zz′
2
)J (SJ + (−S)J
sin(piJ)
)
× (F(n, iν)−F(n,−iν)) (3.95)
with F(n, iν)−F(n,−iν) determined by
Γ(n)
Γ(n+ 2iν)
(2zz′)2iν
[
L2iν−n−iν(−2z2)L2iν−n−iν(−2z′2)
]
4(n+ iν)
− Γ(n)
Γ(n− 2iν)
(2zz′)−2iν
[
L−2iν−n+iν(−2z2)L−2iν−n+iν(−2z′2)
]
4(n− iν) (3.96)
Define L1(ν) and L2(ν) as
21:
L1(n, ν) =
[
L2iν−n−iν(−2z2)L2iν−n−iν(−2z′2)
]
(3.97)
L2(n, ν) =
[
L−2iν−n+iν(−2z2)L−2iν−n+iν(−2z′2)
]
(3.98)
Changing integration variable in (3.95) from J = J0 −Dν2 to ν yields:
χn =
1
i
Dez2+z′2
ˆ ∞
0
dν κJκJ ′
{(
szz′
2
)J0−Dν2 (1 + e−ipiJ(ν)
sin (piJ(ν))
)}
×ν (F(n, iν)−F(n,−iν)) (3.99)
20In doing so, we are disregarding contributions from the infinite radius circle. It is not
evident that we should discard them when χn is written as a function of J , but changing
variable to ν allows us to see that the (szz′/2)J0−Dν
2
factor makes contributions from
infinity go to zero.
21To keep a plain notation, we omit the z and z′ dependence of L1,2(ν).
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Note that as J → −∞, ν → ±∞. Given that the integrand is an even
function, rewrite the integral as:
χn =
1
2i
Dez2+z′2
ˆ ∞
−∞
dν κJκJ ′
{(
szz′
2
)J0−Dν2 (1 + e−ipiJ(ν)
sin (piJ(ν))
)}
×ν (F(n, iν)−F(n,−iν)) (3.100)
Let us begin by evaluate the two terms in square brackets of (3.96) , L1(n, ν)
and L2(n, ν), close to the branch cut, ν = 0. In the vicinity of ν = 0, L1(n, ν)
is a slowly varying function:
Figure 3.7: Real and imaginary parts of L1(1, ν) for z = z′, ν = −0.01i and n = 1
Changing n does not affect the smooth decreasing behavior of the Laguerre
polynomials. Thus, L1(n, ν) and L2(n, ν) will join the pre-factor function
(everything inside the curly brackets) when we compute (3.100) through the
saddle point method. It is easier to break (3.100) into two different integrals,
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and compute them separately:
1
2i
Dez2+z′2
(
szz′
2
)J0 ˆ ∞
−∞
dν
{
κJκJ ′
(
1 + e−ipiJ(ν)
sin (piJ(ν))
)
Γ(n)
Γ(n+ 2iν)
× νL1(n, ν)
4(n+ iν)
(
szz′
2
)−Dν2
(2zz′)2iν
}
(3.101)
− 1
2i
Dez2+z′2
(
szz′
2
)J0 ˆ ∞
−∞
dν
{
κJκJ ′
(
1 + e−ipiJ(ν)
sin (piJ(ν))
)
Γ(n)
Γ(n− 2iν)
× νL2(n, ν)
4(n− iν)
(
szz′
2
)−Dν2
(2zz′)−2iν
}
(3.102)
Note the iν → −iν symmetry between (3.101) and (3.102). The saddle
points of (3.101) and (3.102) are, respectively:
ν1,2 = ν+,− = ± i ln(2zz
′)
D ln ( szz′2 ) (3.103)
iν → −iν symmetry makes contributions (3.101) and (3.102) equal22. Then,
the spectral function χn (3.100) amounts to
χn =
1
4
(
szz′
2
)J0
ez
2+z′2κJκJ ′
√
pi
D ln3 ( szz′2 )
×e
− ln(2zz′)2
D ln( szz′2 )
ln (2zz′) Γ (n)
(
i+ cot piD2
(
1− ln2(2zz′)
D2 ln2
(
szz′
2
)
))
L(n, z, z′)
Γ
(
n− 2 ln(2zz′)D ln( szz′
2
)
)(
ln(2zz′)
D ln
(
szz′
2
) − n
)
(3.104)
where the coupling constants κJκJ ′ are evaluated at ν1
23 and L(n, z, z′) is
L(n, z, z′) = L−2A−n+A(−2z2)L−2A−n+A(−2z′2) (3.105)
22Check Appendix H for the full derivation.
23Reasonable since κJ , κJ′ is a function of J = J0 −Dν2.
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with
A =
ln(2zz′)
D ln ( szz′2 ) (3.106)
This means that (3.104) is invariant under z ↔ z′ exchange. Now that we
have obtained χn, we can compute the corresponding amplitude (3.53):
A(s, t) = iV
ˆ
dzdz′z−3z′−3|v1|2|v2|2
∑
n
χn (3.107)
The hadron wave functions are chosen to be:
|v1|2 = z3δ(z), |v2|2 = z′3δ(z′) (3.108)
Simplifying (3.107):
A(s, t) = iV
∑
n
χn (3.109)
The total cross section σtot can be found by using the optical theorem (2.23),
σtot(s, z, z
′, J0,D) = V sJ0−1
∑
n
Im
 i4
(
zz′
2
)J0
ez
2+z′2κJκJ ′
√
pi
D ln ( szz′2 )
× e
− ln(2zz′)2
D ln( szz′2 )
ln (2zz′) Γ (n)
(
i+ cot piD2
(
1− ln2(2zz′)
D2 ln2
(
szz′
2
)
))
L(n, z, z′)
ln
(
szz′
2
)
Γ
(
n− 2 ln(2zz′)D ln( szz′
2
)
)(
ln(2zz′)
D ln
(
szz′
2
) − n
)

(3.110)
which simplifies to
σtot(s, z, z
′, ls) = s1−2l
2
sG(s, z, z′, ls)
∑
n
Γ (n) L(n, z, z′, ls)
Γ
(
n− 2 ln(2zz′)D ln( szz′
2
)
)(
n− ln(2zz′)
2l2s ln
(
szz′
2
)
)
(3.111)
by keeping only the imaginary part, and using D = 2l2s , J0 = 2(1 − l2s).
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G(s, z, z′, ls) is defined as:
G(s, z, z′, ls) =
V κJκJ ′
4
(
zz′
2
)2(1−l2s)
ez
2+z′2e
− ln(2zz′)2
2l2s ln( szz
′
2 )
×
√
pi
2l2s ln
3
(
szz′
2
) ln( 1
2zz′
)
cotpil2s
(
1− ln
2(2zz′)
4l4s ln
2
(
szz′
2
)) (3.112)
The existence of ln (1/2zz′) in G(s, z, z′, ls) is troublesome since this function
changes sign when:
zz′ =
1
2
(3.113)
In order to work in a region with well defined sign, we choose:
zz′ <
1
2
(3.114)
This restricts the range of z, z′ for the hadron wave functions (3.108). We
consider this a unphysical requirement of the model resulting of the saddle
point approximation around ν = 0.
The n dependent terms of (3.111) are:
∑
n
Γ (n) L(n, z, z′, ls)
Γ
(
n− 2 ln(2zz′)D ln( szz′
2
)
)(
n− ln(2zz′)
2l2s ln
(
szz′
2
)
) = ∑
n
S(n, z, z′, ls) (3.115)
Standard Mathematica methods such as“Limit”,“SumConvergence”or“Sum”
cannot determine the value of (3.115) or if it converges. A simple criterion
to evaluate the convergence of the series is to require S(n) ∼ n−(1+α), with
α > 0. To find α, multiply the summand of (3.115) by nβ (β > 0):
nβS(n, z, z′, ls) ∼ 1
n1+α−β
(3.116)
And determine the largest value of β for which (3.116) converges (1+α−β >
0). Our analysis finds that β = 3/2, which fixes α < 1/2, suggesting the
convergence of the sum (3.115). Fixing ls = 0.6552, z = z
′ = 0.7 and
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s = 1010, we can represent S(n) in Fig.3.8:
Figure 3.8: Summand S of 3.115 as a function of n
Determining ls
In a first analysis, we disregard the subleading terms of s in σtot, (3.111),
and require a Pomeron-like intersection, (2.26), for s1−2l2s . This corresponds
to
σtot(s) ∼ s1−2l2s = s0.08 (3.117)
which sets ls = 0.6782. Nevertheless, further corrections depend on z and z
′
and turn out to non-negligible.
Let us compute the full s-dependence of the first term of (3.111), σ1tot:
σ1tot(s, z, z
′, ls) = s1−2l
2
sG(s, z, z′, ls)
Γ (1) L(1, z, z′, ls)
Γ
(
1− 2 ln(2zz′)D ln( szz′
2
)
)(
1− ln(2zz′)
2l2s ln
(
szz′
2
)
)
(3.118)
To leave ls as the only variable of (3.118), fix z and z
′ by choosing same
particle scattering, (3.108), z = z′ and z = 0.7. We analyze σ1tot(s, ls) for an
interval of s ∈ [109, 1011] by fitting it with σ1,F ittot (s, ls) = a(ls)sb(ls).
Our first guess is to set ls = 0.6782 and determine the behavior of σ
1,F it
tot (s).
It turns out that the value of b(ls = 0.6782) is quite far from the Pomeron
intersect:
σ1,F ittot (s, ls = 0.6782) = 4× 10−6s0.02 (3.119)
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This indicates that even if s1−2l2s is the leading s-dependence of (3.111), we
cannot disregard the contributions of G(s, z, z′, ls) and S(n).
The optimal value of ls for σ
1,F it
tot (s, ls), l
(1)
s , is in fact l
(1)
s = 0.6552, corre-
sponding to:
σ1,F ittot (s, l
1
s) = 7× 10−6s0.08 (3.120)
σ1tot(s, l
(1)
s ), σ
1,F it
tot (s, l
(1)
s ) and the Froissart bound (2.13) are represented in
Fig.3.9:
Figure 3.9: Log-log plot of the total cross section σtot(s), its fit σFittot (s) (3.120) and
Froissart bound (2.13)
Repeating this analysis for the second element of the series, σ2tot, yields
l
(2)
s = 0.6551, suggesting that σ1tot(s) is the leading term of σtot. In order to
confirm it, we fixed z = z′ = 0.7, s = 1010 and ls = l
(1)
s = 0.6552 to compute
the first 10 terms of (3.111),
Figure 3.10: First 10 terms of σtot for z = z′ = 0.7, s = 1010 and ls = 0.6552
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which verifies σ1tot as the leading term of the total cross section and ls =
0.6552 as the value of the length scale introduced in (3.39).
To sum up the results, we found a total cross section σtot(s, z, z
′, ls) as a sum
over n contributions originating from the same branch point, J0. Analysis
of this sum guaranteed its convergence and justifies the truncation on the
first term, σ1tot. This yields a Pomeron-like behavior of σtot for same particle
scattering if ls = 0.6552.
The next chapter concludes this work with some conclusions and possible
developments.
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Chapter 4
Conclusions
The simple model introduced in section 3.2.1 reproduces linear confinement
and allows analytical solutions for the perturbations’ equations of motion.
However, it does not describe asymptotic freedom nor the QCD β function
correctly due to the simplistic profile of Φ = z2, revealing itself to be a more
accurate representation of IR than UV behavior.
This model could be improved by implementing a different ansatz for the
scale function A(z) that would lead to more complex profiles of Φ and T .
Possibly, one could use this to solve the problems with asymptotic freedom
and the β function.
The generalization for spin J of the TT graviton equation led us various
interesting results. Due to the
√
J − J0 dependence of the spectrum (3.69),
the Regge trajectories jn(t) (3.82) are quadratic. This fact, associated with
the shape of the potential below Jcrit, implies the existence of a branch cut
as the main singularity in the spectral function χn (3.54), rather than a
pole at tn(J) = t. Given that the branch point J0 is independent of n, the
singularity properties of all spectral functions are identical. In this way, we
computed χn using the saddle point method and obtained the total cross
section σtot (3.111) as a sum over all possible n.
Each term of the series (3.115), combined with G(s, z, z′, ls), provides a
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non-negligible s contribution for σtot. For the leading term σ
1
tot, we found
a Pomeron-like intersect of σtot (3.120), σtot ∼ s0.08 for ls = 0.6552. Ac-
counting for higher order terms lowers this value, but keeps it in the range
of ls ≈ 0.655.
The Pomeron behavior σtot ∼ s0.08 is in conflict with the unitarity require-
ment of the Froissart bound. However, it is possible to accomodate an
intersect larger than one (α(0) > 1) in the eikonal model for Regge cuts
without breaking the unitarity requirement. Further conclusions of which
case is present here would require more work.
Possible developments on this work would necessarily include the study of
the quadratic Regge trajectories and a non t = 0 analysis of the amplitude.
In order to fully describe the pp scattering behavior of Fig.2.5, another
Reggeon must be introduced to our model. The generalization of this 3 field
model could solve this problem and allow for a closer UV description to
QCD. This would be the next main line of work.
78
Appendix A
Einstein and string frames
When deriving the low energy action through string perturbation theory
[22], one ends up with the action (3.4) in the string frame, rather than in
the Einstein frame (3.1). To rewrite (3.4) in a more familiar, Einstein-Hilbert
fashion, we define the metric in the string frame g¯mn as
g¯mn = e
4
3
Φgmn (A.1)
where gmn is the Einstein frame metric. Given the conformal transformation
(A.1), we can relate quantities in both frames as [47]
R¯mn = Rmn − [3δamδbn − gmngab]e−
2
3
Φ(∇a∇be
2
3
Φ)
+[6δamδ
b
n − 2gmngab]e−
4
3
Φ(∇ae 23 Φ)(∇be
2
3
Φ) (A.2)
R¯ = e−
4
3
ΦR− 8e−2Φgab(∇a∇be
2
3
Φ)− 4e− 83 Φgab(∇ae 23 Φ)(∇be
2
3
Φ) (A.3)
∇¯2Θ = e− 43 Φ∇2Θ + 3gabe−2Φ(∇ae 23 Φ)(∇bΘ) (A.4)
where Θ is a general scalar field. This allows us to switch back and forth
between the Einstein and string frames. As a proof of concept, transform
the action in the string frame (3.4) back to the action in the Einstein frame,
using (A.3),
√−g¯ = e 103 Φ√−g and V¯ (Φ, T ) = e− 43 ΦV (Φ, T ). Given that the
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contribution of ∇2Φ to the action is zero, this yields:
S =
1
2κ25
ˆ
d5x
√−g
[
R− 4
3
(∇Φ)2 − 1
2
(∇T )2 + V (Φ, T )
]
(A.5)
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Appendix B
Derivation of the perturbed
equations in the Einstein
frame
In this Appendix, we derive the perturbed equations of motion in the Ein-
stein frame. The arrow ⇒ stands for the linear perturbation of a quantity.
Starting with the Einstein equations (3.8), term by term, and keeping only
first order terms (in hmn, χ, t)
Rmn ⇒ ∇˚p∇˚(mhpn) −
1
2
∇˚2hmn − 1
2
∇˚m∇˚nh
4
3
∂mΦ∂nΦ +
1
2
∂mT∂nT − 1
3
gmnV (Φ, T )⇒
8
3
∇˚(mΦ∇˚n)χ+ ∇˚(mT ∇˚n)t−
1
3
hmnV − 1
3
˚gmn
∂V
∂Φ
χ
such that (3.8) becomes:
∇˚p∇˚(mhpn) −
1
2
∇˚2hmn − 1
2
∇˚m∇˚nh =
=
8
3
∇˚(mΦ∇˚n)χ+ ∇˚(mT ∇˚n)t−
1
3
hmnV − 1
3
˚gmn
∂V
∂Φ
χ (B.1)
81
Using ∇˚p∇˚(mhpn) = ∇˚(m∇˚|p|hpn) + R˚pmnqhpq + R˚p(mhpn) in the first term of
(B.1), as well as the background Einstein equations on R˚p(mh
p
n) yields:
R˚pmnqh
pq + ∇˚(m∇˚|p|hpn) −
1
2
∇˚2hmn − 1
2
∇˚m∇˚nh =
= −4
3
∇˚pΦ∇˚(m(Φ)hpn) +
8
3
∇˚(mΦ∇˚n)χ+ ∇˚(mT ∇˚n)t−
1
3
˚gmn
∂V
∂Φ
χ (B.2)
Next, we follow the same procedure for the KG equation of Φ, (3.6), starting
with 43g
mn∇m∇nΦ
4
3
gmn∇m∇nΦ⇒ 4
3
(˚gmn−hmn)∇m∇n(Φ+χ) = 4
3
(˚gmn−hmn)∇m∇˚n(Φ+χ)
(B.3)
where ∇nΦ = ∇˚nΦ = ∂nΦ was used in the last step. Next, we expand all
the covariant derivatives (∇n) in terms of the partial derivatives (∂n)
4
3
(˚gmn − hmn) (∂m∂n(Φ + χ)− Γcmn∂c(Φ + χ)) (B.4)
where ∇aVb = ∂aVb − ΓcabVc was used. Our ultimate goal is to write the
partial derivatives in (B.4) as covariant derivatives with respect to the back-
ground, ∇˚n. In order to do so, we start by breaking the perturbed Christof-
fel symbols Γcmn into two components: the background Γ˚
c
mn, and first order
terms with hmn.
Expand the Christoffel symbols Γcmn
Γcmn =
1
2
gcd(∂mgnd + ∂ngdm − ∂dgmn)
such that:
Γcmn =
1
2
(˚gcd−hcd)(∂mg˚nd+∂mhnd+∂n ˚gdm+∂nhdm−∂d ˚gmn−∂dhmn) (B.5)
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Keep terms up to first order (in hmn)
Γcmn = Γ˚
c
mn +
1
2
g˚cd(∂mhnd + ∂nhdm − ∂dhmn)
−1
2
hcd(∂mg˚nd + ∂n ˚gdm − ∂d ˚gmn) (B.6)
and replace (B.6) in (B.4):
4
3
(˚gmn − hmn)
[
∂m∂n(Φ + χ)−
(
Γ˚cmn +
1
2
g˚cd(∂mhnd + ∂nhdm − ∂dhmn)
)
×
×∂c(Φ + χ)] + 4
3
(˚gmn − hmn)
{
1
2
hcd(∂mg˚nd + ∂n ˚gdm − ∂d ˚gmn)∂c(Φ + χ)
}
(B.7)
Keeping only first order terms
4
3
g˚mn
[
∂m∂n(χ)− Γ˚cmn∂c(χ)−
1
2
g˚cd(∂mhnd + ∂nhdm − ∂dhmn)∂c(Φ)
]
+
+
4
3
g˚mn
{
1
2
hcd(∂mg˚nd + ∂n ˚gdm − ∂d ˚gmn)∂c(Φ)
}
+
−4
3
hmn
r
∂m∂n(Φ)− Γ˚cmn∂c(Φ)
z
(B.8)
defines (B.8) as the first term of Φ KG to first order. As explained above,
we want to write all partial derivatives in terms of the covariant background
derivative, ∇˚, made possible through ∂˚aVb = ∇˚aVb + Γ˚cabVc. Starting with
the first term of (B.8),
4
3
g˚mn∂m∂n(χ) =
4
3
g˚mn
(
∇˚m∇˚n(χ) + Γ˚cmn∇˚c(χ)
)
(B.9)
the last term of this equation cancels with the second term of (B.8) (First
line), when the latter is written as −43 g˚mnΓ˚cmn∇˚c(χ).
The third term of (B.8), −23 g˚mng˚cd(∂mhnd + ∂nhdm − ∂dhmn)∂c(Φ), can be
rewritten using ∂aTmn = ∇˚aTmn + Γ˚camTcn + Γ˚canTmc and the fact that both
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the connection and the perturbation tensor are symmetric:
− 2
3
g˚mng˚cd(∇˚mhnd + ∇˚nhdm − ∇˚dhmn + 2Γ˚ emnhed)∇˚c(Φ) (B.10)
At last, we move to the second line of (B.8). Carrying out the same opera-
tions, and using metric compatibility (∇˚c g˚mn = 0) gives us:
+
2
3
g˚mnhcd(2Γ˚emng˚ed)∇˚c(Φ) (B.11)
This term cancels with the last term of (B.10). The only term missing is
the first to last term from (B.8), which becomes:
− 4
3
hmn
(
∇˚m∇˚n(Φ)
)
(B.12)
Everything put together results in:
4
3
gmn∇m∇nΦ⇒ 4
3
g˚mn∇˚m∇˚n(χ)− 4
3
hmn∇˚m∇˚n(Φ)
−4
3
∇˚m(Φ)
(
∇˚nhmn − 1
2
∇˚mh
)
(B.13)
To complete the perturbation of Φ KG, we have to play with its second term,
1
2
∂V
∂Φ . Using (3.14), one obtains:
1
2
∂V
∂Φ
⇒ 1
2
∂2V
∂Φ2
χ+
1
2
∂2V
∂Φ∂T
t (B.14)
Collect (B.13) and (B.14) to write the perturbed Φ Klein-Gordon equation:
4
3
g˚mn∇˚m∇˚n(χ) + 1
2
∂2V
∂Φ2
χ+
1
2
∂2V
∂Φ∂T
t =
=
4
3
hmn∇˚m∇˚n(Φ) + 4
3
∇˚(Φ)
(
∇˚nhmn − 1
2
∇˚mh
)
(B.15)
Perturbing the equation of motion of T is identical to (B.15). The first term
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turns into:
g˚mn∇˚m∇˚n(t)− hmn∇˚m∇˚n(Φ)− ∇˚m(T )(∇˚nhmn − 1
2
∇˚nh) (B.16)
The second term is simply:
∂2V
∂T 2
t+
∂2V
∂Φ∂T
χ (B.17)
Combining both contributions yields:
g˚mn∇˚m∇˚n(t) + ∂
2V
∂T 2
t+
∂2V
∂Φ∂T
χ =
= hmn∇˚m∇˚n(Φ) +
(
∇˚m(T )(∇˚nhmn − 1
2
∇˚nh)
)
(B.18)
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Appendix C
Derivation of the perturbed
equations in the string frame
In this Appendix, we derive the perturbed equations of motion in the string
frame. Starting with the Einstein equations, (3.12), and keeping only first
order terms (in hmn, χ, t):
R¯mn ⇒ −1
2
˚¯∇2hmn − 1
2
˚¯∇m˚¯∇nh+ ˚¯∇(m˚¯∇|p|hpn)
+˚¯Rpmnqh
pq + ˚¯Rp(mh
p
n) (C.1)
−2∇¯m∇¯n(Φ)⇒ −2˚¯∇m˚¯∇nχ+ ˚¯∇pΦ(2˚¯∇(mhn)p − ˚¯∇phmn) (C.2)
1
2
∇¯m(T )∇¯n(T )⇒ ˚¯∇(mT ˚¯∇n)t (C.3)
1
4
g¯mn
∂V¯
∂Φ
⇒ 1
4
˚¯gmn
∂2V¯
∂Φ2
χ+
1
4
˚¯gmn
∂2V¯
∂Φ∂T
t+
1
4
hmn
∂V¯
∂Φ
(C.4)
86
Use ˚¯Rp(mh
p
n) =
1
4hmn
∂V¯
∂Φ −2˚¯∇p˚¯∇(m(Φ)hpn) + 12 ˚¯∇p(T )˚¯∇(m(T )hpn) on (C.1) and
sum all terms:
˚¯Rpmnqh
pq − 1
2
˚¯∇2hmn + ˚¯∇(m˚¯∇phpn) −
1
2
˚¯∇m˚¯∇nh
−˚¯∇pΦ(2˚¯∇(mhn)p − ˚¯∇phmn)− 2˚¯∇p˚¯∇(m(Φ)hpn) =
= −1
2
˚¯∇p(T )˚¯∇(m(T )hpn) − 2˚¯∇m˚¯∇nχ+ ˚¯∇(mT ˚¯∇n)t
+
1
4
˚¯gmn
∂2V¯
∂Φ2
χ+
1
4
˚¯gmn
∂2V¯
∂Φ∂T
t (C.5)
Next, we determine the Φ Klein-Gordon equation (3.10) term by term (be-
sides the expansions of V¯ and ∂V¯∂Φ ) :
∇¯2Φ⇒ ˚¯∇2χ− 1
2
˚¯∇mΦ(2˚¯∇nhmn − ˚¯∇mh)− hmn˚¯∇m˚¯∇nΦ (C.6)
(∇¯Φ)2 ⇒ (2˚g¯mn˚¯∇mΦ˚¯∇nχ− hmn˚¯∇mΦ˚¯∇nΦ) (C.7)
Combining all terms:
˚¯∇2χ− hmn˚¯∇m˚¯∇nΦ + 2hmn˚¯∇mΦ˚¯∇nΦ
−1
2
˚¯∇mΦ(2˚¯∇nhmn − ˚¯∇mh)− 4˚¯∇Φ · ˚¯∇χ =
= −1
2
∂V¯
∂Φ
χ− 3
8
∂2V¯
∂Φ2
χ
−1
2
∂V¯
∂T
t− 3
8
∂2V¯
∂Φ∂T
t
To finalize, same procedure for the T Klein-Gordon equation (3.11) yields:
∇¯2T ⇒ ˚¯∇2t− 1
2
˚¯∇mT (2˚¯∇nhmn − ˚¯∇mh)− hmn˚¯∇m˚¯∇nT (C.8)
−2∇¯Φ · ∇¯T ⇒ 2hmn˚¯∇mΦ˚¯∇nT − 2˚¯∇Φ · ˚¯∇t− 2˚¯∇χ · ˚¯∇T (C.9)
∂V¯
∂T
⇒ ∂
2V¯
∂T 2
t+
∂2V¯
∂Φ∂T
χ (C.10)
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Combining all terms:
˚¯∇2t− hmn˚¯∇m˚¯∇nT + 2hmn˚¯∇mΦ˚¯∇nT
−1
2
˚¯∇mT (2˚¯∇nhmn − ˚¯∇mh) =
= 2˚¯∇Φ · ˚¯∇t+ 2˚¯∇χ · ˚¯∇T
−∂
2V¯
∂T 2
t− ∂
2V¯
∂Φ∂T
χ (C.11)
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Appendix D
A few notes on “Dynamical
Soft-Wall AdS-QCD”
This Appendix is designed to help the reader with some intermediate steps
from [1], providing an important background for our calculations.
In order to avoid confusion between the notation used throughout the thesis
and“Dynamical Soft-Wall AdS-QCD”, we shall use the notation of [1] in this
Appendix, while promptly pointing out the differences between the two.
Starting with the action in the Einstein frame:
S =
ˆ
d5x
√
−g˜
[
R˜− 1
2
(
∇˜φ
)2 − 1
2
(
∇˜T
)2 − V˜ (φ, T )] (D.1)
Be aware that the dilaton is rescaled (φ =
√
8
3Φ) and potential changes sign,
compared to (3.1).
The goal is to find the equations of motion, using the suggested ansatz1:
ds2 = e−2A(y)dx2 + dy2
φ = φ(y)
T = T (y)
(D.2)
1The metric ansatz is now written in “domain-wall” coordinates.
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In the following steps, the lowercase Greek indices α, β are the indices of
the 4 dimensional dx2 (defined by the metric ηαβ), and y is the index of the
holographic coordinate associated with dy2.
Before deriving the Einstein equations in its usual form RMN − 12RgMN =
TMN , it is necessary to compute the Christoffel symbols for the ansatz (D.2).
This yields three non-zero coefficients
Γαβy = −A′δαβ
Γyαβ = A
′ηαβe−2A
Γyyy = −A′
(D.3)
where the prime ′ denotes differentiation relative to y. The Einstein
equations are through the same variational procedure of 3.2.1:yy : 6(A′)2 = 14φ′2 + 14T ′2 − 12 V˜ηαβαβ : 3A′′ − 6(A′)2 = 14φ′2 + 14T ′2 + 12 V˜ (D.4)
The field equations for φ and T are:
φ′′ − 4A′φ′ = ∂V˜
∂φ
(D.5)
T ′′ − 4A′T ′ = ∂V˜
∂T
(D.6)
Next, introduce a superpotential W (φ, T ) to convert (D.4) into a set of first
order equations: 
A′ = W
φ′ = 6∂W∂φ
T ′ = 6∂W∂T
(D.7)
Subtracting the two equations in (D.4) and using A′ = W , one obtains a
formula for the potential V˜ :
V˜ (φ, T ) = 3A′′ − 12W 2 (D.8)
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Summing the two equations in (D.4) to get 3A′′ as a function of φ′ and T ′,
and using it in (D.8):
V˜ (φ, T ) = 18
((
∂W
∂φ
)2
+
(
∂W
∂T
)2)
− 12W 2 (D.9)
The strategy chosen by the authors was to specify A(y) in the metric ansatz
(D.2), thus defining W , φ, T and V˜ . Furthermore, two assumptions are
made:
1. Given the form of (D.9), W is chosen to be decomposable in two parts:
W (φ, T ) = Wφ(φ) +WT (T );
2. Since they are looking for a quadratic profile of the dilaton, the confor-
mal transformation suggests that the metric in the Einstein frame has
the shape: g˜MN = z
−2e−2az2 η˜MN , where a is an arbitrary constant
and η˜MN is the Minkowski metric in the Einstein frame.
Start by writing y as a function of z
y =
1
2
Ei(−az2) (D.10)
where Ei(x) is the exponential integral function [46]. This leads to
dy
dz
=
e−az2
z2
(D.11)
and the inverse relation:
z2 = −1
a
I(2y) (D.12)
Differentiating (D.12) with respect to y defines:
dI
dy
=
d(−az2)
dy
= −2az2e−az2 = −2Ie−I (D.13)
The requirement of point 2. constrains the ansatz (D.2) to:
e−2A(z) = z−2e−2az
2 ⇒ A(z) = az2 + 1
2
ln(z2) (D.14)
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(D.14) represents the scale factor A(z) in the Einstein frame. Since the
goal is to determine W , one must calculate A′:
A′ = e−I(−2I + 1) (D.15)
To find φ′ and T ′, compute W ′ = A′′
W ′ =
d
dy
(
e−I(−2I + 1)) = −6Ie−2I + 4I2e−2I = φ′2
6
+
T ′2
6
(D.16)
from which the authors made the correspondence:φ′2 = 24I2e−2IT ′2 = −36Ie−2I (D.17)
Use dIdy = −2Ie−I so that both equations from (D.17) easily integrated:φ = ±
√
6I
T = ±6√−I
(D.18)
Equations (D.18) can be written as functions of z, using (D.12),φ(z) = ∓
√
6(az2)
T (z) = ±6√az
(D.19)
thus obtaining the quadratic profile for the dilaton φ. The only quanti-
ties missing from the initial strategy are W and V˜ , easily computable after
determining W ′. Using dφdy = 6
∂W
∂φ ,
dT
dy = 6
∂W
∂T and (D.18) yields∂W∂φ = 13φe∓φ/
√
6
∂W
∂T =
T 2
6 e
T 2/36
(D.20)
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Integrating (D.20) is trivial:Wφ = −2
(
1± φ√
6
)
e∓φ/
√
6
WT = 3e
T 2/36
(D.21)
Using (D.21) on (D.9) defines V˜±(T, φ):
V˜±(T, φ) =
T 2
2
eT
2/18 + 2φ2e∓φ/
√
6
−12
(
3eT
2/36 − 2
(
1± φ√
6
)
e∓φ/
√
6
)2
(D.22)
Rewriting all the quantities of interest in the string frame yields
Φ(z) = z2 (D.23)
T (z) = 2
√
6z (D.24)
A(z) = − log(z) =⇒ gMN = (dz
2 + ηαβdx
αdxβ)
z2
(D.25)
V¯−(Φ, T ) = −1
2
T 2e
T2
18
− 4Φ
3 − 16Φ
2
3
+12e−
4
3
Φ
(
3e
T2
36 − 2
(
1− 2Φ
3
)
e
2Φ
3
)2
(D.26)
(D.25) matches AdS (1.4) with AdS length scale L = 1. We rescaled the
dilaton (φ =
√
8
3Φ) and switched the sign of the potential (D.22) to match
(3.1).
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Appendix E
Scalar perturbation
diagonalization
This scheme is the generalization of the procedure applied in Appendix A.1
of [33] for scalar fields. As we introduced in subchapter 3.3, our system
is composed by 5 equations: the zz component of the Einstein equations
(3.19), the zα component of (3.19), the contraction of (3.19) with ηαβ and
the KG equations of χ and t (3.20),(3.21). The profiles of these equations
suggest:
1. Use zα to write hzz as a function of S = h−h¯, χ and t;
2. Compute zz − αβ to obtain s as a function of S, χ and t;
3. Replace hzz and s (now functions of S, χ and t) in the KG equations
of χ and t;
4. The combination of the two KG equations should yield a single equa-
tion for a scalar ζ, combination of S, χ and t;
Unfortunately, we could not solve point 4. for non-zero S, χ and t. However,
this procedure did work for the particular case χ = t = 0, giving us the
impression that it should also be valid in the most general scenario.
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Appendix F
Laguerre polynomials
The Laguerre polynomials are solutions of the Laguerre differential equation
[48]
z
d2f
dz2
+ (1− z)df
dz
+ λf = 0 (F.1)
with f(z) = C1Lλ(z). Lλ(z) are called the Laguerre polynomials of order λ,
and are defined by:
Lλ(z) =
λ∑
k=0
(−1)k
k!
(
λ
k
)
zk (F.2)
The first 3 Laguerre polynomials are:
L0(z) = 1
L1(z) = −z + 1
L2(z) =
1
2(z
2 − 4z + 2)
(F.3)
Equation (F.1) is the particular case of the associated Laguerre differential
equation
z
d2f
dz2
+ (ν + 1− x)df
dz
+ λf = 0 (F.4)
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where ν and λ are real numbers. The general solutions of (F.4) are given by
f(z) = C1U(−λ, ν, z) + C2Lνλ(z) (F.5)
where U(−λ, ν, z) is a hypergeometric function of the first kind, and Lνλ(z)
is the associated Laguerre polynomial [49], defined by:
Lνλ(z) =
1
λ!
λ∑
k=0
(−1)k
(
ν − λ
λ+ k
)
zk (F.6)
The Laguerre polynomials are a particular case of (F.6) with ν = 0, Lλ = L
0
λ.
The first 3 associated Laguerre polynomials are:
Lν0(z) = 1
Lν1(z) = −z + ν + 1
Lν2(z) =
1
2(z
2 − 2(ν + 2)z + (ν + 1)(ν + 2))
(F.7)
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Appendix G
Signature of the amplitude
Subchapter 2.3 introduces the t-channel scattering amplitude as the main
contribution to the Regge limit. It is therefore important to obtain the shape
of the partial wave amplitudes Al(t). Use (2.12) to write Al(t) in terms of
integrals over the right-hand (s-channel), and over the left-hand (u-channel)
cuts in zt = (u− s) / (u+ s) [5]:
Al(t) =
1
32pi2i
 ∞ˆ
1
dz′tDt
(
t, s(t, z′t)
)
Ql(z
′
t)
+
−∞ˆ
−1
dz′tDu
(
t, s(t, z′t)
)
Ql(z
′
t)
 (G.1)
We can write this as one factor by using Ql(−zt) = (−1)lQl(zt)1:
Al(t) =
1
32pi2i
∞ˆ
1
dz′t(Ds(t, s(t, z
′
t)) + (−1)lDu(t, s(t,−z′t)))Ql(z′t) (G.2)
However, (G.2) is ill-defined when we take the analytical continuation of l,
given that (−1)l = e±ipil diverges whenever l → ∓i∞. In order to avoid
this complication, we can rewrite (G.2), defining a partial-wave amplitude
1Check Appendix A of [41].
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of definite signature λ = ±1
Aλl (t) =
1
32pi2i
∞ˆ
1
dz′t(Ds(t, s(t, z
′
t) + λDu(t, s(t,−z′t))Ql(z′t)
=
1
32pi2i
∞ˆ
1
dz′tD
λ
s (t, s(t, z
′
t))Ql(z
′
t) (G.3)
where Dλs (t, s(t, zt)) = Ds(t, s(t, zt)) + λDu(t, s(t,−zt)). Amplitudes with
λ = +1 have even signature, λ = −1 have odd signature. Using the prop-
erties of Ql(zt) [41], one obtains a relation between the physical amplitudes
and A+l , A
−
l : A+l (t) = Al(t), l = 0, 2, 4..A−l (t) = Al(t), l = 1, 3, 5, .. (G.4)
The partial-wave series in this scenario become [5]:
Aλ(s, t) = 8pi
∞∑
l=0
(2l + 1)Aλl (t)(Pl(zt) + λPl(−zt)) (G.5)
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Appendix H
Saddle point method
This Appendix is meant to elucidate how the saddle point (or steepest de-
scent) method was used in (3.101) and (3.102). We use the saddle point
method adapted for complex integrand functions1. Let us start with (3.101)
ˆ ∞
−∞
dν f1(ν)e
g1(ν) (H.1)
where f1(ν) is the function inside curly brackets in (3.101) and g1(ν) =
−D log
(
szz′
2
)
ν2 + 2i log (2zz′) ν.
We want to extend the contour such that it includes the zero of dg1(ν)dν =
g′1(ν), defined by:
ν1 =
i ln(2zz′)
D ln( szz′2 )
(H.2)
Near this point, Re(g1) looks like the top of a mountain pass: it has a
maximum along certain directions in the complex plane and a minimum
along other directions.
The appropriate contour2 should go through the zero of g′1(ν), starting in a
valley of low Re(g1), until it reaches the top on the saddle point g
′
1(ν) = 0,
1For more details, check page 3 of [50].
2Simply putting, the appropriate contour is the one that minimizes the amplitude of
the integrand over the contour.
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and then goes back down into another valley of low Re(g1).
Representing Re(g1(ν)) will give us evidence of which contour to choose:
Figure H.1: Re(g1(ν)), with saddle point at ν1 = −0.0014i for s = 108, z = z′ = 0.7
and ls = 0.6552
This identifies the appropriate contour as the straight line parallel to Re(ν)
intersecting Im(ν) at ν1. Now that the optimal contour is defined, change
the integration variable of (H.1) to carry out the saddle point expansion:
ν = ν1 + ηy (H.3)
ν1 is the zero of g
′
1(ν), and η is a complex number of modulus 1. This yields
ˆ ∞
−∞
ηdy f1(y)e
g1(ν1)+η2g′′(ν1)y2 (H.4)
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where g′′1(ν1) = −D log
(
szz′
2
)
3. Next, expand f1(y) around y = 0:
f1(ν1)
(
1 +
f ′1(ν1)
f1(ν1)
y +
f ′′1 (ν1)
2f1(ν1)
y2 +O(y3)
)
(H.5)
Given that f1(ν) is a slowly varying function in the vicinity of the saddle
point ν1, we only keep the first term of (H.5). This reduces (H.4) to:
f1(ν1)e
g1(ν1)
ˆ ∞
−∞
ηdy eη
2g′′1 (ν1)y
2
(H.6)
There are 3 requirements for the exact value of η:
• |η| = 1;
• η should ensure the dy along the contour is positive when y = 04;
• η2g′′1(ν1) must be negative;
To understand the second requirement, compute dy from (H.3):
dy =
dν
η
(H.7)
If η = −1, the second requirement fails since dy is negative for y = 0. This
defines η = 1, which also obeys the first and third requirements. Computing
the Gaussian integral of (H.6) yields
f1(ν1)e
g1(ν1)
√
2pi
−g′′1(ν1)
(H.8)
and similarly for (3.102)
f2(ν2)e
g2(ν2)
√
2pi
−g′′2(ν2)
(H.9)
3We are considering that log
(
szz′
2
)
> 0, justifiable given the Regge limit.
4This requires that the integral is done from −∞ to +∞.
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where f1,2(ν) and g1,2(ν) are defined as:
f1,2(ν) = f+,−(ν) =
κJκJ ′Γ(n)
Γ(n± 2iν)
(
1 + e−ipiJ(ν)
sin (piJ(ν))
)
×ν
[
L±2iν−n∓iν(−2z2)L±2iν−n∓iν(−2z′2)
]
4(n± iν) (H.10)
g1,2(ν) = g+,−(ν) = −D ln
(
szz′
2
)
ν2 ± 2i ln(2zz′)ν (H.11)
Given that g1(ν1) = g2(ν2) = − 1D ln(2zz
′)2
ln
(
szz′
2
) , the sum of (3.101) and (3.102)
becomes:
χ1 =
1
2i
Dez2+z′2(szz
′
2
)J0
√
pi
D ln ( szz′2 )e
− 1D
ln(2zz′)2
ln( szz′2 ) (f1(ν1)− f2(ν2)) (H.12)
Next, evaluate f1(ν1)− f2(ν2). It is useful to write
ν1 =
i ln(2zz′)
D ln( szz′2 )
= iA
ν2 = − i ln(2zz
′)
D ln( szz′2 )
= −iA (H.13)
such that f1(ν1)− f2(ν2) simplifies to
Γ(n)A (L1(n, iA) + L2(n,−iA))
(A− n)Γ(n− 2A) (H.14)
where L1(n, ν) and L2(n, ν) are (3.97) and (3.98), respectively. L1(n, iA) is
equal to L2(n,−iA), so (H.14) is simply:
iΓ(n)A
(
i+ cotpi
(
1−A2) l2s) L−2A−n+A(−2z2)L−2A−n+A(−2z′2)
2(A− n)Γ(n− 2A) (H.15)
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Which ultimately reduces to:
iΓ(n)
(
i+ cot piD2
(
1− ln2(2zz′)
D2 ln2
(
szz′
2
)
))
ln(2zz′)
2D ln ( szz′2 )
(
ln(2zz′)
D ln
(
szz′
2
) − n
)
Γ
(
n− 2 ln(2zz′)
D ln
(
szz′
2
)
)
×L
− 2 ln(2zz′)
D ln( szz′2 )
−n+ ln(2zz′)
D ln( szz′2 )
(−2z2)L− 2 ln(2zz′)D ln( szz′2 )
−n+ ln(2zz′)
D ln( szz′2 )
(−2z′2) (H.16)
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