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AN IMPROVED ANALYTIC METHOD FOR CALCULATING π(x)
JAN BU¨THE
Abstract. We provide an improved version of the analytic method of Franke
et. al. for calculating the prime-counting function pi(x), which is more flexible
and, for calculations not assuming the Riemann Hypothesis, also more efficient
than the original method. The new method has recently been used to calculate
the value pi(1025) = 176, 846, 309, 399, 143, 769, 411, 680.
1. Introduction
In [7] Lagarias and Odlyzko presented an analytic algorithm which could calcu-
late π(x), the number of prime numbers not exceeding x, in run time O(x1/2+ε)
for every ε > 0. The method is based on a modification of the well-known Perron
formula, which reduces the calculation of π(x) to numerically evaluating a complex
curve integral involving the Riemann zeta function and calculating a correction
term involving the powers of prime numbers in a neighbourhood of x. Although this
method is asymptotically faster than the combinatorial Meissel-Lehmer-Lagarias-
Miller-Odlyzkomethod [6], which calculates π(x) in run time O(x2/3+ε), the method
was considered impractical at this time since the implied constant is large.
Recently, two new variants of the analytic method have been developed and
implemented independently by Franke et. al. [4] and Platt [13], and for the first
time records in the computation of π(x) have been set with analytic methods: in
2010 Franke, Kleinjung, Jost and the author calculated the value
π(1024) = 18, 435, 599, 767, 349, 200, 867, 866,
under the assumption of the Riemann Hypothesis (RH), which was later confirmed
by an unconditional computation of Platt [13].
The new methods are based on explicit formulas, replacing the curve integral
in the original method by a sum over the non-trivial zeros of the Riemann zeta
function. To achieve maximal efficiency the methods require the pre-computation
of the zeros with imaginary part roughly up to
√
x within an accuracy of x−O(1),
which has conjectural run time O(x1/2+ε) [12]. The evaluation of the sum over
zeros is then much faster than evaluating the curve integral numerically, since the
spacing between the zeros in consideration is comparably large.
The main difference between the methods in [4, 13] is the choice of the kernel
function, which is utilized to speed up the convergence in the Riemann explicit
formula. Platt’s method, an advancement of the work in [5], uses the Gaussian
function, while Franke chooses Logan’s function [10]. The latter satisfies an opti-
mality condition which is very well-suited for this problem.
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Although it could be shown in [4] that the Logan function yields the more effi-
cient algorithm, the restrictions on the parameters in the original methods were too
strong for unconditional calculations in certain situations, which led to the assump-
tion of the RH in the calculation of π(1024). This has been solved in an ad-hoc way
by modifying the kernel function and introducing an additional parameter, giving
rise to a second method in [4]. In this paper we present a third and final version,
which is less restrictive than the first method, simpler than the second method and
generally more efficient for unconditional calculations.
The new method has also been implemented in cooperation with the authors of
[4], and we calculated the value
π(1025) = 176, 846, 309, 399, 143, 769, 411, 680
without assuming the RH. We used the zeros with imaginary part up to 1011 for
calculation, which resulted in a run time of 40, 000 CPU hours. The run time could
have been reduced considerably by the use of additional zeros.
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2. Description of the method
Let π∗(x) = 12
∑
pm<x
1
m +
1
2
∑
pm≤x
1
m denote the normalized Riemann prime-
counting function. This function is related to the non-trivial zeros of the Riemann
zeta function by the well-known Riemann explicit formula
(2.1) π∗(x) = li(x)−
∑∗
ρ
ℑ(ρ)>0
Ei(ρ log x)− log(2) +
∫ ∞
x
dt
t log(t)(t2 − 1)
[14, 17]. Here Ei(z) is the antiderivative of ez/z in C \ (−∞, 0] satisfying
Ei(1) = lim
εց0
(∫ −ε
−∞
+
∫ 1
ε
)eξ
ξ
dξ,
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li(x) = Ei(log(x)) denotes the logarithmic integral, and the star on the sum over
zeros indicates that it is calculated as
lim
T→∞
∑
|ℑ(ρ)|<T
.
Calculating π(x) by approximating the sum over zeros in (2.1) is inefficient,
since the sum converges too slowly [15]. This problem can be solved by considering
continuous approximations to π∗(x), satisfying an explicit formula wherein the sum
over zeros converges fast.
Such approximations can be constructed using the Weil-Barner explicit formula
[18, 1, 8] for the Riemann zeta function. Suppose that g : R → C satisfies the
following conditions:
(B1) there exists a h > 0 such that g(t)e(
1
2
+h)|t| is of bounded variation on R,
(B2) there exists an ε > 0 such that 2g(0) = g(t) + g(−t) +O(|t|ε) for t→ 0,
(B3) g(t) = 12 limhց0
(
g(t+ h) + g(t− h)) for all t ∈ R.
Then the Weil-Barner explicit formula is given by
(2.2) ws(gˆ) = wf (g) + w∞(g),
where
ws(gˆ) =
∑∗
ρ
gˆ
(ρ
i
− 1
2i
)
− gˆ(i/2)− gˆ(−i/2),(2.3)
wf (g) = −
∑
p
∞∑
m=1
log p
pm/2
(
g(m log p) + g(−m log p)),(2.4)
and
w∞(g) =
(Γ′
Γ
(1/4)− log π
)
g(0)−
∫ ∞
0
g(t) + g(−t)− 2g(0)
1− e−2t e
−t/2 dt,(2.5)
and where
gˆ(ξ) =
∫ ∞
−∞
g(t)eiξt dt
denotes the Fourier transform of g. The class of test functions satisfying (B1) -
(B3) is usually referred to as the Barner class.
The Riemann explicit formula follows from (2.2) by considering a suitable ap-
proximating sequence for the function χ∗(−∞,log x](t)e
t/2/t, where
χ∗A(t) =

0 t /∈ A
1 t ∈ A \ ∂A
1/2 t ∈ ∂A
denotes the normalized characteristic function [3]. The slow convergence in (2.1) is
caused by the discontinuity at t = log x, which we intend to remove by taking the
convolution with the Fourier transform of the Logan function
ℓc(t) =
c
sinh c
sin(
√
t2 − c2)√
t2 − c2 .
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This function minimizes the functional
(2.6)
∫
|t|>c
∣∣∣∣f(t)t
∣∣∣∣ dt
among a suitable class of test functions with f(0) = 1 and supp fˆ ⊂ [−1, 1], the
minimal value being 2 log 1+e
−c
1−e−c [10]. This will be beneficial for truncating the sum
over zeros in the explicit formula where the size of the remainder will be controlled
by the parameter c. Explicitly, the inverse Fourier transform of ℓc is given by
ηc(y) = χ
∗
[−1,1](y)
c
2 sinh c
I0(c
√
1− y2),
where I0(y) =
∑∞
n=0(y/2)
2n/(2n)! denotes the 0-th modified Bessel function (see
[4]). Since we will be dealing with dilations of ℓc we introduce the shorter notations
ηc,ε(y) =
1
ε
ηc(y/ε), and ℓc,ε(t) := ηˆc,ε(t) = ℓc(εt).
Now let fk(t) = e
t/2/tk, λc,ε = ℓc,ε(i/2), and Ac,ε = −ℓ′′c,ε(0)/2, and for |t| > ε
let
(2.7) φx,c,ε(t) = λ
−1
c,ε
(
χ(−∞,log x]
(
f1 +Ac,ε
(
f2 − 2f3
)))
∗ ηc,ε(t),
where the convolution operator ∗ is defined as usual by
f ∗ g(x) =
∫ ∞
−∞
f(y)g(x− y) dy.
Then, for all c > 0 and 0 < ε < log 2 we define the modified prime-counting function
(2.8) π∗c,ε(x) =
∑
pm
log p
pm/2
φx,c,ε(m log p).
Under certain mild restrictions on the parameters, we will show that
• π∗(x) can be calculated within an accuracy of O(ε3x) from π∗c,ε(x) by eval-
uating a sum over the powers of prime numbers in [e−εx, eεx]
• π∗c,ε(x) can be calculated within an accuracy of O(e−cxh log log(x)) using
the zeros with imaginary part up to c/ε, where h = 1/2 if the RH is assumed
and h = 1 otherwise.
So for c ≥ h log(x) + log log log(x) + C1 and ε < C2x−1/3, with suitable constants
C1 and C2 the exact value of π(x) can be determined from the approximation to
π∗(x) by removing the contribution of higher prime powers. These results can
be improved for calculations not assuming the RH, which increases the method’s
efficiency compared to the methods in [4].
Since the remaining part of this paper involves many explicit estimates, we will
use Turing’s big theta notation and write f = Θ(g) in U if |f(t)| ≤ g(t) holds for
all t ∈ U .
3. The difference π∗(x) − π∗c,ε(x)
The main contribution to the difference π∗(x) − π∗c,ε(x) is given by the prime
powers in [e−εx, eεx] and may be expressed in terms of the functions
µc,ε(t) =

− ∫ t−∞ ηc,ε(τ) dτ t < 0
−µc,ε(−t) t > 0
0 t = 0
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and
νc,ε(t) =
∫ t
−∞
µc,ε(τ) dτ.
Theorem 3.1. Let x > e10, c ≥ 1, x−1 < ε ≤ 10−3, and let
Mx,c,ε(t) = λ
−1
c,ε
[
µc,ε
(
log tx
)
+
( 1
log t
− 1
2
)(
µc,ε
(
log tx
)
log tx − νc,ε
(
log tx
))]
.
Then we have
(3.1) π∗c,ε(x) = π
∗(x) +
∑
e−εx<pm<eεx
1
m
Mx,c,ε(p
m) +R(x, c, ε),
where
(3.2) |R(x, c, ε)| ≤ 0.57 ε
3x
c log(εx)
+
39 ε4x
c3
+
0.13 ε2 log log(2x2)
c
.
Remark 3.2. Since the method will require c ≥ 12 log x, the error term in (3.2) will
be negligible for ε < δ log(x)2/3/x1/3 with some δ > 0. This upper bound for ε
translates into a lower bound of size O((x log x)1/3) for the truncation bound in
the sum over zeros, i.e. the number B such that contributions of zeros ρ with
|ℑ(ρ)| > B will be discarded. Since the optimal truncation bound is rather of size√
x, this does not impose any practical restrictions.
The proof needs some preparation. First we estimate the difference φ∞,c,ε−f1(t),
where φ∞,c,ε = limx→∞ φx,c,ε.
Lemma 3.3. Let ε ≤ 0.001, c ≥ 1 and |t| ≥ log 2. Then we have
(3.3) φ∞,c,ε(t) = f1(t) + Θ
(
39
ε4
c2
f2(t)
)
.
Proof. Let
gk(τ) = e
−τ/2
( t2
(t− τ)k − t
2−k
)
.
Then we have
(3.4) fk ∗ ηc,ε(t) =
∫ ε
−ε
ηc,ε(τ)
e
t−τ
2
(t− τ)k dτ = λc,εfk(t) + f2(t)
∫ ε
−ε
ηc,ε(τ)gk(τ) dτ.
The integral on the right hand side can be expressed in terms of the derivatives
ℓ
(n)
c,ε (0) by expanding gk in a Taylor series and using the well-known identity
ℓ(n)c,ε (0) = i
n
∫ ε
ε
ηc,ε(τ)τ
n dτ.
Since ηc,ε is even, we only need to consider even terms. We find
gk(0) = 0,
g′′k (τ) = e
−τ/2
[
− t
2−k
4
+
1
4
t2
(t− τ)k −
ktk+1
(t− τ)2 +
k(k + 1)t2
(t− τ)k+2
]
,
and
g
(4)
1 (τ) = e
−τ/2
[ 1
16
tτ
t− τ −
1
2
t2
(t− τ)2 +
3t2
(t− τ)3 −
12t2
(t− τ)4 +
24t2
(t− τ)5
]
,
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and since we may assume |t| ≥ log 2 and |τ | ≤ ε ≤ 0.001 we have∣∣∣∣ tt− τ
∣∣∣∣ ≤ log 2log 2− 0.001 ≤ 1.002,
which gives
|g′′k (τ)| ≤ 1.002k+2e0.0005
[ 1
2 log(2)k−2
+
k
log(2)k−1
+
k(k + 1)
log(2)k
]
≤
{
16.1 k = 2,
43.5 k = 3,
and∣∣∣g(4)1 (τ)∣∣∣ ≤ 1.0025 · e0.0005[ 1160.001 + 12 + 3log(2) + 12log(2)2 + 24log(2)3 ] ≤ 103.
We therefore get
g1(τ) = α1τ +
τ
2
( 2
t2
− 1
t
)
+ β1τ
3 + Θ(4.3τ4),
g2(τ) = α2τ +Θ(8.1τ
2),
and
g3(τ) = α3τ +Θ(21.8τ
2),
which gives
(3.5)
∣∣∣∣∫ ε−ε ηc,ε(τ)gk(τ) dτ
∣∣∣∣ ≤
{
8.1
∣∣ℓ′′c,ε(0)∣∣ k = 2,
21.8
∣∣ℓ′′c,ε(0)∣∣ k = 3,
and
(3.6)
∫ ε
−ε
ηc,ε(τ)g1(τ) dτ = −
ℓ′′c,ε(0)
2
( 2
t2
− 1
t
)
+Θ(4.3 ℓ(4)c,ε(0)).
Next we estimate the derivatives ℓ′′c,ε(0) and ℓ
(4)
c,ε(0). Since c ≥ 1, we have
0 ≤ cosh(c)
sinh(c)
− 1
c
= 1 +
e−c
sinh(c)
− 1
c
≤ 1 + 1
c
( e−1
sinh(1)
− 1
)
≤ 1
and since (−1)nℓ(2n)c,ε (0) > 0 we obtain the bounds
(3.7) 0 < −ℓ′′c,ε(0) =
ε2
c
(cosh(c)
sinh(c)
− 1
c
)
≤ ε
2
c
,
and
0 < ℓ(4)c,ε(0) =
9ε4
c2
( 1
c2
− cosh(c)
c sinh(c)
+
1
3
)
≤ 3ε
4
c2
.
Combining these with the estimates in (3.5) and (3.6) now gives
φ∞,c,ε(t) = λ−1c,ε
(
f1 +Ac,ε(f2 − 2f3)
) ∗ ηc,ε(t)
= f1(t)
[
1 + Θ
(
4.3
3ε4
tc2
)
+Ac,εΘ
(
(8.1 + 43.6)
ε2
tc
)]
= f1(t)
[
1 + Θ
(
39
ε4
tc2
)]
,
where we used λc,ε > 1. 
Next, we bound the difference χ∗[log 2,log x]φ∞,c,ε − φx,c,ε in Bε(log x).
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Lemma 3.4. Let x ≥ e10, ε ≤ 0.001, c ≥ 1, and let
(3.8) mx,c,ε(t) =
et/2
λc,εt
[
µc,ε(y) +
(1
t
− 1
2
)(
yµc,ε(y)− νc,ε(y)
)]
,
where y = t− log(x). Then we have
φx,c,ε(t) = χ
∗
[1,log x](t)φ∞,c,ε(t) +mx,c,ε(t) + Θ
(
0.13 e−ε/2
ε2
√
x
c log(eεx)
)
for |t− log x| ≤ ε.
Proof. For t ∈ Bε(log x) we have
(3.9) (χ[1,log x]fk) ∗ ηc,ε(t) = χ∗[log x,∞)(t)
∫ ε
y
ηc,ε(τ)fk(t− τ) dτ
+ χ∗[1,log x](t)
[
fk ∗ ηc,ε(t)−
∫ y
−ε
ηc,ε(τ)fk(t− τ) dτ
]
Since
0 < fk(t) ≤ fk(log(x) + ε) ≤ eε/2
√
x
log(x)k
for such t, this gives
(χ[1,log x]fk) ∗ ηc,ε(t) = χ∗[1,logx](t)fk(t) + Θ
( eε/2√x
2 log(x)2
)
,
where we used
∫ ε
0
ηc,ε(τ)dτ = 1/2 in the Θ-term.
For k = 1 we further evaluate the integrals in (3.9). Since t ≥ 10, we have
e
t−τ
2
t− τ = f1(t)
(
1 + τ
(1
t
− 1
2
)
+Θ(0.13 τ2)
)
.
Now first assume y > 0. Then we get∫ ε
y
ηc,ε(τ)f1(t− τ) dτ = e
t
2
t
∫ ε
y
ηc,ε(τ)(1 + τ(
1
t − 12 ) + Θ(0.13τ2)) dτ
=
e
t
2
t
(
µc,ε(y) + (
1
t − 12 )
∫ ε
y
ηc,ε(τ)τ dτ +Θ
(
0.065
ε2
c
))
=
e
t
2
t
(
µc,ε(y) + (
1
t − 12 )(yµc,ε(y)− νc,ε(y)) + Θ
(
0.065
ε2
c
))
for the first integral in (3.9), where we used the bound from (3.7) again. A similar
computation gives∫ y
−ε
ηc,ε(τ)f1(t−τ) dτ = −f1(t)
(
µc,ε(y)+(
1
t − 12 )(yµc,ε(y)−νc,ε(y))+Θ
(
0.065
ε2
c
))
for y < 0. This also includes the case y = 0 since µc,ε and νc,ε are normalized. The
assertion now follows from
eε/2
√
x
log x
[
0.065
ε2
c
+Ac,ε
( 1
log(x)
+
2
log(x)2
)]
≤ 0.13 e−ε/2 ε
2
√
x
c log(eεx)
. 
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Proof of Theorem 3.1. Let I = [e−εx, eεx]. By Lemma 3.4 we have
π∗c,ε(x) =
∑
pm
log p
pm/2
φx,c,ε(m log x)(3.10)
=
∑
pm
log p
pm/2
(
χ∗[1,log x]φ∞,c,ε
)
(m log p)
+
∑
pm∈I
log p
pm/2
(
mx,c,ε(m log p) + Θ
(
0.13
e−ε/2ε2
√
x
c log(eεx)
))
.
The sum on the second line of (3.10) may be written as
π∗(x) +
∑
pm
log p
pm/2
χ∗[1,log x](φ∞,c,ε − f1)(m log p),
and the bound from Lemma 3.3 gives∑
pm≤x
log p
pm/2
|(φ∞,c,ε − f1)(m log p)| ≤ 39ε
4
c2
∑
pm≤x
1
m2 log(p)
≤ 39ε
4
c2
x.
Since
log p
pm
≤ eε/2 log(e
εx)√
x
,
for all pm ∈ I, the third line of (3.10) takes the form∑
pm∈I
1
m
Mx,c,ε(p
m) + Θ
(
0.13
ε2
c
∑
pm∈I
1
m
)
.
It therefore suffices to show
0.13
ε2
c
∑
pm∈I
1
m
≤ 0.57ε
3x
c log(εx)
+
0.13ε2 log log(2x2)
c
.
But the Brun-Titchmarsh inequality, as stated in [11], gives
(3.11) 0.13
ε2
c
∑
p∈I
1 ≤ 0.13ε
2
c
4.01εx
log(εx)
≤ 0.53 ε
3x
c log(εx)
,
and since log(εx)
√
x ≤ 10 e−5x for x ≥ e10, Lemma 3.5 below gives
0.13
ε2
c
∑
pm∈Im≥2
1
m
≤ 0.04 ε
3x
c log(εx)
+
0.13ε2 log log(2x2)
c
,
which yields the assertion. 
Lemma 3.5. Let x ≥ 100, ε ≤ 1100 and let I = [e−εx, eεx]. Then we have∑
pm∈I
m≥2
1
m
≤ 4.01ε√x+ log log(2x2).
Proof. Let 0 < 2Y < X . Then
(X − Y )1/m ≥ X1/m − Y
m
X1/m−1 − Y
2
2m
(
1− 1
m
)
(X − Y )1/m−2
≥ X1/m − 2Y
m
X1/m−1
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for m > 1, so we get
#{p | pm ∈ [X,X − Y ]} ≤ X1/m − (X − Y )1/m + 1
≤ 2Y
m
X1/m−1 + 1.
For X = eεx, Y = 2 sinh(ε)x and m ≥ 2 this is bounded by
4.01
m
√
x+ 1,
and we get∑
pm∈I
m≥2
1
m
≤
∫ 2 log(2x)
1
4.01ε
√
x
t2
+
1
t
dt ≤ 4.01ε√x+ log log(2x2). 
4. The explicit formula for π∗c,ε(x)
Theorem 4.1. Let x > 30000, c ≥ 1, and let 0 < ε ≤ 0.01. For z ∈ C \ [0,∞)
define the function
Ψx,c,ε(z) = λ
−1
c,ε
(
Ei1(z log x) + Ac,ε
(
z Ei2(z log x)− 2z2Ei3(z log x)
))
ℓc,ε
(
z
i − 12i
)
,
where
(4.1) Eik(ξ) =
∫ ∞
0
eξ−t
(ξ − t)k dt
for ξ ∈ C \ [0,∞). Then we have
π∗c,ε(x) = li(x) +
Ac,ε x
log(x)2
−
∑∗
ρ
Ψx,c,ε(ρ)− log(2) +
∫ ∞
x
dt
t log t(t2 − 1) + Θ(35ε).
Remark 4.2. Since Eik(ρ log x) ∼ xρ/(ρ log x)k for |ℑ(ρ)| → ∞, one would expect∑
|ℑ(ρ)|>c/ε
|Ψx,c,ε(ρ)| ≈
√
x
π log x
log
( c
2πε
)∫
|t|>c
∣∣∣∣ℓc(t)t
∣∣∣∣ dt,
if the RH is assumed, where the optimality property (2.6) of the Logan function
gets into play. Unconditionally, one would still expect the right hand side to give
an upper bound if
√
x is replaced by x. In Theorem 5.1 we will prove bounds that
are almost of this quality.
Proof. For 0 < δ < 1/x let
fδ,x = χ
∗
(log δ,log x)f1, and gδ,x = χ
∗
(log δ,log x)(f2 − 2f3),
and let
Fδ,x(t) =
1
2
(fδ,x(t) + fδ,x(−t)), and Gδ,x(t) = 1
2
(gδ,x(t) + gδ,x(−t)).
We will prove the theorem by applying the Weil-Barner formula (2.2) to the function
Hδ,x,c,ε = λ
−1
c,ε(Fδ,x +Ac,εGδ,x) ∗ ηc,ε
and taking the limit δ ց 0.
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Lemma 4.3. Let x > 30000. Then we have
lim
δց0
(
ws(Ĥδ,x,c,ε)− log |log δ|
)
= − li(x) − log log(x) −Ac,ε x
log(x)2
+
∑∗
ρ
Ψx,c,ε(ρ) + Θ
(
3.2Ac,ε
log x
)
.
Proof. We start by investigating the sum over zeros in ws(Ĥδ,x,c,ε). Let Bδ ∈
{Fδ,x, Gδ,x}. Then partial integration shows B̂δ(ξ) < C/|ℜ(ξ)| for |ℜ(ξ)| > 1,
|ℑ(ξ)| ≤ 1/2 and δ sufficiently small. Furthermore, we have limδց0 Bˆδ(ξ) = Bˆ0(ξ)
for such ξ, where B0 = limδց0 Bδ. Therefore, we get
lim
δց0
∑∗
ρ
(B̂δ · ℓc,ε)
(ρ− 1/2
i
)
=
∑∗
ρ
(B̂0 · ℓc,ε)
(ρ− 1/2
i
)
.

For ℑ(ξ) 6= 0, the Fourier transforms of Fδ,x and Gδ,x may be expressed in terms
of the functions Eik defined in (4.1). Using the abbreviation z = 1/2 + iξ and
z˜ = 1/2− iξ we have
(4.2) F̂0,x(ξ) =
1
2
(
Ei1(z log x) + Ei1(z˜ log x)
)
,
and
(4.3) Ĝ0,x(ξ) =
z
2
Ei2(z log x)− z2 Ei3(z log x) + z˜
2
Ei2(z˜ log x) − z˜2Ei3(z˜ log x),
which can be seen as follows. Define g(t) = (f2(t)− 2f3(t))(eiξt+ e−iξt)/2, then we
clearly have
Ĝ0,x(ξ) = lim
εց0
(∫ ε
−∞
+
∫ log x
ε
)
g(t) dt =
∫ log x
−∞
g(t+ ir) + g(t− ir) dt+O(r).
On the other hand, the substitution τ = z(log(x) − t) and a suitable modification
of the resulting path of integration gives∫ log(x)
−∞
ez(t±ir)
(t± ir)k dt = z
k−1
∫ ∞
0
ez(log(x)±ir)−τ
(z(log(x)± ir)− τ)k dτ
= zk−1E˜ik(z(log(x) ± ir)).
So the limit r ց 0 yields (4.3), and (4.2) follows in a similar way. Now, since
ρ 7→ 1− ρ is a bijection of the non-trivial zeros of the Riemann zeta function, (4.2)
and (4.3) together imply
lim
δց0
∑∗
ρ
Ĥδ,x,c,ε
(ρ− 1/2
i
)
=
∑∗
ρ
Ψx,c,ε(ρ).
It remains to evaluate the term Ĥδ,x,c,ε(i/2) + Ĥδ,x,c,ε(−i/2). We have
Fδ,x(i/2) + Fδ,x(−i/2) = li(x) + log log(x) − log |log δ|+O(δ)
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and
(4.4) Gδ,x(i/2) +Gδ,x(−i/2) =
∫ log x
− log x
et − 1
t2
− 2e
t − 1
t3
dt
+Θ
(∫ ∞
log x
( 1
t2
+
2
t3
)
(1 + e−t)
)
+O
(|log δ|−1),
where the first integral on the right hand side of (4.4) equals[
et + t− 1
t2
]log x
− log x
=
x
log(x)2
+Θ
( 2.1
log x
)
,
and where the integral in the Θ-term is bounded by 1.1/ log(x). We therefore get
lim
δց0
(
Gδ,x(i/2) +Gδ,x(−i/2)
)
=
x
log(x)2
+Θ
( 3.2
log x
)
,
which yields the assertion.
Lemma 4.4. Let x > 1, ε ≤ 0.01 and c ≥ 1. Then we have
lim
δց0
(
wf (Hδ,x,c,ε)− log |log δ|
)
= γ − π∗c,ε(x) + Θ
(
440
ε4
c2
)
.
Proof. We will prove the assertion by comparison of wf (Hδ,x,c,ε) and wf (Fδ,x),
using the result
(4.5) lim
δց0
(
wf (Fδ,x)− log |log δ|
)
= γ − π∗(x)
from [3, Lemma 3.4].
For |t| > ε let
h(t) = λ−1c,ε(χ(log δ,log x)(f1 +Ac,ε(f2 − 2f3))) ∗ ηc,ε(t).
Then we have
Hδ,x,c,ε(t) =
1
2
(h(t) + h(−t))
for such t, and since we assume ε ≤ 0.01 < log 2 we get
(4.6) wf (Hδ,x,c,ε − Fδ,x) = π∗(x) − π∗c,ε(x) −
∑
pm
log p
pm/2
(
h− fδ,x
)
(−m log p).
The assertion thus follows from (4.5), if we show that the sum over prime powers
in (4.6) is bounded by 440ε2/c2.
To this end let g(t) = (h − fδ,x)(−t) and y = δ−1. Then g(t) vanishes for
t > y + ε. Since we have |g(t)| ≪ε 1√y log y for t ∈ Bε(y) the contribution of
summands with m log p ∈ Bε(y) vanish for δ → 0 by the Brun-Titchmarsh theorem.
For the remaining summands we use the bound
|g(t)| = |(φ∞,c,ε − f1)(−t)| ≤ 39ε
4
c2
e−t/2
t2
from Lemma 3.3, which gives
(4.7)
∑
pm≤y−ε
log p
pm/2
|g(m log p)| ≤ 39ε
4
c2
∑
pm
1
m2pm log p
≤ 39ε
4
c2
ζ(2)
∑
pm
1
p log p
.
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The Brun-Titchmarsh inequality gives∑
2k≤p<2k+1
1
p log p
<
2k+1
k log 2
2−k
k log 2
<
2
log(2)2
k−2,
so the right hand side of (4.7) is indeed bounded by
39 ζ(2)2
2
log(2)2
ε4
c2
< 440
ε4
c2
. 
Lemma 4.5. Let x > 30000, 0 < ε < 0.01 and let c ≥ 1. Then we have
lim
δց0
w∞(Hδ,x,c,ε) =
∫ ∞
x
dt
t log t(t2 − 1) − γ − log log x− log 2 + Θ(34.9 ε).
Proof. We proceed again by comparing w∞(H0,x,c,ε) to w∞(F0,x), using the result
(4.8) lim
δց0
w∞(Fδ,x) =
∫ ∞
x
dt
t log t(t2 − 1) − γ − log 2
from [3, Lemma 3.5]. So let ∆ = H0,x,c,ε − F0,x. We aim to prove the estimates
− 2
∫ log 2
0
∆(t)−∆(0)
1− e−2t e
−t/2 dt = Θ(14.1 ε),(4.9)
2∆(0)
∫ ∞
log 2
e−t/2
1− e−2t dt = Θ(14.5 ε),(4.10)
−
∫ log x
log 2
(φ∞,c,ε − f1)(t)
1− e−2t e
−t/2 dt = Θ(76 ε4),(4.11)
−
∫ log x+ε
log x−ε
(φx,c,ε − χ[1,log x]φ∞,c,ε)(t)
1− e−2t e
−t/2 dt = Θ(0.12 ε),(4.12)
−
∫ ∞
log 2
(φx,c,ε − f1)(−t)
1− e−2t e
−t/2 dt = Θ(38 ε4),(4.13)
and
∆(0)
(Γ′
Γ
(1/4)− log π
)
= Θ(20.6 ε), .(4.14)
Their left hand sides are easily seen to sum to w∞(∆), and since we assume ε < 0.01
and the left hand sides of (4.10) and (4.14) carry opposite sign, these estimates give
the desired bound
|w∞(∆)| ≤
(
14.1 + 0 + 76× 10−6 + 0.12 + 38× 10−6 + 20.6) ε < 34.9 ε.
We start by estimating ∆(t) for |t| ≤ log 2. To this end, we will apply the
estimate
(4.15)
1
λc,ε
∫ ε
−ε
ηc,ε(τ)f(z − τ) dτ = 1
λc,ε
∫ ε
−ε
ηc,ε(τ)
(
f(z) + Θ(|τ |‖f ′‖∞,U )
)
dτ
= λ−1c,εf(z) + Θ(ε‖f ′‖∞,U ) = f(z) + Θ(ε(‖f ′‖∞,U + 0.5‖f‖∞,U ))
for all z satisfying Bε(z) ⊂ U , which follows from
(4.16) 1 > λ−1c,ε ≥
sinh(c+ ε/2)
c+ ε/2
≥ e−ε/2 ≥ 1− ε
2
,
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to the functions
F (z) =
sinh(z/2)
z
and G(z) =
cosh(z/2)
z2
− 2sinh(z/2)
z3
.
These coincide with F0,x resp. G0,x at real numbers in U1 = {z ∈ C | |Re(z)| <
3/2, |Im(z)| < 3/2}. Since
max
z∈∂U1
{|sinh(z/2)|, |cosh(z/2)|} ≤ e3/4 < 2.2,
the maximum principle gives
|F (z)| ≤ 2.2 2
3
< 1.5 and |G(z)| ≤ 2.2
(4
9
+
16
27
)
< 2.3
for z ∈ U1, s the Cauchy formula implies
Φ′(z) =
1
2πi
∫
|z−ξ|= 1
2
Φ(ξ)
(ξ − z)2 dξ =
{
Θ(3) Φ = F,
Θ(4.6) Φ = G
for z ∈ U2 = {z ∈ C | |Re(z)| < 1, |Im(z)| < 1}. We therefore get
λ−1c,εF ∗ ηc,ε(z) = F (z) + Θ(3.75 ε) and λ−1c,εG ∗ ηc,ε(z) = G(z) + Θ(5.75 ε)
for z ∈ U3 = {z ∈ C | |Re(z)| < log 2, |Im(z)| < π/4} from (4.15), which yields
(4.17) ∆(z) = Θ(3.8 ε) for z ∈ U3.
Now in order to prove (4.9) we observe∣∣1− e−2z∣∣ ≥ 1− e−2 log 2 = 3
4
for z ∈ ∂U3, so the maximum principle gives
2
∫ log 2
0
∣∣∣∣∆(t) −∆(0)1− e−2t
∣∣∣∣e−t/2 dt ≤ 2 · log 2 · (43 · 2 · 3.8 ε) < 14.1 ε.
The estimate (4.10) follows from∫ ∞
log 2
e−t/2
1− e−2t dt ≤
4
3
∫ ∞
log 2
e−t/2 dt =
4
3
√
2 < 1.9
and (4.17).
For (4.11) we use (3.3), which gives∫ log x
log 2
|φ∞,c,ε(t)− f1(t)|
1− e−2t e
−t/2 dt ≤ 39 ε4 4
3
∫ ∞
log 2
dt
t2
<
39 · 4
3 log 2
ε4 < 76 ε4.
For (4.12) we use the bound
|mx,c,ε(t)| ≤ e
t/2
t
(1
2
+ ε
)
.
which follows from
(4.18) |µc,ε(t)| ≤ 1
2
, |νc,ε(t)| ≤ ε, and |y| ≤ ε.
Together with Lemma 3.4 this gives∣∣∣(φx,c,ε − χ∗[1,logx]φ∞,c,ε)(t)∣∣∣ e−t/21− e−2t ≤ 1.001( 12 + εlog x− ε + 0.1 ε2log x) < 0.06
for t ∈ Bε(log x), which implies (4.12).
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For (4.13) we use (3.3) again, which gives∫ ∞
log 2
|(φx,c,ε − f1)(−t)|
1− e−2t e
−t/2 dt ≤ 39 ε4 4
3
1
2
∫ ∞
log 2
dt
t2
< 38 ε4.
Finally, the estimate (4.14) follows from (4.17) and Γ′/Γ(1/4)− log π = Θ(5.4).

The assertion of Theorem 4.1 now follows from the previous lemmas, since we
have log x > 10, c ≥ 1, ε ≤ 0.01 and Ac,ε ≤ 0.005 ε, whence we find
Ac,ε
3.2
log x
+
440 ε4
c2
+ 34.9 ε < 35 ε
for the sum of the Θ-terms. 
5. Estimates for the remainder terms
5.1. Truncating the sum over zeros. We provide two bounds for the tails of
the sum over zeros:
Theorem 5.1. Let c ≥ 10, ε ≤ 10−5, and x ≥ e. Let h = 12 if the RH is assumed
and h = 1 otherwise. Then we have
(5.1)
∑
ρ
|ℑ(ρ)|>c/ε
|Ψx,c,ε(ρ)| ≤ 0.66 ec(
√
ε/4−1) log(3c) log
( c
ε
) xh + 1
2h log x
.
If in addition a ∈ (0, 1) satisfies ac/ε ≥ 103, and if the RH holds for |ℑ(ρ)| ≤ cε ,
then we have
(5.2)
∑
ρ
a c
ε
<|ℑ(ρ)|≤ c
ε
|Ψx,c,ε(ρ)| ≤ 0.33 + 3.6 c ε
c a2
log
( c
ε
)cosh(c√1− a2)
sinh(c)
√
x
log x
.
Remark 5.2. If we assume x−β < ε < x−α for some 0 < α < β < 1, we may choose
c = h log(x) + log log log(x) + Cα,β,δ (with h as in the theorem) in order to make
the right hand side of (5.1) smaller than any given δ. Therefore, unconditional
calculations require about twice as many zeros as calculations assuming the RH (if
ε is left unchanged). If we choose a =
√
3/4 the right hand side of (5.2) is o(1)
for x→∞ for unconditional calculations, so the truncation bound in the sum over
zeros can be reduced asymptotically by this factor if partial knowledge of the RH
is available.
The proof of the theorem needs some preparation. First we give asymptotic
expansions for the functions Eik defined in (4.1).
Lemma 5.3. Let ℑ(z) 6= 0, k ≥ 1, and n ≥ −1. Then
(5.3) Eik(z) =
n∑
l=0
(k + l − 1)!
(k − 1)!
ez
zl+k
+Θ
((k + n)!
(k − 1)!
eℜ(z)
|ℑ(z)|k+n+1
)
.
Proof. By repeated integration by parts we find
Eik(z) =
∫ ∞
0
ez−t
(z − t)k dt =
n∑
j=0
(j + k − 1)!
(k − 1)!
ez
zj+k
+
(k + n)!
(k − 1)!
∫ ∞
0
ez−t
(z − t)k+n+1 dt,
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and the integral on the right hand side is bounded by
1
|ℑ(z)|k+n+1
∫ ∞
0
eℜ(z)−t dt =
eℜ(z)
|ℑ(z)|k+n+1
.

Next, we need some bounds for sums over zeros involving the Logan function.
From [4] we quote
Lemma 5.4 ([4, Lemma 2.4]). Let 0 < ε < 10−5 and let c ≥ 10. Then we have∑
ρ
|ℑ(ρ)|> c
ε
∣∣ℓc,ε(ρi − 12i)∣∣
|ℑ(ρ)| ≤ 0.65e
c(
√
ε/4−1) log(3c) log(c/ε).
Furthermore, we need
Lemma 5.5. Let c, ε > 0, and a ∈ (0, 1) satisfy acε ≥ 103. Then we have∑
ρ
ac
ε
<|ℑ(ρ)|≤ c
ε
∣∣∣∣ℓc,ε(ℑ(ρ))ℑ(ρ)
∣∣∣∣ ≤ 1 + 11 c επc a2 log( cε)cosh(c
√
1− a2)
sinh(c)
.
Proof. We denote zeros of the Riemann zeta function by ρ = β + iγ with β, γ ∈
R. Let N(t) denote the number of zeros of the Riemann zeta function (counted
according to their multiplicity) with imaginary part in (0, t] and let
N˜(t) =
t
2π
log
t
2πe
and R(t) = N(t)− N˜(t).
Then Rosser’s estimate [16, p. 223] implies
(5.4) R(t) = Θ(0.5 log t)
for t ≥ 103. By symmetry of the zeros, it suffices to treat the sum over γ > 0.
We have ∑
a c
ε
<γ≤ c
ε
ℓc,ε(γ)
γ
=
∫ c
ε
a c
ε
ℓc,ε(t)
t
d(N˜ (t) +R(t))
=
1
2π
∫ c
ε
a c
ε
ℓc,ε(t) log
t
2π
dt
t
+
∫ c
ε
a c
ε
ℓc,ε(t)
t
dR(t).(5.5)
First, we estimate the first integral on the right hand side of (5.5). Using the
inequality
0 <
1
t
log
t
2π
≤ ε
2
(ac)2
log
( c
2πε
)
t
and applying the substitution u =
√
c2 − (εt)2 gives the bound
0 <
1
2π
∫ c
ε
a c
ε
ℓc,ε(t) log
t
2π
dt
t
≤ 1
2π(ac)2
log
( c
2πε
) c
sinh(c)
∫ c√1−a2
0
sinh(u) du
≤ 1
2πca2
log
( c
2πε
)cosh(c√1− a2)
sinh(c)
.(5.6)
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For the second integral in (5.5) we use partial integration, the bound from (5.4)
and the negativity of the derivative of ℓc,ε(t)/t in the range of integration, which
gives∫ c
ε
a c
ε
ℓc,ε(t)
t
dR(t) = Θ
([
ℓc,ε(t)
t
R(t)
] c
ε
a c
ε
−
∫ c
ε
a c
ε
d
dt
( ℓc,ε(t)
t
)
R(t) dt
)
≤ ε
ac
ℓc(ac) log
( c
ε
)
− 0.5
∫ c
ε
a c
ε
d
dt
( ℓc,ε(t)
t
)
log(t) dt
≤ 1.5 ε
ac
ℓc(ac) log
( c
ε
)
+ 0.5
∫ c
ε
a c
ε
ℓc,ε(t)
t2
dt ≤ 1.6 ε
ac
ℓc(ac) log
( c
ε
)
,(5.7)
where we also used log(c/ε) > 6 on the last line. Since the function t 7→ t cosh tsinh t is
monotonically increasing in [0,∞), we have
c
√
1− a2 cosh(c
√
1− a2)
sinh(c
√
1− a2) ≥ 1
and therefore get
1.6
ε
ac
log
( c
ε
)
ℓc(ac) ≤ 1.6 εc
ac
log
( c
ε
)cosh(c√1− a2)
sinh(c)
.
This and (5.6) yields the assertion, since we have
1
2πca2
log
( c
2πε
)
+ 1.6
εc
ac
log
( c
ε
)
≤ 1
2
1 + 11 c ε
πca2
log
( c
ε
)
.

Proof of Theorem 5.1. We recall that |γ| > 14 for all non-trivial zeros of the zeta
function by well-known numerical results (see e.g. [9]), so in particular we have
|ρ/γ| ≤ 1.08. Consequently, Lemma 5.3 and (3.7) give the bound
|Ψx,c,ε(ρ)| ≤ x
β
|γ| log x
(
1 +
ε2
2c
( 1.08
log x
+
2.4
log(x)2
))∣∣∣∣ℓc,ε(ρ− 1/2i )
∣∣∣∣
≤ 1.001 x
β
log(x)
∣∣ℓc,ε(ρi − 12i )∣∣
|γ| .(5.8)
Now the case h = 1/2 in (5.1) follows directly from (5.8), where we may take
β = 1/2, and Lemma 5.4. For the unconditional case h = 1 we use∑
|ℑ(ρ)|>c/ε
∣∣ℓc,ε(ρi − 12i )∣∣
|γ| x
β =
∑
|ℑ(ρ)|>c/ε
ℜ(ρ)=1/2
∣∣ℓc,ε(ρi − 12i)∣∣
|γ|
√
x
+
∑
|ℑ(ρ)|>c/ε
ℜ(ρ)>1/2
∣∣ℓc,ε(ρi − 12i)∣∣
|γ| (x
β + x1−β)
≤ x+ 1
2
∑
|ℑ(ρ)|>c/ε
∣∣ℓc,ε(ρi − 12i )∣∣
|γ| .
The bound (5.2) follows in a similar way from (5.8) and Lemma 5.5. 
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5.2. Further truncation of the sum over prime powers. We provide an esti-
mate for the remainder if the interval [e−εx, eεx] in Theorem 3.1 is further truncated
to [e−αεx, eαεx]. This is particularly interesting for unconditional calculations. We
abbreviate µc,1 and νc,1 by µc and νc respectively.
Proposition 5.6. Let x ≥ 100, ε ≤ 0.01, c ≥ 1, and let α ∈ (0, 1), such that
B :=
ε x e−ε|νc(α)|
2µc(α)
> 1
holds. Furthermore, let I+α = [e
αεx, eεx] and I−α = [e
−εx, e−αεx]. Then we have
(5.9)
∣∣∣∣∣∣
∑
pm∈I±α
1
m
Mx,c,ε(p
m)
∣∣∣∣∣∣ ≤ 2ε x e
2ε|νc(α)|
logB
+ eεµc(α)
(
4.01ε
√
x+ log log(2x2)
)
.
Remark 5.7. Since I0(t) ∼ et/
√
2πt, we have
ec
√
1−α2−c/c1/2 ≪ µc(α)≪ ec
√
1−α2−c/c1/2
and |νc(α)| ≪ ec
√
1−α2−c/c3/2 uniformly for α ∈ (δ, 1 − δ) with any δ > 0. So
for calculations not assuming the RH, where one would choose c ≥ log x and ε =
C
√
log(x)/x the right hand side of (5.9) is ≪ x
√
1−α2/(
√
x log(x)) for x→ ∞. So
the interval [e−εx, eεx] may be asymptotically reduced in length by a factor
√
3/4
for unconditional computations.
We use the following lemma, which is based on a sieve bound for weighted sums
over prime numbers from [2].
Lemma 5.8. Let x > 1, ε < 1 and α ∈ (0, 1), such that
B :=
εxe−ε|νc(α)|
2µc(α)
> 1
holds. Then we have
(5.10)
∑
p∈I±α
∣∣∣µc,ε (log p
x
)∣∣∣ ≤ 2ε x eε|νc(α)|
logB
.
Proof. We give the proof for I = I+α . For t ∈ I let
f(t) = µc
(1
ε
log
t
x
)
.
Then f satisfies the conditions of [2, Theorem 4.3] and we therefore have∑
p∈I
f(p) ≤ 2‖f‖1,I
(
log
‖f‖1,I
‖f‖∞,I + ‖f ′‖1,I
)−1
.
Since f is monotonously decreasing on I, we have ‖f‖∞,I = ‖f ′‖1,I = µc(α), and
the substitution u = 1ε log
t
x yields
‖f‖1,I =
∫ eεx
eαεx
f(t) dt = εx
∫ 1
α
eεuµc(u) du ≤ −ε x eενc(α),
which yields (5.10). The interval I−α can be treated similarly. 
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Proof of Proposition 5.6. From (4.18) we obtain the bound
|mx,c,ε(t)| ≤ e
t/2
t
∣∣µc,ε(t− log(x))∣∣(1 + ε)
for t 6= log(x). Therefore, we have∣∣∣∣∣∣
∑
pm∈I±α
1
m
Mx,c,ε(p
m)
∣∣∣∣∣∣ ≤ eε
∑
pm∈I±α
1
m
∣∣∣∣µc,ε(log pmx
)∣∣∣∣.
The assertion of Proposition 5.6 now follows directly from Lemma 5.8 and Lemma
3.5. 
6. Implementation
The implementation of the method is very similar to the implementation of
Method I in [4]. Therefore, the description in this paper is kept short and focuses
on different aspects.
6.1. Evaluation of the sum over zeros. We need to evaluate the function
Ψx,c,ε(ρ) = ψx,c,ε(ρ)ℓc,ε
(ρ
i
− 1
2i
)
,
where
(6.1) ψx,c,ε(ρ) = Ei1(ρ log x) +Ac,ε(ρEi2(ρ log x)− 2ρ2 Ei3(ρ log x))
within an accuracy of O(x−A) for some A > 1. As a corollary of Lemma 5.3 we get
the following asymptotic expansion for ψx,c,ε(ρ):
Corollary 6.1. Let c ≥ 10 and ε ≤ 0.01. For j ≥ 1, let
αj(x, c, ε) =
(j − 1)!
log(x)j
+Ac,ε
( j!
log(x)j+1
− (j + 1)!
log(x)j+2
)
.
Furthermore, let |ℑ(ρ)| > 14, ℜ(ρ) ∈ (0, 1) and n+ 2 ≤ 10 logx. Then we have
(6.2) ψx,c,ε(ρ) =
n∑
j=1
αj(x, c, ε)
xρ
ρj
+Θ
(
1.01n!
xℜ(ρ)
(|ℑ(ρ)| log x)n+1
)
.
Choosing e.g. n = ⌊log(x)⌋ gives an error term of size O(x−3) which is sufficiently
small for practical applications.
Proof. The main term in Lemma 5.3 gives the main term in (6.2) and the sum of
the Θ-terms is bounded by
(6.3) n!
xℜ(ρ)
|ℑ(ρ) log x|n
[
1 +Ac,ε
(
(n+ 1)|ρ|
|ℑ(ρ) log x| +
(n+ 1)(n+ 2)|ρ|2
|ℑ(ρ) log x|2
)]
≤ 1.01 x
ℜ(ρ)
(|ℑ(ρ)| log x)n+1 ,
where we used
|ρ|
|ℑ(ρ)| ≤
1 + 14
14
< 1.08,
n+ 2
log(x)
≤ 10, and Ac,ε ≤ 5× 10−6.

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For the purpose of calculating Ψx,c,ε(ρ) one may safely assume ℜ(ρ) = 1/2.
The evaluation of Ψx,c,ε(ρ) can then be sped up by using piecewise Chebyshov
approximation on the slowly varying function
Ψx,c,ε(1/2 + it)x
−it.
This way the most time consuming part in calculating Ψ(1/2+ iγ) is the evaluation
of exp(iγ log x).
6.2. Evaluation of the sum over prime powers. We intend to calculate the
sum
(6.4)
∑
pm∈I
1
m
Mx,c,ε(p
m),
where I = [e−αεx, eαεx], within an accuracy < δ. To this end it suffices to evaluate
(6.5) Mx,c,ε(t) = λ
−1
c,ε
[
µc,ε
(
log tx
)
+
( 1
log t
− 1
2
)(
µc,ε
(
log tx
)
log tx − νc,ε
(
log tx
))]
within an accuracy of O(x−A) for some A > 1. This can be done using the power
series expansion
ηc(t) = χ
∗
[−1,1]
∞∑
k=0
λkt
2k
from [4, Section 4.2], where
λk = − (c/2)
k+1
k! sinh(c)
Ik(c),
and where
Ik(c) =
∞∑
n=0
(c/2)2n+k
n!(n+ k)!
denotes the k-th modified Bessel function of the first kind. Since limhց0 µc(h) = 1/2
and νc(0) = − I1(c)2 sinh(c) , this gives
(6.6) µc(t) =
1
2
−
∞∑
k=0
λk
2k + 1
t2k+1
and
(6.7) νc(t) = − I1(c)
2 sinh(c)
+
t
2
−
∞∑
k=0
λk
(2k + 1)(2k + 2)
t2k+2
for t ∈ (0, 1). On the reasonable assumption that log(x) < 2c ≤ 4 log(x) it follows
from the considerations in [4, Section 4.2] that the error from truncating these series
at k = ⌈ce⌉ is < 6 log(x)x−1.8, which suffices for all practical applications.
For the calculation of pm ∈ I with m ≥ 2 the prime powers pm are enumerated
with the Eratosthenes sieve and Mx,c,ε(p
m) is evaluated directly, using the power
series (6.6) and (6.7). For the calculation of the contribution of prime numbers in
I the interpolation techniques from [4] are used. The interval I is dissected into
subintervals Ik = [ak, bk] of length ≤ 220 and the sum over p ∈ Ik is approximated
from the data
(6.8) sk,l =
∑
p∈Ik
(p− ak)l
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using quadratic interpolation. For calculations with x > 1020 the space requirement
of the Eratosthenes sieve is currently reduced by calculating the sum as∑
p∈I
Mx,c,ε(p) =
∑
n∈I
p|n⇒p>B
Mx,c,ε(n)−
∑
pq∈I
p,q≥B
Mx,c,ε(pq),
where (eαεx)1/3 < B < e−αεx, which is outlined in detail in [4]. This way the the
space requirement for the sieving process can be reduced to O(x1/3+δ) but at the
expense of increasing the run time to O(x2/3+δ) (assuming ε≪ xδ′−1/2). This can
be avoided by implementing the dissected Atkin-Bernstein sieve described in [5],
which has been carried out in [13].
6.3. Numerical calculations. For the unconditional calculations of π(1024) and
π(1025) we both took c = 62 and ε = 6.2×10−10 and computed the sum for |ℑ(ρ)| up
to 1011. The calculation of π(1024) took less than 3, 900 hours and the calculation
of π(1025) took less than 40, 000 on 2.27 GHz Intel Xeon X7560 CPUs provided by
the Hausdorff Center for Mathematics in Bonn. Evaluating the sum over zeros took
less than 100 hours so most of the time was spent sieving the intervals of lengths
1.24 × 1015 resp. 1.24 × 1016 around 1024 and 1025. With the same amount of
zeros both run times could have been reduced by approx. 32% choosing a = 0.8
in Theorem 5.1 and α = 0.84 in Proposition 5.6, and reducing ε to 4.96 × 10−10.
This has not been done since these results were not available when the calculations
were started. An even further reduction of the run times could have been achieved
by using additional zeros of the zeta function. For these calculations it would have
been optimal to use all zeros with imaginary part up to 6 × 1011 resp. 2 × 1012,
which by linear extrapolation projects to run times of 1, 300 resp. 4, 000 hours.
7. Conclusion
The present method and the analytic methods in [4] and [13] can be compared
quite well, since the arithmetic mean of the truncation bound in the sum over zeros
and the length of the interval around x in the sum over prime powers is
(7.1) ∼ C
√
x log x
for x → ∞, which has already been mentioned in [4]. The constant C gives a
good measure for the method’s efficiency, since the run time for calculating the
sums in question for different methods is practically determined by the number of
summands if interpolation techniques are used. With the improvements from this
paper we get the admissible values stated in Table 1, where the new method is
referred to as Method III, and where the assumption partial RH means, that the
Riemann Hypothesis is known up to a small multiple of the truncation bound.
Table 1. Admissible values for C.
method \ assumptions unconditional partial RH RH
Galway-Platt [13, 5] 23/4 21/2 21/2
Method I/II [4] 21/2 21/2 1
Method III 31/4 (3/2)1/2 1
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