INTRODUCTION
In this paper we consider the one-dimensional Schrödinger equation and analyze the recovery of the portion of the potential lying to the right (left) of any chosen point. As our scattering data we use the amplitude of the Jost solution from the left (right) evaluated at that chosen point, or we use the amplitude of the spatial derivative of that Jost solution.
As the alternate scattering data, we also consider using the Jost solution evaluated at the chosen point rather than its amplitude, or the spatial derivative of that Jost solution rather than the amplitude of that spatial derivative.
Without loss of any generality, our problem can be reduced to the recovery of the potential with support in R + in terms of |f l (k, 0)|, or |f l (k, 0)|, f l (k, 0), or f l (k, 0), where f l (k, x) denotes the left Jost solution to the Schrödinger equation 1) and the prime denotes the derivative with respect to the spatial coordinate x. Throughout our paper we assume that the potential V belongs to the class W; that is, V (x) = c 0 δ(x) + U (x), where c 0 is a real constant, δ(x) is the Dirac delta distribution, and U is a real-valued potential having no bound states, vanishing for x < 0, and belonging to L 1 1 (R + ). By L 1 n (J ) we denote the class of Lebesgue-measurable potentials U on an interval J such that the integral J dx (1 + |x| n ) |U (x)| is finite. For a review of the direct and inverse scattering problems for the Schrödinger equation on the line, the reader is referred to [1] [2] [3] [4] [5] [6] .
The following question was raised by Roy Pike while the author was attending the 
where L is the reflection coefficient from the left corresponding to (1.1). Let us use C + to denote the upper half complex plane and let C + := C + ∪ R. Note that a function that is analytic in C + and continuous and bounded in C + can be constructed uniquely if the real part of that function is known on the real axis R. Thus, by using the Schwarz integral formula (the Poisson integral formula for the half plane) [7] , one can construct L from the data containing the real part of L. Having constructed L, the potential is then uniquely obtained from L via one of the known methods [1] [2] [3] [4] [5] [6] . It is already known that L uniquely determines V even when V has bound states [8] [9] [10] [11] [12] [13] as a consequence of V (x) ≡ 0 for x < 0; no extra information on bound states is needed to recover V from L;
in fact, the information on bound-state energies and norming constants is already hidden in L(k) as the poles and residues at those poles, respectively, [cf.
Recall that the left Jost solution f l (k, x) to (1.1) satisfies the boundary conditions
Since the potential V is assumed to vanish on R − , the transmission coefficient T and the left reflection coefficient L are related to f l (k, 0) and
Due to a possible Dirac delta distribution of strength c 0 at x = 0, f l (k, x) may have a jump discontinuity at x = 0, whereas f l (k, x) is unaffected by c 0 and is continuous in x at x = 0. We have
The presence of c 0 somehow complicates the problem we study. For example, even though U is assumed to have no bound states, the potential V has a bound state if c 0 is negative enough, as indicated in Proposition 2.1.
Let us use an asterisk to denote complex conjugation. Using [1] [2] [3] [4] [5] [6] 
in our scattering data it is sufficient to supply
Alternatively, as the scattering data one can use f l (k, 0) or f l (k, 0 − ) given on a subinterval of the real axis as a result of the uniqueness of the meromorphic continuation from R to
Recall that for the radial Schrödinger equation, f l (k, 0) is usually known as the Jost function. Even though this terminology is in general not used for the full-line problem, we are using it in the title of our article. Our paper is organized as follows. In Section 2 we present the relevant properties of f l (k, 0) and f l (k, 0) corresponding to a potential belonging to class W; we also indicate the characterization for L corresponding to a potential in W. In Section 3 we show that, as far as constructing potentials in W is concerned, (ii) If V does not contain a bound state, then the correspondence between V and the scattering data {f l (k, 0) : k ∈ R} is one-to-one. If V contains a bound state, then there exists a one-parameter family of potentials in W corresponding to the scattering data {f l (k, 0) : k ∈ R}; the correspondence can be made one-to-one by also specifying the value of f l (0, 0) in the scattering data or equivalently by specifying the value of c 0 .
(iii) If V contains a bound state, then there exists a two-parameter family of potentials in W corresponding to the scattering data {|f l (k, 0)| : k ∈ R}. The correspondence can be made one-to-one by also specifying any two of the three quantities f l (0, 0), c 0 , and the bound-state energy in the scattering data. Alternatively, in order to have a one-toone correspondence, one can specify also any two of the three quantities f l (0, 0), the strength of the Dirac delta distribution in the potential, and the only zero of |f l (k, 0)| in C + in the scattering data.
Returning to Pike's question, we obtain the following conclusion from the above theorem: A potential with support in R + having no bound states and no Dirac delta distributions is uniquely determined from either f l (k, 0) or |f l (k, 0)|.
As noted by Ricardo Weder, when c 0 ≡ 0, the result of (i) in the above theorem already follows from the Gel'fand-Levitan theory [4, 5, 14] 
, which is used as the input to the Marchenko integral equation [4, 5, 14, 15] for the radial Schrödinger equation; thus, the existence, uniqueness, and reconstruction of U from f l (k, 0) are also obtained via the solution of the radial Marchenko integral equation. In that regard, our results in this paper using the data |f l (k, 0)| or f l (k, 0) can be viewed as also the analysis of the existence, uniqueness, and reconstruction of f l (k, 0 − ) from the available data. Similarly, our results using the data |f l (k, 0 − )| or f l (k, 0 − ) can also be interpreted as the analysis of the existence, uniqueness, and reconstruction of f l (k, 0) from the available data.
PRELIMINARIES
For the Schrödinger equation one needs to make a distinction between the generic case and the exceptional case. Recall that generically T (0) = 0 and in the exceptional case 
and T (iz) > 0.
(ii) If c 0 =c 0 , then V is exceptional and has no bound states. In this case, f l (0, 0) > 0,
(iii) If c 0 <c 0 , then V is generic and has exactly one bound state at k = iκ for some κ > 0,
PROOF: Since U has no bound states, it is already known from the spectral theory of ordinary differential equations [2, 17] that f l (0, 0) > 0, and that f l (0, 0
Thus,c 0 = 0 if U is exceptional andc 0 < 0 if U is generic. Since U uniquely determines f l (0, 0) and f l (0, 0 + ), the nonpositive constantc 0 is uniquely determined by U alone. From Define
We summarize the relevant properties of M below.
Theorem 2.2 Assume V belongs to class W. Then the following hold:
(ii) M is continuous at k = 0 if V is exceptional, and M has a singularity of O(1/k) at
(iii) If V has no bound states, then M has no zeros in C + . If V has one bound state, then M has exactly one zero in C + occurring at k = iβ with β > 0, which corresponds to the only zero of f l (k, 0 − ).
(v) In the generic case we have
The asymptotics stated in (iv) and (v) can be found in [18] . The properties in (vi) and (vii) are directly obtained from (2.1) with the help (1.4) and the fact that the Wronskian of f l (−k, x) and f l (k, x) is independent of x and is equal to 2ik [1] [2] [3] [4] [5] [6] .
Let us define
The quantities τ, , and ρ correspond to the scattering coefficients for the potential U, i.e.
where R is the right reflection coefficient for V and
The following theorem gives the characterization of class W in terms of the scattering data consisting of L alone. Given L satisfying such characterization conditions, we can uniquely construct the corresponding potential by using any one of the available methods [1] [2] [3] [4] [5] [6] . 
(iv) L either has an analytic extension from R to C + or it has a meromorphic extension to C + with a single simple pole occurring on the positive imaginary axis, say at k = iκ for some κ > 0. In the latter case, the residue of
for some positive c r . Let us note that the constant c r appearing in Theorem 2.3(iv) corresponds to the bound-state norming constant associated with the right scattering data [6, 8, 9] .
In class W, we can uniquely construct f l (k, 0) for k ∈ C + from its amplitude given for k ∈ R by solving the Riemann-Hilbert problem
It is known [1] [2] [3] [4] [5] [6] that f l (k, 0) is analytic in C + and continuous in
The construction of f l (k, 0) is similar to the construction of the transmission coefficient T from its amplitude [1, 2] :
Now let us consider the construction of f l (k, 0 − ) for k ∈ C + from its amplitude known for k ∈ R. Recall that, as indicated in Proposition 2.1, the corresponding potential V has either zero or one bound state. When V has no bound states, we can uniquely construct f l (k, 0 − ) for k ∈ C + from its amplitude given for k ∈ R by solving the Riemann-Hilbert problem
It is known [1] [2] [3] [4] [5] [6] that f l (k, 0 − ) is analytic in C + and continuous in C + , it has no zeros in C + \ {0} if V has no bound states, it has exactly one zero if V has a bound state, and f l (k, 0
When there is a bound state, the above Riemann-Hilbert problem leads to a one-parameter family for f l (k, 0 − ) where the parameter corresponds to the zero of f l (k, 0 − ) in C + . As indicated in Proposition 2.1, such a zero occurs on the positive imaginary axis in C + .
Thus, the construction of the potential V in W (or equivalently the left reflection coefficient L) by using the scattering data |f l (k, 0)| is equivalent to using the data f l (k, 0).
On the other hand, the construction of V in W from the data |f l (k, 0 − )| is equivalent to the construction using the data f l (k, 0 − ) only when V has no bound states; when V has one bound state, there will be an additional parameter appearing if the data |f l (k, 0 − )| is used instead of the data f l (k, 0 − ).
CONSTRUCTION OF
In the previous section we have shown that the data f l (k, 0) for k ∈ R is equivalent to the data |f l (k, 0)| for k ∈ R as far as the construction of a potential in W is concerned.
In this section we show that either data leads to a one-parameter family of potentials, where c 0 , the strength of the Dirac delta distribution in the potential at x = 0, is the free parameter. In the special case where c 0 is specified as a part of the data, the construction is unique.
In terms of M given in (2.2), let us define
From Theorem 2.2 it follows that Γ is analytic in C + , bounded and continuous in C + , and
Thus, via the Schwarz integral formula, we can construct Γ explicitly as
Having constructed Γ, using (4.2), we obtain
Then, with the help of (2.3), (4.1), (4.3), and (4.4), we construct L as
With the help of (2.2) we also get
Since Γ is uniquely obtained via (4.3), from (4.5) it is seen that there is a one-parameter family of L corresponding to the data |f l (k, 0)|, where c 0 acts as the parameter. Consequently, there is a one-parameter family of potentials in W corresponding to the same scattering data |f l (k, 0)|. On the other hand, if the value of c 0 is specified in the data, then the construction leads to a unique potential; for example, if the potential is known not to contain a delta distribution at x = 0, such a potential is uniquely constructed with the help of (4.5) by letting c 0 = 0 there.
Note that (1.3) and (4.4) implỹ
wherec 0 is the critical value appearing in Proposition 2.1 that is used to determine whether V has a bound state or not.
Example 4.1 Let us illustrate the above procedure with the scattering data |f l (k, 0)
. Solving the Riemann-Hilbert problem in (3.1) one can uniquely determine that
is not needed to recover L. Evaluating the integral in (4.3) as a contour integral along the lower semicircle of infinite radius centered at the origin of the complex plane, we obtain Γ(k) = 2
. Then, from (4.5) we get
which, for each c 0 ∈ R corresponds to a different potential in W. By analyzing the denominator in (4.8), we see that the poles of L occur when
and hence L has a simple pole in C + when c 0 < −2/ √ 5, which causes the corresponding potential to be generic and to have a bound state. When
, which corresponds to an exceptional potential without a bound state. When c 0 > −2/ √ 5, the corresponding potential is generic and has no bound states. Note that with the help of (4.7) we getc 0 = −2/ √ 5, and hence the criterion for the existence of a bound state is consistent with the results implied by Proposition 2.1. Using any one of the available methods [1] [2] [3] [4] [5] [6] to solve the inverse problem, one obtains all these potentials as
where θ(x) denotes the Heaviside function. In this example, from (4.6) we see that
In Section 3 we have shown that, in the absence of a bound state, the data |f l (k, 0 − )| is equivalent to the data f l (k, 0 − ) as far as the construction of a potential in W is concerned.
On the other hand, if there is a bound state, which occurs if c 0 is sufficiently negative, from |f l (k, 0 − )| one obtains a one-parameter family of f l (k, 0 − ) whose members differ from each other in the multiplicative rational factor k − iβ k + iβ , where the parameter β ∈ (0, +∞) corresponds to the (only) zero of f l (k, 0
Let us first consider the case where V does not contain a bound state. In this case we show that |f l (k, 0 − )| uniquely determines L and hence also V. Define
where M is the quantity in (2.2). From Theorem 2.2 it follows that Λ is analytic in C + , bounded and continuous in C + , and
Thus, via the Schwarz integral formula, we can construct Λ explicitly as
Having constructed Λ, using (5.2), we obtain 
Note that the above procedure is valid both in the generic and exceptional cases. In the exceptional case, i.e. when f l (0, 0 − ) = 0, the quantity f l (k, 0 − ) vanishes linearly in k as k → 0 in C + , and hence Λ(0) is well defined. Note also that, with the help of (2.2), we get
Let us illustrate the above procedure with some examples, both in the generic and exceptional cases. 
. Note that the value of c 0 is determined uniquely, and from (5.5) we getc 0 = √ 5. Then, from (5.6) we
To construct V uniquely, we do not need to construct f l (k, 0 − ) from our scattering data; nevertheless, as indicated in Section 3, we can uniquely construct it and obtain f l (k, 0 − ) = i(k + √ 5i). Note also that from (5.7) we get f l (k, 0) = 1.
Example 5.2 Let our scattering data be |f l (k, 0
and assume that V does not have a bound state. Even though we do not need to obtain f l (k, 0 − ) as far as the construction of L is concerned, as pointed out in Section 3, from our scattering data we 
. Note that the value of c 0 is determined uniquely, and from (5.5) we
, which corresponds to the unique potential V given by
In this example, from (5.7) we get
Next, let us study the recovery of V or equivalently L from the data |f l (k, 0 − )| for k ∈ R when V contains one bound state. Given |f l (k, 0 − )|, if we know that V ∈ W has a bound state, then we know that f l (k, 0 − ) has a zero at k = iβ for some β > 0 even though we do not know the value of β. If our data is f l (k, 0 − ) instead of |f l (k, 0 − )|, then we know the value of β as a part of our scattering data. In either case, whether β is known or not, let us define
From Theorem 2.2 it follows that Ω is analytic in C + , bounded and continuous in C + , and we have
Thus, via the Schwarz integral formula, we can construct Ω explicitly as
Having constructed Ω, using (5.9) we obtain
Then, with the help of (2.3), (5.8), and (5.10), we construct L as
From (5.12) we have the following observations. In the presence of a bound state, when one uses the scattering data |f l (k, 0 − )|, we see that there are two free parameters in the constructed L, namely β ∈ (0, +∞) and f l (0, 0) > 0. Thus, the corresponding V also contains these two free parameters. On the other hand, when one uses the scattering data f l (k, 0 − ) instead, there is only one free parameter, namely f l (0, 0) > 0, in the constructed L and also in V. In either case, the value of c 0 is determined uniquely by using (5.11) once we know both f l (0, 0) and β. In fact, from (5.9) we see that knowledge of any two of the three quantities c 0 , β, and f l (0, 0) is sufficient for the unique determination of the third.
Note also that, with the help of (2.2), (5.9), and (5.11), we get
We remark that the procedure given above to recover f l (k, 0), L(k), and V (x) in the presence of one bound state remains valid even when the single bound state of V is not entirely caused by U alone. In other words, there are three ways for V to have one bound state [16] . The first case is that U has two bound states but the large c 0 value causes V to have one bound state. The second case is when U has one bound state and the value of c 0 is moderate enough so that also V has one bound state. The third case is when V ∈ W,
i.e. when U has no bound states but the large negative value of c 0 causes V to have one bound state. Our procedure of recovery of f l (k, 0), L(k), and V (x) is valid in all these three cases.
Let us illustrate our recovery procedure when V has one bound state with some concrete examples.
Example 5.3 Let our scattering data be given by f l (k, 0
. Note that f l (k, 0 − ) has a zero in C + , and hence the corresponding V contains exactly one bound state. We also see that f l (0, 0
In our procedure to construct L and V, we see that we need to use β = 1. Evaluating (5.10) with the help of a contour integral, we obtain
. Then, from (5.12) we obtain the one-parameter family of reflection coefficients where U (x) contains the parameter f l (0, 0) and can be evaluated explicitly, but we will not display it here because that expression is very lengthy. In this example, from (5.13)
we get
Thus, we have f l (0, 0) = 4 − √ 5 c 0 , confirming what can also be obtained from (5.15) .
With the help of (1.3) we get Example 5.4 Let our scattering data be given by |f l (k, 0 − )| 2 = k 2 + 5 and let us assume that it is known that V contains a bound state. In this case, corresponding to our data, we can construct the one-parameter family f l (k, 0
, where β > 0 is the parameter. Thus, we know that f l (0, 0 − ) = √ 5. From (5.10) we obtain
and hence, via (5.12), we get The two-parameter family of potentials corresponding to (5.16) is given by
where U (x) contains the two parameters β and f l (0, 0) and can be evaluated explicitly, but we will not display it here because that expression is very lengthy. Note also that from (5.13) we get
As in Example 
