Abstract. We show that there do not exist surjective ring homomorphisms between different p-classes of an infinite-dimensional H*-algebra.
Introduction and preliminaries
It is well known that not every subspace of a Banach space X is the range of a bounded linear operator on X. The problem of describing the subspaces of X which are so-called operator ranges and which are not was studied in several papers (see [5] and the references therein). Now it seems natural to consider the similar question for homomorphisms (continuity is not assumed). The aim of this note is to present a class of examples for subalgebras of particular but important algebras which are not homomorphism ranges. We reach our goal of proving that the p-classes of an H*-algebra as rings differ from each other. These spaces can be considered as common generalizations of p-classes of compact operators and l p spaces (cf. [9, 11, 21, 22] ). This difference exists in spite of the fact that the methods for constructing them are rather the same. Although the involved structures are algebras, we consider them only as rings and every algebraic concept (homomorphism, isomorphism, etc.) is used in this respect. The approach to dealing with algebras as rings and gaining statements similar to those which would follow if they were treated as algebras has a long history. Besides the probable first work of this kind [3] , we refer to some recent results [18, 19, 20] .
In the proof we apply purely algebraic as well as functional analytical techniques, with the deepest results due toŠemrl and Omladič [12, 20] .
If H is a Hilbert space and 1 ≤ p < ∞, then let BL(H) and CL p (H) denote the set of bounded and p-class operators on H, respectively.
Throughout the paper A stands for a semi-simple H*-algebra (i.e. A is a semisimple Banach *-algebra whose norm is a Hilbert space norm such that x, yz * = xz, y = z, x * y for every x, y, z ∈ A). Saworotnow discovered that for an H*-algebra the centralizers play the same role as the bounded linear operators do in the case of a Hilbert space. A (left) centralizer is a function T : A → A such that T (xy) = (T x)y holds for every x, y ∈ A. In their excellent paper [15] Saworotnow and Giellis showed that these mappings are automatically continuous linear operators and that they form a C*-subalgebra of BL(A). Moreover, in a series of papers [13, 14, 16, 17 ] (see the references in the survey [16] as well), Saworotnow developed a theory of centralizers and, more generally, A-linear operators on a Hilbert A-module which shows many features similar to the classical operator theory on Hilbert space.
In our recent paper [11] generalizing the results of [10] , we brought these two theories closer to each other, realizing algebra isomorphisms between some ideals of the centralizer algebra and those of certain direct sums of operator algebras acting on Hilbert spaces. To be more detailed, we first established a spectral theorem for the elements of C(A), the C*-subalgebra of the centralizer algebra generated by the left multiplications. Roughly speaking, the elements of C(A) are the "compact operators" on A. After this we defined C p (A), the p-class of A, in a way very similar to that which is commonly done concerning the von Neumann-Schatten p-class of compact operators (cf. [21, 22] ). To obtain the mentioned ismorphisms between these p-classes and certain operator ideals we need the following construction.
Let I = ∅ be a set, and suppose that A i is a Banach *-algebra and k i is a positive real number for every i ∈ I. If 1 ≤ p < ∞, then let
It is easy to see that these spaces (called the l p -direct sum of {A i } i∈I ) with the norms suggested in their definitions are Banach *-algebras. Now, our cited result, which is strongly used in our present investigations, is the following [11, Theorem 3] : Let 1 ≤ p < ∞. There exists an isometric *-isomorphism from the Banach *-algebra
The main result
Our theorem treats the non-existence of Jordan homomorphisms between different p-classes of A. If R 1 and R 2 are rings, then the additive function Φ :
This important notion, which is obviously more general than that of a homomorphism, was introduced by Jacobson and Rickart [7] .
Proof. The proof is divided into several steps. First observe that by the structure theory of H*-algebras [2] , A is of infinite dimension if and only if either it has an infinite-dimensional minimal closed ideal or there are infinitely many minimal closed ideals each of which is finite dimensional. Now suppose Φ :
is a Jordan homomorphism. We note that by [11, Theorem 3] mentioned above we may and do consider Φ acting on l p (CL p (H α ), c α , Γ) and let Φ α denote its αth coordinate function.
Step A. Φ α is a homomorphism or an anti-homomorphism. Since CL p (H α ) is a prime ring, this follows from the classical theorem of Herstein [6, Theorem 3.1] .
In what follows assume that Φ α is a homomorphism. Let I denote the kernel of Φ α and for every β ∈ Γ let I β stand for the natural projection of I onto the βth coordinate space of l p (CL p (H α ), c α , Γ).
Step B. I is closed and
To the closedness of I we note that by [11, Theorem 6] and [4, Proposition 8, p. 223], every p-class of a semi-simple H*-algebra is semi-simple. Now the assertion follows from the fact that the kernel of a surjective homomorphism from a Banach algebra onto a semi-simple normed algebra is closed. The proof of this statement can be carried out by following the proof of [4, Proposition 10, p. 131], where linearity is not used. For an arbitrary x β ∈ CL p (H β ) let x β denote the element of l p (CL p (H α ), c α , Γ) whose coordinates are 0 except for the βth one which is x β . Suppose 0 = x β ∈ I β . Since I is an ideal, we obtain for any a β , b β ∈ CL p (H β ) that a β x β b β ∈ I. Consequently, for every finite rank operator f β on H β we have f β ∈ I. But we know that I is closed and the finite rank operators form a dense subspace in CL p (H β ). Hence x β ∈ I for any x β ∈ CL p (H β ).
Step C. There is exactly one index β for which I β = {0} holds.
Assume that there are two such indexes, say β 1 and β 2 . Consider the well-defined mapping
It is a surjective homomorphism from
If we compose this mapping by the natural projection
then using [4, Proposition 10, p. 131] again, we would obtain that its kernel is a non-trivial closed ideal in CL q (H α ), which is a contradiction. If there does not exist an index β for which I β = {0}, then what we have shown in the proof of Step B together with the closedness of I imply I = A, but this is untenable.
Let β denote the index for which I β = {0}. Then we have I = {x ∈ A: x β = 0}, and this implies that there exists an isomorphism φ α :
Step 
, then U is a conjugate-linear isometry onto K. Using polarization, it follows that Ux, Uy = y, x for every x, y ∈ H. This fact together with the surjectivity of U imply that U maps a complete orthonormal system of H into a complete orthonormal system of K.
From these observations it follows that in the rest of the proof of our Step D we may and do suppose H = K.
Lemma 2. Let H be a Hilbert space, X ∈ CL p (H). Assume that A, B : H → H are bounded either linear or conjugate-linear operators. Then AXB ∈ CL p (H).
The assertion is well known for linear operators; consequently, we deal only with the case in which A, B are conjugate-linear. First consider the positive bounded linear operator (AXB)
A * A is a positive bounded linear operator, hence there is a positive bounded linear operator T such that
is a compact linear operator, there exist a sequence (λ n ) of nonnegative real numbers and a sequence (ϕ n ) of orthonormal vectors in H such that
Let S : H → H be a bounded linear operator for which S * ϕ n = B * ϕ n holds for every n ∈ N. Then for any x, y ∈ H we have
Consequently, there are bounded linear operators T, S such that |AXB| = |T XS|, from which we obtain the statement. Now let us turn to complete the proof of Step D. If p < q, then there is a y ∈ CL q (H) \ CL p (H). In the case y = axa −1 for some x ∈ CL p (H) by Lemma 2 we arrive at a contradiction. If p > q, the proof is similar.
Since the case when Φ α is an anti-homomorphism can be treated by simply considering the homomorphism Ψ α (x) = Φ α (x * ) (x ∈ A), it follows that the proof is complete if there is an infinite-dimensional minimal closed ideal in A. In the rest of the proof assume that A has infinitely many minimal closed ideals, each of which is finite dimensional. Indeed, p ∈ M n×n is an idempotent if and only if Ψ(p) is an idempotent element of M m×m . If p is rank one and Ψ(p) is not rank one, then there exist non-zero idempotents q 1 , q 2 ∈ M m×m such that Ψ(p) = q 1 + q 2 . But this implies that p is a sum of two non-zero idempotents, which is a contradiction. Since Ψ is an isomorphism, the identity of M m×m can be written as a sum of rank-one idempotents q 1 , ..., q n . Taking traces on both sides of the equation
we infer m = n. Let p ∈ M n×n be a rank-one idempotent and 0 = λ be a complex number. We have to show that there is a µ ∈ C such that Ψ(λp) = µΨ(p). If x ∈ M n×n , then xΨ(p) = 0 if and only if Ψ −1 (x)λp = 0, which holds true exactly in case xΨ(λp) = 0. A similar observation can be applied concerning the multiplication by x from the other side. One can easily show that these imply the existence of the desired µ.
As a consequence of Step C, Lemma 3 and [12, Theorem 4.5], we conclude that for every α ∈ Γ there are an index f (α), a ring automorphism h α : C → C and an invertible matrix A α such that the αth coordinate function of Φ, Φ α , is either of the form
where h α (x f (α) ) denotes the matrix obtained from
) by applying h α for every entry of it.
Step E. f : Γ → Γ is injective, and every h α is continuous except for a finite number of indexes.
To the injectivity of f suppose α = α and f (α) = f(α ). For the identity operator 1 α on H α let us consider the element 1 α ∈ l p (CL p (H α ), c α , Γ). Since an isomorphism maps identities into each other, we arrive at a contradiction. As for the second statement, assume that there are infinitely many indexes for which the corresponding h α is discontinuous. Let (α n ) be a sequence of such indexes. The discontinuous automorphisms of C are unbounded on every disc [8, Theorem 2, p. 360] (cf. [1] ). Thus there is a sequence of complex numbers (λ αn ) such that
From the convergence of this first series we infer
while the other relation shows that using
, which is an obvious contradiction.
In our last lemma we need the following notation. For 1 ≤ r < ∞ and a sequence (w n ) of positive numbers let l r (w) = {(λ n ): (λ n ) is a sequence of complex numbers with ( n w n |λ n | r ) 1/r < ∞}. Let p < q, and suppose, conversely, that
If (u n ) = ( cn dn 1/r ), then for every (θ n ) ∈ l r we have (θ n u n ) ∈ l 1 . An easy application of the principle of uniform boundedness shows that (u n ) ∈ l s , where s is the exponent conjugate to r. As a special case, it follows that
Since the identity operator I : l r (d) → l 1 (c) is continuous, by the Banach theorem on the bounded inverse there is a positive constant k such that
holds for every (λ n ) ∈ l 1 (c). But this implies that (
is bounded, which contradicts the convergence above.
As for the rest of the proof, let F ⊂ Γ be a (possibly empty) finite set such that for every α ∈ Γ \ F , the function h α is a continuous automorphism of C. It is well known that there are exactly two such automorphisms, namely the identity and the conjugation [8, Lemma 1, p. 356], [1] . Let (α n ) be a sequence of pairwise distinct elements of Γ \ F . Taking Lemma 4 into account, assume that there is a sequence (λ αn ) of complex numbers such that
Then similarly to the argument in the proof of Step E above, one can prove that n λ αn 1 αn ∈ l q (CL q (H α ), c α , Γ) and that it does not belong to the range of Φ, which is untenable. In the case that was not treated the proof may proceed in a similar way.
Remark. If we define C ∞ (A) = C(A), then using almost the same argument one can prove the relevant statement for p = ∞ as well. We also remark that in case A is finite dimensional, the conclusion of our theorem fails to be true, which is a trivial consequence of the fact that in this case C p (A) = C q (A).
To conclude the paper we note that it would be of some interest to investigate topological differences between these classes as well.
