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This thesis is a study of various ways of measuring the size and complexity of finitely gener-
ated R-modules, where (R,m) is a Noetherian local ring, by attaching a number δ(M) to each
finitely generated R-module M . The classical example is δ(M) = deg(M), the multiplicity
or degree of M . Here we investigate several variants of the degree function: the homological
Dilworth number hdil(−) and the family of cohomological degrees, such as the homological
degree, hdeg(−), and the extremal cohomological degree, bdeg(−).
A cohomological degree is a function Deg(−) which assigns to every isomorphism class
of finitely generated R-modules a real number Deg(M) subject to the following conditions:
(1) If M is Cohen-Macaulay, then Deg(M) = deg(M); (2) If depth(M) > 0 and x is a
generic hyperplane on M , then Deg(M) > Deg(M/xM); and (3) Deg(M) = ℓ(H0m(M)) +
Deg(M/H0m(M)).
The Dilworth number, dil(M), of a module M is given by dil(M) = sup{ ν(N) | N ⊆
M }, where ν(N) denotes the size of a minimal generating set for the submodule N . The
Dilworth number is finite only in dimension 0 and 1. The homological Dilworth number ex-
tends the Dilworth number to higher dimensions. Its definition is similar to the definition of the
homological degree.
Sally, Valla and others have established bounds for the number of generators of ideals (or
modules) in terms of multiplicities and other numerical data, usually under the assumption
ii
that the ideal is Cohen-Macaulay. We use cohomological degrees and the homological Dil-
worth number in place of the classical degree to extend some of these results from the Cohen-
Macaulay case to the non-Cohen-Macaulay case.
We give particular attention to the following result: If M is Cohen-Macaulay, then ν(M) ≤
deg(M), and equality holds if and only if gr
m
(M), viewed as a module over a polynomial ring,
has a linear resolution. We give extensions of this theorem to the non-Cohen-Macaulay case
(Theorems 2.4.1, 3.3.1, 4.6.1 and Corollary 4.7.3). Our results are strongest for the extremal
cohomological degree, bdeg(−), and this provides an avenue for connecting cohomological
degrees with Castelnuovo-Mumford regularity.
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1Introduction
This dissertation is about measuring modules.
Let (R,m) be a local, Noetherian ring, with residue field k, or a homogeneous k-algebra,
with k a field. Write M(R) for the category of finitely generated (and graded if R is homoge-
neous) R-modules.
It is of interest to assign a number, δ(M), to every M in M(R), which measures the com-
plexity of the module M . Some examples are the rank of M ; the size of a minimal generating
set for M , ν(M); the multiplicity of M ; the arithmetic and geometric degrees, adeg(M) and
gdeg(M), studied in Bayer-Mumford [1] and Sturmfels-Trung-Vogel [35]; the homological
degree, hdeg(M), introduced in [38], and other cohomological degrees. For a survey, see the
notes of Vasconcelos [39]. In the case whereM is Cohen-Macaulay, the multiplicity (or degree)
of M , written deg(M), serves this purpose admirably. It is defined as follows: If dim (M) = 0,
then the length of M , ℓ(M), is finite and we let deg(M) = ℓ(M). If dim (M) = d > 0 then
M has infinite length and we let
deg(M) = lim
n→∞
d! · ℓ(M/mnM)
nd
.
deg(M) is always a positive integer unless M = 0, in which case deg(M) = 0.
The multiplicity function has served particularly well in bounding numbers of generators of
ideals and modules. For example, Sally [30],[31], has shown that if R is Cohen-Macaulay and
I is a Cohen-Macaulay ideal of height c, then the number of generators of I , ν(I), is bounded
as follows:
ν(I) ≤ deg(R/I)c−1deg(R) + c− 1. (1)
Many similar bounds can be found in the literature ([4, 5, 14, 33, 36, 37]). In particular, an
improvement to (1) can be found in [10]. On the other hand if M is Cohen-Macaulay, then we
2have
ν(M) ≤ deg(M), (2)
and, as demonstrated by Brennan, Herzog and Ulrich in [6], equality holds if and only if
gr
m
(M) has a linear resolution (viewed as a module over a polynomial ring.) Unfortunately,
all of these results are false when the Cohen-Macaulay condition is removed. In the words of
Vasconcelos [39, page 145], “deg(M) leaks all over as a predictor of properties of M” when
M fails to be Cohen-Macaulay. Cohomological degree functions were introduced in [10] in an
attempt to remedy this situation.
Definition 1 Let k be an infinite field. A cohomological degree is a function, Deg(−), from the
isomorphism classes of modules in M(R) to R, satisfying the following conditions.
1. If L = Γm(M) and M = M/L, then
Deg(M) = Deg(M) + ℓ(L).
2. If depth(M) > 0 and x is a generic hyperplane on M , then
Deg(M) ≥ Deg(M/xM).
3. If M is Cohen-Macaulay, then
Deg(M) = deg(M).
(Γm(M) denotes the zeroth local cohomology module. The condition that k be infinite is
required, of course, to make sense of the term ’generic’.) The prototype for such a function is
the homological degree, hdeg(−), introduced in [38]. If R is a Gorenstein ring of dimension n,
then we define hdeg(M) inductively as follows. If dim (M) = 0 then we let hdeg(M) = ℓ(M).
If dim (M) = d > 0, then we let
hdeg(M) = deg(M) +
d−1∑
i=0
(
d− 1
i
)
hdeg(Extn−iR (M,R)).
(This definition is well founded since dim (Extn−iR (M,R)) ≤ i for all i.) In [38] it is shown
that hdeg(−) is a cohomological degree.
3In Chapter 2 of this dissertation, we lay out the basic properties of cohomological degrees
(many of which first appear in [10]). Included are several bounds on the number of generators
of ideals in the spirit of Sally, but extended to the non-Cohen-Macaulay case (Section 2.3).
Moreover, if Deg(−) is a cohomological degree and M is a finitely generated module, we may
generalize (2) to
ν(M) ≤ Deg(M).
Yoshida [45] has partially extended the result of Brennan-Herzog-Ulrich [6] for the cohomo-
logical degree hdeg(−):
Theorem 2 If ν(M) = hdeg(M) then grm(M) has a linear resolution.
In Section 2.4 we show (following Yoshida’s proof) that only the properties of cohomolog-
ical degrees are needed. Thus, we have:
Theorem 3 Suppose Deg(−) is a cohomological degree and M is a finitely generated module.
If ν(M) = Deg(M) then gr
m
(M) has a linear resolution.
However, unlike in the Cohen-Macaulay case, the converse does not hold.
In Chapter 3, we introduce a new cohomological degree, bdeg(−), which may be described
axiomatically as follows.
Definition 4 bdeg(−) is the unique function from the isomorphism classes of modules inM(R)
to N satisfying the following properties.
1. bdeg(M) = deg(M) if M is Cohen-Macaulay.
2. If L = Γm(M), then bdeg(M) = bdeg(M/L) + ℓ(L).
3. If depth(M) > 0 and x is a generic hyperplane on M , then bdeg(M) = bdeg(M/xM).
It is not obvious that such a function exists. Thus Section 3.1 is devoted to establishing that
there is such a function (Theorem 3.1.2).
bdeg(−) is sharper than hdeg(−), so the bounds in Section 2.3 are necessarily improved,
but we also now have a converse to Theorem 3.
4Theorem 5 If M is a finitely generated R module then ν(M) = bdeg(M) if and only if
gr
m
(M) has a linear resolution.
A key step will be to show that bdeg(−) may only increase when we pass to the associated
graded module.
Theorem 6 bdeg(M) ≤ bdeg(gr
m
(M)).
In counterpoint to these degree-like functions, when R is homogeneous, is the Castelnuovo-
Mumford regularity of M, reg(M). Since R is homogeneous, it is the homomorphic image of
a polynomial ring, S, and so we may view M as an S-module. M has a graded minimal free
resolution as an S-module:
0 −→
⊕
j
S[−j]βnj −→ · · · −→
⊕
j
S[−j]β0j −→M −→ 0.
The regularity of M is:
reg(M) := max{ j − i | βij 6= 0 }.
Regularity has a distinctly different flavor from the degree functions: it is oblivious to rank
(reg(M ⊕M) = reg(M)) but sensitive to shifts (reg(M [−37]) = reg(M) + 37), whereas a
degree function, δ(−), tends to exhibit the opposite behavior; it is sensitive to rank (δ(M ⊕
M) = 2δ(M)) but oblivious to shifts (δ(M [−37]) = δ(M)). This situation may be summa-
rized by saying that degrees are “ranky” and regularity is “shifty”. Nonetheless, for algebras
these two kinds of functions are not completely independent. There is a growing literature
([10, 20, 21, 22, 27, 28]) on the interplay between reg(R) and δ(R) for various δ(−).
For cohomological degrees, the starting point is the following theorem, taken from [10].
Theorem 7 Suppose R is a homogeneous k-algebra and Deg(−) is a cohomological degree
on M(R). Then
reg(R) < Deg(R).
We take up the question of how much Deg(R) may exceed reg(R). Our first result is:
Theorem 8 There exists a function f(n, r) such that
hdeg(R) ≤ f(embdim(R), reg(R)),
5for all homogeneous k-algebras R of dimension at most 2.
Here, embdim(R) = ν(m) is the embedding dimension of R. We conjecture that the
condition dim (R) ≤ 2 is unnecessary.
For bdeg(−) our results are stronger. We give two bounds. The first one is a consequence
of Theorem 5.
Theorem 9 If M is a finitely generated graded module over a homogeneous k algebra and
depth(M) > 0, then
bdeg(M) ≤ H(M ; r),
where H(M ;−) is the Hilbert function of M and r = reg(M).
Our second bound is less elegant but more concrete. It is based on the fact that bdeg(R)
does not change when we pass to the generic initial ideal.
Theorem 10 Let S = k[x1, . . . , xn] be a polynomial ring over k and let I be a homogeneous
ideal of S. Then
bdeg(S/I) = bdeg(S/gin(I)),
where gin(I) is the generic initial ideal of I .
We give a combinatorial description of bdeg(S/gin(I)) and from this derive a sharp, ex-
plicit bound on bdeg(R), where R is a homogeneous k-algebra.
Recall that any positive integer e can be written in the form
e =
(
k(r)
r
)
+ · · ·+
(
k(t)
t
)
,
where k(r) > · · · > k(t) ≥ t, called the rth Macaulay representation of e. For fixed positive
integers e and r, the numbers k(r), . . . , k(t) are uniquely determined. Let
e(r,d) =
(
k(r) + d
r
)
+ · · ·+
(
k(t) + d
t
)
.
Theorem 11 Let R be a homogeneous algebra over a field of characteristic 0. If deg(R) =
e, reg(R) = r, dimR = d, and depth(R) = g, then
bdeg(R) ≤ e+
(
n− g + r
r
)
− e(r,d−g).
6In Chapter 4, we study another measurement on modules, which is also useful in bounding
numbers of generators, the Dilworth number.
Definition 12 If M is in M(R), then we define the Dilworth number, dil(M), as follows:
dil(M) = max{ ν(N) | N ⊆M }.
Trivially, we have ν(M) ≤ dil(M), but unfortunately dil(M) is finite if and only if M has
dimension at most 1. Further, it simply does not hold that if ν(M) = dil(M) then gr
m
(M)
has a linear resolution, even in dimension 0. Nevertheless, there is an analogy between the
Dilworth number and cohomological degrees – the homological degree in particular. It is as
follows. If R is Gorenstein of dimension n and M is an R-module of dimension 1, then
hdeg(M) = deg(M) + ℓ(ExtnR(M,R)).
By a theorem of Ikeda [25], we have
dil(M) = deg(M) + dil(ExtnR(M,R)).
Thus we are led to the definition of the homological Dilworth number, hdil(−).
Definition 13 If R is a Gorenstein ring of dimension n and dimM = d, then the homological
Dilworth number is defined recursively as follows,
hdil(M) =

deg(M) +
d−1∑
i=0
(
d− 1
i
)
hdil(Extn−iR (M,R)) if d > 0
dil(M) if d = 0
.
We show that, like the homological degree, the homological Dilworth number may only
decrease modulo a generic regular hyperplane section.
Theorem 14 Let M in M(R) have positive depth and let x be a generic hyperplane on M .
Then
hdil(M/xM) ≤ hdil(M).
This allows us to prove Sally bounds analogous to those proved for cohomological degrees.
Since hdil(M) ≤ hdeg(M), the bounds are sharper for the homological Dilworth number than
they are for the homological degree, though perhaps not for bdeg(−). We also have another
linear resolution theorem.
7Theorem 15 If M is in M(R), then ν(M) ≤ hdil(M). If ν(M) = hdil(M) and mΓm(M) =
0 then gr
m
(M) has a linear resolution.
In the final section, we compare hdil(−) to bdeg(−). Our first result is:
Theorem 16 If M in M(R) has dimension at most 2, then hdil(M) ≤ bdeg(M).
As a corollary, we have:
Theorem 17 If M ∈ M(R) has dimension at most 2, then gr
m
(M) has a linear resolution if
and only if ν(M) = hdil(M) and mΓm(M) = 0.
We show by example that this theorem is false in dimension 3 and higher. We also give
examples to show that either inequality
bdeg(M) > hdil(M)
bdeg(M) < hdil(M)
is possible when dim (M) ≥ 3.
8Chapter 1
Preliminaries
In this chapter we provide a brief summary of the definitions and results in commutative algebra
upon which we will rely in the subsequent chapters. Our sources for most of this material are:
for basic commutative algebra, [12] and [26]; for the theory of Cohen-Macaulay rings and
modules, [7]; for Buchsbaum rings and modules, [34]; and for homological algebra, [43]. The
reader is advised to skim this chapter briefly, coming back to it only as needed.
1.1 Local and Homogeneous Rings; Hilbert Functions
In this dissertation we will be concerned primarily with commutative rings R (with identity, of
course!) which are of either of the following types
• Noetherian local rings; or
• homogeneous k-algebras, k a field.
A homogeneous k-algebra (also called a standard graded algebra) is a positively graded ring
R = R〈0〉 ⊕R〈1〉 ⊕R〈2〉 ⊕ · · · ,
where R〈i〉 denotes the ith graded component of R, such that R〈0〉 = k, each R〈i〉 is a finite
dimensional vector space over k, andR is generated as a k-algebra in degree 1: R = R〈0〉[R〈1〉].
Equivalently, R is of the form R = S/I , where S = k[x1, . . . , xn] is a polynomial ring over k
and I is a homogeneous ideal.
If R is local, then we let m denote the maximal ideal and we let k denote the residue
class field R/m. M(R) will denote the category of finitely generated R-modules. If R is
homogeneous, then m will denote the irrelevant maximal ideal, m = R〈1〉 ⊕ R〈2〉 ⊕ · · ·, and
9M(R) will denote the category of finitely generated graded R-modules. For the proofs of the
assertions in the following discussion, we refer the reader to [7], [12] or [26].
If R is homogeneous and M = ⊕M〈i〉 is in M(R), then the Hilbert function of M is
H(M ;n) = dim kM〈n〉.
The Hilbert function agrees with a polynomial for large enough values of n:
H(M ;n) = α · nd−1 + terms of lower order.
Here, d = dimM and (d− 1)! · α is an integer, called the multiplicity or degree of M , written
deg(M). (If dimM = 0, then we set deg(M) = ℓ(M).)
If R is local and M is in M(R), then the associated graded module
gr
m
(M) =
M
mM
⊕
mM
m2M
⊕
m
2M
m3M
⊕ · · ·
is a finitely generated graded module over the associated graded ring gr
m
(R) = (R/m) ⊕
(m/m2) ⊕ · · ·, which is a homogeneous k-algebra. Thus grm(M) has a Hilbert function, and
we define the degree of M to be the degree of its associated graded module:
deg(M) = deg(gr
m
(M)).
For any m-primary ideal I , we may define the Hilbert-Samuel function of M with respect
to I:
χI(M ;n) = ℓ(InM/It+1M).
The Hilbert-Samuel function also agrees with a polynomial for n large enough:
χI(M ;n) = α · nd−1 + terms of lower order,
where d = dimM and (d− 1)! · α is an integer, called the multiplicity of M with respect to I ,
and written e(I;M). Observe that deg(M) = e(m;M). For some interesting variations on this
theme, we refer the reader to [9].
If R is homogeneous and M is in M(R), then the generating function
HM(t) =
∑
H(M ;n)tn
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of the Hilbert function is called the Hilbert series. The Hilbert series is a rational function of t,
and can be written in the form
HM (t) =
QM (t)
(1− t)d
,
where d = dimM and QM (t) ∈ Z[t, t−1] satisfies QM (1) = deg(M).
1.2 The Multiplicity Symbol
Let (R,m) denote a Noetherian local ring or a homogeneous k-algebra. For the proofs of the
propositions in the section, see [7, Section 4.6]
Definition 1.2.1 A sequence of elements x = x1 . . . , xt in m is called a multiplicity system for
a module M if M/xM has finite length.
Definition 1.2.2 If x = x1 . . . , xt is a multiplicity system for M then we define the multiplicity
symbol, e(x;M), by induction on t, as follows. If t = 0, then
e(x;M) = e(∅;M) = ℓ(M).
If t > 0, then
e(x;M) = e(x2, . . . , xt;M/x1M)− e(x2, . . . , xt; [0 : x1]M ).
Proposition 1.2.3 Let x = x1, . . . , xt be a multiplicity system for M . If t > dim (M), then
e(x;M) = 0. If t = dim (M), then the multiplicity symbol e(x;M) agrees with the multiplicity
of the ideal generated by x with respect to M : e(x;M) = e((x);M).
Proposition 1.2.4 Given an exact sequence of modules
0 −→ A −→ B −→ C −→ 0,
a sequence x of elements in m is a multiplicity system for B if and only if it is a multiplicity
system for A and for C , and we have
e(x;B) = e(x;A) + e(x;C).
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1.3 Reductions
Again, (R,m) is a Noetherian local ring or a homogeneous k-algebra. If R is homogeneous,
then whenever we refer to an ideal of R, it is assumed that the ideal is homogeneous.
Definition 1.3.1 If a ⊆ b are ideals of R and M is in M(R), then a is said to be a reduction
of b with respect to M if abtM = bt+1M for t≫ 0. We say that a is a reduction of b if a is a
reduction of b with respect to R. If a is a reduction of b and no other reduction of b is contained
in a, then a is said to be a minimal reduction of b.
Proposition 1.3.2 Every ideal has a minimal reduction.
For a proof, see [29].
Definition 1.3.3 If a ⊆ b is a reduction, then the reduction number of b with respect to a,
written ra(b), is given by
ra(b) = min{ t | abt = bt+1 }.
The reduction number of b, denoted r(b), is given by
r(b) = min{ ra(b) | a is a minimal reduction of b }.
For a proof of the following proposition, we refer the reader to [7, Lemma 4.5.5.] or [26,
Theorem 14.13].
Proposition 1.3.4 If a ⊆ b is a reduction with respect toM and b is m-primary, then e(a;M) =
e(b;M).
The following proposition says, roughly, that any sequence of sufficiently generic linear
combinations of the generators of an m-primary ideal form a minimal reduction of the ideal.
Proposition 1.3.5 Suppose k is infinite and dimM = d. Let I be an m-primary ideal, and
suppose that I = (y1, . . . , ym), where m = ν(I). Then there is a Zariski-open subset U of the
affine space kmd such that if α1,1, . . . , αm,d ∈ R and (α1,1, . . . , αm,d) ∈ U , where αi,j denotes
the residue class of αi,j in R/m = k, and
xj =
m∑
1
αi,jyi, for 1 ≤ j ≤ d
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then (x) = (x1, . . . , xd) is a minimal reduction of I with respect to M . In particular, x is a
system of parameters for M .
A proof is contained in [26, Theorem 14.14].
Corollary 1.3.6 Suppose the field k is infinite. If M is in M(R), there is a multiplicity system
x for M such that deg(M) = e((x);M).
Definition 1.3.7 If x is a multiplicity system for M such that e(x;M) = deg(M), then x is
called a degree system for M .
Proposition 1.3.8 If x is part of a multiplicity system for M , then deg(M/xrM) = r ·deg(M),
for all r ≥ 1.
Proof. This follows quickly from, for example, Lech’s formula [26, Theorem 14.12]. 
1.4 Gorenstein Rings
Let (R,m) be a Noetherian local ring or a homogeneous k-algebra, and let M be in M(R).
Then we have ([7, Theorem 1.2.8])
depth(M) = min{ t | ExttR(k,M) 6= 0 }.
The modules ExttR(k,M) are all annihilated by m, so it makes sense to speak of the dimension
of ExttR(k,M) as a vector space over k. This leads to the definition of the type of a module.
Definition 1.4.1 If depth(M) = t then the type of M is the integer
type(M) = dim kExttR(k,M).
Type is preserved modulo a regular element.
Proposition 1.4.2 Let x ∈ m be regular on M . Then
type(M) = type(M/xM).
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Proof. Let depth(M) = t. We will show ExttR(k,M) ∼= Ext
t−1
R (k,M/xM). From the exact
sequence
0 −→M
x
−→M −→M/xM −→ 0
we obtain the exact sequence
0 −→ Extt−1R (k,M/xM) −→ Ext
t
R(k,M)
x
−→ ExttR(k,M).
Since x annihilates ExttR(k,M), this gives the desired isomorphism. 
Definition 1.4.3 The socle of M is given by
soc(M) = HomR(k,M) = [0 : m]M .
Thus, the socle is nonzero precisely when the depth is zero.
Definition 1.4.4 (R,m) is called Gorenstein if it is Cohen-Macaulay and type(R) = 1.
Thus, by Proposition 1.4.2, if R is Cohen-Macaulay and x is a maximal regular sequence
in m, then R is Gorenstein if and only if soc(R/xR) ∼= k. In particular, if S = k[x1, . . . , xn]
or if S is a regular local ring, then S is Gorenstein.
We will frequently be moved to require that (R,m) be the homomorphic image of a Goren-
stein ring, in order to use the duality described in the next section. If R is homogeneous,
this is automatically so, since R is the quotient of a polynomial ring by a homogeneous ideal,
R = S/I . IfR is local, it is not necessarily the homomorphic image of a Gorenstein ring, but by
Cohen’s structure theorem ([7, Theorem A.21] or [26, Theorem 29.4]), its m-adic completion
Rˆ is.
1.5 Local Cohomology and Local Duality
In this section, we preserve the notation of the previous sections. We refer the reader to [7,
Sections 3.2 and 3.5] for the proofs of the assertions in this section.
Definition 1.5.1 If M is in M(R) and M →֒ E is an embedding of M into an injective
module E such that for every embedding M →֒ I of M into an injective module I , there is an
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embedding E →֒ I of E into I such that the following diagram commutes
M → E
↓ ւ
I
then E is said to be the injective envelope of M .
Injective envelopes always exist, and are unique up to isomorphisms which respect the
embedding M →֒ E. We let ER(M) denote the injective envelope of M . For M in M(R),
we write M∨ = HomR(M,ER(k)). M∨ is called the Matlis dual of M . For the following
proposition, which is a summary of the facts about Matlis duality that we will require, we let
M0(R) denote the category of R-modules of finite length.
Proposition 1.5.2 (Matlis Duality) (−)∨ is an exact functor on M0(R) satisfying, for all M
in M0(R),
1. ℓ(M) = ℓ(M∨),
2. ν(M) = type(M∨),
3. type(M) = ν(M∨), and
4. The natural homomorphism M → (M∨)∨ is an isomorphism.
Here, ℓ(−) denotes the length function and ν(−) counts the number of generators in a
minimal generating set.
Definition 1.5.3 For M in M(R), we define the submodule Γm(M) to be
Γm(M) = { z ∈M | m
tz = 0 for t≫ 0 }.
Proposition 1.5.4 Γm(−) is an additive, left exact functor on M(R).
Definition 1.5.5 The ith right derived functor of Γm(−) is written H im(−). H im(M) is called
the ith local cohomology module of M , for M in M(R).
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Proposition 1.5.6 Local cohomology detects depth and dimension:
depth(M) = min{ i | H im(M) 6= 0 }
dimM = max{ i | H im(M) 6= 0 }
Suppose R is the homomorphic image of a Gorenstein ring, S. For all M in M(R), we
write
Mi = Extn−iS (M,S),
where n = dimS. Mi is an R-module, and is independent of the choice of S.
Proposition 1.5.7 (Local Duality) Suppose R is the homomorphic image of a Gorenstein ring.
Then for M in M(R), we have
H im(M)
∼= (Mi)
∨,
for all i. In particular, Mi = 0 if i > dimM .
We remark that the module Mi need not be in M0(R), so Proposition 1.5.2 does not nec-
essarily apply. Combining Propositions 1.5.6 and 1.5.7, we obtain the following corollary.
Corollary 1.5.8 If R is the homomorphic image of a Gorenstein ring and M is inM(R), then
M is Cohen-Macaulay if and only if Mi = 0 for i < dim (M).
Proposition 1.5.9 If R is the homomorphic image of a Gorenstein ring and if M is in M(R),
then dimMi ≤ i. Furthermore, for all P ∈ Spec(R) of dimension i, we have that P ∈ Ass(M)
if and only if P ∈ Ass(Mi).
1.6 Buchsbaum Modules
In this section, (R,m) will denote a Noetherian local ring or a homogeneous k-algebra. The
proof of the assertions can be found in [34].
Definition 1.6.1 A module M in M(R) is Buchsbaum if dimM = 0, or if dimM > 0 and
there exists an integer I(M) ≥ 0 such that for every system of parameters x for M , we have
ℓ(M/xM) − e((x);M) = I(M).
If dimM = 0, then we set I(M) = 0.
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I(M) is sometimes referred to as the invariant of Stu¨ckrad and Vogel. Note that M in
M(R) is Cohen-Macaulay if and only if it is Buchsbaum with I(M) = 0.
Proposition 1.6.2 If M in M(R) is Buchsbaum, then mH im(M) = 0 for i < dimM .
The converse to Proposition 1.6.2 is not true. If mH im(M) = 0 for i < dimM , then we say
that M is quasi-Buchsbaum.
Proposition 1.6.3 If M in M(R) is Buchsbaum of dimension d, then
I(M) =
d−1∑
i=0
(
d− 1
i
)
dim kH im(M).
Definition 1.6.4 If ℓ(H im(M)) <∞ for i < d = dimM , then we say that M has finite length
cohomology, and we set
I(M) =
d−1∑
i=0
(
d− 1
i
)
ℓ(H im(M)).
1.7 Castelnuovo-Mumford Regularity
In this section, R will denote a homogeneous k-algebra of the form R = S/I , where S =
k[x1, . . . , xn] is a polynomial ring in n variables over the field k and I is a homogeneous ideal.
For the proofs of the results in this section, we refer the reader to [12] and [13].
For M in M(R), we let M [i] denote the module M shifted by i:
M [i]〈j〉 = M〈i+j〉.
Every M in M(R) can be viewed as a graded S-module, and as such has a minimal graded
free resolution over S:
0 −→
⊕
j≥s+n
(S[−j])βnj −→ · · · −→
⊕
j≥s+1
(S[−j])β1j −→
⊕
j≥s
(S[−j])β0j −→M −→ 0.
The βij are called the graded Betti numbers of M . We let βi =
∑
j βij and call βi the ith
Betti number of M . Clearly, βij and βi depend on the choice of S, but the definitions and
propositions which follow are independent of the choice of S.
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Proposition 1.7.1 If M in M(R) has graded Betti numbers βij , then the Hilbert series of M
is given by
HM (t) =
∑
i,j(−1)
iβijt
j
(1− t)n
.
For a proof, see [7, Lemma 4.1.13].
Definition 1.7.2 We say that M has a linear resolution if βij = 0 for j 6= i; that is, if the
minimal graded free resolution of M is of the form
0 −→ (S[−n])βn −→ · · · −→ (S[−1])β1 −→ Sβ0 −→M −→ 0.
Definition 1.7.3 If M = ⊕iM〈i〉 is in M(R), then for r ∈ Z, we let M≥r denote the graded
submodule of M given by
M≥r =
⊕
i≥r
M〈i〉.
Proposition 1.7.4 For any M in M(R), M≥r[r] has a linear resolution for r ≫ 0. Further-
more, if M≥r[r] has a linear resolution, then M≥s[s] has a linear resolution for all s ≥ r.
Definition 1.7.5 The Castelnuovo-Mumford regularity of M is the integer reg(M), given by
reg(M) = min{ r |M≥r[r] has a linear resolution }.
If ℓ(M) <∞, then reg(M) = max{ i |M〈i〉 6= 0 }.
Proposition 1.7.6 Let M be in M(R) and let βij be the graded Betti numbers of M . Then
reg(M) = max{ j − i | βij 6= 0 }
= max{ j − i | H im(M)〈j〉 6= 0 }
Proposition 1.7.7 Given a short exact sequence of modules
0 −→ A −→ B −→ C −→ 0,
we have the following inequalities.
1. reg(A) ≤ max{ reg(B), reg(C) + 1 }
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2. reg(B) ≤ max{ reg(A), reg(C) }
3. reg(C) ≤ max{ reg(A)− 1, reg(B) }
Proposition 1.7.8 If M is in M(R) and x ∈ R〈1〉 is a linear form such that ℓ([0 : x]M ) <∞,
then
reg(M) = max{ reg([0 : x]), reg(M/xM) }.
In particular, if x ∈ R〈1〉 is regular on M , then reg(M) = reg(M/xM).
1.8 Linear Cohen-Macaulay and Linear Buchsbaum Modules
In this section, (R,m) will denote a Noetherian local ring or a homogeneous k-algebra.
Proposition 1.8.1 If M is Cohen-Macaulay, then ν(M) ≤ deg(M).
Definition 1.8.2 If M is Cohen-Macaulay and ν(M) = deg(M), then we say that M is a
linear Cohen-Macaulay module.
Proposition 1.8.3 Suppose the field k is infinite. If M is Cohen-Macaulay, then M is a linear
Cohen-Macaulay module if and only if gr
m
(M) has a linear resolution.
The proofs of Propositions 1.8.1 and 1.8.3 can be found in [6].
Proposition 1.8.4 If M has finite length cohomology, then ν(M) ≤ deg(M) + I(M).
Definition 1.8.5 If M has finite length cohomology and ν(M) = deg(M) + I(M), then we
say that M is a linear Buchsbaum module.
Proposition 1.8.6 Suppose the field k is infinite. If M has finite length cohomology, then M is
a linear Buchsbaum module if and only if gr
m
(M) is Buchsbaum and has a linear resolution.
Furthermore, if these equivalent conditions hold, then M is Buchsbaum.
The proofs of Propositions 1.8.4 and 1.8.6 can be found in [44].
19
1.9 Generic Initial Ideals
In this section, S = k[x1, . . . , xn] will denote a polynomial ring in n variables over the field
k and I will denote a homogeneous ideal. We begin by describing the reverse lexicographic
order.
Let m be a monomial in S. Then we let degxi(m) = αi and deg(m) =
∑
αi, where m =
β · xα11 · · · x
αn
n , with 0 6= β ∈ k and 0 ≤ αi ∈ Z for 1 ≤ i ≤ n. If m1 and m2 are monomials
in S, then we write m1 ≻rlex m2 if deg(m1) > deg(m2) or if deg(m1) = deg(m2) and there
is some 2 ≤ j ≤ n such that degxi(m1) = degxi(m2) for i > j and degxj(m1) < degxj (m2).
If f ∈ S, then f may be written uniquely as a sum of monomials
f = m1 + · · ·+mt,
where m1 ≻rlex m2 ≻rlex · · · ≻rlex mt. The first monomial, m1, is called the leading term of
f , and is written in(f). If I is a homogeneous ideal, then the initial ideal of I , in(I), is given
by
in(I) = ({ in(f) | f ∈ I }).
For a proof of the following proposition, see [7, Theorem 4.2.3 and Corollary 4.2.4].
Proposition 1.9.1 If I ⊆ S is a homogeneous ideal, then S/I and S/in(I) have the same
Hilbert function. Thus dim (S/I) = dim (S/in(I)) and deg(S/I) = deg(S/in(I)).
Let V = S〈1〉 be the vector space of linear forms. The group of invertible linear transforma-
tions of V , GL(V ), acts on S〈1〉, and hence on all of S: If σ ∈ GL(V ) and f = f(x1, . . . , xn) ∈
S, then σ · f = f(σ · x1, . . . , σ · xn) ∈ S. If I is an ideal of S, let σ · I = {σ · f | f ∈ I }.
This is again a homogeneous ideal. Thus, fixing an a homogeneous ideal I , we have a map
GL(S1) −→ {monomial ideals of S }
σ 7−→ in(σ · I).
Proposition 1.9.2 Suppose the field k is infinite and fix a homogeneous ideal I of S. Then there
is a nonempty Zariski-open subset U of GL(V ) such that the map described above is constant
on U ; that is, for σ, τ ∈ U we have in(σ · I) = in(τ · I).
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A proof can be found in [12, Theorem 15.18].
Definition 1.9.3 Let I ⊆ S be a homogeneous ideal and suppose the field k is infinite. The
unique monomial ideal described in Proposition 1.9.2 is called the generic initial ideal, and is
denoted gin(I).
For the remainder of this section, we require that the field k have characteristic 0.
Definition 1.9.4 A monomial ideal I ⊆ S is said to be Borel-fixed if for all monomials m ∈ I ,
if degxi(m) > 0 for some 2 ≤ i ≤ n, then (xi−1/xi)m ∈ I as well.
The following proposition is [12, Theorem 15.20].
Proposition 1.9.5 Let I be a homogeneous ideal. Then gin(I) is Borel-fixed.
The saturation of an ideal I is defined by
Isat =
⋃
t≥0
[I : mt];
thus Γm(S/I) = Isat/I . For proofs of the remaining propositions in the section, we refer the
reader to the notes of Green [17].
Proposition 1.9.6 Let I ⊆ S = k[x1, . . . , xn] be a Borel-fixed ideal and let R = S/I .
1. Isat = ∪t≥0[I : xtn] = [I : x∞n ].
2. If x is a generic hyperplane section, R/xR ∼= R/xnR by a linear change of variables.
3. reg(S/I) = max{ deg(m) | m is a generator of I } − 1.
If 0 6= h ∈ S〈1〉, then we let Sh = S/(h) and Ih = (I + (h))/(h) ⊆ Sh. Thus Sh is a
polynomial ring in n − 1 variables and Ih is a homogeneous ideal. Observe that the generic
initial ideal of Ih is well defined (that is, it does not depend on which linear forms in Sh we
decide to distinguish as the variables of Sh) since gin(Ih) is computed after making a generic
linear change of variables.
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Proposition 1.9.7 There is a nonempty Zariski-open subset U of S〈1〉 such that
Sh/gin(Ih) ∼= S/(gin(I) + (xn))
for all h ∈ U .
Proposition 1.9.8 Let I ⊆ S = k[x1, . . . , xn] be a homogeneous ideal.
1. gin(Isat) = gin(I)sat.
2. depth(S/I) = depth(S/gin(I)).
3. reg(S/I) = reg(S/gin(I)).
1.10 Superficial Elements
Definition 1.10.1 An element x ∈ m \m2 is called superficial on M if the map
grm(M)
x∗
−→ grm(M),
where x∗ is the initial form of x in gr
m
(R), has kernel of finite length.
In other words, x is superficial on M if
[mk+1M : x] ∩mk−1M = mkM
for k ≫ 0. As an application of the Artin-Rees theorem we obtain the following result.
Proposition 1.10.2 If x is superficial on M , then
xM ∩mkM = xmk−1M
for k ≫ 0.
Proof. Since x is superficial, we have
xmk−1M ∩mk+1M = xmkM (1.1)
for k ≫ 0, and, by the Artin-Rees theorem,
xM ∩mk+iM = mi(xM ∩mkM)
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for k ≫ 0. Choose k large enough to satisfy both equations. Write xM ∩mkM = xN . Then,
for i ≥ 0, we have
xM ∩m2k+iM = mk+i(xM ∩mkM) = xmk+iN ⊆ xmk+iM.
Thus
xM ∩m2k+iM = xmk+iM ∩m2k+iM
= xmk+iM ∩mk+i+2M ∩mk+i+3M ∩ · · · ∩m2k+iM
= xmk+i+1M ∩mk+i+3M ∩ · · · ∩m2k+iM
= xmk+i+2M ∩ · · · ∩m2k+iM
= xm2k+i−1M,
by repeatedly applying equation (1.1). 
We say that x = x1, . . . , xd is a superficial sequence for M if each xi is a superficial
sequence on M and x1, . . . , xˆi, . . . , xd is superficial on M/xiM .
Proposition 1.10.3 Suppose k is infinite and dimM = d. Suppose that m = (y1, . . . , ym),
where m = ν(m). Then there is a Zariski-open subset U of the affine space kmd such that if
α1,1, . . . , αm,d ∈ R and (α1,1, . . . , αm,d) ∈ U , where αi,j denotes the residue class of αi,j in
R/m = k, and
xj =
m∑
1
αi,jyi, for 1 ≤ j ≤ d
then (x) = (x1, . . . , xd) is a superficial sequence with respect to M .
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Chapter 2
Cohomological Degrees
2.1 Definitions and Examples
Let (R,m) be either a local, Noetherian ring, with residue field k, or else a homogeneous
k-algebra. In either case, we assume that the field k is infinite.
Definition 2.1.1 If R is local, a notion of genericity on M(R) is a function
U(−) : { isomorphism classes of M(R)} −→ { non-empty subsets of m \m2}
subject to the following conditions for each M .
1. If f − g ∈ m2 then f ∈ U(M) if and only if g ∈ U(M).
2. The set U(M) ⊆ m/m2 contains a nonempty Zariski-open subset.
3. If depth(M) > 0, and f ∈ U(M), then f is regular on M .
If R is homogeneous, then a notion of genericity is a function
U(−) : { isomorphism classes of M(R)} −→ { non-empty subsets of R〈1〉}
subject to the following conditions for each M .
1. The set U(M) ⊆ R〈1〉 contains a nonempty Zariski-open subset.
2. If depth(M) > 0, and f ∈ U(M), then f is regular on M .
The set U(M) should be thought of as the set of all “generic hyperplanes” on M . For the
following definition, we fix a notion of genericity U .
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Definition 2.1.2 A cohomological degree on M(R) is a numerical function
Deg(−) : { isomorphism classes of M(R)} −→ R
which satisfies the following conditions for all M in M(R).
1. If L = Γm(M) and M = M/L, then
Deg(M) = Deg(M) + ℓ(L).
2. If x ∈ U(M) and depth(M) > 0, then
Deg(M) ≥ Deg(M/xM).
3. (The calibration rule) If M is Cohen-Macaulay, then
Deg(M) = deg(M).
Implicit in every cohomological degree, Deg(−), is a choice of a notion of genericity,
U(−). When a cohomological degree has been specified, we will usually suppress the use
of the symbol U ; instead, we will write “x is generic on M” for “x ∈ U(M)”. Similarly, a
generic system of parameters, x = x1, . . . , xd for M is a system of parameters for M such
that x1 ∈ U(M) and, for i = 2, . . . , d, xi ∈ U(M/(x1, . . . , xi−1)M). When we wish to
emphasize the relationship between Deg(−) and U(−), we say that Deg(−) is a cohomological
degree with respect to U(−).
Example 2.1.3 The Homological Degree
The homological degree is the prototype for a cohomological degree. Indeed, its definition
[38] predates the definition of cohomological degree [10].
Suppose R is the homomorphic image of a Gorenstein ring S of dimension n. If R is
homogeneous, then we take S to be a polynomial ring, so there is no conflict of notation. Write
Mi = Extn−iS (M,S). If M is a finitely generated R-module of dimension d, then we define
the homological degree, hdeg(−), as follows,
hdeg(M) = deg(M) +
d−1∑
i=0
(
d− 1
i
)
hdeg(Mi), (2.1)
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if d > 0, and hdeg(M) = ℓ(M) if d = 0.
If R is not the homomorphic image of a Gorenstein ring, then let Rˆ be the m-adic comple-
tion of R and define
hdeg(M) = hdeg(M ⊗ Rˆ).
Equation (2.1) may at first appear strange, but in fact it is quite natural: Suppose that M has
finite length cohomology. Then Equation (2.1) becomes, by local duality (Proposition 1.5.7),
hdeg(M) = deg(M) +
d−1∑
i=0
(
d− 1
i
)
ℓ(H im(M)),
which is the well-known invariant of Stu¨ckrad and Vogel.
Proposition 2.1.4 If dimM = 1, let U(M) = {x ∈ m | x is a degree system on M }. For
modules M of dimension d > 1, let
U(M) = {x ∈ m | x is part of a degree system on M and ℓ([0 : x]M ) <∞}∩
(
d−1⋂
1
U(Mi)
)
.
Then U(−) is a notion of genericity, and for x ∈ U(M) and r ≥ 1 we have
hdeg(M/xrM) ≤ r · hdeg(M).
Proof. See [38] or the proof of Proposition 4.4.3. 
Corollary 2.1.5 hdeg(−) is a cohomological degree with respect to the notion of genericity
described in Proposition 2.1.4.
Proof. Properties (1) and (3) of Definition 2.1.2 follow easily from Proposition 1.5.7 and
Corollary 1.5.8. Condition (2) is just Proposition 2.1.4 with r = 1. 
We remark that if R is homogeneous, we may actually compute hdeg(−) on a computer al-
gebra system with the capabilities of MACAULAY [3], and further that the definition of hdeg(−)
does not require that the field be infinite.
Example 2.1.6 The Extremal Cohomological Degree
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Fix a notion of genericity U . Define bdegU (−) as follows:
bdegU (M) = min{Deg(M) | Deg(−) is a cohomological degree with respect to U}.
It is easy to verify, assuming there are any cohomological degree functions with respect to U ,
that bdegU (−) is a cohomological degree. Note that, if L = Γm(M), then
bdegU (M) =
 ℓ(L) + bdegU (M/L) if L 6= 0
max{ bdegU (M/xM) | x ∈ U(M) } if L = 0
. (2.2)
This description is not very explicit – it is not clear how to compute bdegU (−) from (2.2), since
there are infinitely many hyperplanes to consider. In Chapter 3, we will see how to obtain an
explicit description of bdegU (−) – one that is more or less amenable to explicit computations
– when the notion of genericity is selected appropriately.
2.2 Elementary Properties of Cohomological Degrees
Throughout this section, (R,m) is a Noetherian local ring with infinite residue field k, or a
homogeneous algebra over an infinite field k, with irrelevant maximal ideal m, and Deg(−) is
a cohomological degree on M(R).
Proposition 2.2.1 For each M in M(R) the following hold.
1. deg(M) ≤ Deg(M), with equality if and only if M is Cohen-Macaulay.
2. If L ⊆M is any submodule of finite length, then Deg(M) = Deg(M/L) + ℓ(L).
Proof. Trivial. 
Proposition 2.2.2 Let M be in M(R) and let L = Γm(M). If x is a generic hyperplane on
M , then
Deg(M) ≥ Deg(M/xM) + ℓ(L)− ℓ(L/xL).
In particular, Deg(M/xM) ≤ Deg(M).
Proof. See [10, Proposition 2.3]. 
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Proposition 2.2.3 Suppose R is homogeneous. Then
reg(R) < Deg(R).
Proof. See [10, Proposition 2.4]. 
Proposition 2.2.4 For every cohomological degree Deg(−), the following inequalities hold.
1. ν(M) ≤ Deg(M) for all M in M(R).
2. type(M) ≤ Deg(M) for all M in M(R).
3. embcod(R) + 1 ≤ Deg(R).
Here, embcod(R) denotes the embedding codimension of R, and is given by embcod(R) =
embdim(R)− dim (R) = ν(m)− dim (R).
Proof.
(1) is proved in [10, Proposition 2.1]. △
(2): We induct on t = depth(M). If t = 0, then
type(M) = dim ksoc(M) ≤ ℓ(Γm(M)) ≤ Deg(M).
If t > 0, let x ∈ m be a generic hyperplane on M . By Propositions 1.4.2 and 2.2.2 and by
induction, we have type(M) = type(M/xM) ≤ Deg(M/xM) ≤ Deg(M). △
(3): Let x = x1, . . . , xd be a generic system of parameters of R. Then
Deg(R) ≥ ℓ(R/xR) ≥ embcod(R/xR) + 1 = embcod(R) + 1.

In light of Proposition 2.2.4, one may ask: What happens if equality holds in (1), (2) or
(3)? The equality embcod(R) + 1 = Deg(R) is dealt with in Section 3.4, and the equality
ν(M) = Deg(M) is the subject of Section 2.4. The equality type(M) = Deg(M) is more
elementary and can be dealt with immediately.
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Proposition 2.2.5 If type(M) = Deg(M), then M is a linear Cohen-Macaulay module.
Proof. Recall from Section 1.8 that a linear Cohen-Macaulay module is a module which is
Cohen-Macaulay and satisfies ν(M) = deg(M). To show that M is Cohen-Macaulay, we
induct on t = depth(M). If t = 0, then
type(M) = dim ksoc(M) ≤ ℓ(Γm(M)),
but ℓ(Γm(M)) < Deg(M) unless dimM = 0, in which case M is Cohen-Macaulay. If t > 0,
let x be a generic hyperplane on M . We have
type(M) = type(M/xM) ≤ Deg(M/xM) ≤ Deg(M) = type(M),
whence type(M/xM) = Deg(M/xM). By induction, M/xM is Cohen-Macaulay, and hence
so is M .
To show that M is linear, let x = x1, . . . , xd be a generic system of parameters of M .
Then type(M) = deg(M) implies that type(M/xM) = deg(M/xM). But this says that
M/xM = M/mM , from which it follows that ν(M) = deg(M). 
2.3 Bounding Numbers of Generators and Hilbert Functions
Here we reproduce, without proof, some results from [10] which serve to motivate the study of
cohomological degrees, and in particular the extremal cohomological degree which is studied
in detail in Section 3. We preserve the assumptions about R and Deg(−) from Section 2.2.
Proposition 2.3.1 ([10, Theorem 3.1]) Let R be Cohen-Macaulay of dimension d, and let I be
an ideal of codimension g > 0. If depth(R/I) = r, then
ν(I) ≤ deg(R) + (g − 1)Deg(R/I) + (d− g − r)(Deg(R/I)− deg(R/I))
= deg(R) + (g − 1)deg(R/I) + (d− r − 1)(Deg(R/I)− deg(R/I)).
Proposition 2.3.2 ([10, Theorem 4.6]) Let I be an m-primary ideal of (R,m). Then
ν(I) ≤ Deg(R)
(
s+ d− 2
d− 1
)
+
(
s+ d− 2
d− 2
)
,
where d = dim (R) ≥ 1 and s is the index of nilpotency of R/I .
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Observe that substituting I = ms into Proposition 2.3.2 yields a bound for the Hilbert
function of R.
Proposition 2.3.3 ([10, Corollary 4.7]) The reduction number of m is bounded as follows.
r(m) ≤ d · Deg(R)− 2d+ 1,
where d = dim (R) ≥ 1.
2.4 Linear Resolution
In this section we preserve the assumptions about R and Deg(−) of Section 2.2. Our goal is to
examine the consequences of the equality ν(M) = Deg(M). Namely, we have:
Theorem 2.4.1 If ν(M) = Deg(M), then gr
m
(M) has a linear resolution.
This theorem was first proved by Yoshida in [45] for the homological degree. Here we
will show that the conclusion follows from only the properties of cohomological degrees. Our
proof follows the original proof of Yoshida, and proceeds by observing that modules which
satisfy the equality ν(M) = Deg(M) have much in common with Buchsbaum modules. In-
deed, Yoshida defines a weakly linear Buchsbaum module1 as one which satisfies the equality
ν(M) = hdeg(M). However, we will use the less unwieldy term Yoshida module. Note that
Theorem 2.4.1 is a generalization of (half of) Proposition 1.8.3.
Proposition 2.4.2 Let Deg(−) be a cohomological degree function and suppose that ν(M) =
Deg(M).
1. M ∼= N ⊕ L, where mL = 0 and ν(N) = Deg(N) and depth(N) > 0.
2. If x is a generic hyperplane then ν(M/xM) = Deg(M/xM).
Proof.
1This should be parsed “(weakly) (linear Buchsbaum) module” and not “(weakly linear) (Buchsbaum) module”,
since such modules are not necessarily Buchsbaum.
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(1): Let L = Γm(M) and N = M/L. Then we have
ν(L) + ν(N) ≤ ℓ(L) + Deg(N) = Deg(M)
= ν(M) ≤ ν(L) + ν(N).
Hence ℓ(L) = ν(L), which is equivalent to mL = 0, and Deg(N) = ν(N). Thus it only
remains to show that the exact sequence
0 −→ L −→M −→ N −→ 0
splits. Tensoring with R/m yields
L −→M −→ N −→ 0.
But L = L, and, by counting dimensions, we have that the map L −→M is an inclusion. The
composition of maps M −→M −→ L gives the desired splitting. △
(2): Squeeze:
ν(M/xM) = ν(M) = Deg(M) ≥ Deg(M/xM) ≥ ν(M/xM).

Lemma 2.4.3 Suppose ν(M) = Deg(M), and let Q = (x1, . . . , xd), where x1, . . . , xd is a
generic system of parameters for M . Then mM = QM .
Proof. The result is clear in dimension 0. Let M = M/QM . By Proposition 2.4.2(2), we have
ν(M) = Deg(M), and so we are done. 
The following lemma, and its proof, is the analogue of [34, Lemma 1.14].
Lemma 2.4.4 Let I be an ideal of R such that ν(M) = Deg(M/IM) and let Q = (x), where
x = x1, . . . , xr is a generic partial system of parameters for M/IM . Then
[IM : m] ∩QkM ⊆ IQk−1M for k ≥ 1.
Proof. Assume the lemma is false and that I is maximal possible such that, for some Q = (x),
where x is a partial system of parameters for M/IM ,
[IM : m] ∩QkM 6⊆ IQk−1M.
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For this I , let k ≥ 1 be minimal with respect to this property. Let V = [IM : m].
Claim: [V : x] = V for generic x ∈ m.
Proof of Claim. Since ν(M/IM) = Deg(M/IM), we have, by Proposition 2.4.2(1),
M/IM ∼= M ′ ⊕ L,
where depth(M ′) > 0 and mL = 0. Say z ∈ [V : x]. So xz ∈ V and xmz ⊆ IM . Let z be
the image of z in M/IM . Then xmz = 0, and hence xz ∈ L. Since x is generic, this implies
z ∈ L, so mz = 0, i.e. z ∈ V . △
Note that the claim implies that [V : xt] = V for generic x and t ≥ 1.
If r = 0 then Q = 0 and the lemma is trivial. So r > 0. Let a ∈ (V ∩QkM) \ IQk−1M.
Write
a =
r∑
i=1
xiui, where ui ∈ (x1, . . . xi)k−1M.
Let
b =
r−1∑
i=1
xiui.
Now, xb+ xxrur = xa ∈ IM , for all x ∈ m, so
b ∈ [(I + (xr))M : m] ∩Q
k−1
1 ,
where Q1 = (x1, . . . , xr−1). Since Deg(M/(IM+xrM) = Deg(M/IM), by the maximality
of I we must have
b ∈ (I + (xr))Q
k−1
1 M.
Thus
a = b+ xrur ∈ (IQ
k−1
1 + xrQ
k−1
1 + xrQ
k−1)M ∩ V
= IQk−1M + (xrQ
k−1M) ∩ V
= IQk−11 M + xr(Q
k−1M ∩ [V : xr])
= IQk−11 M + xr(Q
k−1M ∩ V ).
If k = 1, then
a ∈ IM + xrV = IM
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and if k ≥ 2, then by the minimality of k,
Qk−1M ∩ V ⊆ IQk−2M,
and so
a ∈ IQk−11 M + xrIQ
k−2M = IQk−1M.
In either case we have a contradiction, and so we are done. 
Lemma 2.4.5 Suppose depth(M) > 0 and ν(M) = Deg(M). Let x be a generic hyperplane
section on M and let M = M/xM . Then we have an exact sequence
0 −→ grm(M)
x∗
−→ grm(M) −→ grm(M) −→ 0,
where x∗ is the initial form of x in grm(R).
Proof. Let Q = (x2, . . . , xr), where x, x2, . . . , xr is a generic system of parameters for M . By
Lemma 2.4.4 with I = (x), we have
xM ∩QkM ⊆ [xM : m] ∩QkM ⊆ xQk−1M.
Applying Lemma 2.4.3, we have
xM ∩mkM = xM ∩ (x,Q)kM = (xM ∩QkM) + xQk−1M,
whence
xM ∩mkM = xmk−1M.
It follows that [mk+1M : x] = mkM , so x∗ is regular on gr
m
(M). Furthermore,[
gr
m
(M)
]
k
= m
kM
(xM∩mk)+mk+1M
= m
kM
xmk−1M+mk+1M
=
[ gr
m
(M)
x∗gr
m
(M)
]
k
.
This completes the proof. 
Proof of Theorem 2.4.1. We proceed by induction on the dimension of M . If dimM = 0, the
result is trivial, since then M is a vector space, mM = 0. Let L = H0m(M) and N = M/L.
By Lemma 2.4.2, M ∼= N ⊕L, L has a linear resolution and N satisfies the condition ν(N) =
Deg(N), so we may assume depth(M) > 0.
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Let x be a generic, regular hyperplane on M . Then x∗ is a regular hyperplane on gr
m
(M).
Since (gr
m
M)/(x∗gr
m
M) ∼= grm(M/xM) has a linear resolution by induction, it follows that
grm(M) does as well, by Proposition 1.7.8 
Unfortunately, the converse to Theorem 2.4.1 fails for some cohomological degrees. We
illustrate this with the homological degree. Recall that a Yoshida module is a module which
satisfies ν(M) = hdeg(M).
Lemma 2.4.6 IfM is a finitely generated module of dimension d ≥ 2 andM has no associated
primes of dimension ≤ 1, then
hdeg(mM) = hdeg(M) + (d− 1) · ν(M).
Proof. We may assume (R,m) is the homomorphic image of a Gorenstein ring. Since M has
no associated primes of dimension ≤ 1, we have that M0 = 0 and that M1 is a module of finite
length, by Proposition 1.5.9. Let N = mM . The exact sequence
0 −→ N −→M −→M/N −→ 0
yields
0 −→M1 −→ N1 −→
(
M
mM
)∨
−→ 0.
So
hdeg(M) = deg(M) +
d−1∑
i=2
(
d− 1
i
)
hdeg(Mi) + (d− 1)ℓ(M1)
and
hdeg(N) = deg(N) +
d−1∑
i=2
(
d− 1
i
)
hdeg(Ni) + (d− 1)ℓ(N1)
= deg(M) +
d−1∑
i=2
(
d− 1
i
)
hdeg(Mi) + (d− 1)(ℓ(M1) + ℓ(M/mM)∨)
= hdeg(M) + (d− 1)ν(M).

Proposition 2.4.7 If M is a Yoshida module of dimension d ≥ 2, then mtM is not Yoshida for
some t.
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Proof. Clearly, we may assume that depth(M) > 0. Since M is Yoshida, we have by [45,
Proposition 2.2] that M has no associated primes of dimension ≤ 1. Now, by the above lemma
we have that
hdeg(mM) = hdeg(M) + (d− 1)ν(M) = d · ν(M).
Therefore, if mtM is Yoshida for all t, we have ν(mtM) = ν(M) · dt, which contradicts a
famous theorem [15]. 
2.5 The Homological Degree and Castelnuovo-Mumford regularity
Throughout this section, (R,m) will denote a homogeneous k-algebra, where k is infinite. We
choose a presentation, R = S/I , where S = k[x1, . . . , xn], n = embdim(R), and I is a
homogeneous ideal. We let r = reg(R).
If k is infinite and Deg(−) is a cohomological degree on M(R), then by Proposition 2.2.3
we have r < Deg(R). In this section, we are interested in finding a complement to Proposition
2.2.3: an inequality of the form Deg(R) ≤ f(r), where f is some function of r. In addition to
depending on the cohomological degree Deg(−), f will necessarily incorporate the embedding
dimension, n, since if R = S/(x1, . . . , xn)2 we have reg(R) = 1 but Deg(R) = ℓ(R) = n+1.
Observe that both d = dim (R) and e = deg(R) may be bounded in terms of n and r:
Clearly d ≤ n. By Propositions 1.9.1 and 1.9.8, we have that deg(R) = deg(S/gin(I)) and
reg(R) = reg(S/gin(I)), and for a given n and r there are only finitely many possible generic
initial ideals. Therefore, we may harmlessly incorporate d and e into any bound for Deg(R).
Hence our problem is as follows.
Problem 2.5.1 Given a cohomological degree Deg(−) on M(R), find a function f such that
Deg(R) ≤ f(r, n, d, e),
where r = reg(R), n = embdim(R), d = dim (R) and e = deg(R).
With this in mind, we turn our attention to what is, at this point, our only explicitly defined
(but see Chapter 3) cohomological degree, hdeg(−).
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Conjecture 2.5.2 There is a function f(r, n, d, e) such that
hdeg(R) ≤ f(r, n, d, e).
Conjecture 2.5.2 would follow immediately from the following.
Conjecture 2.5.3 hdeg(R) ≤ hdeg(S/gin(I)).
Theorem 2.5.4 Conjecture 2.5.2 is true for d ≤ 2.
Before proving Theorem 2.5.4, we need to establish some tools. The first is a proposition
taken from [38, Theorem 2.13].
Proposition 2.5.5 Let
0 −→ A −→ B −→ C −→ 0
be an exact sequence of finitely generated modules with ℓ(C) <∞. Then
hdeg(B) ≤ hdeg(A) + ℓ(C).
The following proposition is based upon the idea of a theorem of Herzog-Ku¨hl [19] and
of Huneke-Miller [23]; see also [7, Theorem 4.1.15]. In Appendix A, we will develop some
further applications of Proposition 2.5.6.
Proposition 2.5.6 Let M be a finitely generated graded module over S = k[x1, ..., xn] such
that M [j] has a linear resolution for some j, dimM = d and depth(M) ≥ d− 1. Then
βn−d+1 = µ− e
βn−d = (n− d+ 1)µ− (n− d)e,
where βi is the ith Betti number of M , µ = ν(M) is the minimal number of generators of M ,
and e = deg(M) is the degree of M .
Proof. Without loss of generality, we may assume that M is generated in degree 0. The Hilbert
series of M is given by
HM (t) =
SM(t)
(1− t)n
=
QM(t)
(1− t)d
,
36
where Q(1) = e(M). Thus we have the system of equations
SM (1) = 0
S′M (1) = 0
S′′M (1) = 0
.
.
.
S
(n−d−1)
M (1) = 0
S
(n−d)
M (1) = (−1)
n−d(d− n)!e
On the other hand, from Proposition 1.7.1, we have
SM (t) =
n−d+1∑
i=0
(−1)iβit
i.
Thus the system of equations becomes

1!
1!
2!
2!
3!
3! · · ·
(n−d+1)!
(n−d+1)!
1!
0!
2!
1!
3!
2!
2!
0!
3!
1!
.
.
.
3!
0!
.
.
.
(n−d−1)!
0!
(n−d)!
1!
(n−d+1)!
2!
(n−d)!
0!
(n−d+1)!
1!


−β1
β2
−β3
β4
.
.
.
(−1)n−dβn−d
(−1)(n−d+1)βn−d+1

=

−µ
0
0
0
.
.
.
0
(−1)n−d(n− d)!e

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One easily calculates that this system of equations is equivalent to:
1!
1!
2!
2!
3!
3!
1!
0!
2!
1!
2!
0!
.
.
.
(n−d−1)!
0!
(n−d)!
1!
(n−d)!
0!


−β1
β2
−β3
β4
.
.
.
(−1)(n−d+1)βn−d+1

=

−µ
µ
−2µ
.
.
.
(−1)n−d−2(n− d− 1)!µ
(−1)n−d(n− d)!(e − µ)

The claim follows from the final two rows. 
Proposition 2.5.7 Let S = k[x1, . . . , xn] and φ : Sm −→ Sd such that φ is given by a matrix
of linear forms in S and ℓ(coker φ) <∞. Then
ℓ(coker φ) ≤
(
n+ d− 1
d− 1
)
Proof. We may assume that k is infinite. We let m denote the irrelevant maximal ideal of S.
Let Id(φ) be the ideal generated by the maximal minors of φ. Then ℓ(coker φ) < ∞ is
equivalent to Id(φ) is m-primary. Thus, by [11, Theorem 1] we must have m ≥ n+ d− 1.
If m = n+d−1, then by [8] we have ℓ(coker φ) = ℓ(S/Id(φ)). On the other hand, by [11,
Theorem 1] the Eagon-Northcott complex is a minimal free resolution of Id(φ); in particular,
the
(n+d−1
d
)
maximal minors of φ minimally generate Id(φ). Therefore, Id(φ) = md and
ℓ(coker φ) =
(n+d−1
d−1
)
.
If m ≥ n+ d, it suffices to show that φ can, after a change of basis of Sm, be written in the
form
φ =
 ψ
∣∣∣∣∣∣∣∣∣∣
α1
.
.
.
αd
 ,
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where α1, . . . , αd are linear forms in S and ψ is a d × (m − 1) matrix of linear forms in S
such that Id(ψ) is again m-primary. Indeed, if this is the case, then coker φ is a homomorphic
image of coker ψ which, by induction on m, satisfies ℓ(coker ψ) ≤
(n+d−1
d−1
)
, which completes
the proof.
For any w ∈ kn, write φw for the d × m matrix of scalars obtained by evaluating the
entries of φ at the point w. Let A be the ring of polynomials k[y] = k[y1, . . . , ym], and φ′ the
d×n matrix of linear forms in A whose ith column is given by φei ·y, where e1, . . . , en is the
standard basis for kn. For any generalized column
a =
∑
βi(φei · y) = (φ
∑
βiei) · y
of φ′, we write (a) for the ideal in A generated by the entries of a; in particular, we write (a)〈1〉
for the degree 1 component of this ideal. We have the following equivalences:
Id(φ) is m-primary ⇐⇒ Every φw (w 6= 0) is surjective
⇐⇒ ht (a) = d for every generalized column a of φ′
Thus, recasting the problem in terms of φ′, we must show that there is a hyperplane H such
that for every generalized column a in φ′|H , we have ht (a) = d; in other words, that there is a
linear form h ∈ A〈1〉 such that h 6∈ (a)〈1〉 for every generalized column a of φ′. Each (a)〈1〉 is
a vector space of dimension d in A〈1〉 which has dimension m. Since the vector spaces (a)〈1〉
are parameterized by Pn−1, their union is a variety of dimension n + d − 1 in A〈1〉. Since
m ≥ n+ d, we can find such an h. 
Proof of Theorem 2.5.4. Let L = Γm(R). Then max{ i | L〈i〉 6= 0 } ≤ r. Thus, since L is a
subquotient of S, we may bound ℓ(L) in terms of n and r. Now, if we let R = R/L, then we
have reg(R) ≤ r, deg(R) = e and dim (R) = d. Since hdeg(R) = hdeg(R) + ℓ(L), we may
replace R by R and assume that depth(R) > 0.
If d ≤ 1, we are done, so we assume d = 2. Now we show that the claim is true if R is
unmixed; that is, if every associated prime of R has dimension 2.
Let M = R≥r and let K = R/M . We have hdeg(R) ≤ hdeg(M) + ℓ(K) by Proposition
2.5.5, and, since K is a subquotient of S such that K〈i〉 = 0 for i ≥ r, we can bound ℓ(K) in
terms of n and r. Thus is suffices to bound hdeg(M).
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Now, Ass(M) ⊆ Ass(R), so M is also unmixed. Hence ℓ(M1) <∞ and
hdeg(M) = deg(M) + hdeg(M1) = e+ ℓ(M1).
It remains to bound ℓ(M1).
M has a linear resolution,
0 −→ Sµ−e
φ
−→ S(n−d+1)µ−(n−d)e −→ · · · −→ Sµ −→M −→ 0,
where µ = ν(M) and φ is a matrix of linear forms. Hence M1 has a presentation
S(n−d+1)µ−(n−d)e
φt
−→ Sµ−e −→M1 −→ 0.
Since ℓ(M1) <∞, by Proposition 2.5.7 we have
ℓ(M1) ≤
(
n+ µ− e− 1
µ− e− 1
)
.
But µ = ν(M) = H(R; r) can also be bounded in terms of n and r, so we are done in the case
where R is unmixed.
Now suppose R is not unmixed. Say R = S/I and I = I1 ∩ I2, where I1 and I2 are the
intersections of the primary components of I of dimensions 1 and 2, respectively. We have an
exact sequence
0 −→ I2/I −→ R −→ S/I2 −→ 0. (2.3)
Since I2/I ∼= (I1 + I2)/I1, it has dimension 1, and, since it is embedded in R, it must be
Cohen-Macaulay. From (2.3), we obtain the exact sequence
0 −→ (S/I2)1 −→ R1 −→ (I2/I)1 −→ 0,
and since ℓ(S/I2)1 <∞ and I2/I is Cohen-Macaulay, we have
hdeg(R) = deg(R) + hdeg(R1)
= deg(S/I2) + ℓ((S/I2)1) + hdeg((I2/I)1)
= hdeg(S/I2) + deg(I2/I).
Since every module in (2.3) has positive depth, we may choose a linear form h, which is
regular on all three modules. Thus we have an inclusion
0 −→ I2/(hI2 + I) −→ R/hR.
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So deg(I2/I) = ℓ(I2/(hI2 + I)) can be bounded in terms of n and reg(R/hR) = r. Now it
only remains to bound hdeg(S/I2). It is unmixed, so it is bounded in terms of n and reg(S/I2),
but reg(S/I2) ≤ r. Indeed, by Proposition 1.7.7, we have
reg(S/I2) ≤ max{ r, reg(I2/I)− 1 }.
But I2/I is a Cohen-Macaulay submodule of R, so reg(I2/I) ≤ reg(R), and we are done. 
By following the above proof carefully, one may extract an explicit bound for hdeg(R). The
present author has in fact done so, but to record it here would violate standards of mathematical
aesthetics. (The sensitive reader may feel that such standards have already been violated.) In
light of the proof of Theorem 2.5.4, it seems that Conjecture 2.5.2 may be rather difficult, unless
one can prove Conjecture 2.5.3.
By now, we have compiled a list of grievances against what is at this point our only friend,
the only cohomological degree which we know how to compute, hdeg(−). The converse to
Theorem 2.4.1 does not hold for hdeg(−), and it is difficult to relate hdeg(−) to Castelnuovo-
Mumford regularity. The homological degree tends to give numbers which are too large, due to
the deadly combination of the recursive nature of the definition with the binomial coefficients
contained therein. This is reflected in the fact that the inequality
hdeg(M/xM) ≤ hdeg(M)
for generic x is frequently strict, even when x is regular on M .
It turns out that the extremal cohomological degree, bdeg(−), about which we have so far
said little, is free of these difficulties. This is the subject of the next chapter.
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Chapter 3
The Extremal Cohomological Degree, bdeg
3.1 Axiomatic Characterization of bdeg
In this section, (R,m) will be a local Noetherian ring with infinite residue field k, or a homoge-
neous algebra over an infinite field, k, with irrelevant maximal ideal m. We recall the definition
in the previous chapter of the extremal cohomological degree.
Definition 3.1.1 Let U(−) be a notion of genericity for M(R). Then for all M in M(R),
bdegU (M) = min{Deg(M) | Deg(−) is a cohomological degree relative to U(−) }.
The main theorem of this section is the following.
Theorem 3.1.2 There exists a notion of genericity U(−) such that for all M in M(R) with
depth(M) > 0,
bdegU (M) = bdegU (M/xM)
for x ∈ U(M).
An easy induction argument shows that if U(−) and V (−) are two notions of generic-
ity for which the conclusion to Theorem 3.1.2 holds, then we have bdegU (−) = bdegV (−).
Therefore, once we have proved Theorem 3.1.2, we will have established the existence of a co-
homological degree – written simply bdeg(−), without any reference to a notion of genericity
– which satisfies the following axiomatic description.
Definition 3.1.3 bdeg(−) is the unique numerical function
bdeg(−) : {isomorphism classes of M(R) } −→ N
satisfying the following conditions.
42
1. bdeg(M) = deg(M) if M is Cohen-Macaulay.
2. If L = Γm(M), then bdeg(M) = bdeg(M/L) + ℓ(L).
3. If depth(M) > 0 and x is a generic hyperplane on M , then bdeg(M) = bdeg(M/xM).
We remark that the above definition is redundant. In place of condition 1., one only need
require
1’. bdeg(0) = 0.
Then, if dimM = 0, from the second condition we obtain
bdeg(M) = bdeg(0) + ℓ(M) = ℓ(M).
Applying the third condition, we recover
bdeg(M) = deg(M)
if M is Cohen-Macaulay.
In order to prove Theorem 3.1.2, we first establish a series of lemmas. The first shows that,
by passing to the completion if necessary, we may assume that R is the homomorphic image of
a Gorenstein ring.
Lemma 3.1.4 Let (R,m) denote a Noetherian local ring and let (Rˆ,mRˆ) denote the m-adic
completion of R. If M is an R-module, write Mˆ for M ⊗R Rˆ. Suppose U(−) is a notion of
genericity on M(Rˆ) with respect to which there exists at least one cohomological degree. Let
U(M) denote the image of U(M) in mRˆ/(mRˆ)2 ∼= m/m2. For M inM(R), we define U(M)
by
U(M) = {x | x ∈ U(Mˆ) }.
Then U(−) is a notion of genericity on M(R), and, for all M in M(R),
bdegU (M) = bdegU (Mˆ).
Proof. That U(−) is a notion of genericity on M(R) is clear. To prove that bdegU (M) =
bdegU (Mˆ ), we observe that (M/xM )ˆ ∼= Mˆ/xMˆ , Γm(M) ∼= Γm(Mˆ), and (M/Γm(M))ˆ ∼=
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Mˆ/Γm(Mˆ ), and apply induction on the dimenstion of M to the characterization of bdegU (−)
given in Equation (2.2). 
For the remainder of this section, we assume that R is the homomorphic image of a Goren-
stein ring. The next lemma is adapted from the appendix of Watanabe [40].
Lemma 3.1.5 Let M be an R-module of finite length. Then the function
x 7→ ℓ(M/xM)
achieves its minimum generically among hyperplanes.
Corollary 3.1.6 Let M be a one dimensional finitely generated R-module. Then the function
x 7→ ℓ(M/xM)
achieves its minimum generically among hyperplanes x such that ℓ([0 : x]M ) <∞.
Proof. Let L = Γm(M) and let x be a regular hyperplane on M/L. Then the short exact
sequence
0 −→ L −→M −→M/L −→ 0
induces
0 −→ L/xL −→M/xM −→M/(xM + L) −→ 0.
Hence ℓ(M/xM) = ℓ(M/(xM +L))+ℓ(L/xL). We have ℓ(M/(xM+L)) ≥ deg(M), with
equality generically (when x is a degree system for M ). Since ℓ(L/xL) achieves its minimum
generically, ℓ(M/xM) must also achieve its minimum generically. 
Lemma 3.1.7 Suppose depth(M) > 0. Then for x, y ∈ R, regular on M , we have
ℓ
(
Γm(M/xM)
yΓm(M/xM)
)
= ℓ
(
Γm(M/yM)
xΓm(M/yM)
)
.
Proof. R is the homomorphic image of a Gorenstein ring, S. Let M1 = Extn−1S (M,S), where
n = dim (S). We will show that
ℓ
(
Γm(M/xM)
yΓm(M/xM)
)
= ℓ
(
M1
(x, y)M1
)
,
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which will suffice, since the roles of x and y may be inverted. First, note that
ℓ
(
Γm(M/xM)
yΓm(M/xM)
)
= ℓ(0 :Γm(M/xM) y)
= ℓ
(
ExtnS(M/xM,S)
yExtnS(M/xM,S)
)
.
Since ExtnS(M/xM,S) ∼= M1/xM1, we are done. 
Lemma 3.1.8 Let U(−) be a notion of genericity, x ∈ U(M) and let L = Γm(M). Then
bdegU (M) ≥ bdegU (M/xM)− ℓ(L/xL) + ℓ(L).
Equality holds if and only if
bdegU (M) = bdegU (M/xM),
where M = M/L.
Proof.
bdegU (M/xM) = ℓ(L/xL) + bdegU (M/xM )
≤ ℓ(L/xL) + bdegU (M)
= ℓ(L/xL) + bdegU (M)− ℓ(L).

Lemma 3.1.9 Given an exact sequence of modules
0 −→ A −→ B −→ C −→ 0,
such that ℓ(C) <∞ and a sequence x of elements in m, then x is a degree system for A if and
only if it is a degree system for B.
Proof. This is trivial if dim (A) = dim (B) = 0, so assume that A and B have positive
dimension. Thus if x is a multiplicity system on A or on B then it is a multiplicity system on
both A and B, and we have e(x;A) = e(x;B). Since the property of being a degree system is
a generic condition, there exists a sequence which is a degree system for both A and B. Thus
deg(A) = deg(B), so x is a degree system for A if and only if it is a degree system for B. 
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Definition 3.1.10 If dim (M) = 0, we let E(M) = ∅, and if dim (M) = d > 0, we define
E(M) inductively as follows.
E(M) =
(
d−1⋃
i=1
E(Mi)
)
∪ {M}.
Definition 3.1.11 If M is a module of dimension at most 1, then we define the Rees number of
M to be the integer
rees(M) = min{ ℓ(M/xM) | x ∈ m }.
By Lemma 3.1.5 and Corollary 3.1.6, the Rees number is attained by a generic element.
Definition 3.1.12 We say that a sequence x = x1, . . . , xt in m is a t-Rees sequence for M if
ℓ([0 : xi+1]M/(x1,...,xi)M ) <∞
for i = 0, . . . , t− 1 and, for all such sequences y, we have
rees((M/xM)1) ≤ rees((M/yM)1).
Lemma 3.1.13 If x and y are regular on M , then [0 : x]M/yM ∼= [0 : y]M/xM .
Proof. We have an exact sequence
0 −→ yM/xyM −→M/xyM −→M/yM −→ 0.
Tensoring with R/xR, we obtain
0→ yM/xyM
∼
→ yM/xyM → [0 : x]M/yM → yM/xyM →M/xM →M/(x, y)M → 0.
But there is an isomorphism M/xM ∼−→ yM/xyM , and the kernel of the composition
M/xM −→ yM/xyM −→M/xM
is [0 : y]M/xM . 
Lemma 3.1.14 If x is a t-Rees sequence forM , then any permutation of x is a t-Rees sequence
for M .
Proof. This follows from Lemma 3.1.13.
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Lemma 3.1.15 Suppose dim (M) ≥ 1. Let x, y ∈ m be such that [0 : x]M , [0 : y]M , and
[0 : y]M/xM each have finite length. Then
ℓ
(
(M/xM)1
y(M/xM)1
)
= ℓ
(
(M/yM)1
x(M/yM)1
)
.
Proof. We may assume that M has positive depth, in which case x and y are regular on M .
The map
(M/xM)
y
−→ (M/xM)
may be decomposed as
M/xM
∼
→ yM/xyM → (x, y)M/xM →֒M/xM. (3.1)
From (3.1), we derive exact sequences
0 −→ [0 : y]M/xM −→ yM/xyM −→ (x, y)M/xM −→ 0, and (3.2)
0 −→ (x, y)M/xM −→M/xM −→M/(x, y)M −→ 0. (3.3)
The sequence (3.2) yields
((x, y)M/xM)1
∼
−→ (yM/xyM)1, and (3.4)
0 −→ ((x, y)M/xM)0 −→ (yM/xyM)0 −→ ([0 : y]M/xM )
∨ −→ 0. (3.5)
From (3.3) we obtain
(M/xM)1 → ((x, y)M/xM)1 → (M/(x, y)M)0 → (M/xM)0 → ((x, y)M/xM)0 → 0.
(3.6)
Splicing (3.4) and (3.5) into (3.6), and bearing in mind (3.1), we have
(M/xM)1
y
−→ (M/xM)1 −→ (M/(x, y)M)0 −→
−→ (M/xM)0
y
−→ (M/xM)0 −→ ([0 : y]M/xM )
∨ −→ 0.
Thus
ℓ
(
(M/xM)1
y(M/xM)1
)
= ℓ((M/(x, y)M)0)− ℓ([0 : y]M/xM ).
Since [0 : y]M/xM ∼= [0 : x]M/yM by Lemma 3.1.13, we may reverse the roles of x and y,
whence
ℓ
(
(M/xM)1
y(M/xM)1
)
= ℓ
(
(M/yM)1
x(M/yM)1
)
.

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Lemma 3.1.16 Given a finitely generated module M , any t sufficiently generic linear combi-
nations of the generators of m form a t-Rees sequence for M .
Proof. Let x = x1, . . . , xt be a t-Rees sequence for M . For a generic z1, we have that [0 : z1]M
and [0 : z1]M/(x2,...,xt)M have finite length and
rees((M/xM)1) = ℓ
(
(M/xM)1
z1(M/xM)1
)
.
Thus, by Lemma 3.1.15, we have that z1, x2, . . . , xt is a t-Rees sequence. Continuing in the
fashion, we may replace x2 by a generic z2, and so on. 
Definition 3.1.17 An element x of m is called a Rees element for M if x is part of a t-Rees
sequence for all t ≤ dim (M)− 1.
Definition 3.1.18 Let M be a finitely generated module. Let
U(M) =
x
∣∣∣∣∣∣ for each N ∈ E(M), ℓ([0 : x]N ) <∞and x is part of a degree system for N
 ,
and
V (M) = U(M) ∩ {x | x is a Rees element for M and ℓ(M1/xM1) = rees(M1) }.
Observe that U(−) and V (−) are notions of genericity.
Lemma 3.1.19 If x ∈ V (M) and y ∈ V (M)∩
(⋂
N∈E(M) V (N/xN)
)
, then x ∈ V (M/yM).
Proof. We begin by showing that if x ∈ U(M) and y ∈ U(M)∩
(⋂
N∈E(M) U(N/xN)
)
then
x ∈ U(M/yM). We proceed by induction on dim (M). Observe that we may assume that
depth(M) > 0.
Let N ∈ E(M/yM). We wish to show that [0 : x]N has finite length and that x is part of a
degree system on N .
• Case 1: N = M/yM . Since y ∈ U(M/xM), we have that [0 : y]M/xM has finite length
and that y is part of a degree system for M/xM . It follows that [0 : x]M/yM has finite
length and that x is part of a degree system for M/yM .
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• Case 2: N = (M/yM)i, where i < dim (M/yM) = dim (M)− 1. The exact sequence
0 −→M
y
−→M −→M/yM −→ 0
yields the exact sequence
0 −→Mi+1/yMi+1 −→ (M/yM)i −→ [0 : y]Mi −→ 0. (3.7)
Since dim (Mi+1) < dim (M), we have, by induction, that x ∈ U(Mi+1/yMi+1). Since
[0 : y]Mi and [0 : x]Mi+1/yMi+1 have finite length, [0 : x](M/yM)i has finite length as
well. Furthermore, since x is part of a degree system for Mi+1/yMi+1, it follows that x
is part of a degree system for (M/yM)i, by Lemma 3.1.9.
• Case 3: N ∈ E((M/yM)i), N 6= (M/yM)i, where i < dim (M/yM) = dim (M)− 1.
From (3.7), we have
(Mi+1/yMi+1)j ∼= ((M/yM)i)j
if j ≥ 2. Therefore, either N = ((M/yM)j)1 or N is isomorphic to a module in
E(Mi+1/yMi+1). Since x ∈ U(Mi+1) and
y ∈ U(Mi+1) ∩
 ⋂
N∈E(Mi+1)
U(N/xN)
 ,
we have x ∈ U(Mi+1/yMi+1), so we are done in the former case.
If N = ((M/yM)i)1, then we have, from (3.7),
0 −→ N −→ (Mi+1/yMi+1)1 −→ ([0 : y]Mi)
∨.
Since x ∈ U((Mi+1/yMi+1)1), it follows that x ∈ U(N) by Lemma 3.1.9.
Now suppose x, y ∈ V (M) and y ∈ V (N/xN) for each N ∈ E(M). By the above
reasoning, we have that x ∈ U(M/yM). It remains to show that x is a Rees element for
M/yM and that
ℓ
(
(M/yM)1
x(M/yM)1
)
= rees((M/yM)1).
Since x ∈ V (M) and y ∈ V (M/xM), we have that x is a Rees element for M and that y is
a Rees element for M/xM . Thus x, y can be extended to a t-Rees sequence for M , for every
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t ≤ dim (M)− 1. Since any permutation of t-Rees sequence is again a t-Rees sequence, x is a
Rees element for M/yM .
Finally, since x and y are Rees elements for M , we have
rees((M/xM)1) = rees((M/yM)1),
and, by Lemma 3.1.15, we have
ℓ
(
(M/yM)1
x(M/yM)1
)
= ℓ
(
(M/xM)1
y(M/xM)1
)
.
Since y ∈ V (M/xM), we have
ℓ
(
(M/xM)1
y(M/xM)1
)
= rees((M/xM)1),
and this forces
ℓ
(
(M/yM)1
x(M/yM)1
)
= rees((M/yM)1).

Proof of Theorem 3.1.2. Observe that U(−) is the notion of genericity with respect to which
hdeg(−) is a cohomological degree (Proposition 2.1.4). Since V (−) is a refinement of U(−),
bdeg(−) is well defined. We will show that if depth(M) > 0 then
bdegV (M) = bdegV (M/xM)
for all x ∈ V (M). We proceed by induction on dim (M). Let x1 and x2 lie in V (M). It
suffices to show that bdegV (M/x1M) = bdegV (M/x2M). Let
y ∈ V (M) ∩
 ⋂
N∈E(M)
V (N/x1N) ∩ V (M/x2M)
 .
By Lemma 3.1.19, we have x1, x2 ∈ V (M/yM). Thus, by induction and Lemma 3.1.8,
bdegV (M/x1M) = bdegV (M/(x1, y)M)− ℓ
(
Γm(M/x1M)
yΓm(M/x1M)
)
+ ℓ(Γm(M/x1M)).
Now,
(Γm(M/x1M))
∨ ∼= (M/x1M)0 ∼= M1/x1M1,
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so ℓ(Γm(M/x1M)) = rees(M1) and, similarly, ℓ(Γm(M/yM)) = rees(M1). Thus, by
Lemma 3.1.7,
bdegV (M/x1M) = bdegV (M/(x1, y)M)− ℓ
(
Γm(M/yM)
x1Γm(M/yM)
)
+ ℓ(Γm(M/yM))
= bdegV (M/yM).
Similarly, bdegV (M/x2M) = bdegV (M/yM), so we are done. 
We remark that the above proof is not constructive, in the sense that it is not clear how
one could determine, using a program such as MACAULAY, if a given hyperplane section is
generic for a given module. Nonetheless, a “random” hyperplane will, with probability one, be
generic. Therefore, with the help of a random number generator, one has an algorithm for the
computation of bdeg(−). Though the theoretical status of this algorithm may be dubious, from
a practical standpoint it is quite satisfactory: the script that the present author has written for
MACAULAY works, and works quickly (much more quickly than the script for hdeg(−), for
example).
3.2 Basic Properties
We preserve the assumptions on (R,m) of the previous section.
Lemma 3.1.8 can be recast in terms of bdeg(−). We record the reformulation for reference.
Proposition 3.2.1 Let M be in M(R) and let L = Γm(M). Then for a generic hyperplane x,
bdeg(M) = bdeg(M/xM)− ℓ(L/xL) + ℓ(L).
Proposition 3.2.2 Given an exact sequence
0 −→ A −→ B −→ C −→ 0,
where ℓ(C) <∞, we have
bdeg(B) ≤ bdeg(A) + ℓ(Γm(B))− ℓ(Γm(A)).
In particular, we have bdeg(B) ≤ bdeg(A)+ℓ(C), and, if depth(B) > 0, bdeg(B) ≤ bdeg(A).
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Proof. We induct on the dimension of B. If dimB = 0, the statement is trivial, so assume
dimB > 0. First, we treat the case in which depth(B) > 0. Choose x to be generic on A and
B. Since x is regular on B, we obtain the exact sequence
0 ✲ [0 : x]C ✲ A/xA ✲ B/xB ✲ C/xC ✲ 0
❅❘  ✒
K
 ✒ ❅❘
0 0
where K is the kernel of the map B/xB −→ C/xC . Now, x is generic on B, so bdeg(B) =
bdeg(B/xB), and, by induction, we have
bdeg(B/xB) ≤ bdeg(K) + ℓ(Γm(B/xB))− ℓ(Γm(K))
= bdeg(A/xA) − ℓ(0 :C x) + ℓ(Γm(B/xB))− ℓ(Γm(K))
= bdeg(A)− ℓ(C/xC) + ℓ(Γm(B/xB))− ℓ(Γm(K))
≤ bdeg(A).
The last inequality is from the exact sequence
0 −→ Γm(K) −→ Γm(B/xB) −→ C/xC
which is induced by
0 −→ K −→ B/xB −→ C/xC −→ 0.
This completes the proof in the case where depth(B) > 0. If depth(B) = 0, let B = B/Γm(B)
and A = A/Γm(A). Since A →֒ B we have bdeg(A) ≤ bdeg(B), from which the proposition
follows. 
Proposition 3.2.3 Let M in M(R) have dimension d. Then
bdeg(M) ≤ deg(M) +
d−1∑
i=0
(
d− 1
i
)
ℓ(H im(M)).
Equality holds if M is Buchsbaum1.
1Originally, this read, ”...if mHi
m
(M) = 0 for i = 0, . . . , d− 1; that is, if M is ’quasi-Buchsbaum.’” The proof
incorrectly assumed that the property of being quasi-Buchsbaum was preserved under generic hyperplane sections.
This error was pointed out in U. NAGEL AND T. RO¨MER, Extended degree functions and monomial modules,
Trans. Amer. Math. Soc. 358 (2006), 3571-3589.
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Proof. Clearly, we may assume depth(M) > 0. Let x be generic on M . We have the exact
sequence
0 −→M
x
−→M −→M/xM −→ 0.
The long exact sequence in cohomology breaks up into short exact sequences
0 −→
H im(M)
xH im(M)
−→ H im(M/xM) −→ ([0 : x]Hi+1
m
(M)) −→ 0. (3.8)
Thus ℓ(H im(M/xM)) ≤ ℓ(H im(M))+ℓ(H i+1m (M)), so the claim follows from Pascal’s triangle
and induction on the dimension of M .
If M is Buchsbaum, then so is M/xM . Since xH im(M) = 0 for 0 ≤ i ≤ d − 1, (3.8)
becomes
0 −→ H im(M) −→ H
i
m(M/xM) −→ H
i+1
m (M) −→ 0,
and we finish as before. 
Exercise 3.2.4 Let A be a finitely generated graded R-algebra,
A = R⊕A〈1〉 ⊕A〈2〉 ⊕ · · · ,
such that A〈0〉 = R and A is generated in degree 1 as an R-algebra. Let M be a finitely
generated graded A-module,
M =
⊕
i∈Z
M〈i〉.
Show that the function
n 7→ bdeg(M〈n〉)
agrees with a polynomial for n≫ 0.
Hint. This may be proven as in [9, Proposition 3.3.4].
3.3 Linear Resolution
In this section, we preserve the assumptions and notation of Section 3.1. Recall that in Section
2.4 we showed that if Deg(−) is any cohomological degree on M(R), then
ν(M) = Deg(M) =⇒ gr
m
(M) has linear resolution.
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Furthermore, we saw, using the example of Deg(−) = hdeg(−), that the converse does not
hold. In this section, we prove that the converse does hold for bdeg(−); that is, we have:
Theorem 3.3.1 The following are equivalent.
• gr
m
(M) has linear resolution.
• ν(M) = bdeg(M).
• ν(M) = bdeg(gr
m
(M)).
We begin by establishing some tools for dealing with associated graded modules.
Lemma 3.3.2 Suppose x is superficial on M . Then we have an exact sequence
0 −→ K −→
gr
m
(M)
x∗gr
m
(M)
−→ grm
(
M
xM
)
−→ 0
where ℓ(K) <∞.
Proof. [
gr
m
(M)
x∗gr
m
(M)
]
i
∼=
m
iM
xmi−1M +mi+1M
,
and [
gr
m
(
M
xM
)]
i
∼=
m
iM
xM ∩miM +mi+1M
.
Since xmi−1M ⊆ xM ∩miM , there is a natural surjection
gr
m
(M)
x∗grm(M)
→ gr
m
(
M
xM
)
.
The kernel is
K =
⊕
i≥0
xM ∩miM +mi+1M
xmi−1M +mi+1M
,
and since by Lemma 1.10.2, xM ∩miM = xmi−1M for i≫ 0, ℓ(K) <∞. 
Corollary 3.3.3 If x is superficial on M , then
Deg
(
gr
m
(
M
xM
))
≤ Deg
(
grm(M)
x∗gr
m
(M)
)
for any cohomological degree Deg(−).
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Proof. This follows from Proposition 2.2.1(2). 
Theorem 3.3.4 bdeg(M) ≤ bdeg(gr
m
(M)).
Proof. We argue by induction on dimM . Suppose depth(M) > 0. Choose x generic on M
such that x∗ is generic on gr
m
(M). In particular, we choose x to be superficial on M . Then
bdeg(M) = bdeg(M/xM)
≤ bdeg(gr
m
(M/xM))
≤ bdeg(gr
m
(M)/x∗gr
m
(M))
≤ bdeg(gr
m
(M)).
So assume depth(M) = 0. Let L = Γm(M) and let
L′ =
⊕
i≥0
L ∩miM
L ∩mi+1M
.
Note that ℓ(L) = ℓ(L′) and that gr
m
(M/L) ∼= grm(M)/L′. So
bdeg(M) = bdeg(M/L) + ℓ(L)
≤ bdeg(gr
m
(M/L)) + ℓ(L)
= bdeg(gr
m
(M)/L′) + ℓ(L′) = bdeg(gr
m
(M)).

Proof of Theorem 3.3.1. We have
ν(M) = bdeg(gr
m
(M)) =⇒ ν(M) = bdeg(M)
=⇒ gr
m
(M) has linear resolution
by Theorems 2.4.1 and 3.3.4. Hence, replacing M by grm(M) and R by grm(R), we may
assume M ∼= grm(M) and need only show
M has linear resolution =⇒ ν(M) = bdeg(M).
We argue by induction on dimM . The case dimM = 0 is trivial, since such a module
has linear resolution if and only if it is a vector space concentrated in degree 0. So suppose
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dimM > 0. Since M has linear resolution, M ∼= L ⊕ N , where mL = 0 and N is a module
with linear resolution and positive depth. Let x be generic on N . Then N/xN has linear
resolution also, so, by induction
bdeg(M) = ℓ(L) + bdeg(N) = ν(L) + bdeg(N/xN)
= ν(L) + ν(N/xN)
= ν(M).

Corollary 3.3.5 Let M be a finitely generated graded module over S = k[x1, . . . , xn]. If M
has positive depth and reg(M) = r, then
bdeg(M) ≤ H(M ; r).
Proof. Let N = M≥r. By Lemma 3.2.2, bdeg(M) ≤ bdeg(N). But N has a linear resolution,
so bdeg(N) = ν(N) = H(M ; r). 
This corollary gives an indication of the connection between bdeg(−) and Castelnuovo-
Mumford regularity. We shall have more to say about this in the next section.
3.4 Castelnuovo-Mumford Regularity
In this section, we assume that R is a homogeneous k-algebra with presentation R = S/I ,
where S = k[x1, . . . , xn] and I is a homogeneous ideal. We further assume that the character-
istic of the field k is zero. Under these assumptions, we will solve Problem 2.5.1 in its entirety
for Deg(−) = bdeg(−).
Recall the rth Macaulay representation of an integer e:
e =
(
k(r)
r
)
+ · · ·+
(
k(t)
t
)
,
where k(r) > · · · > k(t) ≥ t. Then we let
e(r,d) =
(
k(r) + d
r
)
+ · · ·+
(
k(t) + d
t
)
.
Our main theorem is the following.
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Theorem 3.4.1 If embdim(R) = n, deg(R) = e, reg(R) = r, dimR = d, and depth(R) = g,
then
bdeg(R) ≤ e+
(
n− g + r
r
)
− e(r,d−g).
The method of proof is, briefly, as follows. First, we show that bdeg(R) is unchanged when
we pass to the generic initial ideal. Generic initial ideals are Borel-fixed, so our next step is
to give a combinatorial description of bdeg(R) when I is Borel-fixed. Finally, we exhibit the
Borel-fixed ideal which maximizes bdeg(R) and calculate. We remark that Theorem 3.4.1 is
sharp, since we will give an ideal for which the bound is obtained.
Theorem 3.4.2 bdeg(R) = bdeg(gin(R)).
Proof. We induct on the dimension of R = S/I , the 0-dimensional case being trivial. First,
suppose depth(S/I) > 0 and let x be a generic hyperplane. Recall from Section 1.9 that Sx
denotes S/(x) and Ix denotes (I + (x))/(x) ⊆ Sx. Then
bdeg(S/I) = bdeg(S/I + (x)) = bdeg(Sx/gin(Ix))
= bdeg(S/gin(I) + (xn)) = bdeg(S/gin(I)),
by induction and Propositions 1.9.6(2) and 1.9.7.
Now, if depth(S/I) = 0, we have
bdeg(S/I) = bdeg(S/Isat) + ℓ(Isat/I)
= bdeg(S/gin(Isat)) + ℓ(gin(Isat)/gin(I))
= bdeg(S/gin(I)sat) + ℓ(gin(I)sat/gin(I))
= bdeg(S/gin(I)).

Definition 3.4.3 Let I be a Borel-fixed monomial ideal. For a monomial m, let
range(m) = max{t : xt divides m}.
A monomial m is standard with respect to I if m 6∈ I but m ∈ [I : (x1, . . . , xt)∞] = [I : x∞t ],
where t = range(m); that is, if (
t∏
i=1
xαii
)
·m ∈ I,
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for α1 . . . , αt ≫ 0.
Proposition 3.4.4 If I is Borel-fixed, bdeg(S/I) is equal to the number of monomials standard
with respect to I .
Proof. We proceed by induction on the dimension of S/I . If dimS/I = 0, then bdeg(S/I) =
ℓ(S/I) is equal to the number of monomials not in I . It is easy to see that, in this case, every
such monomial is standard. So assume dimS/I > 0. Then we have
bdeg(S/I) = bdeg(S/Isat) + ℓ(Isat/I),
with Isat = (I : x∞n ). So
ℓ(Isat/I) = |{ monomials m 6∈ I, but m ∈ (I : x∞n ) }|,
and, by induction,
bdeg(S/Isat) = bdeg(S/Isat + (xn))
= bdeg
(
k[x1, . . . , xn−1]
(I : x∞n ) ∩ k[x1, . . . , xn−1]
)
= |{m ∈ (I : x∞t ), where t = range(m) < n, but m 6∈ (I : x∞n )}|.
Clearly, these two sets are disjoint, and their union is the set of all monomials standard with
respect to I . 
Note that if m is standard and t = max{ i | m ∈ (I : x∞i ) }, then (m, {xt+1, . . . , xn})
agrees with what Sturmfels, Trung and Vogel [35] call a standard pair. It follows that if I is
Borel-fixed, adeg(S/I) = bdeg(S/I), where adeg(−) is the arithmetic degree function. See
[35, Lemma 3.3].
In what follows, we write Mon{xi1, . . . , xij} for the set of all monomials in the variables
xi1, . . . , xij and Monk{xi1, . . . , xij} for the set of all monomials in Mon{xi1, . . . , xij} of
degree k. Let ≻lex denote the lexicographic order on monomials in S: m1 ≻lex m2 if
degxim1 = degxim2 for i < k but degxkm1 > degxkm2 for some 1 ≤ k ≤ n. Note that
we do not sort by total degree here, as we did for the reverse lexicographic order. A set of the
form M(m) = {m′ ∈ Monk{x1, . . . , xc} | m′ ≺lex m }, where m ∈ Monk{x1 . . . , xc}, is
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called a lex-segment in Monk{x1, . . . , xc}. We say that M ⊆ Monk{x1, . . . , xc} satisfies the
shift axiom if
m ∈M, xi divides m, and i < j ≤ c =⇒
(
xj
xi
)
m ∈M.
Lemma 3.4.5 Out of all subsets M of Monk{x1, . . . , xc} of size ε which satisfy the shift axiom,
the one which is a lex-segment minimizes the function
range(M) =
∑
m∈M
range(m).
Proof. Let t = min{ range(m) | m ∈M }. Then all monomials m of degree k with support in
{xt+1, . . . , xc} lie in M . Thus, to minimize range(M), it suffices to minimize t. A lex-segment
accomplishes this. 
Definition 3.4.6 Say M ⊆ Mon{x1, . . . , xc} is (r, e)-compact if
1. |M | = e,
2. deg(m) ≤ r for all m ∈M ,
3. If m ∈M and m′ divides m, then m′ ∈M , and
4. (The shift axiom) If m ∈M, xi divides m, and i < j ≤ c, then (xj/xi)m ∈M .
LetM(r,e) ⊆ Mon{x1, . . . , xc} consist of the e lexicographically least monomials of degree
≤ r. Observe that M(r,e) is (r, e)-compact.
Lemma 3.4.7 Let ω : N → Z be such that if a < b, then ω(a) < ω(b). For all M ⊆
Mon{x1, . . . , xc}, let
ω(M) =
∑
m∈M
ω(deg(m)).
If M ⊆ Mon{x1, . . . , xc} is (r, e)-compact, then ω(M) ≤ ω(M(r,e)).
Proof. For M ⊆ Monk{x1, . . . , xc}, write
σ(M) = {m ∈ Monk+1{x1, . . . , xc} | m/xi ∈M if xi divides m },
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and for m ∈ Monk{x1, . . . , xc}, let
σ(m) = {xim | i ≥ range(m) }
= {m′ ∈ Monk+1{x1 . . . , xc} | m′ ∈ σ(M)⇔ m ∈M for all
M ⊆ Monk{x1, . . . , xc} satisfying the shift axiom }
Note that if M satisfies the shift axiom, σ(M) can be expressed as the disjoint union σ(M) =∐
m∈M σ(m).
Now, it follows from Lemma 3.4.5 that if M,M ′ ⊆ Monk{x1, . . . , xc}, both satisfying the
shift axiom and both of size ε, and M is a lex-segment, then |σ(M)| ≥ |σ(M ′)|, since for all
M satisfying the shift axiom we have
|σ(M)| =
∑
m∈M
|σ(m)| =
∑
m∈M
(c− range(m) + 1) = (c+ 1)|M | − range(M).
Now, say M ⊆ Mon{x1, . . . , xc} is (r, e)-compact. Let Mk = M ∩ Monk{x1, . . . , xc},
and let M ′k ⊆ Monk{x1, . . . , xc} be the lex-segment of size |Mk|.
Claim. M ′ := ∪r0M ′k is (r, e)-compact.
Proof of Claim. It is clear that |M ′| = e and that M ′ satisfies the shift axiom. To show that
if m ∈ M and xi divides m then m/xi ∈ M , it suffices to show that |M ′k+1| ≤ |σ(M ′k)|. But
|M ′k+1| = |Mk+1| ≤ |σ(Mk)| ≤ |σ(M
′
k)|. △
Since ω(M) = ω(M ′), we may assume that Mk is a lex-segment for each k. Let m1 be
the lexicographically least monomial m such that m 6∈ M and deg(m) ≤ r, and let m2 be the
lexicographically greatest monomial m such that m ∈M . Then we have deg(m2) < deg(m1)
because each Mk is a lex-segment. If M maximizes ω(M), then m2 ≺lex m1, since otherwise
M ∪{m1}\{m2} is still compact, but with ω(M ∪{m1}\{m2}) > ω(M). Hence M = {m ∈
Mon{x1, . . . , xc} | m lex m2, deg(m) ≤ r }. 
Suppose I is Borel-fixed. Then Ass(R) ⊆ {P1, . . . , Pn}, where Pi = (x1, . . . , xi). Thus,
if I has height c, then it can be written
I = Qc ∩ · · · ∩Qn,
where Qi is Pi-primary.
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Lemma 3.4.8 Suppose I is Borel-fixed of height c and regularity r. Let I ′ = Qc ∩mr+1. Then
bdeg(R) ≤ bdeg(S/I ′).
Proof. Let J = I ∩ mr+1. Then J is generated in degree r + 1 and ℓ(I/J) < ∞. Thus
bdeg(S/I) ≤ bdeg(S/J) by Proposition 2.2.1 and so we may assume that I is generated in
degree r + 1.
Claim. A monomial m is standard with respect to I if and only if deg(m) ≤ r and m ∈ [I :
x∞t ], where t = range(m).
Proof of Claim. Observe that we need only show that m is standard implies that deg(m) ≤ r,
since I is generated in degree r + 1. Suppose m = xα11 · · · x
αt
t , αt > 0, is standard. Then
there exists m′ = xβ11 · · · x
βt
t ∈ I , where
∑t
i=1 βi = r + 1 and βi ≤ αi for 1 ≤ i ≤ t− 1 but
βt > αt. Since I is Borel-fixed, we have
m′′ = xα11 · · · x
αt−1
t−1 · x
βt−
∑t−1
1
(αi−βi)
t ∈ I.
Since m is standard, it does not lie in I , and so βt −
∑t−1
1 (αi − βi) > αt, whence deg(m) <
r + 1. △
Now suppose that m is standard with respect to I . Then deg(m) ≤ r and
m ∈ [I : x∞t ] ⊆ [Qc ∩m
r+1 : x∞t ]
and so m is standard with respect to Qc ∩mr+1. By Proposition 3.4.4, we are done. 
Note that the ideal Qc ∩ mr+1 has the same height, degree and regularity as I and is also
Borel-fixed.
Proof of Theorem 3.4.1. First, by factoring out a maximal regular sequence of hyperplanes,
we may assume that g = 0. By passing to the generic initial ideal, we may assume that I is
a Borel-fixed monomial ideal. Furthermore, by Lemma 3.4.8, we may assume that I is of the
form I = J ∩mr+1, where J is Pc-primary, where c = ht I = n− d.
Let us establish some notation. As above, let c = n − d. For any m ∈ Mon{x1, . . . , xn},
write m = mc · mn−c, where m ∈ Mon{x1, . . . , xc} and mn−c ∈ Mon{xc+1, . . . , xn}. Let
MJ = {m ∈ Mon{x1, . . . , xc} | m 6∈ J }. Observe that MJ is (r, e)-compact.
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Now, bdeg(S/I) = bdeg(S/Isat) + ℓ(Isat/I), but Isat = J , so
bdeg(S/I) = |{m ∈ Mon{x1, . . . , xn} | deg(m) ≤ r and either m ∈MJ or m ∈ J }|
=
(
n+ r
r
)
−
∣∣∣∣∣∣
m ∈ Mon{x1, . . . , xn}
∣∣∣∣∣∣ deg(m) ≤ r, mc ∈Mand mn−c 6= 1

∣∣∣∣∣∣
=
(
n+ r
r
)
−
∑
m∈MJ
(
n− c+ r − deg(m)
r − deg(m)
)
.
By Lemma 3.4.7, this is maximized when MJ = M(r,e).
Let M˜(r,e) = {m ∈ Mon{x1, . . . , xn} | deg(m) ≤ r and mc ∈M(r,e) }. Then
bdeg(S/I) ≤
(
n+ r
r
)
+ e− |M˜(r,e)|.
Now, if
e =
(
s0 + r
r
)
+ · · ·+
(
st + r − t
r − t
)
,
where s0 ≥ s1 ≥ · · · ≥ st ≥ 0, then M(r,e) consists of
The
(s0+r
r
)
monomials m ∈ Mon{xc−s0+1, . . . , xc} of degree ≤ r; and
The
(s1+r−1
r−1
)
monomials of the form xc−s0 · m, where deg(m) ≤ r − 1 and
m ∈ Mon{xc−s1+1, . . . , xc}; and
· · ·
The
(st+r−t
r−t
)
monomials of the form xc−s0 · · · xc−st−1 ·m, where deg(m) ≤ r− t
and m ∈ Mon{xc−st+1, . . . , xc}.
Therefore, M˜(r,e) consists of
The
(s0+n−c+r
r
)
monomials m ∈ Mon{xc−s0+1, . . . , xn} of degree ≤ r; and
The
(
s1+n−c+r−1
r−1
)
monomials of the form xc−s0 ·m, where deg(m) ≤ r − 1 and
m ∈ Mon{xc−s1+1, . . . , xn}; and
· · ·
The
(st+n−c+r−t
r−t
)
monomials of the form xc−s0 · · · xc−st−1 ·m, where deg(m) ≤
r − t and m ∈ Mon{xc−st+1, . . . , xn}.
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This completes the proof. 
Of course, combining Theorem 3.4.1 with the propositions in Section 2.3 yields bounds on
numbers of generators of ideals, etc., in which the cohomological degrees have been banished,
leaving the multiplicity, Castelnuovo-Mumford regularity, and more elementary invariants.
As further application of Theorem 3.4.1, we will make some remarks on minimal multiplic-
ity, as promised in Section 2.2. Let R be a homogeneous k-algebra with minimal presentation
R = S/I , so that ht I = embcod(R). R is said to have r-linear resolution if I is concentrated
in degree r and I has a linear S-resolution (after a shift of degree r, of course). Said another
way, I is generated in degree r and reg(R) = r − 1. The following theorem (which is valid
even if k has nonzero characteristic) is from [13, Theorems 2.1 and 3.1].
Proposition 3.4.9 Let R be a homogeneous ring of dimension d, multiplicity e and embedding
codimension c. Then
c+ 1 ≤ e+
d−1∑
i=0
(
d− 1
i
)
dim
[
H im(R)
]
〈1−i〉
.
Furthermore, if equality holds, then R has 2-linear resolution.
Corollary 3.4.10 Suppose R is a homogeneous ring with embedding codimension c. Then
R has 2-linear resolution =⇒ bdeg(R) = c+ 1.
The converse is true if R is Buchsbaum 2.
Proof. By Proposition 2.2.4, we have c + 1 ≤ bdeg(R). If R has 2-linear resolution, then
reg(R) = 1 and by Theorem 3.4.1, bdeg(R) ≤ c + 1; hence equality holds. If, on the other
hand, bdeg(R) = c+ 1 and R is Buchsbaum, we have
c+ 1 ≤ e+
d−1∑
i=0
(
d− 1
i
)
dim
[
H im(R)
]
〈1−i〉
= bdeg(R) = c+ 1,
by Proposition 3.2.3. By Proposition 3.4.9, R has a 2-linear resolution. 
2Originally, if R is quasi-Buchsbaum. See the note to Proposition 3.2.3.
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Chapter 4
The Homological Dilworth Number, hdil
4.1 Motivation
Once again, we let (R,m) be a local Noetherian ring with residue field k, or a homogeneous
k algebra with irrelevant maximal ideal m. Given an exact sequence of R-modules of finite
length
0 −→ A −→ B −→ C −→ 0,
the length function satisfies the following equality:
ℓ(B) = ℓ(A) + ℓ(C). (4.1)
Usefully, the length function is also an estimator of the number of generators of a module of
finite length,
ν(M) ≤ ℓ(M), (4.2)
though this estimate can be quite crude. Equation (4.1) and inequality (4.2) are at the heart
of the proofs of the statements (Propositions 2.2.4, 2.3.1 and 2.3.2) which bound the num-
ber of generators of a module in terms of hdeg(−) (and other cohomological degrees). More
precisely: the homological degree
hdeg(M) =

degM +
d−1∑
i=0
(
d− 1
i
)
hdeg(Mi) d = dimM > 0
ℓ(M) dimM = 0
(4.3)
satisfies
hdeg(M/xM) ≤ hdeg(M) (4.4)
for a general hyperplane x, a fact whose proof relies crucially on (4.1); inequality (4.4) allows
us to reduce to dimension 0, where hdeg(−) and ℓ(−) coincide; and finally, inequality (4.2)
provides the desired bound.
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Unfortunately, the homological degree inherits the inefficiency of the inequality (4.2), and
therefore bounds using hdeg(−) can be significantly wasteful. In order to sharpen hdeg(−),
one may be tempted to replace ℓ(−) with ν(−) in (4.3). But ν(−) does not interact well with
exact sequences; instead of (4.1), we have
ν(C) ≤ ν(B) ≤ ν(A) + ν(C),
which is not strong enough to pass through the proof of (4.4). Our solution is to use another
function, the Dilworth number, dil(−) (Definition 4.2.1) which is intermediate to ν(−) and
ℓ(−), and satisfies (Lemma 4.2.5)
max{ dil(A), dil(C) } ≤ dil(B) ≤ dil(A) + dil(C).
Though this is still weaker than (4.1), it turns out that it is just enough to prove an inequality
similar to (4.4).
4.2 Dilworth Numbers, Elementary Properties
Let (R,m) be a local Noetherian ring with residue field k, or a homogeneous k-algebra with
irrelevant maximal ideal m.
Definition 4.2.1 Let M be a finitely generated module over R. Then we define the Dilworth
number of M , dil(M) as follows:
dil(M) = sup{ν(N) | N ⊆M}.
The Dilworth number was first studied systematically by Watanabe [41], though it had
already been considered in passing by Sally [31]. The terminology is due to Watanabe. Note
that dil(M) < ∞ if and only if dimM ≤ 1. See, for example, [31, Chapter 3, Theorem 1.2].
Clearly, we have ν(M) ≤ dil(M). If equality holds, we say that M is Dilworth.
Recall (Definition 1.4.1) that if depth(M) = t then the type of M, type(M), is the dimen-
sion of Extt(k,M) as a vector space over k. Therefore, if M has finite length, type(M) =
dim k(soc(M)).
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Lemma 4.2.2 If ℓ(M) <∞ then we have:
dil(M) = sup{type(U) |M → U}.
Proof. If N ⊆M then
ν(N) ≤ type(M/mN),
since N/mN →֒ soc(M/mN). Similarly, if M → U then
type(U) ≤ ν(N),
where
N = [(kerM → U) : m]M ,
since N/mN → soc(U). 
Recall that if M is a module of finite length, then we write M∨ = HomR(M,ER(k)) for
the Matlis dual of M ; see Section 1.5. As a corollary of Lemma 4.2.2, we obtain the following
result of Ikeda [25].
Corollary 4.2.3 If ℓ(M) <∞, then dil(M) = dil(M∨).
Proof. This is Matlis duality; see Proposition 1.5.2. 
On the other hand, from [25] we have the following proposition.
Proposition 4.2.4 (Ikeda) If dimM = 1, we have
dil(M) = deg(M) + dil(Γm(M)).
Now, Γm(M)∨ ∼= M0, by Local Duality (Proposition 1.5.7). Thus, combining Corollary
4.2.3 and Proposition 4.2.4, we have that if dimM = 1, then
dil(M) = deg(M) + dil(M0), (4.5)
which is a suggestive formula! In Section 4.4, we will pursue this analogy with the homological
degree, but in the meantime, we need to develop some more tools.
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Lemma 4.2.5 If dimM ≤ 1 and
0 −→ N −→M −→ U −→ 0
is exact, then
max{dil(N), dil(U)} ≤ dil(M) ≤ dil(N) + dil(U).
Proof. Trivial. 
We remark that dil(−) is the unique minimal function satisfying the conclusion to Lemma
4.2.5 which also satisfies the inequality ν(M) ≤ dil(M).
Lemma 4.2.6 Let M be a finitely generated module over R such that dimM ≤ 1. Let d =
dil(M). IfN1 and N2 are submodules ofM such that ν(N1) = ν(N2) = d, then ν(N1+N2) =
ν(N1 ∩N2) = d as well.
Proof. We have the exact sequence,
0 −→ N1 ∩N2 −→ N1 ⊕N2 −→ N1 +N2 −→ 0.
Tensoring with R/m yields
N1 ∩N2 −→ N1 ⊕N2 −→ N1 +N2 −→ 0.
The vector space in the middle has dimension 2d. Since each of the other two vector spaces
has dimension less than or equal to d, we must have
dimN1 ∩N2 = dimN1 +N2 = d.

Thus, the collection of submodules N of M satisfying ν(N) = dil(M) forms a lattice
under ∩ and +. As a consequence, we have the following.
Corollary 4.2.7 Let M be a finitely generated module over R such that dimM ≤ 1. Let
d = dil(M). There exists a unique maximal submodule N ⊆ M such that ν(M) = d. If
ℓ(M) <∞, then there is also a unique minimal submodule with this property.
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Definition 4.2.8 For dim (M) ≤ 1, let D(M) be the unique maximal submodule of M satisfy-
ing ν(D(M)) = dil(M).
Though we will not require this fact in the sequel, it turns out that D(−) is a functor, as we
shall see in the following sequence of propositions.
Lemma 4.2.9 If M is Dilworth, then all homomorphic images of M are Dilworth.
Proof. Let N ⊆M . We wish to show that M/N is Dilworth. From the exact sequence
0 −→M/(N ∩mM) −→M/N ⊕M/mM −→M/(N +mM) −→ 0,
we have
dil(M/N) + dil(M/mM) ≤ dil(M/(N ∩mM)) + dil(M/(N +mM)).
But dil(M/mM) = dil(M/(N ∩ mM)) = ν(M), so dil(M/N) ≤ dil(M/(N + mM)) =
ν(M/N). Thus M/N is Dilworth. 
Proposition 4.2.10 Suppose M and N are modules of dimension at most 1, and let φ : M →
N . Then
φ(D(M)) ⊆ D(N).
Proof. By replacing M by D(M), we may assume that M is Dilworth. By Lemma 4.2.9,
φ(M) is also Dilworth, so we may replace M by φ(M) and assume M ⊆ N . Thus we need
only show that if M ⊆ N and M is Dilworth then M ⊆ D(N).
We have an exact sequence
0 −→M ∩D(N) −→M ⊕D(N) −→M +D(N) −→ 0.
M is Dilworth, and so ν(M ∩ D(N)) ≤ ν(M). But ν(M ⊕ D(N)) = ν(M) + dil(N), so
ν(M +D(N)) ≥ dil(N). Hence M +D(N) ⊆ D(N), which finishes the proof. 
Corollary 4.2.11 D(−) is a covariant functor onM1(R), whereM1(R) denotes the category
of finitely generated R-modules of dimension at most 1.
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Before leaving this topic, we conclude with some remarks whose proofs are left as an
exercise for the reader.
Exercise 4.2.12 D(−) is neither right exact nor left exact on M1(R), though it obviously
preserves inclusions. On the other hand, on exact sequences of the form
0→ Γm(M)→M
pi
→M → 0,
D(−) is left exact. Let
E(M) = D(M)/π(D(M)).
Then E(−) is a functor onM1(R), with E(M) = 0 if dimM = 0 or if M is Cohen-Macaulay
of dimension 1. E(−) is neither left exact nor right exact.
Hint. Use Proposition 4.2.4. 
4.3 Behavior Under Generic Hyperplane Sections
In this section, we explore the behavior of the Dilworth number under generic hyperplanes
sections. We preserve the notation and assumptions of the previous section, and in addition
assume that the field k is infinite.
Lemma 4.3.1 Suppose dimM ≤ 1. If dil(M) = dil(M/xM) for a generic hyperplane x,
then M is Dilworth, i.e., ν(M) = dil(M).
Proof. Let N be the unique maximal submodule such that ν(N) = dil(M) = d. Let x be
generic. Let Nx be the preimage of D(M/xM) in M . Since dil(M) = dil(M/xM), ν(Nx) =
d. Since xM ⊆ Nx, we must have xM ⊆ mNx. On the other hand, since Nx ⊆ N , we have
xM ⊆ mN . Since this is true for generic x, it follows that mM ⊆ mN ⊆ N ⊆ M . Since
ν(M) ≤ ν(N), this forces M = N . 
Corollary 4.3.2 Suppose dimM = 0. If dil(M) = dil[0 : x]M for a generic hyperplane x
then dil(M) = type(M)
69
Proof. Matlis duality; see Proposition 1.5.2. 
The following ugly orphan of a lemma will be the crucial step in the proof of Proposition
4.6.5
Lemma 4.3.3 If M is a module over R such that ℓ(M) <∞ and
type(M) = dil(M) = ν([0 : x]M ) = d
for a generic hyperplane x, then [0 : x]M = soc(M) for such x.
Proof. We proceed by induction on ℓ(M). For a hyperplane x, write Lx = [0 : x]M . If
Lx = M for generic x, then mM = 0 and the assertion is trivial. So we may assume Lx 6= M
for generic x. Let x and y be generic. Since ν(Lx) = ν(Ly) = d, we have ν(Lx ∩ Ly) = d.
But since [0 : y]Lx = Lx ∩ Ly, we have that the module Lx satisfies the hypotheses of the
lemma, and ℓ(Lx) < ℓ(M). So, by induction, we have Lx ∩ Ly = soc(M) for generic x, y.
Choose hyperplanes x and y such that ν(Ly) = ν(Lx+αy) = d for infinitely many units
α ∈ R. For the remainder of this argument, we will call such α “good”. We shall also employ
the following language: if A is a finitely generated module and a ∈ A, then we say that a is a
generator of A if a is part of a minimal generating set for A; that is, if a ∈ A \mA.
Claim. For good α, if Lx+αy 6= soc(M) then there exists a module Kα such that
• soc(M) ⊂ Kα ⊆ Lx+αy ,
• yKα ⊆ soc(M), and
• ν(Kα) = d.
We will prove the claim presently. For the moment, assume it is true. For brevity, write Lα for
Lx+αy and write Kα = Aα + soc(M), where Aα has no generators in soc(M). (The choice
of Aα is not unique, but no matter.) We wish to show, by induction on m, that ν(Aα1 + · · · +
Aαm) = ν(Aα1) + · · · + ν(Aαm) for distinct, good αi. This is a contradiction, and so will
complete the proof.
The casem = 1 is trivial. By induction, we may assume ν(Aα1+· · ·+Aαm−1) = ν(Aα1)+
· · · + ν(Aαm−1). For good α, Lα ∩ Ly = soc(M), so ℓ(Lα/yLα) = ℓ(Lα ∩ Ly) = d. Since
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ν(Lα) = d, this forces yLα = mLα. Now, we also have soc(M) ⊆ (Lα1 + . . .+Lαm−1)∩Ly
and
ℓ((Lα1 + . . .+ Lαm−1) ∩ Ly) = ℓ
(
Lα1 + · · ·+ Lαm−1
y(Lα1 + · · · + Lαm−1)
)
= ℓ
(
Lα1 + · · ·+ Lαm−1
m(Lα1 + · · · + Lαm−1)
)
= d.
So (Lα1 + . . . + Lαm−1) ∩ Ly = soc(M). In particular, y does not annihilate any generator
of Aα1 + · · · + Aαm−1 . Therefore, if for each 1 ≤ i ≤ m − 1, vi is a generator for Aαi , then
{yv1, . . . , yvm−1} is a linearly independent set in the vector space soc(M).
Now, to show ν(Aα1 + · · · + Aαm) = ν(Aα1) + · · · + ν(Aαm), it suffices to show that if
vi is a generator for Aαi , 1 ≤ i ≤ m, and
m∑
i=1
βivi ∈ m(Aα1 + · · ·+Aαm)
then each βi ∈ m.
Multiplying by x+ αmy, we obtain
(x+ αmy)
m∑
i=1
βivi ∈ m(x+ αmy)(Aα1 + · · ·+Aαm)
m−1∑
i=1
(αm − αi)βiyvi ∈ m((αm − α1)yAα1 + · · ·+ (αm − αm−1)yAαm−1)
= 0.
Since the yvi are linearly independent, 1 ≤ i ≤ m− 1, and the αi are distinct, this implies
that βi ∈ m for 1 ≤ i ≤ m− 1. Similarly, one shows that βm ∈ m. Thus, we are done.
Proof of claim. It suffices to show that if soc(M) ⊆ K ⊆ Lx+αy, with ν(K) = d and
K ′ := yK + soc(M), then ν(K ′) = d as well. Indeed, if this is true, then we can find our Kα
among the modules Lx+αy, L′x+αy, L′′x+αy, L′′′x+αy, . . .
Thus, let K = A + soc(M), where no generator of A lies in soc(M). Then K ′ = yA +
soc(M). Now, we have
ν(K) = ν(A) + d− dim (A ∩ soc(M))
and
ν(K ′) = ν(yA) + d− dim (yA ∩ soc(M)).
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Since Lα∩Ly = soc(M) and since no generator of A lies in soc(M), we have ν(yA) = ν(A).
Since, clearly, yA ∩ soc(M) ⊆ A ∩ soc(M), this yields ν(K ′) ≥ ν(K). Since ν(K) =
dil(M) = d, ν(K ′) = d and we are done. 
We shall also require the dual formulation of this lemma, and so we record it here.
Lemma 4.3.4 If M is a module over R such that ℓ(M) <∞ and
ν(M) = dil(M) = type(M/xM) = d
for a generic hyperplane x, then M/xM = M/mM for such x.
4.4 The Definition and Basic Properties of the Homological Dilworth Number
As previously remarked, Equation (4.5) suggests an analogy between the Dilworth number and
the homological degree. To extend the Dilworth number to modules of dimension greater than
or equal to 2, we are therefore led to the following definition.
Definition 4.4.1 If R is the homomorphic image of a Gorenstein ring and dimM = d, then
the homological Dilworth number is defined recursively as follows,
hdil(M) =

degM +
d−1∑
i=0
(
d− 1
i
)
hdil(Mi) d > 0
dil(M) d = 0
.
If R is not the homomorphic image of a Gorenstein ring, then we define
hdil(M) = hdil(M ⊗R Rˆ),
where Rˆ is the m-adic completion of R.
By Equation (4.5) we have that
hdil(M) = dil(M)
whenever dil(M) <∞; that is, whenever dimM ≤ 1.
The homological Dilworth number is not a cohomological degree, as it violates the condi-
tion
Deg(M) = ℓ(M),
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whenever dimM = 0. However, if dimM > 0 and M is Cohen-Macaulay, then hdil(M) =
deg(M). Suspecting that the difficulty is confined to dimension 0, one may bravely specu-
late that there exists some cohomological degree, Deg(−), which agrees with the homological
Dilworth number, at least for modules of positive depth; but this too is false, as we shall see.
Nonetheless, many of the statements which hold for hdeg(−) may also be proven for hdil(−), a
task to which we now dedicate ourselves. Generally speaking, a statement about hdeg(−) and
the corresponding statement about hdil(−) have similar proofs, except on the level of details
(the home of the Devil; see, for example, Lemma 4.3.3), where the proofs of statements about
hdil(−) tend to be more complicated.
Lemma 4.4.2 If
0 −→ N −→M −→ U −→ 0
is exact, then
1. If ℓ(N) <∞ or ℓ(U) <∞, then hdil(M) ≤ hdil(N) + hdil(U).
2. If N = Γm(M), then hdil(M) = dil(N) + hdil(U).
Proof. By taking completions if necessary, we may assume that R is the homomorphic image
of a Gorenstein ring. Suppose ℓ(U) < ∞. It suffices to show that hdil(Mi) ≤ hdil(Ni) for
i ≥ 1 and dil(M0) ≤ dil(N0) + dil(U0). But Mi ∼= Ni for i > 1 and we have
0 −→M1 −→ N1 −→ U0 −→M0 −→ N0 −→ 0.
Since, by Proposition 1.5.9, dimN1 = dimM1 ≤ 1, we have that hdil(−) = dil(−) for these
modules, and since M1 ⊆ N1, we have that dil(M1) ≤ dil(N1).
Meanwhile, if we let A = (kerM0 → N0), then we have, by Lemma 4.2.5, dil(M0) ≤
dil(N0) + dil(A) and dil(A) ≤ dil(U0). Hence we are done in this case.
Now suppose that ℓ(N) <∞. Then Mi ∼= Ui for i ≥ 1 and we have
0 −→ U0 −→M0 −→ N0 −→ 0.
Thus dil(M0) ≤ dil(U0) + dil(N0). Furthermore, if N = Γm(M), we have U0 = 0. Hence we
are done in all cases. 
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The following proposition was proved for the homological degree by Vasconcelos [38].
The proof given here follows the argument of Vasconcelos closely; we merely observe that the
properties of the Dilworth number are just enough to carry through.
Proposition 4.4.3 If x is a generic hyperplane on M , then, for r ≥ 1, we have
r · hdil(M) ≥ hdil(M/xrM).
In particular,
hdil(M) ≥ hdil(M/xM).
Proof. We may assume that R is the homomorphic image of a Gorenstein ring. We proceed by
induction on d = dimM .
First, observe that we may assume that depth(M) > 0. Indeed, assume the result has been
proven for modules of positive depth and suppose depth(M) = 0.
If not, then the exact sequence
0 −→ Γm(M) −→M −→M
′ −→ 0
yields
0 −→ Γm(M)/x
rΓm(M) −→M/x
rM −→M ′/xrM ′ −→ 0.
Hence, by Proposition 4.4.2,
hdil(M/xrM) ≤ dil(Γm(M)/xrΓm(M)) + hdil(M ′/xrM ′)
≤ dil(Γm(M)) + r · hdil(M ′)
≤ r · hdil(M).
So we assume that xr is regular on M . We have the exact sequence
0 −→M
xr
−→M −→M −→ 0,
from which we obtain the long exact sequence
0 −→Md
xr
−→Md −→Md−1 −→ · · · −→M1
xr
−→M1 −→M0 −→ 0.
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Since x is generic, we may take it to be part of a degree system for M , and so, by Proposi-
tion 1.3.8, r · deg(M) = deg(M ). Thus it suffices to show the inequality
hdil(M i−1) ≤ r(hdil(Mi) + hdil(Mi−1)). (4.6)
With this in mind, we break the long exact sequence above into short exact sequences as
follows.
0 −→ Li −→Mi −→ M˜i −→ 0
0 −→ M˜i −→Mi −→ Gi −→ 0 (4.7)
0 −→ Gi −→M i−1 −→ Li−1 −→ 0 (4.8)
Since x is generic, we have that dimLi = 0. If dimMi = 0, then we have
hdil(M i−1) = dil(M i−1) ≤ dil(Gi) + dil(Li−1)
≤ dil(Mi) + dil(Mi−1)
Since r ≥ 1, this immediately implies (4.6).
If dimMi > 0, we begin by applying the functor Γm(−) to (4.7), from which we obtain
0 −→ M˜i −→ Mi −→ Gi −→ 0
↑ ↑ ↑
0 −→ Γm(M˜i) −→ Γm(Mi) −→ Γm(Gi)
(4.9)
Let Hi = image (Γm(Mi) −→ Γm(Gi)). Then applying the snake lemma to (4.9) yields
0 −→ M˜i/Γm(M˜i) −→Mi/Γm(Mi) −→ Gi/Hi −→ 0. (4.10)
Now, M˜i/Γm(M˜i) ≃Mi/Γm(Mi), and the composite map
Mi/Γm(Mi)
∼
−→ M˜i/Γm(M˜i) −→Mi/Γm(Mi)
is induced by multiplication by xr. Hence we may rewrite (4.10) as
0 −→Mi/Γm(Mi)
xr
−→Mi/Γm(Mi) −→ Gi/Hi −→ 0.
Since dim (Mi/Γm(Mi)) ≤ i < dimM , by Proposition 1.5.9, we may apply induction. Hence,
by Proposition 4.4.2, we have
hdil(Gi/Hi) ≤ r · hdil(Mi/Γm(Mi))
= r · hdil(Mi)− r · dil(Γm(Mi)).
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Now, from (4.8), we have
hdil(M i−1) ≤ dil(Li−1) + hdil(Gi)
≤ hdil(Mi−1) + hdil(Gi/Hi) + dil(Hi)
≤ hdil(Mi−1) + dil(Hi) + r · hdil(Mi)− r · dil(Γm(Mi)).
Since dil(Hi) ≤ dil(Γm(Mi)), we have hdil(M i−1) ≤ r
(
hdil(Mi−1) + hdil(Mi)
)
. 
Corollary 4.4.4 ν(M) ≤ hdil(M)
Definition 4.4.5 If ν(M) = hdil(M) then we say that M is Dilworth.
Since, clearly, hdil(M) ≤ hdeg(M), a Yoshida module (that is, a module which satisfies
ν(M) = hdeg(M)) is necessarily Dilworth. The converse is not true, even if depth(M) > 0,
as the following example shows.
Example 4.4.6 A module which is Dilworth but not Yoshida.
Let R = k[[x, y, z]] or k[x, y, z](x,y,z), and let m = (x, y, z). Let M = mtR/xtR. Then M is
Dilworth but not Yoshida, with
ν(M) = hdil(M) =
(
t+ 2
2
)
− 1
and
hdeg(M) =
(
t+ 2
3
)
+ t.
(We leave the calculation as an exercise for the reader.) Observe that grm(M) has a linear
resolution (which foreshadows the results in section 4.6) and hence, in this case, hdil(M) =
bdeg(M).
Exercise 4.4.7 Given an exact sequence of finitely generated modules
0 −→ A −→ B −→ C −→ 0
with mC = 0 and hdil(B) = hdil(A) + ℓ(C), then
0 −→ Γm(A) −→ Γm(B) −→ C −→ 0
is also exact, and dil(Γm(B)) = dil(Γm(A)) + ℓ(C).
76
4.5 Bounding Numbers of Generators and Hilbert Functions
The following three propositions are the analogues of Propositions 2.3.1, 2.3.2 and 2.3.3. The
proofs of Propositions 4.5.1 and 4.5.3 are almost identical to the proofs of Propositions 2.3.1
and 2.3.3, and so we omit them. The proof of 4.5.2 is slightly different from that of 2.3.2 (in
fact, Proposition 4.5.2 is marginally simpler to prove than Proposition 2.3.2, an exception to
the rule stated in the remarks following Definition 4.4.1) so we will include the proof in this
case.
Proposition 4.5.1 Suppose R is Cohen-Macaulay of dimension d and let I be an ideal of codi-
mension g > 0. If depth(R/I) = r, then
ν(I) ≤ deg(R) + (g − 1)deg(R/I) + (d− r − 1)(hdil(R/I) − deg(R/I)).
Proof. Similar to [10, Theorem 3.1], cited as Proposition 2.3.1. 
Proposition 4.5.2 Let dimR = d > 0 and let I be an m-primary ideal. Then
ν(I) ≤ hdil(R)
(
s+ d− 2
d− 1
)
+
(
s+ d− 2
d− 2
)
,
where s is the index of nilpotency of R/I .
Proof. Let x1, . . . , xd be a generic system of parameters for R and let L = (x1, . . . , xd−1).
Since Ls ⊆ I , we have ν(I) ≤ ν(Ls) + ν(I/Ls). Clearly, ν(Ls) ≤
(s+d−2
d−2
)
. Since I/Ls is an
ideal of R/Ls, a one dimensional ring, it suffices to show that dil(R/Ls) ≤ hdil(R)
(
s+d−2
d−1
)
.
We use induction on s. If s = 1, the claim follows from Proposition 4.4.3. Suppose s > 1.
The exact sequence
0 −→ Ls−1/Ls −→ R/Ls −→ R/Ls−1 −→ 0
shows that
dil(R/Ls) ≤ dil(Ls−1/Ls) + dil(R/Ls−1).
Let r =
(s+d−3
d−3
)
. Since ν(Ls−1/Ls) ≤ r, we have (R/L)r → Ls−1/Ls, whence
dil(Ls−1/Ls) ≤ r · dil(R/L) ≤ r · hdil(R).
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On the other hand, by the induction hypothesis we have
dil(R/Ls−1) ≤ hdil(R)
(
s+ d− 3
d− 2
)
.
Putting this all together, we have
dil(R/Ls) ≤ r · hdil(R) + hdil(R)
(
s+ d− 3
d− 2
)
≤ hdil(R)
(
s+ d− 2
d− 1
)
.

Proposition 4.5.3 The reduction number r(m) of m is bounded as follows.
r(m) ≤ d · hdil(R)− 2d+ 1.
Proof. Similar to [10, Corollary 4.7], cited as Proposition 2.3.3. 
4.6 Dilworth Modules and Linear Resolution
In this section, we study Dilworth modules: modules which satisfy
ν(M) = hdil(M).
The analogous statement for a cohomological degree Deg(−) is
ν(M) = Deg(M),
and, as we saw in Chapter 2, this equality forces gr
m
(M) to have a linear resolution. Therefore,
one is moved to ask:
If M is Dilworth, does grm(M) necessarily have a linear resolution?
The answer is no, for in dimension 0, the question becomes
Does ν(M) = dil(M) imply mM = 0?
(The reader may satisfy herself that counterexamples are myriad.) What is perhaps surprising
is that misbehavior in dimension 0 is the only obstruction to linear resolution. Thus, we will
prove:
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Theorem 4.6.1 Let M be a Dilworth module such that mΓm(M) = 0. Then grm(M) has a
linear resolution.
Before we give a proof, we need to establish some preliminary results.
Proposition 4.6.2 If M is Dilworth and x is a generic hyperplane on M , then M = M/xM
is Dilworth also.
Proof. Squeeze: ν(M) = hdil(M) ≥ hdil(M) ≥ ν(M) = ν(M). 
Proposition 4.6.3 Assume R is the homomorphic image of a Gorenstein ring. Let M be a
module such that dimM = d and depth(M) > 0. If M is Dilworth, then Md−1 is Dilworth
and, for i ≤ d− 2, we have dimMi = 0 and ν(Mi) = type(Mi) = dil(Mi).
Proof. Let x be generic on M . We write M for M/xM and M i for Extn−iS (M,S). The exact
sequence
0 −→M
x
−→M −→M −→ 0
yields
Mi+1
x
−→Mi+1 −→M i −→Mi
x
−→Mi,
or
0 −→
Mi+1
xMi+1
−→M i −→ [0 : x]Mi) −→ 0,
for each i. Since x is generic, the module [0 : x]Mi has finite length, and so, by Lemma 4.4.2,
we have
hdil(M i) ≤ hdil
(
Mi+1
xMi+1
)
+ dil([0 : x]Mi)
≤ hdil(Mi+1) + hdil(Mi),
for each i. On the other hand, we have
hdil(M ) = deg(M) +
d−2∑
i=0
(
d− 2
i
)
hdil(M i)
≤ deg(M) +
d−2∑
i=0
(
d− 2
i
)
(hdil(Mi+1) + hdil(Mi))
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= deg(M) + hdil(Md−1) +
d−2∑
i=0
[(
d− 2
i
)
+
(
d− 2
i− 1
)]
hdil(Mi)
= deg(M) +
d−1∑
i=0
(
d− 1
i
)
hdil(Mi)
= hdil(M) = hdil(M).
Hence we must have equality all the way through, and so
hdil(M i) = hdil
(
Mi+1
xMi+1
)
+ dil([0 : X]Mi),
hdil
(
Mi+1
xMi+1
)
= hdil(Mi+1), and
dil([0 : x]Mi) = hdil(Mi),
for i ≤ d − 2. This forces dimMi = 0 (since [0 : x]Mi ⊆ Γm(Mi)) and, by Lemma 4.3.1 and
Corollary 4.3.2, ν(Mi) = dil(Mi) = type(Mi), for i ≤ d − 2. To show the final claim, that
ν(Md−1) = hdil(Md−1), we proceed by induction on d.
If d = 2, in which case Md−1 = M1, we have hdil(M1) = hdil(M1/xM1) for generic x,
and since dimM1 ≤ 1, we are done by Lemma 4.3.1.
If d > 2, then we have, by induction,
hdil(Md−2) = ν(Md−2)
≤ ν
(
Md−1
xMd−1
)
+ ν([0 : x]Md−2)
≤ ν
(
Md−1
xMd−1
)
+ ν(Md−2)
≤ hdil
(
Md−1
xMd−1
)
+ dil(Md−2)
≤ hdil(Md−1) + dil(Md−2)
= hdil(Md−2).
Hence we have equality all the way through, whence
ν(Md−1) = ν
(
Md−1
xMd−1
)
= hdil
(
Md−1
xMd−1
)
= hdil(Md−1),
which finishes the proof. 
Lemma 4.6.4 Let M be a Dilworth module with L = Γm(M) and N = M/L. Then L and
N are both Dilworth modules with ν(M) = ν(L) + ν(N). Furthermore, if mL = 0, then
M ∼= L⊕N .
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Proof. It is harmless to assume that R is the homomorphic image of a Gorenstein ring. From
the exact sequence
0 −→ L −→M −→ N −→ 0 (4.11)
we have
ν(L) + ν(N) ≤ dil(L) + hdil(N) = hdil(M) = ν(M) ≤ ν(L) + ν(N). (4.12)
Hence ν(M) = ν(L) + ν(N) and L and N are again Dilworth. On the other hand, if mL = 0,
tensoring (4.11) with R/m yields
L −→M −→ N −→ 0. (4.13)
By (4.12), the map L −→M must be an injection, so (4.13) becomes
0 −→ L −→M −→ N −→ 0.
This induces a splitting of (4.11); i.e. M ∼= L⊕N . 
Proposition 4.6.5 Let M be Dilworth of dimension d and of positive depth. Let x be a generic,
regular hyperplane on M , and write M = M/xM . Then mH im(M ) = 0 for i ≤ d − 3.
Furthermore, if d = 2, then mΓm(M ) = 0.
Proof. We may assume that R is the homomorphic image of a Gorenstein ring. As in the proof
of Proposition 4.6.3, we have, for i ≤ d− 3, short exact sequences of modules of finite length
0 −→Mi+1/xMi+1 −→M i −→ [0 : x]Mi −→ 0
subject to
dil(M i) = dil(Mi+1/xMi+1) + dil([0 : x]Mi) (4.14)
dil(Mi+1/xMi+1) = dil(Mi+1) (4.15)
dil([0 : x]Mi) = dil(Mi) (4.16)
Since ν(Mi) = type(Mi) = dil(Mi) for i ≤ d − 2, equations (4.15) and (4.16), along with
Lemmas 4.3.3 and 4.3.4, force m[0 : x]Mi = m(Mi+1/xMi+1) = 0 for i ≤ d − 3. By virtue
of (4.14), we have
M i ∼=
(
Mi+1
xMi+1
)⊕
[0 : x]Mi ,
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whence mM i = 0, for i ≤ d− 3.
To show the second claim, first note that M0 = M1/xM1. If dimM1 = 0, then we may
proceed as above, so we assume dimM1 = 1. M is Dilworth, so ν(Γm(M)) = dil(Γm(M )),
by Lemma 4.6.4. Since (M0)∨ ∼= Γm(M ), we have type(M1/xM1) = dil(M1/xM1).
Let L = Γm(M1) and M ′1 = M/L. Note that since M1 is Dilworth, L is Dilworth and M ′1
is a one dimensional linear Cohen-Macaulay module. The exact sequence
0 −→ L −→M1 −→M
′
1 −→ 0
yields
0 −→ L/xL −→M1/xM1 −→M
′
1/xM
′
1 −→ 0.
Since M ′1 is linear Cohen-Macaulay, m(M ′1/xM ′1) = 0. Further,
ν(M1) ≤ dil(M1/xM1) = type(M1/xM1)
≤ type(L/xL) + type(M ′1/xM ′1)
≤ dil(L) + deg(M ′1)
≤ dil(M1) = ν(M1),
so type(L/xL) = dil(L) = ν(L). Consequently, by Lemma 4.3.4, m(L/xL) = 0. Meanwhile,
the above calculation also forces dil(M1/xM1) = ℓ(L/xL) + ℓ(M ′1/xM ′1); hence
M ′1
xM ′1
∼=
(
L
xL
)⊕( M ′1
xM ′1
)
,
which finishes the proof. 
By replacing the condition that ν(M) = Deg(M) by the conditions mΓm(M) = 0 and
ν(M) = hdil(M), we may prove the following three Lemmas exactly as Lemmas 2.4.3, 2.4.4
and 2.4.5.
Lemma 4.6.6 LetM be Dilworth with mΓm(M) = 0 and Q = (x1, . . . , xd), where x1, . . . , xd
is a generic system of parameters for M . Then mM = QM .
Lemma 4.6.7 Let I be an ideal of R and M a finitely generated R-module such that M/IM is
Dilworth and mΓm(M/IM) = 0. Let Q = (x1, . . . , xr), where x1, . . . , xr is a generic partial
82
system of parameters for M/IM . Then
[IM : m] ∩QkM ⊆ IQk−1M for k ≥ 1.
Lemma 4.6.8 Let M be Dilworth with depth(M) > 0 and let x be a regular, generic hyper-
plane on M . Set M = M/xM . Then
0 −→ gr
m
(M)
x∗
−→ gr
m
(M) −→ gr
m
(M ) −→ 0
is exact, where x∗ is an initial form of x in gr
m
(R).
Proof of Theorem 4.6.1. We have shown (Propositions 4.6.2 and 4.6.5) that if M is Dilworth
and mΓm(M) = 0 and x is generic on M , then M/xM is Dilworth and mΓm(M/xM) = 0;
that is, that the hypotheses of Theorem 4.6.1 are preserved under a generic hyperplane section.
Thus we may prove Theorem 4.6.1 exactly as we proved Theorem 2.4.1. 
The converse to Theorem 4.6.1 is not true, as the following example shows.
Example 4.6.9 A module which has a linear resolution but is not Dilworth.
Let (R,m) be a regular local ring of dimension n ≥ 2. Let M = mt+1. Then ν(M) =
(
n+t
n−1
)
.
Since M1 ∼= (R/M)∨ and Mi = 0 for i = 0 and for 2 ≤ i ≤ n− 1,
hdil(M) = 1 + (n − 1)dil(R/M) = 1 + (n− 1)
(
n+ t− 1
n− 1
)
.
If n = 2, then M is Dilworth and if n > 2, the difference hdil(M)− ν(M) is a polynomial in
t of degree n− 1. In either case, gr
m
(M) has a linear resolution, by Proposition 1.7.4.
4.7 Comparison Between bdeg(−) and hdil(−)
In this section we compare the homological Dilworth number with the extremal cohomologi-
cal degree. We preserve the notation and assumptions of the previous sections, including the
assumption that k is infinite. Our first result is:
Proposition 4.7.1 Let M be in M(R) and suppose dimM ≤ 2. Then
hdil(M) ≤ bdeg(M).
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We shall require the following result of Ikeda [25, Theorem 1.1].
Proposition 4.7.2 If dimM ≤ 1 then
dil(M) ≤ ℓ(M/xM),
for all x ∈ m.
Proof of Proposition 4.7.1. By taking completions, we may assume that R is the homomorphic
image of a Gorenstein ring. The proposition is almost trivial is dim (M) ≤ 1, so we assume
that dim (M) = 2. Let L = Γm(M). Then, by Lemma 4.4.2(2) and by Definition 3.1.3,
hdil(M) = dil(L) + hdil(M/L)
and
bdeg(M) = ℓ(L) + bdeg(M/L).
Since dil(L) ≤ ℓ(L), we may assume depth(M) > 0. So
hdil(M) = deg(M) + dil(M1).
Let x be generic on M and let M = M/xM . Then, since dimM = 1,
bdeg(M) = bdeg(M) = deg(M) + ℓ(Γm(M)).
But Γm(M) ∼= (M0)∨ and M0 ∼= M1/xM1. Thus
bdeg(M) = deg(M) + ℓ(M1/xM1).
By Proposition 4.7.2, ℓ(M1/xM1) ≥ dil(M1), and so we are done. 
Corollary 4.7.3 Suppose M in M(R) has dimension at most 2. Then gr
m
(M) has a linear
resolution if and only if M is Dilworth and mΓm(M) = 0.
Proof. This follows from Theorems 3.3.1 and 4.6.1 and Proposition 4.7.1. 
For another proof (in a special case) of the above theorem which does not make reference
to bdeg(−), see Appendix A.
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We now turn our attention to the modules of dimension 3 or greater. It turns out that in this
case, either inequality
hdil(M) < bdeg(M)
or
hdil(M) > bdeg(M)
is possible (though, obviously, not at the same time). First, observe that if L = Γm(M) then
hdil(M) = dil(L) + hdil(M/L)
and
bdeg(M) = ℓ(L) + bdeg(M/L).
Since ℓ(L) ≥ dil(L), and since the difference can be made as large as desired, it is in some
sense cheating to admit modules with non-trivial Γm(M). Therefore, for the remainder of this
section, the module M is assumed to have dimension at least 3 and positive depth.
Under these assumptions, the inequality
hdil(M) > bdeg(M)
is typical. Any module with a linear resolution which is not Dilworth, as in Example 4.6.9, must
satisfy this inequality. In fact, as the reader may verify for himself, randomly1 constructing
non-Cohen-Macaulay modules on, for example, MACAULAY, will almost invariably produce
modules satisfying this inequality.
Thus, to produce a module satisfying hdil(M) < bdeg(M) a systematic approach is re-
quired. Suppose R is Cohen-Macaulay and let L be a module of finite length with ν(L) = m.
Let M be the module of syzygies of L:
0 −→M −→ Rm −→ L −→ 0.
Then dimM = 3, deg(M) = m, H1m(M) = L and Γm(M) = H2m(M) = 0. Therefore
hdil(M) = m+ dil(L)
1In the sense of human activity, not in the mathematical sense.
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and, as the reader may verify,
bdeg(M) = m+ ℓ(L/xL) + ℓ(L/(x, y)L),
where x, y is a generic partial system of parameters. Thus, we wish to find a module of finite
length satisfying
dil(L) < ℓ(L/xL)
for generic x.
We begin with some remarks concerning modules L satisfying m2L = 0. Let ν(L) = m
and ν(mL) = n. Assume that no generator of L is killed by m; that is, that
[0 : m]L ⊆ mL.
Thus ℓ(L) = m+ n. Let V = L/mL and W = mL. Then we have a homomorphism
φL ∈ Hom(m/m2,Hom(V,W ))
given by
φL(x) = (v 7→ xv),
where x ∈ m, v ∈ L, and x and v denote their residue classes in m/m2 and V , respectively. By
fixing bases of m/m2, V and W, φL corresponds to anm×nmatrix of linear forms, as follows.
Let x1, . . . , xt be a minimal generating set of m. Then for each i, φL(xi) ∈ Hom(V,W )
corresponds to a matrix, and if x = xˆ1x1 + · · ·+ xˆtxt, then
φL(x) =
t∑
i=1
xˆi · φL(xi),
an m× n matrix of linear forms in the variables xˆ1, . . . , xˆt.
Conversely, any matrix of linear forms φ ∈ Hom(m/m2,Hom(V,W )) determines a module
Lφ with m2Lφ = 0, Lφ/mLφ ∼= V and mLφ ∼= W , subject to relations
x · v = φ(x)(v).
Now let us use this correspondence to construct a module L which satisfies mL2 = 0 and
dil(L) < ℓ(L/xL) for generic x. For convenience, let us assume that ν(L) = ℓ(mL) = n; that
is, that φ = φL corresponds to a square matrix. We have the following proposition.
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Proposition 4.7.4 With notation as above,
1. ℓ(L/xL) > ν(L) for generic x if and only if det(φ) = 0; and
2. dil(L) = ν(L) if and only if there is no choice of bases of V and W such that, with
respect to these bases, the matrix of linear forms corresponding to φ has a rectangular
block of zeroes in the lower left hand corner which is large enough to intersect the main
diagonal; that is, of size a× b where a+ b > n.
We leave the proof as an exercise to the reader. Now, if m = (x, y, z), then the matrix
φ =

0 xˆ yˆ
−xˆ 0 zˆ
−yˆ −zˆ 0

satisfies det(φ) = 0, and it is clear that no sequence of row and column operations can get φ
into either of the following forms:
φ =

0 ∗ ∗
0 ∗ ∗
0 ∗ ∗
 , φ =

∗ ∗ ∗
0 0 ∗
0 0 ∗
 , or φ =

∗ ∗ ∗
∗ ∗ ∗
0 0 0
 .
Thus ν(Lφ) = dil(Lφ) = 3 and ℓ(Lφ/xLφ) > 3 for generic x. (In fact, I2(φ) = (xˆ, yˆ, zˆ)2, so
ℓ(Lφ/xLφ) = 4 for generic x.)
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Appendix A
Almost Cohen-Macaulay Modules with Linear Resolution
In this appendix, we derive some consequences of Proposition 2.5.6, reproduced here for con-
venience.
Proposition A.1 Let M be a finitely generated graded module over S = k[x1, ..., xn] such
that M has a linear resolution, dimM = d and depthM ≥ d− 1. Then
βn−d+1 = µ− e
βn−d = (n− d+ 1)µ− (n− d)e,
where βi = βi(M) is the ith Betti number of M , µ = ν(M) is the minimal number of genera-
tors of M , and e = e(M) is the degree of M .
In Chapter 4 we established (Corollary 4.7.3) the following theorem.
Theorem A.2 LetM be a finitely generated graded S-module of dimension at most 2 such that
M ∼= grm(M), where S = k[x1, . . . , xn] is a polynomial ring over the infinite field k. Then M
has linear resolution if and only if M is Dilworth and mΓm(M) = 0.
The condition M ∼= grm(M) is equivalent to the condition that M be generated in degree
0. One direction of Theorem A.2
If M is Dilworth and mΓm(M) = 0 then M has a linear resolution
is just a special case of Theorem 4.6.1, and is valid without the assumption that dimM ≤ 2.
To prove the converse
If M has a linear resolution then M is Dilworth and mΓm(M) = 0
we appealed to Theorem 3.3.1. Here, we shall give a second proof based on Proposition A.1.
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Lemma A.3 Suppose dimM ≤ 1 and M/xM = M/mM for some x. Then M is Dilworth.
Proof. Let µ = ν(M) and d = dil(M). We induct on µ, the case µ = 1 being straightforward;
thus suppose µ > 1. Let N = D(M). We may assume N ⊆ mM . Indeed, if not, then
let a ∈ N \ mM and let M = M/〈a〉. Then ν(M) = µ − 1 and dil(M ) ≥ d − 1. Since
M/xM = M/mM , by induction we have dil(M ) = ν(M ). It follows that d = µ.
Thus we assume N ⊆ mM . Let N ′ = x[N : x]. We claim that N ′ = N . It is clear that
N ′ ⊆ N . To show the opposite inclusion, let a ∈ N . Then a ∈ mM = xM , so a = xb for
some b ∈ [N : x]. So a ∈ N ′, which proves the claim.
Now ν([N : x]) < ν(N), hence ν(N ′) ≤ ν([N : x]) < ν(N), a contradiction. 
Proof of Theorem A.2. By Theorem 4.6.1, we have that if M is Dilworth and mΓm(M) = 0,
then M has linear resolution. We need only show the converse.
Suppose M has linear resolution. Then mΓm(M) = 0 and M ∼= Γm(M) ⊕M/Γm(M),
so we may assume depth(M) > 0. If dim (M) = 1, then M is Cohen-Macaulay, so the result
follows from Proposition 1.8.3. Thus, we may assume that M has dimension 2. Let x be
generic on M and let M = M/xM . Then, from the long exact sequence derived from
0 −→M
x
−→M −→M/xM −→ 0,
we have M0 = M1/xM1. M has linear resolution and is of dimension 1, so it is a Yoshida
module. In particular, mM0 = 0. Hence M1/xM1 = M1/mM1, whence M1 is Dilworth, by
Lemma A.3. Now M1 is presented by
Sβn−2 −→ Sβn−1 −→M1 −→ 0,
where βi is the ith Betti number of M . Thus, by Proposition A.1, ν(M1) = µ − e, where
µ = ν(M) and e = deg(M). Therefore
µ = ν(M) ≤ hdil(M) = e+ dil(M1)
= e+ ν(M1) = e+ µ− e = µ.
Thus M is Dilworth. 
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Exercise A.4 Let S = k[x, y] be a polynomial ring in two variables. Yoshino [46] has clas-
sified S-modules with linear resolution. Using Yoshino’s classification, verify that all such
modules are Dilworth, thus giving a third proof of (this special case of) Theorem A.2.
Proposition A.5 Let M be a finitely generated graded S-module of dimension at most 2 such
that M ∼= grm(M), where S = k[x1, . . . , xn] is a polynomial ring over the infinite field k.
Suppose that M is Yoshida and unmixed. Let e = deg(M). then
hdeg(M) ∈ {e, e + 1, e + 2, . . . , 2e},
and each of these values may be obtained.
Proof. hdeg(M) = e+ ℓ(M1) and we must have mM1 = 0. M1 is presented by
Sβn−2
φ
−→ Sβn−1 −→M1 −→ 0,
where φ is a matrix of linear forms. We have βn−2 = (n− 1)µ− (n− 2)e and βn−1 = µ− e.
Since mM1 = 0, we have βn−2 ≥ nβn−1. Hence
(n− 1)µ − (n − 2)e ≥ n(µ− e),
whence e ≤ µ ≤ 2e.
To see that each of these value may be obtained, let e and t be integers such that e ≥ 1 and
0 ≤ t ≤ e; let S = S/(x3, . . . , xn); let n = mS; and let
M = (S)e−t ⊕
(
t⊕
1
n
)
.
Then M is unmixed with deg(M) = e and hdeg(M) = ν(M) = e+ t. 
Similarly, we may derive:
Proposition A.6 If M ∼= grm(M) and dimM = d and depth(M) ≥ d − 1 and M is linear
Buchsbaum, then
ℓ(Md−1) = I(M) ≤ e/(d− 1).
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