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ABSTRACT 
 Dendrite formation on the electrode surface of high energy density batteries, such 
as lithium (Li) batteries, causes safety problems and limits their applications. Suppressing 
dendrite growth could significantly improve Li battery performance. In this thesis, 
computational models are developed to investigate the physics of dendrite formation in Li 
batteries after nucleation, which strongly depends on the local mass transport. Dendrite 
growth in various scenarios is studied, such as in an anisotropic electrolyte, a convective 
electrolyte and structured electrolytes, to understand the effects of mass transport on 
growth and to investigate mitigation strategies.  Various electrolytes lead to different 
effects on the local mass transport and eventually affect the dendrite morphology in each 
scenario. Two numerical methods are used in this thesis. The finite difference method 
(FDM) is adopted to quickly solve the 1D transient mass transport governing equation 
and the electrostatic Poisson equation. For the more complex 2D reactive mass transport 
model, the smoothed particle hydrodynamics (SPH) method is employed. The intrinsic 
advantages of SPH, such as its mesh-free Lagrangian nature, easy implementation of 
complex physics at the dendrite surface and the well-developed flow modeling 
capabilities, make it particularly well suited for modeling dendrite growth in the various 
  vi 
scenarios studied in this thesis. Based on the results of these computational studies 
suggestions for improved battery performance are discussed including material properties, 
such as diffusivity and viscosity of the electrolyte, and cell design improvements such as 
porosity and tortuosity of a structured electrolyte. These computational studies can help 
to reduce dendrite growth by suggesting novel battery designs, and play an important part 
in the development of more stable and reliable high energy density Li batteries. 
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1. Introduction 
The demand for energy has significantly increased the consumption of fossil fuels in 
recent decades, which in turn has had a negative impact on the environment, especially in 
developing countries. It is reported that oil consumption, which is mostly used for 
automobile and light truck applications, leads to 40% of total CO2 emissions. 
(Bienenstock, 2008; He et al., 2005; Morrow et al., 2010) Consequently, technologies for 
electrified road transportation systems have generated great interest. Electric vehicles are 
being developed to reach similar performance metrics as traditional gasoline car, such as 
driving range and lifetime. Correspondingly, high energy density and better cyclability of 
batteries are required for practical electric vehicle applications (Chan, 1993; Lam and 
Louey, 2006; Moreno et al., 2006). In addition to electric vehicle applications, other 
applications such as portable electronics and grid backup also require high performance 
and high volumetric energy density batteries (Giraud and Salameh, 2001; Kwasinski, 
2010). 
There are several types of high energy density batteries as shown in Figure 1.1, each 
has advantages and disadvantages (Girishkumar et al., 2010). In this thesis I focus on the 
lithium air (Li-air) battery, which is one of the promising advanced energy technologies 
with the greatest energy density. High energy density batteries, such as Li-air batteries, 
are being considered for portable and automotive applications and promise increased 
vehicle range but are still in the research and development stages. Issues with safety and 
cyclability need to be overcome before they are ready for commercial use (Mizuno et al., 
2010; Thapa and Ishihara, 2011; Xiao et al., 2011). In this research I use computational 
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methods to investigate dendrite formation in Li-air batteries and use the results from my 
computational models to identify electrolyte solutions to suppress dendrite growth (Tan 
et al., 2016; Tan and Ryan, 2013). 
 
 
Figure 1.1 The gravimetric energy densities (Wh/kg) for various types of rechargeable batteries 
compared to gasoline. (Image reproduced from Girishkumar et al., 2010) 
 
1.1. Li-air batteries 
 The practical energy densities of Li-air batteries (11,680Wh/kg theoretical density 
and 1700 Wh/kg practical density) could rival those of gasoline (13,000Wh/kg theoretical 
density and 1700 Wh/kg practical density) due to the high reactivity of Li and the use of 
atmospheric air as a reactant.(Girishkumar et al., 2010; Jung et al., 2012; Kraytsberg and 
Ein-Eli, 2011) 
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Figure 1.2 Schematics of four different designs of Li-air batteries (Image based on Girishkumar et 
al. 2010). The direction of e
-
, Li
+
 and O
2
 flows reverse during the charge process. 
 
 Li-air batteries have an ion conducting electrolyte sandwiched between a Li metal 
anode and a porous carbon cathode. There are four types of electrolytes typically used in 
Li-air batteries: aqueous, non-aqueous (aprotic), hybrid and solid state, which are shown 
in Figure 1.2. The aqueous Li-air battery has an aqueous electrolyte solution, which 
generates soluble H2O2 and H2O on the cathode surface during electrochemical reactions 
(Zhang et al., 2008). Due to the safety issues between Li in the anode and H2O in the 
electrolyte, the aqueous design requires separation layers to keep the aqueous electrolyte 
from interacting with the Li anode. The safety problem can be avoided in an aprotic 
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electrolyte design, which uses a non-aqueous electrolyte. However it also has its own 
issues, such as transport limits of O2 and insoluble reaction products (Abraham and Jiang, 
1996; Herranz et al., 2012; Hummelshoj et al., 2010). The solid state electrolyte design 
negates the safety problem of Li reacting with H2O as well but needs high operating 
temperatures (greater than 75℃) to increase the conductivity of the Li ions in the glass-
ceramic solid state electrolyte (Kumar and Kumar, 2010; Kumar et al., 2010; Li et al., 
2013). In the hybrid electrolyte design, both an aqueous and a non-aqueous electrolyte 
are layered in between the Li anode and the cathode, along with a Li ion conducting 
separation layer. The hybrid design has the advantages of both the aprotic and aqueous 
designs, such as soluble reaction products at the cathode and high capacity. However, the 
corrosion and degradation of the separation layer has hindered the development of this 
design (Li et al., 2014; Li et al., 2012; Wang and Zhou, 2010).     
1.1.1. Challenges in Li-air battery 
Before a high energy, reliable Li-air battery can be achieved, several design and 
operational challenges need to be overcome. The insoluble Li oxide precipitation forms 
on the cathode surface, hinders the transport of reactants such as oxygen and electrons, 
and reduces the active reactive surface (Hou et al., 2012; Li et al., 2012; Lu et al., 2011; 
Ryan et al., 2013). Consequently the capacity of the Li-air battery with nonaqueous 
electrolyte is significantly reduced, comparing to its theoretical capacity.  
The electrolyte also suffers lots of problems. The irreversibly generated discharge 
products from side reaction decrease the stability and recyclability of electrolyte (Kuboki 
et al., 2005). The electrolyte salt, solvent and additives need to be carefully selected to 
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create a stable solid electrolyte interface, which serves as a protection layer to the highly 
reactive Li anode (Jung et al., 2012; Lu et al., 2011; Scrosati and Garche, 2010; Zhang, 
2006).  
Besides that, the oxidation product of lithium results in a creation of a new phase 
(gas-solid), which significantly changes the volume of Li-air batteries, and induces 
instability to the battery operation (Scrosati and Garche, 2010; Xiao et al., 2010).   
1.1.2. Dendrite formation in the Li-air battery 
Dendrite formation is another challenge in all electrolyte designs of Li-air batteries 
and in many other battery systems (Brissot et al., 1998; Brissot et al., 1999; Crowther and 
West, 2008; Dominkovics and Harsanyi, 2008; Hoyt et al., 2004; Jiang et al., 2012; 
Libbrecht and Tanusheva, 1998; Nakagawa et al., 2006; Nishikawa et al., 2011; 
Nishikawa et al., 2010; Rosso et al., 2006; Shao et al., 2013; Tarascon and Armand, 
2001). In Li-air batteries, dendrites form on the surface of the Li anode after multiple 
charge/discharge cycles, as shown schematically in Figure 1.3. The formation of 
dendrites can: affect the local transport properties and the scale of the critical physics of 
the anode, increase Joule heating in the anode, and lead to eventual breakage of the 
dendrites, which can cause short circuits leading to overheating and possible fires 
(Goodenough and Park, 2013; Liu et al., 2010; Shao et al., 2013; Tarascon and Armand, 
2001). Dendrite formation also decreases the Li available for the electrochemical 
reactions of the battery, which causes a decrease in cell capacity (Girishkumar et al., 
2010; Kraytsberg and Ein-Eli, 2011). 
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Figure 1.3 Schematic of Li dendrite formation on the anode surface. During the charging process, 
the Li ions are transported toward the anode where they react with electrons and deposit on the 
surface of the anode where they may form dendrites at nucleation sites. 
 
The basic reactions on the anode surface of Li-air batteries have the following form 
(Aifantis et al., 2010; Christensen et al., 2012; Girishkumar et al., 2010):  
                                                                       [1.1] 
  This is the same basic reaction as Li-ion batteries (Monroe and Newman, 2003). As 
shown in Eq.1.1, during discharging the direction of the reaction is from left to right 
which means Li is oxidized at the anode surface and generates Li
+
 and electrons; 
conversely, during charging the Li
+
 reacts with electrons and deposits Li metal on the 
anode surface. At the microscopic level, the anode surface can be considered 
heterogeneous, consisting of protrusions and impurities (Lee et al., 2011; Wang and Zhou, 
2011). These heterogeneities can serve as nucleation sites and have faster Li deposition 
rates. Consequently, after several charge/discharge cycles, dendritic structures of Li metal 
will form at the surface of the anode (Brissot et al., 1999; Nishikawa et al., 2011; Rosso 
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et al., 2006), which are called "Li dendrites". 
      The detailed mechanism of dendrite growth in Li batteries, which is a multifaceted 
problem, has not been fully understood yet. Roughly the dendrite growth process can be 
divided into two stages: a nucleation stage which has very little dendrite propagation, and 
the  after-nucleation stage in which dendrites propagate rapidly in the electrolyte. The 
importance of each physical factor related to dendrite growth may vary in these two 
stages. 
In the nucleation stage, the material properties of the anode and electrolyte play a 
crucial role in the dendrite growth (Aurbach et al., 2002; Crowther and West, 2008; Li et 
al., 2012; Lu et al., 2014; Mizuno et al., 2010; Shiraishi et al., 1997; Zhang, 2006). The 
surface chemical reactions of Li metal and the electrolyte can produce chemical species 
such as Li2CO3, LiOH, and Li2O, and form a passive layer on the anode surface (Aurbach 
et al., 2002; Gnanaraj et al., 2006; Landi et al., 2010). This passivation layer, which is 
also called the solid electrolyte interphase (SEI), has an important protective role on the 
electrode structure. However, the SEI layer is very heterogeneous due to its complex 
composition, which leads to a non-uniform current density distribution that results in 
promoting local dendrite nucleation (Brissot et al., 1998; Christensen et al., 2012; 
Newman and Thomas-Alyea, 2012; Nishikawa et al., 2011). Harry et al. demonstrated 
subsurface structures underneath the dendrites also have significant growth in the 
nucleation stage (Harry et al., 2014). Additionally, crystalline impurities of the anode are 
observed at the base of the subsurface structures. Thermodynamic analysis revealed 
significant effects from surface tension and electrochemical overpotential to the dendrite 
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nucleation, at the anode/electrolyte interface (Ely and García, 2013). Under different 
conditions, the nucleation embryos are either thermodynamically unstable and shrink, or 
thermodynamically favored and grow and promote dendrite nucleation. 
 Many physical factors have been reported, which can significantly affect the 
dendrite growth after nucleation in Li batteries, including operating conditions and 
material properties (Aurbach et al., 2002; Brissot et al., 1999; Huth et al., 1995; Idota et 
al., 1997; Nishikawa et al., 2011; Rosso et al., 2006; Shiraishi et al., 1997; Xu, 2004). 
The mass transport of Li
+
 is a strong factor in Li dendrite growth, which has been shown 
by several groups. Brissot et al. have observed that the average growth speed of dendrites 
is close to the drift velocity of Li
+
 in the applied electric field (Brissot et al., 1999), which 
is predicted by the dendrite growth model developed by Chazalviel et al. (Chazalviel, 
1990). More recently, Nishikawa et al. have shown that the Li
+
 mass transfer rate governs 
the rate of dendrite growth after initiation (Nishikawa et al., 2011; Nishikawa et al., 2010). 
The morphology of Li dendrites has been shown to be a function of the charging current 
densities. Under low charging current conditions, dendrites are more needle-like; while 
under high charging currents they are more bush-like (Brissot et al., 1998; Brissot et al., 
1999). Other groups have found a strong influence of advective effects on the 
development of dendritic structures, through experimental and computational methods 
(Huth et al., 1995; Mocskos et al., 2011; Trivedi et al., 2001). A few groups focused on 
changing the anode surface properties by using additives or altering the chemical 
composition of the surface layer. This has been shown to improve the morphology and 
  
9 
flatness of Li deposition on the anode surface (Shiraishi et al., 1997; Shiraishi et al., 
1999).  
All of these studies indicate that dendrite growth in Li batteries is a complicated 
physical phenomenon that depends on the material properties of both the anode and the 
electrolyte, and the operating conditions of the battery. However, most of the factors, 
such as advection, ion migration and surface reactions are related to the local Li
+
 profile 
near the anode/electrolyte interface. Thus, the Li
+
 mass transport is a crucial factor in 
dendrite growth, especially the dendrite growth after nucleation. 
1.1. Motivation 
Based on the previous reports of dendrite growth, it is known that there are many 
physical factors that can attribute to dendrite growth, such as mass transport, charging 
current, surface tension, anode materials, advection effects, etc. Developing a model to 
include every factor is complicated, and will result in a computationally expensive model. 
However, a simple dendrite growth model, which includes a few critical factors could 
provide an adequate representation of the system and allow for a faster, more flexible 
model of dendrite growth behavior. This model can then be used to inform experimental 
studies and materials selection to suppress dendrite growth through predictions of growth 
rates and morphology.   
The computational study of dendrite growth in batteries started several decades ago. 
The model developed by Bockris et al. relates current density to the growth velocity of 
the dendrite tip (Bockris, 1962). Electroneutrality violation was also used to explain and 
predict dendrite growth under high current conditions (Chazalviel, 1990). More recently, 
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the first comprehensive 1D model of Li dendrite growth was developed by Monroe and 
Newman, which simulates the Li battery system under different physical conditions such 
as charging current densities and cation transference numbers (Monroe and Newman, 
2003). Akolkar built upon the work of Monroe and Newman and included a 
concentration dependent diffusion coefficient into the model (Akolar, 2013).  
Following the previous work by these groups, I developed an initial simple one 
dimensional (1D) model to describe dendrite growth from the anode surface (Tan and 
Ryan, 2013), which includes position dependent diffusion coefficients to model the effect 
of dendrite growth on local mass transport. The simple 1D model shows good correlation 
to experimental data of sparse needle-like dendrite growth in low current cases. However, 
several limitations of this 1D model prevent it from performing well in more complicated 
cases. The 1D model is presented in detail in Appendix A of this thesis.  
The 1D model focuses on mass transport, and ignores other physical factors, such as 
convection effects and surface tension, which are impossible to include in the 1D model. 
For the specific application of dendrite growth modeling, there are a number of important 
physics which I should consider in the model. The surface heterogeneity can induce non-
uniform current density distributions, and may relate to dendrite nucleation (Aurbach et 
al., 1995; Methekar et al., 2011; Placke et al., 2012). The interference between dendrites 
during growth is also important to the dendrite structure and growth rate (Gonzalez-Cinca 
et al., 2005; Gonzalez-Cinca and Ramirez-Piscina, 2004). Anisotropic diffusion can occur 
near the dendrite nucleation sites affecting dendrite morphology and could be an 
interesting avenue for novel electrolyte designs to suppress dendrite growth (Gandin et al., 
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1996; Haxhimali et al., 2006; Yamaki et al., 1998). Similarly, complex structured 
electrolytes are an alternative way to reduce dendrite growth in batteries (Lu et al., 2014). 
All of these aspects are closely related to dendrite growth and cannot be implemented in 
the 1D model. Consequently, new models that can include more important factors of 
dendrite growth are strongly needed for a better investigation of dendrite growth in 
batteries.  
This thesis focuses on the development of a novel 2D dendrite growth model to 
address some of the above-mentioned challenges of previous models. Development of the 
model is discussed in the following chapters, along with the investigation of mitigation 
strategies based on the model.  
1.2. Contribution of this thesis 
 The main contribution of this thesis is the development of dendrite growth models 
by a Lagrangian mesh-free particle-based method. The specific contribution of the 
research includes: 
 A new numerical method for more accurately and efficiently including the 
dendrite growth reaction at the anode/electrolyte interface is implemented 
into the dendrite growth model.  
 For the first time, anisotropic mass transport is implemented into a dendrite 
growth model, to study the effect of an anisotropic electrolyte on dendrite 
growth in batteries.  
 For the first time, the electro-convection effect on dendrite growth is studied 
by a Lagrangian particle-based method. The intrinsic advantages of the 
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Lagrangian model overcome the difficulties in traditional electro-convection 
computational models based on Eulerian frameworks. Complex effects of 
migration, convection and reaction on dendrite growth are revealed.  
 The dendrite growth in complex structured electrolytes is investigated. The 
dendrite suppressing effect is achieved by using an isotropic electrolyte with 
directional structures. 
 New insights are provided into the selection of electrolyte candidates for high 
energy batteries. Specifically, according to the simulation results in the 
dendrite growth studies by my models presented in this thesis, the electrolyte 
material with anisotropic diffusivity, low viscosity and appropriate structure 
could effectively suppress dendrite growth without significantly sacrificing 
the battery performance.  
1.3. Organization 
The thesis is organized into six chapters. Chapter 2 discusses the numerical methods 
used in the model development; Chapters 3-5 discuss the novel computational 2D models 
that were developed to study dendrite growth in various scenarios such as an anisotropic 
electrolyte (Chapter 3), convective electrolyte (Chapter 4) and structured electrolyte 
(Chapter 5). Chapter 6 summarizes the research and discusses areas for further research 
such as pulse charging and multi-cycle modeling for dendrite suppression. 
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2. Numerical methods 
To model dendrite growth in a Li-air battery I use two different numerical methods. 
The majority of model development is done using the smoothed particle hydrodynamics 
(SPH) methods. Additionally the finite difference method (FDM) is used to model the 
electro-static equation. Details of the numerical methods are discussed in the following 
subsections. 
2.1. Previous dendrite growth modeling methods  
2.1.1. Phase field method 
Previous computational studies of dendrite growth in batteries have used a variety of 
numerical methods with the most popular being the phase field (PF) method and the 
diffusion limited aggregation (DLA) method. The PF method was developed by Fix and 
Langer, to investigate interfacial problems (Fix et al., 1983; Langer, 1986). This method 
substitutes boundary conditions at the interface by a partial differential equation for the 
evolution of a supporting field that takes the role of an order parameter, the phase-field. 
Recently the PF method has been successfully used in dendrite growth studies in batteries. 
D.A. Cogswell developed a thin electrochemical interface PF model which quantitatively 
agreed with experimental data in terms of reaction kinetics, tip velocity and radius of 
curvature, etc (Cogswell, 2015). The model also revealed the dendrite suppression 
strategy by reducing the exchange current density and screening electrolyte candidates by 
their exchange currents. The dendrite growth in zinc batteries was investigated by PF 
method (Wang et al., 2015). The dendrite growth results showed the dominating role of 
diffusion on the overpotential and surface energy anisotropy in the zinc battery, which 
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controlled the dendrite propagation rate in their PF model. The interaction between 
separator geometry and lithium dendrite growth was also studied in a PF model (Jana et 
al., 2015). The distinct effect on dendrite propagation was demonstrated to be related to 
the critical current density and the separator pore size. 
The phase-field method shows excellent results at reproducing the features of 
dendrites, as well as in the study of physical properties at the dendrite surface. However, 
the PF method is limited to considering physics on the surface and at interfaces. 
Implementing the effects of physics near the surface, such as anisotropic mass transport 
or convection in a liquid electrolyte is much more challenging, which requires complex 
math formulation at the dendrite interface and approximation for the physics outside the 
interface (in the electrolyte) (Cogswell, 2015; Jana et al., 2015; Wang et al., 2015). 
Additionally, the PF method requires solving an additional differential equation to evolve 
the interface, which makes it less computationally efficient.  
2.1.2. Diffusion limited aggregation method 
The diffusion limited aggregation (DLA) method is another popular method in 
dendrite growth modeling. Developed by Witten and Sander, the DLA method was 
initially introduced for the study of irreversible colloidal aggregation, and then it was 
widely applied to investigate various systems where diffusion is the primary means of 
transport (Witten and Sander, 1981; Witten and Sander, 1983). The principles of DLA are 
simple and do not require complex formulation or implementation: random walker 
particles representing particles undergoing Brownian motion are introduced in the system, 
they can either escape to infinity or contact the seed particles, stick irreversibly and form 
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fractal structures like dendrites (Meakin, 1983; Witten and Sander, 1983). The 
applications of the DLA method in dendrite growth majorly focuses on the transport 
properties of the electrolyte.  Recently Im Dongmin found the fractional dimension of 
each dendrite increased significantly with increasing particle diffusivity (Dongmin, 2014). 
The dendrite morphology could then be suppressed by reducing the diffusivity of 
particles. The electrolyte viscosity was also proved to be related to dendrite growth in 
lithium batteries, through experimental and DLA studies (Park et al., 2014).  The 
simulation result from the DLA model suggested that denser and thicker dendrites can be 
obtained in a less viscous electrolyte, which had the same trend as their indirect 
experimental observation in terms of short-circuit time.  
In a scenario when diffusion plays a major role, which means effects from 
convection and reactions are insignificant, the SPH method becomes similar to the DLA 
method. However, due to its intrinsic principles, the DLA method has difficulty in 
dealing with complex interfacial physics such as surface tension, electrochemical 
dendrite growth reactions, or the convection effect in the electrolyte. In this dissertation, 
the smoothed particle hydrodynamics (SPH) method was chosen to address some of the 
challenges in dendrite growth study by DLA and phase field methods.  
2.2. Smoothed particle hydrodynamics method 
 SPH is a mesh free Lagrangian method whose simulation domain is discretized by a 
set of discrete particles, which are used as interpolation points to discretize and solve the 
governing equations. The SPH discretization produces a set of ordinary differential 
equations, discretized in time and space (Cleary and Monaghan, 1999; Monaghan, 2005). 
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In the SPH method, the integral interpolant As(r) of any continuous scalar field, A(r), in 
the simulation domain is defined by 
          
                                                    [2.1] 
where the integration is over the entire simulation domain, W is an interpolating kernel 
function,   is the position of the particle of interest, and   is the smoothing length, which 
defines the influence area of the kernel function W. 
The kernel function must satisfy a number of conditions including: a) the integral of 
W over the domain is 1; b) when h approaches zero, the kernel function will become the 
delta function; c)           = 0 when     > h; and d) the kernel function is 
differentiable.  
Next, the domain can be discretized with a finite set of particles, and the scalar field 
As at any position r can be approximated by the summation 
         
  
  
                                                  [2.2] 
where the summation is over all neighboring particles, b,   is the mass of particle b,    
is the position of particle b,    is the density, and          is the value of any quantity 
A at   . To simplify notation, I will drop the subscript s in other equations of this thesis. 
2.2.1. Stability and resolution of the SPH dendrite growth model 
In this dissertation, the SPH formulations are computed using an explicit Verlet 
solver to integrate in time. The use of an explicit solver restricts the time step to obtain a 
stable solution. According to previous publications (Herrera, 2009; Monaghan, 2005; 
Tartakovsky et al., 2007a; Tartakovsky et al., 2007b), the upper limit of the time step is 
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restricted by several conditions. 
The Courant-Friedrichs-Levy (CFL) condition: 
                                                                    [2.3] 
A constraint due to particle accelerations: 
            
 
     
                                                      [2.4] 
A constraint due to viscous diffusion: 
        
   
 
   
                                                          [2.5] 
A constraint because of the transport properties, which is the diffusion coefficient in 
this dissertation: 
   
     
         
                                                            [2.6] 
In above equations        is the sound velocity,         and    are the magnitude of 
acceleration, the fluid density and the fluid viscosity of SPH particle i respectively,     
and     are the diffusion coefficients in x and y direction. Based on the parameters used 
for dendrite growth simulations, a time step size ranging from 0.01 to 0.1 is adopted to 
satisfy the stability restrictions.  
The resolution of SPH is a tradeoff between the numerical accuracy and the 
computational efficiency. The integral interpolant of SPH (Eqs. 2.1 and 2.2) leads to an 
error which is proportional to the square of the smoothing length (O(h
2
)) (Cleary and 
Monaghan, 1999; Monaghan, 2005). Additionally, the numerical discretization of the 
integral brings a second error, which is related to the number of particles in the 
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integration volume (Cleary and Monaghan, 1999; Monaghan, 2005). When the 
smoothing length h is fixed to control the first type of error, a better numerical 
approximation of the SPH integral can be obtained if more SPH particles are used in the 
kernel support volume, which means a higher resolution. However, more computational 
effort is also required when more SPH particles are included in the calculation. In this 
dissertation, the average particle interspacing was set to 0.25h following previous 
publications in order to achieve adequate accuracy and computational efficiency (Ryan 
and Tartakovsky, 2011; Tartakovsky et al., 2007a). 
2.2.2. Advantages and challenges of SPH in dendrite growth study 
SPH has many unique advantages which make it particularly well suited for 
modeling dendrite growth (Meakin et al., 2007; Ryan and Tartakovsky, 2011; Ryan et al., 
2010, 2011; Tartakovsky et al., 2007a; Tartakovsky et al., 2007b). Due to its intrinsic 
Lagrangian features, SPH easily models moving and deformable boundaries without 
complicated tracking algorithms. Similarly, as the surface of Li dendrites continues to 
grow during the charging process, SPH will be able to capture the moving and deforming 
boundary. The modeling of flow in SPH is well developed. The particle based SPH 
method can straightforwardly include advection in the electrolyte of battery, which is 
challenging in phase field and DLA methods. Additionally, SPH easily implements 
complex physics at the interface between the anode surface and the electrolyte. Most of 
the electrochemical reactions happen at the interface of the dendrites/electrodes and 
electrolyte. Based on the continuum surface reaction (CSR) modeling method developed 
by Ryan et al., Neumann and Robin boundary conditions can be efficiently implemented 
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in the governing equations and also can be applied to the electrochemical reactions of 
dendrite growth (Ryan et al., 2010).  
In addition to the above-mentioned advantages, the SPH method also has several 
limitations in the dendrite growth study. Firstly, when simulating directional properties 
such as anisotropic mass and heat transport, the smoothing feature of SPH induces 
interference by calculating the weighted transport interactions from all surrounding SPH 
particles in all directions. This will reduce the accuracy of the implementation of 
directional properties, especially when the anisotropic property varies significantly in 
different directions. Secondly, the SPH method is not convenient in solving the 
electrostatic Poisson equation for the potential distribution. The potential reaches steady 
state too fast, hence it is hard to be handled by the explicit SPH method unless a very 
small time step is used, which is impractical when other physics like diffusion or heat 
transfer are coupled. Thirdly, the SPH dendrite growth model is still in development so 
many physics such as surface tension or current density distribution have not been 
implemented. This dissertation focuses on the mass transport limited scenario when the 
charging current density is near the limiting current region, to minimize the effect of 
current density distribution. Additionally the surface tension at this initial development 
stage of the SPH dendrite growth model is excluded and left to the future work. The first 
and second problems were solved by either improving the SPH implementation of 
directional properties, or combining other numerical methods with SPH. The 
implementation details for addressing such challenges are presented in Chapters 3 and 4 
respectively. 
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2.3. Finite difference method 
The FDM is a numerical method for solving differential equations. The continuous 
physical problem is transformed into a discretized problem with uniform nodal values. 
The derivatives in the differential governing equation are approximated by the finite 
differences between the nodal values, then make the differential equation numerically 
solvable. In this thesis, I adopt a regular successive over-relaxation FDM (Mitchell and 
Griffiths, 1980; Nicholls and Honig, 1991) to quickly solve the 2D electro-static equation 
for the 2D convective dendrite growth model of chapter 4. 
In the FDM method, the simulation domain is discretized by a uniform mesh of 
spatial points, with equal interspacing distance. The variable value of the governing 
equation at every grid point is looped over and added to a correction value, which is 
calculated from residue and an arbitrary correction factor. This iterative process is 
repeated until the summation of error at all grid points is below an acceptable threshold. 
When the iterative process converges, the differential equation is solved by the FDM. 
The implementation details of the FDM in the dendrite growth model are shown in 
Chapter 4. 
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3. Dendrite growth in the anisotropic electrolyte 
This chapter is based on my previous publication in Journal of the Electrochemical 
Society, 163(2): A318–A327 (2016). 
As mentioned in Chapter 1, the dendrite growth after nucleation is strongly 
dependent on the Li
+
 mass transport in the electrolyte near the anode/electrolyte interface. 
Most of the factors related to dendrite growth, such as ion diffusion, migration, advection 
and surface reactions affect the local Li
+
 profile so as to change the dendrite growth rate 
and morphology. This chapter focuses on the effect from ion diffusion and surface 
reactions on dendrite growth in high energy density batteries. 
While most of the previous research focuses on electrolytes with isotropic 
diffusivities, I are interested in the effects of an anisotropic electrolyte because of its 
abilities to tune the directional diffusion properties so as to change the Li
+
 concentration 
gradient near the anode and affect the Li dendrite growth (Tan et al., 2016). In this 
chapter I present a numerical model of reactive transport near the anode-electrolyte 
interface of a Li battery to understand the driving forces for dendrite growth and how 
anisotropic mass transport in the electrolyte affects growth rate and morphology. The 
model uses a Lagrangian particle-based method (SPH) to model dendrite growth on the 
anode surface and considers the effects of anisotropic transport properties in the 
electrolyte on dendrite growth and morphology. Anisotropic properties are used to 
control concentration gradients in the electrolyte near the anode interface. By simulating 
anisotropic ion mass transport in the electrolyte I can numerically investigate novel 
anisotropic electrolytes, such as liquid crystals, for use in Li batteries (Ramon-Gimenez 
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et al., 2012; Shimura et al., 2008). These novel liquid crystals could be used to induce 
directional properties in the battery and could be tuned to change the Li-ion (Li
+
) 
concentration gradients near the anode-electrolyte interface so as to suppress dendrite 
growth. 
In the following sections of this chapter, the details of the anisotropic dendrite 
growth model and the simulation domain are presented and the accuracy of the model is 
verified by comparing the numerical simulation results with analytical solutions. 
Parametric studies of dendrite growth in an anisotropic electrolyte are presented. The 
results demonstrate the effects of anisotropic transport on dendrite growth and 
morphology and show the promise of anisotropic electrolytes for dendrite suppression. 
While my study focuses on battery systems, the methods can be easily applied to other 
reactive solidification systems or phase change systems with convective thermal 
boundaries in anisotropic materials. 
3.1. Model schematic and governing equations 
The anisotropic dendrite growth model focuses on the anode/electrolyte interface of 
a Li battery where the reactive transport, which is critical to dendrite growth, occurs. The 
simulation domain includes the anode surface as well as a thin diffusion layer within the 
electrolyte. I only consider the reactive transport within this diffusion layer, and assume 
that the concentration outside of the diffusion layer is equal to the concentration of the 
bulk solution Co. A finite diffusion layer near the anode/electrolyte interface is a typical 
assumption in the study of electro-chemical systems (Newman and Thomas-Alyea, 2012), 
and its existence can be proven by experimental observation through interferometer 
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(Elezgaray et al., 1998; Nishikawa et al., 2004). The thickness of the diffusion layer is 
around 100  m (Elezgaray et al., 1998; Nishikawa et al., 2004). Advective transport is 
not included in the model since I assume the flow is negligible in an anisotropic 
electrolyte such as a liquid crystal (Ramon-Gimenez et al., 2012; Shimura et al., 2008), or 
an anisotropic structured electrolyte, e.g., a standard liquid electrolyte confined by an 
anisotropic structured separator. The dendrite growth reaction after dendrite nucleation is 
assumed to be mass transport limited (Nishikawa et al., 2011) and a first order 
precipitation reaction is used, taking the general form shown in Eq. 1.1. The mass 
transport limited assumption is valid when the charging current density approaches the 
limiting current region (Newman and Thomas-Alyea, 2012; Nishikawa et al., 2011; 
Nishikawa et al., 2010). A first order reaction is a general simplification of dendrite 
growth reactions (Bockris, 1962; Newman and Thomas-Alyea, 2012), and a uniform 
reaction rate is used to simplify the dendrite growth model in this chapter. The surface 
reaction rate may become heterogeneous when significant Solid Electrolyte Interface 
(SEI) layer forms, which can be modeled using the numerical methods described in this 
chapter; however for the work presented here I only consider a uniform reaction rate. 
Additionally, the electrochemistry and electron transport are not explicitly included in the 
model due to the mass transport limited assumption. Isothermal conditions are also 
assumed due to the small heat of reaction associated with dendrite formation in this 
model (Aryanfar et al., 2015; Newman and Thomas-Alyea, 2012).  
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Figure 3.1 Schematic of simulation domain. L is the thickness of diffusion layer, 
 C0 is the bulk solution concentration. 
 
A schematic of the model domain is shown in Figure 3.1. The dendrite model 
simulation domain consists of the anode surface and the electrolyte, which acts as a 
stationary diffusion medium with a diffusion boundary layer of thickness L (Nishikawa et 
al., 2004; Nishikawa et al., 2012). Note that the anode surface roughness is exaggerated 
in Figure 3.1 to emphasize the heterogeneous nucleation points on the anode surface. The 
Li
+
 in the electrolyte react with electrons at the anode surface, and form dendrite 
structures on the anode surface. As the Li dendrites grow on the anode they will become 
the new boundaries for future dendrite growth reactions (reactive surface), while the 
embedded old dendrites become the interior solid and no longer participate in the surface 
reactions. 
The physical parameters used in the model are listed in Table 3.1. 
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Table 3.1 Parameters used in 2D models 
Parameter Symbol Value Unit 
Domain length LD 64  m 
Domain width WD 64  m 
SPH particle interval    0.25  m 
Diffusion coefficient in x/y Dxx/Dyy 0~1  m
2
/s 
Time   ~6000 s 
Concentration   0-1     /   
Reaction rate K 0-100  m/s 
 
Units in Table 1 are for the specific scenario of dendrite growth in a battery system 
that is in micrometer scale. For other scenarios in different scales, this SPH model is still 
applicable by adjusting the scale of units accordingly. If multi-scale modeling is included 
in a system, the physics over multiple length scales can still be captured by the SPH 
method using the adaptive distribution of SPH particles with adaptive smoothing 
distances (Owen et al., 1998). The dendrite growth models in this dissertation have not 
included multi-scale physics, so the SPH particle density in this dissertation is set as 
16/  m2 and keeps roughly constant through the whole simulation.   
The general governing equations for the system are mass continuity and species 
conservation (Newman and Thomas-Alyea, 2012),  
 
        
  
                                                             [3.1] 
        
  
                 
     
   
                                    [3.2] 
where    is the fluid domain (electrolyte solution),   is the density,         is the velocity 
vector,      is a position dependent diffusion tensor, and C is the Li+ concentration. t+ is 
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the Li
+
 transport number, z+ is the charge number, i is the current density and F is the 
Faraday constant.  
I also assume the Li ion transference number, t+, does not change significantly in the 
range of normal concentrations in Li batteries (Zugmann et al., 2011). This reduces Eq. 
3.2 to, 
        
  
                                                            [3.3] 
For the domain in Figure 3.1, I apply a constant concentration boundary condition 
outside the finite diffusion layer near the anode surface and a first order reaction 
boundary condition at the anode surface to account for the reaction in Eq. 1.1, 
                                                                      [3.4] 
                                                    ,                   [3.5] 
where      is a point on the reactive surface      is the unit vector normal to the reactive 
boundary   which points outside of the fluid domain     Ceq is the reaction equilibrium 
concentration of the Li solidification reaction and K is the reaction coefficient of the first 
order reaction. For simplicity, the right hand side of Eq. 3.5 is referred to as Ss in 
following equations, 
                                                 [3.6] 
For the species conservation equation, Eq. 3.3, I assume the initial concentration of 
Li
+
 is uniform throughout the domain, and equal to the concentration of the bulk solution,  
                                                                    [3.7] 
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The transient dendrite growth in the Li battery is modeled using these governing 
equations and boundary and initial conditions. 
3.2. Numerical implementation 
The work presented in this chapter is based on the SPH model for reactive transport 
and mineral precipitation developed by Tartakovsky et al. (Tartakovsky et al., 2007a). 
The novel improvements of this chapter are the implementation of anisotropic diffusion 
based on the work by Herrera et al. (Herrera, 2009) into a SPH precipitation model 
(Tartakovsky et al., 2007a), and implementation of the continuum surface reaction (CSR) 
method developed by Ryan et al. (Ryan et al., 2010) to study the reactive mass transport 
at the interface of the anode/electrolyte. Combining the CSR method with an anisotropic 
SPH model allows us to accurately simulate the dendrite growth phenomenon, which is 
geometrically-complex and time-dependent without using complex front-tracking 
methods. 
3.2.1. Anisotropic diffusion 
The SPH implementation of anisotropic diffusion builds off of the work of Herrera 
et al. which defines the two dimensional diffusion tensor as (Herrera, 2009) 
        
                
                
                                              [3.8] 
where Dxx and Dyy represent the diffusion projections in x/y directions, and Dxy and Dyx 
are cross dispersion terms which are related to non-uniform flow effects on diffusion. 
For the anisotropic diffusion in Eq.3.3, I assume that the orientation of the x and y 
coordinates coincides with the orientation of the principal coordinates of the diffusion 
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tensor, which reduces the diffusion tensor to, 
        
         
         
                                              [3.9] 
In order to derive the SPH expression for the dispersion term (Jubelgas et al., 2004), 
I have the SPH form  
  
 
   
     
  
   
 
 
 
   
  
      
          
     
      
    
   
      
             [3.10] 
where i, j refers to the directions x and y. 
The second derivative of a scalar field, A, at a particle of interest (particle a) can be 
evaluated by (Espanol and Revenga, 2003; Monaghan, 2005)  
   
      
     
 
  
                            
                                
                
              [3.11] 
where    is the particle number density of surrounding particles (number of particles per 
volume) and W1 is the weighting function with the smoothing distance h1. 
Substituting Eq. 3.11 into Eq. 3.10, I have the SPH formulation for the diffusion 
equation with an anisotropic diffusion coefficient 
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          [3.13] 
The SPH formulation of anisotropic diffusion developed by Herrera et al. works 
well for ordered SPH particles, however, the error increases dramatically when SPH 
particles become disordered. When particles are disordered (Figure 3.2a), the smoothing 
function (W1) with small smoothing distance h1 is very sensitive to the varying relative 
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distance between particle a and surrounding particles b. This problem will induce large 
numerical errors in the concentration profile calculated by the anisotropic diffusion 
reaction model. This may be the reason that Herrera’s model becomes less accurate when 
SPH particles are disordered (Herrera, 2009). In my model, the implementation of 
anisotropic diffusion is adjusted for disordered particles.  
 
Figure 3.2 Schematic of anisotropic model for disordered particles. The dash empty circles are the 
virtual SPH particles located in the center of discretized volume. The solid circles are the real 
SPH disordered particles randomly distributed in the domain. The circles with blue borderline are 
virtual/real particles of interest (particle a). 2a, surrounding disordered particles of particle a, 
before model adjustment. 2b, virtual ordered SPH particles are included to assist the calculation 
of anisotropic diffusion. Grey squares represent the surrounding particles involved in the 
calculation of anisotropic diffusion. 
 
The schematic of the adjusted calculation for disordered particles is shown in Figure 
3.2 a and b. Two different sets of SPH particles are used in the modified model. Ordered 
virtual SPH particles with regular interspacing 0.25 (dashed empty circles) are used to 
assist the calculation of anisotropic diffusion by Eq. 3.14 with smoothing distance h1.   
    
  
  
 
 
      
   
                
             
   
          
                                            [3.14] 
where     represents the concentration of virtual particle a, and              stands for the 
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relative positions between virtual particles a and b. With such a small smoothing distance 
only the four nearest ordered SPH particles are included in the anisotropic diffusion 
calculation, which formulates the anisotropic calculation with a pseudo finite volume 
method.  The included SPH particles within the smoothing distance are represented by 
the grey squares in Figure 3.2b. 
3.2.2. Reaction boundary implementation 
The CSR method allows the reaction boundary condition, Eq. 3.5, to be 
approximated as a volumetric source term added to the governing equation, Eq. 3.3 (Ryan 
et al., 2010) 
        
  
                                          [3.15] 
where    is a volumetric source term,  
                           ,                    [3.16] 
which is derived from Eq. 3.5 using the method outlined in Ryan et al. In Eq. 3.16 
                   , and   is the characteristic function to distinguish the solid 
domain    and fluid domain   , Ss is the surface reaction term which is the reactive 
boundary condition at the interface   and is defined in Eq. 3.5. 
This allows the reaction boundary conditions of Eq. 3.5 to be rewritten as a 
homogeneous boundary condition,    
                                  .                [3.17] 
Du et al., demonstrated that Eqs. 3.15-3.17 approximate the solution of the original 
Eqs. 3.3 and 3.5 to the second order in h (Du et al., 2014).  
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Combining the CSR method and the anisotropic species conservation equation, Eq. 
3.3, with the reactive boundary condition, Eq. 3.5, the species conservation equation is 
implemented in SPH as,  
   
  
  
 
 
      
  
              
          
   
       
                     
    
 
  
                   
       
                                             3.18] 
where                     , h2 is the smoothing distance for the reaction calculation,    is the 
concentration carried by particle a, Ssa is the surface reaction of particle a. The weighting 
functions to calculate diffusion (W1) and the reaction (W2) can be different since diffusion 
and reaction interactions of particle a are calculated separately from surrounding particles 
b in the fluid and particles k in solid. For an ordered SPH particle spacing, the 
interspacing between particles is 0.25 in the simulation (so the average particle number 
density is 16). The smoothing distance h1 is set to be 1.2×0.25 for the anisotropic 
calculations to avoid diffusion interference from other directions. The h2 for W2 is set to 
be 4×0.25. 
The normal vector        is calculated as (Ryan et al., 2010),  
       
 
 
  
                         
  
 
  
                          
                       [3.19] 
When SPH particles become disordered, the concentration change due to the 
reaction (Eq. 3.20) is calculated using disordered real SPH particles with random 
interspacing (solid circles) with smoothing distance h2. 
    
  
      
 
   
                                                                    [3.20] 
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where     represents the concentration of real particle a, and           stands for the relative 
positions between real particles a and k. 
Consequently, for every pair of virtual and real SPH particles, the corresponding 
form of Eq. 3.18 for disordered SPH particles can be expressed by 
    
  
  
 
 
      
   
                
    
         
   
           
                       
     
 
   
                                                                    [ 3.21] 
The virtual SPH particles are used to assist the calculation of the anisotropic 
diffusion part of the real disordered SPH particles, using an idea similar to the finite 
volume method. When real particles have the same ordered distribution as virtual 
particles, Eq. 3.21 will go back to Eq. 3.18. The accuracy of this adjusted method is 
verified in the next section.  
 
3.3. Model verification 
To verify the anisotropic dendrite growth model, the simulation results are compared 
with analytical solutions for two test cases. The first test case is anisotropic diffusion with 
a fixed reactive solid boundary, which means the solidification process is turned off and 
the solid boundary does not grow. This test case is used to verify that the anisotropic 
diffusion profile of Li
+
 and the mass flux at the reactive boundary are implemented 
correctly in the anisotropic dendrite growth model. The second test case includes 
solidification under a given mass flux at the reactive boundary. This test case is used to 
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verify that when the mass flux at the boundary is given the solid/dendrite growth rate is 
correctly predicted. 
3.3.1. Anisotropic diffusion with fixed reactive boundary 
3.3.1.1. Verification with ordered SPH particles 
The implementation of the anisotropic diffusion problem with a reactive boundary is 
verified against a semi-infinite parallel-plate analytical solution. In this scenario, the two 
dimensional reactive transport is simplified to a quasi one-dimensional (1D) reactive 
transport case, and verified individually in the x and y directions, using two different 
model setups. For example in the x direction, the fixed reactive boundary is located at x = 
0, and a constant concentration boundary is at x = L             ,. The initial 
condition is           , and the equilibrium concentration for the reaction is 
         . The reaction rate k is 0.00125. 
Two different diffusion tensors, D, are used to verify the diffusion reaction cases. To 
verify the anisotropic diffusion in the x direction, I use a diffusion tensor with Dxx =Dyy = 
0.1 as an isotropic control case, and use the diffusion tensor Dxx = 0.1, Dyy = 0, as an 
extreme anisotropic case (no diffusion in the y direction).  For both cases Dxy and Dyx are 
set to zero. For verification in the y direction, an analogous setup and cases are 
considered. 
By using a semi-infinite parallel-plate solution, the anisotropic diffusion model can 
be simplified to two quasi 1D problems in the x and y directions. If the anisotropic model 
is correctly implemented, the diffusion in x should be independent of the diffusion in y. 
  
34 
That is to say, the transient concentration profile in x (or y) should be the same no matter 
if the diffusion tensor is isotropic or extremely anisotropic. Verification results from the 
quasi 1D scenarios of x and y will jointly prove whether the anisotropic diffusion reaction 
model is correctly implemented. The analytical solution for the quasi 1D problem, in the 
x direction, is given by (Tartakovsky et al., 2007a): 
            
   
                  
         
    
          
 
       
               [3.22] 
where  
   
         
    
 
  
                        
                     
                  [3.23] 
and    is the solution of 
   
 
           
 
 
Figure 3.3 Concentration profiles with ordered SPH particles versus the position  
in the x direction at different transient times. 
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Figure 3.3 shows the diffusion profile in the x direction for different times for the 
two simulation cases and the analytical solution. The analytical solution is calculated 
from Eq. 3.22 and the simulation results are based on the SPH formulation (Eq. 3.18) of 
the species conservation equation Eq. 3.3 with ordered SPH particles and solidification 
turned off.  From Figure 3.3, the transient concentration profiles of the ordered SPH 
system in the x direction for both the isotropic and anisotropic cases agree well with the 
analytical solution. Similar results are obtained when the y direction is considered. 
3.3.1.2. Verification with disordered SPH particles 
In addition to verifying the SPH model with ordered particles, I also considered the 
effects of disordered SPH particles. The same analytical solution as those used in the 
ordered verification case was considered, but the simulation results of disordered 
particles were calculated from the SPH formulation Eq. 3.21 of the species conservation 
equation with disordered SPH particles.  The concentrations of the real SPH particles are 
averaged in the y direction and plotted against the x coordinates of the corresponding 
ordered virtual SPH particles. The simulation results are shown in Figure 3.4 and 
compare well to the analytical solution with a slightly higher error than the ordered cases, 
especially the anisotropic case near the reactive boundary (x=0). 
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Figure 3.4 Concentration profiles with disordered SPH particles versus the position in the x 
direction at different transient times. 
 
 
Figure 3.5 The error, E, of different cases over time 
 
The error, E, defined as the relative difference between the numerical and analytical 
results is given by  
      
                        
          
                        [3.24] 
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The maximum error over time for anisotropic diffusion for ordered/disordered SPH 
particles is plotted in Figure 3.5. For the ordered particles cases, E is less than 0.1% and 
does not change significantly over time, which indicates the high accuracy of my model 
in ordered cases. For the disordered particles cases, the error E is increasing over time, 
from 0.1% (at time = 1000) to 1% (at time = 4500). The increasing error in the disordered 
cases, whose maximum is near the reactive boundary, may come from the approximation 
error when I couple the diffusion of ordered virtual SPH particles with the reaction of 
disordered SPH particles. However, the error of my model is significantly less than 
previous models (more than 7% at time=300) of anisotropic diffusion of disordered 
particles (Herrera, 2009). Additionally, for the dendrite growth of my studies I typically 
consider times less than 4500 where the error is in an acceptable level (less than 1%) for 
my dendrite studies.  
Similarly, the verification in the y-direction has the same result as in the x-direction, 
because of the symmetrical form of x and y in the model. The verification of the 
anisotropic diffusion reaction with a fixed solid boundary demonstrates that, my model 
can correctly calculate the Li
+
 concentration profile in the anisotropic diffusion domain 
and accurately implements the reaction boundary condition. 
3.3.2. Solidification with a given mass flux at the boundary 
The solidification method described by Tartakovsky et al. (Tartakovsky et al., 2007a) 
is used for my dendrite growth model. In order to verify the implementation of 
solidification in the SPH model, a constant mass flux is applied at the solidifying surface. 
The solid front propagates due to the constant mass flux at the solid surface. The 
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analytical solution for this test case is analogous to that of ablation in heat transfer, which 
is given by (Rohsenow et al., 1985): 
    
   
             
                            [3.25] 
where Vss is the ablation velocity, q" is the heat flux applied on the solid/liquid interface, 
  is the density, c is the specific heat capacity, td is the melting temperature, t0 is the 
initial temperature, and H is the heat of ablation.  
The analogous solution for a dendrite growth case is: 
  
  
  
  
                                 [3.26] 
where   
   is the mass flux, and    is the change of mass density. 
Eq. 3.26 indicates that if the mass flux is constant the solid growth rate will be 
constant. A moving front solidification case is implemented in SPH with a constant mass 
flux of q
"
m = 0.028. The analytical solution is calculated from Eq. 3.26. For the ordered 
SPH particles case, the solidification rate, which is represented by the position of solid 
growth front, agrees very well with the analytical prediction. No variation of the solid 
surface is shown because an ideal case is simulated with a perfectly flat initial surface 
when particles are ordered. For the disordered SPH particles case, the solidification rate 
is represented by the average position of the solid growth front, which still agrees well 
with the analytical result. However, because of the disordered particle placement, the 
growing surface is not perfectly flat and the variance grows with increasing time, shown 
as error bars for the disordered case in Figure 3.6. The good agreement between 
analytical and numerical results in Figure 3.6 implies that the solidification is 
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implemented correctly in the SPH model.   
 
 
Figure 3.6 The position of solid growth front in y direction over time, obtained from analytical 
solution and numerical simulation, with ordered (white circles) and disordered (black squares) 
particle placement. For disordered case the solid front position is the average position and the 
variance is shown as error bar. 
 
 
3.4. Results and discussion: dendrite growth simulations by the anisotropic 
diffusion reaction model 
The dendrite growth simulation follows the schematic, initial conditions and 
boundary conditions illustrated in section 3.1. Disordered SPH particles are adopted in 
the simulation to avoid unphysical straight dendrite growth when ordered SPH particles 
are used. Disordered SPH particles are placed in a 64 × 64 simulation domain, with an 
average particle number density of neq = 16. As shown schematically in Figure 3.1, a 
rough solid anode surface is used as the initiation points for dendrite growth. A constant 
concentration boundary condition, C = 1, is applied at y = 64 with periodic boundary 
conditions in the x-direction. The equilibrium concentration (Ceq) is 0.01 in all dendrite 
growth simulations.  
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3.4.1. Isotropic and anisotropic dendrite growth study 
The Damkӧhler number (Da), given by: 
   
  
 
                                         [3.27] 
is an important dimensionless number describing reactive mass transport. L is the 
characteristic size of the simulation domain, which is 64 in the dendrite growth case and 
D is the diffusion coefficient of Li
+
 in the electrolyte. The Damkӧhler number 
significantly affects the stability of solid precipitate growth, which has been previously 
reported by Tartakovsky et al. (Tartakovsky et al., 2007a). To compare the effects of an 
isotropic and anisotropic electrolyte, I studied the effect of Da on the growth of dendrites 
at the anode surface for both electrolytes.    
For the initial comparison of isotropic (D=1) and anisotropic (Dxx=0.01, Dyy=1, and 
Dxy=Dyx=0) electrolytes I vary the Da number via the reaction rate. Note that for the 
anisotropic electrolyte cases Da is calculated based on the diffusion coefficient through 
the electrolyte (Dyy), also for all anisotropic cases I maintain Dxy=Dyx=0. Three triangular 
protrusions are placed on the anode surface as the nucleation sites, to simulate a rough 
anode surface and initiate the dendrite growth. The morphology of the simulated 
dendritic structures is shown in Figure 3.7. Quantitative results of dendrite growth such 
as solid growth rate and dendrite length over time are shown in Figure 3.8 and Figure 3.9.  
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Figure 3.7 Dendrite growth simulation (time = 3000) results in isotropic and anisotropic 
electrolytes at varying Da numbers. Isotropic cases: L=64, D=1; Anisotropic cases: L=64, 
Dxx=0.01, Dyy=1. 
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Figure 3.8 Solid reaction rate (represented by the number of solid particles) over time, for the 
isotropic (a) and anisotropic (b) electrolyte cases at varying Da numbers. 
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Figure 3.9 Maximum dendrite length in the y direction over time, for the cases in isotropic (a) and 
anisotropic (b) electrolytes at varying Da numbers. 
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For the dendrite growth simulations in an isotropic electrolyte, the morphology of 
the dendrites changes significantly with varying Da numbers (Figure 3.7). The growth 
with lower Da (e.g., Da = 64) produces more compact and robust dendrites with thick 
trunks and short side branches (Figure 3.7), while higher Da (Da = 640 and 3200) 
generate increasingly more unstable dendritic structure with thin trunks and long side 
branches. Quantitatively, the dendrite propagation rate in the isotropic cases drops 70% 
from Da = 3200 to Da = 64 (Figure 3.9), while the solidification rate drops only 20% 
(Figure 3.8). Similar isotropic dendrite growth results with different nucleation conditions 
have been reported previously by Tartakovsky et al. (Tartakovsky et al., 2007a).  
Lower diffusion rates can hinder Li
+
 transport and limit the Li
+
 available for the 
reactions, which decreases the solidification rate. Based on the isotropic dendrite growth 
simulation results, reducing the Li
+
 reaction rate at the anode surface or decreasing the 
Li
+
 diffusion in the electrolyte will suppress the dendrite growth on the anode surface. 
However both of these dendrite suppression strategies will adversely affect the battery 
performance.  
Interesting results are observed when an anisotropic electrolyte is modeled (Figure 
3.7, Figure 3.8, Figure 3.9, anisotropic cases). Comparing the anisotropic results with 
their isotropic counterparts, the dendrite morphology in the anisotropic groups are more 
uniform and compact (Figure 3.7). In the anisotropic case, a large number of dendrites 
form in the interspace between the initial nucleation sites while the dendrites at the 
nucleation sites are suppressed. Additionally, as shown in Figure 3.8, the overall solid 
growth rate of the anisotropic cases is not significantly lower (about 10%) than that of 
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their isotropic counterparts with the same reaction rate. Nevertheless, the maximum 
dendrite length in the y direction of the anisotropic cases can be suppressed up to nearly a 
quarter of the isotropic counterparts (Figure 3.9). The comparison between isotropic and 
anisotropic simulations suggests that the anisotropic electrolyte has the potential to 
significantly reduce dendrite growth without sacrificing much battery performance, such 
as the reaction rates or Li
+
 transport rate.  
 
Figure 3.10 Contour plots of Li
+
 concentration near dendrites. Left: isotropic case with Da=640, 
D=1; right anisotropic case with Da=640, Dxx=0.01, Dyy=1. Simulation time is 300 so there is no 
significant dendrite growth. Solid lines indicate constant concentration at indicated values. 
 
Contour plots of the Li
+
 concentration are used to further investigate how the 
anisotropic mass transport affects dendrite growth (Figure 3.10). In Figure 3.9, both the 
isotropic and anisotropic cases have the same Damkӧhler number through the electrolyte. 
Distinct differences in the concentration profile are seen in Figure 3.10 due to the 
difference in mass transport. In the anisotropic case, the Li
+
 concentration at the locations 
between dendrite growing sites is reduced less by the reaction at the protruding regions 
(major dendrite trunks or nucleation sites) because of the low diffusion rate in the x 
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direction, which leads to the higher Li
+ 
concentration in those regions, and generates 
more dendrite growth on the anode surface between major dendrite growing sites. 
Additionally, the limited diffusion in the x-direction also hinders the replenishment of Li
+
 
at the dendrite growing sites, inducing lower Li
+ 
concentrations near the dendrite tips, and 
eventually results in less growth in the major dendrite trunks. The anisotropic effects on 
the concentration profile lead to the more compact and flat dendrite structures in the 
anisotropic electrolyte (Figure 3.7).  
3.4.2. Anisotropic dendrite growth at varying anisotropies 
Section 3.4.1 has shown promising dendrite suppression effects from an anisotropic 
electrolyte. Many anisotropic electrolyte candidates, such as liquid crystals, have been 
reported with mass transport anisotropies ranging from 10
2
 to 10
5 
(Ramon-Gimenez et al., 
2012; Shimura et al., 2008). Therefore, simulations under similar varying anisotropies are 
performed to further investigate the anisotropic effect on dendrite growth.  
The dendrite growth results at varying mass transport anisotropy, which is defined 
as the ratio of the mass diffusivity in the direction across the electrolyte from the anode to 
cathode, over the mass diffusivity in the direction parallel to the anode surface (Dyy/Dxx), 
are shown in Figure 3.11. From the results the dendrite structures are increasingly more 
uniform and compact with increasing mass transport anisotropy because of the increasing 
anisotropic mass transport effect illustrated in section 3.4.1. However, this effect on 
dendrite growth becomes insignificant when Dyy/Dxx > 10
2
, which implies increasing the 
mass transport anisotropy of the electrolyte to suppress dendrite growth becomes less 
meaningful when it is more than 10
2
. The suppressing effect on the major dendrite trunk 
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propagation rate over various mass transport anisotropies is shown in Figure 3.12. This 
result shows that, under the same reaction rate and the same diffusion rate in the y-
direction, the major dendrite growth rate drops 70% when Dyy/Dxx goes from 1 (isotropic) 
to 10
2
, and then decreases slowly after that; at the same time, the overall solid growth 
reaction rate only decreases by around 10%.  
3.4.3. Anisotropic dendrite growth at varying initiation conditions (Interface roughness). 
Whether the anisotropic mass transport effect on dendrite growth is valid in varying 
initial conditions was also tested. Two initial condition configurations were tested: square 
protrusions (Figure 3.13, a1 and a2) and no protrusion (i.e., flat surface) with high local 
reaction rates at specific sites (Figure 3.13, b1 and b2). Comparing to Figure 3.7, similar 
dendrite growth results in Figure 3.13 demonstrate the anisotropic mass transport effect 
on suppressing dendrite growth is valid for different initiation conditions. 
 
 
Figure 3.11 Dendrite growth at varying anisotropies. Da=640, Dyy =1, time=3000. 
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Figure 3.12 The ratio of total reaction rate and maximum dendrite length to isotropic equivalent 
configurations at varying anisotropies. Da=640, Dyy=1, time=3000. 
 
 
Figure 3.13 Dendrite growth with varying initial conditions. Da=640, 
 Dxx=0.01, Dxy=Dyx=0, Dyy=1, time=3000. 
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3.5. Conclusions 
I propose a novel SPH-CSR model for the study of dendrite growth in anisotropic 
electrolytes. The model was developed based on a previous precipitation model 
(Tartakovsky et al., 2007a), which was expanded to include anisotropic mass transport 
properties in the electrolyte and the CSR method for modeling surface reactions. The 
dendrite growth phenomenon, which is geometrically complex and time dependent, was 
accurately simulated by combining the CSR method with the anisotropic SPH model 
without using complex front tracking methods. The model was verified in test cases of 
anisotropic reactive diffusion as well as solidification, and the accuracy is greater than 
previous particle based anisotropic models for disordered SPH particles.  
Parametrical studies of dendrite growth in isotropic and anisotropic electrolytes were 
performed using my model. Based on the results, the following key conclusions can be 
drawn: a) anisotropic electrolytes can improve the mass transport between major dendrite 
growth sites and reduce the replenishment of Li
+
 near the major dendrite tips. 
Consequently the dendrite growth in anisotropic electrolytes will be more uniform and 
compact than the growth in isotropic electrolytes. b) The anisotropic mass transport 
effects on suppressing dendrite growth reach saturation when the mass transport 
anisotropy is more than 10
2
.  
The investigation of the anisotropic mass transport on dendrite growth in this 
chapter shows the great promise of anisotropic electrolytes in significantly reducing 
dendrite growth, without notably sacrificing performance of the batteries. Batteries with 
anisotropic mass transport properties could be achieved by using anisotropic materials 
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like liquid crystals as the electrolyte, or standard electrolytes confined in a separator with 
anisotropic morphology. Additionally, the SPH model and results shown in this chapter 
are also applicable to thermal phase change problems in anisotropic heat conductivity 
scenarios. Advection effects can be easily included into my model due to the intrinsic 
particle based feature of the SPH method, but the anisotropic implementation could be 
improved to reduce the large numerical oscillations due to the off-diagonal terms in the 
anisotropic diffusion tensor (Herrera, 2009). 
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4. Dendrite growth in the convective electrolyte 
 
The mass transport of Li
+
 has a strong role in Li dendrite growth after nucleation, 
which has been shown in previous chapters. The computational model in Chapter 3 
demonstrates that the dendrite growth in Li batteries can be suppressed by using 
anisotropic electrolytes to induce directional transport properties of cations which 
enhance transport through the electrolyte and limit transport across the anode (Tan et al., 
2016). 
Additionally, several groups have shown that convection also strongly influences the 
development of dendritic structures. Huth et al. demonstrated the effects from gravity-
driven convection and electric field-driven convection on the growth of dendrites, and 
showed that gravity driven flow can be reduced by a vertical cell configuration (Huth et 
al., 1995). Mocskos et al. and Marshall et al. have reported the detailed analysis of 
convection effects on the front evolution as well as the branching competition of 
dendrites in electrochemical deposition (Marshall et al., 2005; Marshall et al., 1999; 
Mocskos et al., 2011), using both experiments and computational modeling. Parametrical 
studies of varying electrolyte viscosities by Park et al. (Park et al., 2014) and Gonzalez et 
al. (Gonzalez et al., 2001) have indirectly revealed the relationship between dendrite 
growth rate and convection in different systems. Applying different electrolyte viscosities 
will directly change the convection velocity, and therefore change ion transport near the 
surface of dendrites, eventually affecting dendrite growth.   
Most of the existing electro-convection computational models for dendrite growth 
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studies are based on Eulerian frameworks (Chazalviel, 1990; Fleury et al., 1992; Marshall 
and Mocskos, 1997; Marshall et al., 1999). These methods have difficulty modeling the 
moving boundaries associated with dendrite growth and are less computationally efficient 
in simulating convective fluid motion. To address the challenges of previous grid based 
Eulerian electro-convection models, I develop a mesh-free particle-based Lagrangian 
model for the study of dendrite growth in a battery system including the effects of 
electro-convective flow.  
The computational model presented in this chapter builds off of my previous 
development of the reactive-transport dendrite growth model (Chapter 3), and expands 
the model to consider the effects of the migration and convection of cations on dendrite 
growth. Convection in the electrolyte changes the concentration gradient of ions near 
dendrite nucleation sites, and ultimately affects the dendrite growth. The model 
implementation, e.g., migration and electrical potential, are verified individually by 
comparing with analytical solutions and the electro-convection dendrite growth model is 
compared with experimental observations from previous publications. To study the 
effects of dendrite growth, I perform a parametric study varying the electrolyte viscosities. 
The results of the parametric study shows the same trends as previous experimental 
reports, and identifies a strategy of suppressing dendrite growth in convective battery 
systems 
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4.1. Model schematic and governing equations 
4.1.1. Schematic of convective dendrite growth model 
The convective dendrite growth model focuses on the anode/electrolyte interface 
where the physics significant to dendrite growth occurs, including the transport 
mechanisms, such as migration and convection, and surface reactions. The simulation 
domain includes the anode surface as well as a thin diffusion layer within the electrolyte. 
A finite diffusion layer near the anode/electrolyte interface is a typical assumption in the 
study of electrochemical systems (Newman and Thomas-Alyea, 2012). Experimental 
studies support that the majority of reactive mass transport and electrolyte convection 
during dendrite growth exists in a thin electrolyte layer (~100 µm) near the anode surface 
(Elezgaray et al., 1998; Nishikawa et al., 2004). The simulation domain is typical of a 
thin battery cell with an unsupported, incompressible binary liquid electrolyte. 
The dendrite growth reaction is assumed to be mass transport limited and a first 
order precipitation reaction (Christensen et al., 2012; Girishkumar et al., 2010) is used as 
shown in Eq. 4.1.  
 
                                      [4.1] 
The direction of the reaction is from left to right during discharging which means the 
anode material A, such as lithium (Li), is oxidized at the anode surface and generates A
+
 
(cations) and electrons; conversely, during charging the A
+
 reacts with electrons and 
deposits solid metal A on the anode surface. 
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Figure 4.1 Schematic of the simulation domain. 
 
The model schematic is shown in Figure 4.1. The simulation domain consists of the 
anode surface and a diffusion boundary electrolyte layer of thickness L. The anode 
surface roughness is exaggerated in Figure 4.1 to emphasize the heterogeneous nucleation 
points on the anode surface. Initially the cations (A
+
) and anions (B
-
) are uniformly 
distributed everywhere so the electrolyte is electrically neutral (Φ0), once a charge 
voltage is applied, the potential difference between the bulk solution (at y = L) and anode 
(y = 0) drives the migration of ions. Anions move away from anode, enter the bulk 
solution and pile up near the cathode surface. Inversely, cations move toward the anode, 
react with electrons, and form dendritic structures on the anode surface. As the dendrites 
grow they will become the new boundaries for future dendrite growth reactions (i.e., 
reactive surfaces), while the embedded old dendrites become the interior solid and no 
longer participate in the growth reactions. Additionally, since the cations and anions have 
different migration directions, a positively charged electrolyte layer is generated near the 
reactive surface (Chazalviel, 1990; Huth et al., 1995; Newman and Thomas-Alyea, 2012). 
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The positively charged layer is then driven by the Coulomb force from the electrical field 
and eventually forms the convection flow near the reactive surfaces of the dendrites and 
anode. 
4.1.2. Governing equations 
The electro-convection dendrite growth model is described by several governing 
equations (Chazalviel, 1990; Mocskos et al., 2011). The ion concentration change due to 
migration and convection is described by the Nernst-Planck (N-P) equation (Eq. 4.2), the 
electrical potential distribution is governed by the electro-static (E-S) Poisson equation 
(Eq. 4.3) and electro-convection is given by the Navier-Stokes (N-S) (Eq. 4.4) and 
continuity equations (Eq. 4.5).  
   
  
               
                                         [4.2] 
    
 
 
                                     [4.3] 
  
  
  
 
 
        
 
 
                                         [4.4] 
                                        [4.5] 
In the above governing equations, 
 
  
 
 
  
       i denotes the ion type: cation (C) 
or anion (A). The variables of Eqs. 4.2–4.5 are defined in Table 4.1. Since I assume the 
fluid density does not vary significantly through the electrolyte, I neglect the gravity 
force so the external force Fext of Eq. 4.4 is the electro-static force which is given by  
                                                       [4.6] 
where e is the electron charge, and E is the local electrical field. Huth et al. (Huth et al., 
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1995) show that buoyancy convection will play an important role in dendrite growth 
during later stage growth due to density changes in the electrolyte. This is not accounted 
for in the current model as I consider the electrolyte to have a constant density. Density 
effects could be included to consider late stage dendrite growth; however my current 
work focuses on initial growth after nucleation. 
 
Table 4.1  Parameters used in governing equations 
Parameter Symbol 
Potential   
Migration mobility   
Diffusion coefficient  D 
Time    
Concentration   
Faraday constant F 
Electrolyte permittivity    
Ion charge z 
Velocity   
Electrolyte density   
Pressure P 
Kinematic viscosity   
External force Fext 
 
I assume the potential at the anode/dendrite surface is the reference potential, which 
is equal to the ground potential 
                ,          t>0                                     [4.7] 
where      is a point on the solid/liquid interface,   . The potential at the top boundary of 
the diffusion layer is fixed, and has a fixed potential difference (  ) to the reference 
potential 
         , t>0                                        [4.8] 
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I assume outside the diffusion layer the electrolyte is electro-neutral (Chazalviel, 
1990; Kirby, 2010; Newman and Thomas-Alyea, 2012),  
                                                           [4.9] 
At the anode/dendrite surface, the boundary condition for the anions is  
                                                                   [4.10] 
Eq. 4.10 indicates that anions in the electrolyte do not participate in the dendrite 
growth reaction, so the net flux of anions at the solid/liquid interface is null, which means 
the diffusion flux of anions is balanced by their migration flux.   
Cations like Li
+
 react with electrons from the anode and form dendrites on the 
solid/liquid interface. I assume the charging current density is near the limiting current 
region, therefore the dendrite growth is mass transport limited (Nishikawa et al., 2011; 
Nishikawa et al., 2010). For a general simplification of dendrite growth reactions, the 
reaction is assumed to be first-order which takes the form shown in Eq. 4.1 . The first-
order reaction has the form 
                                                                [4.11] 
For cations, due to the mass transport limited assumption, the net flux at the 
solid/liquid interface is equal to the reaction flux, which shows that all the cations 
entering the solid/liquid interface will participate in the dendrite growth reaction 
(Chazalviel, 1990; Mocskos et al., 2011). When Ceq is set to 0 for simplification, the 
reactive boundary condition is written as 
                                                                       [4.12] 
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Following the paper by Chazalviel, the diffusion flux of cations at the solid/liquid 
interface is assumed negligible (Chazalviel, 1990),  
                                                         [4.13] 
Therefore, the reaction flux is equal to the migration flux at the interface,  
                                                        .                  [4.14] 
Additionally, the continuum surface reaction (CSR) method developed by Ryan et al. 
allows the reactive boundary condition, Eq. 4.12, to rewritten as a homogeneous 
boundary condition and the reaction flux to be approximated as a volumetric source term 
added to the Nernst-Planck equation,  
         
  
                        
                              [4.15] 
where    is a volumetric source term, given by Eq. 3.16 (Ryan et al., 2010). 
Therefore the boundary condition of cation net flux at the solid/liquid interface is 
transformed to a homogeneous boundary condition 
                                                                   [4.16] 
The initial electrolyte is electrically neutral everywhere, which means 
                                                        [4.17] 
In addition to the governing equations and boundary conditions discussed above, 
several assumptions were made to allow implementation of the model. A constant 
charging voltage is applied across the cell and I assume the density of the electrolyte and 
the ion transference number do not change significantly in the normal range of ion 
concentration (Zugmann et al., 2011). Additionally, the electrochemistry and electron 
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transport are not explicitly included in the model because of the mass transport limited 
assumption. The system is also assumed to be isothermal due to the small heat of reaction 
associated with dendrite formation (Aryanfar et al., 2015; Nishikawa et al., 2011).  
 
4.2. Numerical Implementation 
To model the governing equations of Section 4.1, the Lagrangian particle based 
smoothed particle hydrodynamics (SPH) method is used. The simulation domain is 
discretized by discrete set of particles, which are used as interpolation points to discretize 
and solve the governing equations (Cleary and Monaghan, 1999; Monaghan, 2005). A set 
of partial differential equations, discretized in time and space are produced by the SPH 
discretization. The basic equations and discretization of the SPH method have been 
introduced in Chapter 2 and 3.   
The following sub-sections discuss the implementation of the Nernst-Planck 
equation (Eq. 4.2) for ion concentration changes due to migration and convection, the 
Navier-Stokes equation (Eq. 4.4) for the electro-convection effect, and the electro-static 
equation (Eq. 4.3) for the electrical potential across the electrolyte. SPH discretization is 
used to implement the Nernst-Planck and Navier-Stokes equations; however a finite 
difference (FDM) discretization is used for the electrical potential. FDM is used to 
calculate electrical potential because of its convenience in solving the electro-static 
Poisson equation (Eq. 4.3).   
A flowchart of the simulation process and the integration of the governing equations 
is shown in Figure 4.2. For example, after inputting the initial conditions, the electrical 
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potential in the domain governed by the electro-static equation is solved by FDM, given 
the boundary condition Eqs. 4.7–4.8, and the net charge distribution calculated from the 
concentration of cations and anions. After that, values of the electrical potential/field are 
transferred to the next step in the loop, and used to solve the migration part of the Nernst-
Planck equation. 
 
Figure 4.2 Schematic of the simulation flowchart 
 
4.2.1. Implementation of the Nernst-Planck equation 
The simulation domain （64   m   64   m）  is discretized by 65,536 discrete 
particles in SPH, with an average particle density of 16 particles per   m2. From Eq. 4.15, 
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the right hand side of the Lagrangian form of Nernst-Planck equation consists of three 
parts, migration, diffusion and the volumetric reaction source term. The SPH 
discretization of isotropic diffusion (second term on the right hand side of Eq. 4.15) has 
been reported by several groups (Monaghan, 2005; Tan et al., 2016; Tartakovsky et al., 
2007a), and can be expressed as  
 
  
            
                                                   [4.18] 
where   ,       ,     are the mass, fluid density, diffusion coefficient, and ion 
concentration (species i) of particle b, respectively.          is the distance between particle a 
and b (           ), and W is the SPH weighting function.  
Similarly, assuming the ion migration coefficient is uniform throughout the 
simulation domain, the discretized form of migration (first term on the right hand side of 
Eq. 4.15) is,   
 
  
            
                                          [4.19] 
where    is the potential of particle b.  
The volumetric reaction term in Eq. 4.15 can be discretized as (Ryan et al., 2010)  
     
 
  
                                                        [4.20] 
where the normal vector        is calculated by Eq. 3.20  
Combining Eqs. 4.18–4.20, the final discretized form of the Nernst-Planck equation 
(Eq. 4.15) is implemented in SPH as 
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                                          [4.21] 
4.2.2. Implementation of the Navier-Stokes equation 
The implementation of the Navier-Stokes equation in SPH has been well developed 
since the SPH method has intrinsic advantages in flow simulations (Cleary and 
Monaghan, 1999; Monaghan, 2005). Based on the formulation developed by Tartakovsky 
et al. (Tartakovsky et al., 2007a; Tartakovsky et al., 2007b), the discretized form of the 
Navier-Stokes equation is 
            
       
  
  
 
  
  
  
  
  
  
  
                               
 
 
  
 
                      
              
                            
 
  
  
               [4.22] 
where from Eq. 4.6, the external electrical force of particle a has the SPH form 
  
                                                     [4.23] 
Here    is the local electrical field at particle a, and     and     are the concentration of 
cations and anions of particle a, respectively.   
In the SPH simulation of the electro-convection flow, solid particles have no 
velocities, but they are involved with the calculation of forces acting on the fluid particles 
(Eq. 4.22). Any liquid particles that enter into the solid domain will be returned back to 
the fluid domain with reversed velocities, known as a bounce-back boundary condition. 
Tartakovsky and Meakin have demonstrated that a combination of stationary solid 
particles with a bounce-back boundary condition can be a good approximation to the no-
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slip boundary condition (Meakin et al., 2007). 
4.2.3. Implementation of the electro-static equation 
The electro-static equation of electrical voltage is solved by a regular successive 
over-relaxation finite difference method (FDM) (Mitchell and Griffiths, 1980; Nicholls 
and Honig, 1991). In the FDM method, the simulation domain is discretized by a uniform 
mesh of 256х 256 spatial points, with equal interspacing distance of 0.25   m. The 
voltage at every point is given by 
       
 
 
                                     
        
  
         [4.24]    
where the        is the net charge density at grid point      , which is given by the 
difference between local concentrations of cations and anions calculated from SPH. 
       is the residue which defines how much error the voltage        at the grid point 
(i,j) has compared to the surrounding four nearest voltage values, and h is the 
interspacing between FDM grid points.  
The voltage value at every grid point is looped over and added to a correction value 
which is calculated from         multiplied with a correction factor. This iterative process 
is repeated until the summation of error        at all grid points is below an acceptable 
threshold. When the iterative process converges, the electrical potential distribution given 
by Eq. 4.3 is solved by FDM.  
The electrical field is also calculated by FDM, based on the voltage distribution.  
          
                 
  
 ,          
                 
  
            [4.25]                               
Both SPH and FDM methods in the electro-convection dendrite growth model share 
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the same simulation domain.  Due to the intrinsic features of SPH, the discretized SPH 
particles randomly distribute in the domain, and move with the convection flow, while 
the discretized FDM grid points are stationary all the time. Therefore, interpolation is 
used to transfer values of properties such as ion concentration and potential between 
FDM grid points and SPH particles. 
4.3. Model verification 
The model presented in this chapter is based on my previous reactive transport 
dendrite growth model (Tan et al., 2016). The SPH implementation of reactive mass 
transport and the solidification of dendrite growth have been verified in a previous 
publication (Tan et al., 2016). Additionally, the implementation of the Navier-stokes 
equation has been verified by Tartakovsky et al. (Meakin et al., 2007; Tartakovsky et al., 
2007a). Consequently, for the new convective mass transport model verification studies 
are only presented for the implementations of migration and the electro-static equation.  
4.3.1. Migration 
The migration component in the Nernst-Planck equation is tested in a simplified 
scenario: one dimensional ion migration under a constant electrical field without 
convection or reactions. In this scenario, the reactive Nernst-Planck equation simplifies to, 
  
  
   
  
  
                                            [4.26] 
To simplify the verification, I set          , which leads to a solution of the 
form         . If the initial concentration of cations has an exponential distribution, 
the concentration profile over time will have the form: 
                                                    [4.27] 
  
65 
which describes the migration of cations in the x-direction under a constant electrical 
field, where C has the unit 
    
  
  and x is     
 
 
Figure 4.3. Concentration profiles versus the position in the x direction at different transient times 
(Time = 2s and 3s), obtained from analytical solution and numerical simulations with 
ordered/disordered SPH particles. 
 
Simulation results are compared with the analytical solution (Eq. 4.27) to verify 
migration under a constant electrical field. Both ordered and disordered SPH particles are 
used to show the versatility of the SPH model with varying particle placements. Figure 
4.3 shows the migration profile in the x direction at different times for the two simulation 
cases and the analytical solution. The analytical solution is calculated from Eq. 4.27 and 
the simulation results are from the SPH form of the Nernst-Planck equation (4.21) 
without convection or reactions. The transient concentration profiles in Figure 4.3 agree 
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very well with the analytical solution, with the error less than 0.5% for both cases of 
particle configurations. The error is calculated by 
      
                        
           
                                 [4.28] 
The verification results of migration plus the verification results of reactive diffusion 
in my previous publication (Tan et al., 2016), demonstrate that the electro-convection 
dendrite growth model accurately implements the Nernst-Planck equation with reactive 
boundary conditions. 
4.3.2. Electro-static equation 
Steady state thermal transport with heat generation has a similar form to the electro-
static equation (Eq. 4.3) 
      ( )                                   [4.29] 
where T is the temperature, and k is the thermal diffusivity. The heat is produced at a rate 
of A per unit time per unit volume at location  . 
To allow an analytical solution, a simplified test case is used to verify the 
implementation of the electro-static equation (Eq. 4.3). One-dimensional thermal 
transport in a slab with a uniform heat generation rate    is used to verify the electro-
static equation based on the thermal transport analog. Both boundaries are maintained at 
        and the initial temperature is        throughout the slab.  
The steady state analytical solution of the temperature profile in this scenario can be 
described as 
      
                                           [4.30] 
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where l is half the thickness of the slab.  
The temperature profile in half of the slab (from the center to the right side) is 
shown in Figure 4.4, with A=0.05        , l=32    and k=5      . The analytical 
solution is calculated from Eq. 4.30. Simulation results are calculated from the FDM 
formulation of the electro-convection model (Eq. 4.3). As seen in Figure 4.4, the 
simulation results from the FDM agree well with the analytical solution (error < 0.1%), 
which demonstrates the accuracy of the implementation of the electro-static equation in 
the electro-convection dendrite growth model.  
 
Figure 4.4. Temperature profile of a half slab with uniform heat generation versus position in the 
x direction at steady state 
 
4.3.3. Verification of electro-convection model with literature data 
The implementation of the combined Nernst-Planck equation and the electro-static 
equation is verified using a two dimensional simulation with fluid flow and solidification 
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turned off. The parameters used for the verification are shown in Table 4.2. To ensure 
numerical stability the value of 
  
 
 in Eq. 4.3 is set to 107 V μm/μmol.   
 
 
Figure 4.5. Simulation results without fluid flow at steady state. (A) Schematic of the simulation 
domain, a trapezoid protrusion is used to represent the rough anode surface. The anode surface is 
labeled in black and set as solid, while the electrolyte is labeled in white and set as liquid. (B) 
Potential distribution at steady state. (C) and (D) are the concentration profiles of anions and 
cations, respectively.  
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Table 4.2 Parameters used in simulation 
Parameter Symbol Value Unit 
Potential   1 V 
Migration mobility of anion    13.1 μm
2
/Vs 
Migration mobility of cation    8.6 μm
2
/Vs 
Diffusion coefficient of anion DA 1.6 μm
2
/s 
Diffusion coefficient of cation DC 1.6 μm
2
/s 
Concentration    1 μmol/μL 
Velocity   10 μm/s 
Kinematic viscosity   10 μm2/s 
Time t 1 s 
 
The schematic of the simulation domain and contour maps of simulation results at 
steady state are shown in Figure 4.5. With the combined effect of diffusion and migration, 
the concentration distributions of anions and cations at steady state are shown in Figure 
4.5 C and D, respectively. Since the anions and cations have different migration 
directions under the electro-static force, cations are attracted to the anode surface while 
anions are pushed away from the anode towards the cathode, and form the positive net 
charge layer near the anode surface. However, the difference between concentrations of 
cations and anions is constrained by the electro-static equation (Eq. 4.3). Specifically, the 
difference between the concentration of cations and anions serves as the source term 
affecting the distribution of the potential, increasing the potential gradient (electrical field) 
near the anode surface and decreasing the potential gradient in regions far away from the 
anode surface, as shown in Figure 4.5B. Reversely, the non-uniform potential gradient 
restricts the amount of net charge by affecting the migration fluxes of both anions and 
cations which form the net charge layer. As shown in Figure 4.5 C and D, the local 
positive net charge layer near the anode surface is created by different depletion rates of 
  
70 
anions and cations, which is consistent with the prediction of the space charge layer 
formation via the migration-diffusion dendrite growth model developed by Chazalviel et 
al. (Chazalviel, 1990). The Coulomb force      from the electrical field is applied to fluid 
particles, and induces electro-convection flow when convection is included in the 
simulation via the Navier-Stokes equation (Eq. 4.4).  
4.4. Dendrite growth results with electro-convection effects 
The full electro-convection dendrite growth model is used to simulation dendrite 
growth in the presence of electro-convective flow. The dendrite growth model includes 
the convection, migration, and reaction physics discussed in previous sections, with the 
electro-convection effect induced by the electro-static force due to the net charge layer in 
electrolyte. 
4.4.1. Dendrite growth around a trapezoidal protrusion 
Initial simulations consider fluid flow and dendrite growth around a trapezoidal 
protrusion on the anode surface as shown in Figure 4.6, using the initial geometry defined 
in Figure 4.5A. Due to the electric field, fluid particles near the protrusion are accelerated 
downward, and reflected back by the anode surface. Since the density of the electrolyte is 
assumed to be a constant, the velocity of the fluid is calculated by Eq. 4.4 with the 
electro-static force as the external force term (Eq. 4.6). The amplitude of velocities of 
SPH particles are plotted in Figure 4.6 and show the induced flow pattern. Two major 
counter rotating vortex flows are generated beside the initial protrusion. Dendrites form 
in the region near the top corners of the protrusion, where the strongest local electrical 
field is and therefore the fastest flow. The vortex flow extends in the y direction over 
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time following the dendrite growth (Figure 4.6A to Figure 4.6B), while the flow velocity 
and the flow pattern symmetry remain stable.  
The vortex flow (i.e., electro-convection flow) changes the mass transport near the 
dendrite nucleation sites, affecting the dendrite growth and in turn the dendrites influence 
the vortex flow formation. Dendrite growth occurs at the anode protrusion over time, as 
shown in Figure 4.7. The dendritic deposition starts forming at the top corners of the 
trapezoidal protrusion, which has the strongest local electrical field, as well as the highest 
cation concentration. As time evolves the dendrites propagate and side branches grow 
outward. Compared to dendrite growth results without electro-convection in my previous 
publication (Tan et al., 2016), the morphology of the dendrites with convection is more 
compact and has fewer branches. The more compact structure may be due to the 
increased cation transport near the dendrite surface, which is induced by the convection 
flow moving parallel to the surface.  
Because of the similar operating conditions, the flow pattern in my simulation 
(Figure 4.6) is very close to experimental observations visualized by tracer particles 
shown in Figure 4.7D-F (Marshall et al., 1999). The vortex centers in my simulation are 
slightly below the y position of the initial top side of the protrusion, similar to the 
experimental data while the vortex centers predicted by another computation study using 
an Eulerian approach are far above the protrusion (Marshall and Mocskos, 1997). The 
dendrites in my simulation (Figure 4.7A-C) also have a similar morphology as the solid 
deposition in the experimental study (Figure 4.7D-F) (Marshall et al., 1999). 
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Figure 4.6 Simulation results of convective flow velocity with dendrite growth  
in the domain over time. (A) time =60 and (B) time=140. 
 
 
Figure 4.7 Dendrite growth with electro-convection over time, simulation results of the  
electro-convection dendrite growth model (A-C) and experimental observations (D-F).  
The experimental results are reproduced from Marshall et al. (Marshall et al., 1999).   
Simulation results are presented at time = (A) 20, (B) 80, (C) 140; while experimental  
results are at time = (D) 30s, (E) 60s, (F) 90s. 
 
4.4.2. Effect of varying electrolyte viscosities 
Several groups have reported that tuning the viscosity of the electrolyte can suppress 
dendrite growth (Fleury et al., 1992; Gonzalez et al., 2001; Park et al., 2014). To 
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investigate this hypothesis, simulations of dendrite growth at varying electrolyte 
viscosities were performed by using the electro-convection model. For these simulations 
only viscosity was varied, all other parameters (diffusion and migration coefficient) were 
held constant. Experimental studies report a dependence of ion diffusion and migration 
coefficients to the electrolyte viscosity (Gonzalez et al., 2001; Knox, 1988; Wachter et al., 
2008); however, to isolate the effects of viscosity these were not considered. Three 
different viscosities were considered for a high (30
 μm2/s), medium (10 μm2/s), and low (3 
μm2/s) viscosity cases.  The same parameters as those of the initial simulations of section 
4.4.1 are used, with the exception of the electrolyte viscosity. As shown in Figure 4.8A, 
dendrites in a high viscosity electrolyte produce more side branches and exhibit more 
significant growth in their trunks. Dendrites in a medium viscosity electrolyte (Figure 
4.8B) are more compact and uniform, with less branches and a straighter trunk; while 
dendrites with a low viscosity electrolyte have similar morphology as the medium 
viscosity group, but the growth is more suppressed. The difference in side branches 
between the three groups may be due to the convection flow moving parallel to the 
dendrite surface where a higher electrolyte velocity will lead to more uniform ion 
transport and therefore more uniform growth. 
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Figure 4.8 Dendrite growth at varying electrolyte viscosities. Time = 70. (A) Viscosity of 
electrolyte is ϑ = 30 μm2/s, (B) ϑ = 10 μm2/s, (C) ϑ = 3 μm2/s 
 
To investigate these results further, I can look at the cation concentrations in a 
simplified model. From Eq. 4.14, the dendrite growth rate is related to the local cation 
concentration and the local electrical field. The concentration distribution of cations (Li
+
) 
and the net charge are plotted in Figure 4.9. By turning off the solidification and 
assuming the cation migration coefficient is uniform throughout the domain, the cation 
concentration and electrical field are the only two variables related to the dendrite growth 
reaction rate. The plots of cation concentration near the nucleation site (protrusion) are 
shown in Figure 4.9A–C. From the contour plots, I observe that the transport of cations 
beside the protrusion is significantly increased in the high convection velocity (low 
viscosity) case, which is represented by the distortion of concentration contour lines. 
However, the concentration near the protrusion is not significantly affected. In the net 
charge plots Figure 4.9D–F), the net charge distribution is also notably related to the 
convection flow. The vortexes beside the protrusion increase the ion transport near the 
nucleation sites by replenishing the electrolyte with less net charge from the region far 
away from the protrusion and removing electrolyte with more net charge near the 
protrusion. Consequently, the net charge distribution in the domain becomes more 
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uniform, especially in the high convection velocity (low viscosity) case shown in Figure 
4.9F. According to Eq. 4.3, the lower net charge electrolyte in the low viscosity case near 
the dendrite nucleation site (top surface of the protrusion) leads to a lower electrical field, 
and eventually leads to a lower dendrite growth rate when the cation concentration is not 
significantly changed. The results of my parametrical studies show that lower viscosity 
electrolytes can suppress dendrite growth, which is consistent with recent experimental 
work reported by Park et al. (Park et al., 2014). 
 
Figure 4.9 Contour plots of cation (Li
+
) concentration at high (A), medium (B)  
and low (C) viscosities near the anode protrusion. Net charge distribution  
at corresponding viscosities near the anode protrusion (D-F). Time = 60.  
Solidification is turned off to eliminate the interference from the solid geometry. 
 
4.5. Conclusions 
This chapter presents a new electro-convection dendrite growth model, which has 
been implemented with a hybrid SPH, FDM approach. The model includes the complex 
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physics of dendrite growth in the presence of electro-convective flow, including 
convection, migration, electric potential, surface reactions and solidification. The model 
is based on the reactive transport dendrite growth SPH model as shown in Chapter 3, and 
expands on this previous work to include the physics of electro-convection.  
Verification of the migration and electrical potential implementation is combined 
with previously verified reaction, diffusion, solidification and convection components, 
and demonstrates the accuracy of the electro-convection dendrite growth model. Dendrite 
growth morphology and convective flow patterns compare well with experimental 
observations (Marshall et al., 1999), further supporting the capabilities of the model in 
simulating geometrically-complex and time-dependent dendrite growth phenomena.    
Parametric studies reveal that the convective flow parallel to the dendrite surface can 
enhance the mass transport through the surface and induce a more compact and uniform 
growth morphology. Additionally, major vortices near the dendrites increase the electro-
neutrality of the electrolyte near nucleation sites and eventually decrease the dendrite 
growth. Therefore, low viscosity electrolytes will suppress dendrite growth if other 
operating conditions are unchanged.  
The results of the computational studies performed in this chapter provide potential 
mitigation strategies for suppressing dendrite growth through the use of low viscosity 
electrolytes. Simplifying assumptions were made in the model that may affect dendrite 
growth in a real battery system, namely a constant density electrolyte and constant 
diffusion and migration coefficients with changing viscosity. Although these parameters 
will affect the simulation results, the simplified studies presented in this chapter offer 
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valuable insight into the driving forces of dendrite growth and the effects of electro-
convection and the trends found in these studies should still hold. Future studies and 
development of the electro-convection dendrite growth model will include the effects of 
these parameters.  
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5. Dendrite growth in complex structured electrolytes 
 
My previous computational research reveals that dendrite growth can be suppressed 
by tuning the mass transport of the electrolyte (Tan et al., 2016; Tan and Ryan, 2013). 
However, identifying and fabricating novel electrolyte materials, which have tunable 
transport properties, could be time consuming and costly, and applying the new 
electrolyte to existing battery systems may be difficult because of the complex physics in 
batteries (Aurbach et al., 1995; Kim et al., 2013; Lu et al., 2014). In this chapter, I 
propose a novel dendrite suppression strategy using convectional well-developed 
electrolyte materials confined by non-reactive structures. Due to the scale change of mass 
transport in the structured electrolyte near the anode surface, the Li ion (Li
+
) 
concentration gradients near the anode-electrolyte interface are altered, which affects the 
growth of dendrites.  
The computational model used in this chapter is based on my previously developed 
mesh-free particle based Lagrangian dendrite growth model (Tan et al., 2016). Using this 
model I explore the use of various structured electrolytes and their effects on dendrite 
growth. The proposed structured electrolytes are based on existing structures currently 
being used in battery systems. The results demonstrate the promise of structured 
electrolytes with conventional electrolyte materials for dendrite suppression. 
5.1. Background of hybrid structured electrolytes 
Dendrite growth in batteries can be affected when the diffusion length of ion 
transport in the electrolyte is changed. Varying diffusion lengths of ion transport can be 
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achieved in different local geometries of hybrid structured electrolytes, such as a liquid 
electrolyte confined by a non-reactive solid separator. Hybrid structured electrolytes have 
not been extensively studied but could be fabricated using existing techniques reported in 
battery systems.  
 
Figure 5.1 Existing structures being used in batteries: (A) Porous structure, (B) crossing-fiber 
network, (C) columnized membrane. Reproduced from previous papers by Kim et al., Zhang et al. 
and Han et al. respectively (Han et al., 2014; Kim et al., 2013; Zhang, 2006). 
 
Kim et al. fabricated a porous structured electrolyte by combining cross-linked 
macromer with alumina (Al2O3) nanoparticles, as shown in Figure 5.1A (Kim et al., 
2013). The average Al2O3 particle size was about 300 nm and the thickness of the 
resulting porous electrolyte was around 100  m. The porous structure of close-packed 
nanoparticles greatly improves the mechanical bendability of the hybrid polymer 
electrolyte, as well as reducing the nucleation and growth rate of Li dendrites. Larger 
pore size hybrid electrolytes can be fabricated by using an extruded and stretched 
polymer (e.g. polyethylene or polypropylene) film (Ihm et al., 2002; Weighall, 1991; 
Zhang, 2006) immersed in the liquid electrolyte. These kinds of porous polymer films are 
widely used in battery separator layers, with a typical thickness on the order of 25  m 
and average pore sizes ranging from 0.1-2.2  m.  
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Porous polymer films have great chemical stability and good mechanical strength, 
however, they also suffer problems such as low porosity and low wettability with polar 
liquid electrolytes. Nonwoven membranes made by bonding numerous crossing-fibers 
have large porosity and can increase the wettability by selecting appropriate fiber 
materials (Figure 5.1B). The fibrous membrane can be made by a wet process like a 
paper-making process or a dry process such as a melt blowing method (Ashida and 
Tsukuda, 2001; Tanaka et al., 2003). By adjusting the processing conditions and fiber 
material properties, the average pore sizes can range from 5  m to 50  m, and the 
thickness of the membrane is around 20-200  m (Ashida and Tsukuda, 2001; Tanaka et 
al., 2003; Zhang, 2006).  
Columnized membranes, which have straight parallel pores, are another alternative 
design for a structured electrolyte. Han et al. studied dendrite growth using an anodized 
Al2O3 columnized membrane (300-400 nm in pore size, 60  m in thickness, immersed in 
a liquid electrolyte, as shown in Figure 5.1C), and demonstrated a strong relationship 
between dendrite morphology and the surface charge of parallel pores (Han et al., 2014). 
Additionally, the highly anisotropic structure of the columnized membrane may also 
induce directional mass transport and affect the dendrite growth as in an anisotropic 
electrolyte as presented in my previous study (Tan et al., 2016).  
5.2. Numerical study of dendrite growth in structured electrolytes 
Dendrite growth in Li batteries is strongly dependent on the local Li
+
 transport, 
especially after nucleation. As discussed in Section 2, recent developments in optimizing 
electrolyte properties to change Li
+
 transport near the anode-electrolyte interface have 
  
81 
shown promise in reducing dendrite growth and improving battery performance. 
Additionally, previous computational study shows promising dendrite growth 
suppression with anisotropic electrolytes (Tan et al., 2016). Research indicates the need 
for improving existing materials or finding new material to suppress dendrite growth, 
which can be difficult, costly and time-consuming. For instance, an anisotropic 
electrolyte using a liquid crystal material is hard to implement in a Li battery due to low 
ion conductivities and transformation temperatures of potential liquid crystal materials 
(Ramon-Gimenez et al., 2012).   
Instead of tuning the material properties of the electrolyte, novel hybrid structures 
could be used to induce anisotropic transport while using conventional isotropic 
electrolytes. To investigate this strategy I simulate dendrite growth in various hybrid 
structured electrolytes. In the cases considered here, an ion conductive liquid electrolyte 
is confined by a non-reactive solid structure. Based on the structures and fabrication 
techniques discussed in Section 2, I consider three classes of structures, a heterogeneous 
porous structure, a homogeneous crossing-fiber network, and a columnized structure. The 
hybrid structures create ion-conductive network channels, which change the local 
diffusion length of mass transport near the anode-electrolyte interface, and affect the 
dendrite growth in the structured electrolyte. The structured electrolytes use existing 
well-developed liquid electrolyte materials which avoids the cost of developing new 
electrolyte materials. The extent and location of the hybrid structure can be fabricated 
only in the region near the anode-electrolyte interface where dendrite growth occurs. In 
this way the fabrication cost can be decreased and a significant reduction of battery 
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performance can be prevented.  
The computational model used to investigated these structured hybrid electrolytes 
and their effects on dendrite growth are detailed in the remainder of this chapter. 
 
5.3. Model schematic and governing equations 
 
For the study of dendrite growth in structured electrolytes, I consider three different 
structured electrolytes (Figure 5.2 A-C) which correspond to existing structures being 
used in batteries, as shown in Figure 5.1 A-C. In the analogous structured electrolytes 
used in my dendrite growth study in Figure 5.2 A-C, the ion conductive electrolyte 
(colored in white) is confined by the non-reactive solid structures (colored in gray) which 
are randomly or regularly distributed in the domain. In Figure 5.2A, non-reactive solid 
circles with three different sizes are randomly distributed and this geometry is used to 
study dendrite growth in a sponge like porous structured electrolyte. In Figure 5.2B, 
regular non-reactive squares are allocated uniformly in the domain and represent an 
electrolyte domain made by a crossing fiber network. In Figure 5.2C, non-reactive solid 
structures with uniform width in the direction across the battery cell divide the electrolyte 
and create a directional columnized structure. In the scenarios shown in Figure 5.2, the 
local mass transport properties near the anode (colored in black) are changed even 
through the electrolyte diffusivity is isotropic. Consequently, the dendrites growing from 
the anode surface will have different growth rates and form various dendritic structures 
due to the local heterogeneity in the electrolyte. 
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Figure 5.2 Schematics of various complex structured electrolytes. Black square at the bottom 
represents the anode surface, gray solid geometries are non-reactive structures,  
white region is the ion conductive electrolyte.  
 
The dendrite growth model I use for complex structured electrolytes is based on the 
anisotropic dendrite growth model presented in Chapter 3. All the governing equations 
and initial conditions are the same, while the boundary conditions are slightly different.   
For the simulation domain as shown in Figure 5.2, a constant concentration 
boundary condition outside the finite diffusion layer at L = 64 is applied as Eq. 5.1.  
A first order reactive boundary condition at the dendrite surface is used for the 
reaction in Eq. 1.1.  
                                              [5.1] 
                                                     ,         [5.2] 
The reactive surface    in Eq. 5.2 is the interface between anode and electrolyte, or 
between dendrite and electrolyte. The non-reactive solids in the electrolyte are not 
reactive surfaces and have no dendrite growth on their surface. The solid regions of the 
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structured electrolyte only affect the mass transport by inhibiting transport in certain 
directions. 
5.4. Dendrite growth results in structured electrolytes 
The parametrical studies of dendrite growth in complex structured electrolytes are 
performed individually in each design. All the simulation parameters are the same as the 
dendrite growth study in Chapter 3 except the reaction rate is set as 500     . 
The results of the dendrite growth simulations in the porous electrolyte are shown in 
Figure 5.3. Two different average pore sizes (3.2    and 4   ) are used in this study. 
When the electrolyte is isotropic, the small pore size group (Figure 5.3A) has the same 
dendrite propagation rate as the large pore size group (Figure 5.3B); while the total 
reaction rate (new solid particles forming rate) is greater than the large pore size group. 
With respect to dendrite morphology, the small pore size group has more and wider 
branches, which may be due to the more spacious electrolyte domain.  
When the electrolyte is anisotropic, the dendrite growth rate and total reaction rate in 
both groups (Figure 5.3 C and D) are suppressed. The dendrites are straighter, and shorter, 
with less significant side branches compared to their isotropic counterparts. This suggests 
that the porous structure does not have as significant an effect on dendrite growth as the 
transport properties of the liquid electrolyte. 
The dendrite growth results in the crossing fiber electrolyte show the same trend as 
the porous electrolyte. More dendrite growth can be observed in the more spacious 
electrolyte groups (Figure 5.4 B and D), which have the greater fiber width. Due to the 
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more regular geometry in this scenario, dendrites have more uniform growth than the 
porous case. 
 
 
Figure 5.3 Dendrite growth simulation (time = 2500) results in isotropic  
and anisotropic electrolytes at varying porous geometries.  
Isotropic cases: D=1; Anisotropic cases: Dxx = 0.01, Dyy = 1. 
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Figure 5.4 Dendrite growth simulation (time = 2500) results in isotropic and  
anisotropic electrolytes at varying crossing fiber geometries. Isotropic cases: D=1;  
Anisotropic cases: Dxx = 0.01, Dyy = 1. 
 
Interesting results are observed in the parametrical study of dendrite growth in the 
columnized electrolytes. In this study, the width of the non-reactive layers, as well as the 
electrolyte channels, is varied from 8, 4 and 2   . The morphology of dendrites in the 
anisotropic electrolyte (Figure 5.5 D, E and F) is more compact and uniform than the 
dendrites in isotropic electrolyte at the same electrolyte channel width (Figure 5.5 A, B 
and C), which is consistent with the simulation results in Chapter 3. In the same type of 
electrolyte the dendrites in the narrower channels are shorter and less branching, however, 
the total reaction rates in each sub-design measured by the new solid particles forming 
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rate are almost the same (Figure 5.6A). The propagation rates of dendrites at varying 
width are shown in Figure 5.6B. Combining with the average solid growth rate in Figure 
5.6A, an interesting conclusion can be drawn: the dendrite growth can be suppressed 
without sacrificing significant battery performance by using the columnized electrolyte, 
while the isotropic columnized electrolyte has greater relative suppressing effect than the 
anisotropic counterpart (Figure 5.6B).  
The dendrite growth suppression effect in the columnized structured electrolyte may 
be due to its anisotropic geometry. Reducing the width of the liquid electrolyte channels 
leads to a more directional mass transport profile, and also makes the columnized 
electrolyte more anisotropic. This hypothesis can be proved by considering the extreme 
cases of the columnized structure, a column the width of the cell (Figure 5.7A) and 
column widths on the molecular scale (Figure 5.7B). These two cases in effect are an 
isotropic liquid electrolyte and an anisotropic liquid electrolyte with no structure. The 
dendrite growth profiles in both electrolytes agree with the hypothesis.   
5.5. Conclusions 
I proposed several hybrid structured electrolyte designs, which are based on existing 
fabrication techniques, to suppress dendrite growth in batteries. The suppression effect is 
studied computationally based on a previously developed dendrite growth model. The 
studies of dendrite growth in complex structured electrolytes reveal that in porous and 
crossing fiber electrolytes the dendrite growth is suppressed when the overall battery 
performance is reduced. However, the columnized electrolyte adopts a directional 
anisotropic morphology and induces a similar dendrite suppression effect compared to an 
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anisotropic liquid electrolyte, while using a standard isotropic liquid electrolyte. The 
columnized structure could be achieved by using an Al2O3 columnized membrane (Han et 
al., 2014), or close bonded fibers with straight parallel interspacing in the direction across 
the cell from the anode to the cathode.  
The computational studies presented here demonstrate a novel idea of using existing 
conventional liquid electrolyte materials to reduce dendrite growth without significantly 
sacrificing battery performance. The hybrid structures can be fabricated in the region near 
the anode-electrolyte interface to reduce manufacturing costs, while still having a 
significant effect on dendrite suppression.  
 
 
Figure 5.5 Dendrite growth simulation (time = 3500) results in isotropic and  
anisotropic electrolytes at varying columnized geometries. 
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Figure 5.6 Average solid growth rate and average dendrite propagation rate in isotropic  
and anisotropic electrolytes at varying columnized geometries. 
 
 
 
 
Figure 5.7 Dendrite growth simulation (time = 3500) results in isotropic and  
anisotropic liquid electrolytes without columnized geometries. 
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6. Conclusions and future research 
 
6.1. Conclusions 
The research presented in this thesis focuses on the development of computational 
model of dendrite growth in Li-air batteries. The specific model developments include 
the implementation of continuum surface reaction method and anisotropic mass transport 
into dendrite growth model by SPH; the implementation of electro-convection (Nernst 
Planck equation) by SPH, coupled with the implementation of electro-static equation by 
FDM into dendrite growth model; the implementation of complex structured geometries 
for various hybrid electrolyte designs.  
The simulation results of the dendrite growth models shown in this thesis help us 
understand dendrite growth in different scenarios, such as anisotropic electrolyte, 
convective electrolyte and structured electrolyte. The simulation results of the anisotropic 
dendrite growth model (Chapter 3) suggest that the anisotropic electrolyte can improve 
the mass transport between dendrite growth sites and also decrease the mass 
replenishment rate near the dendrite tips. The growth of dendrites are then suppressed by 
the anisotropic electrolyte with the significant suppressing effects seen when the mass 
transport anisotropy is greater than 100.  
The convection effect on dendrite growth is studied by the isotropic convective 
dendrite growth model (Chapter 4). Circulating vortices beside dendrites facilitates ion 
transport near the dendrite surface and consequently induces a more compact and uniform 
morphology. Additionally, major vortices increase the electro-neutrality of the electrolyte 
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near dendrite nucleation sites and eventually decrease the dendrite growth rate. The 
simulation results of the convection model indicate that dendrite growth could be reduced 
by increasing the flow velocity of vortices, which could be accomplished by decreasing 
the viscosity of the electrolyte. 
The suppressing effect of dendrite growth is also revealed in structured electrolyte 
(Chapter 5). Isotropic electrolytes confined with columnized structures demonstrate the 
directional mass transport properties, in which the dendrites have a more uniform and 
compact morphology. Porous electrolytes can also suppress the dendrite growth but the 
performance of batteries may be reduced too.   
The above dendrite growth results from different models not only reveal how the 
morphology changes in those cases, but also inspires us in ways to possibly reduce 
dendrite growth by using a low viscosity, anisotropic or structured electrolyte solution. 
This electrolyte could lead to shorter and denser dendritic structures and then help people 
make a more stable anode surface for Li-air or other types of high energy density 
batteries. 
The computational models developed in this research add great insights into dendrite 
formation and possible suppression strategies. These models are applicable to other 
battery systems and electrodeposition systems due to the similarity in dendrite growth 
reactions at the electrode/electrolyte interface. Additionally, the dendrite growth models 
can also be used to study the phase change problem in thermal transport system because 
of the analogy between mass and thermal transport.  
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6.2. Future work 
The extensive dendrite growth studies in high energy density batteries have been 
performed by various mesh-free, particle-based computational models in this thesis. 
Current dendrite growth models can be extended to include more physical factors that 
could be important to dendrite growth. The advection effect can be implemented in the 
anisotropic dendrite growth model when the anisotropic SPH implementation is improved 
to reduce the large numerical oscillations due to the off-diagonal terms in the anisotropic 
diffusion tensor. The convective dendrite growth model can be extended if the variations 
in diffusion and migration coefficients with viscosity and density are included. 
Additionally, the model implementation can be improved to increase the stability of the 
convective model. Further parametrical studies of different electrolyte designs, which are 
experimentally applicable, can be tested by the structured electrolyte dendrite growth 
model.  
Based on the current dendrite growth models, some new models can be implemented 
to investigate the dendrite growth in other scenarios.  
6.2.1. The effects of pulse charging on dendrite growth 
The effect from pulse charging on dendritic growth can also be studied by the 
convective dendrite growth model. The charging voltage changes dramatically in pulse 
charging process, consequently the electrical convection flow velocity changes rapidly 
and affects the dendrite growth rate in such a scenario. The study of pulse charging by the 
convective dendrite growth model may answer the question why pulse charging can 
reduce dendrite growth as seen in previous experimental reports (Park et al., 2014). 
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Additionally, computational studies could direct experiments to an optimized pulse 
charging interval. 
6.2.2. Dendritic growth study in multiple cycling 
My models have the capability to simulate the multi-cycle dendritic growth in 
batteries. In this proof-of-concept case the battery is cycled between discharge and charge 
conditions. To implement the case the boundary condition would be adjusted such that 
the reactive boundary condition is reversed which means solid dendrite particles will 
dissolve and become liquid particles. The concentration in the bulk solution will be equal 
to the equilibrium concentration. This process will happen periodically in order to 
simulate the charge-discharge cycles of real batteries. 
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APPENDIXES 
 
Appendix A: One dimensional dendrite growth model 
This section is based on my previous publication in ECS Transactions 53(20): 35–43 
(2013). 
The one dimensional (1D) model presented in Appendix A focuses on developing a 
simplified and fast numerical model of the relationship between dendrite growth and 
local electrochemistry properties in Li-air batteries. This simplified model aims to resolve 
the relevant physics of dendrite growth in the Li-air battery system, while also being 
simple enough that it will not require large computational resources. This will enable this 
1D model to be embedded into larger scale full cell modeling so that the effects of 
dendrite growth can be included in cell performance modeling.  
In this section the 1D model is built upon previous models of dendrite growth. 
Previous research in dendrite growth modeling has shown a relationship between current 
density and growth velocity of the dendrite tip (Bockris, 1962), while others have used 
the electroneutrality violation to explain and predict dendrite growth under high current 
conditions (Brissot et al., 1999; Chazalviel, 1990). More recently, Monroe and Newman 
investigated the first comprehensive model of lithium dendrite growth that simulated the 
system under different physical conditions such as charging current densities and cation 
transference numbers (Monroe and Newman, 2003). Akolkar built upon the work of 
Monroe and Newman and included a concentration dependent diffusion coefficient into 
the model (Akolar, 2013). Following the previous work by these groups, a simple model 
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to simulate the dendrite growth for sparse needle-like dendrite structures and dense bush-
like dendrite structures was developed. In this section the 1D model is presented along 
with validation studies and a discussion of the effects of different diffusion coefficient 
models on dendrite growth. 
Mass transport model 
To investigate dendrite growth on the anode surface in Li-air batteries I model the 
mass transport in the electrolyte and dendrite growth is modeled on the anode surface. 
The model is used to investigate the effects of transport properties on dendrite growth 
rates.  
 
 
Figure A.1 Lithium dendrites formed under (a) low current density and  
(b) high current density operating conditions, reproduced from the papers by  
Brissot et al (Brissot et al., 1998; Brissot et al., 1999). 
 
It has been reported that dendrite growth can affect the local mass transport 
properties of the electrolyte (Huth et al., 1995; Monroe and Newman, 2003; Nishikawa et 
al., 2011). When the dendrites have broad spacing, the effect on local mass transport 
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properties, i.e. the diffusion coefficient (D), are not very significant; however, when 
dendrite growth is dense, changes to the transport properties may become significant and 
affect the diffusion coefficient in the dendrite region. Experimental studies have shown 
that the dendrites in Li batteries can form one of two structures depending on the 
operating conditions. Under high current conditions dendrite formation is typically dense 
and considered mossy or bush-like in structure; while under low current conditions 
dendrite formation is needle-like and still dense, as shown in Figure A.1.  
The 1D model of the Li salt concentration through the electrolyte is modeled by the 
transient mass transport equation,  
 
  
  
 
 
  
  
  
  
           [A.1] 
where C is the Li salt concentration and D is the Li
+
 diffusion coefficient. 
 
 
Figure A.2 Schematic of the simulation domain 
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A schematic of the simulation domain is shown in Figure A.2. The domain is a 1D 
model of the electrolyte with the anode and cathode at the boundaries. The electrolyte 
thickness is L with the anode surface at y=0, and the cathode surface at y=L. The system 
is modeled in a galvanostatic state.  
The boundary conditions for Eq. A.1 on the electrode surfaces are (Monroe and 
Newman, 2003):  
    
  
     
  
  
  
                 
       
  
     
  
  
  
                                   [A.2]  
where i is the current density, F is Faraday's constant, and   
  is the cation transference 
number. A uniform distribution of Li salt is assumed for the initial condition,  
                                             [A.3] 
where C0 is the initial lithium ion concentration 
Additionally, the mass conservation for the electrolyte is solved as,  
 
 
 
            
 
 
                             [A.4] 
To investigate the effects of dendrite growth on the transport properties of the 
electrolyte, the diffusion coefficient is modeled as a function of position. Rewriting Eq. 
A.1 and the boundary conditions (Eq. A.2) with D as a function of y gives the form of the 
equations used in the model, 
 
 
  
  
 
 
  
     
  
  
                        [A.5] 
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                                        [A.6] 
   
     
     
  
  
  
                               [A.7] 
 
Various forms for the diffusion coefficient are modeled to investigate its effect on 
dendrite growth. The simplest model I investigated is a step function,  
    
       
       
                                 [A.8] 
where y1 is the tip of the dendrite region (see Figure A.2). In this model the diffusion 
coefficient is assumed uniform in the bulk electrolyte region and uniform but smaller in 
the dendrite growth region (D1<D2).  
A concentration dependent diffusion coefficient is also investigated (Akolar, 2013). 
For this case an exponential form for the diffusion coefficient in the bulk (y>y1) and 
dendrite (y<y1) regions of the electrolyte is used. The constants of the exponential (a, b) 
are different in the bulk and dendrite regions,  
    
      
         
      
         
                           [A.9] 
where a1, a2, b1 and b2 are the exponential constants in the bulk (2) and dendrite growth 
(1) regions.  
The governing equations (Eq. A. 4 and 5) are solved numerically based on the 
boundary and initial conditions (Eq. A. 3, 6 and 7) using a finite difference discretization 
in MATLAB. The two models of the diffusion coefficients are also implemented and as 
discussed in the following sections are used to investigate dendrite growth rates. 
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Dendrite Growth Model 
The growth rate of dendrites on the anode surface is modeled as a function of the 
local current density and Li ion concentration. The model is based on previous research 
(Bockris, 1962; Monroe and Newman, 2003). The model assumes that the mass transfer 
and surface forces are the dominate driving forces for dendrite growth, that the surface 
overpotential at the dendrite-electrolyte interface is the driving force for the growth 
reaction, and that the dendrite has a needle-like structure and the growth of individual 
dendrites does not affect other dendrites.   
Using the method from Monroe and Newman's paper (Monroe and Newman, 2003), 
the propagation velocity of the dendrite is calculated by the current density at the dendrite 
tip as,  
     
        
 
                               [A.10] 
From Eq. A.10, the current density at the dendrite tip is determined by the kinetic 
potential η, and the Li ion concentration C in the vicinity of the dendrite tip. The kinetic 
potential is calculated based on the ion concentration profile as detailed in Monroe et al 
(Monroe and Newman, 2003). 
 
Model Validation 
To validate the model form and its implementation the model predictions are 
compared to several experimental studies which report dendrite growth in similar systems 
(Brissot et al., 1998; Brissot et al., 1999; Nishikawa et al., 2011). The electrolyte cells in 
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these studies are quasi two-dimensional, with lithium metal foil electrodes sandwiched 
between two optical glass plates. The materials and operating conditions of the 
experimental studies are listed in Table A.1. The dendrite structures reported in these 
studies consider wide-spaced and single dendrites; as D1 and D2 are considered to be 
equal for the verification studies. 
 
Table A.1 Experimental conditions of three cases (Brissot et al., 1998;  
Brissot et al., 1999; Nishikawa et al., 2011) 
Case Anode 
Electrolyte 
thickness 
(L) [mm] 
Electrolyte material 
Diffusion 
coefficient 
(D) 
[cm
2
/ s] 
Transference 
number 
Dendrite 
radius 
[μm] 
Charging 
current 
density 
[mA/ 
cm
2
] 
A 
Li 
metal 
1 
N-methoxymethyl-N- 
methylpyrrolidiniumbis 
(trifluoromethanesulfonyl) 
imide 
1.0*10
-7
 0.36 1 0.5 
B 
Li 
metal 
1.2 poly(ethylene oxide) 
9*10
-8
 
 
0.2 10 0.05 
C 
Li 
metal 
2 poly(ethylene oxide) 
9*10
-8
 
 
0.2 10 0.7 
   
 
The dendrite growth predicted by this model is compared to the growth reported by 
the three experimental studies (Cases A, B and C of Table A.1). As see in Figure A.3a 
and 3b, the model (solid line) predicts dendrite growth well for Cases A and B. For Case 
C (Figure A.3c), the simulation significantly under predicts the dendrite growth. From the 
experimental Li dendrite images (Figure A.1), it can be seen that the structures of 
dendrites are different under different operating conditions. The dendrite in Case B is 
more needle-like (Figure A.1a) while in Case C, it is more bush-like (Figure A.1b). In 
Case C, the large charge current density induces the bush-like dendrite structure. In this 
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dendrite growth model, the dendrite is assumed needle-like, which is clearly not the case 
for Case C. The model does not include the necessary physics to accurately simulate Case 
C. For the low charge current density in Cases A and B a needle-like dendrite structure is 
seen and the model is able to accurately predict the dendrite growth. 
 
 
Figure A.3 Dendrite position in the electrolyte over time. The symbols represent the experimental 
data and the solid line represents this model. The different symbols of (a) represent different 
dendrites in the experimental system. Figure A. 1a and 1b show the images of the experimental 
dendrites in case B (b) and C (c) respectively. 
 
In Case B, the model is able to accurately predict one of the experimentally 
measured dendrites (circle symbol); however the model under predicts the growth of the 
other dendrite (triangle symbol). The heterogeneous nature of the electrode surface can 
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lead to non-uniform current surface density distributions. In regions with a higher local 
current density, the dendrites are more likely to nucleate and grow, and thus have a 
higher growth velocity. While, in regions with lower local current density, the dendrites 
are less likely to nucleate and grow, or may not even grow at all. In this model, the 
average current density on the surface is used, which neglects the heterogeneous nature of 
the electrode surface. For Case B the difference in growth rate between the two 
experimental dendrites is most likely due to these heterogeneities.  
Predicting Dense Dendrite Growth  
To investigate the effects of transport properties on dendrite growth the step function 
diffusion model is compared (Eq. A.8) to a uniform diffusion model (D1=D2). For the 
uniform diffusion model, a diffusion coefficient of 7*10
-12
 m
2
/s is used for the general Li 
ion diffusion coefficient. For the step function model, in the bulk electrolyte region 
(y>y1), D2 is set to 7*10
-12
 m
2
/s, and in the dendrite region it is assumed that the dendrite 
growth will hinder the Li ion transport and D1 is set to 5*10
-12
 m
2
/s.  
The dendrite growth for the different diffusion coefficient models are simulated for 
the same materials and operating conditions. Experimental conditions from a (PEMO)-
LiTFSI system are used to test this model. In Figure A.4a, the dendrite growth for the 
step function diffusion model (green line) reaches 100 µm, which is the location of 
cathode surface, at ~5900 s, while the dendrite in the uniform diffusion model (blue line) 
reaches 100 µm at ~9200 s.  
The Li ion concentration at the vicinity of the dendrite tip in both models increases 
dramatically initially, and then decreases quickly after that, Figure A.4b. This is because 
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the Li ion concentration does not reach steady state before ~2000s. After the initial 
decrease, the Li ion concentration at the vicinity of the dendrite tip in both models 
increases, and the ion concentration in the step function model increases faster than the 
uniform diffusion model. Plotting the kinetic potential (Figure A.4c) the differences 
between the two models becomes more significant. The kinetic potential at the dendrite 
tip in the step function diffusion model increases much faster than in the uniform model, 
and becomes stable after reaching 100 µm. Due to the differences in concentration and 
kinetic potential, the growth velocity in the step function diffusion model is much faster 
than the growth velocity in uniform diffusion model. 
 
Figure A.4 Comparison of the dendrite position (a), Li ion concentration at the dendrite tip (b) 
and kinetic potential at the dendrite tip (c) for the uniform diffusion model (blue solid line) and 
the step function diffusion model (red dashed line). 
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The faster dendrite growth velocity in the step function diffusion model could 
explain the experimental results of dense dendrite growth. From Case C of the previous 
section, the experimental dendrite growth velocity is much higher than the simulation 
predicts using a uniform diffusion model. Comparing the structures of Cases B and C 
(Figure A.1), it is evident that the dendrites in Case C form a much denser structure, so 
Case C may be better represented by the step function diffusion model. In the comparison 
of the two models, the dendrite growth velocity in the step function diffusion model is 
faster than the growth velocity in the uniform diffusion model.  For the dense dendrite 
growth experimental cases, if an appropriate value of D1 can be determined, the predicted 
dendrite growth velocity will be higher than the uniform model and should more 
accurately predict the experimental growth velocity. 
 
Conclusions 
Appendix A presents the investigation of the effects of the Li ion diffusion 
coefficient of the electrolyte on dendrite growth in a Li battery system. Uniform and non-
uniform models for the diffusion coefficient were investigated. The model was validated 
with experimental data, and shows good correlation with experimental data for low 
charging current cases. 
A step function diffusion model accounting for the effects of dense dendrites on ion 
transport near the anode showed increased growth velocities when compared to a uniform 
diffusion coefficient model. This corresponds with the experimental data under high 
current conditions (Case C), which shows faster dendrite growth with a denser bush-like 
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structure then in the low current cases (Cases A and B). Both diffusion coefficient models 
show promising results and may help to explain the difference in structure and growth 
rate under different current conditions. Further research and development of this 1D 
model may figure out the problem of dendrite growth in high charging density condition. 
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Appendix B: The source code files used in the dissertation 
 
Simulations of the anisotropic dendrite growth model 
All simulations related to the anisotropic dendrite growth model are performed in a main 
folder: 
/projectnb/ryanlab/jinwang/newapp/aniso. 
There are six subfolders in this main folder, which represent the simulations of dendrite 
growth with triangles protusion (/tri, results as shown in Figure 3.7), with squares 
protusion (/square, results as shown in Figure 3.13), with no protusion (/flat, results as 
shown in Figure 3.13); the simulation of dendrite growth in varying anisotropies 
(/anisotropy, results as shown in Figure 3.11, please notice that the scenarios of 
Dxx/Dyy=1 or Dxx/Dyy=0.01 are performed as isotropic or anisotropic groups with Da=640 
in triangles protusion folder); the simulation for solid growth verification (/solidveri, 
results as shown in Figure 3.6) and for reactive boundary verification (/rBCveri, results as 
shown in Figure 3.3-3.4). 
 
For each individual simulation, all the related files are contained in an individual folder. 
For example, the simulation of dendrite growth in anisotropic electrolyte, with conditions 
Dxx=0.01, Dyy=1, reaction rate=10, Da=640 and triangles protrusion, is in the folder:  
/projectnb/ryanlab/jinwang/newapp/aniso/tri/ani640. 
The source code file is named as 2r_ani_r10_Da640.f90, 
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Besides the source code file, all other files related to the anisotropic dendrite growth 
simulation are attached in the subfolder too, which are: 
2d_grid_bdw.txt (geometry file); 
batch, batch2 or batch4 (batch file); 
postpro_aniso.f90 (post processing file which is used to generate the output file 
output_cons.dat); 
And some files will be generated after you run the simulation job, which are: 
execode (exe file after you compile the source code) 
exepost (exe file after you post process the output file-- Ouput-2rate-zero) 
out (file containing information of the job) 
Ouput-2rate-zero (binary file to store the output data) 
Output_cons.dat (dat file generated after post processing, can be used to visualize the 
simulation results) 
 
A Matlab file is attached too if you want to use matlab to visualize the result: 
matlab_aniso_plot.m.  
 
Simulations of the convective dendrite growth model 
All simulations of the convective dendrite growth model are performed in the folders: 
/projectnb/ryanlab/jinwang/newapp/conv. 
In this main folder, five subfolders stand for the simulations: dendrite growth in 
convective electrolytes with varying viscosities from 0.3 to 3 (/dendvisc, results as shown 
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in Figure 4.6-4.8); dendrite growth in convective electrolytes with varying viscosities 
from 0.3 to 3 but no mass forming (/dendviscnomass, results as shown in Figure 4.9); 
dendrite growth in a non-convective electrolyte and no mass forming (/bulkconv, results 
as shown in Figure 4.5); verifications of migration and source term. (/migveri and 
/sourceveri, results as shown in Figure 4.3-4.4) 
 
For each individual simulation, all the related files are contained in an individual folder. 
Besides the files I mentioned in the previous section, an initial condition file is also 
required to run the convective dendrite growth simulation, which is: 
Output-cons_bulk2000.dat 
A Matlab file can be used if you want to use matlab to visualize the results:  
matlab_ conv_plot.m 
 
Simulations of the structured electrolyte dendrite growth model 
All simulations of the structured dendrite growth model are performed in the folders: 
/projectnb/ryanlab/jinwang/newapp/struct 
In this main folder, the simulations are performed as: dendrite growth in columnized 
electrolytes (/columnized/layer1-6, results as shown in Figure 5.5); dendrite growth in 
columnized electrolytes but no non-reactive structure (/columnized/layer7-8, results as 
shown in Figure 5.7); dendrite growth in porous electrolytes with isotropic diffusivity 
(/porous/poro1 and 3, results as shown in Figure 5.3) and anisotropic diffusivity 
(/porous/poro2 and 4, results as shown in Figure 5.3); dendrite growth in crossing-fiber 
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electrolytes with isotropic diffusivity (/fiber/fiber1 and 3, results as shown in Figure 5.4) 
and anisotropic diffusivity (/fiber/fiber2 and 4, results as shown in Figure 5.4). 
 
The source code files of the structured electrolyte dendrite growth model need a 
geometry file to run simulation, which may be different in different scenarios. For 
example the geometry file in  
/projectnb/ryanlab/jinwang/newapp/struct/columnized/layer2 is: 
jtlayer_640_16.txt, which stands for a columnized (layered) structured electrolyte with 
the channel width 64/16   . 
A Matlab file can be used if you want to use matlab to visualize the result:  
matlab_ structured_plot.m 
 
Procedures to perform the simulation 
Five sample source codes representing the anisotropic, convective and structured dendrite 
growth models are attached in the folder 
 /projectnb/ryanlab/jinwang/newapp/samplecodes, from which all dendrite growth 
simulations presented in this dissertation can be achieved by simply changing one or two 
parameters such as diffusivity, reaction rate, viscosity etc. The sample codes are: 
2r_iso_r10_Da640.f90 (anisotropic dendrite growth model, isotropic electrolyte, 
Dxx=Dyy=1, reaction rate=10, triangles protrusion. This code is identical to the source 
code in /projectnb/ryanlab/jinwang/newapp/aniso/tri/iso640) 
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2r_ani_r10_Da640.f90 (anisotropic dendrite growth model, anisotropic electrolyte, 
Dxx=0.01, Dyy=1, reaction rate=10, triangles protrusion. This code is identical to the 
source code in /projectnb/ryanlab/jinwang/newapp/aniso/tri/ani640) 
2r_conv_vis10.f90 (convective dendrite growth model, isotropic electrolyte, Dxx=Dyy=1, 
viscosity=1, trapezoid protrusion. This code is identical to the source code in 
/projectnb/ryanlab/jinwang/newapp/conv/dendvisc/visc10) 
2r_layer_iso_16.f90 (structured dendrite growth model, isotropic electrolyte, Dxx=Dyy=1, 
reaction rate=500, columnized electrolyte with channel width=4. This code is identical to 
the source code in 
/projectnb/ryanlab/jinwang/newapp/struct/columnized/layer2) 
2r_layer_ani_16.f90 (structured dendrite growth model, anisotropic electrolyte, Dxx=0.01, 
Dyy=1, reaction rate=500, columnized electrolyte with channel width=4. This code is 
identical to the source code in 
/projectnb/ryanlab/jinwang/newapp/struct/columnized/layer5) 
 
For each individual source code, all related files are attached. 
You may want to follow the order of procedures to perform simulations, for example: 
1. Compile the source code: mpif90 -o execode 2r_ani_r10_Da640.f90 
2. Submit the job: qsub batch2 
3. Compile the post processing file:  
mpif90 -o exepost postpro_aniso.f90 
4. Run the post processing job: mpirun exepost 
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5. Download the output date file (Output-cons.dat) and keep it with the matlab m file 
(matlab_aniso_plot.m)  
6. Open Matlab and the m file, run it and you will get the visualized dendrite growth 
result. Please notice that in Linux you may need give the exact path of your dat file to 
Matlab, for instance, instead of using 'Output-cons.dat' in the Matlab file (line 3), use 
'D:\research temp\temp\091515\Output-cons.dat' 
In a rare case if Matlab cannot visualize the dendrite growth result correctly, try to 
modify the Matlab code 'scatter3(y, x,z,10, c, 'filled'); ' (around line 62) to 'scatter3(y, 
x,z,1, c, 'filled'); ' 
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