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Abstract
The eigenvalue hypothesis claims that any quantum Racah matrix for finite-dimensional rep-
resentations of Uq(slN ) is uniquely determined by eigenvalues of the corresponding quantum R-
matrices. If this hypothesis turns out to be true, then it will significantly simplify the computation
of Racah matrices. Also due to this hypothesis various interesting properties of colored HOMFLY-
PT polynomials will be proved. In addition, it allows one to discover new symmetries of the
quantum 6-j symbols, about which almost nothing is known for N > 2, with the exception of the
tetrahedral symmetries, complex conjugation and transformation q ←→ q−1.
In this paper we prove the eigenvalue hypothesis in Uq(sl2) case and show that it is equivalent
to 6-j symbol symmetries (the Regge symmetry and two argument permutations). Then we apply
the eigenvalue hypothesis to inclusive Racah matrices with 3 symmetric incoming representations
of Uq(slN ) and an arbitrary outcoming one. It gives us 8 new additional symmetries that are not
tetrahedral ones. Finally, we apply the eigenvalue hypothesis to exclusive Racah matrices with
symmetric representations and obtain 4 tetrahedral symmetries.
1 Introduction
Nowadays we have a number of theories in mathematical and theoretical physics that use Racah
coefficients. Sometimes they are referred as Wigner 6-j symbols, that differ by the normalization
factor (see equation (9)). The basic example of Racah coefficients’ occurrence is in combining three
angular momenta in quantum mechanics. Here they appear as elements of the transformation matrix
between two canonical bases corresponding to the different combining orders. Also Racah coefficients
are a powerful instrument that can be used to calculate observables in Chern-Simons theory. Besides,
it may also be viewed as elements of the duality matrix between two equivalent Uq(sl2)k Wess-Zumino
Witten conformal blocks where the quantum deformation q is taken as k+2-th root of unity.
When it comes to the knot theory, one of the fundamental ideas there is the concept of knot
invariants. It turns out that Racah coefficients play important role in it, particularly in the wide
range of knot polynomials such as HOMFLY-PT [1][2][3]. One of the most powerful techniques to
obtain knot invariants is the Reshetikhin-Turaev approach [4], based on quantum groups theory and
quantum Rˆ-matrices and the essential element of this method is a Racah coefficient.
It is well known [5] that in Uq(sl2) there is an analytic expression for arbitrary Racah coefficient
in terms of a q-hypergeometric function 4Φ3. It allows to investigate 6-j symbols analytically, what
leads to different interesting results. There are some rather recent papers [6][7][8][9] as an illustration.
∗alekseev.va@phystech.edu
†Andrey.Morozov@itep.ru
‡sleptsov@itep.ru
1
However, in the case of arbitrary Uq(slN ) representations similar analytic expressions for 6-j symbols
are yet to be discovered. Despite the fact that we can obtain a Racah coefficient value via highest
weights method [10], it is a very complicated and cumbersome approach which quickly becomes prac-
tically non-applicable as we try to consider higher representations. Nevertheless, it is very important
to generalize various properties of Uq(sl2) Racah coefficients to the Uq(slN ) case, which could lead us
to the general Uq(slN ) answers for Racah coefficients in the future.
All symmetries of Uq(sl2) Racah matrices are well known and well studied. In the present paper
we are interested in linear symmetries of the Uq(slN ) Racah coefficients implied by the eigenvalue
hypothesis. Non-linear symmetries (e.g. the pentagon relation), that are more complicated, are out
of the scope of this paper. Linear symmetries of Uq(sl2) Racah coefficients include Regge symmetries,
the tetrahedral symmetries and transformation q ←→ q−1. However, there should be non-trivial
generalizations of Regge and tetrahedral symmetries for Uq(slN ) that are still not known.
The eigenvalue hypothesis originates from the Yang-Baxter equation for knots or links. This
equation in terms of Rˆ-matrices is nothing but the algebraic form of the third Reidemeister move
in knot theory. Each Rˆ-matrix acts in the tensor product of representations’ domain and permutes
two adjacent ones, this operator corresponds to the generator of the braid group in knot theory.
By diagonalizing Rˆ-matrices via Racah matrices, one can get the equation defining Racah matrices
through Rˆ-matrices’ eigenvalues. This leads to the eigenvalue conjecture, which states that Racah
matrices are fully determined by the sets of corresponding Rˆ-matrices.
This by no means is a trivial fact. In fact the Yang-Baxter equation if solved with respect to
Racah matrices has several solutions and the number of solutions becomes larger as the sizes of
matrices grow. Nevertheless it seems that the Racah matrices themselves are always uniquely defined
by the eigenvalues of the Rˆ-matrices or at least it is so in all studied examples. Even more, there is
an exact expression for the Racah matrices through the Rˆ-matrix eigenvalues for the matrices of the
size up to 5×5 [11] and 6×6 [12]. The eigenvalue conjecture can be continued even further to include
links. Since there are several different diagonal Rˆ-matrices, Racah matrices depend on eigenvalues
of all of them. The exact expressions has been constructed for the link Racah matrices of the size
3 × 3 as well [13]. Another generalization which can be done is to move from 3-strand matrices to a
higher number of strands. There, as it appears, one has to use not only the Yang-Baxter equation
but the commutation relations on different Rˆ-matrices, different braid group generators. This also
allows to construct the exact expression for corresponding Racah matrices through the eigenvalues of
the Rˆ-matrices at least for the 5× 5 matrices in the 4-strand braid [14].
Although eigenvalue conjecture is not proven yet, it was checked in many cases and used, for
example, to calculate HOMFLY-PT polynomials for 3-strand knots [11] and links [15] in arbitrary
symmetric representations. These cases are special since there are no multiplicities - no coinciding
eigenvalues in Rˆ-matrices. If there are coinciding eigenvalues situation becomes more difficult because
there is an additional freedom in the Yang-Baxter equations and its solutions. However even in this
case it seems that often Racah matrix can be made block-diagonal with blocks themselves satisfying
the eigenvalue conjecture [16]. Another important application of the eigenvalue conjecture is its
connection to the known property of Alexander polynomials which relates all Alexander polynomials
for the same knot and different representations, denoted by the hook Young diagrams [17].
It is worth mentioning that Racah matrices may be considered in two ways: those whose first three
representations tensor product decomposes in the fourth one are called inclusive or mixing matrices.
On the other hand, there is a definition of the Racah matrix, in which representations are divided into
two pairs, and the tensor product of the first pair is transformed by the Racah matrix into the second
product, we call such Racah matrices exclusive. Obviously, we can rewrite an exclusive Racah matrix
using notations for inclusive ones, but exclusive ones will have one representation conjugated, so for
different N in Uq(slN ) the representations are different. The most important difference between these
two types is that for a sufficiently large N for any algebra Uq(slN ), the inclusive Racah matrices do
not depend on N . The exclusive Racah matrices, on the contrary, always explicitly depend on N .
In this paper we consider multiplicity-free Uq(slN ) Racah matrices to find new symmetries for both
inclusive and exclusive types. Multiplicity-free means that each tensor product of pairs of considered
representations does not contain in its decomposition repeated summands. The method is based on
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[18], where the eigenvalue hypothesis is used to predict the equality of particular Racah matrices.
In section 2 the eigenvalue hypothesis is reformulated for the purposes of our paper. We start from
the general form of the hypothesis and then confine to the particular class of Racah matrices. In
fact, 3 symmetric incoming representations and arbitrary outcoming one are considered in section 3.
This allows us to reduce the hypothesis to a system of linear equations. As a result, all predicted
symmetries are listed as the solutions of the system.
In section 4 we give a proof of the eigenvalue hypothesis for the Uq(sl2) case. It’s well known that
there are 144 symmetries for Uq(sl2) 6-j symbols [19], but in terms of Racah matrices these relations
equate some particular matrix elements, not necessary whole matrices. If we consider only matrix
symmetries of 6-j symbols, there are 8 equivalent ones. Racah matrices also have these symmetries
because the normalization factors are the same for both sides of equations. All these relations are
obtained via the eigenvalue hypothesis for the Uq(sl2) case. It is also true that the eigenvalue hypothesis
conditions are satisfied for Uq(sl2) Racah matrices that are equal due to symmetries. That means in
the Uq(sl2) case the eigenvalue hypothesis is proven.
Then in section 5 the same procedure is applied for representations of Uq(slN>2), where the same
number of relations arises – 8 symmetries including identity are obtained. There are a few key features
that distinguish N > 2 from N = 2. First of all, these symmetries are not 6-j symbol symmetries as
long as normalization factors may be different after applying a symmetry. Also the occurrence of a free
parameter in these relations is an interesting feature of the discovered symmetries. This parameter
can take an arbitrary non-negative integer values and it allows us to equate an infinite set of Racah
matrices. As the derivation was very similar for N = 2 and N > 2, we can see the correspondence
between symmetries in these two cases and call Uq(slN ) symmetries by analogy with Uq(sl2) ones.
In particular, Regge symmetry can be easily generalized for that class of Racah matrices. Also it is
known that Uq(slN ) 6-j symbols have tetrahedral symmetries [20], but obtained symmetries coincide
with them only for N = 2.
Tetrahedral symmetries for Uq(slN ) relate Racah matrices of the class that differ from the previous
section, this class includes exclusive Racah matrices. In fact, in section 6 we investigate the exclusive
class of Racah matrices with two symmetric incoming and outcoming representations. And we find
only tetrahedral symmetries. Then we consider a more complicated case in order to demonstrate the
flexibility of the eigenvalue hypothesis method. And we obtain 4 new symmetries, which cannot be
expressed through tetrahedral ones.
2 Rˆ-matrices, Racah coefficients and the eigenvalue hypothesis
The eigenvalue hypothesis [11] can be obtained from the Yang-Baxter equation for Rˆ-matrices and
written similar to [13] in terms of Racah coefficients. In this equation the Rˆ-matrix is considered
to be known whereas the Racah matrix is not. So we consider the Racah matrix as the solution
to the Yang-Baxter equation. The problem is that the Yang-Baxter equation has a lot of solutions.
By definition, the Racah matrix is a non-degenerate matrix, therefore we have to consider only non-
degenerate solutions of Yang-Baxter equation. Unfortunately, it does not guarantee the uniqueness of
the solution. The eigenvalue hypothesis states that the Racah matrix is uniquely determined by the
eigenvalues of the corresponding Rˆ-matrix. In this section we give definitions of Rˆ-matrices and 6-j
symbols, and then we formulate the eigenvalue hypothesis.
2.1 Rˆ-matrices and Racah coefficients
We work with Uq(slN ) algebra representations denoted by Ri, each one acts in the vector space Vi.
Operators Rˆ1 . . . Rˆm are called Rˆ-matrices, they act on a tensor product of Vi. By definition they
solve the Yang-Baxter equation, therefore they also can be considered as a representation of the braid
group. Every Rˆi can be written as a combination of (Vi, Vi+1) permutation P and a so-called universal
Rˇ-matrix [19]:
Rˆi = 1V1 ⊗ 1V2 ⊗ . . .⊗ P Rˇi,i+1 ⊗ . . .⊗ 1Vn (1)
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Matrix form of Rˆi depends on the choice of basis in the order of tensor product of Vi’s. The most
convenient basis can be constructed using the highest weight vectors. Let us fix the order in the tensor
product. By acting with lowering operators on the highest weight vectors we construct a basis in the
resulting space, so we will call this basis as Bi1...im with indices corresponding to the product ordering.
Let us choose the basis on R1 ⊗ . . . ⊗ Rm which corresponds to the following order in the tensor
product:
B12,3...m = (. . . ((R1 ⊗R2)⊗R3)⊗ . . .)⊗Rm (2)
Rˆ1 in the chosen basis is diagonal, each row and column corresponds to representation Xα in the
decomposition
R1 ⊗R2 =
⊕
α
MR1,R2α ⊗Xα (3)
If dimMR1,R2α > 1, then the choice of the basis that diagonalizes Rˆ1 is more complex, we have an
additional unfixed rotation in the subspace of Xα. However, it’s always possible to fix it that Rˆ1 is
diagonal. However, if we consider Rˆ2, it can be diagonal only in the basis corresponding to
B1,23,4...m = (. . . (R1 ⊗ (R2 ⊗R3))⊗ . . .)⊗Rm (4)
Therefore, in order to diagonalize the matrix Rˆ2 we should make a transformation via U -matrix, which
is the natural isomorphism between the spaces with different tensor product order:
U : (R1 ⊗R2)⊗R3 → R1 ⊗ (R2 ⊗R3) (5)
We can rewrite it in irreducible components, where M is the representation multiplicity in the decom-
position.
R1 ⊗R2 =
⊕
i
M
R1,R2
Xi
⊗Xi
R2 ⊗R3 =
⊕
j
M
R2,R3
Yj
⊗ Yj
(6)
(R1 ⊗R2)⊗R3 =
⊕
i,k
M
R1,R2
Xi
⊗MXi,R3R4k
⊗R4k
R1 ⊗ (R2 ⊗R3) =
⊕
j,k
M
R1,Yj
R4k
⊗MR2,R3Yj ⊗R4k
(7)
The associativity of vector spaces requires isomorphism U between two fusions. This transformation
is defined by the Racah matrix or Racah-Wigner 6-j symbols.
Definition 1. Racah coefficients are elements of Racah matrix that is the map:
U
[
R1 R2
R3 R4
]
:
⊕
i
M
R1,R2
Xi
⊗MXi,R3R4 →
⊕
j
M
R1,Yj
R4
⊗MR2,R3Yj (8)
Definition 2. Wigner 6-j symbol is the element of a normalized U -matrix:{
R1 R2 Xi
R3 R4 Yj
}
=
(−1)R1+R2+R3+R4√
dim(Xi) dim(Yj)
Ui,j
[
R1 R2
R3 R4
]
(9)
2.2 Inclusive and exclusive Racah coefficients
We divide Racah matrices into two different classes: inclusive one and exclusive one. This classification
naturally follows from two different ways of HOMFLY invariant calculations. Following Reshetikhin-
Turaev approach [4], in the process of knot invariant calculations it is needed to evaluate the matrices
for all possible R4. Let us fix first 3 arguments R1, R2, R3 in Racah matrix. For each R4 ⊂ R1⊗R2⊗R3
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we can write down non-trivial Racah matrices as U
[
R1 R2
R3 R4
]
. These Racah matrices are called
inclusive.
On the other hand, there is another way to calculate HOMFLY-PT polynomials, that is based on
Wess-Zumino Witten conformal field theory [20]. In the case of arborescent links it requires only two
Racah matrices, which we call exclusive ones: U
[
R1 R2
R3 R4
]
and U
[
R1 R2
R3 R4
]
. These Racah matrices
use conjugated representations of Uq(slN ). The main difference between inclusive and exclusive Racah
matrices is that inclusive ones stop depending on N when it is sufficiently large. On the other hand,
exclusive Racah matrices do depend on N , although the dependence is always algebraic in terms of q
and A = qN .
2.3 Eigenvalue hypothesis
We write down the expressions that lead to the hypothesis. The eigenvalue conjecture originates from
the Yang-Baxter equation for links that is the algebraic form of the third Reidemeister move in knot
theory. For knots it’s defined by the equation
Rˆ1Rˆ2Rˆ1 = Rˆ2Rˆ1Rˆ2 (10)
U -matrices acts in tensor cube of the representation R:
U : (R⊗R)⊗R→ R⊗ (R ⊗R) U † = U−1 (11)
Let us choose the basis in which Rˆ1 is diagonal, then Rˆ2 may be not diagonal, but we can reexpress
it as Rˆ2 = U
†Rˆ1U where Rˆ1 is diagonal. Substituting Rˆ2 into (10), we obtain:
Rˆ1U
†Rˆ1URˆ1 = U
†Rˆ1URˆ1U
†Rˆ1U (12)
VR1⊗VR2⊗VR3
Rˆ12
Rˆ23
Rˆ12
=
VR1⊗VR2⊗VR3
Rˆ23
Rˆ12
Rˆ23
We can treat this equation as the U -matrix defining expression. First of all, we choose the basis in
which Rˆ is diagonal. The Rˆ-matrix eigenvalues are well known [21][19] and expressed as the real power
of q, hence we are able to sort the eigenvalues in descending order of these powers of q. Equation (12)
is homogeneous with respect to Rˆ, therefore we can normalize Rˆ-matrix to make det Rˆ =
∏
i λi = 1.
If these relations are enough to determine the U -matrix, then it depends only on the set of normalized
eigenvalues. Let us consider two independent Racah matrices U and U˜ , each of them depends on the
set of eigenvalues Rˆ and
ˆ˜
R correspondingly. The eigenvalue hypothesis says that U -matrix is fully
determined by the set of Rˆ-matrix normalized eigenvalues.
Conjecture 1 (Eigenvalue hypothesis for knot case). Given two equal sets of normalized eigenvalues
of two Rˆ-matrices acting on representation product R ⊗ R ⊗ R, Racah matrices are equal in the
corresponding bases, where Rˆ-matrices are diagonal.
In this work we are interested in a link case of this relation with a 3-strand braid, where the
situation is a bit different. Every strand can carry its own representation in a link whereas in a knot
there is only one representation. Initial order of strands may be arbitrary, so 3 different equations
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arise that correspond to different initial ordering of the representations. There are three equations
that can be written down as:
Uxyz : (Rx ⊗Ry)⊗Rz → Rx ⊗ (Ry ⊗Rz) U
†
xyz = U
−1
xyz
Rˆ(xy)z : (Rx ⊗Ry)⊗Rz → (Ry ⊗Rx)⊗Rz
Rˆ(xy)zRˆy(xz)Rˆ(yz)x = Rˆx(yz)Rˆ(xy)zRˆz(xy)
Rˆ(yz)xRˆz(yx)Rˆ(zx)y = Rˆy(zx)Rˆ(yx)zRˆx(yz) (13)
Rˆ(zx)yRˆx(zy)Rˆ(xy)z = Rˆz(xy)Rˆ(zy)xRˆy(zx)
Let us choose the basis in which Rˆ(xy)z is diagonal, then Rˆx(yz) may be not diagonal, but we can
reexpress it as Rˆx(yz) = U
†
xyzRˆ′x(yz)Uxyz where Rˆ
′
x(yz) is diagonal. Diagonalizing all Rˆ-matrices, we
obtain:
Rˆ(xy)zU
†
yxzRˆ
′
y(xz)UyzxRˆ(yz)x = U
†
xyzRˆ
′
x(yz)UxzyRˆ(xz)yU
†
zxyRˆ
′
z(xy)Uzyx
Rˆ(yz)xU
†
zyxRˆ
′
z(yx)UzxyRˆ(zx)y = U
†
yzxRˆ
′
y(zx)UyxzRˆ(yx)zU
†
xyzRˆ
′
x(yz)Uxzy (14)
Rˆ(zx)yU
†
xzyRˆ
′
x(zy)UxyzRˆ(xy)z = U
†
zxyRˆ
′
z(xy)UzyxRˆ(zy)xU
†
yzxRˆ
′
y(zx)Uyxz
The situation is similar to the knot case, so we can generalize the eigenvalue conjecture for links.
It is convenient to use the notation Rˆ1 ∼ Rˆ2 if two Rˆ-matrices has the same set of eigenvalues. Note,
that there are 12 different Rˆ-matrices in (14), but only three of them have different sets of eigenvalues.
We denote these three Rˆ-matrices as L = (Rˆ1, Rˆ2, Rˆ3). L and L
′ are called equivalent if ∀i Rˆi ∼ Rˆi,
this can be notated as L ∼ L′.
Conjecture 2 (Eigenvalue hypothesis for link case). Given two equivalent lists of Rˆ-matrices L ∼ L′,
the corresponding Racah matrices (that have the same domain) are equal in the bases, where Rˆ-matrices
are diagonal.
Let us now reformulate the hypothesis in the case of symmetric representations in a more convenient
way.
3 Eigenvalue hypothesis for symmetric representations
We consider R1, R2, R3 to be symmetric representations of Uq(slN ) and representation R4 ⊂ R1 ⊗
R2 ⊗R3. We denote by X,Y,Z all irreducible representations that satisfy the following fusion rules:
R1 ⊗R2 =⊕
d12
α=0 Xα
R2 ⊗R3 =⊕
d23
β=0 Yβ (15)
R1 ⊗R3 =⊕
d13
γ=0 Zγ
In order to get non-zero 6-j symbols we have to impose the following conditions on these representa-
tions:
R4 ⊂ Xα ⊗R3
R4 ⊂ Yβ ⊗R1 (16)
R4 ⊂ Zγ ⊗R2
Then, depending on R4, not all summands of the RHS of expansions (15) satisfy conditions (16).
According to representation theory, the number of irreducible components for each fusion in (15) that
satisfies (16) is the same and we will denote this number as d. Note, that in (15) we consider a tensor
product of two symmetric representations. Therefore, Young diagrams of the resulting irreducible
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representations have the number of rows not greater than two. So we can introduce the following
notation for Young diagrams of X,Y,Z:
Xα = [λX − α, λX − δX + α], 0 ≤ α ≤ d
Yβ = [λY − β, λY − δY + β], 0 ≤ β ≤ d (17)
Zγ = [λZ − γ, λZ − δZ + γ], 0 ≤ γ ≤ d
where λ’s and δ’s are non-negative integers and depend on a particular choice of R1, R2, R3, R4. For
Uq(sl2) representations, we will use variables xα = δX − 2α that corresponds to Xα with columns of
the height two removed, the same for Y and Z.
As an example of our notation, below we write down the Young diagram sequence with R1 =
[4], R2 = [3], R3 = [2], R4 = [6, 3] for Xα. The parametrisation is d = 2, λ = 6, δ = 5. The gray color of
elements denotes the universal part of all diagrams, while remaining parts differ among the α range.
For Uq(sl2), {xα} = {5, 3, 1}. For Uq(slN ), sequence Xα is:{
, ,
}
Conjecture 3. If there are two sets1 of symmetric representations R1, R2, R3 and R˜1, R˜2, R˜3 and
representations R4 ⊂ R1⊗R2⊗R3 and R˜4 ⊂ R˜1⊗ R˜2⊗ R˜3 then corresponding Racah matrices U and
U˜ are equal if the following conditions are satisfied:
d = d˜
δX = δ˜X
δY = δ˜Y
δZ = δ˜Z
(18)
Proposition 1. Conjecture 2 in the case of 3 symmetric incoming representations R1, R2, R3 is equiv-
alent to Conjecture 3.
Proof. Given R1, R2, R3, R4, we are able to find all eigenvalues. Firstly, we find sequences Xα, Yβ, Zγ ,
then each representation from these sequences corresponds to a eigenvalue. There are known expression
for eigenvalues of Rˆ-matrices [21][19]:
λXα = ǫXαq
κ(Xα)−κ(R1)−κ(R2)
κ(λ) =
∑
i
λi
2
(λi − 2i+ 1) R1 ⊗R2 = ⊕
d
α=0Xα
(19)
where ǫ is either 1 or −1. It is known from a lot of examples that ǫ in the case of symmetric
representations is just (−1)α. Therefore, for equal number of normalized eigenvalues they always
coincide. Thus, below we will neglect the sign since it does not affect the proof.
Let three sets of normalised eigenvalues
(
λXα , λYβ , λZγ
)
be equal to the other sets (λ
X˜α
, λ
Y˜β
, λ
Z˜γ
).
We will consider only one equation λXα = λX˜α , the others can be solved in the same way. If we divide
each element of the first sequence by the element from the second sequence, we should get the same
value for all α. From equation (19) we can see that the only variable depending on α is κ(Xα). In
other words, normalized eigenvalues are the same if the difference between κ(Xα) and κ(X˜α) does
not depend on α.
κ(Xα)− κ(X˜α) = const(α) (20)
If there is more than one eigenvalue in Rˆ-matrix (d > 0), this equation gives nontrivial conditions.
We can use a monotonic property of the function κ for symmetric representations. Let us consider an
arbitrary symmetric representation product as a sequence of Young diagrams Xα = [λ−α, λ− δ +α]
where 0 ≤ α ≤ d:
1All parameters, corresponding to the second set we will label by .˜
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2κ(Xα) =
∑
j
λj(α)(λj(α)− 2j + 1) = 2α
2 − 2(1 + δ)α + const (21)
The function is constantly decreasing from α = 0 to α = 1+δ2 . It is obvious that in Young diagrams
d ≤ δ2 , in other case the second row will be larger then the first one. In this case all eigenvalues are
different. It allows us to write down the ordered sequences of Young diagrams λ(α) = [λ−α, λ−δ+α],
λ˜(α) = [λ˜− α, λ˜− δ˜ + α]. The difference of κ should be constant:
κ(Xα)− κ(X˜α) = (δ˜ − δ)α + const (22)
As a result, we get the following situation: if the number of eigenvalues is greater than 1, then the
eigenvalue conjecture conditions requires both δ to be the same for two diagrams X0, X˜0. Also the
equality of d is needed to make the number of elements equal. Obviously, given equal δ and d for the
pair of matrices, the hypothesis conditions are satisfied. In Uq(slN ), N > 2 case this is equivalent to
conditions:
[λ, λ− δ] = [λ˜+ C, λ˜− δ˜ + C], d = d˜ (23)
Or in more compact form: {
d = d˜
δ = δ˜
(24)
For the other two fusions proof is the same. d is equal for all three tensor products as it can be shown
from representation theory.
Corollary 1. In the Uq(sl2) case system (18) reduces as follows:
d = d˜
x0 = x˜0
y0 = y˜0
z0 = z˜0
(25)
This approach also can be applied to the Uq(slN ) case when representations are symmetric and
conjugate to symmetric, namely exclusive case. The analogue of Proposition 1 for the exclusive case is
proven in a similar manner. Instead of parametrization (17), Xα is defined as [λ1−α, (λ2)
N−2, λN+α],
and δ should be defined as λ1 − λN , hence we have the corollary as follows.
Corollary 2. For Uq(slN ) exclusive symmetric case with δ = λ1−λN , the system is written as follows:
d = d˜
δX = δ˜X
δY = δ˜Y
δZ = δ˜Z
(26)
4 Proof of the eigenvalue hypothesis in Uq(sl2)
We have a couple of 6-j symbols where r1, r2, r3, r4 are integers that denote numbers of boxes in the
Young diagram of Uq(sl2) representations R1, R2, R3, R4.
U
[
r1 r2
r3 r4
]
= U
[
r˜1 r˜2
r˜3 r˜4
]
(27)
Our aim is to find such r˜1, r˜2, r˜3, r˜4 this equality is true for arbitrary xα, yβ , x˜α, y˜β from eigenvalue
hypothesis. We remind that x, y, z are defined as 3 sequences of representations that arises from tensor
product decomposition for R1⊗R2, R2⊗R3 and R1⊗R3 in order to form R4 in a product of all three.
The ranges of x, y, z values may be derived from fusion rules. On the one hand, x is obtained from
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R1 ⊗R2, hence max(r1 − r2, r2 − r1) ≤ xα ≤ r1 + r2. On the other hand, being combined with R3 it
should give R4, so max(r3 − r4, r4 − r3) ≤ xα ≤ r3 + r4. As a result, x is bounded by the conditions
max

r1 − r2
r2 − r1
r3 − r4
r4 − r3
 ≤ xα ≤ min(r1 + r2r3 + r4
)
(28)
The y and z bounds derivation is the same as in the case of x, so they can be found by the change of
variables r3 ↔ r1 and r3 ↔ r2 correspondingly. Due to the multiple inequality conditions there are 8
possible cases of the x ranges for arbitrary r1, r2, r3, r4. For given values of the representations one of
the 8 possible cases takes place. Therefore we can split all x’s and correspondingly all Racah matrices
into 8 fusion types with different minima and maxima expressions.
We can rewrite this system for the combination of two variables: length2 d and the first element x0.
One can see that for different fusion types d expressions differ. Using the formula min
α∈A
(a)−max
β∈B
(b) =
min
α∈A,β∈B
(a− b), we conclude that d = min(di) over all 8 fusion types with non-coinciding expressions,
where di corresponds to a− b in i-th case. All fusion types for x can be expressed as follows:
2di =

r1 + r2 + r3 − r4
r1 + r2 − r3 + r4
r1 − r2 + r3 + r4
−r1 + r2 + r3 + r4
2r4
2r3
2r2
2r1
(29)
Note that the value of x0 is fully determined by the value of d. In particular, x0 = r1 + r2 if
d is from types {1, 2, 7, 8} and x0 = r2 + r4 for the others. As we can see in (29), d = min(di) is
invariant under permutations of r1, r2, r3, so dx = dy = dz, as it should be for every 6-j symbol from
representation theory. For instance, if r2 ↔ r3 and d2 = min(di), then after permutation d˜3 = min(d˜i),
but d˜3 = d2. It is worth mentioning that if di = dj , then x0, y0, z0 coincide too.
If we consider y and z fusions, there are also 8 possibilities, but they are not independent. Indeed,
once d is fixed for x, it is also fixed for y and z, so the number of fusion types for Racah matrices is 8.
The only difference is in y0 and z0 values. As a result, the complete table of fusions types is expressed
as follows:
type 2d x0 y0 z0 conditions
1 r1 + r2 + r3 − r4 r1 + r2 r2 + r3 r1 + r3 d1 = min(di)
2 r1 + r2 − r3 + r4 r1 + r2 r1 + r4 r2 + r4 d2 = min(di)
3 r1 − r2 + r3 + r4 r3 + r4 r1 + r4 r1 + r3 d3 = min(di)
4 −r1 + r2 + r3 + r4 r3 + r4 r2 + r3 r2 + r4 d4 = min(di)
5 2r4 r3 + r4 r1 + r4 r2 + r4 d5 = min(di)
6 2r3 r3 + r4 r2 + r3 r1 + r3 d6 = min(di)
7 2r2 r1 + r2 r2 + r3 r2 + r4 d7 = min(di)
8 2r1 r1 + r2 r1 + r4 r1 + r3 d8 = min(di)
Table 1: Uq(sl2) U -matrix types depending on the value of d
Let us repeat the main idea of this table. There are 8 types of Racah matrices that differ in
expressions for d and x0. The type can be defined by the inequality conditions that restrict the chosen
2It is worth mentioning that in Uq(sl2) an interval between two next-going representations is two and we have this
factor in front of d, so that xd − x0 = 2d.
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d expression to be the minimal among all types. The x0, y0, z0 values are also defined by the d choice.
This allows us to write down system (25), where d and d˜ are expressed as one of 8 fusion types:
d = d˜
x0 = x˜0
y0 = y˜0
z0 = z˜0
(30)
Definition 3. The equations (31) and their compositions (6 equal symbols in total) are called Regge
symmetries or Regge transformations. (ρ = r1+r2+r3+r42 , ρ
′ = r1+r3+x+y2 , ρ
′′ = r2+r4+x+y2 ). The first
relation also can be written as the Racah matrices symmetry [22].{
r1 r2 x
r3 r4 y
}
=
{
ρ− r3 ρ− r4 x
ρ− r1 ρ− r2 y
}
=
{
ρ′ − r3 r2 ρ
′ − y
ρ′ − r1 r4 ρ
′ − x
}
=
{
r1 ρ
′′ − r4 ρ
′′ − y
r3 ρ
′′ − r2 ρ
′′ − x
}
(31)
Definition 4. Tetrahedral symmetry is the known property of 6-j symbols [20]. For Uq(sl2), it is
expressed as argument permutations :{
r1 r2 x
r3 r4 y
}
=
{
r3 r4 x
r1 r2 y
}
=
{
r2 r1 x
r4 r3 y
}
=
{
r3 r2 y
r1 r4 x
}
=
{
r1 x r2
r3 y r4
}
Proposition 2. The system (25) has 8 different solutions that forms the group of one row permutation,
one column permutation and one Regge transformation from (31):
U
[
r1 r2
r3 r4
]
= U
[
r4 r2
r3 r1
]
= U
[
r3 r4
r1 r2
]
= U
[
r2 r1
r4 r3
]
= (32)
= U
[
ρ− r1 ρ− r2
ρ− r3 ρ− r4
]
= U
[
ρ− r4 ρ− r3
ρ− r2 ρ− r1
]
= U
[
ρ− r3 ρ− r4
ρ− r1 ρ− r2
]
= U
[
ρ− r2 ρ− r1
ρ− r4 ρ− r2
]
Proof. The proof of this statement is very similar to the more interesting Uq(slN ) case, presented
below in subsection 5.1.
We emphasize that although 6-j symbols are known to have 144 symmetries, only 8 of them keep x, y
invariant, i.e. there are 8 equal U -matrices. That means all known Uq(sl2) symmetries of U -matrices
are described in the previous statement. The eigenvalue hypothesis has been equivalently written
down as system (25) and has been solved without any restrictions. In other words, eigenvalue
hypothesis is proved for Uq(sl2) since it is equivalent to all existing symmetries and nothing
more.
5 Symmetries in the Uq(slN) symmetric case
For Uq(slN ) let us consider a couple of Racah matrices for symmetric representations R1 = [r1],
R2 = [r2], R3 = [r3], R4 = [m1,m2,m3], R˜1 = [r˜1], R˜2 = [r˜2], R˜3 = [r˜3], R˜4 = [m˜1, m˜2, m˜3], where
r1, r2, r3,m1,m2,m3 are integers that denote the length of a row in a Young diagram. Also sometimes
we will mention [m1,m2,m3] as r4 and X,Y and Z as they are defined in (15,16).
U
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= U
[
[r˜1] [r˜3]
[r˜3] [m˜1, m˜2, m˜3]
]
(33)
Our aim is to find such r˜1, r˜2, r˜3, r˜4 that equality is true for all possible r1, r2, r3, r4 from the eigenvalue
hypothesis.
As we have derived in (18), we need to find expressions for d and δ. Let us find the range of X,Y,Z
values via fusion rule.
Lemma 1. Given 3 arbitrary symmetric Uq(slN ) representations R1, R2, R3, representation R4 =
[m1,m2,m3] ⊂ R1 ⊗R2 ⊗R3 and X,Y,Z defined as above, then d, δ fusion types may be expressed as
in the Table 2.
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type d δX δY δZ conditions
1 m1 −m2 a+ r3 a+ r1 a+ r2 d1 = min(di)
2 r1 −m3 A− r3 a+ r1 A− r2 d2 = min(di)
3 r2 −m3 A− r3 A− r1 a+ r2 d3 = min(di)
4 r3 −m3 a+ r3 A− r1 A− r2 d4 = min(di)
5 m2 −m3 A− r3 A− r1 A− r2 d5 = min(di)
6 m1 − r1 a+ r3 A− r1 a+ r2 d6 = min(di)
7 m1 − r2 a+ r3 a+ r1 A− r2 d7 = min(di)
8 m1 − r3 A− r3 a+ r1 a+ r2 d8 = min(di)
Table 2: Uq(slN ) U -matrix types depending on the value of d. Here a := 2m1 − r1 − r2 − r3,
A := r1 + r2 + r3 − 2m3 and r1 + r2 + r3 = m1 +m2 +m3 from fusion rules.
Proof. Let us look at the Young diagrams in decompositions Xk ⊂ R1 ⊗ R2 and R4 ⊂ Xk ⊗ R3.
Littlewood-Richardson rules for the slN tensor product decomposition say that in a product of ar-
bitrary Young diagram µ and symmetric diagram ν every irreducible component λ ⊂ µ ⊗ ν may be
obtained by adding elements of ν to µ in a such way that no two boxes of ν occur in the same column
[23]. We can easily represent the tensor product of symmetric representations as a sum of represen-
tations corresponding to two-row Young diagrams Xk = [r1 + r2 − k, k], where 0 ≤ k ≤ min(r1, r2).
On the one hand, R4 = [m1,m2,m3], but on the other hand we can obtain it from the product of
Xk = [r1+r2−k, k] and R3. It can be written in the general form as [r1+r2+r3−k− l−m3, k+ l,m3],
where l and m3 are non-negative integers that parametrize tensor product of Xk ⊗R3 and correspond
to the number of boxes added to the second and the third rows of Xk, whereas r3 − l −m3 boxes are
added to the first row of Xk.
From the equality of two R4 expressions we immediately find that l = m2 − k, m3 = r1 + r2 +
r3−m1−m2. Since l is determined by the value of k, so k is the only integer parameter in the tensor
product, but we will leave this parameter to find the conditions from fusion rules. The l definition
requires that l ≥ 0 and l +m3 ≤ r3. Also the rules give us additional inequalities l + k ≤ r1 + r2 − k
and m3 ≤ k. After reducing the inequalities we obtain:
max
(
m3
r1 + r2 −m1
)
≤ k ≤ min

r1 + r2 −m2
m2
r1
r2
 (34)
d can be obtained as the range length, δ corresponds to the left side of inequalities: δX = r1+r2−2kmin.
It’s easy to find the expressions for Y,Z due to the symmetry of the problems. We only need to change
the variables: r3 ↔ r1 and r3 ↔ r2 for kY and kZ correspondingly. Similar to Uq(sl2), all fusion types
can be expressed as follows:
di =

m1 −m2
r1 −m3
r2 −m3
r3 −m3
m2 −m3
m1 − r1
m1 − r2
m1 − r3
(35)
where d = min(di). Note that dX = dY = dZ and δX , δY , δZ expressions may be obtained for every
di, so it is possible to rewrite the inequalities for X,Y,Z as the table of fusion types.
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Proposition 3. The system (18) for N¿3 has 8 different solutions that forms a group of 3 independent
symmetries. Each symmetry is defined for all integer C ≥ C0 where C0 is the least number that keeps
the number of elements in rows of Young diagrams non-negative.
U
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= U
[
[r1 + C] [r2 + C]
[r3 + C] [m1 + C,m2 + C,m3 + C]
]
=
= U
[
[r2 + C] [r1 + C]
[m1−m2+m3+C] [m1+C, r1+r2−m2+C,m3+C]
]
=
= U
[
[r3 + C] [m1 −m2 +m3 + C]
[r1 + C] [m1 + C, r1 + r3 −m2 + C,m3 + C]
]
=
= U
[
[m1−m2+m3+C] [r3 + C]
[r2 + C] [m1+C, r2+r3−m2+C,m3+C]
]
=
= U
[
[C − r1] [C − r2]
[C − r3] [C −m3, C −m2, C −m1]
]
=
= U
[
[C − r2] [C − r1]
[C−m1+m2−m3] [C−m3, C+m2−r1−r2, C−m1]
]
=
= U
[
[C − r3] [C −m1 +m2 −m3]
[C − r1] [C −m3, C +m2 − r1 − r3, C −m1]
]
=
= U
[
[C−m1+m2−m3] [C − r3]
[C − r2] [C −m3, C+m2−r2−r3, C−m1]
]
(36)
Remark 1. Also one can obtain the Uq(sl3) case from the solution above by removing columns of a
height three like [m1,m2,m3]→ [m1 −m3,m2 −m3].
As an example, we write several equal Racah matrices for both sl(3) and Uq(slN ), N > 3:
• Uq(sl3), C1 ≥ −2, C2 ≥ 11. Note that the inequalities on C are found from the Uq(slN )
expressions.
U
[
[6] [5]
[7] [9, 3]
]
= (37)
= U
[
[6 + C1] [5 + C1]
[7 + C1] [9, 3]
]
= U
[
[5 + C1] [6 + C1]
[8 + C1] [9, 4]
]
= U
[
[7 + C1] [5 + C1]
[6 + C1] [9, 6]
]
= U
[
[8 +C1] [7 + C1]
[5 +C1] [9, 5]
]
=
= U
[
[C2 − 6] [C2 − 5]
[C2 − 7] [9, 6]
]
= U
[
[C2 − 5] [C2 − 6]
[C2 − 8] [9, 5]
]
= U
[
[C2 − 7] [C2 − 5]
[C2 − 6] [9, 3]
]
= U
[
[C2 − 8] [C2 − 7]
[C2 − 5] [9, 4]
]
• Uq(slN ), N > 3, C1 ≥ −1, C2 ≥ 16.
U
[
[7] [8]
[11] [16, 9, 1]
]
= (38)
= U
[
[7 + C1] [8 + C1]
[11 + C1] [16 + C1, 9 + C1, 1 + C1]
]
= U
[
[C2 − 7] [C2 − 8]
[C2 − 11] [C2 − 1, C2 − 9, C2 − 16]
]
=
= U
[
[8 + C1] [7 + C1]
[8 + C1] [16 + C1, 6 + C1, 1 + C1]
]
= U
[
[C2 − 8] [C2 − 7]
[C2 − 24] [C2 − 1,−6 + C1, C2 − 16]
]
=
= U
[
[11 + C1] [8 + C1]
[7 + C1] [16 + C1, 9 + C1, 1 + C1]
]
= U
[
[C2 − 11] [C2 − 8]
[C2 − 7] [C2 − 1, C2 − 9, C2 − 16]
]
=
= U
[
[8 + C1] [11 + C1]
[8 + C1] [16 + C1, 10 + C1, 1 + C1]
]
= U
[
[C2 − 8] [C2 − 11]
[C2 − 8] [C2 − 1, C2 − 10, C2 − 16]
]
5.1 Derivation of the symmetries (36)
We have to consider all possible values of r1, r2, r3, r4, so there are 8 different Racah types with different
d. From Lemma 1 we know the expression for d, δX , δY , δZ , whereas δ’s expressions are determined
by the choice of particular d, so we have 8 types for d and 8 types for d˜, 64 cases in total.
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We shall denote each system with the types defined in Table 2 in the following way. A system cij
has type i on the left side and type j on the right side, 1 ≤ i, j ≤ 8. For example, a system with
d, δX , δY , δZ from fusion type 2 and d˜, δ˜X , δ˜Y , δ˜Z from type 5 is denoted as c25. In fact, we can just
start to solve all 64 systems of equations but there is a more convenient way to solve this system.
Proposition 4. Solutions cij satisfy the following properties
1. The solution always exists (neglecting inequality conditions) and has one free parameter C;
2. If r˜i, m˜i is a solution, then r˜i + C, m˜i + C also solves the system;
3. Each system from {cii, c12, c13, c15} is inducing the symmetry that can be applied to every type;
4. Symmetry induced by cij can be expressed as a composition of symmetries induced by c11, c12, c13
and c15.
Proof.
1. One can check that d, δX , δY and δZ are linearly independent for every fusion type. In other
words, the system is not degenerate, consequently there is a solution for every d. Since we have
4 equations but 5 independent variables r1, r2, r3,m1,m2 (m3 is fixed by the number of boxes
conservation condition), the solution has one free parameter.
2. One may notice that Table 2 has one specific property. We will call ri,mi atomic variables. Each
expression of d and δ is a linear combination of atomic variables with integer coefficients. it can
be seen that the sum of positive coefficients is equal to the sum of negative ones. If one increase
all atomic variables by C, the values in Table 2 does not change. Therefore, each solution has
the free parameter that is added to ri,mi.
Let us write the c11 solution as an example, we will call it the basic solution. The system for
this type is: 
m1 −m2 = m˜1 − m˜2
2m1 − r1 − r2 = 2m˜1 − r˜1 − r˜2
2m1 − r2 − r3 = 2m˜1 − r˜2 − r˜3
2m1 − r1 − r3 = 2m˜1 − r˜1 − r˜3
(39)
Obviously, the system will be satisfied if ri = r˜i,mi = m˜i, 0 ≤ i ≤ 3. Also we can notice that
each side of equations is a substitution of atomic variables, C occurs as additive constant to the
atomic variables. The basic solution is:
U
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= U
[
[r1 + C] [r2 + C]
[r3 + C] [m1 + C,m2 + C,m3 + C]
]
(40)
As long as we know that the free parameter occurs in a solution as an additive constant, a system
cii with coinciding sides of equations has the same solution. Therefore, (40) satisfies not only
system c11, but ∀i cii. In other words, every Racah matrix can be transformed as in equation
(40), hence it may be applied for all possible types and, consequently, for all ri,mi without any
inequality restrictions.
3. Solving systems c12, c13, c15 and omitting inequality conditions on d, we get
c15 :

r1 = C − r˜1
r2 = C − r˜2
r3 = C − r˜3
m1 = C − m˜3
m2 = C − m˜2
m3 = C − m˜1
c12 :

r1 = m˜1 − m˜2 + m˜3 + C
r2 = r˜3 + C
r3 = r˜2 + C
m1 = m˜1 + C
m2 = r˜2 + r˜3 − m˜2 + C
m3 = m˜3 + C
c13 :

r1 = r˜3 + C
r2 = m˜1 − m˜2 + m˜3 + C
r3 = r˜1 + C
m1 = m˜1 + C
m2 = r˜1 + r˜3 − m˜2 + C
m3 = m˜3 + C
(41)
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Let us examine c15, the other equations can be solved similarly. The c15 solution may be used
as an operator cˆ15 that transform ri,mi into r˜i, m˜i that is just the change of variables. As it can
be seen from the definition, this transformation changes the expressions of type 1 into the type
5 expressions, but it is still unclear what is going on with inequality conditions. To check this
we can substitute variables in the inequalities d1 = min(di):
d1 = min

m1 −m2
r1 −m3
r2 −m3
r3 −m3
m2 −m3
m1 − r1
m1 − r2
m1 − r3

−→ d˜5 = min

m˜2 − m˜3
m˜1 − r˜1
m˜1 − r˜2
m˜1 − r˜3
m˜1 − m˜2
r˜1 − m˜3
r˜2 − m˜3
r˜3 − m˜3

= min

d˜5
d˜6
d˜7
d˜8
d˜1
d˜2
d˜3
d˜4

(42)
This transformation preserves the inequalities. Consequently, the cˆ15 domain is entire type 1
and the codomain is entire type 5.
However, there is an important property of this solution that is the essential one. As we have
seen above, cˆ15 acts on the set of d expressions like a permutation. The full statement is that
cˆ15 acts on the Table 2 rows as a permutation, moving di, δx, δy , δz simultaneously. If we apply
cˆ15 to arbitrary type i, di → d˜j(i) and the inequalities will be satisfied too. This is the change
of notations, not values, so di = d˜j(i), δx = δ˜x and so on, hence this is just cˆij . For c15 the
types permutation is (1, 2, 3, 4, 5, 6, 7, 8) → (5, 6, 7, 8, 1, 2, 3, 4). Therefore, cˆ15 transforms every
Racah matrix into another one with the mentioned change of type and there are no restricting
inequalities because inequalities on RHS are equivalent to the LHS ones for every type. As we
will show later, cˆ15 is equal to cˆ26, cˆ37, etc.
The third statement is proved. Below we describe these transformations as symmetries and
call them as if they were in Uq(sl2). Although they are different, they are the straightforward
analogues of Uq(sl2) ones. Let us write down the types permutations.
(a) cˆii, 1 ≤ i ≤ 8 do not change the type;
(b) cˆ15 is Regge symmetry and swaps (1, 2, 3, 4) ↔ (5, 6, 7, 8);
(c) cˆ12 permutes (r2, r3), so (1, 3, 5, 7) ↔ (2, 4, 6, 8);
(d) cˆ13 permutes (r1, r3), so (1, 2, 5, 6) ↔ (3, 4, 7, 8).
4. We will perform the composition of derived symmetries in order to get c11 from arbitrary cij .
Firstly, we will transform cij into 1 ≤ i
′, j′ ≤ 4 using that cˆ15 moves types from the second
half to the first one. If 4 < i, j ≤ 8, we apply it for both sides of cij . If only one index is
greater than 4, the transformation is needed only to that side. As a result, we obtain ci′j′, where
1 ≤ i′, j′ ≤ 4. Now we do the similar operation to transform ci′j′ into 1 ≤ i
′′, j′′ ≤ 2 using that
cˆ13 moves types (3, 4) to (1, 2). Then we may use cˆ12 to get c11. So, every cij can be expressed
in basic solution and 3 additional symmetries’ composition. Obtained expressions are correct
for all ri,mi without additional conditions.
If we look at them as a group of 8 symmetries neglecting C addition, there are identity, 3 inde-
pendent elements, and 4 more elements can be obtained by compositions. Every transformation
being squared gives the basic one, so it is an involution for the particular C (C = 0 for c11 or
∀C ≥ m1 for c15). It is very similar to the situation in Uq(sl2), so we can call new symmetries
analogously to Uq(sl2). Symmetry from c15 is clearly the Regge transformation analogue, the
other 2 act similar to Uq(sl2) permutations. In total, we have discovered that 64 cases of cij are
just 8 solutions that split into 8 different types. These symmetries form a group of 8 elements
(for a fixed C).
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The proof of Statement 3 also allows us to generalize the Regge symmetry, which in the case of
sl(N) symmetric representations can be written as follows (C > m1):
U
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= U
[
[C − r1] [C − r2]
[C − r3] [C −m3, C −m2, C −m1]
]
(43)
Also the second and the third symmetry may be seen as an tetrahedral symmetry generalization from
Uq(sl2) for inclusive class of Racah matrices. For example, r1 ↔ r2 permutation analogue:
U
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= U
[
[r2 + C] [r1 + C]
[m1−m2+m3+C] [m1+C, r1+r2−m2+C,m3+C]
]
(44)
5.2 Another approach to (36) derivation
There is another way to derive these symmetries. In [15] new connection between symmetric Uq(slN )
and Uq(sl2) Racah matrices was derived from eigenvalue hypothesis:
UUq(slN )
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= UUq(sl2)
[
r1 −m3 r2 −m3
r3 −m3 m1 −m2
]
(45)
This allows us to derive Uq(slN ) symmetries as a continuation of known Uq(sl2) symmetries to arbitrary
N . The answers obtained from both approaches are the same, because both derivations use eigenvalue
hypothesis, just in a different way. Let us derive Regge symmetry and one permutation, all other
symmetries may be obtained in the same way.
Now we can apply Regge symmetry and then reexpress the symbol as Uq(slN ) one:
UUq(sl2)
[
r1 −m3 r2 −m3
r3 −m3 m1 −m2
]
= UUq(sl2)
[
m1 − r1 m1 − r2
m1 − r3 m2 −m3
]
= UUq(slN )
[
[r˜1] [r˜2]
[r˜3] [m˜1, m˜2, m˜3]
]
(46)
Solving the system of equations for r˜1, r˜2, r˜3, m˜1, m˜2, m˜3 with fusion rule conditions we get the following
symmetry of Uq(slN ) Racah matrices:
UUq(slN )
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= UUq(slN )
[
[C − r1] [C − r2]
[C − r3] [C −m3, C −m2, C −m1]
]
(47)
This is the same symmetry we derived above. Now let us consider row permutation:
UUq(sl2)
[
r1 −m3 r2 −m3
r3 −m3 m1 −m2
]
= UUq(sl2)
[
r3 −m3 m1 −m2
r1 −m3 r2 −m3
]
= UUq(slN )
[
[r˜1] [r˜2]
[r˜3] [m˜1, m˜2, m˜3]
]
(48)
The solution is:
UUq(slN )
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= UUq(slN )
[
[r1 + C] [m1 −m2 +m3 +C]
[r3 + C] [m1 + C, r1 + r3 −m2 + C,m3 + C]
]
(49)
This also coincides with symmetries (36).
6 Symmetries in the exclusive Uq(slN) cases
Tetrahedral symmetries are widely known for both Uq(slN ) and Uq(sl2) cases. However, known Uq(slN )
generalization connects only Racah matrices of the particular type, including exclusive ones. This
generalization is expressed as follows:
Definition 5. Tetrahedral symmetry is the known property of 6-j symbol to be invariant after trans-
formations [20] (λi, µ, ν are arbitrary Young diagrams):{
λ1 λ2 µ
λ3 λ4 ν
}
=
{
λ3 λ2 ν
λ1 λ4 µ
}
=
{
λ1 λ2 µ
λ3 λ4 ν
}
= (50)
=
{
λ3 λ4 µ
λ1 λ2 ν
}
=
{
λ2 λ1 µ
λ4 λ3 ν
}
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In this section we investigate whether there are some possibilities for the eigenvalue hypothesis
to obtain Racah symmetries with non-symmetric representations using the example of the exclusive
Racah matrices. As a result, only tetrahedral symmetries are obtained. Then we do the same for a
more general class of 6-j symbols and get some new symmetries. Unfortunately, we can not check these
symmetries on particular examples, because corresponding 6-j symbols are still unknown. However,
our aim here is to show that the eigenvalue hypothesis can be applied to a wide range of 6-j symbols.
6.1 R4 is symmetric
Definition 6. We shall call two 6-j symbols below type I and type II.
I type:
{
[r1] [r2] X
[r3] [r4] Y
}
II type:
{
[r1] [r2] X
[r3] [r4] Y
}
(51)
where r1, r2, r3, r4 are integers that denote numbers of boxes for Uq(slN ) symmetric representations
R1, R2, R3, R4. X,Y are Young diagrams that satisfy the fusion rules.
Proposition 5. Every exclusive Racah coefficient with symmetric and conjugate to symmetric repre-
sentations belongs to one of the two kinds: type I or type II.
Let us consider a couple of type I 6-j symbols where r4 = r1 + r3 − r2.{
[r1] [r2] X
[r3] [r4] Y
}
=
{
[r˜1] [r˜2] X˜
[r˜3] [r˜4] Y˜
}
(52)
Fusion rules for X,Y and Z are obtained for the more general case in the next subsection, where
R4 = [k1+ r2, r
N−2
2 , k2]. For this case one should assume k1 = r4, k2 = r2 in Table 3. The system may
be solved manually due to small number of cases. The solutions are:{
[r1] [r2]
[r3] [r4]
}
=
{
[r4] [r3]
[r2] [r1]
}
=
{
[r2] [r1]
[r4] [r3]
}
=
{
[r3] [r4]
[r1] [r2]
}
(53)
It can be easily checked that symmetries above are just tetrahedral symmetry. The situation is the
same for type II 6-j symbols.
6.2 R4 is a combination of symmetric and conjugate to symmetric
In this subsection we consider another class of 6-j symbols that differs in R4. The key point of this
derivation is to show that eigenvalue hypothesis can give us nontrivial symmetries in a more complex
situations than symmetric representations. For that reason we generalized previous case by replacing
R4 = [α, β
N−1] with R4 = [α, β
N−2, γ], where α, β, γ are some nonnegative integers.
Let us consider a couple of type I 6-j symbols where r1, r2, r3, k1, k2 and r˜1, r˜2, r˜3, k˜1, k˜2 are integers
that denote the length of the row in a Young diagram.{
[r1] [r2]
[r3] [k1 + r2, r
N−2
2 , k2]
}
=
{
[r˜1] [r˜3]
[r˜3] [k˜1 + r˜2, r˜
N−2
2 , k˜2]
}
(54)
Lemma 2. The Racah types obtained from fusion rules are described in Table 3.
Proof. The derivation of this lemma is the same as in the previous section so it’s omitted.
The system can be solved manually due to small number of cases. The solutions are:{
[r1] [r2]
[r3] [k1 + r2, r
N−2
2 , k2]
}
=
{
[r3] [k1 − k2 + r2]
[r1] [k2 + r2, r
N−2
2 , k1]
}
= (55)
=
{
[k1] [k1 − r1 + r2]
[k2] [r1 + r2, r
N−2
2 , r3]
}
=
{
[k2] [k1 − r3 + r2]
[k1] [r3 + r2, r
N−2
2 , r1]
}
(56)
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type d δX δY δZ
1 r1 r1 + r2 2k1 + r2 − r3 r1 + r3
2 r3 2k1 − r1 + r2 r2 + r3 r1 + r3
3 k1 2k1 − r1 + r2 2k1 + r2 − r3 r1 + r3
4 k2 r1 + r2 r2 + r3 r1 + r3
Table 3: Uq(slN ) generalized type I U -matrix types
However, there are restriction r1 + r3 = k1 + k2, so we can substitute k2:{
[r1] [r2]
[r3] [k1 + r2, r
N−2
2 , r1 + r3 − k1]
}
=
{
[r3] [2k1 − r1 − r3 + r2]
[r1] [k2 + r2, r
N−2
2 , k1]
}
= (57)
=
{
[k1] [k1 − r1 + r2]
[r1 + r3 − k1] [r1 + r2, r
N−2
2 , r3]
}
=
{
[r1 + r3 − k1] [k1 − r3 + r2]
[k1] [r3 + r2, r
N−2
2 , r1]
}
(58)
As we can see, there are some new relations for type I 6-j symbols. In a similar way relations for type
II can be obtained.
7 Selected results
• For the Uq(sl2) general case, the eigenvalue hypothesis has been proven and it is equivalent to
the following symmetries
(
ρ = r1+r2+r3+r42
)
:
U
[
r1 r2
r3 r4
]
= U
[
r4 r2
r3 r1
]
= U
[
r3 r4
r1 r2
]
= U
[
r2 r1
r4 r3
]
= (59)
= U
[
ρ− r1 ρ− r2
ρ− r3 ρ− r4
]
= U
[
ρ− r4 ρ− r3
ρ− r2 ρ− r1
]
= U
[
ρ− r3 ρ− r4
ρ− r1 ρ− r2
]
= U
[
ρ− r2 ρ− r1
ρ− r4 ρ− r2
]
• For inclusive Uq(slN ) with symmetric incoming representations, N > 3, ∀C ≥ C0.
U
[
[r1] [r2]
[r3] [m1,m2,m3]
]
= U
[
[r1 + C] [r2 + C]
[r3 + C] [m1 + C,m2 + C,m3 + C]
]
(60)
= U
[
[r2 + C] [r1 + C]
[m1−m2+m3+C] [m1+C, r1+r2−m2+C,m3+C]
]
=
= U
[
[r3 + C] [m1 −m2 +m3 + C]
[r1 + C] [m1 + C, r1 + r3 −m2 + C,m3 +C]
]
=
= U
[
[m1−m2+m3+C] [r3 + C]
[r2 + C] [m1+C, r2+r3−m2+C,m3+C]
]
=
= U
[
[C − r1] [C − r2]
[C − r3] [C −m3, C −m2, C −m1]
]
=
= U
[
[C − r2] [C − r1]
[C−m1+m2−m3] [C−m3, C+m2−r1−r2, C−m1]
]
=
= U
[
[C − r3] [C −m1 +m2 −m3]
[C − r1] [C −m3, C +m2 − r1 − r3, C −m1]
]
=
= U
[
[C−m1+m2−m3] [C − r3]
[C − r2] [C −m3, C+m2−r2−r3, C−m1]
]
where r1 + r2+ r3 = m1+m2+m3.It also can be rewritten as Uq(sl3) solution in a trivial way.
• For exclusive Uq(slN ) 6-j symbols of type I, the eigenvalue hypothesis predicts only tetrahedral
symmetries: {
[r1] [r2]
[r3] [r4]
}
=
{
[r4] [r3]
[r2] [r1]
}
=
{
[r2] [r1]
[r4] [r3]
}
=
{
[r3] [r4]
[r1] [r2]
}
(61)
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where restriction r1 + r3 = r2 + r4 is assumed.
• For combined R4, eigenvalue hypothesis predicts:{
[r1] [r2]
[r3] [k1 + r2, r
N−2
2 , k2]
}
=
{
[r3] [k1 − k2 + r2]
[r1] [k2 + r2, r
N−2
2 , k1]
}
= (62)
=
{
[k1] [k1 − r1 + r2]
[k2] [r1 + r2, r
N−2
2 , r3]
}
=
{
[k2] [k1 − r3 + r2]
[k1] [r3 + r2, r
N−2
2 , r1]
}
(63)
where restriction r1 + r3 = k1 + k2 is assumed.
8 Conclusion
The main goal of this paper was to find some general relations for Racah matrices. Indeed, we have
discovered a plenty of new symmetries. However, it is hard to say, whether these symmetries occur
only in the considered case or it has more general form. As we can see from the second section,
a tetrahedral symmetry for Uq(sl2) case may be generalized in two separate ways: as an Uq(slN )
tetrahedral symmetry or as a completely new symmetry.
Besides, there are no generalization for Regge symmetry in Uq(slN ). On the other hand, we
have found the Uq(slN ) symmetry expression for inclusive case with Uq(slN ) symmetric incoming
representations. This symmetry becomes the Regge one for N = 2. This fact allows us to suggest
that the Regge symmetry may be generalized to an arbitrary Uq(slN ) 6-j symbol.
Relations, discovered in section 5, affirm that a Uq(slN ) multiplicity-free Racah matrix is not
changed if a constant integer is added to every row in Young diagrams from the arguments. In other
words, this case depend only on the difference between row lengths. That may be seen explicitly in
the subsection 5.2, but it is possible that this feature is more general and can be applied for arbitrary
Uq(slN ) 6-j symbols.
We should mention that the results are based on eigenvalue conjecture that is not proven, but only
known to be correct for a lot of examples. Nevertheless, it is proven for Uq(sl2), and, according to our
research, we can claim that it is probably correct at least in a such simple case as symmetric incoming
representations.
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