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Abstract. We study the influence on diffusion in one dimension of a potential energy
perturbation varying as a power in space and time. We concentrate on the case
of a parabolic perturbation in space decaying as t−ω which shows a rich variety of
scaling behaviours. When ω = 1, the perturbation is truly marginal and leads to
anomalous (super)diffusion with a dynamical exponent varying continuously with the
perturbation amplitude below some negative threshold value. For slower decay, ω < 1,
the perturbation becomes relevant and the system is either subdiffusive for an attractive
potential or displays a stretched-exponential behaviour for a repulsive one. Exact
results are obtained for the mean value and the variance of the position as well as for
the surviving probability.
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1. Introduction
Let X(t) denote the position of a diffusing particle at time t, anomalous diffusion is
characterized by a deviation of the variance 〈∆X2(t)〉 from the linear time dependence
which follows from the central limit theorem [1]. This deviation is generally associated
with a change in the Hurst exponent H defined through:
〈∆X2(t)〉 = 〈X2(t)〉 − 〈X(t)〉2 ∼ t2H . (1.1)
Normal diffusion with H = 1/2 separates the regime of subdiffusion for 0 < H < 1/2
from the regime of superdiffusion for H > 1/2. Note that the limiting value H = 0 can
be associated with a logarithmic subdiffusive behaviour
〈∆X2(t)〉 ∼ lnµ t . (1.2)
† Laboratoire associe´ au CNRS UMR 7198.
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Anomalous diffusion is observed in various situations‡ among which one may cite
turbulent diffusion [3], transport in amorphous semiconductors [4, 5], diffusion in actin
networks [6] and living cells [7, 8], more generally transport in disordered media as well
as on fractals [9]–[11].
Different models have been proposed to explain anomalous diffusion. Subdiffusive
behaviour is obtained with the continuous-time random walk [12]–[14] in which the
random walker jumps between lattice sites after waiting for some random time τ . When
the waiting time has a broad distribution (“fat tail”), behaving as ψ(τ) ∼ τ−1−2H
with 0 < H ≤ 1/2, then the variance behaves as in equation (1.1), with a logarithmic
correction to the normal behaviour when H = 1/2 [15]–[17].
The problem of anomalous diffusion has been modelled using fractional dynamics,
a very active field in the last years [2, 18]. In this approach, fractional derivatives
replace ordinary ones in standard diffusion equations. One may also mention generalized
Langevin equations which display anomalous diffusion when the noise correlation
function and the dissipative kernel have long-time tails [19].
Models of random walks with memory may lead to subdiffusive, normal or
superdiffusive behaviour, depending on the value of a memory parameter [20, 21].
Superdiffusive behaviour may also result from the presence of long-range step-step
correlations (see [10] p 148).
Exact results have been obtained for diffusion with quenched randomness in
one dimension (Sinai model) where asymmetric random transition rates lead to the
logarithmic behaviour of equation (1.2) with µ = 4 [22]. When the transition rates follow
some self-similar aperiodic sequence, the diffusion is normal as long as the fluctuations
of the environment, characterized by a wandering exponent Ω [23], are bounded (Ω < 0).
When the fluctuations are unbounded (Ω > 0), logarithmic diffusion is recovered with
µ = 2/Ω§. In the marginal case Ω = 0 diffusion is governed by equation (1.1), with H
varying with the amplitude of the aperiodic perturbation [24].
The same scenario occurs in the field of critical phenomena for the Hilhorst-van
Leeuwen (HvL) model [25]. A perturbation decaying as a power of the distance from a
free surface may be irrelevant, marginal or relevant depending on the value of the decay
exponent, which plays the same role as Ω [25]–[33]. It leads to continuously varying
surface exponents in the marginal case and to a stretched-exponential surface critical
behaviour when the perturbation is relevant. Alternatively, the perturbation may decay
in time with similar effects, this has been considered in the case of reaction-diffusion
processes with a time-dependent reaction rate [34, 35].
In the present work we introduce a model for anomalous diffusion, where
diffusion takes place in a space- and time-dependent potential energy landscape. The
perturbation leads to a rich variety of dynamical behaviours, depending on the values of
the exponents which govern its space and time dependence. Truly marginal behaviour
is obtained when the potential is parabolic in space and decays as 1/t in time. Then,
‡ For a long list of experimental observations of anomalous diffusion see [2]
§ Note that Ω = 1/2 for a random sequence, which leads to Sinai’s result µ = 4 as expected.
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like the surface magnetic and thermal critical exponents of the HvL model [31]–[33], the
dynamical exponent varies continuously with the perturbation amplitude below some
threshold value at which the behaviour is logarithmic.
The paper is organized as follows. The model and the associated Fokker-Planck
equation are introduced in section 2. Some scaling considerations are given in section 3.
Exact results about anomalous diffusion in an energy landscape which is parabolic in
space are presented in section 4. We solve the diffusion equation in section 4.1. We
study the mean value and variance of X(t) in section 4.2 and the surviving probability
in section 4.3. This is followed by a discussion in section 5. Some mathematical details
are relegated to the appendices.
2. Fokker-Planck equation
We consider a particle diffusing in one space dimension in a space- and time-dependent
energy landscape
U(X, t) = A
Xp
p
t−ω , −∞ < X < +∞ , t > 0 , (2.1)
with p ∈ Z∗ and ω ∈ R. The associated force is
FX = − ∂U
∂X
= −AXp−1 t−ω (2.2)
and the drift velocity is given by the Nernst-Einstein relation
VX =
DFX
kBT
= −C Xp−1 t−ω , C = DA
kBT
, (2.3)
where D is the diffusion constant, kB is the Boltzmann constant and T the temperature.
Let P (X, t) X. be the probability to find the particle between X and X + X. at time t,
the probability current is the sum of the diffusion and drift contributions
JX = −D ∂P
∂X
+ PVX (2.4)
and the conservation of probability leads to:
∂P
∂t
= −∂JX
∂X
= D
∂2P
∂X2
− VX ∂P
∂X
− P ∂VX
∂X
. (2.5)
Combining equations (2.3) and (2.5) one finally obtains the Fokker-Planck equation
∂P
∂t
= D
∂2P
∂X2
+ C Xp−1 t−ω
∂P
∂X
+ (p− 1)CXp−2 t−ω P . (2.6)
3. Scaling considerations
The diffusion is normal in the absence of a drift, i.e., when C = 0. Then, under a change
of the length scale by a factor b > 1, one has
X ′ =
X
b
, t′ =
t
bz
, (3.1)
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and the dynamical exponent z = 1/H = 2 at the unperturbed fixed point. Note that t
scales like X2 so that D is dimensionless.
It follows from a dimensional analysis that VX/X scales like 1/t. Thus, according
to (2.3)
C ′ (X ′)p−2(t′)−ω = bz C Xp−2t−ω . (3.2)
Making use of (3.1), one obtains the scaling behaviour of the perturbation amplitude C
which transforms as‖:
C ′ = bz(1−ω)+p−2 C , z = 2 . (3.3)
When ω > p/2 the perturbation is irrelevant since C has a negative scaling dimension
and decreases under rescaling. Then one expects normal diffusion, at least for small C
values.
When ω = p/2 the scaling dimension of C vanishes and the perturbation is marginal.
The diffusion should then be governed by a fixed line parameterized by C and leading
to continuously varying exponents if the perturbation is truly marginal.
When ω < p/2 the perturbation decays sufficiently slowly in time to become
relevant. C increases under rescaling and the normal diffusion fixed point is unstable.
The perturbation then drives the system to a new fixed point with a different scaling
behaviour.
Let φ(X, t, C) be some physical quantity with scaling dimension xφ. According to
equations (3.1) and (3.3), φ transforms as
φ′ = φ(X ′, t′, C ′) = φ
(
X
b
,
t
b2
, b p−2ωC
)
= bxφφ(X, t, C) , (3.4)
at the normal diffusion fixed point. With b = |C|−1/(p−2ω) one obtains
φ(X, t, C) = X
−xφ
C φ
(
X
XC
,
t
tC
, sgn(C)
)
(3.5)
where
XC = |C|−1/(p−2ω) , tC = X2C = |C|−2/(p−2ω) (3.6)
are characteristic length and time introduced by the perturbation when ω 6= p/2. XC
and tC diverge for a relevant perturbation and vanish for an irrelevant perturbation
when C → 0.
4. Parabolic energy landscape in space
4.1. Solution of the Fokker-Planck equation
When p = 2 the Fokker-Planck equation (2.6) becomes
∂P
∂t
= D
∂2P
∂X2
+ C X t−ω
∂P
∂X
+ C t−ω P . (4.1)
‖ This scaling behaviour remains valid for non-zero real values of p provided X is replaced by its
absolute value in (2.1).
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Let us introduce the new variables
ξ = ξ(X, t) = Xe f(t) , τ = τ(t) =
∫ t
t0
e2f(t
′) t.
′ ,
f(t) = C
∫ t
t0
(t′)−ω t.
′ = C
t1−ω − t1−ω0
1− ω , (4.2)
and the change of function
P (X, t) = ef(t)Π(ξ, τ) , (4.3)
so that Π(ξ, τ) is a probability density for the new variables. One has:
∂P
∂t
= C t−ω ef(t) Π(ξ, τ) + C X t−ω e2f(t)
∂Π
∂ξ
+ e3f(t)
∂Π
∂τ
,
∂P
∂X
= e2f(t)
∂Π
∂ξ
,
∂2P
∂X2
= e3f(t)
∂2Π
∂ξ2
. (4.4)
Collecting these expressions in equation (4.1), one obtains the ordinary diffusion
equation
∂Π
∂τ
= D
∂2Π
∂ξ2
. (4.5)
For a particle starting from ξ = X0 at τ = 0 (i.e. X = X0 at t = t0 for the original
variables, see (4.2)), the solution of equation (4.5) is the Gaussian
Π(ξ, τ) =
1√
4piDτ
exp
(
−(ξ −X0)
2
4Dτ
)
. (4.6)
Coming back to the original variables leads to
P (X, t) =
1√
4piDF (t)
exp
(
−(X−X0e
−f(t))2
4DF (t)
)
, (4.7)
where
F (t) = e−2f(t)τ(t) =
∫ t
t0
exp
(
2C
(t′)1−ω−t1−ω
1− ω
)
t.
′ . (4.8)
This is the solution of equation (4.1) for t ≥ t0 corresponding to the initial condition
P (X, t0) = δ(X − X0) since f(t) and F (t) both vanish when t → t0. For other initial
conditions at t = t0 the solution can be deduced from (4.7) through convolution.
4.2. Mean value and variance of the position
The mean value of the position at time t, 〈X(t)〉, and the variance 〈∆X2(t)〉 follow from
equation (4.7) and, according to (4.2), read:
〈X(t)〉 = X0 e−f(t) = X0 exp
(
−C t
1−ω − t1−ω0
1− ω
)
, 〈∆X2(t)〉 = 2DF (t) . (4.9)
Let us now examine how they behave when ω is varied.
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4.2.1. Irrelevant perturbation, ω > 1. The mean position has the following asymptotic
behaviour when t≫ t0:
〈X(t)〉 ≃ X∞
[
1 + sgn(C)
(tC/t)
ω−1
ω − 1
]
, X∞ = X0 exp
[
−sgn(C)(tC/t0)
ω−1
ω − 1
]
. (4.10)
The limiting value X∞ is smaller (larger) than X0 and is approached from above (below)
when C is positive (negative).
Through the change of variables u = t′/t, F (t) in (4.8) can be rewritten as:
F (t) = t exp
(
2C
t1−ω
ω − 1
)∫ 1
t0/t
exp
(
2Ct1−ω
u1−ω
1− ω
)
u. . (4.11)
Expanding the exponential and integrating term by term, one obtains
F (t) = t exp
(
2C
t1−ω
ω − 1
) ∞∑
k=0
1
k!
(
2C
t1−ω
1− ω
)k ∫ 1
t0/t
uk(1−ω)u. ,
= t exp
(
2C
t1−ω
ω − 1
) ∞∑
k=0
2k
k!(1− ω)k
(Ct1−ω)k − (t0/t)(Ct1−ω0 )k
1 + k(1− ω) ,
= t exp
(
2C
t1−ω
ω − 1
) ∞∑
k=0
2k
k!(1− ω)k
(tC/t)
k(ω−1) − (t0/t)(tC/t0)k(ω−1)
1 + k(1− ω) ,
= t
{
1 + O
[
(tC/t)
ω−1]+O(t0/t)} , (4.12)
and F (t) behaves as:
F (t) =
{
t {1 + O[(tC/t)ω−1]} when 1 < ω ≤ 2
t [1 + O(t0/t)] when ω > 2
. (4.13)
Thus, asymptotically we obtain the normal diffusion behaviour
〈∆X2(t)〉 ≃ 2Dt = 2DX2C
t
tc
, t≫ t0, tC , (4.14)
as expected in the presence of an irrelevant perturbation.
4.2.2. Marginal perturbation, ω = 1. When ω → 1, f(t) → C ln(t/t0) so that the
integral giving F (t) in (4.8) can be evaluated exactly:
lim
ω→1
F (t)= t−2C
∫ t
t0
(t′)2C t.
′ =
t
2C+1
[
1−(t0/t)2C+1
]
. (4.15)
Making use of these results in (4.9), one obtains:
〈X(t)〉 = X0 (t/t0)−C ,
〈∆X2(t)〉 =


2Dt
2C+1
[
1− (t0/t)2C+1
]
when C > −1/2
2Dt ln(t/t0) when C = −1/2
2Dt0
2|C|−1 (t/t0)
2|C|
[
1− (t0/t)2|C|−1
]
when C < −1/2
(4.16)
The mean position is algebraic, with a continuously varying exponent for any non-zero
value of C. It decreases to zero when the potential is attractive (C > 0) and grows to
Anomalous diffusion 7
−40 −20 0 20 40
0
0.02
0.04
0.06
P(
X,
t)
−40 −20 0 20 40
X
0
2
4
U
(X
,t)
/k B
T
Figure 1. Anomalous diffusion from the initial position X0 = 100 at t0 = 1 in a
marginal attractive parabolic potential decaying as t−1. The probability density (top)
and the reduced potential energy (bottom) are shown for C = 1/2 and D = 1/2 at
times t = 100 (blue), 200 (green), 400 (red). The variance has a normal linear time
dependence whereas the mean position decays as 1/
√
t
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Figure 2. Anomalous diffusion from the initial position X0 = 4 at t0 = 1 in a marginal
repulsive parabolic potential decaying as t−1. The probability density (top) and the
reduced potential energy (bottom) are shown for the threshold value C = −1/2 and
D = 1/2 at time t = 100 (blue), 200 (green), 400 (red). Here the variance has a
logarithmic correction and grows as t ln t whereas the mean position increases as 4
√
t.
infinity when the potential is repulsive (C < 0). When C > −1/2, the leading behaviour
of the variance is normal with a dynamical exponent z = 2 (〈∆X2(t)〉 ∼ t2/z) whereas
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Figure 3. Anomalous diffusion from the initial position X0 = 1 at t0 = 1 in a marginal
repulsive parabolic potential decaying as t−1. The probability density (top) and the
reduced potential energy (bottom) are shown for C = −1 andD = 1/2 at times t = 100
(blue), 200 (green), 400 (red). For this value of C < −1/2 the mean position increases
as t and the variance scales like 〈X(t)〉2 ∝ t2.
the amplitude is C-dependent. The marginal behaviour shows up in the correction-to-
scaling. A logarithmic correction to the normal diffusion appears at C = −1/2. Below
this threshold value the dynamical exponent is continuously varying, as expected in the
presence of a truly marginal perturbation. Since z(C) = 1/|C| < 2, a superdiffusive
behaviour is obtained when C < −1/2.
The time evolution of the marginal probability density and the corresponding
reduced potential energy are shown for C = 1/2 in figure 1, at the threshold value
C = −1/2 in figure 2 and below the threshold, for C = −1, in figure 3. Note the change
in the length scales of the three figures.
4.2.3. Relevant perturbation, 0 ≤ ω < 1. According to (4.9) the mean position behaves
as:
〈X(t)〉 = X0 exp
[
−sgn(C)(t/tC)
1−ω − (t0/tC)1−ω
1− ω
]
. (4.17)
Thus the mean position vanishes (diverges) as a stretched-exponential function of the
time when the potential is attractive (repulsive).
When C > 0 the main contribution to F (t) in (4.8) comes from the vicinity of
t′ = t. Expanding f(t′) near t to second order in u = t′ − t, one obtains
F (t) =
∫ 0
t0−t
e2C t
−ωu(1− ωC t−ω−1u2 + · · ·) u. =
1− e−2C t−ω(t−t0)
2C t−ω
− ωt
2ω−1
8C2
×
{
2− e−2C t−ω(t−t0) [4C2t−2ω(t− t0)2 + 4Ct−ω(t− t0) + 2]}+ · · ·
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=
tω
2C
{
1+ O
[
(tC/t)
1−ω]} , (4.18)
when t ≫ t0 and tC , in agreement with the exact results of appendix A in the same
limit. Thus the variance is given by:
〈∆X2(t)〉 ≃ D
C
tω ≃ DX2C
(
t
tC
)ω
, t≫ t0, tC . (4.19)
When C < 0 we can split the integral giving τ(t) in two parts such that
τ(t) = τ(∞)− δτ(t) , τ∞ = lim
t→∞
τ(t) = I(t1 = t0) , δτ(t) = I(t1 = t) , (4.20)
with, according to (4.2):
I(t1) =
∫ ∞
t1
exp
[
−2|C| (t
′)1−ω − t1−ω0
1− ω
]
t.
′ . (4.21)
This integral is studied in appendix B.
When t≫ tC , δτ(t) is given by (B.5):
δτ(t) ∼ t
ω
2|C|exp
(
−2|C| t
1−ω − t1−ω0
1− ω
){
1 + O
[
(tC/t)
1−ω]} . (4.22)
When t > t0 ≫ tC , τ∞ is given by (B.5), too, and reads:
τ∞ =
tω0
2|C|
{
1 + O
[
(tC/t0)
1−ω]} . (4.23)
Thus, using (4.8), we obtain:
F (t) ∼ t
ω
0
2|C| exp
(
2|C|t
1−ω − t1−ω0
1− ω
)
− t
ω
2|C| . (4.24)
This expression is valid for large values of |C| such that tC ≪ t and tC ≪ t0. It agrees
with the exact results in appendix A in the same limit.
When t≫ tC ≫ t0, τ∞ is given by (B.7)
τ∞ = aω
tωC
2|C| [1 + O(t0/tC)] , aω =
(
1− ω
2
) ω
1−ω
Γ
(
1
1− ω
)
, (4.25)
so that:
F (t) ∼ aω t
ω
C
2|C|exp
(
2|C| t1−ω
1− ω
)
− t
ω
2|C| , (4.26)
once more in agreement with the results of appendix A.
Collecting these results in (4.9) gives the long-time behaviour of the variance
〈∆X2(t)〉 ∼ D|C|
[
tω0 exp
(
2|C|t
1−ω − t1−ω0
1− ω
)
− tω
]
t > t0 ≫ tC , (4.27)
and
〈∆X2(t)〉∼ D|C|
[
aω t
ω
C exp
(
2|C| t1−ω
1− ω
)
− tω
]
, t≫ tC ≫ t0 . (4.28)
In terms of scaled variables, we obtain
〈∆X2(t)〉
X2C
∼ D
[(
t0
tC
)ω
exp
(
2
(t/tC)
1−ω−(t0/tC)1−ω
1− ω
)
−
(
t
tC
)ω]
, t > t0 ≫ tC , (4.29)
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Table 1. Variation with ω and C of the long-time behaviour (t ≫ tC ≫ t0) of the
mean position 〈X(t)〉, the variance 〈∆X2(t)〉 and the surviving probability S(t) for
the diffusion in a parabolic potential decaying as t−ω.
ω C 〈X(t)〉 〈∆X2(t)〉 S(t)
>1 Any X0 exp
(
−C t
1−ω
0
ω−1
)
2Dt ∝ t−1/2
1 >−1/2 X0 (t/t0)−C 2D2C+1 t ∝ t−C−1/2
1 −1/2 X0
√
t/t0 2Dt ln(t/t0) ∝ (ln t)−1/2
1 < −1/2 X0 (t/t0)|C| 2D2|C|−1 t0(t/t0)2|C| S∞ + αt−2|C|+1
<1 > 0 X0 exp
(
−C t1−ω
1−ω
)
D
C t
ω ∝ t−ω/2e−κt1−ω
<1 < 0 X0 exp
(
|C| t1−ω
1−ω
)
aω
D
|C| t
ω
C exp
(
2|C| t1−ω
1−ω
)
S∞ + βtωe−2κt1−ω
and
〈∆X2(t)〉
X2C
∼D
[
aω exp
(
2(t/tC)
1−ω
1− ω
)
−
(
t
tC
)ω]
, t≫ tC≫ t0 . (4.30)
With an attractive potential (C > 0), the variance is subdiffusive with an ω-
dependent exponent whereas it is superdiffusive with a stretched-exponential behaviour
when the potential is repulsive (C < 0).
4.3. Surviving probability
In order to study the surviving probability in the half-space X > 0 of a particle starting
from X0 > 0 at t0 we introduce an absorbing boundary condition at X = 0, P (0, t) = 0.
The solution of the Fokker-Planck equation (4.1) with a parabolic potential is obtained
using the image method and reads
P (X, t) =
1√
4piDF (t)
[
exp
(
−(X−X0 e
−f(t))2
4DF (t)
)
− exp
(
−(X+X0 e
−f(t))2
4DF (t)
)]
(4.31)
according to (4.7). Let F(t) t. give the probability that the diffusing particle is absorbed
at X = 0 between t and t+ t., the first-passage probability density is given by [36]
F(t) = −JX(0, t) = D ∂P (X, t)
∂X
|X=0 = X0 e
2f(t)√
4piDτ 3(t)
exp
(
− X
2
0
4Dτ(t)
)
(4.32)
Note that the drift term does not contribute directly to JX(0, t) since VX(0, t) vanishes
when p = 2 (see equation (2.3)). The surviving probability can be written as:
S(t) =
∫ ∞
0
P (X, t) X. = 1−
∫ t
t0
F(t′) t.′ . (4.33)
In the last integral the change of variable u = X0/
√
4Dτ(t′) leads to∫ t
t0
F(t′) t.′ =
2√
pi
∫ ∞
X0/
√
4Dτ(t)
e−u
2
u. , (4.34)
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so that
S(t) = 2√
pi
∫ X0/√4Dτ(t)
0
e−u
2
u. = erf
(
X0√
4Dτ(t)
)
, (4.35)
where erf(x) is the error function (see [37] p 297) with the series expansion:
erf(x) =
2√
pi
∞∑
n=0
(−1)n x
2n+1
n!(2n+ 1)
. (4.36)
In the following we apply these results in the different regimes.
4.3.1. Irrelevant perturbation, ω > 1. Inserting (4.13) into (4.8), to leading order, one
obtains
τ(t) ≃ t exp
(
2C t1−ω0
ω − 1
)
, (4.37)
and (4.35) gives:
S(t) ≃ erf
[
X0√
4Dt
exp
(
−C t
1−ω
0
ω − 1
)]
. (4.38)
As expected for an irrelevant perturbation, the time dependence is the same as in the
solution of the unperturbed problem [36] which coincides with (4.38) when C = 0.
In the limit t → ∞, the surviving probability S∞ vanishes, even in the presence of a
repulsive potential. A t−1/2 long-time behaviour is given by the first term in the series
expansion (4.36):
S(t) ≃ 1
piD
X0
XC
√
tC
t
exp
(
−sgn(C)(tC/t0)
ω−1
ω − 1
)
, t≫ t0, tC . (4.39)
4.3.2. Marginal perturbation ω = 1. From equations (4.8) and (4.15) we deduce:
τ(t) = t0
(t/t0)
2C+1 − 1
2C + 1
≃


t0
2C+1
(t/t0)
2C+1 when C > −1/2
t0 ln(t/t0) when C = −1/2
t0
2|C|−1 [1− (t0/t)2|C|−1] when C < −1/2
. (4.40)
The surviving probability is given by:
S(t) =


erf
(
X0√
4Dt0
√
2C+1
(t/t0)2C+1−1
)
when C 6= −1/2
erf
(
X0√
4Dt0 ln(t/t0)
)
when C = −1/2
. (4.41)
In the long-time limit, t≫ t0, one obtains:
S(t) ≃


X0
√
(2C + 1)/(piDt0) (t0/t)
C+1/2 when C > −1/2
X0/
√
piDt0 ln(t/t0) when C = −1/2
erf
(
X0
√
(2|C|−1)/(4Dt0)
[
1+ 1
2
(t0/t)
2|C|−1]) when C < −1/2
. (4.42)
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Figure 4. Time dependence of the surviving probability of a particle starting from
X0 = 1 at t0 = 1 in the marginal case (ω = 1) with C = 1/2 (blue), C = 0 (green),
C = −1/2 (orange) and C = −1 (red). S decays very slowly as (ln t)−1/2 when
C = −1/2. The decay is algebraic when C 6= −1/2, with a non-vanishing asymptotic
value when C < −1/2.
S∞ vanishes when C ≥ −1/2. Only when C < −1/2, i.e., when the repulsive force is
strong enough, does the surviving probability have a non-vanishing limiting value:
S∞ = erf

X0
√
2|C| − 1
4Dt0

 , C < −1/2 . (4.43)
A first-order expansion of the error function gives the deviation from this limiting value:
δS(t) = S(t)− S∞ ≃ X0
√
2|C|−1
4piDt0
exp
[
−(2|C|−1)X
2
0
4Dt0
](
t0
t
)2|C|−1
, C < −1/2 . (4.44)
Thus δS(t) exhibits an algebraic behaviour with different exponents above (t−C−1/2) and
below (t−2|C|+1) the critical value C = −1/2 where the decay is logarithmic [(ln t)−1/2)].
The time dependence of the surviving probability in the marginal case for different
values of C is shown in figure 4.
4.3.3. Relevant perturbation, 0 ≤ ω < 1. When C > 0 and t ≫ t0 and tC ,
equations (4.8) and (4.18) lead to:
τ(t) ≃ t
ω
2C
exp
(
2C t1−ω
1− ω
)
. (4.45)
The surviving probability behaves as:
S(t) ≃ erf
[
X0
√
C
2Dtω
exp
(
−C t
1−ω
1− ω
)]
. (4.46)
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Figure 5. Time dependence of the surviving probability of a particle starting from
X0 = 1 at t0 = 1 in the relevant case (ω = 1/2) with C = 1 (blue), C = 0 (green) and
C = −1/2 (red). When C = 0, the diffusion is normal and the surviving probability
decays asymptotically as t−1/2. There is a stretched-exponential decay when C 6= 0,
with a non-vanishing asymptotic value when C < 0.
The asymptotic decay to S∞ = 0 has the following stretched-exponential form:
S(t) ≃
√
2
piD
X0
XC
(
tC
t
)ω/2
exp
(
−(t/tC)
1−ω
1− ω
)
. (4.47)
When C < 0 and t≫ t0 ≫ tC equations (4.22) and (4.23) give:
τ(t) ≃ t
ω
0
2|C| −
tω
2|C| exp
(
−2|C|t
1−ω
1− ω
)
. (4.48)
Hence, the surviving probability behaves as:
S(t) ≃ erf
(
X0
√
|C|
2Dtω0
[
1 +
1
2
(
t
t0
)ω
exp
(
−2|C|t
1−ω
1− ω
)])
. (4.49)
It follows that:
S∞ ≃ erf
(
1√
2D
X0
XC
(
tC
t0
)ω/2)
. (4.50)
A first-order expansion of the error function gives the deviation from S∞, which decays
as a stretched exponential:
δS(t) ≃ 1√
2piD
X0
XC
(
tC
t0
)ω/2
exp
[
− 1
2D
(
X0
XC
)2(
tC
t0
)ω](
t
t0
)ω
exp
(
−2(t/tC)
1−ω
1− ω
)
. (4.51)
When C < 0 and t≫ tC ≫ t0 equations (4.22) and (4.25) give:
τ(t) ≃ aω t
ω
C
2|C| −
tω
2|C| exp
(
−2|C|t
1−ω
1− ω
)
. (4.52)
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Comparing with equation (4.48), we note that the only change is the substitution of
aωt
ω
C for t
ω
0 . Hence, the asymptotic surviving probability now reads
S∞ ≃ erf
(
1√
2aωD
X0
XC
)
. (4.53)
and the deviation from S∞ displays the same stretched-exponential decay as above:
δS(t) ≃ 1√
2pia3ωD
X0
XC
exp
[
− 1
2aωD
(
X0
XC
)2](
t
tC
)ω
exp
(
−2(t/tC)
1−ω
1− ω
)
. (4.54)
The time dependence of the surviving probability in the presence of a relevant
perturbation (ω = 1/2) is shown in figure 5 for different values of C.
5. Discussion
In this work we have shown that diffusion may become anomalous under the influence
a potential U(X, t) varying as Xp in space and decaying as t−ω in time. Scaling
considerations indicates that the perturbation is relevant (irrelevant) when ω < p/2
(ω > p/2). Then the perturbation introduces a characteristic length XC and a
characteristic time tC = X
2
C , varying as powers of the perturbation amplitude C. The
scaling functions can be expressed in terms of the scaled variables X/XC and t/tC .
When ω = p/2, C is dimensionless and the perturbation is marginal.
Actually, truly marginal behaviour with C-dependent exponents is only obtained
for p = 2. A great variety of scaling behaviours then shows up when ω and C are varied.
Our results are collected in table 1.
The peculiarity of the parabolic potential appears clearly in equation (3.3). For
p = 2, the perturbation amplitude C scales as
C ′ = bz(1−ω)C , (5.1)
and thus is marginal when ω = 1. Since the dynamical exponent enters as a factor of
(1 − ω) into the scaling dimension of C, the perturbation remains marginal even when
z varies with C. This is no longer true for any other value of p where a variation of
z would immediately lead to a non-vanishing scaling dimension of the perturbation¶.
This may be verified with a linear potential (p = 1 in equation (2.6)) where the problem
can be solved with the change of variables
ξ = X + C
t1−ω − t1−ω0
1− ω , τ = t− t0 , (5.2)
leading to
〈X(t)〉 = X0 − C t
1−ω − t1−ω0
1− ω , 〈∆X
2(t)〉 = 2D(t− t0) , (5.3)
¶ In this respect the HvL model is different, since there the marginal behaviour affects the surface
magnetic exponents which are continuously varying, whereas it is governed by invariant bulk
exponents [26, 27].
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for t ≥ t0. Here nothing special occurs at ω = 1/2 when the scaling dimension of the
perturbation at the unperturbed fixed point vanishes.
With the marginal parabolic potential one may notice that even if the variance
behaves normally when C > −1/2 there are traces of the marginal behaviour showing
up in the correction-to-scaling of the variance as well as in the mean position which grows
or decays as t−C , depending on the sign of C. The marginal behaviour is apparent, for
the variance and for the mean position as well, when C ≤ −1/2. Actually 〈∆X2(t)〉
scales like 〈X(t)〉2 when C < −1/2.
In the relevant situation, ω < 1, the mean position always displays a stretched-
exponential behaviour. The variance behaves quite differently for attractive and
repulsive potentials as in the HvL model [30]. In the first case, C > 0, 〈∆X2(t)〉
increases as tω whereas the growth is of the stretched-exponential type with the same
scaling as 〈X(t)〉2 when C < 0.
The time evolution of the surviving probability with (i) in the marginal situation,
a logarithmic behaviour at C = −1/2, an algebraic decay to S∞ with C-dependent
exponents and a non-vanishing value of S∞ when C < −1/2 and (ii) in the relevant
situation, a stretched-exponential decay to S∞ and, when C < 0, a non-vanishing value
of S∞, is the same as the temperature evolution of the surface magnetization ms(Tc−T )
of the HvL model in the ordered phase [31, 32] with 1/t playing the role of Tc − T .
Note that, for the transverse-field Ising model in one dimension, similar
correspondences have been noticed before between the finite-size properties of the
surviving probability of a random walk in a random or aperiodic environment and
the finite-size behaviour of the surface magnetization of the Ising model in the same
environment [38]–[40].
Finally let us mention that the diffusion problem can be solved in the same way in
higher dimensions for a time-dependent spherically symmetric potential.
Appendix A. Calculation of F (t) when ω = 0 and 1/2
When ω = 0 the function F (t) defined in equation (4.8) yields:
F (t) = e−2Ct
∫ t
t0
e2Ct
′
t.
′ =
1− exp [−2C(t− t0)]
2C
. (A.1)
When ω = 1/2 we have:
F (t) = e−4C
√
t
∫ t
t0
e4C
√
t′t.
′ . (A.2)
Thus, using ∫
ea
√
u u. =
2
a2
ea
√
u(a
√
u− 1) , (A.3)
one obtains:
F (t) =
1
8C2
[
(4C
√
t− 1)− e−4C(
√
t−√t0)(4C
√
t0 − 1)
]
. (A.4)
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The approximate results in equations (4.18), (4.24) and (4.26) are all in accordance with
these exact results when the appropriate limits are taken.
Appendix B. Calculation of I(t1)
According to (4.21) we have:
I(t1) = exp
(
2|C| t1−ω0
1− ω
)∫ ∞
t1
exp
(
−2|C| (t
′)1−ω
1− ω
)
t.
′ . (B.1)
With the change of variable u(t′) = 2|C|(t′)1−ω/(1− ω), I(t1) can be rewritten as
I(t1) =
(
(1− ω)ω
2|C|
) 1
1−ω
exp
(
2|C| t1−ω0
1− ω
)
Γ
(
1
1− ω ,
2|C| t1−ω1
1− ω
)
, (B.2)
where
Γ(a, x) =
∫ ∞
x
ua−1e−uu. (B.3)
is the incomplete gamma function. When t1 ≫ tC we have u(t1) ≫ 1. Thus, in this
limit, the asymptotic expansion (see [37] p 263)
Γ(a, x) ∼ xa−1e−x
[
1 +
a− 1
x
+
(a− 1)(a− 2)
x2
+ · · ·
]
(x→∞) (B.4)
leads to:
I(t1) ∼ t
ω
1
2|C| exp
(
−2|C| t
1−ω
1 − t1−ω0
1− ω
)[
1 +
ω
2|C| t1−ω1
+ · · ·
]
. (B.5)
When t1 ≪ tC then u(t1)≪ 1 and the series expansion (see [37] p 261–262)
Γ(a, x) = Γ(a)− xa
∞∑
n=0
(−x)n
(a+ n)n!
(B.6)
can be used to write:
I(t1) =
(
(1− ω)ω
2|C|
) 1
1−ω
exp
(
2|C| t1−ω0
1− ω
)[
Γ
(
1
1 − ω
)
−
(
2|C|
(1− ω)ω
) 1
1−ω
t1 + · · ·
]
. (B.7)
References
[1] Feller W 1968 An Introduction to Probability Theory and its Applications vol 1 (New-York: Wiley)
p 244
[2] Metzler R and Klafter J 2000 Phys. Rep. 339 1
[3] Richardson L F 1926 Proc. Roy. Soc. 110 709
[4] Scher H and Montroll E W 1975 Phys. Rev. B 12 2455
[5] Pfister G and Scher H 1978 Adv. Phys. 27 747
[6] Wong I Y, Gardel M L, Reichman D R, Weeks E R, Valentine M T, Bausch A R and Weitz D A
2004 Phys. Rev. Lett. 92 178101
[7] Golding I and Cox C 2006 Phys. Rev. Lett. 96 098102
[8] Szymanski J and Weiss M 2009 Phys. Rev. Lett. 103 038102
[9] Havlin S and Ben Avraham 1987 Adv. Phys. 36 695
[10] Bouchaud J-P and Georges A 1990 Phys. Rep. 195 127
Anomalous diffusion 17
[11] Hughes B D 1995 Random Walks and Random Environments vol 2: Random Environments
(Oxford: Clarendon Press) p 386
[12] Montroll E W and Weiss G H 1965 J. Math. Phys. 6 167
[13] Weiss G H and Rubin R J 1983 Advances in Chemical Physics vol 32 ed I Prigogine and S A Rice
(New-York: Wiley) p 363
[14] Hughes B D 1995 Random Walks and Random Environments vol 1: Random Walks (Oxford:
Clarendon Press) p 241
[15] Montroll E W and Scher H 1973 J. Stat. Phys. 9 101
[16] Scher H and Lax M 1973 Phys. Rev. B 7 4491
[17] Shlesinger M F 1974 J. Stat. Phys. 10 421
[18] Metzler R and Klafter J 2004 J. Phys. A: Math. Gen. 37 R161
[19] Porra` J M, Wang K-G and Jaume M 1996 Phys. Rev. E 53 5872
[20] Schutz G M and Trimper S 2004 Phys. Rev. E 70 045101
[21] Kumar N, Harbola U and Lindenberg K 2010 Phys. Rev. E 82 021101
[22] Sinai Y 1982 Theor. Prob. Appl. 27 256
[23] Luck J M 1993 J. Stat. Phys. 72 417
[24] Iglo´i F, Turban L and Rieger H 1999 Phys. Rev. E 59 1465
[25] Hilhorst H J and van Leeuwen J M J 1981 Phys. Rev. Lett. 47 1188
[26] Cordery R 1982 Phys. Rev. Lett. 48 215
[27] Burkhardt T W 1982 Phys. Rev. Lett. 48 216
[28] Burkhardt T W 1982 Phys. Rev. B 25 7048
[29] Blo¨te H W J and Hilhorst H J 1983 Phys. Rev. Lett. 51 2015
[30] Burkhardt T W, Guim I, Hilhorst H J and van Leeuwen J M J 1984 Phys. Rev. B 30 1486
[31] Peschel I 1984 Phys. Rev. B 30 6783
[32] Blo¨te H W J and Hilhorst H J 1985 J. Phys. A: Math. Gen. 18 3039
[33] Iglo´i F, Peschel I and Turban L 1993 Adv. Phys. 42 683
[34] Dorogovtsev S N and Mendes J F F 2001 Phys. Rev. E 63 046107
[35] Turban L 2004 J. Phys. A: Math. Gen. 37 8467
[36] Redner S 2001 A Guide to First-Passage Processes (Cambridge: Cambridge University Press) p 83
[37] Abramowitz M and Stegun I A 1965 Handbook of Mathematical functions (New-York: Dover)
[38] Iglo´i F and Rieger H 1998 Phys. Rev. E 58 4238
[39] Iglo´i F, Karevski D and Rieger H 1998 Eur. Phys. J. B 5 613
[40] Karevski D, Juha´sz R, Turban L and Iglo´i F 1999 Phys. Rev. B 60 4195
