Introduction
In the article [8] we have defined the space L ∞ (a) associated with positive operator affiliated with the von Neu-mann algebra. Further in [4, 6] 
. In this work we start to apply the same methodology for the noncommutative L ∞ (a)
spaces.
In the result we get the (LF)-spaces (the inductive limits of Frechet spaces), which are studied for example in [1, 2, 3, 5] .
Definitions and Notation
Throughout this paper we adhere to the following notation. By M we denote a von Neumann algebra that acts on a Hilbert space H with the scalar product ·, · . We denote its selfadjoint part by M sa , and the set of all projections in M by M pr . Let p ∈ M pr and x ∈ M, then by x p we denote the restriction of pxp to pH (i.e.
x p := pxp| pH ), also we denote the reduction of M to pH by M p . By C(M) we denote the center of M. By M * and M h * we denote the predual of M and its Hermitian part, respectively. If an operator x is affiliated with M then we write xηM. We denote the domain of an operator x by D(x). The adjoint operator is denoted by x * . We denote the identity operator, the zero operator and the zero vector by 1,0 and 0 , respectively. We use standard notation for multiplication of a functional ϕ ∈ M * by an operator x ∈ M, namely, xϕ, ϕx and xϕx denote the linear functionals y → ϕ(xy), y → ϕ(yx) and y → ϕ(xyx), respectively.
We also consider partial order for positive selfadjoint operators affiliated with M. If x is affiliated with M we denote it as xηM. For positive selfadjoint x, y η M we write x ≤ y if and only if
If for an increasing net (x j ) j∈J of operators affiliated with From now on a stands for a positive selfadjoint operator affiliated with M. We consider
Also, Theorem 2 from [7] states, that if operator a is bounded, then
If · a is a norm, then we call it the a-norm. Note that the 1-norm coincides with the restriction of the standard 
We consider partial order on S a (M sa ), such that a 
Preliminaries
For ϕ ∈ D a the equality is an isometrical isomorphism of M onto S a (M).
For an injective operator a the mapping
and identify the corresponding elements. Moreover, the adjoint mapping u
For an injective operator a the continue of the mapping
We split this section into four parts. Firstly, we consider general properties for L ∞ (a) spaces and its norms. Secondly, we consider case of bounded a, in the third case we consider unbounded a such that a −1 is bounded, and at last we consider the general case of unbounded a.
Case of bounded operator
Hence, λ a
, where y ∈ M, then x a = y . On the other hand,
Particularly, for the bounded a ∈ M + we have · a is equivalent to · a 0 , where a 0 = a/ a . If a −1 is bounded and we consider a ∞ = a
, then we consider y = a β/2 xa β/2 , where x ∈ M. Thus,
The following definition is standard. 
Now, let us consider the limit space.
The latter definition essentially means, that τ (a) is the initial topology on the L ∞ (a) for the family of mapping
Also, we can describe this topology as the topology on L ∞ (a) defined by the family of the seminorms { · a α } α>1 . The familiy of the seminorms { · a n } n∈N describes the same topology, thus we get the following theorem.
is metriziable locally-convex space (Frechet space).
For the more detailed proof of the latter theorem see [6] [Lemma 2].
Case of unbounded operator with bounded inverse
Now, consider case, when aηM, a ≥ 0, a is not bounded, but a −1 is bounded.
Lemma 4. For a aηM, a ≥ 0 and α, β ∈ R
, then we consider y = a α/2 xa α/2 , where x ∈ M. Thus, 
Note, that
Evidently, H = p 0 H ⊕ p ∞ H, thus we represent M as a subalgebra of the algebra of matrices M 2 (M):
meaning that if x acts on h ∈ H, then
Evidently, a 
where S a 
(M).
Let α 1 < α 2 and β 1 < β 2 , α i , β i ∈ R, then note, that the following schemes
As for the norms, 
Sine there exists the isomorphism between S α,β 0,∞ and S α,β ∞,0 , we will only consider one case. Consider the limits 
are continuous.
is a Frechet space, since its topology is determined by the countable set of the seminorms.
We consider the following constructions:
Note that 
is also continuous, thus 
such that it is stronger, then τ β 0 , X 0 ∈ τ and for any A ∈ τ the preimages (ϕ Consider three cases A ∈ τ
is open, since ϕ 3
is open, since ϕ 
For L 0,∞ it is natural to define the topology τ 0,∞ which is determined as the strongest topology such that all of the embeddings
are continuous. On the other side, it is natural to define the topology τ 0,∞ which would be the weakest topology on L 0,∞ such that all of the embeddings
Theorem 2. The embedding
is continuous.
Proof. Note, that
At the same time,
It is sufficient to prove that for any β 0 > 0 we have the inclusion Remark 3. Note, that τ 0,∞ is a topology of (LF )-space and τ 0,∞ is a topology of the projective limit of (LB)-spaces.
Remark 4. All the constructions of this section may be applied to the system S α,β ∞,0 . We will distinguish such constructions by the notation L ∞,0 , L ∞,0 , L ∞,0 , τ α,β ∞,0 and so on.
Bring it all together
Evidently we may consider different limits of L ∞ (a α ) spaces, using the constructions above, particularly, we may define 
