We investigate the electron dynamics in a one-dimensional mesoscopic ring under the influence of short, linearly polarized half-cycle electromagnetic pulses. It is shown that the pulses induce a nonequilibrium coherent population of electronic states such that a time-dependent charge polarization of the ring is induced. The time-dependent charge oscillations persist after the pulses have diminished and decay on a time scale determined by the relaxation time. The overall duration of the charge polarization can be controlled by applying an appropriate train of half-cycle pulses. Furthermore, we show that the emission spectrum associated with the pulse-induced charge oscillations can be modulated appropriately by tuning the parameters of the driving pulses. It is shown theoretically how the induced charge polarization can in principle be utilized to measure experimentally the relaxation time of the system in a field-free manner.
I. INTRODUCTION
At low temperatures the phase coherence length L of the charge carriers in a mesoscopic system increases significantly. This results in a series of quantum phenomena that are currently under intensive theoretical and experimental investigations. For instance, if in a mesoscopic ring (MR) L is comparable to the ring size, the physical properties of the MR become dominated by quantum interferences of the electronic states. If the ring is threaded by a static magnetic field, the MR thermodynamic properties possess a periodic dependence on the magnetic flux. Prominent phenomena that emerge in this case are the so-called persistent currents [1] [2] [3] [4] [5] [6] [7] and the Aharonov-Bohm conductance oscillations which are the result of the free energy dependence on the magnetic flux. 8 The various facets of the persistent currents generated in MR's by a static magnetic field are well established. In particular, the electron-electron interaction, 9-11 the impurity scattering, 9 and disorder 5,10 effects on the persistent currents have been investigated in considerable detail. Persistent currents in carbon nanotube-based rings have recently been studied. 12 On the experimental side, several measurements have been reported of persistent currents. [13] [14] [15] [16] The dynamical effects produced by a time-dependent electric field acting on a MR threaded by a static magnetic field have been investigated in Refs. [17] [18] [19] [20] . In this case the existence of a direct nonequilibrium (charge) current has been theoretically predicted. The direct nonequilibrium current caused by nonlinear effects is an odd function of the static magnetic flux (as for the case of persistent currents). Consequently, this current vanishes if the static magnetic flux is zero. [18] [19] [20] Further investigations concerning the dynamical properties of MR's subject to external continuous-wave (CW) laser fields have also been reported. [21] [22] [23] In the present paper we investigate the dynamics of charge carriers confined in a one-dimensional (1D) ballistic MR subject to linearly polarized half-cycle electromagnetic pulses (HCP's). An HCP is a strongly asymmetric monocycle pulse consisting of a very short, strong half-cycle (we refer to this part as an HCP), followed by a second half-cycle of an opposite polarity (the tail of the HCP). This second part of the pulse can be attenuated and stretched substantially (in time) by means of optical gating techniques. 24 Since the HCP tail is very weak and very long (compared to the relaxation time of MR's), it hardly influences the electron dynamics. Consequently, once the HCP has passed by, the system behaves as under zero-field conditions. Presently HCP's are available with durations in the (sub)picosecond regime and with a peak field up to several hundreds of kV/cm. 25 As well, trains of HCP's are shown to be experimentally feasible. [26] [27] [28] The findings reported in this paper can be summarized as follows: the application of a short linearly polarized HCP on a ballistic thin MR induces a charge polarization that persists much longer than the pulse duration. For this reason we also refer to the post-pulse charge polarization as the field-free polarization. We consider the case where the round-trip time (nanoseconds) of the unperturbed charge carriers is much longer than the pulse duration d (picoseconds). In this situation it has been shown that the pulse shape is irrelevant for the charge dynamics and the HCP can be modeled by an instantaneous kick applied at the time t 1 and having the strength p =−͐ 0 d F͑t͒dt. 26, 27, [29] [30] [31] Here F is the electric field amplitude of the pulse. This is the essence of the so-called impulsive approximation whose validity has already been demonstrated numerically. 29, 30 In the impulsive regime, applying a short HCP delivers a momentum transfer (or kick) to the charge carriers in the ring which results in timedependent charge oscillations. As shown below explicitly, the deviation from the equilibrium state is governed mainly by the strength of the pulse. The time scale for the decay of the induced charge oscillations is governed by the relaxation time of the system. No total charge current is induced in the ring when linearly polarized HCP's are applied with a fixed polarization axis. As one can expect from an intuitive point of view, the application of a linearly polarized pulse does not destroy the clockwise-counterclockwise symmetry of the charge carriers paths in the ring and thus the total current vanishes.
width d Ӷ 0 , the angular motion is much slower than the radial motion and, consequently, both degrees of freedom can be adiabatically decoupled. Furthermore, if d is smaller than the Fermi wavelength, then the MR becomes a singlechannel 1D ring. In what follows we limit our analysis to the case of a single-channel 1D ballistic ring. Despite the relative simplicity of this model, it has been shown to provide valuable physical insight into the description of thin MR's in the ballistic regime.
1-6,15,21 A further advantage of using the single-channel model is that analytical results can be obtained and analyzed. In the conclusion section we will comment on the effects expected when 2D rings are used. At t = t 1 a linearly polarized HCP with F ʈ x is applied to the ring. The duration of the pulse is assumed to be much shorter than the ballistic time F , where F is the time needed by a particle at the Fermi level for completing one turn around the ring. This requirement is realizable experimentally since for typical ballistic rings F is of the order of several tens of picoseconds 15, 32 and typical HCP's employed in this work and experimentally feasible are as short as 1 ps. 25 Consequently, one can safely treat the interaction of the charge carrier with the HCP within the impulsive approximation (IA). In addition, in our case the basic quantity for the the study of the charge dynamics is the time-dependent singleparticle wave function ⌿. Mathematically speaking, the IA means that ⌿ obeys a time-dependent Schrödinger equation describing rotational states that are kicked instantaneously at time t 1 with a kick strength p 26,27,29 -i.e.,
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where
In Eqs.
(1) and (2), 0 is the radius of the ring, ␦͑x͒ denotes the Dirac function, and is the polar angle of the charge carrier measured with respect to the HCP polarization axis. The effective mass and charge of the carriers are denoted by m* and q, respectively. Henceforth we assume without loss of generality that t 1 =0. We note that Eq.
(1) corresponds, actually, to a kicked rigid rotor (KRR). Dipolar molecules interacting with HCP's are also approximated by a KRR. It has been numerically shown in Ref. 30 that for molecules with a rotational period much larger than the duration of the pulses, the IA is excellent. The situation discussed here is quite analogous and one can expect the IA to be indeed valid.
The solutions of Eq.
(1) obey the matching condition
where ␣ = q 0 p / ប and t =0 − and t =0 + refer, respectively, to the times just before and right after the application of the pulse.
The solution ⌿ m 0 ͑ , t͒ of Eq.
(1) that corresponds to a particle initially residing in the ͑m 0 ͒th orbital state can be expanded in terms of the ring stationary eigenstates (in the absence of the HCP) as
Here we denoted the orbital energies of the unperturbed states by E m , where
Taking into account the matching condition stated in Eq. (3) and after applying the expansion theorem one finds that the expansion coefficients are given by
with J l ͑x͒ representing the Bessel functions and ␦ m,n the Kronecker symbol. In obtaining Eq. (6) the identity in Eq. (A2) has been utilized.
Upon applying the HCP the energy spectrum of the particles is rearranged. Specifically, the energy corresponding to a particle initially in the ͑m 0 ͒th state evolves as
The substitution of Eqs. (4)-(6) in Eq. (7) leads to the postpulse energy (i.e., for t Ͼ 0)
The infinite sum involved in Eq. (8) can be performed exactly [see Eq. (A3) in the Appendix] and the energy corresponding to a particle initially in the ͑m 0 ͒th state is given by
Recalling that ␣ = q 0 p / ប we can write, for the particle energy upon the pulse,
Thus, applying an HCP to the ring shifts the unperturbed energy spectrum by an amount that scales quadratically with the strength of the pulse and does not depend on the size of the ring. The initial degeneracy is preserved after the pulse is applied. Furthermore, since E m 0 ͑t Ͼ 0͒ grows quadratically with m 0 , Eq. (10) dictates that the energy of a particle at the Fermi level (for which m 0 Ϸ N /4) be affected only marginally by the pulse if ͑N /4͒ 2 ӷ ␣ 2 / 2. For small p and for rings containing a large number of particles this condition may well be met-e.g., as for the explicit numerical illustrations discussed below. To inspect the structure of the coherent states created by the pulse we inspect Eqs. (4) and (6) . Under the condition mЈ = ͉m − m 0 ͉ ӷ ␣ we have from Eqs. (6) and (A1) that
In the weak-field regime p is small and, consequently, ␣ is small too. In such a situation the condition mЈ = ͉m − m 0 ͉ ӷ ␣ is easily reached and ͉C m ͑m 0 , t Ͼ 0͉͒ 2 rapidly decays when increasing the value ͉m − m 0 ͉; i.e., only few states (labeled by m) around m 0 contribute to the coherent population created by the pulse. It is not difficult to prove from Eqs. (4)- (6) that ⌿ m 0 ͑ , t͒ = ⌿ −m 0 ͑− , t͒; i.e., the clockwise-counterclockwise symmetry of the charge carrier is preserved after the application of the pulse, and therefore, currents carried by particles initially in the m 0 and −m 0 states compensate each other. This fact together with the degeneracy of the states [see Eq. (9)] confirms the intuitive expectation that no total current will be induced in the ring.
In order to characterize the degree of polarization in the direction of the pulse (i.e., along the x axis), we introduce the localization parameter
This parameter is the analog to the parameter commonly used for characterizing molecular orientation. 30, 33 Thus, ͗cos ͘ m 0 ͑t͒ is a measure of how strong a particle occupying initially the ͑m 0 ͒th state localizes along the x direction upon the application of the pulse. The dynamical quantity ͗cos ͘ m 0 ͑t͒ varies in the interval ͓−1,1͔. The extremal values −1 and 1 are acquired when the particle is perfectly localized at the angles = and = 0, respectively. Note, however, that ͗cos ͘ m 0 ͑t͒ = 0 does not necessary mean that the particle is localized at = ± / 2. In such a case the only conclusion is that, statistically, the particle is distributed symmetrically with respect to the y axis, meaning that the polarization in the x direction vanishes. Note also that the dipole moment m 0 along the x axis corresponding to a particle initially in the ͑m 0 ͒th stationary state is proportional to ͗cos ͘ m 0 ͑t͒. More precisely, m 0 is given by
After some mathematical manipulations one can obtain from Eqs. (4)- (6) and (12) the relation
where ⌰͑x͒ denotes the Heaviside step function,
and
In obtaining Eq. (14) we exploited the relation stated by Eq. (A4).
From Eq. (14) we deduce that ͗cos ͘ m 0 ͑t͒ = ͗cos ͘ −m 0 ͑t͒. Therefore, the contributions of particles initially in the m 0 and −m 0 states to the polarization interfere constructively and a nonvanishing total polarization is generated. The total HCP-induced dipole moment along the x axis is given by
where refers to the spin of the particle, f represents the nonequilibrium distribution function, and m 0 ͑t͒ is given by Eq. (13) . If the MR is thin enough, the lowest subband accommodates all the electrons. In this case it has been shown that the electron-electron interaction plays a subsidiary role at low temperatures T. 6, 11 When a MR is irradiated by the HCP, the charge carriers are promoted to excited states and start to relax after the HCP has passed by. For T Ϸ 0 K and for relatively weak pulses ͓ប 2 ␣ 2 / ͑4m * 0 2 ͒ Ӷ E F ͔, the relaxation time approximation is a reasonable way for the evaluation of the nonequilibrium distribution function. 32, 34, 35 In principle the relaxation of the system may occur via various mechanisms-e.g., electron-phonon scattering, electron-electron scattering, etc. Here these relaxation processes are incorporated in a single (averaged) parameter, the relaxation time rel that is included at a phenomenological level. In fact, as shown below, the decay of the induced polarization can be monitored experimentally, providing thus an experimental possibility for measuring rel (cf. discussion in Sec. IV).
Within the relaxation time approximation, the nonequilibrium distribution function is determined by the Boltzmann equation
where rel represents the relaxation time and
denotes the Fermi-Dirac distribution function corresponding to the equilibrium. In the equation above, T, k B , and 0 represent the temperature, the Boltzmann constant, and the chemical potential (for t ഛ 0), respectively. Equation (18) has to be complemented with the boundary condition specifying the value of the distribution function right after application of the pulse:
.
͑20͒
The values of the chemical potentials 0 and 1 depend on the physical nature of the system. If the ring is connected to a reservoir of particles, for example, the chemical potential is fixed and 0 = 1 . In the particular case of our interest, in which the MR is isolated, the chemical potentials 0 and 1 have to be calculated, however, by requiring the number of particles N in the ring to be a constant. Thus, for a given isolated ring with N particles, 0 is a function of the tem-perature, while 1 depends on both the temperature and pulse amplitude.
It is worth noting that in the case of an isolated MR the relaxation mechanism has to include, necessarily, inelastic scattering. The interaction of the carriers with the phonons is then crucial for the estimation of rel . Here, however, we consider, as mentioned above, rel as a phenomenological parameter.
Taking into account that the value of the dipole moment before the application of the pulse (i.e., its equilibrium value) is zero and after solving Eq. (18) with the boundary condition expressed in Eq. (20) , one can rewrite Eq. (17) as follows:
At zero temperature only the lowest-lying states are occupied. In such a case the sum in Eq. (21) can be performed analytically by taking into account the dependence of the filling of the levels below the Fermi level on whether the carriers are spinless or spin-1 2 particles as well as on the number N of particles in the ring.
In the case of spinless particles at T = 0 K the filling of the levels below the Fermi level depends on whether there is an odd or even number of particles in the ring (we recall that we are considering an isolated ring and therefore the number of particles is constant). In the case N is an odd number all the occupied levels are completely filled [see Fig. 1(a) 
In the case of an even number of spinless particles the highest occupied levels are half-filled [see Fig. 1(b) 
͑24͒
From Eqs. (13), (14), and (24) we deduce the relation for the dipole moment e ͑N , t͒ in the case of an even number of spinless particles in the ring:
͑25͒
For the case of spin- . We now study in details the four cases of interest.
(1) An even number of pairs-i.e., N =0͑mod 4͒. In such a case one easily obtains from the comparison of Figs. 1 and 2(a) that the contributions to the dipole moment resulting from up spins and down spins are ↑ ͑N,t͒ = ↓ ͑N,t͒ = e ͑N/2,t͒; ͑27͒
i.e., they are identical and each is equal to the dipole moment corresponding to the case of N / 2 spinless particles (note that N / 2 is even). i.e., the induced dipole moments associated with spin-up and spin-down particles are identical and each is equal to the dipole moment corresponding to the case of N / 2 spinless particles (note that N / 2 is odd). 
͑32͒

III. EMISSION PROPERTIES
The dynamical polarization in a MR induced by a single HCP decays within a time of the order of the relaxation time rel . These charge oscillations can, however, be sustained for longer time periods if a sequence of HCP's is applied. The oscillating charge density generates electromagnetic radiation. The characteristics of these radiation can be, to a certain extent, controlled by appropriately designing the sequence of HCP's. In this sense the driven MR can serve as a controllable source of electromagnetic radiation. Furthermore, the creation of a planar array of isolated MR's (similar arrays but including connected rings have already been experimentally realized 16 ) could resonantly increase the emission intensity. It is worth noting also that the optical emission from quantum rings has already been experimentally studied in different situations. 36, 37 To explore the emission properties in more detail we consider a driving field consisting of a quasiperiodic train of HCP's linearly polarized in the x direction and applied at t = 0. Quasiperiodicity means that the HCPs sequence lasts for a certain time lap ⌬T. Within the time ⌬T the HCP train is periodic with a period T p . Of a particular interest is the case where T p is much longer than the relaxation time rel . Designing the pulse train such that T p ӷ rel , the task of describing the time evolution of the system under the action of the HCP's train reduces to the treatment of the system evolution triggered by one pulse and then exploiting the time periodicity within ⌬T.
For spin-1 2 particles, the charge polarization k ͑t͒ of the MR induced by a periodic train of k HCP's with period T p ӷ rel is obtained from the one-HCP polarization Eq. (32) through the relation
where the dependence on N has been omitted for brevity. The emission spectrum I͑͒ produced by the charge oscillations in the MR is given by
where k ͑͒ is the Fourier transform of k ͑t͒.
Taking into account the properties of the Fourier transform one verifies that
is the Fourier transform of the polarization ͑t͒ induced by a single HCP as given by Eq. (32). Then Eq. (34) can be written as follows:
͑37͒
Here we introduced the function Y͑͒ = ͉ ͉͑͒ 2 . From Eq. (37) it is evident that the emission spectrum has peaks at the integer harmonics ͑ = n 0 , 0 =2 / T p , n =0,1,2, ...͒. The amplitudes of these peaks are determined by the modulation function k 2 Y͑͒. In general, the Fourier transform in Eq. (36) must be evaluated numerically. However, for the case of very weak pulses ͑␣ Ӷ 1/2͒ we conclude that ⍀Ӷ1 and the Bessel functions in Eq. (32) can be approximated by 38
In this limit ͑⍀Ӷ1͒ Y͑͒ acquires the analytical expression
Therefore, we conclude that for ͑␣ Ӷ 1/2͒ the modulation function Y has a maximal value Y max at the frequency max , where
Note, however, that as max must be a real number, the maximum, Eq. (40), exists only if rel ജ p / ͑N͒. It is also worthwhile to note that although the amplitude of the modulation function depends on the pulse amplitude, its form is determined exclusively by the ring parameters.
IV. NUMERICAL RESULTS
For a concrete demonstration of the above findings we calculated the HCP-induced polarization for a ballistic GaAs-AlGaAs ring similar to that used in the experiment reported in Ref. 15 . We stress, however, that the ring used in Ref. 15 is not a single-channel ring, since its width d Ϸ 0.16 m is greater than the corresponding Fermi wavelength F Ϸ 0.042 m. Here we consider a ring with the same parameters as in Ref. 15 but assume its width d Ӷ F , so that only the lowest channel participates in the dynamics of the system. The ring radius is 0 = 1.35 m, whereas the electron effective mass is m * = 0.067m e , and N = 1400. Sinesquare-shaped HCP's with a time duration of 1 ps are employed. Zero temperature is considered in all calculations.
The time dependence of the localization parameter ͗cos ͘ m 0 corresponding to the ground state ͑m 0 =0͒ is displayed in Fig. 3(a) for different values of the field amplitude F of the HCP. As evidenced by this figure, a particle initially in the ground stationary state reaches its maximum localization around = after a time of the order of 20 ps for a peak field F = 1 kV/ cm. When stronger fields are applied, the localization of the particle oscillates faster with time. If F = 2 kV/ cm, the particle localizes roughly along the −x and along the x direction after times of about 8 and 27 ps, respectively.
We note that with an increasing HCP field strength the electronic states undergo a larger momentum and energy change [cf. Eq. (9)]. Therefore the oscillations in the chargedensity localization parameter ͗cos ͘ m 0 become faster with increasing F. The same argument applies if initially (before applying the HCP's) the carriers reside in a high-angularmomentum state. In this case the localization ͗cos ͘ m 0 has a fast oscillatory behavior in time, even for small fields. This situation is illustrated in Fig. 3(b) , in which case m 0 = 300. In this context it is important to mention that the localization parameter ͗cos ͘ m 0 is strictly periodic with a period determined by p [see Eq. (14)]. However, since p Ϸ 13.26 ns is much longer than the typical relaxation time rel , the fieldfree (postpulse) charge oscillations decay before the p periodic dependence becomes apparent. Figure 3(b) indicates that stronger fields lead faster to a localization of the charge carriers. We remark, however, that a strong field strength if not necessarily a prerequisite for stronger localization.
Having discussed the general properties of the localization parameter we focus now on the details of the induced electric dipole. Using the relaxation time approximation we evaluated the time dependence of the total dipole moment for different values of rel and for varying pulse field amplitudes in Figs. 4(a) and 4(b) , respectively. We recall that the duration of the pulse is 1 ps. Taking this into consideration we conclude that the buildup and decay of the polarization, as illustrated in Figs. 4(a) and 4(b) , occur in a field-free manner; e.g., the polarization is generated within 10 ps after the application of the pulse. It is also noteworthy that the magnitude of is substantial [ in Figs. 4(a) and 4(b) is depicted in units of 10
6 D]. The maximum absolute value of the induced electric dipole moment decreases when shortening the relaxation time [see Fig. 4(a) ]. Nevertheless, the postpulse polarization is still appreciable within a typical range of values of rel in ballistic semiconductor MR's (Ref. 1) as shown in Fig. 4(a) . On the other hand, the induced dipole moment increases with the pulse field strength, but the time within which the polarization is formed decreases with stronger fields [see Fig. 4(b) ]. Thus, the amount and duration of the induced dipole moment can, to a certain extent, be tuned by applying an appropriately designed HCP. In view of the above results it might appear tempting to increase the HCP field strength in order to enhance the amplitude of the induced polarization. It should be noted, however, that the treatment presented in this work is justified for relatively weak pulses which ensures that the energy delivered to the system is much smaller than E F and the relaxation time approximation becomes viable.
The time evolution of the post-pulse dipole moment corresponding to an even number of spin-1 2 carriers has a damped oscillating behavior with nodes [see Eqs. (23), (25) , and (31)] at t = n p / N (with n being an integer number) and at those values of t for which h͑⍀͒ = 0. Therefore the duration of the first half-cycle of the polarization (note that this cycle gives the strongest polarization, since the dipole moment is exponentially damped by the relaxation of the system) depends, essentially, on the number of carriers in the ring. This situation is illustrated in Fig. 5 , where the time evolution of the induced dipole moment is displayed for different values of the number of particles in the ring.
The charge polarization depicted in Figs. 4 and 5 emerges after the HCP is diminished (the pulse duration is 1 ps). Thus the polarization buildup and decay occur in a nearly fieldfree environment. This observation can be exploited as a unique opportunity for investigating relaxation processes in the absence of external perturbations. The situation is qualitatively different from the case where a stationary polarization is induced by a dc electric field, because the switch-on and switch-off time of the dc field is usually very slow compared to rel .
So far we have discussed results corresponding to the case in which a single HCP is applied. When the MR is subjected to a quasiperiodic train of HCP's (with period T p ӷ rel ) the behavior of the time dependence of the polarization shown in Fig. 4 can be periodically repeated as many times as the number of applied pulses. This situation is displayed in Figs. 6(a) and 6(b) which show the time dependence of the induced polarization corresponding to the case of a train of k = 10 HCP's with period T p = 100 ps. In Figs. 6(a) and 6(b) the peak fields are, respectively, F =1 V/cm and F = 1 kV/ cm. It is worth mentioning that although we have limited our study to the case of a quasiperiodic train of unidirectional HCP's, it is also experimentally feasible to generate trains of bidirectional HCP's (Ref. 28) as well as the control of the time delay between consecutive pulses. Therefore it is possible to engineer the ring polarization on a picosecond time scale by appropriately designing the sequence of HCP's.
The radiation emission spectra corresponding to the polarization oscillations shown in Figs. 6(a) and 6(b) are dis- played in Figs. 7(a) and 7(b) , respectively. For the sake of comparison I͑͒ has been expressed in the same arbitrary units in both Figs. 7(a) and 7(b). We note that the results depicted in Fig. 7(a) correspond to the case of very weak fields (i.e., for F = 1 V / cm the condition ␣ Ӷ 1 / 2 holds). Therefore, the curves in that figure were computed by using the analytical expressions stated by Eqs. (37) and (39). Since for F = 1 kV/ cm, the condition ␣ Ӷ 1 / 2 is no longer valid, the results shown in Fig. 7(b) are obtained numerically by computing the Fourier transform according to Eq. (36) . As anticipated in the previous section, the emission spectrum is composed of peaks at the integer harmonics ( = n 0 , n =0,1,2,...) with amplitudes that are modulated by the modulation function k 2 Y͑͒. Thus, the system studied here can be useful for harmonic generation. The quantity I͑͒ depends quadratically on the strength of the impulsive kicks mediated by the pulses to the system [see Eqs. (32)- (34)]. Therefore, the intensity of the emission lines increases with the peak field F. This behavior is particularly evident from a comparison of Figs. 7(a) and 7(b). The modulation function depends essentially on the ring parameters. Thus, by choosing appropriate values for 0 and N one can filter (to a certain extent) some specific harmonics from the emission spectrum. For example, one can choose the system parameters such that max / 0 coincides with the order of the harmonic one wishes to highlight [see Eq. (41) for the case of very weak fields]. We also note that the charge polarization effects occur mainly between consecutive pulses and, therefore, in a field-free environment. This behavior is in contrast to the case in which a CW laser or symmetric laser pulses are used. In the case of CW lasers, the system is driven all the time by the external field and, therefore, no field-free charge oscillations occur. On the other hand, the post-pulse polarization strongly depends on the amount of momentum transferred by the external field to the system. This is the reason why HCP's should be employed instead of nearly symmetric laser pulses in order to be able to observe the effects discussed in the present work (a time-symmetric pulse transfers no net momentum to the system).
The emission spectrum displayed in Fig. 7 corresponds to charge oscillations that take place after the HCP's have faded away. Therefore, the emission spectrum contains information inherent to the properties of the system under zero external fields. This fact can be used as a tool for studying relaxation processes in absence of external perturbations. In fact, the results depicted in Fig. 7 hint on a method for measuring experimentally the relaxation time rel . By measuring the emission spectrum, the relaxation time can be found as the value of rel in the modulation function k 2 Y͑͒ that leads to the best correspondence with the emission peaks as determined experimentally. Furthermore, we believe that it is, in principle, possible to infer from the emission spectrum the existence or not of the various relaxation processes and their relevance. A definitive answer to this question, however, requires the detailed inclusion of the relaxation mechanisms. The proposed model includes the relaxation at a phenomenological level and cannot provide such a detailed information.
V. CONCLUDING REMARKS AND OUTLOOK
Summarizing we showed that when a thin ballistic MR is subjected to a single, linearly polarized HCP, a timedependent charge polarization is induced in the ring. The induced polarization of the MR persists even after the HCP has passed by, i.e., under field-free conditions. The dependence of the field-free polarization induced in the ring on the pulse parameters was investigated. When a single HCP is applied, the MR charge polarization decays on a time of the order of the relaxation time of the system. Nevertheless, we have indicated that the charge polarization can be sustained for a longer time if an appropriate train of HCP's is utilized. The charge oscillations induced in that way can be engineered on the picosecond time scale by designing the pulse sequence in a predefined way. The emission spectrum generated by the induced charge oscillations was studied. The obtained results show the potentiality of the system investigated here as a tool for harmonic generation. A procedure was proposed for the experimental measurement of the time of relaxation of the excited states to the equilibrium state in absence of external perturbations.
The results are strictly valid for an ideal single-channel 1D ballistic ring. In these rings it has been shown that the electron-electron scattering is of a marginal importance for the stationary state due to the momentum conservation. Hence our treatment of the stationary system is well justified. For the excited state the situation changes because, in general, the external field induces a charge polarization which breaks the rotational symmetry. Hence, the momentum conservation in the electron-electron scattering is violated. Thus, the excited ring resembles the situation encountered when going from clean to "dirty" metal rings in which the rotational symmetry is broken due to the presence of disorder. Therefore, the question arises as to the influence of the electron-electron interaction on our results which we treated on the basis of the relaxation time approximation. In general, the influence of the electronic interaction and disorder may affect qualitatively the properties of the rings. To contrast with our present case we recall the discussion following Eq.
(10) where we showed explicitly that a weak pulse does not drive the system significantly far from the equilibrium and hence (in the studied case) the ground-state properties are not changed completely upon applying the pulse. To give some numbers for the studied case we note the following: applying a pulse with a peak field amplitude of 1 kV/ cm leads to a maximal change of only 1.6 meV in the energy of an electron at the Fermi level. This value is considerably smaller than the Fermi energy E F = 38.2 meV. Hence, we expect that including the effect of electronic correlation in a more sophisticated manner than within the relaxation time approximation will not alter qualitatively the essential findings of this study. We also recall that in the high-quality GaAlAs/ GaAs MR used in the experiment of Ref. 15 the disorder was found to be very weak. For such ballistic rings the disorder effects are irrelevant. Nevertheless, in the authors view, it is highly interesting to study the emergence of electronic correlation effects as well as the influence of disorder in metallic rings and with increasing the strength of the pulses. In such a case the present analytical model is no longer justified and we have then to resort to full numerical simulations. A further remark concerns the dimensionality of the ring. It is instructive to analyze whether the results of the singlechannel 1D model offers a qualitatively correct picture for the electron dynamics in thin ballistic MR's with F Ͻ d Ӷ 0 and involving a small number L͑L Ϸ d / F Ͼ 1͒ of radial channels. This is, for example, the case of the ring realized in the experiments of Ref. 15 . For these thin rings and weak fields the angular and radial motion are adiabatically decoupled and the decisive effect of including the different radial channels is a lowering of the Fermi energy compared to the Fermi energy of the single-channel case. We expect that the peak of the polarization (see, for example, Fig. 4 ) will increase when other channels are included, since the system will be more easily excited (a similar situation occurs for the case of persistent currents, where the peak current scales as the square root of the number of channels 4, 15 ). On the other hand, lowering E F is accompanied by a reduction of the angular velocity of the particles near the Fermi level and, consequently, one could expect the time oscillations of the single-channel polarization (see Fig. 4 ) to occur in a slower time scale when the different radial channels are included.
