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Abstract
We investigate long-range chiralmagnetic interactions among adatomsmediated by surface states
spin-splitted by spin–orbit coupling. Using the Rashbamodel, the tensor of exchange interactions is
extractedwherein a thepseudo-dipolar interaction is found, in addition tothe usual isotropic
exchange interaction and theDzyaloshinskii–Moriya interaction.We ﬁnd that, despite the latter
interaction, collinearmagnetic states can still be stabilized by the pseudo-dipolar interaction. The
interadatomdistance controls the strength of these terms,whichwe exploit to design chiralmagnetism
in Fe nanostructures deposited on aAu(111) surface.We demonstrate that thesemagnetic
interactions are related to superpositions of the out-of-plane and in-plane components of the
skyrmionicmagnetic waves induced by the adatoms in the surrounding electron gas.We show that,
even if the interatomic distance is large, the size and shape of the nanostructures dramatically impacts
on the strength of themagnetic interactions, thereby affecting themagnetic ground state.We also
derive an appealing connection between the isotropic exchange interaction and theDzyaloshinskii–
Moriya interaction, which relates the latter to theﬁrst-order change of the formerwith respect
tospin–orbit coupling. This implies that the chirality deﬁned by the direction of theDzyaloshinskii–
Moriya vector is driven by the variation of the isotropic exchange interaction due to the spin–orbit
interaction. Q1
1. Introduction
A lack of inversion symmetry, pairedwith strong spin–orbit (SO) coupling, generate theDzyaloshinskii–Moriya
(DM) interaction [1, 2], a key ingredient for non-collinearmagnetism,which is at the heart of chiralmagnetism.
TheDM interaction deﬁnes the rotation sense of themagnetization, rotating clockwise or counterclockwise
along a given axis of amagneticmaterial. This is the case of spin-spirals in two-dimensional [3–5] or one-
dimensional systems [6, 7] down to zero-dimensional non-collinearmetallicmagnets [8–10]. This type of
interactionis decisive in the formation of the recently discoveredmagnetic skyrmions (see, e.g. [11–14]), a
particular class of chiral spin texture, theexistence of whichwas predicted three decades ago [15, 16]. These
structures are believed to be interesting candidates for future information technology [17–20] since lower
currents are required for theirmanipulation, in comparison to conventional domainwalls [21, 22].
The ever-increasing interest in understanding the properties of theDM interaction and the corresponding
vector is, thus, not surprising. Although the symmetry aspects of these interactions were discussed in the seminal
work ofMoriya [2], the ingredients affecting themagnitude and the particular orientation of aDMvector have
been very little explored but are certainly related to the details of the electronic structure. In the context of long-
range interactionsmediated by conduction electrons, theDM interactionwas addressed by Smith [23], and Fert
and Levy [24]. They found a strong analogywithRuderman–Kittel–Kasuya–Yosida (RKKY) interactions [25–
27]. Indeed, the long-rangeDMvector oscillates inmagnitude and changes its orientation as function of
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distance, whichwas recently conﬁrmed experimentally usingscanning tunnelingmicroscopy (STM) and
theoretically usingabinitio simulations based on density functional theory [8].We note that today, besides
theory, state-of-the-art STMexperiments can be used to learn about themagnitude, oscillatory behavior and
decay ofRKKY interactions, as demonstrated in  [28–30].
Our goal is to address theDM interaction in an analytically tractablemodel and investigate itsmagnitude,
sign and direction following a bottom-up approach, assembling nanostructures of different sizes and shapes,
atom-by-atom.We are particularly interested in the long-rangemagnetic interactions that have been already
investigated several times theoretically. For example, Imamura et al [31] considered pairs of localized spins
interacting via the so-called two-dimensional Rashba gas of electrons [32, 33]while Zhu et al [34] replaced the
Rashba gaswiththe surface of a topological insulator.We revisit the case of Rashba electrons and consider
particularly the surface state of Au(111), where the Rashba spin splitting was observed experimentally [35].4We
report on selected nanostructures: dimers, wires, trimers, and two hexagonal structures deposited on the
Au(111), where the interactions aremediated solely by the surface state. For the dimer case, we extract the
analytical formof themagnetic exchange interactions tensor using the approximation of Imamura et al [31],
labeled in the following RKKY approximation, without renormalizing the electronic structure of the Rashba
electrons because of the presence of the nanostructures.We found an inconsistency in the forms derived in
[31];a neglected integrable singularity observed at theminima of the energy dispersion curve, whichwediscuss
in the present article. Interestingly, we demonstrate that themagnetic interactions are intimately linkedwith the
magnetization induced by the adatoms forming the dimers.We know, for instance, that a singlemagnetic
adatomgenerates non-collinearmagnetic Friedel oscillations, which can be decomposed into a linear
combination of skyrmion-likemagnetic waves [36]. The in-plane components of the inducedmagnetization
deﬁne theDM interaction, while the out-of-plane component is related to the usual RKKY interaction. In
addition, we go beyond theRKKY approximation by taking into account the impact of the deposited adatoms,
which renormalize the electronic properties and can dramaticallymodify the long-rangemagnetic interactions.
Themultiple scattering treatment provides the justiﬁcation for neglecting the contribution of the integrable
singularity.Moreover, we ﬁnd an pseudo-dipolar term, or a two-ion anisotropy term generated by the presence
of SO coupling, which plays a crucial role in themagnetism of the nanostructures. Although not carefully
studied in the literature, these interactions can reach a largemagnitude and counteract the effect of theDM
interaction by favoring collinearmagnetism. After obtaining allmagnetic interactions of interest, we use an
extendedHeisenbergmodel to investigate themagnetic states of the selected nanostructures.
2.Description of themodel
The investigation of themagnetic behavior of the nanostructures is based on an embedding technique, where
magnetic impurities are embedded on a surface characterized by the Rashba spin-splitted surface states. Once
the electronic structure is obtained, we extract the tensor of themagnetic exchange interactions as given in an
extendedHeisenbergmodel utilizing themapping procedure described below.
2.1. Rashbamodel and embedding technique
The two-fold degenerate eigenstates of a two-dimensional electron gas conﬁned in a surface or an interface, i.e.a
structure-asymmetric environment, experiencesspin splitting induced by the SOinteraction.Within the
model of Bychkov andRashba [32, 33], this splitting effect is describedby the so-called RashbaHamiltonian

* 
s sa=
+
- -( ) ( )
p p
m
p pH
2
, 1
x y
x y y xR
2 2
2
so
where gp ,g Î { }x y, , isthe componentof themomentumoperator

p in a Cartesian coordinate systemwith
x y, coordinates in the surface planewhose surface normal points along eˆz ,m
* is the effectivemass of the
electron,sg are the Paulimatrices, and 2 is the unitmatrix in spin-space, with the z-axis of the global spin frame
of referenceparallel to eˆz . aso is the Rashba parameter, ameasure of the strength of the SO interaction and the
parameter that controls the degree of Rashba spin splitting.
The energy dispersion of the Rashba electrons is characterized by the k-linear splitting of the free-electron
parabolic band dispersion:
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Wenote that in addition to theAu(111) surface, several systems carry Rashba spin-splitted states (see, e.g. [47–52]).
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with *

= + + -( )( )k k km E1 2 so2 2 so2 and *=
ak mso 2 . For the case of the surface state of the Au(111) surface,
a = -0.4 eV Åand * =m m0.26 e [37].Wewant to calculate themagnetic interactions betweenmagnetic
adatoms immersed in a Rashba electron gas. Therefore, we use an embedding technique, wherewe connect the
RashbaGreen functionG0 to theGreen functionG of the systemRashba electron gas andmagnetic adatoms via
aDyson equation.G0, connecting two points separated by

R , is given by:
+ = -
b
b
- ⎛
⎝⎜
⎞
⎠⎟( ) ( )G R E
G G
G G
, i
e
e
, 30 D ND
i
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whereGD andGND, as deﬁned inappendix A, depend on the position

R and energy E, whileβ is the angle
between

R and the x-axis.Whenmagnetic adatoms are present, theGreen function connecting the adatoms sites
i and j can be obtained from theDyson equation:
å= +( ) ( ) ( ) ( ) ( ) ( )G G G T GE E E E E , 4ij ij
km
ik km mj
0 0 0
where ( )G Eij0 is the RashbaGreen function connecting sites i and j. The full scatteringmatrix ( )T E is given by a
Dyson equation:
d= -- -( ) ( ) ( ) ( )T t GE E E , 5ij i ij ij1 1 0
where ( )t Ei is the single-site scatteringmatrix connected to the potential of a single adatom vi via:
= +( ) ( ) ( ) ( )t v v G tE E E , 6i i i ii i0
In practice, we proceed to the s-wave approximation [36, 38] since thewavelength of Au(111) surface states at
the Fermi energy and below aremuch larger than the size of a single adatom. In this approach, one canworkwith
a single phase shift, d ( )Ej , describing the scattering of the surface state at a single impurity: *
= -d( )( )t e 1j m E
i 2i j
2
at site j.
2.2. ExtendedHeisenbergmodel
In the extendedHeisenbergHamiltonian Hm given in [39], the elements of themagnetic exchange tensor, Jij, can
be extracted by differentiatingH according to

ei and

ej:
å= = ¶¶ ¶ab a b
  ( )H e e J H
e e
J , , 7
i j
i ij j ij
i j
m
,
2
m
with a b ={ } { }x y z, , , and ei being the unit vector of themagneticmoment at site i. The exchange tensor is
decomposed into three contributions:
= + +( ) ( )J J J J1
3
Tr . 8ij ij ij ij3
A S
In the right-hand side ofequation (8), theﬁrst term is the isotropic exchange, while Jij
A is the anti-symmetric
part:
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The last termof equation (8), Jij
S , is the symmetric part that describes pseudo-dipolar interactions:
= + - { } ( )J J J J
2
1
3
Tr . 11ij
ij ij
ij
S
T
3
For the Rashbamodel, wewill see that there is amore natural way of decomposing the tensor, which is given in
equation (18).
Toﬁnd themagnetic ground state, we employ themagnetic exchange interaction tensor.We start from
different initial conﬁgurations, evaluate the torque on eachmagnetic impurity and use it to iterate to new spin
directions. Once the torque is below a numerical threshold, we take themagnetic conﬁguration to deﬁne a
candidate ground state. Thenwe compare the energies of the candidates and keep the onewith thelowest
energy.
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2.3.Mapping procedure
The strategy is to consider theHamiltonian describing the electronic structure of the nanostructures and
perform the same type of differentiation as in equation (7) in order to identify the tensor ofmagnetic exchange
interactions.We use Lloyd’s formula [40], which permits the evaluation of the energy variation due to an
inﬁnitesimal rotation of themagneticmoments, starting froma collinear conﬁguration [39, 41, 42]. In general,
the contribution to the single-particle energy (band energy) after embedding the nanostructure is given by:
òp= -( ) ( )TE E E1 Im d Tr ln , 12E
E
sp
1
R
F
where EF is the Fermi energy, *
= -E k
mR 2
2
so
2
is the bottomof the Rashba energy bands andTr is the trace over
impurity position- and spin-indices. The elements of the tensor of exchange interaction are then given by
òp= ¶¶ ¶ = - ¶¶ ¶ab a b a b ( ) ( )TJ e e E E e e E1 Im d Tr ln . 13ij i j E
E
i j
2
sp
2
R
F
Using equation (5), we evaluate the required second derivative and ﬁnd for the elements of the tensor of
exchange interactions:
òp= -ab a b ( )J E t G t G1 Im d Tr , 14ij E
E
i ij j ji
R
F
the trace is taken over the spin-index, and ati is simply the derivative of t with respect to aei . Since the t-matrix
can bewritten as:
 s= + + -     · ( )t t t t et
2 2
, 152
weﬁnd that s= = Da a¶¶ ati e i
t
i
, withD = - t t
2
. Theﬁnal formof the tensor ofmagnetic exchange interactions
is thenﬁnally given by:
ò s sp= - D Dab a b ( )J E G G1 Im d Tr . 16ij E
E
i j ij ji
R
F
We see that equation (16) depends on themagnetic structure of the impurity cluster. In practice, we consider
three different ferromagnetic conﬁgurations, aligned along the x-, y- and z-axes, compute the respective
exchange tensors and keep the transverse blocks (e.g. for the ferromagnetic conﬁguration along zwe keep the xy
block); elements that occur repeatedly are averaged.
3.Magnetic properties of dimers
3.1. RKKYapproximation
Before the numerical evaluation of the exchange tensor in nanostructures from equation (16), it would be
interesting to have an approximate analytic form. This is achievable by considering in equation (16) the
unrenormalizedGreen functions,G0, instead ofG. Herewe recover the RKKY approximation, expected from
second-order perturbation theory and used, for example,in[31]. In the particular case of a two-dimensional
Rashba electron gas, the RashbaGreen function can be expressed using Paulimatrices:
s s sb b= - -( ) ( )G G i G cos sin . 17ij y x0 D 0 ND
Surprisingly, we found anisotropies in the diagonal part of the exchange tensor that are generally neglected in the
literature. The physicalmeaning of these anisotropies can be traced back to the extendedHeisenbergmodel
deﬁned by the tensor ofmagnetic exchange interactions. In fact, by deﬁning the x-axis as the line connecting the
two sites i and j, we show in appendix B that the extendedHeisenbergHamiltonian describing the corresponding
magnetic coupling can bewritten as:
= + ´ +   · ( ) ( )H J e e D e e I e e , 18i j i j y iy jym
where the exchange constants (J D, and )I are related to the RashbaGreen function by:
òp= - D D -( ) ( )J E G G2 Im d , 19E
E
i j D
2
ND
2
R
F
òp= D D ( )D E G G4 Im d , 20E
E
i j D ND
R
F
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òp= - D D ( )I E G4 Im d . 21E
E
i j ND
2
R
F
J is the isotropic exchange interaction, deﬁned in this particular case (dimer along the x-axis) as = =J J Jijxx ijzz ,
which, if positive, favors an antiferromagnetic coupling in our convention, otherwise it favors a ferromagnetic
coupling.D is the y-component of theDMvector, which is by symmetry the only non-zero component (third
rule ofMoriya [2]). This favors chiralmagnetic textures lying in the xz plane. I is the pseudo-dipolar term, a two-
ion anisotropy term, coming from the symmetric part of the exchange tensor. It leads to an anisotropy in the
diagonal part of the tensor of theexchange interaction, for instance = ¹J J Jijxx ijzz ijyy. Considering the impurities
along the x-axis, I is given by -J Jijyy ijzz . This anisotropy isﬁnite because of the two-dimensional nature of the
Rashba electrons, so the x- and y-directions are non-equivalent to the z-direction.Here, I favors a collinear
magnetic structure along the y-axis and counteracts theDM interaction. The analytical forms of themagnetic
exchange interactions allow us to understand their origin in terms of themagnetic Friedel oscillations generated
by single atoms [36]. These oscillations carry a complexmagnetic texture that can be interpreted in terms of
skyrmionic-like waves.Within the RKKY approximation and neglecting the energy dependence ofDi, the
isotropic interaction, J, connecting two impurities at sites i and j, is proportional to the z-component of
magnetization generated at site j by a single impurity at site i. In other words, the impurity at site j feels the
effectivemagnetic ﬁeld generated by themagnetization at that site but induced by the adatom at site i. D,
however, is deﬁned by the in-plane component of the inducedmagnetization. This is a central result of our
work.Here, the correspondingmagnetic ﬁeld felt by the second impurity has an in-plane component and
naturally leads to a non-collinearmagnetic behavior, i.e. the natural impact of theDMvector. I does not have a
simple interpretation, but it can be related to the anisotropy (difference) of the inducedmagnetization parallel to
the impuritymoment upon its rotation fromout-of-plane to in-plane. In the followingwe proceed to the
analytical evaluation of (J D, , and I) from the equations above. The details of the integration are given in
appendix C.
Evaluation of J. In order to derive analytically the exchange interactions, we use an approximation for the
t-matrices.We assume that they are energy independent (resonant scattering for theminority-spin channel, i.e.
d = p 2 , and no scattering for themajority-spin channel, i.e. d p= ), which allows us towrite *
D = -i m
2i 2 . This
approximation, used in [36], is reasonable for an adatom like Fe deposited on aAu(111) surface. Then, weﬁnd
the asymptotic behavior ofGD andGND for large distancesR (see appendix C). The isotropic exchange constant
can be expressed as:
*

òp
p
= + +
= -⎡⎣⎢
⎤
⎦⎥
( )
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( ) ( ) ( ) ( ) ( )
J
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k R k R k k R k R
2
Im d
i
e e
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2
sin 2 cos 2 sin 2 SI 2 , 22
E
E
k R k R
2
1 2
2 1
2i
2
2i
2
2 F so so so F
R
F
1 2
where ( )xSI is the sine-integrated function of x. J is found to be the sumof two functions. Theﬁrst one evolves as
a function of
R
1
2 , as expected for regular two-dimensional systems, but the second function decays like R
1 , which
has been neglected in thework of [31]. The
R
1 decay leads to a slower decay of J thanwhat is known for a regular
two-dimensional electron gas. The origin of this term is theVanHove singularity at the bottomof the two bands;
the density of states of the Rashba electron gas resembles that of a one-dimensional electron gas betweenER and
E=0, where the two bands cross. At very large distances, ( )xSI converges to a constant p( )2 and Jbehaves like
( )k Rsin 2
R
1
so . Naturally, when kso is set to zerowe recover the classical formof the RKKY interactionwithout SO
coupling for a free-electron gas in two-dimensions, i.e.J evolves like ( )k Rsin 2
R
1
F2 .
Evaluation ofD.Weconsider the same approximations used above to calculate the y-component of theDM
vector (D) andﬁnd:
*

òp
p
=- + -
=- +⎡⎣⎢
⎤
⎦⎥
( )
[ ]
( ) ( ) ( ) ( ) ( )
D
R
E
k k
k k
m R R
k R k R k k R k R
4
Im d
1
2
e e ,
1
2
sin 2 sin 2 cos 2 SI 2 . 23
E
E
k R k R
2
1 2
2 1
2i
2
2i
2
2 F so so so F
R
F
1 2
Similar to the isotropic exchange constant,D is a sumof two terms. Theﬁrst termdecays as
R
1
2 while the second
as
R
1 . A perturbative development ofD in terms of kso shows thatD is ﬁrst order in SO coupling. At very large
distancesD evolves as ( )k Rcos 2
R
1
so .
Evaluation of I. In appendix C,we show that I is a sumof two integrals over the energy because of a branch
cut in theHankel functions. Theﬁrst integral, denoted I1, goes from ER to zero and the second, I2, goes from zero
toEF.
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and if we sumup the two terms:
*
 ò òp= - + - - -
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥( ) ( ) ( )∣ ∣
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I J
m R
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q
qR q
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k
k k2
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so
2
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The integral involving ( )qRcos 2 is important at short distances since it competes with one of the terms deﬁning
-J . In fact, it has the opposite sign of- ( ) ( )k R k Rsin 2 cos 2
R
1
2 F so
(see equation (22)). This reduces considerably
the value of I compared to J. The second integral involves ( )qRsin 2 and therefore it leads to a small contribution
for low values of kso. A perturbative development of I in terms of kso shows that I is second order in SO
coupling µ( )kso2 .
Inﬁgure 1(a), we plot themagnetic exchange interactions J D, and I as function of the distance between two
magnetic adatoms. The black curve depicts J, which at short distances is characterized by awavelength
l = »p 18.5
kF
Å. Inﬁgure 1(a)we see a beating of the oscillations, which can be understood by looking at the
ﬁrst term in equation (22).Writing it as +( ( ) ( ))k R k Rsin 2 sin 2
R
1
4 1 2
, with = + -( )( )k k kF1 2 so, the
superposition of these twowave vectors causes a beating effect at = »pR 60
kso 4 so
Å. Theﬁnite value of J at Rso is
Figure 1.Evolution of themagnetic interactions J,D, andI (see equation (18)) as a function ofdistance, for a = -0.4 eV Åand
* =m m0.26 e (parameters for theAu(111) surface [37]used in equation (1)). (a)Weuse theRKKYapproximation (see equations (19),
(20), and(21)) and assume amaximal scattering cross section for theminority-spin channel d = p( )2 and no contribution for the
majority-spin channel (d p= ). (b)Wego beyond the RKKY approximation and use the electronic structure renormalized by the
presence of two impurities (equations (4) and (16)). The vertical lines deﬁne amagnetic phase diagram indicating the nature of the
orientation of the twomagneticmoments as function of their separation. C indicates the collinear phase of themagneticmoments and
NC the non-collinear phase.
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due to the second term in equation (22), since » p( )k RSI 2 F 2 and »( )k Rsin 2 1so . One notices that for a large
range of distances ( >R 40 Å) themagnetic interactions do not oscillate around the y=0 axis, which is due to
the ( )xSI termpresent in equations (22) and (23) for J andD, while for I, the shift comes from the last term in
equation (25). All these terms come from theVanHove singularity at the bottomof the bands. Similar to J,D is
negative for distances larger than 25 Å, whichmeans thatwithin the RKKY approximationthe chirality deﬁned
by the sign of theDM interaction changes only for dimers separated by rather small distances.We notice also
thatD and I are oscillating functions that can be of the samemagnitude as J. Thus, we believe that such systems
provide the perfect playground to investigate large regions of themagnetic phase diagram inaccessible with
theusualmagneticmaterials.
3.2. Beyond theRKKYapproximation
The depositedmagnetic impurities naturally renormalize the electronic properties of the Rashba electrons.We
can nowprove that the contributions of the sine integral to themagnetic interactions are artifacts of the RKKY
approximation.When the energy approaches theVanHove singularity,
*
 = -E E k
mR 2
2
so
2
, themultiple
scattering series cannot be truncated, and theRKKY approximation cannot bemade. TheGreen function
connecting two impurities is given by:
= - = + + ¼-( ) ( )G G t G t G G G t G t G1 , 2612 120 2 210 1 1 120 120 120 2 210 1 120
where the second equality corresponds to themultiple scattering, or Born series.When E ER, the Rashba
Green function  ¥( )G E120 . However, from the ﬁrst equality in equation (26), we have ( )G E 012 for
E ER, therefore, theVanHove singularity will not contribute to the exchange interactions computed from
equation (16) and the contribution from ( )xSI vanishes.
To quantify the impact of the renormalization on the electronic statesmediating themagnetic exchange
interaction, we numerically computeG, by considering consistently themultiple scattering effects. This is done
ﬁrst via considering an energy dependence in the t-matrix, assuming that they correspond to a Lorentzian in the
electronic structure of the impurities, and thus the phase shift is given by d = +s p -G s( )( )E atan E E2 . The
parameters are extracted from ﬁrst-principles electronic structure calculations [43]: the resonancewidth
Γ=0.3 eV, =E 0.54 eV for theminority-spin channel, slightly higher than the Fermi level =E 0.41F eV,
and = - E E 2.8 eV due toexchange splitting. Thenwe use equation (5)for computing ( )T E . Afterwardswe
solve theDyson equation (equation (4)) givingG. The evolution of the three exchange interactions after
renormalizing theGreen function is given inﬁgure 1(b). As expected, we note the disappearance of the RKKY
approximation artifact leading to the apparent offset of the oscillations beyondR=40 Å(see ﬁgure 1(a)). The
beating effect in J occurs at the same distance as in the RKKY approximation because it is an intrinsic property of
the Rashba electron gas. At large distances the intensities of J andDdecrease quickly, but I keeps oscillating up to
a distance of»200 Åwhere it decreases quickly to zero.
3.3.Magnetic conﬁgurations of dimers
Having established the behavior of the tensor ofmagnetic exchange interactions as a function of distance, we
investigate now themagnetic ground state of different nanostructures characterized by different geometries and
different sizes. After obtainingthemagnetic interactions usingthemapping procedure described in section 2.3,
weminimize the extendedHeisenbergHamiltonianwith respect to the spherical angles, q f( ),i i , deﬁning the
orientation of everymagneticmoment f q f q q= ( )e cos sin , sin sin , cosi i i i i i . In order to check the stability of
themagnetic ground state, we often add to the extendedHeisenbergHamiltonian the term å ( )K ei iz 2, whereK
is a single-ionmagnetic anisotropy energy favoring an out-of-plane orientation of themagneticmoment,asis
the case for an Fe adatomonAu(111).We choose as a typical value = -K 6meV for all the investigated
nanostructures [44].
For the particular case of the dimer, an analytical solution is achievable by noticing that twomagnetic states
are possible: collinear (C) and non-collinear (NC). This is counter-intuitive, since the presence of theDM
interaction leads usually to a non-collinear ground state. The presence of the pseudo-dipolar term Imakes the
physics richer and stabilizes collinearmagnetic states. Oncemore, because of the particular symmetry provided
by the Rashba electron gas, within the non-collinear phase, the only ﬁnite component of theDMvector,Dy,
enforces the twomagneticmoments to lie in thexz plane perpendicular to theDMvector.Within the collinear
phase, I enforces themoments to point along the y-axis.
Non-collinear phase. Here themagneticmoments lie in the xz plane and the pseudo-dipolar termdoes not
contribute to the ground state energy. The ground state is then deﬁned by the angle, q = atanD
J0
, between the
twomagneticmoments at sites i and j. The energy corresponding to this state is- +∣ ∣J 1 D
J
2
2 .With the single-
ion anisotropy,K, the ground state angle becomes q = +( )atan DJ K0 . As an example, we consider two adatoms
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separated by d=10.42Å,which corresponds to the seventh nearest-neighbordistance onAu(111). In this case
J=3.45 meV andD=0.96 meV and the ground state angle (q0) is 164° =( )K 0 meV or 171° = -( )K 6 meV .
Collinear phase. HereD does not contribute to the ground state conﬁguration.When J and I are both
negative themagneticmoments are parallel and point along the y-axis withenergy J+I, while for positive J and
I themagneticmoments are anti-parallel and alsopoint along the y-axis, withenergy- +( )J I . If J and Ihave
opposite signs, for >J 0 themagneticmoments are anti-parallel in the ( )xz -planewithenergy-J , while for
<J 0 themagneticmoments are parallel in the ( )xz -planewithenergy J. However, these last two solutionswill
not occursince theNCphase is lower in energy.
There is competition between the collinear phase C and the non-collinear phaseNC,which depends on the
involvedmagnetic interactions.Without I,ﬁgure 1(b)will consist of one single phase, theNCphase. Thanks to I,
there is an alternation of the two phases depending on the interadatomdistance. Themagnetic anisotropyK
favors an out-of-plane orientation of themoments and tends to decrease the spatial range of the collinear phase
where themoments point along the y-axis.
Phase diagram. Inﬁgure 2, we plot the phase diagramof the dimers =( )K 0 meV . The color scale shows the
energy differenceDE between the ground states found in theNCphase andCphase normalized by ∣ ∣J . A
negative (positive) energy difference corresponds to aNC (C) ground state. Thus the blue region corresponds to
aCphase and the red region to aNCphase:
D = - = - + +
D = - = - + + +
⎧
⎨
⎪⎪
⎩
⎪⎪ ( )
∣ ∣
∣ ∣
( )
E
E E
J
D
J
J I
E
E E
J
D
J
J I
1 1 for and with opposite sign,
1 1 for and with the same sign.
27
I
J
NC C
2
2
NC C
2
2
For small ratios D
J
, if < 0I
J
then D∣ ∣
E
J
simpliﬁes to- D
J2
2
2 and if > 0IJ it simpliﬁes to- +
D
J
I
J2
2
2 , which deﬁne the
magnetic phases plotted inﬁgure 2.We notice that when I and J are of the same sign, the dimers aremostly
characterized by aC ground state. The correspondingCphase is separated from theNCphase by a parabola, as
expected from the term- D
J2
2
2 .Moreover we note that evenwithin theNCphase, a transition occurs when the
sign of I
J
changes. This is related to the nature of theNCphase that changes by switching the sign of I
J
, which
leads to an additional, I
J
, term in the energy difference. Asmentioned earlier, if I
J
is positive themoments are in-
plane and align (parallel or anti-parallel) along the y-direction, while a negative I
J
leads to an alignment in the
( )xz plane. For negative I
J
, one notices that when D
J
goes to zero, the plotted energy difference goes to zero, which
does notmean that the C andNCphases are degenerate, but it is the signature that the rotation angle of the
moments goes to zero. Thus at = 0D
J
wehave only aC phase.
Connecting J toD. Before investigating nanostructures containingmore than two adatoms, it is interesting
to analyze the possibility of connecting J toD. Recently, it was demonstrated that in the context of a
micromagneticmodel, the spin stiffness ~ å ( )A R J Rj j j2 , themicromagnetic counterpart of J, and
= å ( )L R D Rj j j , the counterpart ofD called the Lifshitz invariant, can be related to each other for low SO
interaction [45]:
Figure 2.Phase diagram for themagnetic ground states of dimers. The color scale represents the energy difference normalized by ∣ ∣J
between the non-collinear (red color) and collinear states (blue color) as function of the parameters{ },DJ IJ (see equation (27)).
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~ - ( )L k A2 . 28so
The sumover sites j is limited by the size of the nanostructure but it can be inﬁnite, e.g. if dealingwith a
monolayer or an inﬁnite wire.
We checked the validity of the previous relation utilizing the analytical forms of J andD obtained in the
RKKY approximation, i.e. equations (22) and (23), and found that equation (28) can be recovered for k R 1so
but the error is proportional to the term involving the sine integral ( )k RSI 2 F . Therefore,if one neglects the
contribution of theVanHove singularity of the Rashba electron gas, one arrives at the formula of Kim et al [45]
However, we proved that themultiple scattering precisely cancels this extra contribution, sowe propose the
following relation to hold:
= ¶¶ ( )D R
J
k
1
2
. 29
so
First we compared the RKKY expressions inﬁgure 3(a), inserting the result of equation (22) intoequation (29),
and then theRKKY expression forD given in equation (23). The agreementwasvery poor, as expected. Second,
inﬁgure 3(b)we extracted J from equation (16) and numerically evaluated equation (29), and then compared
withD,also givenby equation (16). So for themore realistic case (using the renormalized electronic structure)
we foundthat equation (29) is a very good approximation. The intriguing implication of equation (29) is that it
gives an interpretation for the origin of the chirality being leftor righthanded according to the sign ofD. For a
given distanceR,D can be of the same (opposite) sign of J if the latter’smagnitude increases (decreases)with the
SO interaction.
4.Magnetic properties of other structures
In this sectionwe buildmagnetic nanostructures of different sizes and shapesmade of Fe adatoms deposited on
Au(111) according to the parameters given in section 3.2. The distance between the ﬁrst nearest neighbors is
Figure 3. (a)Comparison betweenD computed from the RKKYapproximation, equation (23), and from equation (29). (b)The
comparison involvesD computed from the renormalizedGreen functions equation (16), i.e. beyond the RKKYapproximation, and
from equation (29). As explained in themain text, the contribution from theVanHove singularity that leads to the discrepancy seen in
panel (a) is spurious.
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chosen to be d=10.42Åfor all structures, corresponding to the seventh nearest-neighbordistance on the
Au(111) surface (lattice parameter a=2.87Å). This is very close towhat is accessible experimentally [29].
We compute themagnetic interactions for the considered nanostructures. For the chosen interadatom
distance for building themagnetic nanostructures, interactions beyond nearest neighbors play no signiﬁcant
role. For that reason, we report in table 1 only the average nearest-neighbor interactions, although all
interactions are taken into account when determining themagnetic ground states. The z-component of theDM
vector is two orders ofmagnitude smaller than the in-plane components for all the considered nanostructures,
thereforeit will be omittedwhen discussing themagnetic ground states. A summary of the obtained average
magnetic interactions between nearest neighbors is provided in table 1.
4.1.Magnetismof linear chains
In addition to dimers, we investigated several linear chains of different sizes;all of thempresented the same
characteristics. Herewe discuss the example of awiremade of 14 adatoms. In this case, the isotropic exchange
interaction between the nearest neighbors is antiferromagnetic. On average it is equal to 6.90 meV,
i.e.doublethe isotropic interaction obtained for the dimer, which highlights the impact of the nanostructure in
renormalizing the electronic structure of the system.Within the RKKYapproximation, themagnetic
interactionswould be independent ofthe nature, shape, size of the deposited nanostructures. Due to theMoriya
rules, theDMvector lies along the y-directionwithin the surface plane, similar to the dimer case. It is thus
perpendicular to the x-axis deﬁned by the chain axis. TheDM interaction is around 2 meVbetween nearest
neighbors, i.e. oncemoredoublethe value obtained for the dimer.
Themagnetic ground state is a spiral contained in the ( )xz planewith an average rotation angle of 110°
between two nearest-neighbormagneticmoments (see ﬁgure 4). Interestingly, this angle ismuch smaller than
the one found for the dimer (164°),but similar to that found for intermediate chain sizes. The pseudo-dipolar
term is around I=0.26 meV, and it has no impact on the ground state. This situation is equivalent to theNC
phase of the dimer. Of course, choosing an interatomic distancewith a large pseudo-dipolar term for the
dimersleads generally to stable collinearmagnetic wires (not shownhere).We noticed that the effect of the
magnetic anisotropy energy ( = -K 6meV ) ismainly on the edge atoms. Indeed, the rotation angles between
adjacent innermoments remain ataround 110°,while at the edgesthemagneticmomentspointmore along
the z-direction. The rotation angle between themagneticmoment at the edge and the z-axis is reduced to 25°.
4.2.Magnetismof compact structures
After the one-dimensional case, we address in this section compact structures with the same interatomic
distance as the one considered for thewire.
Trimer.We studied a trimer forming an equilateral triangle. The isotropic exchange constant J is equal to
3.51 meV, favoring antiferromagnetic coupling, a value close to the one found for the dimer. The frustration is
large in this case, leading to a non-collinear ground state evenwithout SO coupling [10, 46]. Themagnetic
moments lie in the same plane, e.g. the surface plane, with an angle of 120° between twomagneticmoments.
This state has continuous degeneracy, since rotating eachmagneticmoment in the sameway leaves the energy
Table 1. Summary of the averagemagnetic interactions between nearest
neighbors for the calculatedmagnetic nanostructures. The values between
parenthesis for the heptamer are for the nearest neighbors on the outer ring.
Structures J (meV) D (meV) I (meV) θ(°)
Chain 6.90 2.00 0.26 110
Trimer 3.51 1.00 0.13 117
Hexagon 5.64 1.67 0.23 164
Heptamer 4.69 (4.62) 1.37 (1.36) 0.18 (0.12) 120 (142)
Figure 4.Magnetic ground state of a wiremade of 14 adatoms. The interadatomdistance is =d 10.42 Å, while the average nearest-
neighbor isotropic exchange interaction is J=6.90 meV and the nearest-neighborDMvector points along the y-axis with an average
intensityD=2 meV. Themagnetic anisotropyK=0 meV. The spiral is characterized by an average rotation angle of 110° between
nearest-neighbormagneticmoments.
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invariant. If we now consider theDM interaction, we ﬁnd that

D, with amagnitude of 1.0 meV (similar to the
dimer value), lies in the xy-plane and perpendicular to the axis connecting two adatoms (seeﬁgure 5(c)). This
interaction lifts the degeneracy present withoutD, stabilizing themagnetic structure shown inﬁgures 5(a) and
(b). The pseudo-dipolar term I is equal to 0.13 meV and is small compared to J andD, therefore the non-
collinear phase ismore stable. The isotropic interaction keeps the angle between the in-plane projections of the
moment at 120°, while theDM interaction generates a slight upward tilting (81° instead of 90°). In fact, every
DMvector connecting two sites favors the non-collinearity of the relatedmagneticmoments by keeping them in
the plane perpendicular to the surface and containing the two sites. This is,however,impossible to satisfy at the
same time for the three pairs of atoms forming the trimer, which leads to the compromise shown in ﬁgures 5(a)
and (b). Themagnetic anisotropy reduces ( = -K 6meV) considerably the non-collinearity and the three
moments are forced to point almostparallel to the z-axis. Two of themagneticmoments are characterized by an
angle of 10° instead of 81°with respect to the z-axis, while the angle of the thirdmoment is 173°, as shown in
ﬁgure 5(d). This is an interesting outcome compared to the behavior of thewire, which is characterized by a large
averagedDM interaction in comparison to the trimer. Obviously the shape of the nanostructure is important in
stabilizing non-collinearmagnetism. The interadatomdistance is =d 10.42 Å, while the average nearest-
neighborisotropic exchange interaction is J=6.90 meV and the nearest-neighborDMvector points along the
y-axis with an average intensityD=2 meV. Themagneticmagnetic anisotropyK=0 meV.
Hexagon.Weconsider now a systemof six atoms forming a hexagonal shapewith the same interatomic
distance as the one considered earlier. Themagnetic ground state conﬁguration is non-collinear as shown in
ﬁgures 6(a) and (b). The isotropicmagnetic exchange interaction, J, between nearest neighbors is of
antiferromagnetic type, similar to the value obtained for the other nanostructures studied so far. J reaches a value
of 5.64 meV,which is rather close to the interaction found for thewire. In fact one could consider this hexagonal
Figure 5.Non-collinearmagnetic conﬁguration for a trimer on an equilateral triangle shown from the top view (a) and side view (b).
The interadatomdistance =d 10.42 Å, while the isotropic exchange interaction is J=3.51 meV and the intensity of theDMvector
isD=1 meV (forK = 0 meV). The antiferromagnetic J leads to the 120° conﬁguration and theDM interaction induces a slight
upward tilting of themagneticmoments. The correspondingDMvectors are plotted in (c). (d)Top view for themagnetic ground state
of the trimerwith = -K 6 meV.
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structure as a closedwire. Themagnitude of theDMvector connecting two nearest neighbors is large, 1.67 meV,
but not as large as the one of thewire. The non-collinear state is better appreciatedwhen plotting the projection
of themomentunit vectors on the surface plane inﬁgure 6(c) and along the z-axis inﬁgure 6(d). The polar angle
is either 16° or 164°, according to the antiferromagnetic nature of the interactions. The azimuthal angle follows
the symmetry of the hexagon, leading to an azimuthal angle difference of 120° between adjacentmoments. The
magnetic texture is a compromise involving the antiferromagnetic J and theDMvectors (plotted inﬁgure 6(e)).
While J tries tomake themoments anti-parallel to each other, theDMvector tends tomake them lie in the plane
perpendicular to the surface and containing at the same time the two pairs of atoms (similar to the dimer
conﬁguration). However, themagneticmoment has to satisfy theDMvectors arising from its nearest neighbors
and, therefore, themoment compromises and lies in the plane perpendicular to the surface, and containing the
atomof interest and the center of the hexagon. This is similar towhat was found for the compact trimer. To test
the stability of the non-collinear structure, we add themagnetic anisotropy energy and the polar angles become
either 9° or 171°), i.e.a change of≈5°, which shows thatKhas a smaller impact on the hexagon than on the
trimer.
Heptamer.Weadd to the previous structure an atom in the center of the hexagon. Contrary to the other
atoms this central atomhas six neighbors and themagnetic ground state is profoundly affected by this addition
as shown inﬁgures 7(a)–(b). The nearest-neighbor isotropic exchange constant J, 4.69 meV, decreases slightly in
comparison to the value found for the open structure. The obtainedmagnetic texture can be explained from the
Figure 6.Top (a) and side (b) view of themagnetic ground state conﬁguration for a hexagonmade of six atoms. The interadatom
distance is =d 10.42 Å, the nearest-neighborisotropic exchange interaction is J=5.64 meV and the intensity of the nearest-
neighborDMvector isD=1.67 meV,whilemagnetic the anisotropyK=0 meV. The projection of the unit vectors of themagnetic
moments on the surface plane is given in (c) and the projection along the z-axis in (d). The correspondingDMvectors between the
nearest neighbors are plotted in (e).
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nearest-neighborDM interaction (1.37 meV)with the corresponding vectors plotted inﬁgure 7(e). The addition
of the central atom creates frustration similar to the trimer case. Ideally, every pair of nearest-neighbormoments
have to lie in the same plane. Thus, the centralmagneticmoment has to lie within one of the three planes
orthogonal to the surface,and passing by two of the outer atoms and the central one. In this conﬁguration, the
three atoms are satisﬁed and the four atoms left have the direction of theirmoments adjusted, which leads to the
ﬁnal spin texture. Figures 7(c) and (d) show, respectively, the projection of themagneticmoment along the z-
axis and in the surface plane. Interestingly, when the single-ionmagnetic anisotropy is added only the central
moment is affected. It experiences a switch from the in-plane conﬁguration to a quasi out-of-plane orientation.
A side view is shown inﬁgure 7(f). This is another nice example showing how the stability of the non-collinear
behavior is intimately related to the nature, shape, and size of the nanostructure.
5. Conclusions
We investigated the complex chiralmagnetic behavior of nanostructures of different shapes and sizes wherein
the atoms interact via long-range interactionsmediated by Rashba electrons.We used an embedding technique
based on theRashbaHamiltonian and the s-wave approximation followed by amapping procedure to an
extendedHeisenbergmodel. The analytical forms of the elements of the tensor of themagnetic exchange
Figure 7.Non-collinearmagnetic ground state found for the heptamerwith an interadatomdistance =d 10.42 Å, the nearest-
neighborisotropic exchange interaction is = ( )J 4.69 4.62 meVand the intensity of the nearest-neighborDMvector is
= ( )D 1.37 1.36 meV (the values between parenthesis are for the nearest neighbors on the outer ring), while themagnetic anisotropy
K=0 meV. (a)Top view and (b) Side view. The projection of the unit vectors of themagneticmoments on the surface plane is given
in (c) and along the z-axis in (d). The correspondingDMvectors between the nearest neighbors are plotted in (e).(f) Side view of the
ground state after adding a single-ionmagnetic anisotropy,K, of−6 meV.
13
New J. Phys. 19 (2017) 023010 J Bouaziz et al
interactionswerepresentedwithin the RKKYapproximation, i.e.without renormalizing the electronic
structure due to the presence of the nanostructure.We demonstrated the deep link between themagnetic
interaction and the components of themagnetic Friedel oscillations generated by the single adatoms. The
isotropic interaction and theDM interactions corresponded, respectively, to the induced out-of-plane and in-
planemagnetization. In addition tothese two interactions, the pseudo-dipolar term, already found in [31],
wasshown to be large, generating a collinear phase competingwith non-collinear structures induced by theDM
interaction.Wewentbeyond the RKKYapproximation by considering energy dependent scatteringmatrices
andmultiple scattering effects to demonstrate that the size and shape of the nanostructures have a strong impact
on themagnitude and sign of themagnetic interactions.We proposed an interesting connection between the
DM interaction and the isotropicmagnetic exchange interaction, J. TheDM interaction can be related to the
ﬁrst-order change inJwith respect to the SO interaction and,evenmore importantly, the origin of the sign of
theDM interaction, i.e. deﬁning the chirality, can be interpreted by the increase or decrease inJ upon
application of the SO interaction.We considered nano-objects that can be built experimentally (see e.g.
[8, 29, 34]), and show that each of the objects behave differently and the stability of their non-collinear chiral
spin texture is closely connectedwith the type of structure built on the substrate.
Acknowledgments
Wegratefully acknowledge funding underHGFYIGProgramVH-NG-717 (FunctionalNanoscale Structure
and Probe Simulation Laboratory–Funsilab), the ERCConsolidator grantDYNASORE and theDFGproject LO
1659/5-1. SB acknowledges funding under theDFG-SPP 1666 ‘Topological Insulators:Materials—
Fundamental Properties—Devices’. AZ thanks theAlgerianMinistry ofHigher Education and Scientiﬁc
Research for funding his sabbatical year at the Forschungszentrum Jülich.
AppendixA
TheGreen function for the Rashba electron gas can be calculated using the spectral representation:
*

å+ = y y¢ - +
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
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( ) ( )( ) ( )G r r E, , i , 30
kn
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where En and y  ( )rk are respectively the eigenvalues and eigenstates of the RashbaHamiltonian. TheRashba
Green function is translationally invariant, therefore  ¢ + = +  ( ) ( )G Gr r E R E, , i , i0 0 , with = - ¢  R r r .
After performing the sums over

k and n, the diagonal and off diagonal spin elements of theGreen functionG0 of
the Rashba electrons are given as:
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Asmentioned in themain text, the vectors k1 and k2 are given by
*

= + +k k k m E1 so so2 2 2 and = -k k2 so
*

+ +k m Eso2 2 2 with *=
ak mso 2 .
Appendix B
In this appendixwe derive the generalizedHeisenbergHamiltonian = H em i eJij j, whichwas simpliﬁed to the
formgiven by equation (18). For this purpose, we need to calculate the elements of the tensor of exchange
interactions showing up in equation (16), i.e. sa{ GTr ij sb }Gji , considering thatG can be expressed in terms
ofGD andGND (see equation (17)). This can be evaluated via the following trace (omitting the energy
integration):
s s s s
s s s s
b b
b b
= - -
´ + -
 
 [( · )( ( ( ) ( ))( · )( ( ( ) ( ))] ( )
H e G G
e G G
Tr i cos sin
i cos sin . 33
y x
j y x
m i D 0 ND
D 0 ND
Using the properties of the Paulimatrices, we know that for two vectors

A and

B , the following relation holds:
s ( · )A s =   ( · ) ( · )B A B s s+ ´  ( ) ·i A B0 . Thus:
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The terms proportional to e ei
x
j
x and e ei
y
j
y will lead topseudo-dipolar-like terms after performing the energy
integration given in equation (16). The terms proportional to +( )e e e eix jy iy jx are called interface terms.We can
combine both terms in a pseudo-dipolarHamiltonian for the two-dimensional case;
å= - -     [( · ) ( · )( · ) ] ( )H I e e e R e R e e . 35
i j
i j i ij j ij i
z
j
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,
Rij is the vector connecting the impurities {i, j}.
If we consider that the twomagnetic impurities are along the x-axis then b = 0 andwe get the expression
below for the trace:
= - - ´ +   ( ) · ( ) ( )H G G e e G G e e G e e2 4 4 , 36i j i j y iy jym D2 ND2 D ND ND2
which leads to theﬁnal formof theHamiltonian given in equation (18), and to the identiﬁcation of the different
magnetic interaction terms as presented in equations (22), (23), and(25).
AppendixC
In order to obtain the analytical forms of J D, and I in the RKKYapproximation (equations (22), (23),
and(25)), we evaluate the integrands needed in equations (19), (20), and(21) considering two regimes, positive
or negative k1. For <k 01 :
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m
k k
k H k R H k R k k H k R H k R
k k H k R H k R k H k R H k R
4
. 39
D ND
2
2
1 2
2 1
2
0 1 1 1 1 2 0 1 1 2
1 2 1 1 0 2 2
2
1 2 0 2
For thecase >k 01 :
*

= - + + +
( )
( )
[ ( ) ( ) ( ) ( )] ( )G m
k k
k H k R k H k R k k H k R H k R
4
2 , 40D
2
2
2
1 2
2 1
2
0
2
1 2
2
0
2
2 1 2 0 1 0 2
*

= - + + -
( )
( )
[ ( ) ( ) ( ) ( )] ( )G m
k k
k H k R k H k R k k H k R H k R
4
2 , 41ND
2
2
2
1 2
2 1
2
1
2
1 2
2
1
2
2 1 2 1 1 1 2
and
*

=- + -
+ -
( )
( )
[ ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )] ( )
G G
m
k k
k H k R H k R k k H k R H k R
k k H k R H k R k H k R H k R
4
. 42
D ND
2
2
1 2
2 1
2
0 1 1 1 1 2 0 1 1 2
1 2 1 1 0 2 2
2
0 2 1 2
Weuse the asymptotic expansion for theHankel functions for largeR: p
- p( ) ( )H x e
x
x
0
2 i 4 and
p
- p( ) ( )H x e
x
x
1
2 i 34 which simplify the previous forms for negative k1<0 to:
*
 p= + - + +
- -( )
( )
[ ∣ ∣ ∣ ∣ ] ( )∣ ∣ ( ∣ ∣)G m
k k R
k k k k
i
2
e e 2i e , 43k R k R k k RD
2
2
2
1 2
2 1
2i
2
2i
1 2
1 2 2 1
*
 p= - + - + -
- -( )
( )
[ ∣ ∣ ∣ ∣ ] ( )∣ ∣ ( ∣ ∣)G m
k k R
k k k k
i
2
e e 2i e , 44k R k R k k RND
2
2
2
1 2
2 1
2i
2
2i
1 2
1 2 2 1
and
*
 p= + - -
-( )
( )
[ ∣ ∣ ] ( )∣ ∣G G m
k k R
k k
2
e e . 45k R k RD ND
2
2
1 2
2 1
2i
2
2i1 2
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While a positive k1 leads to:
*
 p= + + +
+( )
( )
[ ] ( )( )G m
k k R
k k k k
i
2
e e 2 e , 46k R k R k k RD
2
2
2
1 2
2 1
2i
2
2i
1 2
i1 2 1 2
*
 p= - + + -
+( )
( )
[ ] ( )( )G m
k k R
k k k k
i
2
e e 2 e , 47k R k R k k RND
2
2
2
1 2
2 1
2i
2
2i
1 2
i1 2 1 2
and
*
 p= + -
( )
( )
[ ] ( )G G m
k k R
k k
2
e e . 48k R k RD ND
2
2
1 2
2 1
2i
2
2i1 2
From the expressions abovewe notice that, contrary to the terms ( -G GD2 ND2 ) andGDGND,GD andGND behave
differently in theﬁrst and second regime.
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