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Abstract
O’Hara’s energies, introduced by Jun O’Hara, were proposed to answer
the question of what is the canonical shape in a given knot type, and were
configured so that the less the energy value of a knot is, the “better” its
shape is. The existence and regularity of minimizers has been well studied.
In this article, we calculate the first and second variational formulae of the
(α, p)-O’Hara energies and show absolute integrability, uniform bounded-
ness, and continuity properties. Although several authors have already
considered the variational formulae of the (α, 1)-O’Hara energies, their
techniques do not seem to be applicable to the case p > 1. We obtain the
variational formulae in a novel manner by extracting a certain function
from the energy density. All of the (α, p)-energies are made from this
function, and by analyzing it, we obtain not only the variational formulae
but also estimates in several function spaces.
1 Introduction
In his papers [13, 14], O’Hara proposed several energies for knots to determine
the canonical shape of a knot in a given knot class. In order to describe these
energies, let f : R/LZ ∋ s 7→ f(s) be an arclength parametrization of a knot, or
more generally, of a closed curve in Rn without self-intersections. For positive
constants α and p, the O’Hara (α, p)-energy is defined as
E(α,p)(f ) =
∫∫
(R/LZ)2
M(α,p)(f)(s1, s2)ds1ds2,
where
M(α,p)(f )(s1, s2) =
(
1
‖f(s1)− f(s2)‖αRn
−
1
D(f(s1),f(s2))α
)p
.
Here, ‖f(s1)− f(s2)‖Rn and D(f (s1),f(s2)) are the extrinsic and the intrinsic
distances between two points f(s1) and f(s2) on the curve, respectively.
Amongst these energies, the case p = 1 has been well-studied by many
authors and here we describe several important contributions in this direction.
For example, the first variational formula was derived in [8, 16], and the existence
of a minimizer in a given knot class was studied in [8, 15]. In [1], it was shown
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that the right circle is the only global minimizer of the energy under length-
constraint for appropriate α. We also mention that there are several recent
works concerning the gradient flow [2, 4] and the regularity of critical points [5,
6, 7, 8, 9, 16] of the (α, 1)-energies. The obvious difficulty in the analysis is that
the energy density has a singularity on the diagonal set {(s, s) | s ∈ R/LZ}. To
avoid this, the variational formulae were first derived using Cauchy’s principal
value [8, 16]. The absolute integrability of the first and second variational
formulae was shown by Ishizeki-Nagasawa [11] in the energy class. They used
the decomposition of the (2, 1)-energy shown in [10], which gives an expression
of the energy density without using the intrinsic distance. Furthermore, in [11],
they derived other estimates of variational formulae in several function spaces
and a similar technique is applicable to other (α, 1)-energies; see [12].
By comparison, the case p > 1 is rather less well studied. Even the explicit
expression of the first variational formula in the sense of Cauchy’s principle value
seems not to have been given. In this paper, the first and second variational
formulae of (α, p)-energies will be given, and several estimates will be shown:
absolute integrability, uniform boundedness, and continuity. We, however, do
not have a decomposition like the (α, 1) case, and therefore the technique in
[11, 12] cannot be used. Instead, we pay attention to the function
N (u,v) =
1
2‖f(s1)− f (s2)‖2Rn
∫ s2
s1
∫ s2
s1
(u(s3)−u(s4)) · (v(s3)−v(s4))ds3ds4.
By use of N , the (α, p)-energy may be written as
E(α,p)(f ) =
∫∫
(R/LZ)2
(
ϕα
(
N (f ′,f ′)
)
‖f(s1)− f(s2)‖αRn
)p
ds1ds2,
where
ϕα(t) = 1−
1
(1 + t)
α
2
.
Here, we note that if E(α,p)(f) <∞, then f
′ exists almost everywhere; we refer
the reader to [3] for this fact. Since N (f ′,f ′) is non-negative, and since ϕα is
smooth for t ≥ 0, the derivation and estimation of variational formulae mainly
reduce to the study of N .
We are now in a position to describe our main result of this article. For the
simplicity of notation, we will use ∆iju to mean u(si) − u(sj) for a function
u : R/LZ → Rd, where d = 1 or n, and ∆ijs to mean si − sj for si, sj ∈
R/LZ. Furthermore, we rewrite ∆12u and D(f (s1),f (s2)) as ∆u and D(f ),
respectively. Also, we let τ = f ′ be the unit tangent vector.
For a geometric quantity F (f ) of the closed curve f , and for functions φ,
ψ, from R/LZ to Rn, let δ and δ2 be given by
δF (f )[φ] =
d
dε
F (f + εφ)
∣∣∣∣
ε=0
,
δ2F (f )[φ,ψ] =
∂2
∂ε1∂ε2
F (f + ε1φ+ ε2ψ)
∣∣∣∣
ε1=ε2=0
.
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The first and second variational formulae, G(α,p)(f)[φ] and H(α,p)(f )[φ,ψ], are
given by
G(α,p)(f )[φ] ds1ds2 = δ(M(α,p)(f) ds1ds2)[φ],
H(α,p)(f )[φ,ψ]ds1ds2 = δ
2(M(α,p)(f ) ds1ds2)[φ,ψ].
The purpose of this article is to give certain new expressions and estimates for
these variational formulae. The expression will be given in § 2. In § 3, we prove
the L1, L∞ and C0-estimates for them on the appropriate function spaces. The
first space is the Sobolev-Slobodeckij space W k+σ,q(R/LZ,Rn) given by
W k+σ,q(R/LZ,Rn) = {f ∈ W k,q(R/LZ,Rn) | [f (k)]Wσ,q <∞}
for k ∈ {0} ∪ N, 0 < σ < 1, and q ≥ 1. We equip W k+σ,q(R/LZ,Rn) with the
norm
‖f‖Wk+σ,q =
(
‖f‖q
Wk,q
+ [f (k)]qWσ,q
) 1
q
,
where
[f (k)]Wσ,q =
(∫∫
(R/LZ)2
‖∆f (k)‖q
Rn
|∆s|1+σq
ds1ds2
) 1
q
.
For α ∈ (0,∞), p ∈ [1,∞) such that 2 ≤ αp < 2p + 1, and σ = (αp −
1)/(2p), it was shown in [3] that E(α,p)(f) < ∞ if and only if f belongs to
W 1+σ,2p(R/LZ,Rn) ∩W 1,∞(R/LZ,Rn) and is bi-Lipschitz. We will show the
L1-estimate for the variational formulae on the same space.
By use of an appropriate weight, the L∞-estimate holds on some Ho¨lder or
Lipschitz space Ck,β(R/LZ,Rn) with k ∈ N ∪ {0} and β ∈ (0, 1]. Here,
Ck,β(R/LZ,Rn) = {f ∈ Ck(R/LZ,Rn) | [f (k)]C0,β <∞}
and this space is equipped with the norm
‖f‖Ck,β = ‖f‖Ck + [f
(k)]C0,β ,
where
[f (k)]C0,β = sup
s1,s2∈R/LZ
‖∆f (k)‖Rn
|∆s|β
.
Note that we will see later that the weight is necessary.
The completion of C∞(R/LZ,Rn) in the Ho¨lder space is known as the little
Ho¨lder space hk,β(R/LZ,Rn) when β < 1. The completion of C∞(R/LZ,Rn)
in Ck,1(R/LZ,Rn) is Ck+1(R/LZ,Rn). We have the continuity of the energy
density, and the first and second variational formulae in the completion space.
The precise statement is as follows.
Theorem 1.1. Let α ∈ (0,∞), p ∈ [1,∞) satisfy 2 ≤ αp < 2p + 1, and set
σ = (αp − 1)/(2p). Assume that f is bi-Lipschitz, i.e., there exists a positive
constant Cb > 0 such that D(f) ≤ Cb‖∆f‖Rn .
1. If f , φ, ψ ∈ W 1+σ,2p(R/LZ,Rn) ∩ W 1,∞(R/LZ,Rn), then M(α,p)(f ),
G(α,p)(f )[φ], H(α,p)(f)[φ,ψ] ∈ L
1((R/LZ)2). Moreover, there exists a
positive constant C depending on ‖τ‖Wσ,2p∩L∞, Cb, α, and p such that
‖M(α,p)(f )‖L1((R/LZ)2) ≤ C,
‖G(α,p)(f )[φ]‖L1((R/LZ)2) ≤ C‖φ
′‖Wσ,2p∩L∞ ,
‖H(α,p)(f )[φ,ψ]‖L1((R/LZ)2) ≤ C‖φ
′‖Wσ,2p∩L∞‖ψ
′‖Wσ,2p∩L∞ .
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2. Let β ∈ (0, 1]. If f , φ, ψ ∈ C1,β(R/LZ,Rn), then D(f )(α−2β)pM(α,p)(f ),
D(f)(α−2β)pG(α,p)(f )[φ], D(f)
(α−2β)pH(α,p)(f )[φ,ψ] ∈ L
∞((R/LZ)2).
Moreover, there exists a positive constant C depending on ‖τ‖C0,β , Cb,
α, and p such that
‖D(f)(α−2β)pM(α,p)(f )‖L∞((R/LZ)2) ≤ C,
‖D(f)(α−2β)pG(α,p)(f)[φ]‖L∞((R/LZ)2) ≤ C‖φ
′‖C0,β ,
‖D(f)(α−2β)pH(α,p)(f )[φ,ψ]‖L∞((R/LZ)2) ≤ C‖φ
′‖C0,β‖ψ
′‖C0,β .
3. For β ∈ (0, 1], let
Xβ(R/LZ,Rn) =
{
h0,β(R/LZ,Rn) for 0 < β < 1,
C1(R/LZ,Rn) for β = 1.
If τ , φ′, ψ′ ∈ Xβ(R/LZ,Rn), then D(f )(α−2β)pM(α,p)(f), D(f )
(α−2β)pG(α,p)(f)[φ],
D(f)(α−2β)pH(α,p)(f )[φ,ψ] can be extended to the diagonal set {(s, s) | s ∈
R/LZ} such that these functions are continuous everywhere on (R/LZ)2,
and they satisfy the estimates
‖D(f )(α−2β)pM(α,p)(f)‖C0((R/LZ)2) ≤ C,
‖D(f)(α−2β)pG(α,p)(f )[φ]‖C0((R/LZ)2) ≤ C‖φ
′‖Xβ ,
‖D(f )(α−2β)pH(α,p)(f )[φ,ψ]‖C0((R/LZ)2) ≤ C‖φ
′‖Xβ‖ψ
′‖Xβ
for some positive constant C depending on ‖τ‖Xβ , Cb, α, and p. The
limit functions
lim
(s1,s2)→(s,s)
D(f )(α−2β)pM(α,p)(f ),
lim
(s1,s2)→(s,s)
D(f )(α−2β)pG(α,p)(f)[φ],
lim
(s1,s2)→(s,s)
D(f )(α−2β)pH(α,p)(f)[φ,ψ]
exist and are finite. These vanish everywhere on R/LZ when β ∈ (0, 1).
The second assertion gives us the L∞-estimates for M(α,p), G(α,p), and H(α,p)
without the weight, when α ≤ 2.
Corollary 1.2. Let α ∈ (0,∞), p ∈ [1,∞) satisfy 2/p ≤ α ≤ 2. If f , φ,
ψ ∈ C1,
α
2 (R/LZ,Rn) and f is bi-Lipschitz, then M(α,p)(f), G(α,p)(f )[φ], and
H(α,p)(f)[φ,ψ] belong to L
∞((R/LZ)2).
The corresponding estimates to our main result were shown for the spacial
case E(2,1) in [11], and in this sense our result is an extension to a wider class of
O’Hara’s energies.
Remark 1.3. When α > 2, we need the weight D(f )(α−2β)p to obtain the
uniform boundedness even if f is analytic. For example, let us consider the
right circle with the total length 2pi, i.e.,
f(s) = (cos s, sin s, 0, . . . , 0) for s ∈ R/2piZ.
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Since ‖∆f‖2
Rn
= 2(1− cos∆s), it follows that
M(α,p)(f ) =
1
‖∆f‖αp
Rn
[
1−
{
2(1− cos∆s)
(∆s)2
}α
2
]p
. (1.1)
Using Taylor’s theorem
2(1− cosx) = x2 −
1
12
x4 +O(x6) as x→ 0,
and thus we have
1−
{
2(1− cos∆s)
(∆s)2
}α
2
=
α
24
(∆s)2 +O((∆s)4) as ∆s→ 0.
Hence, the right-hand side of (1.1) is equal to(
|∆s|
‖∆f‖Rn
)αp ( α
24
|∆s|2−α +O(|∆s|4−α)
)p
as ∆s→ 0.
Therefore, when α > 2, D(f )γM(α,p)(f ) is uniformly bounded if and only if
γ ≥ (α− 2)p.
Acknowledgments The authors would like to thank Professor Richard Neal
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2 Variational formulae
We begin by recalling the definition of the function N . For functions u, v :
R/LZ→ Rd, where d = 1 or n, we set
N (u,v) =
1
2‖∆f‖2
Rn
∫ s1
s2
∫ s1
s2
∆34u ·∆
3
4vds3ds4.
We use N (u) instead of N (u,u) for simplicity.
Setting
Mα(f) =
ϕα(N (τ ))
‖∆f‖α
Rn
, (2.1)
then the energy can be written as
E(α,p)(f ) =
∫∫
(R/LZ)2
(Mα(f))
pds1ds2.
The first variational formula G(α,p) can be derived as
G(α,p)(f)[φ]ds1ds2 = δ{(Mα(f ))
p}[φ]ds1ds2 + Mα(f)δ(ds1ds2)[φ],
and
δ{(Mα(f ))
p}[φ] = p(Mα(f ))
p−1δMα(f)[φ].
The second variational formula H(α,p) is calculated similarly. Since δ(dsj)[φ] =
τ (sj) · φ
′(sj)dsj holds (see, for example, [11]), we obtain the following.
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Theorem 2.1. G(α,p)(f )[φ] and H(α,p)(f )[φ,ψ] can be written as
G(α,p)(f )[φ] =
2∑
i=1
Gi(f)[φ], H(α,p)(f )[φ,ψ] =
6∑
i=1
Hi(f )[φ,ψ],
where
G1(f)[φ] = p(Mα(f))
p−1δMα(f )[φ],
G2(f)[φ] = (Mα(f))
p(τ (s1) · φ
′(s1) + τ (s2) · φ
′(s2)),
H1(f)[φ,ψ] = p(Mα(f))
p−1δ2Mα(f )[φ,ψ],
H2(f)[φ,ψ] = p(p− 1)(Mα(f ))
p−2δMα(f)[φ]δMα(f)[ψ],
H3(f)[φ,ψ] = G1(f )[φ](τ (s1) · ψ
′(s1) + τ (s2) · ψ
′(s2)),
H4(f)[φ,ψ] = G1(f )[ψ](τ (s1) · φ
′(s1) + τ (s2) · φ
′(s2)),
H5(f)[φ,ψ] = (Mα(f))
p{φ′(s1) ·ψ
′(s1) + φ
′(s2) · ψ
′(s2)
−2(τ (s1) · φ
′(s1))(τ (s1) · ψ
′(s1))− 2(τ (s2) · φ
′(s2))(τ (s2) ·ψ
′(s2))
}
,
H6(f)[φ,ψ] = (Mα(f))
p(τ (s1) · φ
′(s1) + τ (s2) · φ
′(s2))(τ (s1) ·ψ
′(s1) + τ (s2) ·ψ
′(s2)).
In the remainder of this section, we will give the exact expression of δMα(f )[φ]
and δ2Mα(f)[φ,ψ]. First we note that, by (2.1), we have
δMα(f )[φ] = ϕ
′
α(N (τ ))
δN (τ )[φ]
‖∆f‖α
Rn
−
α
2
ϕα(N (τ ))δ‖∆f‖
2
Rn
[φ]
‖∆f‖α+2
Rn
, (2.2)
and therefore we need variational formulae for N (τ ), and ‖∆f‖2
Rn
. It follows
from the definition of N (τ ) that δN (τ ) can be written in terms of δτ as well as
δ‖∆f‖2
Rn
. We can derive the second variational formula from the corresponding
ingredients.
Firstly, we show the ingredients as Lemma 2.2. The variational formulae
δN (τ ) and δ2N (τ ) will be given in the forthcoming Lemma 2.4. Also, we give
representations of δMα(f ) and δ
2Mα(f) in Proposition 2.5.
For u, v : R/LZ→ Rn, let
K (u,v) =
∆u ·∆v
‖∆f‖2
Rn
.
Lemma 2.2. The following variational formulae hold.
1. δτ (sj)[φ] = φ
′(sj)− (τ (sj) · φ
′(sj))τ (sj).
2. δ‖∆ijτ‖
2
Rn
[φ] = 2∆ijτ ·∆
i
jφ
′ − ‖∆ijτ‖
2
Rn
(τ (si) · φ
′(si) + τ (sj) · φ
′(sj)).
3. δ‖∆f‖2
Rn
[φ] = 2K (f ,φ)‖∆f‖2
Rn
.
4. δ
(
1
‖∆f‖2
Rn
)
[φ] = −2
K (f ,φ)
‖∆f‖2
Rn
.
5. δ2‖∆f‖2
Rn
[φ,ψ] = 2K (φ,ψ)‖∆f‖2
Rn
.
Proof. See [11, Lemma 1].
Before proving Lemma 2.4, we establish the following sublemma.
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Lemma 2.3. 1. Assume that u : R/LZ→ Rn is τ or φ′. Then, δN (τ ,u)[ψ]
can be written as
δN (τ ,u)[ψ] = −2K (f ,ψ)N (τ ,u)
+
1
2‖∆f‖Rn
∫ s1
s2
∫ s1
s2
{δ(∆34τ ·∆
3
4u)[ψ]
+ (∆34τ ·∆
3
4u)(τ (s3) · ψ
′(s3) + τ (s4) ·ψ
′(s4))}ds3ds4,
where
δ(∆34τ ·∆
3
4u)[ψ]
=


2∆34τ ·∆
3
4φ
′ − ‖∆34τ‖
2
Rn
(τ (s3) · φ
′(s3) + τ (s4) · φ
′(s4)), u = τ ,
∆34φ
′ ·∆34ψ
′ − (∆34τ ·∆
3
4φ
′)(τ (s3) ·ψ
′(s3) + τ (s4) · ψ
′(s4))
− {∆34(τ · φ
′)}{∆34(τ · ψ
′)},
u = φ′.
2. It holds that
δK (f ,φ)[ψ] = K (φ,ψ)− 2K (f ,φ)K (f ,ψ).
Proof. 1. By Lemma 2.2, we have
δN (τ ,u)[ψ] = δ
(
1
2‖∆f‖2
Rn
∫ s1
s2
∫ s1
s2
∆34τ ·∆
3
4uds3ds4
)
[ψ]
=
1
2
δ
(
1
‖∆f‖2
Rn
)
[ψ]
∫ s1
s2
∫ s1
s2
∆34τ ·∆
3
4uds3ds4
+
1
2‖∆f‖2
Rn
∫ s1
s2
∫ s1
s2
δ(∆34τ ·∆
3
4u)[ψ]ds3ds4
+
1
2‖∆f‖2
Rn
∫ s1
s2
∫ s1
s2
(∆34τ ·∆
3
4u)δ(ds3ds4)[ψ]
= −2K (f ,ψ)N (τ ,u) +
1
2‖∆f‖2
Rn
∫ s1
s2
∫ s1
s2
{δ(∆34τ ·∆
3
4u)[φ]
+ (∆34τ ·∆
3
4u)(τ (s3) · ψ
′(s3) + τ (s4) ·ψ
′(s4))}ds3ds4.
It remains to calculate δ(∆34τ ·∆
3
4u)[φ]. Since the case where u = τ may
be handled by Lemma 2.2, we deal with the case where u = φ′. Then, it
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follows from Lemma 2.2 and δφ′(sj)[ψ] = −(τ (sj) ·ψ
′(sj))φ
′(sj) that
δ(∆34τ ·∆
3
4φ
′)[ψ]
= δ(∆34τ )[ψ] ·∆
3
4φ
′ +∆34τ · δ(∆
3
4φ
′)[ψ]
= ∆34ψ
′ ·∆34φ
′ −∆34{(τ · ψ
′)τ} ·∆34φ
′ −∆34τ ·∆
3
4{(τ ·ψ
′)φ′}
= ∆34φ
′ ·∆34ψ
′ − [(τ (s3) · ψ
′(s3))∆
3
4τ + {∆
3
4(τ ·ψ
′)}τ (s4)] ·∆
3
4φ
′
−∆34τ · [{∆
3
4(τ · ψ
′)}φ′(s3) + (τ (s4) · ψ
′(s4))∆
3
4φ
′]
= ∆34φ
′ ·∆34ψ
′
− (∆34τ ·∆
3
4φ
′)(τ (s3) · ψ
′(s3) + τ (s4) ·ψ
′(s4))
− {∆34(τ · ψ
′)}(τ (s4) ·∆
3
4φ
′ +∆34τ · φ
′(s3))
= ∆34φ
′ ·∆34ψ
′
− (∆34τ ·∆
3
4φ
′)(τ (s3) · ψ
′(s3) + τ (s4) ·ψ
′(s4))
− {∆34(τ · φ
′)}{∆34(τ · ψ
′)}.
2. Using Lemma 2.2, we have
δK (f ,φ)[ψ] =
δ(∆f ·∆φ)[ψ]
‖∆f‖2
Rn
+ (∆f ·∆φ)δ
(
1
‖∆f‖2
Rn
)
[ψ]
=
∆ψ ·∆φ
‖∆f‖2
Rn
− 2∆f ·∆φ
K (f ,ψ)
‖∆f‖2
Rn
= K (φ,ψ)− 2K (f ,φ)K (f ,ψ).
Lemma 2.4. δN (τ )[φ] and δ2N (τ )[φ,ψ] can be written as
δN (τ )[φ] =
2∑
i=1
Ri(f )[φ], δ
2
N (τ )[φ,ψ] =
5∑
i=1
Si(f )[φ,ψ],
where
R1(f)[φ] = −2K (f ,φ)N (τ ),
R2(f)[φ] = 2N (τ ,φ
′),
S1(f)[φ,ψ] = −2(K (φ,ψ)− 2K (f ,φ)K (f ,ψ))N (τ ),
S2(f)[φ,ψ] = −K (f ,φ)δN (τ )[ψ]−K (f ,ψ)δN (τ )[φ],
S3(f)[φ,ψ] = −2K (f ,ψ)N (τ ,φ
′)− 2K (f ,φ)N (τ ,ψ′),
S4(f)[φ,ψ] = 2N (φ
′,ψ′),
S5(f)[φ,ψ] = −2N ((τ · φ
′), (τ · ψ′)).
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Proof. By Lemmas 2.2 and 2.3, we have
δN (τ )[φ] = −2K (f ,φ)N (τ )
+
1
2‖∆f‖2
Rn
∫ s1
s2
∫ s1
s2
{δ‖∆34τ‖
2
Rn
[φ]
+ ‖∆34τ‖
2
Rn
(τ (s3) · φ
′(s3) + τ (s4) · φ
′(s4))}ds3ds4
= −2K (f ,φ)N (τ ) +
1
‖∆f‖2
Rn
∫ s1
s2
∫ s1
s2
∆34τ ·∆
3
4φ
′ds3ds4
= −2K (f ,φ)N (τ ) + 2N (τ ,φ′)
=
2∑
i=1
Ri(f )[φ].
Next we calculate δ2N (τ )[φ,ψ]. Firstly, we have
δ2N (τ )[φ,ψ] =
1
2
δ(δN (τ )[φ])[ψ] +
1
2
δ(δN (τ )[ψ])[φ].
By the symmetry with respect to φ andψ, it is sufficient to calculate δ(δN (τ )[φ])[ψ],
for which we first note that
δ(δN (τ )[φ])[ψ] =
2∑
i=1
δ(Ri(f )[φ])[ψ].
Using Lemma 2.3 again, we can show that
δ(R1(f )[φ])[ψ] = −2δK (f ,φ)[ψ]N (τ )− 2K (f ,φ)δN (τ )[ψ]
= −2K (φ,ψ)N (τ ) + 4K (f ,φ)K (f ,ψ)N (τ )
− 2K (f ,φ)δN (τ )[ψ],
and
δ(R2(f)[φ])[ψ] = 2δ(N (τ ,φ
′))[ψ]
= −4K (f ,ψ)N (τ ,φ′)
+
1
‖∆f‖2
Rn
∫ s1
s2
∫ s1
s2
[∆34φ
′ ·∆34ψ
′
− (∆34τ ·∆
3
4φ
′)(τ (s3) ·ψ
′(s3) + τ (s4) ·ψ
′(s4))
− {∆34(τ · φ
′)}{∆34(τ ·ψ
′)}
+ (∆34τ ·∆
3
4φ
′)(τ (s3) ·ψ
′(s3) + τ (s4) ·ψ
′(s4))]ds3ds4
= −4K (f ,ψ)N (τ ,φ′) + 2N (φ′,ψ′)− 2N ((τ · φ′), (τ · ψ′)),
from which the claim follows.
Next, we give expressions of δMα(f )[φ] and δ
2Mα(f )[φ,ψ] in terms of N ,
δN , and δ2N .
Proposition 2.5. δMα(f )[φ] and δ
2Mα(f)[φ,ψ] can be written as
δMα(f )[φ] =
2∑
i=1
Pi(f )[φ], δ
2
Mα(f)[φ,ψ] =
6∑
i=1
Qi(f )[φ,ψ],
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where
P1(f )[φ] = ϕ
′
α(N (τ ))
δN (τ )[φ]
‖∆f‖α
Rn
,
P2(f )[φ] = −
α
2
Mα(f )
δ‖∆f‖2
Rn
[φ]
‖∆f‖2
Rn
,
Q1(f )[φ,ψ] = ϕ
′
α(N (τ ))
δ2N (τ )[φ,ψ]
‖∆f‖α
Rn
,
Q2(f )[φ,ψ] = −
α
2
ϕ′α(N (τ ))
δN (τ )[φ]
‖∆f‖α
Rn
δ‖∆f‖2
Rn
[ψ]
‖∆f‖2
Rn
,
Q3(f )[φ,ψ] = ϕ
′′
α(N (τ ))
δN (τ )[φ]
‖∆f‖
α
2
Rn
δN (τ )[ψ]
‖∆f‖
α
2
Rn
,
Q4(f )[φ,ψ] = −
α
2
δMα(f )[ψ]
δ‖∆f‖2
Rn
[φ]
‖∆f‖2
Rn
,
Q5(f )[φ,ψ] = −
α
2
Mα(f )
δ2‖∆f‖2
Rn
[φ,ψ]
‖∆f‖2
Rn
,
Q6(f )[φ,ψ] =
α
2
Mα(f)
δ‖∆f‖2
Rn
[φ]
‖∆f‖2
Rn
δ‖∆f‖2
Rn
[ψ]
‖∆f‖2
Rn
.
Proof. The assertion for δMα(f ) follows immediately from (2.1) and (2.2).
Regarding δ2Mα(f), we have
δ2Mα(f )[φ,ψ] = δ(δMα(f )[φ])[ψ] =
2∑
i=1
δ(Pi(f)[φ])[ψ],
and
δ(P1(f )[φ])[ψ] = ϕ
′′
α(N (τ ))δN (τ )[ψ]
δN (τ )[φ]
‖∆f‖α
Rn
+ ϕ′α(N (τ ))
δ2N (τ )[φ,ψ]
‖∆f‖α
Rn
−
α
2
ϕ′α(N (τ ))
δN (τ )[φ]δ‖∆f‖2
Rn
[ψ]
‖∆f‖α+2
Rn
= Q3(f )[φ,ψ] + Q1(f )[φ,ψ] + Q2(f )[φ,ψ],
δ(P2(f )[φ])[ψ] = −
α
2
δMα(f )[ψ]
δ‖∆f‖2
Rn
[φ]
‖∆f‖2
Rn
−
α
2
Mα(f )
δ2‖∆f‖2
Rn
[φ,ψ]
‖∆f‖2
Rn
+
α
2
Mα(f)
δ‖∆f‖2
Rn
[φ]δ‖∆f‖2
Rn
[ψ]
‖∆f‖4
Rn
= Q4(f )[φ,ψ] + Q5(f )[φ,ψ] + Q6(f )[φ,ψ].
Plugging Lemma 2.4 and Proposition 2.5 into Theorem 2.1, we obtain the
first and second variational formulae of the (α, p)-O’Hara energies. Since the
expressions are rather lengthy, we omit their explicit formulae here.
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3 Estimates of the first and second variational
formulae
3.1 Strategy
Let f , φ, ψ ∈ W 1+σ,2p(R/LZ,Rn) ∩W 1,∞(R/LZ,Rn), and assume that f is
bi-Lipschitz. By [3], we already know the estimate
‖Mα(f)‖Lp ≤ C. (3.1)
Combining Theorem 2.1 and Ho¨lder’s inequality, if p > 1, we have
‖G1(f)[φ]‖L1 ≤ p‖Mα(f )‖
p−1
Lp ‖δMα(f)[φ]‖Lp ,
‖G2(f)[φ]‖L1 ≤ 2‖Mα(f )‖
p
Lp‖φ
′‖L∞ ,
‖H1(f)[φ,ψ]‖L1 ≤ p‖Mα(f )‖
p−1
Lp ‖δ
2
Mα(f)[φ,ψ]‖Lp ,
‖H2(f)[φ,ψ]‖L1 ≤ p(p− 1)‖Mα(f)‖
p−2
Lp ‖δMα(f )[φ]‖Lp‖δMα(f)[ψ]‖Lp ,
‖H3(f)[φ,ψ]‖L1 ≤ 2‖G1(f)[φ]‖L1‖ψ
′‖L∞,
‖H4(f)[φ,ψ]‖L1 ≤ 2‖G1(f)[ψ]‖L1‖φ
′‖L∞,
‖H5(f)[φ,ψ]‖L1 ≤ 6‖Mα(f )‖
p
Lp‖φ
′‖L∞‖ψ
′‖L∞ ,
‖H6(f)[φ,ψ]‖L1 ≤ 4‖Mα(f )‖
p
Lp‖φ
′‖L∞‖ψ
′‖L∞ .
Hence, if there exists C = C(f) > 0 such that
‖δMα(f )[φ]‖Lp ≤ C‖φ
′‖Wσ,2p∩L∞ ,
‖δ2Mα(f )[φ,ψ]‖Lp ≤ C‖φ
′‖Wσ,2p∩L∞‖ψ
′‖Wσ,2p∩L∞ ,
(3.2)
then the desired L1-estimates for G(α,p)(f) and H(α,p)(f ) follow.
Next we observe that since ‖∆f‖Rn ≤ D(f) holds, and using the bi-Lipschitz
estimate, we deduce that there exists C˜ = C˜(f ) > 0 such that 0 ≤ N (τ ) ≤ C˜.
Hence, we have
|ϕ(j)α (N (τ ))| ≤ max
t∈[0,C˜]
|ϕ(j)α (t)| <∞
for j = 0, 1, 2. By Proposition 2.5, Ho¨lder’s inequality, and (3.1), we can show
(3.2) if there exists C = C(f ) > 0 such that∥∥∥∥δN (τ )[φ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C‖φ′‖Wσ,2p∩L∞ ,∥∥∥∥δ2N (τ )[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C‖φ′‖Wσ,2p∩L∞‖ψ
′‖Wσ,2p∩L∞ ,∥∥∥∥δ‖∆f‖2Rd [φ]‖∆f‖2
Rn
∥∥∥∥
L∞
≤ C‖φ′‖L∞ ,∥∥∥∥δ2‖∆f‖2Rd [φ,ψ]‖∆f‖2
Rn
∥∥∥∥
L∞
≤ C‖φ′‖L∞‖ψ
′‖L∞ .
Similarly, to obtain the desired L∞-estimates and continuity, it suffices to con-
sider the corresponding properties of
δN (τ )[φ]
‖∆f‖α
Rn
,
δ2N (τ )[φ,ψ]
‖∆f‖α
Rn
,
δ‖∆f‖2
Rd
[φ]
‖∆f‖2
Rn
,
δ2‖∆f‖2
Rd
[φ,ψ]
‖∆f‖2
Rn
. (3.3)
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3.2 Estimates and continuity of the quantities in (3.3)
As we can see from Lemma 2.4, δN (τ )[φ] and δN (τ )[φ,ψ] may be expressed
in terms of N (u,v) and K (u,v). First, we discuss N (u,v).
Lemma 3.1. Assume that f is bi-Lipschitz. Then, the following properties
hold.
1. Let α ∈ (0,∞) and p ∈ [1,∞) satisfy 2 ≤ αp < 2p + 1. If u, v ∈
W σ,2p(R/LZ,Rd), then there exists C = C(f ) > 0 such that∥∥∥∥N (u,v)‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C[u]Wσ,2p [v]Wσ,2p .
2. Let 0 < β ≤ 1. If u, v ∈ C0,β(R/LZ,Rd), then there exists C = C(f ) > 0
such that ∥∥∥∥D(f)α−2β N (u,v)‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C[u]C0,β [v]C0,β .
3. Let 0 < β ≤ 1. If u, v ∈ Xβ(R/LZ,Rd), then for s ∈ R/LZ,
lim
(s1,s2)→(s,s)
|∆s|α−2β
N (u,v)
‖∆f‖α
Rn
=


0 (0 < β < 1),
1
12
u′(s) · v′(s) (β = 1)
holds.
Proof. 1. By Ho¨lder’s inequality and the bi-Lipschitz continuity of f , we
have∥∥∥∥N (u,v)‖∆f‖α
Rn
∥∥∥∥
p
Lp
=
1
2p
∫
R/LZ
∫ s2+L2
s2−
L
2
1
‖∆f‖αp+2p
Rn
∣∣∣∣
∫ s1
s2
∫ s1
s2
∆34u ·∆
3
4vds3ds4
∣∣∣∣
p
ds1ds2
≤ C
∫
R/LZ
∫ s2+L2
s2−
L
2
1
|∆s|αp+2
∫ s1
s2
∫ s1
s2
‖∆34u‖
p
Rd
‖∆34v‖
p
Rd
ds3ds4ds1ds2
= (†).
We change variables
t1 = s1 − s2, t2 = s2, s3 = t2 + t1t3, s4 = t2 + t1t4
in (†). Then, we obtain
(†) = C
∫
R/LZ
∫ L
2
−L
2
1
|t1|αp
×
∫ 1
0
∫ 1
0
‖u(t2+t1t3)−u(t2+t1t4)‖
p
Rd
‖v(t2+t1t3)−v(t2+t1t4)‖
p
Rd
dt3dt4dt1dt2
= (‡).
We use Fubini’s theorem and change variables
w1 = (t3 − t4)t1, w2 = t2 + t1t4
12
in (‡). Then, we obtain
(‡) = C
∫ 1
0
∫ 1
0
∫ L
2
−L
2
∫
R/LZ
1
|t1|αp
× ‖u(t2 + t1t3)− u(t2 + t1t4)‖
p
Rd
‖v(t2 + t1t3)− v(t2 + t1t4)‖
p
Rd
dt2dt1dt3dt4
= C
∫ 1
0
∫ 1
0
∫ L
2
|t3−t4|
−L
2
|t3−t4|
∫
R/LZ
1
|w1|αp
|t3 − t4|
αp−1
× ‖u(w1 + w2)− u(w2)‖
p
Rd
‖v(w1 + w2)− v(w2)‖
p
Rd
dw1dw2dt3dt4
≤ C
∫
R/LZ
∫ L
2
−L
2
‖u(w1 + w2)− u(w2)‖
p
Rd
|w1|
αp
2
‖v(w1 + w2)− v(w2)‖
p
Rd
|w1|
αp
2
dw1dw2
≤ C[u]pWσ,2p [v]
p
Wσ,2p ,
by Ho¨lder’s inequality, and the claim holds.
2. Without loss of generality, we assume that s1, s2 ∈ R/LZ satisfy 0 <
|∆s| < L/2. Then, we have∣∣∣∣|∆s|α−2β N (u,v)‖∆f‖α
Rn
∣∣∣∣ ≤ C|∆s|−2β−2
∫ s1
s2
∫ s1
s2
‖∆34u‖Rd‖∆
3
4v‖Rdds3ds4
≤ C|∆s|−2
∫ s1
s2
∫ s1
s2
‖∆34u‖Rd
|∆34s|
β
‖∆34v‖Rd
|∆34s|
β
ds3ds4
≤ C[u′]C0,β [v
′]C0,β .
3. First, we consider the case where 0 < β < 1, i.e. u, v ∈ h0,β(R/LZ,Rd).
As is well known, the little Ho¨lder space h0,β is characterized as
h0,β(R/LZ,Rd) =
{
u ∈ C0,β(R/LZ,Rd)
∣∣∣∣ limR→+0[u]C0,β ,R = 0
}
,
where
[u]C0,β ,R = sup
s1,s2∈R/LZ
0<|∆s|<R
‖∆u‖Rd
|∆s|β
.
For R > 0, let s1, s2 ∈ R/LZ satisfy 0 < |∆s| < R. Then, we have∣∣∣∣|∆s|α−2β N (u,v)‖∆f‖α
Rn
∣∣∣∣ ≤ C[u]C0,β ,R[v]C0,β ,R. (3.4)
Taking lim sup on left-hand side in (3.4), we have
lim sup
(s1,s2)→(s,s)
∣∣∣∣|∆s|α−2β N (u,v)‖∆f‖α
Rn
∣∣∣∣ ≤ C[u]C0,β ,R[v]C0,β ,R.
Taking R→ +0 on right-hand side, we obtain
lim
(s1,s2)→(s,s)
|∆s|α−2β
N (u,v)
‖∆f‖α
Rn
= 0.
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Next, we assume u, v ∈ C1. If s5, s6 ∈ R/LZ are such that ‖(s5, s6) −
(s, s)‖R2 is sufficiently small, we can take ε > 0 arbitrarily such that
‖u′(s5)−u
′(s)‖Rd ≤
ε
2(‖v′‖L∞ + 1)
, ‖v′(s6)−v
′(s)‖Rd ≤
ε
2(‖u′‖L∞ + 1)
.
Then, using the fact that∫ s1
s2
∫ s1
s2
∫ s3
s4
∫ s3
s4
ds5ds6ds3ds4 =
1
6
|∆s|2,
we have∣∣∣∣ 1|∆s|4
∫ s1
s2
∫ s1
s2
∫ s3
s4
∫ s3
s4
u′(s5) · v
′(s6)ds5ds6ds3ds4 −
1
6
u′(s) · v′(s)
∣∣∣∣
≤
1
|∆s|4
∫ s1
s2
∫ s1
s2
∫ s3
s4
∫ s3
s4
|u′(s5) · v
′(s6)− u
′(s) · v′(s)|ds5ds6ds3ds4
≤
1
|∆s|4
∫ s1
s2
∫ s1
s2
∫ s3
s4
∫ s3
s4
(‖u′(s5)‖Rd‖v
′(s6)− v
′(s)‖Rd
+ ‖v′(s)‖Rd‖u
′(s5)− u
′(s)‖Rd)ds5ds6ds3ds4
≤ ε.
Hence, we have
lim
(s1,s2)→(s,s)
1
|∆s|4
∫ s1
s2
∫ s1
s2
∫ s3
s4
∫ s3
s4
u′(s5) · v
′(s6)ds5ds6ds3ds4
=
1
6
u′(s) · v′(s).
Using this and
lim
(s1,s2)→(s,s)
|∆s|
‖∆f‖Rn
=
1
‖τ (s)‖Rn
= 1,
we obtain
|∆s|α−2
N (u,v)
‖∆f‖α
Rn
=
1
2
|∆s|α+2
‖∆f‖α+2
Rn
1
|∆s|4
∫ s1
s2
∫ s1
s2
∫ s3
s4
∫ s3
s4
u′(s5) · v
′(s6)ds5ds6ds3ds4
→
1
12
u′(s) · v′(s) as (s1, s2)→ (s, s).
Since the function K (u,v) fulfills
|K (u,v)| ≤ C‖u′‖L∞‖v
′‖L∞ , lim
(s1,s2)→(s,s)
K (u,v) = u′(s) · v′(s),
we obtain estimates and continuity of
δ‖∆f‖2
Rn
[φ]
‖∆f‖2
Rn
and
δ2‖∆f‖2
Rn
[φ,ψ]
‖∆f‖2
Rn
from
Lemma 2.2 as follows.
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Lemma 3.2. 1. Assume that f , φ, ψ ∈ W 1,∞(R/LZ,Rn) and f is bi-
Lipschitz. Then, there exists C = C(f ) > 0 such that∥∥∥∥δ‖∆f‖2Rn [φ]‖∆f‖2
Rn
∥∥∥∥
L∞
≤ C‖φ′‖L∞ ,
∥∥∥∥δ2‖∆f‖2Rn [φ,ψ]‖∆f‖2
Rn
∥∥∥∥
L∞
≤ C‖φ′‖L∞‖ψ
′‖L∞ .
2. If f , φ, ψ ∈ C1(R/LZ,Rn), then it follows that
lim
(s1,s2)→(s,s)
δ‖∆f‖2
Rn
[φ]
‖∆f‖2
Rn
= τ (s) · φ′(s),
lim
(s1,s2)→(s,s)
δ2‖∆f‖2
Rn
[φ,ψ]
‖∆f‖2
Rn
= φ′(s) · ψ′(s)
for s ∈ R/LZ.
To deal with S5(f), we need estimates for τ ·φ
′. The proof is easy, therefore
we omit the details.
Lemma 3.3. Assume that f is bi-Lipschitz. Then, the following properties
hold.
1. Let α ∈ (0,∞) and p ∈ [1,∞) satisfy 2 ≤ αp < 2p + 1. If f , φ ∈
W 1+σ,2p(R/LZ,Rn) ∩W 1,∞(R/LZ,Rd), then there exists C = C(f ) > 0
such that
[(τ · φ′)]Wσ,2p ≤ C(‖τ‖L∞ [φ
′]Wσ,2p + [τ ]Wσ,2p‖φ
′‖L∞).
2. Let 0 < β ≤ 1. If f , φ ∈ C1,β(R/LZ,Rn), then it holds that
[(τ · φ′)]C0,β ≤ ‖τ‖L∞ [φ
′]C0,β + [τ ]C0,β‖φ
′‖L∞ .
3. Let 0 < β ≤ 1. If τ , φ′ ∈ Xβ(R/LZ,Rn), then (τ · φ′) ∈ Xβ(R/LZ,R).
Moreover, if f , φ ∈ C2(R/LZ,Rn), then it holds that
d
ds
(τ (s) · φ′(s)) = κ(s) · φ′(s) + τ (s) · φ′′(s)
for s ∈ R/LZ.
3.3 Proof of Theorem 1.1
In this subsection we complete the proof of Theorem 1.1 combining the facts
in previous subsection. First, we show the L1-estimates of the first and second
variational formulae for M(α,p)(f ). Using the expression of the first and second
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variational formulae for N (τ ) in Lemma 2.4, it follows that∥∥∥∥R1(f )[φ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C‖φ′‖L∞ ,∥∥∥∥R2(f )[φ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C[φ′]Wσ,2p ,∥∥∥∥S1(f )[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C‖φ′‖L∞‖ψ
′‖L∞ ,∥∥∥∥S2(f )[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C{‖φ′‖L∞(‖ψ
′‖L∞ + [ψ
′]Wσ,2p) + ‖ψ
′‖L∞(‖φ
′‖L∞ + [φ
′]Wσ,2p)},∥∥∥∥S3(f )[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C(‖ψ′‖L∞ [φ
′]Wσ,2p + ‖φ
′‖L∞ [ψ
′]Wσ,2p),∥∥∥∥S4(f )[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C[φ′]Wσ,2p [ψ
′]Wσ,2p ,∥∥∥∥S5(f )[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C([φ′]Wσ,2p + ‖φ
′‖L∞)([ψ
′]Wσ,2p + ‖ψ
′‖L∞)
by Lemmas 3.1 and 3.3. Hence, from these estimates and Lemma 3.2, we obtain∥∥∥∥δN (τ )[φ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C‖φ′‖Wσ,2p∩L∞∥∥∥∥δN (τ )[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
Lp
≤ C‖φ′‖Wσ,2p∩L∞‖ψ
′‖Wσ,2p∩L∞ ,
and L1-estimates for G(α,p)(f ) and H(α,p)(f).
Next, we consider L∞-estimates of M(α,p)(f ), G(α,p)(f ), and H(α,p)(f ) with
the weight |∆s|α−2β . We assume that f , φ, ψ ∈ C1,β and s1, s2 ∈ R/LZ satisfy
0 < |∆s| < L/2. Because we have
1− xα ≤
(α
2
+ 1
)
(1− x2)
for all x ∈ [0, 1], it follows that
|∆s|α−2βMα(f ) ≤ C
1
|∆s|2β
(
1−
‖∆f‖α
Rn
|∆s|α
)
≤ C
1
|∆s|2β
(
1−
‖∆f‖2
Rn
|∆s|2
)
≤ C
1
|∆s|2β+2
∫ s1
s2
∫ s1
s2
‖∆34τ‖
2
Rn
ds3ds4
≤ C. (3.5)
16
Moreover, by Lemmas 3.1–3.3, we have∥∥∥∥|∆s|α−2β R1(f )[φ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C‖φ′‖L∞ ,∥∥∥∥|∆s|α−2β R2(f )[φ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C[φ′]C0,β ,∥∥∥∥|∆s|α−2β S1(f)[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C‖φ′‖L∞‖ψ
′‖L∞ ,∥∥∥∥|∆s|α−2β S2(f)[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C{‖φ′‖L∞(‖ψ
′‖L∞ + [ψ
′]C0,β ) + ‖ψ
′‖L∞(‖φ
′‖L∞ + [φ
′]C0,β )},∥∥∥∥|∆s|α−2β S3(f)[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C(‖ψ′‖L∞ [φ
′]C0,β + ‖φ
′‖L∞ [ψ
′]C0,β ),∥∥∥∥|∆s|α−2β S4(f)[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C[φ′]C0,β [ψ
′]C0,β ,∥∥∥∥|∆s|α−2β S5(f)[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C([φ′]C0,β + ‖φ
′‖L∞)([ψ
′]C0,β + ‖ψ
′‖L∞).
Therefore, we obtain∥∥∥∥|∆s|α−2β δN (τ )[φ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C‖φ′‖C0,β∥∥∥∥|∆s|α−2β δ2N (τ )[φ,ψ]‖∆f‖α
Rn
∥∥∥∥
L∞
≤ C‖φ′‖C0,β‖ψ
′‖C0,β ,
and the L∞-estimates for M(α,p)(f), G(α,p)(f), and H(α,p)(f ) with the weight
|∆s|α−2β .
Lastly, we consider the continuity. Because continuity on the outside of the
diagonal set is clear, we consider the property on the diagonal set. First, we
assume f , φ, ψ ∈ h1,β with 0 < β < 1, and f is bi-Lipschitz. Let R > 0 be
sufficiently small. In a similar manner to the proof of (3.5), it holds that
|∆s|α−2βMα(f ) ≤ C˜[τ ]C0,β ,R
for 0 < |∆s| < R, and therefore
lim
(s1,s2)→(s,s)
|∆s|α−2βMα(f) = 0,
where C˜ is a positive constant depending only on α, p, and Cb. Moreover, by
Lemma 3.1, we have
lim
(s1,s2)→(s,s)
∣∣∣∣|∆s|α−2β Ri(f )[φ]‖∆f‖α
Rn
∣∣∣∣ = 0, (i = 1, 2),
lim
(s1,s2)→(s,s)
∣∣∣∣|∆s|α−2β Si(f )[φ,ψ]‖∆f‖α
Rn
∣∣∣∣ = 0, (i = 1, . . . , 5).
Considering Lemma 3.2, we obtain the desired continuity when f , φ, ψ ∈ h1,β
with 0 < β < 1.
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Next, we consider the case where β = 1. We denote the curvature vector of
f by κ, i.e. κ = f ′′. Using Lemma 3.1 and L’Hospital’s theorem, we have
|∆s|α−2Mα(f) = |∆s|
α−2ϕα(N (τ ))
‖∆f‖α
Rn
= |∆s|α−2
ϕ2(N (τ ))
‖∆f‖α
Rn
ϕα(N (τ ))
ϕ2(N (τ ))
= |∆s|α−2
N (τ )
‖∆f‖α
Rn
1
1 + N (τ )
ϕα(N (τ ))
ϕ2(N (τ ))
→
α
24
‖κ(s)‖2
Rn
as (s1, s2)→ (s, s).
Similarly, it follows that
|∆s|α−2
R1(f)[φ]
‖∆f‖α
Rn
→ −
1
6
τ (s) · φ′(s)‖κ(s)‖2
Rn
,
|∆s|α−2
R2(f)[φ]
‖∆f‖α
Rn
→
1
6
κ(s) · φ′′(s),
|∆s|α−2
S1(f)[φ,ψ]
‖∆f‖α
Rn
→ −
1
6
{φ′(s) ·ψ′(s)− (τ (s) · φ′(s))(τ (s) ·ψ′(s))}‖κ(s)‖2
Rn
,
|∆s|α−2
S2(f)[φ,ψ]
‖∆f‖α
Rn
→
1
6
(τ (s) · φ′(s))(κ(s) · ψ′′(s)− τ (s) ·ψ′(s)‖κ(s)‖2
Rn
)
+
1
6
(τ (s) · ψ′(s))(κ(s) · φ′′(s)− τ (s) · φ′(s)‖κ(s)‖2
Rn
),
|∆s|α−2
S3(f)[φ,ψ]
‖∆f‖α
Rn
→ −
1
6
(τ (s) ·ψ′(s))(κ(s) · φ′′(s))−
1
6
(τ (s) · φ′(s))(κ(s) ·ψ′′(s)),
|∆s|α−2
S4(f)[φ,ψ]
‖∆f‖α
Rn
→
1
6
φ′′(s) ·ψ′′(s),
|∆s|α−2
S5(f)[φ,ψ]
‖∆f‖α
Rn
→ −
1
6
{(τ (s) · φ′′(s)) + (φ′(s) · κ(s))}{(τ (s) ·ψ′′(s)) + (ψ′(s) · κ(s))}
as (s1, s2)→ (s, s). Hence, the desired continuity holds when f , φ, ψ ∈ C
2.
This completes the proof of Theorem 1.1. 
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