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Abstract
We characterize real functions f on an interval (−α, α) for which the entrywise matrix
function [aij ] 7→ [f(aij)] is positive, monotone and convex, respectively, in the positive
semidefiniteness order. Fractional power functions are exemplified and related weak ma-
jorizations are shown.
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Introduction
There are two important notions of order for matrices; one is the order induced by positive
semidefiniteness and the other is that induced by the positive cone of entrywise nonnegative
matrices. On the other hand, there are two ways in applying functions (defined on an interval)
to matrices, the usual functional calculus A 7→ f(A) and the entrywise calculus A 7→ f [A]. In
this way, one may take the following four combinations to study monotonicity or convexity for
matrix functions:
• functional calculus and positive semidefiniteness,
• functional calculus and entrywise positivity,
• entrywise calculus and positive semidefiniteness,
• entrywise calculus and entrywise positivity.
The last situation is trivial; it has nothing to do with matrices. The first situation is most
standard and most important in matrix theory. We have a well-developed theory of operator
monotone and operator convex functions initiated by Lo¨wner; a comprehensive exposition on
the subject is found in [3]. The second one was treated by Hansen [6], and the third one is the
subject of the present paper.
1Partially supported by Grant-in-Aid for Scientific Research (B)17340043.
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In [5] FitzGerald and Horn considered entrywise fractional power (i.e., fractional Hadamard
or Schur power) A(p) := [apij] for numbers p > 0 and for positive semidefinite and entrywise
nonnegative matrices A = [aij ]. They characterized the numbers p for which A
(p) ≥ 0 (positive
semidefinite) for all entrywise nonnegative A ≥ 0 and those p for which A(p) ≥ B(p) for all
entrywise nonnegative A ≥ B ≥ 0. These are typical results in the third situation mentioned
above, motivating us to consider the same problem in more general settings.
In this paper we treat a real function on an open interval (−α,α) with 0 < α ≤ ∞. For
a Hermitian complex matrix A whose eigenvalues are in (−α,α) let f(A) denote the usual
functional calculus of A by f . On the other hand, for a real matrix A = [aij ] whose entries
are all in (−α,α) we write f [A] for the matrix obtained by applying f entrywise to A, i.e.,
f [A] = [f(aij)]. Let Mn(R) denote the set of n × n real matrices. We say that f is S-positive
if f [A] ≥ 0 (positive semidefinite) for every A ≥ 0 in Mn(R) of any n with entries in (−α,α),
and that f is S-monotone if f [A] ≥ f [B] (in the order of positive semidefiniteness) for every
A ≥ B ≥ 0 in Mn(R) of any n with all entries in (−α,α). Moreover, f is said to be S-convex
if A 7→ f [A] satisfies the convexity property for every pair A ≥ B ≥ 0 as above. The main
aim of this paper is to completely characterize these three classes of functions on the interval
(−α,α). But we also discuss the three classes for each fixed order n.
In [6] a real function f on (−α,α) was said to be m-positive, m-monotone and m-convex
if it satisfies the properties similar to, respectively, those of S-positive, S-monotone and S-
convex functions in the second situation mentioned above, i.e., in the setting of the usual
functional calculus f(A) and the order of entrywise positivity. Rather surprisingly, Hansen’s
characterization in [6] is completely the same as ours in Theorem 4.1; thus the classes of m-
positive, m-monotone and m-convex functions on (−α,α) coincide with, respectively, those of
S-positive, S-monotone and S-convex functions on (−α,α). Here it should be remarked that
the whole structure of our proof of Theorem 4.1 is somewhat similar to that in [6] though there
are many differences between the details of the two proofs.
The paper is organized as follows. The precise definitions of S-positive, S-monotone and
S-convex functions together with those for each fixed order n are presented in Section 1. In
Section 2 we then obtain complete characterizations of the three classes of the first non-trivial
order n = 2 as well as some necessary conditions for those of the next order n = 3. These
discussions in lower order cases are indispensable in proving our main theorem. In Section 3 we
demonstrate several relations among the three classes of order n when n varies. For instance,
we show that S-positive of order 2n implies S-monotone of order n and S-monotone of order
2n implies S-convex of order n. With some preparations in Sections 2 and 3 the main theorem
(Theorem 4.1) is proven in Section 4. Next in Section 5 we deal with examples of fractional
power functions and slightly extend the results in [5] mentioned above. Finally in Section 6 we
obtain related weak majorizations involving entrywise matrix functions.
1 Definitions
The set of complex n× n matrices is denoted by Mn(C), and that of real n× n matrices is by
Mn(R). The symbol J stands for the n×n matrix with all entries equal to 1 (i.e., the identity
matrix for the Schur product) while I is the usual n × n identity matrix. For A ∈ Mn(C),
A ≥ 0 means that A is positive semidefinite. For Hermitian A,B ∈ Mn(C) (in particular, for
symmetric A,B ∈Mn(R)), A ≥ B means A−B ≥ 0. Throughout the paper we fix any α with
0 < α ≤ ∞. For a real function f on the open interval (−α,α) and for a matrix A = [aij ] in
2
Mn(R) such that aij ∈ (−α,α) for all 1 ≤ i, j ≤ n, we write f [A] for the matrix obtained by
applying f to all entries of A, i.e.,
f [A] := [f(aij)].
Definition 1.1. For a real function f on (−α,α) and for n ∈ N, we introduce the following
three notions:
(i) f is S-positive (or Schur positive ) of order n if
f [A] ≥ 0
for all A ≥ 0 in Mn(R) with entries in (−α,α).
(ii) f is S-monotone (or Schur monotone ) of order n if
A ≥ B ≥ 0 =⇒ f [A] ≥ f [B]
for all symmetric A,B ∈Mn(R) with entries in (−α,α).
(iii) f is S-convex (or Schur convex ) of order n if
A ≥ B ≥ 0 =⇒ f [λA+ (1− λ)B] ≤ λf [A] + (1− λ)f [B], 0 ≤ λ ≤ 1
for all symmetric A,B ∈Mn(R) with entries in (−α,α).
We denote by S
(n)
pos(−α,α), S(n)mono(−α,α) and S(n)conv(−α,α) the classes of all real functions on
(−α,α) which are respectively S-positive, S-monotone and S-convex of order n. Moreover,
when f is S-positive (resp., S-monotone, S-convex) of all order n, we say that f is S-positive
(resp., S-monotone, S-convex).
It is obvious that each class of S
(n)
pos(−α,α), S(n)mono(−α,α) and S(n)conv(−α,α) becomes smaller
as n increases. The classes S
(1)
pos(−α,α), S(1)mono(−α,α) and S(1)conv(−α,α) are the sets of real
functions on (−α,α) which are nonnegative, non-decreasing and convex, respectively, on [0, α)
in usual sense as real functions with no requirement on f |(−α,0). Also it is clear that if f is
S-monotone of order n and f(0) ≥ 0, then f is S-positive of order n.
One might consider the condition A ≥ B ≥ 0 in the above definitions (ii) and (iii) too re-
strictive when these definitions are compared with those of operator monotonicity and operator
convexity. However, the next proposition shows that this restriction is necessary when we treat
entrywise matrix functions [aij] 7→ [f(aij)].
Proposition 1.2. Let f be a real function on (−α,α).
(1) If A ≥ B implies f [A] ≥ f [B] for all symmetric A,B ∈ M2(R) with entries in (−α,α),
then f is affine on (−α,α).
(2) If f [λA+ (1− λ)B] ≤ λf [A] + (1− λ)f [B] for all 0 ≤ λ ≤ 1 and all symmetric A,B ≥ 0
in M2(R) with entries in (−α,α), then f is affine on (−α,α).
Proof. (1) We may assume f(0) = 0 by taking f − f(0) instead of f . The assumption of (1)
obviously implies that f is non-decreasing on (−α,α); so f(x) ≥ 0 for 0 ≤ x < α and f(x) ≤ 0
for −α < x ≤ 0. Let 0 ≤ a < α and 0 < λ < 1. Since[
a λa
λa a
]
≥
[
(1− λ)a 0
0 (1− λ)a
]
,
[
λa (1− λ)a
(1− λ)a λa
]
≥
[
0 a
a 0
]
,
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we get [
f(a) f(λa)
f(λa) f(a)
]
≥
[
f((1− λ)a) 0
0 f((1− λ)a)
]
,
[
f(λa) f((1− λ)a)
f((1− λ)a) f(λa)
]
≥
[
0 f(a)
f(a) 0
]
.
From these we obtain f(a) = f(λa) + f((1 − λ)a), which means that f is affine on [0, α).
Furthermore, since
[
a −a
−a a
]
≥ 0 and
[−a a
a −a
]
≤ 0, we have
[
f(a) f(−a)
f(−a) f(a)
]
≥ 0 and[−f(−a) −f(a)
−f(a) −f(−a)
]
≥ 0. These imply that f(−a) = −f(a) for all a ∈ [0, α). So f is affine on
(−α,α).
(2) Let 0 < a < α and s, t ∈ [−a, a]. Since
[
a s
s a
]
,
[
a t
t a
]
≥ 0, the assumption of (2)
implies that for every 0 < λ < 1[
f(a) f(λs+ (1− λ)t)
f(λs+ (1− λ)t) f(a)
]
≤
[
f(a) λf(s) + (1− λ)f(t)
λf(s) + (1− λ)f(t) f(a)
]
and so we obtain f(λs+ (1− λ)t) = λf(s) + (1− λ)f(t). Hence f is affine on (−α,α).
Example 1.3. For each k ∈ N consider the function f(x) = xk on R and write A(k) := f [A]
for this f , that is, A(k) stands for the Schur product A ◦ · · · ◦ A (k-fold). If A ≥ B ≥ 0 in
Mn(R), then the well-known Schur theorem gives A
(k) ≥ B(k). So f(x) = xk is S-monotone
(hence S-positive). This is the reason why we use the term “Schur positive,” etc. Furthermore,
f(x) = xk is S-convex. This is trivial when k = 1. Assuming the S-convexity of xk, for
A ≥ B ≥ 0 and 0 ≤ λ ≤ 1 we have
(λA+ (1− λ)B)(k+1) ≤ (λA+ (1− λ)B) ◦ (λA(k) + (1− λ)B(k))
= λA(k+1) + (1− λ)B(k+1) − λ(1− λ)(A−B) ◦ (A(k) −B(k))
≤ λA(k+1) + (1− λ)B(k+1)
by repeated use of the Schur theorem. Hence we get the S-convexity of xk+1 as well. Conse-
quently, when f has a series expansion f(x) =
∑∞
k=0 αkx
k with radius r > 0 of convergence,
the function f on (−r, r) is
(i) S-positive if αk ≥ 0 for all k ≥ 0,
(ii) S-monotone if αk ≥ 0 for all k ≥ 1,
(iii) S-convex if αk ≥ 0 for all k ≥ 2.
The main result shown in the present paper is that the sufficient conditions in the above
(i)–(iii) are even necessary, that is, the functions given above actually exhaust the S-positive,
S-monotone and S-convex functions, respectively.
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2 Lower order cases
The aim of this section is to give concrete descriptions of functions in the classes S
(n)
pos(−α,α),
S
(n)
mono(−α,α) and S(n)conv(−α,α) in the lower order cases n = 2 and n = 3. This is the first task
to be done toward the goal of our characterization problem.
Let f be a nonnegative real function f on the open interval (0, α). We say that f is
√
-
submultiplicative if
f(
√
st) ≤
√
f(s)f(t) for all s, t ∈ (0, α).
The class of non-decreasing and
√
-submultiplicative functions on (0, α) is described as follows.
Lemma 2.1. For a nonnegative function f on (0, α) the following conditions are equivalent:
(a) f is non-decreasing and
√
-submultiplicative;
(b) f is non-decreasing, continuous and
√
-submultiplicative;
(c) f is identically zero, or else there is a non-decreasing convex function g on (−∞, log α)
such that f(t) = exp g(log t) for all t ∈ (0, α).
Proof. It is straightforward to see that (c) ⇒ (b) ⇒ (a). To prove (a) ⇒ (c), let f be a
non-decreasing and
√
-submultiplicative function on (0, α) which is not identically zero. It
is easily seen that f(t) > 0 for all t ∈ (0, α). For every t ∈ (0, α) and 0 < ε ≤ t/5, since
t+ ε ≤
√
(t+ 4ε)(t− ε), we get
f(t+ ε) ≤ f(
√
(t+ 4ε)(t − ε)) ≤
√
f(t+ 4ε)f(t− ε).
Letting εց 0 gives
lim
s→t+0
f(s) ≤ lim
s→t−0
f(s),
which implies the continuity of f at t. Now define a function g on (−∞, log α) by g(x) =
log f(ex) for −∞ < x < log α so that f(t) = exp g(log t) for 0 < t < α. Then g is non-
decreasing and continuous on (−∞, log α) as so is f on (0, α). The √ -submultiplicativity and
the continuity of f imply the convexity of g, and hence (c) follows.
We denote by Φ(0, α) the set of all nonnegative functions on (0, α) satisfying the equivalent
conditions (a)–(c) in Lemma 2.1.
Proposition 2.2. For a real function f on (−α,α), f ∈ S(2)pos(−α,α) if and only if f |(0,α) ∈
Φ(0, α), 0 ≤ f(0) ≤ f(0+) (:= limtց0 f(t)) and |f(−t)| ≤ f(t) for all 0 < t < α.
Proof. Assume f ∈ S(2)pos(−α,α). If 0 ≤ t < s < α, then
[
s t
t s
]
≥ 0 implies
[
f(s) f(t)
f(t) f(s)
]
≥ 0,
so 0 ≤ f(t) ≤ f(s). Hence f is nonnegative and non-decreasing on [0, α). For all s, t ∈ (0, α),
since
[
s
√
st√
st t
]
≥ 0, we get
[
f(s) f(
√
st)
f(
√
st) f(t)
]
≥ 0 and so f(√st) ≤
√
f(s)f(t), i.e., f is
√
-submultiplicative on (0, α). Moreover, for 0 < t < α, we get
[
f(t) f(−t)
f(−t) f(t)
]
≥ 0 so that
|f(−t)| ≤ f(t).
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Conversely assume that f satisfies the conditions stated in the proposition. Let
[
a c
c b
]
≥ 0
in M2(R) with a, b, c ∈ (−α,α); then a, b ≥ 0 and c2 ≤ ab. If c = 0, then
[
f(a) f(0)
f(0) f(b)
]
≥ 0
since 0 ≤ f(0) ≤ f(a), f(b). If c 6= 0, then a, b > 0 and f(c)2 ≤ f(|c|)2 ≤ f(
√
ab)2 ≤ f(a)f(b),
so
[
f(a) f(c)
f(c) f(b)
]
≥ 0. Hence f ∈ S(2)pos(−α,α).
We denote by Ψ(1)(−α,α) the set of all measurable real functions f on (−α,α) such that
f |(0,α) ∈ Φ(0, α) and |f(−t)| ≤ f(t) for a.e. t ∈ (0, α) (with respect to the Lebesgue measure).
Moreover, let Ψ(2)(−α,α) denote the set of all continuous functions f on (−α,α) which is
differentiable on (0, α) and differentiable a.e. on (−α, 0) with f ′ ∈ Ψ(1)(−α,α). In other words,
f ∈ Ψ(2)(−α,α) if and only if there exists g ∈ Ψ(1)(−α,α) such that
f(t)− f(0) =
∫ t
0
g(s) ds for − α < t < α.
Proposition 2.3. S
(2)
mono(−α,α) = Ψ(2)(−α,α).
Proof. Assume f ∈ S(2)mono(−α,α). We may and do assume f(0) = 0 by taking f − f(0) instead
of f . First note that f ∈ S(2)pos(−α,α) and hence f is continuous on (0, α) by Proposition 2.2. For
every 0 < t < s < α, since
[
s t
t s
]
≥
[
s+t
2
s+t
2
s+t
2
s+t
2
]
≥ 0, we get
[
f(s) f(t)
f(t) f(s)
]
≥
[
f(s+t2 ) f(
s+t
2 )
f(s+t2 ) f(
s+t
2 )
]
.
By multiplying
[
1 1
0 0
]
from the left and
[
1 0
1 0
]
from the right this implies f(s+t2 ) ≤ f(s)+f(t)2 .
Hence f is convex on (0, α); so it is right-differentiable on (0, α) so that the right-derivative f ′+
is non-decreasing on (0, α). For each a, b, c ∈ (0, α) with c2 ≤ ab and for ε > 0 small enough,
since
[
a+ ε c+ ε
c+ ε b+ ε
]
≥
[
a c
c b
]
≥ 0, we get
[
f(a+ε)−f(a)
ε
f(c+ε)−f(c)
ε
f(c+ε)−f(c)
ε
f(b+ε)−f(b)
ε
]
≥ 0. Letting εց 0 gives[
f ′+(a) f
′
+(c)
f ′+(c) f
′
+(b)
]
≥ 0 so that f ′+(c)2 ≤ f ′+(a)f ′+(b), i.e., f ′+ is
√
-submultiplicative on (0, α).
Hence Lemma 2.1 implies that f ′+ is continuous on (0, α) and so f is differentiable on (0, α)
with f ′|(0,α) ∈ Φ(0, α). Let a ∈ (0, α) and 0 < ε < α − a. Since
[
a+ ε a
a a
]
≥
[
ε 0
0 0
]
≥ 0,
we have
[
f(a+ ε) f(a)
f(a) f(a)
]
≥
[
f(ε) 0
0 0
]
. Multiply
[
1 −1
0 0
]
from the left and
[
1 0
−1 0
]
from
the right to get f(a + ε) − f(a) ≥ f(ε) ≥ 0. Hence limεց0 f(ε) = 0 = f(0) thanks to the
continuity at a; so f is right-continuous at 0 (the left-continuity at 0 follows as well from the
proof of the absolute continuity of f |(−α,0] below). Put f˜(t) := f(−t) for 0 ≤ t < α. For every
0 < a < α and 0 = t0 < t1 < · · · < tk = a, since
[
tj −tj
−tj tj
]
≥
[
tj−1 −tj−1
−tj−1 tj−1
]
≥ 0, we have[
f(tj) f˜(tj)
f˜(tj) f(tj)
]
≥
[
f(tj−1) f˜(tj−1)
f˜(tj−1) f(tj−1)
]
. Therefore,
|f˜(tj)− f˜(tj−1)| ≤ f(tj)− f(tj−1) , 1 ≤ j ≤ k,
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which yields
k∑
j=1
|f˜(tj)− f˜(tj−1)| ≤ f(a).
Hence f˜ is absolutely continuous on [0, a] for any 0 < a < α and its total variation on [0, a]
is dominated by f(a) (=
∫ a
0 f
′(t) dt). This shows that f˜ is differentiable a.e. on (0, α) and
|f˜ ′(t)| ≤ f ′(t) for a.e. t ∈ (0, α), that is, f is differentiable a.e. on (−α, 0) and |f ′(−t)| ≤ f ′(t)
for a.e. t ∈ (0, α). Hence f ∈ Ψ(2)(−α,α).
Conversely assume f ∈ Ψ(2)(−α,α). Then there exists g ∈ Ψ(1)(−α,α) such that
f(t)− f(0) =
∫ t
0
g(s) ds for − α < t < α.
For any s, t ∈ (−α,α) we have
f(s)− f(t) = (s− t)
∫ 1
0
g(λs + (1− λ)t) dλ.
Let A ≥ B ≥ 0 in M2(R) with entries in (−α,α). To prove f [A] ≥ f [B], we may assume by
continuity that aij 6= bij for all i, j, where A = [aij ] and B = [bij ]. Under this assumption we
have g[λA+ (1− λ)B] ≥ 0 for a.e. λ ∈ (0, 1) as in the proof of Proposition 2.2. So f [A] ≥ f [B]
is obtained from the expression
f [A]− f [B] = (A−B) ◦
∫ 1
0
g[λA + (1− λ)B] dλ.
Hence f ∈ S(2)mono(−α,α).
Proposition 2.4. For a real function f on (−α,α), f ∈ S(2)conv(−α,α) if and only if f is
differentiable on (−α,α) and f ′ ∈ Ψ(2)(−α,α) (= S(2)mono(−α,α)). Hence, if f ∈ S(2)conv(−α,α),
then f is continuously differentiable on (−α,α).
Proof. By Proposition 2.3 it suffices to prove the first assertion. Assume f ∈ S(2)conv(−α,α).
Obviously f is convex on [0, α) and so right-differentiable on (0, α). For 0 ≤ t ≤ s < α and
0 < ε < α− s, since
[
s+ ε s
s s
]
≥
[
t+ ε t
t t
]
≥ 0, we have for 0 ≤ λ ≤ 1
[
f(λ(s+ ε) + (1− λ)(t+ ε)) f(λs+ (1− λ)t)
f(λs+ (1− λ)t) f(λs+ (1− λ)t)
]
≤ λ
[
f(s+ ε) f(s)
f(s) f(s)
]
+ (1− λ)
[
f(t+ ε) f(t)
f(t) f(t)
]
,
which implies that
f(λs+ (1− λ)t+ ε)− f(λs+ (1− λ)t) ≤ λ(f(s+ ε)− f(s)) + (1− λ)(f(t+ ε)− f(t)).
By dividing by ε and then letting εց 0 we see that f ′+ is convex on (0, α) and so it is continuous
on (0, α). Now let f0(t) :=
f(t)+f(−t)
2 and f1(t) :=
f(t)−f(−t)
2 , the even and odd parts of f . For
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every 0 ≤ t ≤ s < α, since
[
s −s
−s s
]
≥
[
t −t
−t t
]
≥ 0, we have for 0 ≤ λ ≤ 1
[
f(λs+ (1− λ)t) f(−(λs+ (1− λ)t))
f(−(λs+ (1− λ)t)) f(λs+ (1− λ)t)
]
≤ λ
[
f(s) f(−s)
f(−s) f(s)
]
+ (1− λ)
[
f(t) f(−t)
f(−t) f(t)
]
.
Multiply
[
1 ±1
0 0
]
from the left and
[
1 0
±1 1
]
from the right to get
f(λs+ (1− λ)t)± f(−(λs+ (1− λ)t)) ≤ λ(f(s)± f(−s)) + (1− λ)(f(t)± f(−t)).
Hence f0 and f1 are convex on [0, α). Noting f = f0 + f1, when 0 < s < t < α, we get
f ′+(s) ≤ f ′−(t) = (f0)′−(t) + (f1)′−(t) ≤ (f0)′+(t) + (f1)′+(t) = f ′+(t),
where f ′−(t) is the left-derivative of f at t. Thanks to the continuity of f
′
+ on (0, α) letting
s→ t gives (f0)′−(t) = (f0)′+(t) and (f1)′−(t) = (f1)′+(t), and so f0 and f1 are differentiable on
(0, α). Hence f = f0 + f1 is differentiable on (−α,α) \ {0} because f0 is even and f1 is odd.
For 0 < a < α/2, since the function f(· + a) belongs to S(2)conv(−α + a, α − a), what we have
just proven implies that f(·+ a) is differentiable at −a so that f is differentiable at 0 as well.
Next let us show that f ′ ∈ S(2)mono(−α,α). Let A ≥ B ≥ 0 (A 6= B) in M2(R) with
entries in (−α,α). Write A =
[
a1 a3
a3 a2
]
and B =
[
b1 b3
b3 b2
]
; then a1 ≥ b1, a2 ≥ b2 and
(a3−b3)2 ≤ (a1−b1)(a2−b2). Choose 0 ≤ δ ≤ a1−b1 such that (a3−b3)2 = (a1−b1−δ)(a2−b2),
and set C :=
[
b1 + δ b3
b3 b2
]
. The entries of C are in (−α,α), and moreover A ≥ C ≥ B and
both A−C and C −B are of at most rank one. So we may assume that A−B is of rank one
so that A−B =
[
a c
c b
]
with a, b ≥ 0 and c2 = ab. If either a = 0 or b = 0 (hence c = 0), then
f ′[A] ≥ f ′[B] is immediately seen. Now assume a, b > 0. Since
f [λA+ (1− λ)B] ≤ λf [A] + (1− λ)f [B], 0 ≤ λ ≤ 1,
we have for 0 < λ < 1
f [B + λ(A−B)]− f [B]
λ
≤ f [A]− f [B],
f [A+ (1− λ)(B −A)]− f [A]
1− λ ≤ f [B]− f [A].
Letting λ→ 0 and λ→ 1 in the above gives
(A−B) ◦ f ′[B] ≤ f [A]− f [B],
(B −A) ◦ f ′[A] ≤ f [B]− f [A].
Summing these gives (A − B) ◦ (f ′[A] − f ′[B]) ≥ 0. Since
[
a−1 c−1
c−1 b−1
]
(the Schur inverse of
A−B) is positive semidefinite, the Schur theorem implies f ′[A] ≥ f ′[B].
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To prove the converse, assume that f is differentiable on (−α,α) and f ′ ∈ Ψ(2)(−α,α). Let
A ≥ B ≥ 0 in M2(R) with entries in (−α,α). For such A,B we have
f
[
A+B
2
]
− f [B] = 1
2
∫ 1
0
(A−B) ◦ f ′
[
λ
A+B
2
+ (1− λ)B
]
dλ,
f [A] + f [B]
2
− f [B] = f [A]− f [B]
2
=
1
2
∫ 1
0
(A−B) ◦ f ′[λA+ (1− λ)B] dλ.
Since f ′ ∈ S(2)mono(−α,α) and λA+ (1− λ)B ≥ λA+B2 + (1− λ)B ≥ 0, we get
f ′
[
λ
A+B
2
+ (1− λ)B
]
≤ f ′[λA+ (1− λ)B], 0 ≤ λ ≤ 1,
and hence f [A+B2 ] ≤ f [A]+f [B]2 . Next, since
k
2N
A+
(
1− k
2N
)
B ≥ k − 1
2N
A+
(
1− k − 1
2N
)
B, k = 1, . . . , 2N , N ∈ N,
one can easily show by induction that
f
[
k
2N
A+
(
1− k
2N
)
B
]
≤ k
2N
f [A] +
(
1− k
2N
)
f [B]
for all k = 0, 1, . . . , 2N and N ∈ N. From the continuity of A 7→ f [A] we have f [λA+(1−λ)B] ≤
λf [A] + (1− λ)f [B] for all 0 ≤ λ ≤ 1.
In the above we characterized functions in the three classes S
(n)
pos(−α,α), S(n)mono(−α,α) and
S
(n)
conv(−α,α) in the case of the first non-trivial order n = 2. The following two propositions
give necessary conditions for functions in S
(3)
pos(−α,α) and for those in S(3)mono(−α,α), though
complete descriptions of those functions are not known.
Proposition 2.5. If f ∈ S(3)pos(−α,α), then it is continuous on (−α,α).
Proof. Assume f ∈ S(3)pos(−α,α). Then obviously f ∈ S(2)pos(−α,α) and by Proposition 2.2 it
remains to show the continuity of f on (−α, 0]. When f |(0,α) is identically zero, the assertion
is obvious from Proposition 2.2. Hence by Lemma 2.1 we may assume that f > 0 on (0, α).
First let us show the right-continuity of f at 0. For 0 < a < α, since
 a a/
√
2 0
a/
√
2 a a/
√
2
0 a/
√
2 a

 ≥ 0,
we get 
 f(a) f(a/
√
2) f(0)
f(a/
√
2) f(a) f(a/
√
2)
f(0) f(a/
√
2) f(a)

 ≥ 0.
Letting aց 0 gives 
f(0+) f(0+) f(0)f(0+) f(0+) f(0+)
f(0) f(0+) f(0+)

 ≥ 0,
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so the determinant is −f(0+)(f(0+)− f(0))2 ≥ 0. Since 0 ≤ f(0) ≤ f(0+) by Proposition 2.2,
we have f(0+) = f(0).
Next let 0 ≤ b < a < α. Since
det

a b tb a −b
t −b a

 = −(t+ a)(at− a2 + 2b2),
we have 
a b tb a −b
t −b a

 ≥ 0 if − a ≤ t ≤ a2 − 2b2
a
.
Here note that −a < −b < a2−2b2a and a
2−2b2
a ց −b as aց b. If −a ≤ t ≤ a
2−2b2
a , then
f(a) f(b) f(t)f(b) f(a) f(−b)
f(t) f(−b) f(a)

 ≥ 0
and by taking determinant we get
−f(a)f(t)2 + 2f(b)f(−b)f(t) + f(a)3 − f(a)f(b)2 − f(a)f(−b)2 ≥ 0.
From f(a) > 0 this gives
f(b)
f(a)
f(−b)−
√
(f(a)2 − f(b)2)(f(a)2 − f(−b)2)
f(a)
≤ f(t) ≤ f(b)
f(a)
f(−b) +
√
(f(a)2 − f(b)2)(f(a)2 − f(−b)2)
f(a)
.
Therefore,
|f(t)− f(−b)| ≤
∣∣∣∣ f(b)f(a) − 1
∣∣∣∣ · |f(−b)|+√f(a)2 − f(b)2
≤ f(a)− f(b) +
√
f(a)2 − f(b)2
because |f(−b)| ≤ f(b) ≤ f(a) by Proposition 2.2 and Lemma 2.1. Since f(a)→ f(b) as aց b
(for b = 0 this was shown above), the above estimate implies that f is continuous at −b for
each b ∈ [0, α). Hence f is continuous on (−α, 0].
Proposition 2.6. If f ∈ S(3)mono(−α,α), then it is continuously differentiable on (−α,α).
Proof. Assume f ∈ S(3)mono(−α,α). Since f ∈ S(2)mono(−α,α), Proposition 2.3 implies that f is
differentiable on (0, α), differentiable a.e. on (−α, 0) and there exist g ∈ Ψ(1)(−α,α) and a set
N ⊂ (−α, 0] of measure zero such that f ′(t) = g(t) for all t ∈ (−α,α)\N . For every A ∈M3(R)
with entries in (−α,α) \N we have f [A+εJ ]−f [A]ε ≥ 0 for all small ε > 0. Letting ε ց 0 gives
g[A] ≥ 0. Let us prove that g restricted on [c, d] \ N is uniformly continuous for any closed
interval [c, d] ⊂ (−α, 0). One can perform the argument in the second paragraph of the proof
of Proposition 2.5 for g in place of f whenever 0 < b < a < α and −b, t 6∈ N . So we see that if
0 < b < a < α, −b 6∈ N and t ∈ [−a, a2−2b22 ] \N , then
|g(t) − g(−b)| ≤ g(a) − g(b) +
√
g(a)2 − g(b)2.
10
Suppose that the asserted uniform continuity is not satisfied. Then for some ε > 0 one can
choose tk, t
′
k ∈ [c, d] \N so that |tk − t′k| → 0 and |g(tk)− g(t′k)| ≥ ε. We may assume tk → t0
(also t′k → t0) for some t0 ∈ [c, d]. Since g is continuous on (0, α) and N has measure zero, one
can choose 0 < b < a < α such that −b 6∈ N , −a < t0 < a2−2b22 and
g(a) − g(b) +
√
g(a)2 − g(b)2 < ε
2
.
Since tk, t
′
k ∈ [−a, a
2−2b2
2 ] \N for k large, we get
|g(tk)− g(t′k)| ≤ |g(tk)− g(−b)| + |g(t′k)− g(−b)| < ε,
a contradiction. Hence the uniform continuity of g on [c, d] \ N is proven for any interval
[c, d] ⊂ (−α, 0). This implies that g|(−α,0)\N can extend to a continuous function g˜ on (−α, 0).
Define a function g˜ on the whole (−α,α) by
g˜(t) =


g˜(t) for −α < t < 0,
g(0+) for t = 0,
g(t) for 0 < t < α.
Note that g(0+) exists since g is nonnegative and non-decreasing on (0, α). Now we prove that
g˜ ∈ S(3)pos(−α,α). Let A = [aij ] ∈M3(R) with aij ∈ (−α,α). One can choose a sequence εn ց 0
such that aij + εn 6∈ N and aij + εn 6= 0 for all 1 ≤ i, j ≤ 3 and n. Then g(aij + εn)→ g˜(aij) as
n→∞ by definition of g˜ and g[A+ εnJ ] ≥ 0 due to aij + εn 6∈ N ; so g˜[A] ≥ 0 is shown. Hence
g˜ ∈ S(3)pos(−α,α) so that g˜ is continuous on (−α,α) by Proposition 2.5. Since f ′(t) = g˜(t) a.e.
on (−α,α), we have
f(t)− f(0) =
∫ t
0
g˜(s) ds for − α < t < α.
This implies that f is differentiable on (−α,α) with f ′ = g˜.
3 Relations among three classes
In this section we present some relations among three classes S
(n)
pos(−α,α), S(n)mono(−α,α) and
S
(n)
conv(−α,α) for general n.
Proposition 3.1. S
(2n)
pos (−α,α) ⊂ S(n)mono(−α,α) and S(2n)mono(−α,α) ⊂ S(n)conv(−α,α) for every
n ∈ N.
Proof. Assume f ∈ S(2n)pos (−α,α). If A ≥ B ≥ 0 in Mn(R) with entries in (−α,α), then[
A B
B B
]
=
[
A−B 0
0 0
]
+
[
B B
B B
]
≥ 0
so that
[
f [A] f [B]
f [B] f [B]
]
≥ 0. This implies f [A] ≥ f [B] because
[
f [A]− f [B] 0
0 0
]
=
[
I −I
0 0
] [
f [A] f [B]
f [B] f [B]
] [
I 0
−I 0
]
.
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Hence f ∈ S(n)mono(−α,α).
Next assume f ∈ S(2n)mono(−α,α) and let A ≥ B ≥ 0 in Mn(R) with entries in (−α,α). As
in the beginning of the proof of Proposition 2.3 by replacing s, t by A,B, one can prove that
f
[
A+B
2
] ≤ f [A]+f [B]2 . Since f is continuous on (−α,α), this implies that f [λA + (1 − λ)B] ≤
λf [A] + (1− λ)f [B] for all 0 ≤ λ ≤ 1 (see the last of the proof of Proposition 2.4).
The next theorem extends Proposition 2.4 (for n = 2) and Proposition 2.6 (for n = 3).
Theorem 3.2.
(1) For every n ≥ 2, f ∈ S(n)conv(−α,α) if and only if f is differentiable on (−α,α) and
f ′ ∈ S(n)mono(−α,α).
(2) For every n ≥ 3, f ∈ S(n)mono(−α,α) if and only if f is differentiable on (−α,α) and
f ′ ∈ S(n)pos(−α,α).
Proof. (1) Assume f ∈ S(n)conv(−α,α) with n ≥ 2. Then f is continuously differentiable on
(−α,α) by Proposition 2.4. Let A ≥ B ≥ 0 in Mn(R) with entries in (−α,α). Then there are
Ak ∈ Mn(R), 0 ≤ k ≤ n, such that A = A0 ≥ A1 ≥ · · · ≥ An−1 ≥ An = B, all entries of Ak’s
are in (−α,α) and Ak−1 −Ak is of at most rank one for 1 ≤ k ≤ n. In fact, diagonalize A−B
as A−B = T Diag(λ1, . . . , λn)T−1 with an orthogonal matrix T and set
Ak := B + T Diag(0, . . . , 0, λk+1, . . . , λn)T
−1, 0 ≤ k ≤ n.
Here we note that all entries of Ak’s are in (−α,α) since A ≥ Ak ≥ B ≥ 0. Hence we may
prove that f ′[A] ≥ f ′[B] if A ≥ B ≥ 0 in Mn(R) with entries in (−α,α) and A − B is of
rank one. By continuity of f ′ we may further assume that A−B = [aiaj ]1≤i,j≤n with nonzero
a1, . . . , an ∈ R so that [a−1i a−1j ]1≤i,j≤n is positive semidefinite. In this situation, the proof of
f ′[A] ≥ f ′[B] is same as the second paragraph of the proof of Proposition 2.4. Moreover, the
proof of the converse is same as the third paragraph of that of Proposition 2.4.
(2) Assume f ∈ S(n)mono(−α,α) with n ≥ 3. Then f is differentiable on (−α,α) by Proposi-
tion 2.6, and f ′ ∈ S(n)pos(−α,α) is seen as in the first part of the proof of Proposition 2.6. The
converse follows as in the second paragraph of the proof of Proposition 2.3. Here note that f ′
is continuous on (−α,α) by Proposition 2.5.
Theorem 3.2 further says that for every n ≥ 3, f ∈ S(n)conv(−α,α) if and only if f is twice
differentiable on (−α,α) and f ′′ ∈ S(n)pos(−α,α).
The next proposition is similar to the obvious fact that if f ∈ S(n)mono(−α,α) and f(0) ≥ 0
then f ∈ S(n)pos(−α,α).
Proposition 3.3. For every n ≥ 2, if f ∈ S(n)conv(−α,α) and f ′(0) ≥ 0, then f ∈ S(n)mono(−α,α).
Proof. If A ≥ B ≥ 0 in Mn(R) with entries in (−α,α), then we have
f [A]− f [B]− (A−B) ◦ f ′[B] = (A−B) ◦
∫ 1
0
(f ′[λA+ (1− λ)B]− f ′[B]) dλ.
For every 0 ≤ λ ≤ 1, since λA+ (1− λ)B ≥ B ≥ 0, Theorem 3.2 (1) implies that f ′[λA+ (1−
λ)B] ≥ f ′[B]. Also f ′[B] ≥ 0 follows from f ′(0) ≥ 0. Hence f [A]− f [B] ≥ (A−B) ◦ f ′[B] ≥ 0
by the Schur theorem.
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Remark 3.4. According to [7, Theorem 1.2] and Theorem 3.2, when n ≥ 3 we notice the
following:
(i) If f ∈ S(n)pos(−α,α), then f |(0,α) ∈ Cn−3(0, α), f (k)(x) ≥ 0 for all x ∈ (0, α) and 0 ≤ k ≤
n− 3, and f (n−3) is non-decreasing and convex on (0, α).
(ii) If f ∈ S(n)mono(−α,α), then f |(0,α) ∈ Cn−2(0, α), f (k)(x) ≥ 0 for all x ∈ (0, α) and 1 ≤ k ≤
n− 2, and f (n−2) is non-decreasing and convex on (0, α).
(iii) If f ∈ S(n)conv(−α,α), then f |(0,α) ∈ Cn−1(0, α), f (k)(x) ≥ 0 for all x ∈ (0, α) and 2 ≤ k ≤
n− 1, and f (n−1) is non-decreasing and convex on (0, α).
More strongly, it may be expected that if f ∈ S(n)pos(−α,α), then f ∈ Cn−3(−α,α) and f |(0,α) ∈
Cn−2(0, α). In particular, it may be conjectured that if f ∈ S(3)pos(−α,α) then f |(0,α) ∈ C1(0, α).
As will be shown in Section 5 (see Theorem 5.1), f(x) = |x| is a non-differentiable example
in S
(3)
pos(−∞,∞), and f(x) = (signx)x2 is in S(3)mono(−∞,∞) but it is not twice differentiable.
These examples suggest that the necessary conditions in Propositions 2.5 and 2.6 are rather
optimal.
4 Characterizations
The next theorem characterizes the three classes of S-positive, S-monotone and S-convex func-
tions on (−α,α). It also shows the explicit differences among the three notions of S-positivity,
S-monotonicity and S-convexity.
Theorem 4.1. Let f be a real function on (−α,α), 0 < α ≤ ∞. The following statements
hold:
(i) f is S-positive if and only if it is analytic and f (k)(0) ≥ 0 for all k ≥ 0.
(ii) f is S-monotone if and only if it is analytic and f (k)(0) ≥ 0 for all k ≥ 1.
(iii) f is S-convex if and only if it is analytic and f (k)(0) ≥ 0 for all k ≥ 2.
For the proof we need the following two lemmas.
Lemma 4.2. Let f be a real function on (−α,α), and f0 and f1 be the even and odd parts of
f , i.e., f0(x) :=
f(x)+f(−x)
2 and f1(x) :=
f(x)−f(−x)
2 . Then f is S-convex if and only if so are
both f0 and f1.
Proof. Since f = f0 + f1, it is obvious that f is S-convex if so are f0 and f1. To prove the
converse, let A ≥ B ≥ 0 in Mn(R) with entries in (−α,α) and 0 ≤ λ ≤ 1. If f is S-convex,
then we get [
f [λA+ (1− λ)B] f [−(λA+ (1− λ)B)]
f [−(λA+ (1− λ)B)] f [λA+ (1− λ)B]
]
≤ λ
[
f [A] f [−A]
f [−A] f [A]
]
+ (1− λ)
[
f [B] f [−B]
f [−B] f [B]
]
.
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Multiplying
[
I ±I
0 0
]
from the left and
[
I 0
±I 0
]
from the right gives
f [λA+ (1− λ)B]± f [−(λA+ (1− λ)B)] ≤ λ(f [A]± f [−A]) + (1− λ)(f [B]± f [−B]).
Hence f0 and f1 are S-convex.
We note that the assertions similar to the above lemma for S-positive and S-monotone
functions are also easy to show.
Lemma 4.3. Let f be an even or odd real function on (−α,α). If f is infinitely times differ-
entiable on (−α,α) and f (k)(x) ≥ 0 for all x ∈ [0, α) and all k ≥ N with some N ∈ N, then
the Taylor expansion
∑∞
k=0(f
(k)(0)/k!)xk converges to f(x) for every x ∈ (−α,α).
Proof. We may and do assume that f is even and f (k)(x) ≥ 0 for all x ∈ [0, α) and all k ≥ 0.
In fact, we may consider the even function f ′ when f is odd, and we obtain the conclusion
when the same assertion is proven for f (N) instead of f . For each 0 < x < α and m ∈ N the
Taylor theorem says that
f(x) =
m∑
k=0
f (k)(0)
k!
xk +
f (m+1)(θx)
(m+ 1)!
xm+1
with some 0 < θ < 1. Hence we get
∑m
k=0(f
(k)(0)/k!)xk ≤ f(x) for all 0 ≤ x < α, and so∑∞
k=0(f
(k)(0)/k!)xk (=
∑∞
k=0(f
(2k)(0)/(2k)!)x2k since f is even) converges for all −α < x < α.
Put
g(x) := f(x)−
∞∑
k=0
f (k)(0)
k!
xk for − α < x < α.
Then g is an infinitely times differentiable even function such that g(x) ≥ 0 for 0 ≤ x < α and
g(k)(0) = 0 for all k ≥ 0. Furthermore, the above argument applied to f (k) (k ∈ N) instead
of f shows that
∑∞
j=0(f
(k+j)(0)/j!)xj ≤ f (k)(x) for all 0 ≤ x < α. Hence g(k)(x) ≥ 0 for
all 0 ≤ x < α and all k ≥ 0. To prove that g is identically zero, suppose that g(x) > 0 for
some x ∈ [0, α), and let β := inf{x ∈ [0, α) : g(x) > 0}. Then 0 ≤ β < α and g(x) = 0 for
−β ≤ x ≤ β. Define an even function h on (−α+ β, α− β) by
h(x) =
{
g(x− β) if −α+ β ≤ x ≤ 0,
g(x+ β) if 0 ≤ x ≤ α− β.
Note that h satisfies the same conditions as g, that is, h(k)(x) ≥ 0 for all x ∈ [0, α − β) and
h(k)(0) = 0 for all k ≥ 0. Let 0 < x < (α − β)/2. For each m ∈ N, by the Taylor theorem we
have
h(x) =
h(m)(θx)
m!
xm ≤ h
(m)(x)
m!
xm
and
h(2x) =
m∑
k=0
h(k)(x)
k!
xk +
h(m+1)((1 + θ′)x)
(m+ 1)!
xm+1 ≥
m∑
k=0
h(k)(x)
k!
xk
with some 0 < θ, θ′ < 1. The above two inequalities together imply that h(x) = 0 for all
0 < x < (α− β)/2, contradicting the definition of h. This completes the proof.
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Proof of Theorem 4.1. In Example 1.3 we saw the “if” parts of the statements (i)–(iii). Assume
that f is S-convex. By Lemma 4.2 we may further assume that f is an even or odd function.
Iterated use of Theorem 3.2 (1) and Proposition 3.1 implies that f is infinitely times differen-
tiable on (−α,α) and f (k) is S-convex for all k ≥ 0. In particular, f (k) is convex on [0, α) for
all k ≥ 0, so f (k)(x) ≥ 0 for all x ∈ [0, α) and all k ≥ 2. Hence Lemma 4.3 proves the “only
if” part of (iii). Assume that f is S-monotone. Then f is S-convex by Proposition 3.1, and
f ′(0) ≥ 0 is obvious since f is non-decreasing on [0, α). Hence (ii) is proven. Finally assume
that f is S-positive. Then f is S-monotone by Proposition 3.1 and f(0) ≥ 0 is obvious. Hence
(i) holds.
Since the arguments in Example 1.3 are valid for functions zk on C and complex matrices
A ≥ B ≥ 0 as well, Theorem 4.1 yields the following:
Corollary 4.4. If f : (−α,α) → R is S-positive, then f has a complex analytic continuation
f˜ on {z ∈ C : |z| < α} and f˜ is S-positive in the sense that [f˜(aij)] ≥ 0 for all A = [aij ] ≥ 0
in Mn(C) of any n with |aij | < α for all i, j. The similar statements are valid also for an
S-monotone function or an S-convex function.
The following are typical examples:
• f(x) := ex is S-positive on (−∞,∞),
• f(x) := − log(1− x) =∑∞k=1(1/k)xk convergent for |x| < 1 is S-positive on (−1, 1),
• for 0 < p < 1, f(x) := −(1 − x)p = −1 +∑∞k=1(−1)k−1(pk)xk convergent for |x| ≤ 1 is
S-monotone on (−1, 1).
5 Examples of fractional power functions
For p > 0 define an even function φp and an odd function ψp on R by
φp(x) := |x|p, ψp(x) := (sign x)|x|p for x ∈ R.
Also set φ0(x) := 1 and ψ0(x) := signx, i.e., ψ0(x) := −1, 0, 1 if x < 0, x = 0, x > 0,
respectively. The next theorem extends [5, Theorems 2.2 and 2.4].
Theorem 5.1.
(i) If n ≥ 2 and p ≥ n− 2, then φp, ψp ∈ S(n)pos(−∞,∞).
(ii) If n ≥ 1 and p ≥ n− 1, then φp, ψp ∈ S(n)mono(−∞,∞).
(iii) If n ≥ 1 and p ≥ n, then φp, ψp ∈ S(n)conv(−∞,∞).
Proof. (i) Prove by induction on n. When n = 2, the assertion is immediately seen. Also,
when n = 3 and p = 1, the result for φ1(x) = |x| is well known, and that for ψ1(x) = x is
trivial. Next assume that the assertion holds for n ≥ 2, and assume p ≥ n − 1 with p > 1.
(When p = 1 and so n = 2, the assertion for n + 1 = 3 holds as mentioned above.) For p > 1
note that φp and ψp are differentiable as
φ′p(x) = pψp−1(x), ψ
′
p(x) = pφp−1(x) for x ∈ R.
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Now let us proceed as in the proof of [5, Theorem 2.2]. Let A = [aij ] ≥ 0 in Mn+1(R). Let
ξ := (a1,n+1, a2,n+1, . . . , an+1,n+1)
t/
√
an+1,n+1 if an+1,n+1 > 0, and ξ be the zero vector if
an+1,n+1 = 0. Then A− ξξt ≥ 0 and we have
φp[A] = φp[ξξ
t] + p
∫ 1
0
(A− ξξt) ◦ ψp−1[λA+ (1− λ)ξξt] dλ,
ψp[A] = ψp[ξξ
t] + p
∫ 1
0
(A− ξξt) ◦ φp−1[λA+ (1− λ)ξξt] dλ.
Since the last row and column of A − ξξt are zero and since p − 1 ≥ n − 2, the induction
hypothesis and the Schur theorem imply that∫ 1
0
(A− ξξt) ◦ ψp−1[λA+ (1− λ)ξξt] dλ ≥ 0,∫ 1
0
(A− ξξt) ◦ φp−1[λA+ (1− λ)ξξt] dλ ≥ 0.
Furthermore, φp[ξξ
t] ≥ 0 and ψp[ξξt] ≥ 0 are immediately seen. Hence φp[A] ≥ 0 and ψp[A] ≥ 0
so that the assertion for n+ 1 is proven.
(ii) The assertion is trivial for n = 1. When n = 2 and p = 1, the result for φ1(x) = |x| is
easy to check, and that for ψ1(x) = x is trivial. Now let n ≥ 2, and assume p ≥ n − 1 with
p > 1. Let A ≥ B ≥ 0 in Mn(R). We have
φp[A]− φp[B] = p
∫ 1
0
(A−B) ◦ ψp−1[λA+ (1− λ)B] dλ,
ψp[A]− ψp[B] = p
∫ 1
0
(A−B) ◦ φp−1[λA+ (1− λ)B] dλ.
Since p− 1 ≥ n− 2, the above (i) gives ψp−1[λA+(1−λ)B] ≥ 0 and φp−1[λA+(1−λ)B] ≥ 0.
Hence we obtain φp[A] ≥ φp[B] and ψp[A] ≥ ψp[B].
(iii) It suffices to prove the inequalities for λ = 1/2 (see the last of the proof of Proposition
2.4). When n = 1 and p = 1, the result is trivial. Assume p ≥ n with p > 1, and let A ≥ B ≥ 0
in Mn(R). We have
φp
[
A+B
2
]
− φp[B] = p
2
∫ 1
0
(A−B) ◦ ψp−1
[
λ
A+B
2
+ (1− λ)B
]
dλ,
φp[A] + φp[B]
2
− φp[B] = φp[A]− φp[B]
2
=
p
2
∫ 1
0
(A−B) ◦ ψp−1[λA+ (1− λ)B] dλ.
Since p− 1 ≥ n− 1 and λA+ (1− λ)B ≥ λA+B2 + (1− λ)B ≥ 0, the above (ii) implies that
φp−1
[
λ
A+B
2
+ (1− λ)B
]
≤ φp−1[λA+ (1− λ)B],
and hence φp
[
A+B
2
] ≤ φp[A]+φp[B]2 . The proof of ψp[A+B2 ] ≤ ψp[A]+ψp[B]2 is similar.
According to [5, Theorems 2.2 and 2.4], the conditions p ≥ n− 2 in (i) and p ≥ n− 1 in (ii)
of the above theorem are sharp for both φp and ψp. The next lemma says that this is the case
also for the condition p ≥ n in (iii).
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Lemma 5.2. If n ∈ N and 0 < p < n and if p is not an integer, then there exist [aij ] ≥ [bij] ≥ 0
in Mn(R) such that aij , bij > 0 for all i, j and[(
aij + bij
2
)p]
6≤
[
apij + b
p
ij
2
]
.
Proof. We use the example in the proof of [5, Theorem 2.2] and slightly modify the argument
there. Assume that 0 < p < n is not an integer. Put A := [1 + ij]1≤i,j≤n and B := J . Then
A ≥ B ≥ 0. Choose a real n-vector η = (η1, . . . , ηn)t which is orthogonal to (1k, 2k, . . . , nk)t
for 2 ≤ k ≤ [p] + 1 and ∑ni=1 i[p]+2ηi = 1. Let At := tA+ (1− t)B = [1 + tij] and moreover
f(t) := 〈φp[At]η, η〉 =
n∑
i,j=1
(1 + tij)pηiηj
for −n−2 < t < n−2. The Taylor expansion of f(t) is given as follows:
f(t) =
n∑
i,j=1
∞∑
k=0
(
p
k
)
tkikjkηiηj =
∞∑
k=0
(
p
k
)( n∑
i=1
ikηi
)2
tk
=
(
n∑
i=1
ηi
)2
+ p
(
n∑
i=1
iηi
)2
t+
(
p
[p] + 2
)
t[p]+2 +
∞∑
k=[p]+3
(
p
k
)( n∑
i=1
ikηi
)2
tk.
Hence
f ′′(t) =
(
p
[p] + 2
)
t[p] +O(t[p]+1) as t→ 0.
Since
( p
[p]+2
)
< 0, we get f ′′(t) < 0 for t > 0 sufficiently small. This means that f(t) is not
convex on [0, δ] for some small δ > 0. So there are s, t ∈ [0, δ] such that f(s+t2 ) > f(s)+f(t)2 ,
which implies φp
[
As+At
2
] 6≤ φp[As]+φp[At]2 .
By Theorem 5.1 and Example 1.3 the following is immediately seen: Let a0, a1, . . . be
nonnegative real numbers and µ, ν be positive measures on [0,∞) with ∫∞0 αp dµ(p) < +∞
and
∫∞
0 α
p dν(p) < +∞. For m = 0, 1, . . . define
fm(x) :=
∞∑
k=0
akx
k +
∫ ∞
m
xp dµ(p) +
∫ ∞
m
(sign x)|x|p dν(p) for − α < x < α.
Then fn−2 ∈ S(n)pos(−∞,∞) for any n ≥ 2 and fn−1 ∈ S(n)mono(−∞,∞), fn ∈ S(n)conv(−∞,∞) for
any n ≥ 1.
6 Weak majorizations
In this section we give weak majorizations and unitarily invariant norm inequalities involving
entrywise matrix functions. For a Hermitian n× n matrix A let λ(A) = (λ1(A), . . . , λn(A)) be
the eigenvalues of A in decreasing order, and s(A) = (s1(A), . . . , sn(A)) be the singular values
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of A in decreasing order. For real n-vectors a = (a1, . . . , an) and b = (b1, . . . , bn) the weak
majorization a ≺w b means that
k∑
i=1
a[i] ≤
k∑
i=1
b[i] for 1 ≤ k ≤ n,
where (a[1], . . . , a[n]) is the decreasing rearrangement of the coordinates of a and similarly for b.
The majorization a ≺ b is referred to if in addition equality holds for k = n in the above (see
[3, 9] for details on (weak) majorization theory for vectors and matrices). We write a ◦ b for
the coordinatewise product (a1b1, . . . , anbn) (i.e., the Schur product when regarded as diagonal
matrices).
Let f be a real differentiable function on an interval (β, γ). The divided difference of f is
the function f [1](a, b) on (β, γ)2 defined by
f [1](a, b) :=
{
f(a)−f(b)
a−b if a 6= b,
f ′(a) if a = b.
Moreover, the second divided difference f [2](a, b, c) on (β, γ)3 is defined by
f [2](a, b, c) :=
f [1](a, b)− f [1](b, c)
a− c
under the assumption of f being twice differentiable. In particular,
f [2](a, b, b) =
f(a)− f(b)− f ′(b)(a− b)
(a− b)2 , f
[2](a, a, a) =
1
2
f ′′(a).
The next theorem extends [4, Corollary 1]. Here it should be noted that [4, Corollary 1] is
not true without the assumption f(0) = 0.
Theorem 6.1. Assume that n ≥ 2 and f ∈ S(n)mono(−α,α). For every A ≥ 0 in Mn(R) with
‖A‖ ≤ α,
λ(f [A]− f(0)J) ≺w λ(f(A)− f(0)I).
To prove this, we need an elementary lemma, whose proof is given since we cannot find a
suitable reference.
Lemma 6.2. Let f be a continuous function on [0, α) which is continuously differentiable on
(0, α). If f(0) ≥ 0 and f ′ is convex on (0, α), then f(x)/x is convex on (0, α).
Proof. First assume in addition that f has the third derivative on [0, α). For every x ∈ (0, α)
the Taylor theorem implies that
0 ≤ f(0) = f(x) + f ′(x)(0 − x) + f
′′(x)
2
(0− x)2 + f
′′′(θx)
6
(0− x)3
for some 0 < θ < 1. Hence(
f(x)
x
)′′
=
2
x3
(
f(x)− f ′(x)x+ f
′′(x)
2
x2
)
≥ f
′′′(θx)
3
≥ 0
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so that f(x)/x is convex on (0, α). To prove the lemma without the existence of the third
derivative, let φ be a smooth function on R supported on [−1,−1/2] such that φ(x) ≥ 0
and
∫ −1/2
−1 φ(x) dx = 1. For ε > 0 set φε(x) := ε
−1φ(ε−1x), supported on [−ε,−ε/2], and
fε(x) :=
∫ −ε/2
−ε f(x− t)φε(t) dt for 0 ≤ x < α− ε. Then one can easily see that fε(x) is smooth
on [0, α − ε) and f(x) = limεց0 fε(x) for all 0 ≤ x < α. Since f ′ε(x) =
∫ −ε/2
−ε f
′(x − t)φε(t) dt
is convex on (0, α − ε), the above case implies that (fε(x) − fε(0))/x is convex on (0, α − ε).
Since
f(x)
x
= lim
εց0
fε(x)− fε(0)
x
+
f(0)
x
for 0 < x < α,
the conclusion follows.
Proof of Theorem 6.1. Let A ≥ 0 in Mn(R) with ‖A‖ < α. First note that f [A] as well as
f(A) can be defined, f [A] ≥ f(0)J and f(A) ≥ f(0)I. We may assume f(0) = 0 and prove
λ(f [A]) ≺w λ(f(A)). Let d(A) =
(
d1(A), . . . , dn(A)
)
be the diagonal entries of A in decreasing
order.
We begin with the case n = 2. So assume that f ∈ S(2)mono(−α,α) (with f(0) = 0) and
A =
[
a c
c b
]
≥ 0 in M2(R) with ‖A‖ < α. It suffices to show ‖f [A]‖ ≤ ‖f(A)‖ and Tr f [A] ≤
Tr f(A). Let s := ‖A‖ > 0; then ‖f(A)‖ = f(s) by Proposition 2.3. For any unit vector
ξ =
[
ξ1
ξ2
]
∈ C2 we get
|〈f [A]ξ, ξ〉| ≤ f(a)|ξ1|2 + 2|f(c)| |ξ1| |ξ2|+ f(b)|ξ2|2
≤ f(a)|ξ1|2 + 2f(|c|) |ξ1| |ξ2|+ f(b)|ξ2|2
by Proposition 2.3. Furthermore, since f(x) ≤ (f(s)/s)x for 0 ≤ x ≤ s thanks to the convexity
of f on [0, α) (see the proof of Proposition 2.3), we have
|〈f [A]ξ, ξ〉| ≤ f(s)
s
(a|ξ1|2 + 2|c| |ξ1| |ξ2|+ b|ξ2|2)
≤ f(s)
s
∥∥∥∥
[
a |c|
|c| b
] ∥∥∥∥ = f(s)s ‖A‖ = f(s)
so that ‖f [A]‖ ≤ f(s) = ‖f(A)‖. From the Schur majorization d(A) ≺ λ(A) and the convexity
of f on [0, α) we also get f(d(A)) ≺w f(λ(A)), which implies that Tr f [A] ≤ Tr f(A). Hence
the case n = 2 is shown.
Next assume that n ≥ 3 and f ∈ S(n)mono(−α,α) (with f(0) = 0). By Theorem 3.2 (2), f is
differentiable on (−α,α) and f ′ ∈ S(n)pos(−α,α). It is known [7, Theorem 1.2] (or Remark 3.4)
that f ′ is nonnegative non-decreasing and convex on [0, α). Set g(x) := f(x)/x for x ∈ (0, α);
then g is non-decreasing and convex on (0, α) by Lemma 6.2. By continuity we may assume
that A is positive and invertible. Since f [A] = A ◦ ∫ 10 f ′[tA] dt and ∫ 10 f ′[tA] dt as well as A is
positive semidefinite, it follows from the majorization result in [2, Theorem 3 (i)] that
λ(f [A]) ≺w λ(A) ◦ d
(∫ 1
0
f ′[tA] dt
)
= λ(A) ◦
∫ 1
0
f ′(td(A)) dt = λ(A) ◦ g(d(A))
thanks to the non-decreasingness of f ′. Since d(A) ≺ λ(A) as already mentioned, we get
g(d(A)) ≺w g(λ(A)) = λ(g(A)) thanks to the convexity and the non-decreasingness of g.
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Therefore,
λ(f [A]) ≺w λ(A) ◦ λ(g(A)) = λ(Ag(A)) = λ(f(A)),
completing the proof.
The weak majorization in Theorem 6.1 gives the norm inequality
|||f [A]− f(0)J ||| ≤ |||f(A)− f(0)I|||
for every unitarily invariant norm ||| · |||. For example, we notice by Theorem 5.1 (ii) that if
n ≥ 2 and p ≥ n− 1, then
|||φp[A]||| ≤ |||Ap|||, |||ψp[A]||| ≤ |||Ap|||
for all A ≥ 0 in Mn(R) and every unitarily invariant norm.
Theorem 6.3. Assume that n ≥ 2 and f ∈ S(n)conv(−α,α) with f ′(0) ≥ 0. For every A,B ≥ 0
in Mn(R) with ‖A‖, ‖B‖ < α,
s(f [A]− f [B]) ≺w f [1](λ(A), λ(B)) ◦ s(A−B),
where
f [1](λ(A), λ(B)) :=
(
f [1](λ1(A), λ1(B)), . . . , f
[1](λn(A), λn(B))
)
.
Proof. Set g := f ′ − f ′(0), which is in S(n)mono(−α,α) by Theorem 3.2 (1). Since
f [A]− f [B] = f ′(0)(A −B) + (A−B) ◦
∫ 1
0
g[tA+ (1− t)B] dt,
we have
s(f [A]− f [B]) ≺w f ′(0)s(A−B) + s(A−B) ◦ λ
(∫ 1
0
g[tA+ (1− t)B] dt
)
by the Ky Fan majorization theorem ([9, p. 243], [3, (II.18)]) and by the majorization result [8,
Lemma 1] (independently [10, Lemma 1]), noting that g[tA + (1 − t)B] ≥ 0 for all 0 ≤ t ≤ 1.
The Ky Fan majorization theorem again gives
λ
(∫ 1
0
g[tA+ (1− t)B] dt
)
≺
∫ 1
0
λ
(
g[tA+ (1− t)B]) dt.
Furthermore, Theorem 6.1 implies that
λ
(
g[tA + (1− t)B]) ≺w λ(g(tA + (1− t)B)) = g(λ(tA+ (1− t)B))
for all 0 ≤ t ≤ 1. Since λ(tA + (1 − t)B) ≺ tλ(A) + (1 − t)λ(B) and g is convex on [0, α), we
get g
(
λ(tA+ (1− t)B)) ≺w g(tλ(A) + (1− t)λ(B)) so that
λ
(∫ 1
0
g[tA+ (1− t)B] dt
)
≺w
∫ 1
0
g
(
tλ(A) + (1− t)λ(B)) dt.
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Here recall the simple fact that if a, b and c are n-vectors with nonnegative coordinates in
decreasing order, then b ≺w c implies a ◦ b ≺w a ◦ c. Hence we obtain
s(f [A]− f [B]) ≺w f ′(0)s(A −B) + s(A−B) ◦
∫ 1
0
g
(
tλ(A) + (1− t)λ(B)) dt
= s(A−B) ◦
∫ 1
0
f ′
(
tλ(A) + (1− t)λ(B)) dt
= s(A−B) ◦ f [1](λ(A), λ(B)),
as desired.
Proposition 3.3 says that the assumption of Theorem 6.1 is weaker than that of Theorem
6.3. Also, the weak majorization in Theorem 6.1 is the particular case of that of Theorem 6.3
when B = 0. In fact, notice that f [1](λ(A), (0, . . . , 0)) ◦ λ(A) = λ(f(A)− f(0)I) when f and A
are as in Theorem 6.3.
Remark 6.4.
(1) For 0 < p < 1 we have φp ∈ S(2)pos(−∞,∞) by Theorem 5.1 (i). When A =
[
1/2 1/2
1/2 1/2
]
we
compute φp[A] = 2
1−pA and Ap = A so that ‖φp[A]‖ = 21−p > 1 = ‖Ap‖. Hence Theorem
6.1 is not valid if the assumption f ∈ S(n)mono(−α,α) is weakened to f ∈ S(n)pos(−α,α).
(2) Let A =
[
1 1
1 1
]
and B =
[
1 −1
−1 1
]
. For p > 0 we have ψp[A] = A, ψp[B] = B,
s(A − B) = (2, 2), λ(A) = λ(B) = (2, 0) and (xp)[1](λ(A), λ(B)) = (p2p−1, 0). If the
weak majorization in Theorem 6.3 holds for ψp, then we must have 4 ≤ 2p2p−1 and so
22−p ≤ p, which gives p ≥ 1.4 · · · . Hence we notice by Theorem 5.1 (ii) that Theorem 6.3
is not valid if the assumption f ∈ S(n)conv(−α,α) is weakened to f ∈ S(n)mono(−α,α).
Proposition 6.5. Assume that n ≥ 2 and f is differentiable on (−α,α) with f ′ ∈ S(n)conv(−α,α)
and f ′′(0) ≥ 0. For every A,B ≥ 0 in Mn(R) with ‖A‖, ‖B‖ < α,
s(f [A]− f [B]− (A−B) ◦ f ′[B]) ≺w f [2](λ(A), λ(B), λ(B)) ◦ s((A−B) ◦ (A−B))
≺w f [2](λ(A), λ(B), λ(B)) ◦ s((A−B)2),
where
f [1](λ(A), λ(B), λ(B)) :=
(
f [1](λ1(A), λ1(B), λ1(B)), . . . , f
[1](λn(A), λn(B), λn(B))
)
.
Proof. Set g(z) := f ′′(z) − f ′′(0), which is in S(n)mono(−α,α). Since
f [A]− f [B]− (A−B) ◦ f ′[B]
= f ′′(0)(A −B) ◦ (A−B) + (A−B) ◦ (A−B) ◦
∫ 1
0
dt
∫ t
0
g[uA+ (1− u)B)] du,
we have
s(f [A]− f [B]− (A−B) ◦ f ′[B])
≺w s((A−B) ◦ (A−B)) ◦
∫ 1
0
dt
∫ t
0
f ′′
(
uλ(A) + (1− u)λ(B)) du
= s((A−B) ◦ (A−B)) ◦ f [2](λ(A), λ(B), λ(B))
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similarly to the proof of Theorem 6.3. The second weak majorization follows from s((A−B) ◦
(A−B)) ≺w s((A−B2).
The following propositions are more weak majorizations of similar vein.
Proposition 6.6. Assume that n ≥ 3 and f ∈ S(n)mono(−α,α). For every A,B ≥ 0 in Mn(R)
with entries in (−α,α),
s(f [A]− f [B]) ≺w
(
max
1≤i≤n
f [1](aii, bii)
)
s(A−B).
Proof. By Theorem 3.2 (2), f is differentiable with f ′ ∈ S(n)pos(−α,α). Applying [1, Theorem 3]
to
f [A]− f [B] = (A−B) ◦
∫ 1
0
f ′[B + t(A−B)] dt
gives
s(f [A]− f [B]) ≺w
(
max
1≤i≤n
∫ 1
0
f ′(bii + t(aii − bii)) dλ
)
s(A−B)
=
(
max
1≤i≤n
f [1](aii, bii)
)
s(A−B),
as desired.
It is clear from Proposition 2.3 and the above proof that Proposition 6.6 holds for n = 2 as
well whenever f is continuously differentiable. We remark that the two weak majorizations in
Theorem 6.3 and Proposition 6.6 are not comparable in general, that is, the right-hand sides
of those are not generally comparable in weak majorization. For example, when f(x) = x2,
A =

1 1 01 1 0
0 0 0

 and B =

2 0 00 0 0
0 0 0

, the right-hand side in Theorem 6.3 is (4√2, 0, 0) and that
of Proposition 6.6 is (3
√
2, 3
√
2, 0), which are not comparable.
Proposition 6.7. Assume that n ≥ 3 and f ∈ S(n)conv(−α,α). For every A,B ≥ 0 in Mn(R)
with entries in (−α,α),
s(f [A]− f [B]− (A−B) ◦ f ′[B]) ≺w
(
max
1≤i≤n
f [2](aii, bii, bii)
)
s((A−B) ◦ (A−B))
≺w
(
max
1≤i≤n
f [2](aii, bii, bii)
)
s((A−B)2).
Proof. By Theorem 3.2, f is twice differentiable with f ′′ ∈ S(n)pos(−α,α). Then the proof is
similar to those of Propositions 6.5 and 6.6.
Corresponding to the weak majorizations obtained above, we get unitarily invariant norm
inequalities for entrywise matrix functions. For instance, when f , A and B are as in Proposition
6.6, we have
|||f [A]− f [B]||| ≤
(
max
i
f [1](aii, bii)
)
|||A−B||| ≤ f [1]
(
max
i
aii,max
i
bii
)
|||A−B|||
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for any unitarily invariant norm ||| · |||. In particular, we have norm inequalities as above for
the functions φp, ψp in Section 5.
Assume that f is S-monotone on (−α,α). By Corollary 4.4, f extends to a complex analytic
function, denoted by the same f . Then the weak majorization in Theorem 6.3 holds more
generally for every A,B ≥ 0 inMn(C) of any n with ‖A‖, ‖B‖ < α, and that in Proposition 6.6
holds for every A,B ∈Mn(C) of any n with |aij |, |bij | < α. The proofs of those generalizations
are same as given above. When f is S-convex on (−α,α), similar generalizations work for
the weak majorizations in Propositions 6.5 and 6.7. We thus have the corresponding norm
inequalities, for example, for the functions mentioned at the end of Section 4.
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