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We propose a one-dimensional nonlinear system of coupled anharmonic oscillators that dynami-
cally undergoes a topological transition switching from the disordered and topologically trivial phase
into the nontrivial one due to the spontaneous symmetry breaking. The topological transition is
accompanied by the formation of the topological interface state in the spectrum of linearized excita-
tions of the stationary phase. Our findings thus highlight the potential of the nonlinear systems for
hosting the topological phases and uncover a fundamental link between the spontaneous symmetry
breaking mechanism and topological edge states.
Spontaneous symmetry breaking in nonlinear systems
is one of pivotal concepts of modern physics which has
important implications for high-energy physics [1 and 2],
physics of condensed matter [3], nonlinear optical sys-
tems [4], Bose-Einstein condensates [5 and 6] and meta-
materials [7]. Spontaneous symmetry breaking in con-
densed matter system is often accompanied by a second-
order phase transition, e.g. from a paramagnetic to a
ferromagnetic state [8].
An interesting question is whether it is possible to
realize a topological phase transition from a trivial to
a gapped nontrivial phase. One could expect that the
resulting spontaneously broken phase would host topo-
logically nontrivial linear excitations [9]. Topological
edge or interface states of electrons [9], light [10–12] and
sound [13] have recently received much attention due
to their prospects for realization of disorder-robust one-
way transport of information. Presently, the interest is
shifting towards topological states in nonlinear and in-
teracting systems promising higher tunability and richer
fundamental physics [14–22]. However, there is still no
clear recipe to realize a nonlinear system with edge or
interface states between topologically distinct domains
appearing due to spontaneous symmetry breaking. Har-
nessing spontaneous nature of the transition would en-
sure dynamical and low-energy-cost reshaping of topo-
logically trivial potential landscapes into the nontrivial
ones and vice versa.
In this Letter, we examine a spontaneous formation
of interface excitations in the linearized spectrum of the
periodic array of nonlinear mechanical oscillators with
anharmonic repulsive coupling. We show, that after the
Peierls-like symmetry-breaking transition [23] an initially
disordered system can form metastable topologically dis-
tinct regions with linear topological edge states localized
at the domain walls. In another words, the repulsion-
induced symmetry breaking gaps the spectrum and gen-
erates the topological interface states from the disorder.
The proposed mechanism is qualitatively different from
the formation of topological solitons [24], i.e. boundaries
between topologically distinct phases, studied across dif-
ferent domains ranging from the early Universe physics
[25] to liquid helium [26], liquid crystals [27] and Bose-
Einstein condensates [17, 18, and 28]. Namely, we aim for
topological edge states in the band gap centered at non-
zero frequency. These are in stark contrast both with
the stationary topological solitons and with the zero-
frequency localized modes of the linearized spectrum of
topological solitons [24].
Considered spontaneous nonlinear interface state for-
mation in an initially symmetric system is also distinct
from one occurring in an intrinsically asymmetric nonlin-
ear system [14 and 15]. It is also different from the case
where the potential topology is imprinted by an external
inhomogeneous pump [16 and 29] or magnetic field [30].
The proposed concept is quite general and has impli-
cations beyond nonlinear mechanical oscillator arrays [31
and 32] providing insights into the physics of zigzag and
helical cold ions arrays [33 and 34], buckled mechani-
cal [35–37] and optomechanical [38] structures, bifurca-
tions in superconducting circuits [39], nanowires [40 and
41] and nonlinear quantum optics [21 and 22].
The considered system (Fig. 1) is based on the array of
identical anharmonic oscillators [Fig. 1(c)] with double-
well on-site potential [Fig. 1(a)] and anharmonic coupling
between the nearest neighbors [Fig. 1(b)]. The entire
array is described by potential function
U =
N∑
n=1
(a2y
2
n+a4y
4
n)+
N−1∑
n=1
[b2(yn−yn+1)2+b4(yn−yn+1)4],
(1)
where a2, a4 and b2, b4 are on-site and inter-site force
constants, respectively. The terms ∝ a4 and ∝ b4 de-
scribe the anharmonicity of the potential.
Our analysis reveals that one of the stable stationary
states of such system is the tetramer stationary state with
the period of 4 when stationary displacements of oscilla-
tors satisfy the conditions
y
(0)
4n+1 = y
(0)
4n+2 = −y(0)4n+3 = −y(0)4n+4 = v0 (2)
as schematically sketched in Fig. 1(d). The linearized
spectrum of small oscillations in the vicinity of this sta-
tionary state reproduces the Su-Schrieffer-Heeger model
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FIG. 1. An array of anharmonic oscillators with nonlinear
coupling between them. (a) On-site potential for the individ-
ual oscillator. (b) Interaction potential for two neighboring
oscillators. (c) A schematic of the system under study. (d)
Stationary states of the oscillators after sufficiently long evo-
lution time (tetramerized stationary state) with a domain wall
present.
(SSH) describing tunneling-coupled arrays with alternat-
ing strong and weak tunneling links [9, 39, 42–47]. Hence,
the linear spectrum contains interface states localized at
the domain wall.
Besides tetramer stationary states, the system sup-
ports also monomer and dimer stationary states with
yn = const and y2n+1 = −y2n = u, respectively. How-
ever, as detailed in Supplemental Materials, Secs. S1, S2,
small oscillations in the vicinity of these stationary states
do not reproduce the physics of SSH model and do not
yield any topological states.
Consequently, the tetramer structure is the simplest
mechanical realization of the spontaneously induced
topological interface states. The stationary displace-
ments v0 in tetramer state are found from the condition
∂ U/∂ yn = 0:
v0 = ±
√
− a2 + 2 b2
2 a4 + 16 b4
. (3)
The stability condition imposes an additional inequal-
ity on the second derivatives of the potential function
(see Sup. Mat., Sec. S3). Further, to ensure that the
tetramer stationary state still persists even in the case of
a finite array, one more additional condition should be
fulfilled (Sup. Mat., Sec. S2):
b2
a2
= 4
b4
a4
. (4)
Note that with the latter condition the stationary dis-
placement is the same as for the single anharmonic oscil-
lator: v0 = ±
√−a2/(2 a4).
Tuning the anharmonicity of on-site and coupling po-
tentials given by the coefficients a4 and b4 enables one to
change the ratio between the energies of monomer, dimer
and tetramer state as indicated in Fig. 2, thus defining
the global energy minimum. As a representative exam-
ple, we choose a2 = −12, b2 = −1.2, a4 = 5/6 and
define b4 = 1/48 according to Eq. (4). The energies of
the monomer, dimer and tetramer states in such case are
indicated by blue squares in Fig. 2. For these parameters
both on-site and coupling nonlinearities are described by
double-well potentials as depicted in Fig. 1(a,b). To fur-
ther visualize the complicated potential landscape and
the interplay between the stationary states, we plot the
potential energy for a special class of states given by the
equations y4n+1 = r + s, y4n+2 = r − s, y4n+3 = −r + s,
y4n+4 = −r − s and characterized by only two param-
eters r and s. The calculated color map of the poten-
tial function shown as inset in Fig. 2 features two pairs
of local potential minima: r = 0, s = ±u and s = 0,
r = ±v0 which correspond to dimer and tetramer sta-
tionary states, respectively.
As a next step, we consider small oscillations in the
vicinity of the tetramer stationary state. We substitute
yn = y
(0)
n +zn into the equations of motion with y
(0)
n being
the oscillator stationary displacement given by Eq. (2)
and zn representing small deviation from the equilibrium
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FIG. 2. Potential energy of the stationary states for the array
of anharmonic oscillators as a function of the ratio b4/a4 with
fixed parameters a2 = −12, a4 = 5/6; b2 is determined from
the condition (4). Solid black, dashed red and dash-dotted
green lines correspond to dimer, tetramer and monomer sta-
tionary states, respectively. Dotted grey lines indicate the
values of b4/a4, where the corresponding stationary states
are unstable. Blue squares mark the parameters used in the
following calculations. Inset: potential energy as a function
of relative displacements r and s defined in text.
3state. Keeping only terms linear in zn, we get
(ω2 − ω20 + 2i ω γ) zn = −J1 zn+1 − J2 zn−1 (odd sites),
(ω2 − ω20 + 2i ω γ) zn = −J2 zn+1 − J1 zn−1 (even sites),
with J1 = 2 b2, J2 = 2 b2 + 48 b4 v
2
0 so that for the chosen
parameters J2/J1 = −2. The “eigenfrequency” ω0 is
given by a sum of on-site and inter-site contributions:
ω20 = 2 a2+4 b2+(12 a4+48 b4) v
2
0 = ω
2
site+J1+J2 . (5)
Thus, in terms of bulk properties, oscillations in the
vicinity of the tetramer stationary state are captured by
the SSH model with alternating links J1 and J2. The
equation for the edge oscillator is similar:(
ω2 − ω20e + 2i ω γ
)
z1 = −J1 z2 , (6)
but the eigenfrequency ω0e appears to be modified: ω
2
0e =
ω20 − J2 which is a consequence of the fact that the edge
oscillator has less neighbors. For that reason, even if the
array is terminated at the weak link edge, the detuning
of the edge oscillator is so large that the edge state is
impossible [Sup. Mat., Sec. S2]. This is different from
the conventional SSH case [42].
On the other hand, the topological interface state at
the domain wall between the two arrays with the opposite
dimerizations is still possible in the geometry of Fig. 1(d)
[Sup. Mat., Sec. S2]. In order to probe the emergence of
the topological order and topological interface state, we
analyze the dynamics of N = 120 oscillators by directly
solving full dynamic equations with small friction term
γ = 0.05 included for convergence. Initial displacements
and velocities of the oscillators were randomly distributed
in the range ±(v0−δy, v0+δy) and (−δ˙y, δ˙y), respectively,
with v0 ≈ 2.683 and the maximum deviations δy = 0.4
and δ˙y = 1.5. At each moment of time t the calculated
yn(t) were considered as stationary displacements, and
the spectrum of small oscillations was evaluated. In this
way we recovered the evolution of the spectrum presented
in Fig. 3(a). It is seen that during the evolution the
spectrum of the system becomes gapped, and two edge
states appear, the midgap state and the state above the
allowed bands. We are interested in the former state,
corresponding to the topological zero-energy state in the
SSH model [42]. The calculated displacement distribu-
tion depicted as inset in Fig. 3(a) confirms that this state
is indeed localized at the interface.
Even more exciting feature is the dynamical emergence
of the topological characteristics for initially disordered
system approaching the equilibrium. Quite importantly,
the traditional approaches to the topological characteri-
zation, for instance Zak phase technique [48] are not ap-
plicable here since the system is not strictly periodic at
arbitrary moment of time. To circumvent this difficulty,
we have adopted the technique of Refs. [49 and 50] based
on random quantum walks and characterizing the system
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FIG. 3. (a-c) Time evolution of the array of 120 oscillators.
(a) Spectrum of small oscillations. Inset shows the distribu-
tion of displacements for the interface mode. (b) Mean chiral
displacement calculated for the left (red dots) and right (blue
dots) tetramer domains, see Fig. 1(d). (c) Potential energy of
the system versus evolution time. Red dashed line indicates
the potential energy of the tetramer stationary state.
topology in terms of mean chiral displacement. At each
moment of time t we linearize the disordered system and
characterize it by an effective tight-binding Hamiltonian,
determining the evolution from t to t+ τ . Next, we cal-
culate the limit of mean chiral displacement MCD(t, τ)
of an initially localized state at τ → ∞, see Sup. Mat.,
Sec. S4.
The independently obtained values of MCD(t, τ →∞)
for the left and right halves of the array (before and af-
ter the domain wall) are presented in Fig. 3(b). While at
short timescales the results for both halves are roughly
the same and fluctuate with time enormously, after long-
time evolution mean chiral displacements converge to 0
and 0.5, which are the values characteristic to the SSH
array with different dimerizations [49]. The obtained val-
ues of mean chiral displacement prove the topological ori-
gin of the interface state. An interesting additional ob-
servation evident from Figs. 3(a,b) is that the topology
4measured by the mean chiral displacement “emerges” not
when the spectrum of the system becomes gapped or po-
tential energy reaches local minimum [t & 30, Fig. 3(c)],
but only after the in-gap interface edge states finally sta-
bilizes, t & 100.
An insightful visualization of the system spectrum
both in real and reciprocal space is provided by the
density of states (DOS) technique. Real-space- and
reciprocal-space-resolved densities of states are calcu-
lated as a sum over all eigenstates of the system with
a weight that depends on the energy detuning between
the energy variable ω2 and the energy of the mth eigen-
state ω0,m:
DOSreal(ω
2, n, t) =
N∑
m=1
|ym(n, t)|√
2piσ
exp
(
− (ω
2
0,m − ω2)2
2σ2
)
,
DOSreciprocal(ω
2, k, t) =
N∑
m=1
|yˆm(k, t)|√
2piσ
exp
(
− (ω
2
0,m − ω2)2
2σ2
)
,
where ym are eigenvectors of the linearized system at a
certain moment t, yˆm is the Fourier transform of ym, and
σ is an auxiliary parameter taken as 0.2 in our calcula-
tions.
The calculated real-space- and reciprocal-space-
resolved densities of states at the beginning and in the
end of evolution are presented in Fig. 4. Full time dy-
namics can be seen in the Supplemental Movies. At
t = 0 the system is disordered, its eigenmodes are de-
localized [Fig. 4(a)] and the spectrum has no band gap
[Fig. 4(b)], in agreement with Fig. 3(a). Examining the
density of states in the real space at large evolution times
[Fig. 4(c)], we observe that spectrum of the system be-
comes gapped, and the interface state localized in the
middle of bandgap is formed. Density of states in the
reciprocal space [Fig. 4(d)] provides clues about the dis-
persion of the bulk bands which closely resembles that in
the SSH model further highlighting the topological na-
ture of the studied system.
To summarize, our findings prove that nonlinear sys-
tems can dynamically switch from the disordered regime
to the regime with non-zero-frequency topological edge
states due to the spontaneous symmetry breaking mech-
anism. We believe that the fundamental link between
spontaneous symmetry breaking and dynamical topolog-
ical states demonstrated here on a simple example of me-
chanical system is much more general being applicable
to a wide variety of nonlinear electronic, photonic and
atomic systems.
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7SUPPLEMENTARY INFORMATION
Model, stationary states, linearized equations for small oscillations
We consider a chain of N nonlinearly coupled anharmonic oscillators with the potential in the form:
U =
N∑
i=1
[a2y
2
n + a4y
4
n] +
N−1∑
i=1
[b2(yn − yn+1)2 + b4(yn − yn+1)4]. (S7)
The evolution of such system is described with the following equations of motion:
y¨1 + 2γy˙1 = − ∂U
∂y1
= −2a2y1 − 4a4y31 − 2b2(y1 − y2)− 4b4(y1 − y2)3,
y¨n + 2γy˙n = − ∂U
∂yn
= −2a2yn − 4a4y3n − 2b2(2yn − yn−1 − yn+1)− 4b4[(yn − yn−1)3 + (yn − yn+1)3],
y¨N + 2γy˙N = − ∂U
∂yN
= −2a2yN − 4a4y3N − 2b2(yN − yN−1)− 4b4(yN − yN−1)3.
(S8)
The stationary states of the system can be found from the system of equations (S8) with zero left side. It can be shown
that single nonlinear oscillator possesses two symmetric stationary solutions v0 = ±
√
− a2
2a4
, while in an infinite chain
of the nonlinear oscillators one can construct different types of solutions, such as:
Monomer state: y
(0)
n = vM = ±
√
− a2
2a4
with the potential energy per one oscillator UM =
a2
2
v2M .
Dimer state: y
(0)
2n = vD = ±
√
− a2 + 4b2
2(a4 + 16b4)
, y
(0)
2n+1 = −vD with the energy UD =
a2 + 4b2
2
v2D.
Tetramer state: y
(0)
4n = y
(0)
4n+1 = vT = ±
√
− a2 + 2b2
2(a4 + 8b4)
, y
(0)
4n+2 = y
(0)
4n+3 = −vT with the energy UT =
a2 + 2b2
2
v2T .
The conditions of existence and stability of these solutions and the corresponding constraints on the parameters of
the system are discussed in the last section.
Small oscillations: Now let us consider small oscillations zn(t) near a stationary state y
(0)
n of the system. The
system of linear equations for amplitudes zn can be written down in the frequency domain, after substituting yn(t) =
y
(0)
n +zn exp(−iωt) into the system of equations (S8) and linearizing it. We obtain one equation for the bulk oscillators:
(ω2 − ω2nR − Jn1 − Jn2)zn + Jn1zn+1 + Jn2zn−1 = 0, (S9)
and two equations for the edge oscillators:{
(ω2 − ω21R − J11)z1 + J11z2 = 0,
(ω2 − ω2NR − JN2)zN + JN2zN−1 = 0,
(S10)
where ω2nR = 2(a2+6a4(y
(0)
n )2), Jn1 = 2(b2+6b4(y
(0)
n+1−y(0)n )2), Jn2 = 2(b2+6b4(y(0)n−1−y(0)n )2). Analyzing the linearized
system written for an infinite chain [i.e. equation (S9)] one can conclude that the monomer and dimer solutions are
characterized by equal squares of the displacements difference (y
(0)
n+1− y(0)n )2 = (y(0)n−1− y(0)n )2 and consequently equal
interaction constants Jn1 = Jn2. Therefore, the linearized equations of motion describe a system of equally coupled
identical linear oscillators with a single dispersion band. On the other hand the interaction constants in the case of
tetramer state differ by |Jn1 − Jn2| = 48b4v2T , which makes this model similar to the Su-Shrieffer-Heeger one.
Edge and interface states
Next we consider the behaviour of small ocillations near the tetramer stationary state in more detail. To obtain a
linear dispersion of an infinite chain we rewrite Eq. (S9) using explicit expressions for stationary amplitudes:{
(ω2 − ω20)A+ (J1 + J2e−ik)B = 0,
(J1 + J2e
ik)A+ (ω2 − ω20)B = 0,
(S11)
8where ω20 = ω
2
R + J1 + J2, ω
2
R = 2(a2 + 6a4v
2
T ), J1 = 2b2, J2 = 2b2 + 48b4v
2
T , A, B are the amplitudes of the two
oscillators in the unit cell [see Fig. S2(a)], and k is the normalized Bloch wavenumber. The solution of this system
ω2 = ω20 ±
√
J21 + J
2
2 + 2J1J2 cos(k) (S12)
indicates that there is a gap in linear dispersion. Example of the dispersion diagram is plotted in Fig. S1.
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FIG. S1. Linear spectrum — ω2 as a function of normalized wavenumber k — of an infinite chain in the tetramer state.
Dashed line marks the center of the bandgap. Following parameters were used in calculations: a2 = −12, a4 = 5/6, b2 = −6/5,
b4 = 1/48.
Edge states: To analyze the existence of edge states, first, we need to ensure that the stationary displacements of
the edge osicllators are equal to the displacement of the bulk oscillators vT . There are two possible terminations that
are shown in Figs. S2(b,c). The first equation from the general system (S8) gives us the following conditions for two
types of edge terminations:[
2a2vT + 4a4v
3
T = 0, for the edge in Fig. S2(b),
2a2vT + 4a4v
3
T + 8b2vT + 64b4v
3
T = 0, for the edge in Fig. S2(c).
(S13)
Substituting the expression for vT gives us the same conditions for both types of the interfaces:
b2
a2
= 4
b4
a4
. (S14)
Next, we write down the equation for small oscillations on the first site, i.e. the first equation from (S10). First
type of termination gives us: (ω2 − ω2R − J1)A+ J1B = 0; and second: (ω2 − ω2R − J2)B + J2Aeik = 0. Solving these
equations along with the system (S11) gives us following solutions:
First type of termination: k = 0, A = B, ω2 = ω2R or k = pi, A = −B, ω2 = ω2R + 2J1.
Second type of termination: k = 0, A = B, ω2 = ω2R or k = pi, A = B, ω
2 = ω2R + 2J2.
These states are not localized and their eigenfrequencies coincide with one of the boundary energies of the dispersion
bands, given by (S12). Therefore, the system does not possess edge states due to the nonlinear detuning of the
resonance frequencies of oscillators,.
Interface states: The system, however, can possess the states localized at the interface between two different
tetramer phases. To analyze such situtation we perform the similar procedure as for the edge states analysis. Two
types of interfaces with different coupling constants are shown in Figs. S2(d,e).
The dynamics equations Eqs. (S8) written down for the interface oscillator give us the following conditions:[
2a2vT + 4a4v
3
T + 8b2vT + 64b4v
3
T = 0, for the interface in Fig. S2(d)
2a2vT + 4a4v
3
T = 0, for the interaface in Fig. S2(e).
(S15)
Substituting the expression for vT gives us the same condition (S14) as for the edge oscillators for both types of the
interfaces. Further analysis reveals that this condition implies that the stationary displacements of the oscillators for
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FIG. S2. (a) Scheme of an infinite chain in the tetramer state. (b,c) Scheme of finite chains in tetramer state with two possible
edge terminations. (d,e) Scheme of two possible interface configurations between two semi-infinite chains in different tetramer
phases. The brackets indicate the unit cell choice in left and right domains.
all considered states are equal to each other and to the displacement of the single nonlinear oscillator v0, i.e.:
vM = vD = vT = v0 = ±
√
− a2
2a4
. (S16)
Therefore, in a finite chain all oscillators are found in one of two possible states ±v0. This also holds for the edge and
interface oscillators, which do not acquire any static shift from v0. Using this condition, the expression for J2 and ω
2
R
can also be simplified to J2 = −4b2, and ω2R = −4a2.
Next, we write down the equations for small oscillations on the interface oscillator and on the left and right halves
shown in Fig. S2(d):

(ω2 − ω2R − 2J2)A+ J2(B1 +B2) = 0,
(ω2 − ω20)A1 +B1(J1 exp(ik1) + J2) = 0,
(ω2 − ω20)B1 +A1(J1 exp(−ik1) + J2) = 0,
(ω2 − ω20)A2 +B2(J1 exp(−ik2) + J2) = 0,
(ω2 − ω20)B2 +A2(J1 exp(ik2) + J2) = 0,
(S17)
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where A = A1 = A2. Due to the mirror symmetry of the system we need to consider only antisymmetric and
symmetric solutions. Moreover, since we are looking for the localized state we have ik = ik1 = −ik2 and we are
interested only in solutions with exp(ik) > 1.
In the case of antisymmetric solution we have A = 0, B1 = −B2. We immediately obtain ω2 = ω20 , exp(ik) =
−J2/J1 = 2. This is the state localized at the interface between two tetramer states, with the energy that always
resides exactly in the middle of the gap. For a symmetric solution we take A 6= 0, B1 = B2. Such solutions exists with
the energy ω2 = ω20 +
(J2 + J1e
−ik)(J1eik − J2)
J2 − J1 , where e
ik =
3(J2 − J1)±
√
9(J1 − J2)2 + 4J1J2
2J1
, |z| > 1. Taking
into account that J1 = 2b2 and J2 = −4b2 we obtain ω2 = ω20 − b2(
√
73 + 1).
The analysis of the second type of the interface shown in Fig. S2(e) is done in the same way. The equations for
this type of the interface can be obtained by replacing J2 ↔ J1 in the system (S17). For antisymmetric state we have
exp(ik) = −J1/J2 < 1, which means that this state is not localized. Therefore, for this type of the interface there is
only a topologically trivial localized symmetric state.
Overall, by ensuring that the parameters of the system satisfy the condition (S14) we expect the formation of the
interface state between two tetramer phases with the energy exactly in the middle of the bandgap.
Conditions of existence and stability of the stationary states
Taking into account the relation (S16), we find out that existence of all considered stationary states is ensured by
only one condition sgn(a2) 6= sgn(a4).
Stability of the solutions can be checked by calculating the sign of the minimal value of ω2, which should be
positive for the stable solutions. Low boundaries of the energy bands of the considered states are found from the
general system Eq. (S9):
Monomer state:
− 4(a2 − b2)− 4|b2| ≤ ω2 ≤ −4(a2 − b2) + 4|b2|. (S18)
Dimer state:
− 4(a2 + 2b2)− 8|b2| ≤ ω2 ≤ −4(a2 + 2b2) + 8|b2|. (S19)
Tetramer state: [
−4(a2 + b2/2)− 6|b2| ≤ ω2 ≤ −4(a2 + b2/2)− 2|b2|,
−4(a2 + b2/2) + 2|b2| ≤ ω2 ≤ −4(a2 + b2/2) + 6|b2|,
(S20)
From the stability conditions of the tetramer state Eq. (S20) we deduce that the positive sign of a2 always leads to
the instability of the tetramer state. Therefore, we have a2 < 0, a4 > 0. Further, the ratios b2/a2 and b4/a4 have the
same sign, according to the relation Eq. (S14), either positive or negative. Taking this into account we can formulate
the following stability criteria of the stationary states:
b4/a4 < 1/8 for the monomer state,
b4/a4 > −1/16 for the dimer state,
−1/8 < b4/a4 < 1/4 for the tetramer state.
(S21)
The ranges of values of the ratio b4/a4 that correspond to the unsable solutions are illustrated in Fig. 2 in the main
text with dotted grey lines for all states.
Mean chiral displacement calculation
In our calculations we consider the randomly distributed initial displacements of the oscillators. Hence, the elements
of the interaction matrix that describes the dispersion of the linearized system are also random in the beginning of
system evolution and converge to stationary values in the limit of t→∞. Since at each moment of time the system
is not periodic, the topological properties of the system cannot be derived from direct calculation of the Zak phase.
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Thus, we characterize the topological properties of the system by the so-called mean chiral displacement (MCD) [49].
This method allows for determining of the topological phase of the not necessarily periodic systems. For a given
system one can calculate the MCD of a freely evolved state Ψ as a function of time delay τ as follows:
MCD(t, τ) =
∑
(Γn)Ψ(τ + t), (S22)
where Γ is the matrix of the chiral operator, n is the matrix of the position operator, so that
Γn = diag(. . . ,−1, 1, 0, 0, 1,−1, 2,−2, . . .); and the vector of displacements Ψ = [. . . , y1, y2, . . .]T is localized in an
arbitrary unit cell for τ = 0. For the SSH model the value of MCD at large times τ converges to either 0 or
0.5 depending on the choice of the unit cell, which corresponds to the values of the Zak phase γ = 0 or γ = pi,
respectively [49]. However, for non-periodic systems time dependence of the MCD might not converge to any certain
value. Such behaviour can be observed in Fig. 3(b) in the main text, where we plotted the limit values of MCD
at τ = ∞ as a function of time t. At small times all oscillators possess relatively large random displacements, and
consequently the calculated values of the MCD are also random, i.e. the system does not exhibit nontrivial topological
properties. At large times t & 100 the values of MCD(τ →∞, t) converge to 0 and 0.5 for the left and the right sides
of the chain, respectively, indicating the formation of topologically different phases.
