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ISOMETRIES OF LATTICES AND HASSE PRINCIPLES
EVA BAYER-FLUCKIGER
Abstract. We give necessary and sufficient conditions for an integral
polynomial without linear factors to be the characteristic polynomial of
an isometry of some even, unimodular lattice of given signature. This gives
rise to Hasse principle questions, which we answer in a more general setting.
0. Introduction
In [GM 02], Gross and McMullen give necessary conditions for a monic,
irreducible polynomial to be the characteristic polynomial of an isometry of
some even, unimodular lattice of prescribed signature. They speculate that
these conditions may be sufficient; this is proved in [BT 17]. It turns out that
the conditions of Gross and McMullen are local conditions, and that (in the
case of an irreducible polynomial) a local-global principle holds.
More generally, if f ∈ Z[X ] is a monic polynomial without linear factors,
the conditions of Gross and McMullen are still necessary, and they are also suf-
ficient everywhere locally. However, when f is not an irreducible polynomial,
the local-global principle no longer holds in general.
The aim of this paper is to describe the obstruction to the local-global
principle (also called Hasse principle). We place ourselves in a more general
setting : we consider isometries of lattices over rings of integers of global fields
of characteristic 6= 2 with respect to a finite set of places. The local conditions
on the polynomial then also depend on the field and on the finite set of places
- in the case of unimodular, even lattices over the integers, they are given by
the Gross-McMullen conditions, as proved in [BT 17] and the same question
for rings of integers of arbitrary number fields is solved by Kirschmer in [K 17].
We do not attempt to work out the local conditions in general : we assume
that they are satisfied, and give the obstruction to the local-global principle.
Even more generally, in §12 we construct an “obstruction group" - a finite
abelian group which gives rise to the obstruction group to the Hasse principle
in several concrete situations.
To explain the results of the paper, let us come back to the original ques-
tion : we have a monic polynomial f ∈ Z[X ] without linear factors, we give
ourselves a pair of integers, r, s > 0. and we would like to know whether there
exists an even, unimodular lattice of signature (r, s) having an isometry with
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characteristic polynomial f . It is easy to see that all even, unimodular lattices
with the same signature become isomorphic over Q. This leads to an easier
question : let f ∈ Q[X ] be a monic polynomial and let q be a non-degenerate
quadratic form over Q; under what conditions does q have an isometry with
characteristic polynomial f ? This question was raised, for arbitrary ground
fields of characteristic not 2, by Milnor in [M 69], and an answer is given in
[B 15] in the case of global fields; instead of just fixing the characteristic poly-
nomial, the point of view of [B 15] is to fix a module over the group ring of the
infinite cyclic group (thereby fixing both the minimal and the characteristic
polynomials).
Let K be a field of characteristic 6= 2, and let A be a commutative K-
algebra with a K-linear involution σ : A → A; the special case mentioned
above is A = K[Γ], where the group Γ is infinite cyclic, and σ is the canonical
involution of the group algebra.
Let M be an A-module which is finite dimensional over K. A quadratic
form b : M ×M → K is called an A-quadratic form if b(ax, y) = b(x, σ(a)y)
for all x, y ∈ M , a ∈ A. [Note that, if A = K[G] where G is a group, this
means that b is G-invariant, i.e., that (M, b) is a G-quadratic form.]
Let now q : V × V → K be a non-degenerate quadratic form. We say that
M and (V, q) are compatible if there exists a K-linear isomorphism ϕ : M → V
such that the map bϕ : M ×M → K defined by bϕ(x, y) = q(ϕ(x), ϕ(y)) is an
A-quadratic form, in the sense defined above,
In the case where K is a global field, these definitions lead to a local-global
question. Let VK be the set of places of a global field K, and let us denote by
Kv the completion of K at v ∈ VK . We consider the following local and global
conditions :
(L 1) For all v ∈ VK, the quadratic form (V, q)⊗K Kv is compatible with the
module M ⊗K Kv.
(G 1) The quadratic form (V, q) is compatible with the module M .
We shall discuss the validity (or non-validity) of (L 1) =⇒ (G 1), together
with an “integral" variant, as follows.
Let O be the ring of integers of K with respect to a finite non-empty set Σ
of places of K (containing the infinite places when K is a number field), and
let VΣ be the set of places of K that are not in Σ. Let Λ be an O-algebra;
assume that A = Λ⊗O K, and that Λ is stable by the involution σ.
A Λ-lattice of M is a sub-Λ-module L of M which is a projective O-module,
and satisfies KL = M . If (M, b) is an A-quadratic form, and if L is a Λ-lattice
of M , set L♯ = {x ∈M | b(x, L) ⊂ O}. We say that L is unimodular if L♯ = L.
We say that (V, q) contains a unimodular Λ-lattice if there exists an isomor-
phism ϕ : M → V such that (M, bϕ) contains a unimodular Λ-lattice.
For all v ∈ VK , let Ov be the ring of integers of Kv, and set Λv = Λ⊗O Ov.
We consider the following local and global conditions :
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(L 2) For all v ∈ VΣ, the quadratic form (V, q)⊗KKv contains a unimodular
Λv-lattice.
(G 2) The quadratic form (V, q) contains a unimodular Λ-lattice.
We have two Hasse principle questions, the “rational" one : does (L 1) imply
(G 1) ? and the “integral" one : do conditions (L 1) and (L 2) imply (G 1)
and (G 2) ?
Let AM be the image of A in End(M), and assume that the kernel of the
map A→ AM is stable by the involution σ; this is the case when the module
M is compatible with a non-degenerate quadratic form. We denote by σ the
induced involution of AM .
Assume that the module M is semi-simple. We associate to M a set AM
of skew fields - those arising as endomorphism rings of the simple components
of the module M . Some of these are stable by the involution, others come in
pairs, exchanged by the involution. We assume that the fields are commutative,
finite extensions of the ground field K.
If E is one of the fields stable by the involution σ and F the fixed field of σ in
E, we assume that E/F is a quadratic extension [when A = K[Γ], the factors
are of the shape K[X ]/(g), where g ∈ K[X ] is an irreducible, symmetric
polynomial; either g is of even degree (in which case E/F is a quadratic
extension), or deg(g) = 1. Since we are only dealing with polynomials without
linear factors, we may assume that g is of even degree, hence this assumption
is fulfilled].
The results concerning the “rational" Hasse principles are as follows. We
start by defining an “obstruction group" associated to K-algebras with certain
properties. If this algebra is realized as endomophism group of a module, and
if q is a quadratic form satisfying condition (L 1), then the obstruction to (G 1)
is given in terms of linear forms defined on this group. More precisely :
• Let E = ∏
i∈I
Ei, where the Ei/K are finite field extensions of K, and
let σi : Ei → Ei be non-trivial K-linear involutions; let σ : E → E be
the involution whose restriction to Ei is equal to σi. We define a group
XE = X(E,σ) which is a finite dimensional F2-vector space (see §16).
• If AM = (Ei)i∈I as above, and if q is a quadratic form satisfying condition
(L 1), then we define a linear form cq on XE, and we show that (G 1) holds
if and only if cq = 0 (see Theorem 16.4).
For instance, when A = K[Γ], and f =
∏
i∈I
fnii where fi ∈ K[X ] are distinct
monic, irreducible, symmetric of even degree, we set Ei = K[X ]/(fi) and
M = ⊕
i∈I
Enii . A quadratic form q is compatible with the module M if and
only if it has an isometry with characteristic polynomial f . It follows from
the above result that if XE = 0 and if q has an isometry with characteristic
polynomial f everywhere locally, then such an isometry exists globally as well.
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Similarly, we define an “integral" obstruction group which measures the
failure of the Hasse principle in the integral case. More precisely, if Λ is an
O-algebra with A = Λ ⊗O K and such that Λ is stable by the involution σ,
let ΛM be the image of Λ in End(M) and assume that ΛM is stable by σ.
We define a group XΛM ,M that is also a finite dimensional F2-vector space,
containing XE as a subgroup (cf. §17). If q is a quadratic form satisfying
conditions (L 1) and (L 2), then we associate to q a finite set Cq of linear maps
on XΛM ,M such that (G 1) and (G 2) hold if and only if Cq contains the zero
map (cf. Theorem 19.4).
The applications to the initial question are as follows. Let fi ∈ Z[X ] be
monic, irreducible, symmetric polynomials of even degree, set g =
∏
i∈I
fi, and
E = Q[X ]/(g). The group XΛM ,M only depends on the polynomial g; let us
denote it by Xg.
Let f =
∏
i∈I
fnii . Set deg(f) = 2n, and let (r, s) be a pair of integers, r, s > 0.
The following conditions are necessary for the existence of an even, unimodular
lattice with signature (r, s) having an isometry with characteristic polynomial
f (see Lemma 20.3) :
(C 1) The integers |f(1)|, |f(−1)| and (−1)nf(1)f(−1) are all squares.
Let m(f) be the number of roots z of f with |z| > 1 (counted with multi-
plicity).
(C 2) r + s = 2n, r ≡ s (mod 8), r > m(f), s > m(f), and m(f) ≡ r ≡
s (mod 8).
Assume that conditions (C 1) and (C 2) hold. We then define a finite number
of linear forms on Xg, and prove that there exists an even, unimodular lattice
with signature (r, s) having an isometry with characteristic polynomial f and
minimal polynomial g if and only if one of these linear forms is zero (see
Theorem 20.11.)
Several examples are given in §20. For all integers d > 1, we denote by Φd
the d-th cyclotomic polynomial.
Example. Let f1(X) = X
10+X9−X7−X6−X5−X4−X3+X+1, and f2 =
Φ14. Set f = f1f
2
2 and g = f1f2. Set L3,19 = (−E8)⊕(−E8)⊕H⊕H⊕H , where
E8 is the E8-lattice and H the hyperbolic lattice. It is shown in Examples
20.8 and 20.19 that L3,19 has an isometry with characteristic polynomial f
and minimal polynomial g.
Example. Let p and q be two distinct prime numbers, such that p ≡ q ≡
3 (mod 4). Let n,m, t ∈ Z with n,m, t > 2 and m 6= t, and set
f1 = Φpnqm, f2 = Φpnqt , and f = g = f1f2.
There exists a positive definite, even, unimodular lattice having an isometry
with characteristic polynomial f ⇐⇒ (p
q
) = 1 (see Examples 20.10 and 20.14).
ISOMETRIES OF LATTICES AND HASSE PRINCIPLES 5
Table of contents
1. The equivariant Witt group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2. Lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3. Bounded modules, semi-simplification and reduction mod π . . . . . . . . . . . . 6
4. The residue map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
5. Lattices and discriminant forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
6, Local-global problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
7. Stable factors, orthogonal decomposition and transfer . . . . . . . . . . . . . . . . . . 8
8. Simple modules and reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
9. Twisting groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
10. Residue maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
11. Hernitian forns and Hasse-Witt invariants . . . . . . . . . . . . . . . . . . . . . . . . . . . .13
12. Obstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .15
13. Obstruction group - the rational case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
14. Twisting groups and equivalence relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
15. Local data - the rational case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
16. Local-global problem - the rational case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
17. Obstruction group - the integral case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .29
18. Local data and residue maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
19. Local-global problem - the integral case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
20. Lattices over Z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1. The equivariant Witt group
Let K be a field, and let A be a K-algebra with a K-linear involution
σ : A→ A. All A-modules are supposed to be finite dimensional over K.
Bilinear forms compatible with a module structure
Let M be an A-module, and let b : M × M → K be a non-degenerate
symmetric bilinear form. We say that (M, b) is an A-bilinear form if
b(ax, y) = b(x, σ(a)y)
for all a ∈ A and all x, y ∈ M [if G is a group, A = K[G], and if σ : K[G] →
K[G] is the K-linear involution sending g ∈ G to g−1, then this becomes
b(gx, gy) = b(x, y) for all g ∈ G and x, y ∈M ].
Let V be a finite dimensional K-vector space, and let q : V × V → K
be a non-degenerate symmetric bilinear form. We say that M and (V, q) are
compatible if there exists a K-linear isomorphism ϕ : M → V such that the
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bilinear form bϕ : M×M → K, defined by bϕ = q(ϕ(x), ϕ(y)), is an A-bilinear
form.
Example 1.1. Take for A the group ring K[Γ], where Γ is the infinite cyclic
group, and for σ the canonical involution of K[Γ]; let γ be a generator of Γ. If
b is a bilinear form compatible with a module M , then γ acts as an isometry
of b. Conversely, an isometry of a bilinear form b : V ×V → K endows V with
a structure of A-module compatible with b.
Let AM be the image of A in End(M); if M is compatible with a non-
degenerate bilinear form, then the kernel of the map A→ AM is stable by σ,
and the algebra AM carries the induced involution σ : AM → AM .
Definition 1.2. We say that an A-module M is self-dual if the kernel of the
map A→ AM is stable by σ.
If char(K) 6= 2, the notions of symmetric bilinear form and quadratic form
coincide; we then use the terminology of A-quadratic form instead of A-bilinear
form.
The equivariant Witt group
We denote by WA(K) the Witt group of A-bilinear forms (cf. [BT 17],
Definition 3.3).
If M is a simple A-module, let WA(K,M) be the subgroup of WA(K)
generated by the classes of the (A, σ)-bilinear forms (M, q). We have
WA(K) = ⊕
M
WA(K,M),
where M ranges over the isomorphism classes of simple A-modules (see
[BT 17], Theorem 3.12).
More generally, ifM is a semi-simple A-module, setWA(K,M) = ⊕
S
WA(K,S),
where S ranges over the isomorphism classes of simple A-modules arising in a
direct sum decomposition of M .
2. Lattices
Let O be an integral domain, and let K be its field of fractions; let Λ be an
O-algebra, and let σ : Λ → Λ be an O-linear involution. Set ΛK = Λ ⊗O K.
Let M be a ΛK-module; a Λ-lattice is a sub-Λ-module L of M which is a
projective O-module, and satisfies KL = M .
Let (M, b) be a ΛK-bilinear form; if L is an Λ-lattice, then so is its dual
L♯ = {x ∈M | b(x, L) ⊂ O}.
We say that L is unimodular if L♯ = L.
ISOMETRIES OF LATTICES AND HASSE PRINCIPLES 7
3. Bounded modules, semi-simplification and reduction mod π
We keep the notation of the previous section, and assume that O is a discrete
valuation ring; let π be a uniformizer, and let k = O/π be the residue field. Set
Λk = Λ⊗O k. We say that a ΛK-module is bounded if it contains a Λ-lattice.
LetM be a bounded ΛK-module, and let L ⊂M be a Λ-lattice; the quotient
L/πL is a Λk-module. The isomorphism classes of the simple Λk-modules
occuring as quotients in a Jordan-Hölder filtration of L/πL are independent
of the choice of the Λ-lattice L in M ; this is a generalization of the Brauer-
Nesbitt theorem, see [S 18], Theorem 2.2.1. The direct sum of these modules
is called the semi-simplification of L/πL; by the above quoted result it is
independent of the choice of L. It will be called the reduction mod π of M ,
and will be denoted by M(k); this Λk-module is defined up to a non-canonical
isomorphism.
The involution σ : Λ → Λ induces an involution Λk → Λk, which we still
denote by σ. Recall that a Λk-module N is said to be self-dual if the kernel of
the homomorphism Λk → End(N) is stable by the involution σ. Set κ(N) =
EndΛk(N); if N is self-dual, then σ induces an involution σ : κ(N)→ κ(N).
4. The residue map
We keep the notation of the previous section. We say that a ΛK-bilinear form
is bounded if it is defined on a bounded module, and we denote by W bΛK (K)
the subgroup of WΛK (K) generated by the classes of bounded forms.
Let (M, b) be a ΛK-bilinear form, and let L be a lattice inM ; we say that L is
almost unimodular if πL♯ ⊂ L ⊂ L♯, where π is a uniformizer. Every bounded
ΛK-bilinear form contains an almost unimodular lattice (see [BT 17], Theorem
4.3. (i)). Recall also from [BT 17], Theorem 4.3, the following result
Theorem 4.1. The map
∂ : W bΛK(K)→WΛk(k)
given by
[M, b] 7→ [L♯/L],
where L is an almost unimodukar lattice contained in M , is a homomorphism.
Moreover, a ΛK-bilinear form contains a unimodular lattice if and only if it is
bounded and the image of its Witt class by ∂ is zero.
We call ∂([M, b]) the discriminant form of the almost unimodular lattice L.
Let (V, q) be a quadratic form over K, and let δ ∈ WΛk(k). We say that
(V, q) contains an almost unimodular Λ-lattice with discriminant form δ if
there exists an isomorphism ϕ : M → V such that (M, bϕ) contains an almost
unimodular Λ-lattice with discriminant form δ.
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5. Lattices and discriminant forms
We keep the notation of §2; moreover we assume that K is a global field,
and that O is the ring of integers of K with respect to a finite non-empty set
Σ of places of K (containing the infinite places when K is a number field). Let
VΣ be the set of places of K that are not in Σ.
We denote by VK the set of all places of K; if v ∈ VK , let Kv be the
completion of K at v, let Ov be the ring of integers of Kv, let kv be the residue
field, and set Λv = Λ⊗O Ov.
Let (M, b) be a ΛK-bilinear form; if L is a lattice of M and v ∈ VK , set
Mv = M ⊗K Kv and Lv = L⊗O Ov.
Definition 5.1. We say that a Λ-lattice L is almost unimodular if the lattice
Lv is almost unimodular for all v ∈ VΣ. The discriminant form of an almost
unimodular Λ-lattice L is by definition the collection δ(L) = (δv) of elements
of WΛkv (kv) where δv is the discriminant form of L
v.
Note that δv = 0 for almost all v ∈ VK .
Proposition 5.2. An almost unimodular lattice is unimodular if and only if
its discriminant form is trivial.
Proof. This follows from Theorem 4.1.
6. Local-global problems
We keep the notation of the previous section. Let (V, q) be a quadratic form
over K; for all places v ∈ VΣ, let us fix δ = (δv), with δv ∈ WΓ(kv) such that
δv = 0 for almost all v. We say that (V, q) contains an almost unimodular
Λ-lattice with discriminant form δ if there exists an isomorphism ϕ : M → V
such that (M, bϕ) contains an almost unimodular Λ-lattice with discriminant
form δ.
We consider the following local and global conditions :
(L 1) For all v ∈ VK, the quadratic form (V, q)⊗K Kv is compatible with the
module M ⊗K Kv.
(L 2)δ For all v ∈ VΣ, the quadratic form (V, q) ⊗K Kv contains an almost
unimodular Λv-lattice with discriminant form δv.
(G 1) The quadratic form (V, q) is compatible with the module M .
(G 2)δ The quadratic form (V, q) contains an almost unimodular Λ-lattice
with discriminant form δ.
For all v ∈ VK , set Mv = M ⊗K Kv and V v = V ⊗K Kv.
Proposition 6.1. The following are equivalent :
(i) For all v ∈ VΣ, there exists an isomorphism ϕv : Mv → V v such that
∂v([M
v, bϕv ]) = δv.
(ii) Conditions (L 1) and (L 2)δ hold.
ISOMETRIES OF LATTICES AND HASSE PRINCIPLES 9
Proof. This is clear.
Proposition 6.2. The following are equivalent
(i) There exists an isomorphism ϕ : M → V such that for all v ∈ VΣ, we
have
∂v([M, bϕ]) = δv.
(ii) Conditions (G 1) and (G 2)δ hold.
Proof. We have (ii) =⇒ (i) by definition. Condition (i) implies that for all
v ∈ VΣ, there exists a Λv-lattice Lv in Mv with discriminant form δv. Set
L = {x ∈ M | x ∈ Lv for all v ∈ VK};
then L is an almost unimodular lattice of (M, bϕ) with discriminant form δ,
hence (ii) holds.
7. Stable factors, orthogonal decomposition and transfer
We keep the notation of Section 1; in particular, K is a field, A is a K-
algebra with a K-linear involution σ : A → A, and M is an A-module. We
also assume that M is semi-simple. [Note that by [BT 17], Theorem 3.12, a
bilinear form compatible with M is in the same Witt class as a bilinear form
on a semi-simple module.] Recall that AM is the image of A in End(M), and
that we are assuming that the kernel of the map A→ AM is stable by σ; the
algebra AM carries the induced involution σ : AM → AM .
Assume in addition that if N is a simple factor of M , then AN is commu-
tative; hence it is a field, finite extension of K; therefore AM is a product of
matrix algebras MN over the fields AN . Some of these are stable under σ,
others come in pairs, exchanged by σ. Note that a simple module N is self-dual
if MN is stable by σ. If N is self-dual, then the involution σ : MN → MN
is induced by a K-linear involution of AN ; we also denote this involution by
σ : AN → AN .
We associate to the module M a set AM of σ-stable commutative K-
algebras, as follows. The set AM consists of the σ-stable fields AN , where N is
a self-dual simple factor of M , and of the products of two fields interchanged
by σ associated to the simple factors of M that are not self-dual. The module
M decomposes into the direct sum of isotypic submodules, M ≃ ⊕
N
MN , where
N ranges over the simple factors of M . The following is well-known
Proposition 7.1. Let b be an A-bilinear form on M . We have an orthogonal
sum decomposition
b ≃ ⊕
N
bN ,
where bi is compatible with the module MN .
The elements of AM are called simple σ-stable algebras associated to M .
These can be of three types :
Type (0) : A field E stable by σ, and the restriction of σ to E is the identity.
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Type (1) : A field E stable by σ, and the restriction of σ to E is not the
identity; E is then a quadratic extension of the fixed field of σ in E.
Type (2) : A product of two fields exchanged by σ.
Proposition 7.1 implies that every bilinear form b compatible with M de-
composes as an orthogonal sum b ≃ b(0) ⊕ b(1) ⊕ b(2), corresponding to the
factors of type 0, 1 and 2, Moreover, it is easy to see that the class of b(2) in
WA(K) is zero.
Example 7.2. Let A = K[Γ] as in example 1.1, and let γ be a generator of
Γ. In this case, the simple σ-stable factors are of the shape K[X ]/(f), where
f ∈ K[X ] is as follows
Type (0) f(X) = X + 1 or X − 1.
Type (1) f ∈ K[X ] is monic, irreducible, symmetric, of even degree [recall
that an even degree polynomial f is symmetric if f(X) = Xdeg(f)f(X−1)].
Type (2) f = gg∗ for some irreducible, monic polynomial g ∈ K[X ] with
non-zero constant term, and g∗(X) = g(0)−1Xdeg(g)g(X−1).
We say that f is a polynomial of type 0, 1 or 2.
Let E be such a factor, and letMN be a component ofM with End(N) ≃ E.
We denote by γN the image of the generator γ by the map A → End(MN ).
If b is a bilinear form compatible with MN , the endomorphism γN is an
isometry of b with minimal polynomial f and characteristic polynomial fn,
where n = dimE(MN ).
Transfer
Assume now that AM has only one element, an involution invariant field
E; note that M is a finite dimensional E-vector space. Let ℓ : E → K be a
non-trivial K-linear map such that ℓ(σ(x)) = ℓ(x) for all x ∈ E. The following
is well-known :
Proposition 7.3. A bilinear form b is compatible with M if and only if there
exists a non-degenerate hermitian form h : M×M → E on the E-vector space
M such that b = ℓ ◦ h.
8. Simple modules and reduction
We keep the notation of the previous section. We assume moreover that
M is a simple A-module. Let E = AM be the image of A in End(M); by
hypothesis, E carries an involution σ : E → E induced by the involution of A.
Since M is simple, E is a field, finite extension of K; let F be the fixed field
of σ in E.
Assume moreover that K is a global field, and let O be a ring of integers
with respect to a finite set Σ of places of K, containing the infinite places if
K is a number field. Let Λ be an O-algebra; assume that A = Λ ⊗O K, and
that Λ is stable by the involution σ : A→ A.
As in the previous sections, we denote by VK the set of places of K, by VΣ
the set of places of K that are not in Σ, and by Kv the completion of K at
ISOMETRIES OF LATTICES AND HASSE PRINCIPLES 11
v; let Ov be the ring of integers of Kv, let πv ∈ Ov be a uniformizer, and let
kv = Ov/πvOv be the residue field. Set M
v = M ⊗K Kv, Ev = E ⊗K Kv and
Λv = Λ ⊗O Ov. As in §3, we denote by Mv(kv) the reduction mod πv of Mv.
Let Sv be the set of places w of F above v such that E ⊗ Fw is a field. If
w ∈ Sv, we denote by Ow the ring of integers of Ew, and by κw its residue
field.
Proposition 8.1. Let v ∈ VΣ. The self-dual, simple components of Mv(kv)
are isomorphic to κw for some w ∈ VF above v.
Proof. Let OEv be the maximal order of E
v, and note that OEv is a Λ
v-lattice
in Mv = Ev. The simple components of OEv/πvOEv are the residue fields of
the rings of integers of Ew for the places w ∈ VE above v; such a component
is self-dual if and only if w is inert or ramified in the extension Ew/Fw, where
we also denote by w the unique place of F extending to w. This completes
the proof of the proposition.
Example 8.2. Assume that Λ = O[Γ], hence A = Λ ⊗O K = K[Γ]. With
the notation of Example 7.2, let f ∈ O[X ] of type 1, let E = K[X ]/(f) and
M = ME a module with AM = (E); we have M = [K[X ]/(f)]n for some
integer n > 1. The homomorphism Ov → kv induces pv : Ov[X ]→ kv[X ]. The
self-dual, simple components of Mv(kv) are isomorphic to kv[X ]/(ϕ), where
ϕ ∈ kv[X ] is an irreducible, symmetric factor of the polynomial pv(f) ∈ kv[X ].
Indeed, [Ov[X ]/(f)]
n is a lattice in Mv = [Kv[X ]/(f)]
n, hence the self-dual,
simple components of the reduction mod πv of M
v are of the shape kv[X ]/(ϕ)
with ϕ ∈ kv[X ] as above.
9. Twisting groups
We start by recalling some notions and facts from [BT 17], §5. Assume that
K is a field of characteristic 6= 2.
If F is a commutative semi-simple K-algebra of finite rank, and E a K-
algebra that is free of rank 2 over F ; we denote by σ : E → E the involution
fixing F , and we set
T (E, σ) = F×/NE/F (E
×).
There is an exact sequence
1→ T (E, σ) β→ Br(F ) res−→ Br(E),
where res : Br(F )→ Br(E) is the base change map (cf. [BT 17], Lemma 5.3).
Let d ∈ F× such that E = F (√d); then β(λ) is the class of the quaternion
algebra (λ, d) in Br(F ).
If E is a local field, then we have a natural commutative diagram
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(9.1) 1 // T (E, σ)
θ

// Br(F )
inv

// Br(E)
inv

0 // Z/2Z
1/2
// Q/Z
2
// Q/Z
in which the vertical map θ : T (E, σ)→ Z/2Z is an isomorphism.
Assume now that E is a global field. Let S be the set of places w of F such
that E ⊗F Fw is a field. Then we have (cf. [BT 17], Theorem 5.7)
Theorem 9.1. The sequence
1→ T (E, σ)→
⊕
w∈S
T (Ew, σ)
∑
θw−→ Z/2Z→ 0
is exact.
Let v be a place of K, and let w be a place of F above v. Recall that the
following diagram commutes
(9.2) Br(Fw)
cor

invw
// Q/Z
id

Br(Kv)
invv
// Q/Z.
10. Residue maps
Assume that K is a non-archimedean local field of characteristic 6= 2, that E
is a finite degree field extension of K with a non-trivial involution σ : E → E
and that F is the fixed field of σ. Let ℓ : E → K be a non-trivial K-linear
map such that ℓ(σ(x)) = ℓ(x) for all x ∈ E. Let O be the ring of integers of
K, and let k be its residue field. Let OE be the ring of integers of E, and let
mE be its maximal ideal; set κE = OE/mE .
If n > 1 is an integer, we define a map
tn : T (E, σ)→ W bE(K)
as follows. For λ ∈ T (E, σ), let us denote by hn,λ the n-dimensional diagonal
hermitian form 〈λ, 1, . . . , 1〉 over E, and set qn,λ = ℓ(hn,λ); we obtain an
element [qn,λ] ∈ W bE(K). Recall that we have a homomorphism ∂ : W bE(K)→
WκE(k).
Proposition 10.1. For all integers n > 1, we have
(a) If E/F is inert, then
∂ ◦ tn : T (E, σ)→ WκE(k)
is a bijection.
(b) If E/F is ramified and char(k) 6= 2, then
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∂ ◦ tn : T (E, σ)→ WκE(k)
is injective, and its image consists of the classes of forms of dimension n[κE : k]
mod 2.
(c) If E/F is ramified and char(k) = 2, then
∂ ◦ tn : T (E, σ)→ WκE(k)
is constant.
Proof. Let δ be the valuation of the different ideal DE/K ; in other words, we
have DE/K = mδE .
(a) Let σ : κE → κE be the involution induced by σ. Since E/F is inert,
this involution is non-trivial. The group WκE(k) is isomorphic to the Witt
group W (κE, σ) of hermitian forms over (κE, σ). Note that since k is a finite
field, the group W (κE, σ) is of order 2.
Let πE be a generator of mE , and note that the class of πE is the unique
non-trivial element of T (E, σ). By [BT 17], Corollary 6.2 and Proposition 6.3,
we see that if δ is even, then ∂ ◦ tn(1) = 0 and ∂ ◦ tn(πE) 6= 0; if δ and n are
both odd, then ∂ ◦ tn(πE) = 0 and ∂ ◦ tn(1) 6= 0; if δ is odd and n is even, then
∂ ◦ tn(1) = 0 and ∂ ◦ tn(πE) 6= 0. Hence ∂ ◦ tn is bijective.
(b) This follows from [BT 17], Proposition 6.6.
(c) Follows from [BT 17], Proposition 6.7.
The following special case will be useful in the sequel.
Lemma 10.2. Assume that E/K is unramified. Then ∂ ◦tn(1) = 0 in WκE(k)
for all integers n > 1.
Proof. The hypothesis implies that the valuation of the different ideal DE/K
is zero, and that E/F is inert; hence [BT 17], Corollary 6.2 yields the desired
result.
11. Hermitian forms and Hasse-Witt invariants
Assume that K is a field of characteristic 6= 2. The aim of this section is
to give some results relating the invariants of hermitian forms and those of
quadratic forms obtained from them via transfer. Recall that every quadratic
form q over K can be diagonalized, in other words there exist a1, . . . , an ∈ K×
such that q ≃ 〈a1, . . . , an〉. The determinant of q is by definition the product
a1 . . . an, denoted by det(q); it is an element of K
×/K×2. Let us denote by
Br(K) the Brauer group of K, considered as an additive abelian group, and let
Br2(K) be the subgroup of elements of order ≤ 2 of Br(K). The Hasse-Witt
invariant of q is by definition w2(q) = Σi<j(ai, aj) ∈ Br2(k), where (ai, aj) is
the class of the quaternion algebra over K determined by ai, aj.
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Let E be a finite extension of K, and let σ : E → E be a non-trivial K-
linear involution of E; let F be the fixed field of σ, and let d ∈ F× be such
that E = F (
√
d). Let ℓ : E → K be a non-trivial K–linear map such that
ℓ(x) = ℓ(σ(x)) for all x ∈ E.
For all a ∈ F×, let Da be the determinant of the quadratic form F×F → K,
defined by x, y 7→ ℓF (axy), where ℓF is the restriction of ℓ to F .
Lemma 11.1. For all a ∈ F×, we have
Da = NF/K(a)D1.
Proof. Let La : F → HomK(F,K) be defined by La(x)(y) = ℓF (axy) for all
x, y ∈ F , and letma : F → F be the multiplication by a; we have La = L1◦ma.
Since det(La) = Da and det(ma) = NF/K(a), the lemma follows.
If h : M ×M → E is a non-degenerate hermitian form, composing with
ℓ gives rise to a quadratic form ℓ(h) : M ×M → K defined by ℓ(h)(x, y) =
ℓ(h(x, y)).
Proposition 11.2. Let h : M ×M → E be a non-degenerate hermitian form,
and let n = dim(M). The determinant of the quadratic form ℓ(h) is
NF/K(−d)n.
Proof. It suffices to prove the proposition when n = 1. Let λ ∈ F× be such
that h(x, y) = λxσ(y). Since ℓ(σ(x) = ℓ(x) for all x ∈ E, we have ℓ(√d) = 0,
hence ℓ(h) is the orthogonal sum of two quadratic forms defined on the K-
vector space F , namely (x, y) 7→ ℓF (λxy) and (x, y) 7→ ℓF (−dλxy), where ℓF
is the restriction of ℓ to F . The determinant of ℓ(h) is the product of the
determinant of these two forms. Lemma 11.1 implies that the determinant of
the first one is NF/K(λ)D1, and of the second one NF/K(−d)NF/K(λ)D1; this
completes the proof of the proposition.
Notation 11.3. For all λ ∈ F× and all integers n > 1, let hn,λ be the
n-dimensional diagonal hermitian form hn,λ = 〈λ, 1, . . . , 1〉 over E, and set
qn,λ = ℓ(hn,λ).
Proposition 11.4. Let λ ∈ F× and let n > 1 be an integer. We have
w2(qn,λ) = w2(qn,1) + corF/K(λ, d)
in Br2(K).
To prove this proposition, we recall a theorem of Arason. If k is a field of
characteristic 6= 2, we denote by I(k) the ideal of even dimensional forms of the
Witt ring W (k), and by e2 : I
2(k)→ Br2(k) be the homomorphism sending a
2-fold Pfister form 〈〈a, b〉〉 to the class of the quaternion algebra (−a,−b) (see
for instance [AEJ 84]).
Theorem 11.5. (Arason) Let s : F → K be a non-trivial linear form. If
Q ∈ I2(F ), then s(Q) ∈ I2(K), and
e2(s(Q)) = corF/K(e2(Q))
in Br2(K).
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Proof. See [AEJ 84], Theorem 1.21, or [A 75], Satz 4.1 and Satz 4.18.
Corollary 11.6. If Q ∈ I2(F ), then
w2(s(Q)) = corF/K(w2(Q))
in Br2(K).
Proof. [L 05], Proposition 3.20 implies that for Q ∈ I2(F ), either w2(Q) =
e2(Q) or w2(Q) = e2(Q)+(−1,−1). In the first case, there is nothing to prove;
assume that w2(Q) = e2(Q) + (−1,−1). We have e2(Q) = corF/K(e2(Q)) by
Theorem 11.5. Since w2(Q) = e2(Q) + (−1,−1), we have corF/K(w2(Q)) =
corF/K(e2(Q)) + (−1, (−1)[F :K]) = corF/K(e2(Q))[F : K](−1,−1). On the
other hand, w2(s(Q)) = e2(s(Q)) + [F : k](−1. − 1) (see [L 05], Proposition
3.20), and this implies that w2(s(Q)) = corF/K(w2(Q)), as claimed.
For all n ∈ N, set Dn = NF/K(−d)n; Proposition 11.2 implies that
det(qn,λ) = Dn
for all λ ∈ F×.
Proof of Proposition 11.4. Assume first that n = 1, and let s : F → K
be the restriction of ℓ : E → K to F . Note that ℓ(h1,1) = s(〈2,−2d〉), and
ℓ(h1,λ) = s(〈2,−2λd〉). Set q1 = 〈2,−2d〉, q2 = 〈2,−2λd〉, and Q = q1 + q2.
We have w2(Q) = w2(q1)+w2(q2)+ (det(q1), det(q2)) = (λ, d)+ (−1, d), hence
corF/K(w2(Q)) = corF/K(λ, d) + (−1, NF/K(−d)). On the other hand, we
have w2(s(Q)) = w2(s(q1)) + w2(s(q2)) + (det(s(q1)), det(s(q2)). By Propo-
sition 11.2, we have det(s(q1)) = det(s(q2)) = NF/K(−d), hence w2(s(Q)) =
w2(s(q1))+w2(s(q2))+(−1,NF/K(−d)). By Corollary 11.6, we have w2(s(Q)) =
corF/K(w2(Q)), therefore w2(s(q1)) + w2(s(q2)) = corF/K(λ, d). Since q1,1 =
ℓ(h1,1) = s(q1) and q1,λ = ℓ(h1,λ) = s(q2), this proves the proposition when
n = 1. Asssume now that n > 2. We have
w2(qn,λ) = w2(q1,λ) + (D1, Dn−1) + w2(qn−1,1),
and
w2(qn,1) = w2(q1,1) + (D1, Dn−1) + w2(qn−1,1).
By the one-dimensional case, we have w2(q1,λ) = w2(q1,1) + corF/K(λ, d),
hence
w2(qλ) = w2(qn,1) + corF/K(λ, d),
as claimed.
Local fields
Assume that K is a local field.
Lemma 11.7. Two hermitian forms over E having the same dimension and
determinant are isomorphic.
Proof. See for instance [Sch 85], 10.1.6, (ii).
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Proposition 11.8. Let λ ∈ F×, let h be an n-dimensional hermitian form of
determinant λ over E, and set q = ℓ(h). We have
w2(q) = w2(qn,1) + corF/K(λ, d)
in Br2(K).
Proof. If K is a non-archimedean local field, then by Lemma 11.7 the
hermitian form h is isomorphic to the diagonal form hn,λ = 〈λ, 1, . . . , 1〉, hence
the statement follows from Proposition 11.4.
Assume now that K = R; then F = K = R, and E = C, hence d = −1. We
have h = 〈λ1, . . . , λn〉 = 〈λ1〉⊕· · ·⊕〈λn〉 with λi ∈ R. Note that det(ℓ(〈λi〉) =
1 for all i; hence we have w2(q) =
∑
i∈I
w2(ℓ(〈λi〉)) and w2(qn,1) =
∑
i∈I
w2(ℓ(〈1〉)).
We have ℓ(λi) = 〈1, 1〉 if λi > 0, and ℓ(λi) = 〈−1,−1〉 if λi < 0; note that
w2(〈1, 1〉) = 0 and w2(〈−1,−1〉) = 1. This implies that w2(q) = w2(qn,1) if
and only if λi is negative for an even number of i ∈ I. On the other hand,
corF v/Kv(λ, d) = 0 if and only if λi is negative for an even number of i ∈ I;
this concludes the proof of the proposition.
12. Obstruction
The aim of this section is to describe an obstruction group in a general
situation. The group depends on a finite set I, a set V and, for all i, j ∈ I,
a subset Vi,j of V ; in the applications, the vanishing of the group detects the
validity of the local-global principle (also called Hasse principle).
To obtain a necessary and sufficient condition for the Hasse principle to hold,
we need additional data; in the applications, it is provided by local solutions.
For all v ∈ V , we give ourselves a set Cv having certain properties (see below
for details); this set corresponds to the local data.
The basic setting
Let I be a finite set, let ∼ be an equivalence relation on I, and let I be
the set of equivalence classes. Let C(I) be the set of maps I → Z/2Z. Let
C∼(I) be the subgroup of C(I) consisting of the maps that are constant on
the equivalence classes, and note that C∼(I) = C(I).
If i, j ∈ I, let ci,j ∈ C(I) be such that ci,j(i) = ci,j(j) = 1 and ci,j(k) = 0 if
k 6= i, j. Let (i, j) : C(I) → C(I) be the map sending c to c + ci,j. We also
denote by ∼ the equivalence relation on C(I) is generated by
c ∼ c′ ⇐⇒ c = (i, j)(c′)
for some i, j ∈ I such that i ∼ j.
The following remark will be useful in the sequel
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Lemma 12.1. Let a, b ∈ C(I) such that a ∼ b. Then we have
∑
i∈I
c(i)a(i) =
∑
i∈I
c(i)b(i)
for all c ∈ C∼(I).
Proof. We can assume that b = (i, j)(a) for some i, j ∈ I such that i ∼ j.
Since c ∈ C∼(I), we have c(i) = c(j), hence
∑
k∈I
c(k)a(k) =
∑
k∈I
c(k)b(k), as
claimed.
Let X∼(I) be the quotient of C∼(I) by the constant maps; equivalently, we
can regard X∼(I) as the quotient of C(I) by the constant maps.
The sets V , Vi,j and the associated equivalence relations
Let V be a set, and for all i, j ∈ I, let Vi,j be a subset of V . We take for ∼
the equivalence relation generated by
i ∼ j ⇐⇒ Vi,j 6= ∅,
and the equivalence relation ∼ on C(I) generated by
c ∼ c′ ⇐⇒ c = (i, j)(c′)
for Vi,j 6= ∅.
Let X = X∼(I) be the group corresponding to the equivalence relation ∼
defined as above.
For all v ∈ V , we define equivalence relations ∼v on I and C(I), generated
by
i ∼v j ⇐⇒ v ∈ Vi,j,
and
c ∼v c′ ⇐⇒ c = (i, j)(c′)
for some i, j ∈ I with v ∈ Vi,j.
Let V = V ′ ∪ V ′′, and assume that for all i, j ∈ I, if Vi,j 6= ∅, then
Vi,j ∩ V ′ 6= ∅.
For all v ∈ V , let Av ∈ Z/2Z be such that
(i) Av = 0 for almost all v ∈ V , and
∑
v∈V
Av = 0.
For all v ∈ V , we consider subsets Cv of C(I) satisfying the conditions (ii)
and (iii) below :
(ii) For all av ∈ Cv, we have
∑
i∈I
av(i) = Av.
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(iii) If v ∈ V ′, then Cv is stable by the maps (i, j) for i ∼v j.
Let C be the set of the elements (av) with av ∈ Cv such that av = 0 for
almost all v ∈ V .
We now prove some results that will be useful in the following sections.
For all a ∈ C and i ∈ I, set Σi(a) =
∑
v∈V
av(i).
Proposition 12.2. Let a ∈ C, and let i, j ∈ I be such that i ∼ j. Then there
exists b ∈ C such that Σi(b) 6= Σi(a), Σj(b) 6= Σj(a), and Σk(b) = Σk(a) for all
k 6= i, j.
Proof. Let i1, . . . , ik ∈ I be such that i = i1, j = ik, and that Vis,is+1 6= ∅ for
all s = 1, . . . , k − 1; therefore Vis,is+1 ∩ V ′ 6= ∅ for all s = 1, . . . , k − 1.
If v ∈ Vis,is+1 ∩ V ′, then by condition (iii) the map (is, is+1) sends Cv to Cv.
Consider the map C → C that is equal to (is, is+1) on Cv, and is the identity
on Cw if w 6= v. Applying to a ∈ C the maps induced by (i1, i2), . . . , (ik−1, ik)
successively yields b ∈ C with the required properties.
If c ∈X and a = (av) ∈ C, then by conditions (i) and (ii) the sum
∑
v∈V
∑
i∈I
c(i)av(i)
is well-defined. The following result is used in §16 and §19 to give necessary
and sufficient conditions for some Hasse principles to hold.
Theorem 12.3. Let a = (av) ∈ C such that
∑
v∈V
∑
i∈I
c(i)av(i) = 0
for all c ∈X. Then there exists b = (bv) ∈ C such that
∑
v∈V
bv(i) = 0
for all i ∈ I.
Proof. If Σi(a) = 0 for all i ∈ I, then we are done. Assume that Σi0(a) = 1.
We claim that there exists i ∈ I with i 6= i0 and i ∼ i0 such that Σi(a) = 1. In
order to prove this claim, let c ∈ C(I) be such that c(i0) = 1 and that c(i) = 0
if i 6= i0. Then we have
∑
v∈V
∑
i∈I
c(i)av(i) = Σi0(a) = 1,
hence c 6∈ X. Therefore c is not constant on the equivalence classes. This
implies that there exists i1 ∈ I with i1 6= i0 such that i1 ∼ i0. If Σi1(a) = 1,
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we stop. Otherwise, let c ∈ C(I) be such that c(i0) = c(i1) = 1 and c(i) = 0
if i 6= i0, i1. We have
∑
v∈V
∑
i∈I
c(i)av(i) = Σi0(a) = 1,
hence c 6∈ X. Therefore c is not constant on the equivalence classes. This
implies that there exists i2 ∈ I, i2 6= i0, i1, such that either i2 ∼ i0 or
i2 ∼ i1. Note that since i1 ∼ i0, we have i2 ∼ i0 in both cases. Since I
is finite and that
∑
v∈V
∑
i∈I
c(i)av(i) = 0, we eventually get ir ∈ I with ir 6= i0,
ir ∼ i0, and Σir(a) = 1. By Proposition 12.2, there exists b ∈ C such that
Σi0(b) = Σir(b) = 0. Continue inductively until the theorem is proved.
Under some additional hypothesis on Cv for v ∈ V ′′, the necessary and
sufficient condition for the Hasse principle can be given by the vanishing of a
homomorphism :
The homomorphism
Let us make the additional assumption that
(iv) For all v ∈ V , the set Cv is a subset of an ∼v-equivalence class of C(I).
Let a ∈ C. We define a homomorphism α = αa : X → Z/2Z as follows.
For all c ∈X, we set
α(c) =
∑
v∈V
∑
i∈I
c(i)av(i).
Note that this is well-defined, since by conditions (i) and (ii)
∑
v∈V
∑
i∈I
av(i) =
∑
v∈V
Av = 0.
Proposition 12.4. The homomorphism α is independent of the choice of
a ∈ C.
Proof. Let a = (av), b = (bv) ∈ C, and let us show that αa = αb. Let v ∈ V .
Since av, bv ∈ Cv, we have av ∼v bv, hence av ∼ bv. Therefore by Lemma 12.1,
we have ∑
i∈I
c(i)av(i) =
∑
i∈I
c(i)bv(i).
This holds for all v ∈ V , hence αa = αb.
Corollary 12.5. Let a ∈ C, and assume that αa = 0. Then there exists
b = (bv) ∈ C such that ∑
v∈V
bv(i) = 0
for all i ∈ I.
Proof. This follows from Theorem 12.3.
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13. Obstruction group - the rational case
Assume that K is a global field of characteristic 6= 2, and let I be a finite
set. For all i ∈ I, let Ei be a finite degree extension of K, and let σi : Ei → Ei
be a non-trivial involution; let Fi be the fixed field of σi. Set F =
∏
i∈I
Fi and
E =
∏
i∈I
Ei; let σ : E → E be the involution such that the restriction of σ to
Ei is equal to σi.
The aim of this section is to associate to (E, σ) a finite group XE = XE,σ
that will be useful in §16.
We denote by VK the set of places of K.
Notation 13.1. For all i ∈ I, let Vi be set of places v ∈ VK such that there
exists a place of Fi above v which is inert or ramified in Ei.
Let X = XE be the group constructed in §12 using the data I and
Vi,j = Vi ∩ Vj; recall that the equivalence relation on ∼ I is generated by
i ∼ j ⇐⇒ Vi ∩ Vj 6= ∅,
that C∼(I) is the subgroup of C(I) consisting of the maps I → Z/2Z that are
constant on the equivalence classes, and XE is the quotient of C∼(I) by the
constant maps.
Example 13.2. Assume that there exists a real place v of K such that for all
i ∈ I, there exists a real place of Fi above v which extends to a complex place
of Ei. Then XE = 0. Indeed, v ∈ Vi for all i ∈ I, hence Vi ∩ Vj 6= ∅ for all
i, j ∈ I. Therefore all the elements of I are equivalent, and this implies that
XE = 0.
In particular, if K = Q, and if for all i ∈ I, the field Ei is a CM field (that
is, Ei is totally complex and Fi is totally real), then XE = 0.
14. Twisting groups and equivalence relations
In this section, we introduce some notation that will be used throughout
the paper; we also prove some results concerning equivalence relations defined
on the twisting groups.
We keep the notation of §13. If v ∈ VK , we denote by Kv the completion of
K at v, and set Evi = Ei ⊗K Kv, F vi = Fi ⊗K Kv.
Notation 14.1. For all i ∈ I, let Si be the set of places w of Fi such that
Ei ⊗Fi (Fi)w is a field. If w ∈ Si, set Ewi = Ei ⊗Fi (Fi)w, and let
θwi : T (E
w
i , σi)→ Z/2Z
be the isomorphism defined in (9.1). If v ∈ VK , we denote by Svi the set of
places of Si above v. For all v ∈ VK , set
T (Evi , σi) =
∏
w∈Svi
T (Ewi , σi),
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and
T (Ev, σ) =
∏
i∈I
T (Evi , σi).
Recall that C(I) is the set of maps I → Z/2Z. For all λv = (λwi ) ∈ T (Ev, σ),
we define a(λv) ∈ C(I) by setting
a(λv)(i) =
∑
w∈Svi
θwi (λ
w
i ).
Let C˜(I) be the set of maps I → Q/Z. If λv = (λwi ) ∈ T (Ev, σ), let
a˜(λv) ∈ C˜(I) be defined by
a˜(λv)(i) = invv(corF v/Kv(λ
v
i , di)).
For all v ∈ VK , let CT v(I) be the subset of C(I) consisting of the maps a(λv)
for λv ∈ T (Ev, σ). Similarly, let us denote by C˜T v(I) be the subset of C(I)
consisting of the maps a˜(λv) for λv ∈ T (Ev, σ).
Lemma 14.2. Let v ∈ VK. Sending a(λv) to a˜(λv) gives rise to a bijection
CT v(I)→ C˜T v(I).
Proof. Let ι : Z/2Z → Q/Z be the canonical injection, and let us also
denote by ι the induced injection C(I) → C˜(I). Let us show that for all
λv ∈ T (Ev, σ), we have a˜(λv) = ι ◦ a(λv).
Recall from (9.1) that for all λv = (λwi ) ∈ T (Ev, σ), the injection ι : Z/2Z→
Q/Z sends θwi (λ
w
i ) to invw(λ
w
i , di). Since a(λ
v)(i) =
∑
w∈Svi
θwi (λ
v
i ), the injection
ι : C(I) → C˜(I) sends a(λv)(i) to ∑
w∈Svi
invw(λ
w
i , di). By (9.2), this is equal to
∑
w∈Svi
invv(cor(Fi,w/Kv(λ
w
i , di)), which in turn is equal to invv(corF v/Kv(λ
v
i , di));
hence we have a˜(λv) = ι ◦ a(λv), as claimed.
Note that C(I) is a group, and that CT v(I) is a subgroup of C(I).
Recall that for all i ∈ I, Vi is set of places v ∈ V such that there exists a
place of Fi above v which is inert or ramified in Ei. Note that
v ∈ Vi ⇐⇒ Svi 6= ∅.
Lemma 14.3. The subgroup CT v(I) of C(I) is stable by the maps (i, j) for
v ∈ Vi ∩ Vj.
Proof. Let v ∈ Vi ∩ Vj, and let λv = (λwi ) ∈ T (Ev, σ). Let (+1) : Z/2Z be
the map sending n to n + 1. Let wi ∈ Svi , and wj ∈ Svj . Set
µwii = [(θ
wi
i )
−1 ◦ (+1) ◦ θwjj ](λwjj ),
µ
wj
j = [(θ
wj
j )
−1 ◦ (+1) ◦ θwii ](λwii ),
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and µwr = λ
w
r for all (r, w) 6= (i, wi), (j, wj). Then µv = (µwi ) ∈ T (Ev, σ), and
a(µv) = (i, j)a(λv).
Let v ∈ VK , and let Av ∈ Z/2Z.
Notation 14.4. Let LAv be the set of λv = (λwi ) ∈ T (Ev, σ) such that
Av =
∑
i∈I
a(λv)(i),
and let CAv be the set of a(λv) for λv ∈ LAv .
Let ≡v be the equivalence relation on C(I) generated by
c ≡v c′ ⇐⇒ c = (i, j)(c′)
for some i, j ∈ I with v ∈ Vi ∩ Vj.
Proposition 14.5. The set CAv is a ≡v-equivalence class of C(I).
Proof. Let us first show that CAv is stable by the maps (i, j) for v ∈ Vi ∩ Vj.
Let λv ∈ LAv . By Lemma 14.3, there exists µv ∈ T (Ev, σ) such that a(µv) =
(i, j)a(λv). Note that this implies that
∑
r∈I
a(µv)(r) =
∑
r∈I
a(λv)(r) = Av,
hence µv ∈ LAv .
Let us show that if λv, µv ∈ LAv , then a(λv) ≡v a(µv). If a(λv)(i) = a(µv)(i)
for all i ∈ I, there is nothing to prove. Suppose that there exists i ∈ I such
that a(λv)(i) 6= a(µv)(i); then Svi 6= ∅ , hence v ∈ Vi. By hypothesis, we have∑
r∈I
a(µv)(r) =
∑
r∈I
a(λv)(r) = Av,
therefore there exists j ∈ I, j 6= i, such that a(λv)(j) 6= a(µv)(j). This implies
that v ∈ Vj , hence v ∈ Vi ∩ Vj . The map (i, j)a(λv) differs from a(µv) in less
elements than a(λv). Since I is a finite set, continuing this way we see that
a(λv) ≡v a(µv).
15. Local data - the rational case
We keep the notation of §14; in particular, K is a global field of characteristic
6= 2. LetM be anA-module satisfying the hypotheses of §7 withAM = (Ei)i∈I .
Recall that Ei/K is a finite field extension of K and that σ(Ei) = Ei for all
i ∈ I. In addition, assume that for all i ∈ I, the restriction of σ to Ei is
non-trivial. The fixed field of this involution is denoted by Fi; hence Ei/Fi is
a quadratic extension, and Ei = Fi(
√
di) for some di ∈ F×i . Set F =
∏
i∈I
Fi,
and E =
∏
i∈I
Ei.
Let v ∈ VK , and let q be a quadratic form over Kv which is compatible with
the module M ⊗K Kv. We now associate a subset of T (Ev, σ) to q and M .
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We have M ≃ ⊕
i∈I
Mi with Mi isotypic, such that Mi is a finite dimensional
Ei-vector space. By Proposition 7.1 there exist quadratic forms q
v
i over Kv
compatible with Mi ⊗K Kv such that q ≃ ⊕
i∈I
qvi . Set ni = dimEi(Mi). By
Proposition 7.3 there exist ni-dimensional hermitian forms h
v
i over E
v
i such
that qvi ≃ ℓi(hvi ). Set λvi = det(hvi ), and let us denote by LRvi the set of
λvi ∈ T (Evi , σi) that are obtained this way. Let λv = (λvi ), and let us denote by
LRv the set of λv with λvi ∈ LRvi . Let CRv be the set of av = a(λv) ∈ CT v(I)
with λv ∈ LRv. Let d = (di), and set qn,1 = ⊕
i∈I
qni,1.
Proposition 15.1. Let λv ∈ LRv. Then we have
w2(q) = w2(qn,1) + corF/K(λ
v, d)
in Br2(Kv).
Proof. By Proposition 11.8, we have w2(q
v
i ) = w2(qni,1) + corF/K(λ
v
i , di) in
Br2(Kv) for all i ∈ I and all v ∈ VK . Using [Sch 85], Chapter 2, Lemma 12.6,
this gives the desired result, noting that det(qvi ) = det(qni,1) for all i ∈ I and
v ∈ VK .
Set A˜v = invv(w2(q) + w2(qn,1)). Recall that for λ
v = (λwi ) ∈ T (Ev, σ), we
defined a˜(λv) ∈ C˜(I) by a˜(λv)(i) = invv(corF v/Kv(λvi , di)). Let L˜A˜v be the set
of λv = (λwi ) ∈ T (Ev, σ) such that
A˜v =
∑
i∈I
a˜(λv)(i),
and let C˜A˜ the set of a˜(λv) for λv ∈ L˜A˜v .
Let ι : Z/2Z→ Q/Z be the canonical injection, and let A ∈ Z/2Z be such
that ι(A) = A˜. Recall that LAv is the set of λv = (λvi ) ∈ T (Ev, σ) such that
Av =
∑
i∈I
a(λv)(i),
and that CAv is the set of a(λv) for λv ∈ LAv .
Proposition 15.2. The set CRv is contained in CAv .
Proof. Let us first note that if λv ∈ LRv, then a˜(λv) belongs to C˜A˜v . Indeed,
since invv(corF v/Kv(λ
v, d)) =
∑
i∈I
invv(corF v/Kv(λ
v
i , di)), this is a consequence of
Proposition 15.1; the proposition now follows from Lemma 14.2.
Corollary 15.3. The set CRv is contained in an ≡v-equivalence class of C(I).
Proof. This follows from Propositions 15.2 and 14.5.
Local data - finite places
In the case of finite places, we have more precise information : as we will
see, the sets CRv and CAv coincide, and hence CRv is an ≡v-equivalence class.
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If λv = (λvi ) ∈ T (Ev, σ) for some v ∈ VK , set qn,λv = ⊕
i∈I
qni,λvi .
Proposition 15.4. Suppose that v is a finite place. Then LRv is equal to the
set of λv ∈ T (Ev, σ) such that q ≃ qn,λv .
Proof. It is clear that if λv ∈ T (Ev, σ) such that q ≃ qn,λv , then λv ∈ LRv.
Conversely, let λv ∈ LRv, and let hv be a hermitan form over Ev such that
q ≃ ℓ(hv) and det(hv) = λv. By Lemma 11.7 we have hv ≃ hn,λv , hence
q ≃ qn,λv .
Proposition 15.5. Suppose that v is a finite place. Let λv ∈ T (Ev, σ), Then
λv ∈ LRv if and only if
w2(q) = w2(qn,1) + corF/K(λ
v, d)
in Br2(Kv).
Proof. If λv ∈ LRv, then by Proposition 15.1 we have w2(q) = w2(qn,1) +
corF/K(λ
v, d). Let us show the converse. We have w2(qn,λv) = w2(qn,1) +
corF/K(λ
v, d) in Br2(Kv), therefore w2(qn,λv) = w2(q) in Br2(Kv). By Propo-
sition 11.2, we have det(qn,λv) = det(q) in K
×
v /K
×2
v , therefore the quadratic
forms q and qn,λ have the same dimension, determinant and Hasse-Witt in-
variant; hence they are isomorphic over Kv. This implies that λ
v ∈ LRv.
Proposition 15.6. Suppose that v is a finite place; then CRv = CAv .
Proof. By Proposition 15.5, we have CRv = C˜A˜v ; hence the statement follows
from Lemma 14.2.
Corollary 15.7. Suppose that v is a finite place. Then the set CRv is an
≡v-equivalence class of C(I).
Proof. This follows from Propositions 15.6 and 14.5.
Local data - real places
Suppose that v ∈ VK is a real place. We say that a quadratic form q has
maximal signature at v (with respect to M) if the signature of q at v is equal
to the signature of qn,1 or of −qn,1 at v.
Proposition 15.8. Assume that q does not have maximal signature at v, and
let a(λv) ∈ CRv. Then there exist i, j ∈ I with that v ∈ Vi ∩ Vj such that
(i, j)a(λv) belongs to CRv.
Proof. Let λv = (λwr ) ∈ CRv. Since the signature of q at v is not maximal,
there exist i, j ∈ I with v ∈ Vi ∩ Vj and wi ∈ VFi , wj ∈ VFj above v such that
λwii and λ
wj
j have opposite signs (λ
wi
i > 0 and λ
wj
j < 0, or vice versa). For
all r ∈ I and w ∈ VFr above v, let µwr ∈ T (Ewr , σ) be such that µwr = λwr if
(w, r) 6= (wi, i) and (w, r) 6= (wj, j), that µwii = −λwii and µwjj = −λwjj . We
have µv = (µwr ) ∈ CRv, and a(µv) = (i, j)a(λv).
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16. Local-global problem - the rational case
We keep the notation of the previous sections; in particular, M is an A-
module satisfying the hypotheses of §15, and AM = (Ei)i∈I . If (V, q) is a
quadratic form over K, we consider the following local and global conditions :
(L 1) For all v ∈ VK, the quadratic form (V, q)⊗K Kv is compatible with the
module M ⊗K Kv.
(G 1) The quadratic form (V, q) is compatible with the module M .
Proposition 16.1. Assume that condition (L 1) is satisfied. Then condition
(G 1) holds if and only if there exists λ = (λi) ∈ T (E, σ) such that λ ∈ LRv
for all v ∈ VK.
Proof. LetMi be as in §15. If condition (G 1) holds, then q ≃ ⊕
i∈I
qi, where the
quadratic form qi is compatible with Mi (cf. Proposition 7.1). For all i ∈ I,
let hi be a hermitian form over Ei such that qi = ℓi(hi), set λi = det(hi), and
λ = (λi); we have λ ∈ LRv for all v ∈ VK .
Let us prove the converse. Let λ = (λi) ∈ T (E, σ) such that λ ∈ LRv for
all v ∈ VK , and let hi be a hermitian form of dimension ni over Ei such that
det(hi) = λi and that signv(hi) = signv(h
v
i ) for all real places v ∈ VK ; for
the existence of such a hermitian form, see for instance [Sch 85], 10.6.9. Let
qi = ℓi(hi) and q
′ = ⊕
i∈I
qi. The quadratic form q
′ is compatible with M by
construction; its dimension, signatures and determinant are the same as those
of q [this clear for the dimension and the signatures; for the determinant, it
follows from Proposition 11.2]. By Proposition 11.8, we have
corF v/Kv(λ, d) = w2(q
′) + w2(qn,1)
in Br2(Kv) for all v ∈ VK . On the other hand, since λ ∈ LRv for all v ∈ VK ,
by Proposition 15.1 we have corF v/Kv(λ, d) = w2(q) + w2(qn,1) in Br2(Kv) for
all v ∈ VK ; therefore w2(q′) = w2(q) in Br2(K). This implies that q′ ≃ q,
hence condition (G 1) holds.
In §13, we defined a group XE = XE,σ. Recall that for all v ∈ VK and
i ∈ I, the set Svi consists of the places w of Fi such that Ei ⊗Fi (Fi)w is a
field, and that if i ∈ I, we denote by Vi the set of places v ∈ VK such that
Svi 6= ∅. The group XE is the group constructed in §12 using the data I and
Vi,j = Vi ∩ Vj.
Note that XE does not depend on the module M , only on the algebra with
involution E.
Theorem 16.2. (i) Assume that XE = 0, and let q be a quadratic form such
that (L 1) holds. Then (G 1) holds as well.
(ii) If XE 6= 0, there exists a quadratic form satisfying (L 1) but not (G1).
The proof of this theorem will be given later, after the construction of the
obstruction homomorphism.
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If the obstruction group XE is not trivial, then the validity of the Hasse
principle also depends on the choice of the quadratic form.
Local data
Let q be a non-degenerate quadratic form over K, and let us assume that
condition (L 1) holds. Recall from Section 15 that a local solution gives rise
to sets LRv and CRv for all v ∈ VK .
Let CR be the set of the elements (av), av ∈ CRv, such that av = 0 for
almost all v ∈ VK . Let us show that this set is not empty.
Proposition 16.3. Assume that condition (L 1) holds. Then the set CR is
not empty.
Proof. Let S be the subset of VK consisting of the places v ∈ VK such that
Av 6= 0 and the infinite places; this is a finite set.
Let v ∈ VK be such that v 6∈ S; then by hypothesis Av = 0. Let λv ∈ LRv;
recall that Av =
∑
i∈I
a(λv)(i). Assume that there exists i ∈ I such that
a(λv)(i) 6= 0. Then there exists j ∈ I, j 6= i, with a(λv)(j) 6= 0. Note
that since a(λv)(i) 6= 0 and a(λv)(j) 6= 0, we have Svi 6= ∅ and Svj 6= ∅, hence
v ∈ Vi ∩ Vj .
Note that v is a finite place, since v 6∈ S; hence by Proposition 15.7, the
map (i, j)a(λv) belongs to CRv. Moreover, this map vanishes at i and j. If
(i, j)a(λv) = 0, we stop; otherwise we continue, and after a finite number of
steps we obtain the zero element of C(I). Since this holds for all v ∈ VK such
that v 6∈ S, the proposition is proved.
The homomorphism and the Hasse principle
We apply the results of §12 with the sets Cv = CRv, and the equivalence
relation ∼v will be the equivalence relation ≡v, defined in Section 14.
For all v ∈ VK , set A˜v = invv(w2(q)+w2(qn,1)). Let ι : Z/2Z→ Q/Z be the
canonical injection, and let Av ∈ Z/2Z be such that ι(Av) = A˜v. Note that
q and qn,1 are quadratic forms over K, hence A˜
v = 0 for almost all v ∈ VK ,
and
∑
v∈VK
A˜v = 0; the same properties hold for Av, therefore condition (i) of
§12 holds.
Let V ′ be the set of finite places, and V ′′ be the set of infinite places of
K. The sets CRv satisfy conditions (ii)-(iv) of Section 12 : indeed, condition
(ii) follows from Proposition 15.2, condition (iii) from Corollary 15.7, and
condition (iv) from Corollary 15.3.
Let (a(λv)) ∈ CR. As in §12, we define a homomorphism ρ : XE → Z/2Z
as follows. For all c ∈XE, set
ρ(c) =
∑
v∈VK
∑
i∈I
c(i)a(λv)(i).
By Proposition 12.4, the homomorphism ρ is independent of the choice of
(a(λv)) ∈ CR.
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Theorem 16.4. Let q be a quadratic form, and assume that condition (L 1)
holds; then condition (G 1) holds if and only if ρ = 0.
Proof. If condition (G 1) holds, then by Proposition 16.1 there exists λ =
(λi) ∈ T (E, σ) such that λ ∈ LRv for all v ∈ VK ; we have
∑
v∈VK
a(λ)(i) = 0 for
all i ∈ I, hence ρ = 0.
Let us prove the converse. Since ρ = 0, Corollary 12.5 implies that there
exists b = (bv) ∈ CR such that ∑
v∈VK
bv(i) = 0. By definition, there exists (λv) ∈
LR such that bv = a(λv) for all v ∈ VK . Recall that a(λv)(i) =
∑
w∈Sv
θwi (λ
w
i );
therefore for all i ∈ I, we have ∑
w∈VF
θwi (λ
w
i ) = 0. By Theorem 9.1 this implies
that for all i ∈ I, there exists λi ∈ T (Ei, σi) mapping to λwi ∈ T (Ewi , σi) for all
w ∈ VF . In particular, we have (λi, di) = (λvi , di) for all i ∈ I and v ∈ VK . Set
λ = (λi); since λ
v ∈ LRv for all v ∈ VK , Proposition 16.1 implies that (G 1)
holds. This concludes the proof of the theorem.
Below we give a reformulation of the theorem, easier to use.
Let (λv)) ∈ L. We define a homomorphism
ρ˜ : XE → Q/Z
as follows : for all c ∈XE, set
ρ˜(c) =
∑
v∈VK
∑
i∈I
c(i) invv(corFv/Kv(λ
v, di)).
Theorem 16.5. Let q be a quadratic form, and assume that condition (L 1)
holds; then condition (G 1) holds if and only if ρ˜ = 0.
Proof. Recall that a˜(λv)(i) = invv(corFv/Kv(λ
v, di)). Therefore Lemma 14.2
implies that ρ˜ is independent of the choice of λv ∈ L, and that ρ˜ = 0 if and
only if ρ = 0; hence the theorem follows from Theorem 16.4.
We say that a quadratic form q has maximal signature (with respect to M)
if for all real places v ∈ VK , the signature of q at v is equal to the signature
of qn,1 or of −qn,1 at v. For the proof of Theorem 16.2, we need the following
proposition.
Proposition 16.6. For all i, j ∈ I, i 6= j, there exists a quadratic form
q over K having maximal signature satisfying (L 1), and, for all v ∈ VK, a
corresponding local data λv ∈ LRv, such that for for some v1, v2 ∈ VK, v1 6= v2.
we have
a(λv1)(i) = a(λv2)(j) = 1,
and
a(λv)(k) = 0 if (v, k) 6= (v1, i), (v2, j).
Lemma 16.7. Let v ∈ VK be a finite place, and let Q be a quadratic form over
Kv such that dim(Q) = dim(q) and det(Q) = NF/K(−d); then Q is compatible
with M ⊗K Kv.
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Proof. Note that qn,1 is compatible with M by construction, and that its
dimension and determinant coincide with those of Q; if w2(Q) = w2(qn,1) in
Br2(Kv), then Q ≃ qn,1 over Kv, hence we are done. Suppose that w2(Q) 6=
w2(qn,1), and let λ be a non-trivial element of T (Ev, σ). By Proposition 11.4,
we have w2(qn,λ) 6= w2(qn,1), and therefore w2(qn,λ) = w2(Q) in Br2(Kv).
The forms qn,λ and Q have the same dimension, determinant and Hasse-Witt
invariant, hence they are isomorphic over Kv. Since qn,λ is compatible with
M ⊗K Kv, so is Q.
Proof of Proposition 16.6. For all k ∈ I, let S(k) be the set of places v of
VK such that w2(q
v
nk,1
) 6= 0, and let S be the set of places v ∈ VK such that
v ∈ S(k) for some k ∈ I, or that the quaternion algebra (ds, dr) is not split at
v for some r, s ∈ I. Let v1, v2 ∈ VK be two distinct finite places that are not
in the finite set S.
For all k ∈ I and v ∈ VK , let qvk be a quadratic form over Kv such that
dim(qvk) = dim(qn,1), that det(q
v
k) = NFk/K(−dk), that if v is a real place,
then the signature of qvk is equal to the signature of qn,1 at v, and that the
Hasse-Witt invariants of qvk are as follows
• inv(w2(qv1i )) = inv(w2(qv2j )) = 12 ;
• If (v, k) 6= (v1, i), (v2, j), then w2(qvk) = w2(qnk,1) in Br2(Kv).
For all v ∈ VK , set Qv = ⊕
k∈I
qvk ; the quadratic form Q
v has determinant
NF/K(−d), hence by Lemma 16.7 it is compatible with M over Kv.
We claim that the number of v ∈ VK such that w2(Qv) 6= 0 is even. Indeed,
for all v ∈ VK and all k ∈ I, we have
w2(Q
v) =
∑
k∈I
w2(q
v
k) +
∑
r<s
(dr, ds),
and
w2(qn,1) =
∑
k∈I
w2(qnk,1) +
∑
r<s
(dr, ds).
If v 6= v1, v2, this implies that w2(Qv) = w2(qn,1), and since qn,1 is a global
form, the number of v ∈ VK such that w2(qn,1) 6= 0 in Br(Kv) is even. We
have w2(q
v1) 6= w2(qv1n,1), and w2(qv2) 6= w2(qv2n,1); hence the number of places v
such w2(Q
v) 6= 0 is even.
Let q be a quadratic form over K such that qv ≃ Qv over Kv for all v ∈ VK ;
the existence of this form follows from [Sch 85], Theorem 6.6.10. The form q
has maximal signature by construction.
For all v ∈ VK , let λv ∈ LRv be the local data corresponding to the quadratic
form Qv. We claim that a(λv) ∈ CRv satisfies the required conditions. Indeed,
recall that for all v ∈ VK . and all k ∈ I, we have
w2(q
v
k) = w2(q
v
nk,1
) + corF v/Kv(λ
v
k, dk),
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cf. Proposition 15.1. Since v1 and v2 are not in S, we have w2(q
v1
ni,1
) =
w2(q
v2
nj ,1
) = 0, hence
inv(corF v/Kv(λ
v1 , di)) = inv(corF v/Kv(λ
v2
j , dj)) =
1
2
,
in other words, we have a˜(λv1)(i) = a˜(λv2)(j) = 1. By Lemma 14.2, this implies
that
a(λv1)(i) = a(λv2)(j) = 1.
If (v, k) 6= (v1, i), (v2, j), then w2(qvk) = w2(qv1(k)), hence the same argument
shows that a˜(λv)(k) = 0, and therefore by Lemma 14.2, we have a(λv)(k) = 0.
This completes the proof of the Proposition.
Proof of Theorem 16.2. If XE = 0, then by Theorem 16.4 the Hasse
principle holds for any quadratic form q.
To prove the converse, assume that XE 6= 0; we claim that there exists a
quadratic form q satisfying (L 1) but not (G 1). Let c ∈XE be a non-trivial
element, and let i, j ∈ I be such that c(i) 6= c(j). With q and a ∈ CR as in
Proposition 16.6, we have
ρ(c) =
∑
v∈VK
∑
i∈I
c(i)a(λv)(i) = c(i) + c(j),
hence ρ(c) 6= 0; by Theorem 16.4 condition (G 1) does not hold.
Example 16.8. Let A = K[Γ] as in example 7.2, and assume that all the
simple σ-stable factors in AM are of type (1). In other words, we have
AM = (Ei)i∈I with Ei = K[X ]/(fi), where fi ∈ K[X ] are monic, irreducible,
symmetric polynomials of even degree, and M = ⊕
i∈I
Mi, with Mi ≃ Enii . Let q
be a quadratic form over K; then q is compatible with M if and only if q has
an isometry with minimal polynomial g =
∏
i∈I
fi, and characteristic polynomial
f =
∏
i∈I
fni; hence theorem 16.4 gives a necessary and sufficient condition for
the Hasse principle to hold for the existence of an isometry with minimal
polynomial g and characteristic polynomial f .
Example 16.9. With the notation of example 16.8, assume that K = Q,
and that the polynomials fi are cyclotomic polynomials for all i ∈ I. Then
Ei = Q/(fi) is a cyclotomic field for all i ∈ I, hence a CM field; by example
13.2 this implies that XE = 0. By Theorem 16.2, the Hasse principle holds
for the existence of an isometry with minimal polynomial g and characteristic
polynomial f ; if q is a quadratic form having an isometry with minimal
polynomial g and characteristic polynomial f locally everywhere, then such
an isometry exists over Q as well.
17. Obstruction group - the integral case
As in the previous sections, K is a global field; let O be a ring of integers
of K with respect to a finite, non-empty set Σ of places of K, containing the
infinite places if K is a number field. Let VΣ be the set of places of K that
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are not in Σ. If v ∈ VΣ, we denote by Ov the ring of integers of Kv, and by
kv its residue field. Let Λ be an O-algebra, and let σ : Λ → Λ be an O-linear
involution; set A = ΛK = Λ ⊗O K. If v ∈ VΣ, set ΛKv = Λ ⊗O Kv, and
Λkv = Λ⊗O kv.
Let (Mi)i∈I be a finite set of A-modules, and let M = ⊕
i∈I
Mi, and let ΛM
be the image of Λ in End(M). Assume that the kernel of the homomorphism
Λ → ΛM is stable by the involution σ, and we also denote by σ : ΛM → ΛM
the induced involution.
The aim of this section is to define a group XΛM ,(Mi)i∈I that will be useful
in §19. In general, this group depends on (Mi)i∈I as well as ΛM . However, in
our main case of interest, namely when Λ = O[Γ], it only depends on ΛM .
The group XΛM ,(Mi)i∈I is defined using the general framework of §12 using
the set I and for all i, j ∈ I, the subsets Vi,j of VΣ defined as follows.
Notation 17.1. For all i, j ∈ I, we denote by Vi,j the set of places of VΣ such
that there exists a self-dual Λkv -module appearing in the reductions mod πv
of both Mvi and M
v
j .
Example 17.2. Assume that Λ = O[Γ], hence A = Λ⊗OK = K[Γ]. We keep
the notation of example 16.8, and assume that fi ∈ O[X ] for all i ∈ I. The
homomorphism Ov → kv induces pv : Ov[X ]→ kv[X ]. For all i, j ∈ I, the set
Vi,j defined above is the set of places v ∈ VΣ such that the polynomials pv(fi)
and pv(fj) have a common irreducible and symmetric factor; this follows from
Example 8.2.
Assume now that the A-module M and its decomposition M = ⊕
i∈I
Mi is as
in §15, with Mi ≃ Enii for all i ∈ I. The decomposition M = ⊕
i∈I
Mi is then
given by the set AM = (Ei)i∈I , and we set XΛM ,(Mi)i∈I = XΛM ,M .
Recall that Si is the set of places w of Fi that are inert or ramified in Ei.
Notation 17.3. If wi ∈ Si, we denote by Owi the ring of integers of Ewii , and
by κwi its residue field.
Recall that if N is a self-dual ΛKV -module, we denote by σN : κ(N)→ κ(N)
the induced involution of κ(N) = EndΛkv (N).
Proposition 17.4. Let v ∈ VΣ, and let i, j ∈ I. Assume that v ∈ Vi,j. Then
there exists a simple, self-dual Λkv-module N and places wi ∈ VFi, wj ∈ VFj
such that the fields with involution (κwi , σi) and (κwj , σj) are isomorphic to
(κ(N), σN ).
Proof. This follows from Proposition 8.1.
Corollary 17.5. For all i, j ∈ I, we have Vi,j ⊂ Vi ∩ Vj.
Proof. This is an immediate consequence of Proposition 17.4, recalling that
v ∈ Vi if and only if there exists w ∈ Si above v.
Corollary 17.6. XE is a subgroup of XΛM ,M .
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Proof. Let us denote by ∼ the equivalence relation on I generated by
i ∼ j ⇐⇒ Vi,j 6= ∅,
and by ≈ the equivalence relation generated by
i ≈ j ⇐⇒ Vi ∩ Vj 6= ∅.
By Corollary 17.5, we have Vi,j ⊂ Vi∩Vj for all i, j ∈ I, hence i ∼ j =⇒ i ≈ j.
Since XΛM ,M is defined by the equivalence relation ∼ and XE by ≈, this
implies that XE is a subgroup of XΛM ,M .
18. Local data and residue maps
We keep the notation of §17; in particular, M = ⊕
i∈I
Mi is a module with
Mi ≃ Enii for all i ∈ I.
Let v ∈ VΣ. If wi ∈ Svi and λwii ∈ T (Ewii ), we obtain a bounded Ewii -
quadratic form ((Ewii )
ni, qni,λwii ) (see §10). Set M
wi
i = Mi ⊗Ei Ewii . Choosing
an isomorphism Mi → Enii , we obtain a bounded A-form on Mi, denoted by
(Mwii , qλwii ).
Recall from §4 that we have a homomorphism
∂v : W
b
ΛKv
(Kv)→ WΛkv (kv).
Let λv = (λwii ). Set
∂v(λ
wi
i ) = ∂v[(M
wi
i , qλwii )]
∂v(λ
v
i ) = ⊕
wi∈Svi
∂v(λ
wi
i ), and
∂v(λ
v) = ⊕
i∈I
∂v(λ
v
i ).
Proposition 18.1. Let v ∈ VΣ, and let λv, µv ∈ LRv be such that a(µv) =
(i, j)(a(λv)) for some i, j ∈ I with v ∈ Vi,j. Then we have ∂v(µv) = ∂v(λv).
Proof. Since v ∈ Vi,j, by Proposition 17.4 there exists a simple, self-dual Λkv-
module N and places wi ∈ VFi, wj ∈ VFj such that the fields with involution
(κwi, σi) and (κwj , σj) are isomorphic to (κ(N), σN ).
Set
Q = (∂v(λ
wi
i ))⊕ (∂v(λwjj ))⊕ (−∂v(µwii ))⊕ (−∂v(µwjj )).
We claim that Q = 0 in WΛkv (kv); note that Q belongs to the subgroup
WΛkv (kv, N) of WΛkv (kv), and that WΛkv (kv, N) ≃Wκ(N)(kv).
Let us first assume that wi and wj are inert in E
wi
i , respectively E
wj
j . In this
case, the involution σN is non-trivial. By Proposition 10.1 (a), we know that
∂v : T (E
wi
i , σi) → Wκ(N)(kv) and ∂v : T (Ewjj , σj) → Wκ(N)(kv) are bijective.
Therefore we have ∂v(λ
wi
i ) 6= ∂v(µwii ) and ∂v(λwii ) 6= ∂v(µwjj ). This implies that
two of the four elements ∂v(λ
wi
i ), ∂v(λ
wj
j ), ∂v(µ
wi
i ), ∂v(µ
wj
j ) are trivial, and two
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are non-trivial. Since Wκ(N)(kv) is of order 2, this implies that the class of Q
is trivial in Wκ(N)(kv), hence in WΛkv (kv).
Assume now that wi and wj are ramified in E
wi
i , respectively E
wj
j , and that
char(kv) 6= 2. In this case, σi,j is the identity, and Wκ(N)(kv) ≃ W (kv).
Proposition 10.1 (b), implies that ∂v : T (E
wi
i , σi) → Wκ(N)(kv) and ∂v :
T (E
wj
j , σj) → Wκ(N)(kv) are injective, and their images consist of the classes
of forms of dimension equal to [κ(N) : kv] mod 2. The injectivity part of the
statement implies that ∂v(λ
wi
i ) 6= ∂v(µwii ) and ∂v(λwjj ) 6= ∂v(µwjj ). The forms
∂v(λ
wi
i ), ∂v(λ
wj
j ), ∂v(µ
wi
i ), ∂v(µ
wj
j ) all have the same dimension mod 2; therefore
det(∂v(λ
wi
i )) 6= det(∂v(µwii )), and det(∂v(λwjj )) 6= det(∂v(µwjj )). Hence the
forms ∂v(λ
wi
i ) ⊕ ∂v(λwjj ) and ∂v(µwii ) ⊕ ∂v(µwjj ) have the same dimension and
the same determinant, therefore they are isomorphic. This implies that Q = 0
in W (kv).
Finally, assume that wi and wj are ramified in E
wi
i , respectively E
wj
j , and
that char(kv) = 2. Proposition 10.1 (c), implies that ∂v : T (E
wi
i , σi) →
Wκ(N)(kv) and ∂v : T (E
wi
i , σi) → Wκ(N)(kv) are constant, hence ∂v(λwii ) =
∂v(µ
wi
i ) and ∂v(λ
wj
j ) = ∂v(µ
wj
j ). Since Wκ(N)(kv) is of order 2, this implies that
Q = 0 in Wκ(N)(kv), hence in WΛkv (kv).
This holds for any pair wi, wj with the above properties, therefore the form
(∂v(λ
v
i ))⊕ (∂v(λvj ))⊕ (−∂v(µvi ))⊕ (−∂v(µvj ))
is trivial in WΛkv (kv); this completes the proof of the proposition.
Notation 18.2. For all v ∈ VΣ, let us fix δ = (δv), with δv ∈ WΛkv (kv)
such that δv = 0 for almost all v. Let Lvδ be the set of λv ∈ LRv such that
∂v(λ
v) = δv, and let Cvδ be the set of a(λv) ∈ C(I) such that λv ∈ Lvδ .
Let ∼v be the equivalence relation on C(I) generated by
c ∼v c′ ⇐⇒ c = (i, j)(c′)
for some i, j ∈ I with v ∈ Vi,j.
Corollary 18.3. Let v ∈ VΣ and let a(λv), a(µv) ∈ CRv be such that a(µv) ∼v
a(λv). If a(λv) ∈ Cvδ , then a(µv) ∈ Cvδ .
Proof. It suffices to show that if a(µv) = (i, j)(a(λv)) for some i, j ∈ I with
v ∈ Vi,j , then a(µv) ∈ Cvδ ; this follows from Proposition 18.1.
Proposition 18.4. Let v ∈ VΣ. Then the set Cvδ is a ∼v-equivalence class of
C(I).
Proof. Let us prove that if an element of C(I) is ∼v-equivalent to an element
of Cvδ , then it is in Cvδ . By Proposition 15.7, this element belongs to CRv, and
Corollary 18.3 implies that it is in Cvδ .
Let a(λv), a(µv) ∈ Cvδ , and let us show that a(λv) ∼v a(µv). By Proposition
15.7, we have a(λv) ≡v a(µv). We may assume that a(λv) = (i, j)a(µv),
for some i, j ∈ I with i, j ∈ Vi ∩ Vj . Since a(λv), a(µv) ∈ Cvδ , we have
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∂v(λ
v) = ∂v(µ
v). Moreover, ∂v(λ
v
r) = ∂v(µ
v
r) for all r ∈ I with r 6= i, j.
Therefore we have
∂v(λ
v
i )⊕ ∂v(µvi ) = ∂v(λvj )⊕ ∂v(µvj )
in WΛkv (kv). Since ∂v(λ
v
i ) 6= ∂v(µvi ) and ∂v(λvj ) 6= ∂v(µvj ), this implies that
∂v(WΛKv (Kv,M
v
i )) and ∂v(WΛKv (Kv,M
v
j )) have a non-zero intersection, and
hence v ∈ Vi,j; therefore a(λv) ∼v a(µv).
19. Local-global problem - the integral case
We keep the notation of the previous sections.
Let q be a quadratic form over K. For all v ∈ VΣ, let us fix δ = (δv),
with δv ∈ WΛkv (kv) such that δv = 0 for almost all v. Recall the following
terminology from §6 :
We say that the local conditions are satisfied if conditions (L 1) and (L 2)δ
below hold :
(L 1) For all v ∈ VK, the quadratic form (V, q)⊗K Kv is compatible with the
module Mv = M ⊗K Kv
(L 2)δ For all v ∈ VΣ, the quadratic form (V, q) ⊗K Kv contains an almost
unimodular Λv-lattice with discriminant form δv.
We say that the global conditions are satisfied if conditions (G 1) and (G 2)δ
below hold :
(G 1) The quadratic form (V, q) is compatible with the module M .
(G 2)δ The quadratic form (V, q) contains an almost unimodular Λ-lattice
with discriminant form δ.
Proposition 19.1. Assume that the local conditions are satisfied. Then the
global conditions hold if and only if there exists λ = (λi) ∈ T (E, σ) such that
λ ∈ Lvδ for all v ∈ VK.
Proof. If (G 1) holds, then by Proposition 16.1 here exists λ = (λi) ∈ T (E, σ)
such that λ ∈ LRv or all v ∈ VK . Condition (G 2)δ implies that one can choose
λ such that λ ∈ Lvδ for all v ∈ VΣ.
Let us prove the converse. Let λ = (λi) ∈ T (E, σ) such that λ ∈ Lvδ for all
v ∈ VΣ. By Proposition 16.1, this implies that (G 1) holds. Moreover, since
λ ∈ Lvδ for all v ∈ VΣ, we have ∂v(λ) = δv for all v ∈ VΣ, hence condition
(G 2)δ is also satisfied.
Recall that the equivalence relation ∼v on C(I) is generated by
c ∼v c′ ⇐⇒ c = (i, j)(c′)
for some i, j ∈ I with v ∈ Vi,j.
Let Cδ the set of the elements (av), av ∈ Cvδ , such that av = 0 for almost all
v ∈ VΣ.
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Proposition 19.2. Assume that the local conditions are satisfied. Then there
exists (λv) ∈ Lδ such that (a(λv)) ∈ Cδ.
Proof. Let S be the subset of VK consisting of the dyadic places, the infinite
places, the places that are ramified in Ei/K for some i ∈ I, the places v ∈ VK
such that w2(q) 6= w2(qn,1) in Br2(kv), and the places v ∈ VΣ for which δv 6= 0.
Let us show that if v 6∈ S, then there exists λv ∈ Lvδ such that a(λv) = 0.
Let v ∈ VK such that v 6∈ S, and let i ∈ I. If Svi = ∅, then T (Evi , σi) = 0,
hence there is nothing to prove. Assume that Svi 6= ∅; recall that for all w ∈ Svi
we have an isomorphism
θwi : T (E
w
i , σi)→ Z/2Z,
and for all λv = (λwi ) ∈ T (Ev, σ), we have
a(λv)(i) =
∑
w∈Svi
θwi (λ
w
i ).
For all i ∈ I such that Svi 6= ∅ and for all w ∈ Svi , let λwi = 1 in T (Ewi , σi).
We claim that a(λ) ∈ Cvδ , and that a(λv) = 0. It is clear that a(λv)(i) = 0 for
all i ∈ I; it remains to show that (λvi ) ∈ Lvδ .
We first show that (λvi ) ∈ LRv. Since v 6∈ S, we have w2(q) = w2(qn,1)
in Br2(Kv). The quadratic forms q is compatible with the module M ⊗K Kv
by hypothesis, hence det(q) = NF/K(−d) in K×v /K×2v (see Proposition 11.2).
Since we also have det(qn,1) = NF/K(−d), the quadratic forms q and qn,1 have
the same dimension, determinant and Hasse-Witt invariant over Kv, therefore
they are isomorphic over Kv; this implies that (λ
v
i ) ∈ LRv.
Since v 6∈ S, it is unramified in Ei; hence Lemma 10.2 implies that ∂v(1) =
∂v(λ
v) = 0; as δv = 0 for v 6∈ S, we have (λvi ) ∈ Lvδ .
Necessary and sufficient conditions
Let V ′ be the set of finite places of K.
Proposition 19.3. Let (a(λv)), (a(µv)) ∈ Cδ, and let c ∈ XΛM ,M . Then we
have
∑
v∈V ′
∑
i∈I
c(i)a(λv)(i) =
∑
v∈V ′
∑
i∈I
c(i)a(µv)(i).
Proof. This follows from Corollary 15.7 and Proposition 12.4.
Let
ǫ : XΛM ,M → Z/2Z
be the homomorphism defined by
ǫ(c) =
∑
v∈V ′
∑
i∈I
c(i)a(λv)(i)
ISOMETRIES OF LATTICES AND HASSE PRINCIPLES 35
for some (a(λv)) ∈ Cδ. By Proposition 19.3, the homomorphism ǫ is indepen-
dent of the choice of (a(λv)) ∈ Cδ.
Let V ′′ be the set of infinite places of K, and let C(V ′′) be the set of (a(λv))
with v ∈ V ′′ and a(λv) ∈ Cv. Note that since V ′′ is finite, the set C(V ′′) is also
finite. If V ′′ = ∅, we set C(V ′′) = 0.
For all a ∈ C(V ′′) with a = (a(λv)), we define a homomorphism
ǫa : XΛM ,M → Z/2Z
by setting
ǫa(c) =
∑
v∈V ′′
∑
i∈I
c(i)a(λv)(i).
Theorem 19.4. Assume that the local conditions hold. Then the global con-
ditions are satisfied if and only if there exists a ∈ C(V ′′) such that ǫ+ ǫa = 0.
Proof. Assume that the global conditions are satisfied. Then by Proposition
19.1 there exists λ = (λi) ∈ T (E, σ) such that λ ∈ Lvδ for all v ∈ VK . We
have
∑
v∈VK
a(λ)(i) = 0 for all i ∈ I. Set a = (a(λv)) for v ∈ V ′′; then we have
ǫ+ ǫa = 0.
Let us prove the converse. Since the local conditions hold, Proposition 19.2
implies that there exists (λv) ∈ Lδ such that (a(λv)) ∈ Cδ. By hypothesis,
there exists a ∈ C(V ′′) such that ǫ + ǫa = 0. Therefore Theorem 12.3 implies
that there exists b = (bv) ∈ Cδ such that
∑
v∈VK
bv(i) = 0. By definition,
there exists (λv) ∈ Lδ such that bv = a(λv) for all v ∈ VK . Recall that
a(λv)(i) =
∑
w∈Sv
θwi (λ
w
i ); therefore for all i ∈ I, we have
∑
w∈VF
θwi (λ
w
i ) = 0. By
Theorem 9.1 this implies that for all i ∈ I, there exists λi ∈ T (Ei, σi) mapping
to λwi ∈ T (Ewi , σi) for all w ∈ VF . Set λ = (λi); we have λ ∈ Lvδ for all v ∈ VK ,
hence by Proposition 19.1 the global conditions hold. This completes the proof
of the theorem.
Example 19.5. Suppose that Λ = O[Γ], and let f and g be as in example
17.2. Assume that for all v ∈ VΣ, the quadratic form q contains a unimodular
Ov-lattice having an isometry with minimal polynomial g and characteristic
polynomial f ; Theorem 19.4 gives a necessary and sufficient condition for such
a lattice to exists globally.
Recall that a quadratic form q has maximal signature if for all real places
v ∈ VK , the signature of q at v is equal to the signature of q1,n or of −q1,n at
v.
Lemma 19.6. Assume that q has maximal signature. Then C(V ′′) has at most
one element.
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Proof. If V ′′ does not contain any real places, there is nothing to prove. Let v
be a real place of K, and let (rv, sv) be the signature of q at v. Let us assume
that the signature of q at v is equal to the signature of q1,n; the argument is
the same if it is equal to the signature of −q1,n. For all i ∈ I, let (rvni,1, svni,1) be
the signature of qni,1 and let (rn,1, sn,1) be the signature of qn,1. By hypothesis,
we have sv = s
v
n,1. In all splittings of q over Kv into the orthogonal sum of
quadratic forms qvi over Kv with signature (r
v
i , s
v
i ) compatible with the module
Mvi over Kv, we have s
v
i > s
v
ni,1
for all i ∈ I. Note that svn,1 =
∑
i∈I
svni,1 and
sv =
∑
ki∈I
svi ; therefore s
v
i = s
v
ni,1
for all i ∈ I, and this implies that the local
solution is unique. This holds for all real places v ∈ VK , hence C(V ′′) has at
most one element.
Assume that q has maximal signature, and that the local conditions hold;
let a ∈ C(V ′′), and set ǫ′ = ǫ+ ǫa. The following is an immediate consequence
of Theorem 19.4 :
Corollary 19.7. Assume that q has maximal signature and that the local
conditions hold. Then the global conditions hold if and only if ǫ′ = 0.
Theorem 19.8. The Hasse principle holds for all quadratic forms q and all
δ = (δv) if and only if XΛM ,M = 0.
Proof. If XΛM ,M = 0, then Theorem 19.4 implies that the Hasse principle
holds for any q and δ. To prove the converse, assume that XΛM ,M 6= 0; we
claim that there exists a quadratic form q and δ = (δv) satisfying (L 1) and
(L 2)δ but not (G 1) and (G 2)δ. Let c ∈ XΛM ,M be a non-trivial element,
and let i, j ∈ I be such that c(i) 6= c(j). Let the quadratic form q and a ∈ CR
be as in Proposition 16.6, and set δv = ∂v[q] for all v ∈ VΣ. Since q is a global
form, δv = 0 for almost all v ∈ VΣ. By construction, q and δ satisfy conditions
(L 1) and (L 2)δ. Moreover, the form q has maximal signature. We have
ǫ′(c) =
∑
v∈VK
∑
i∈I
c(i)a(λv)(i) = c(i) + c(j),
hence ǫ′(c) 6= 0; Corollary 19.7 implies that the global conditions are not
satisfied.
20. Lattices over Z
Let f ∈ Z[X ] be a monic, symmetric polynomial without linear factors; we
start by recalling from [GM 02] some necessary conditions for the existence of
an even, unimodular lattice to have an isometry with characteristic polynomial
f . We then apply the results of §19 to give sufficient conditions as well. Set
2n = deg(f).
Definition 20.1. We say that f satisfies condition (C 1) if the integers |f(1)|,
|f(−1)| and (−1)nf(1)f(−1) are all squares.
Let m(f) be the number of roots z of f with |z| > 1 (counted with multi-
plicity).
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Definition 20.2. Let (r, s) be a pair of integers, r, s > 0. We say that
condition (C 2) holds if r + s = 2n, r ≡ s (mod 8), r > m(f), s > m(f), and
m(f) ≡ r ≡ s (mod 8).
The following lemma is well-known (see for instance [GM 02]).
Lemma 20.3. Assume that there exists an even, unimodular lattice with
signature (r, s) having an isometry with characteristic polynomial f . Then
conditions (C 1) and (C 2) hold.
Proof. It is clear that r + s = 2n, and the property r ≡ s (mod 8) is well-
known (see for instance [S 77], Chapitre V, Théorème 2). For the last part of
condition (C 2), see [B 15] Corollary 8.2 (in the case where f is separable, this is
also proved in [GM 02] Corollary 2.3). It is well-known that (−1)nf(1)f(−1) is
a square, see for instance [B 15] Corollary 5.2. The fact that |f(1)| and |f(−1)|
are squares is proved in [GM 02], Theorem 6.1 (the hypothesis f separable is
not needed in the proof).
Let
f =
∏
i∈I
fnii and g =
∏
i∈I
fi
where fi ∈ Z[X ] are distinct irreducible, symmetric polynomials of even
degree. Set Ei = Q[X ]/(fi) = Q(τi), and let σi : Ei → Ei be the Q-linear
involution sending τi to τ
−1
i ; let Fi be the fixed field of Ei.
The following is essentially contained in [BT 17].
Theorem 20.4. Assume that condition (C 1) holds. Then for each prime
number p there exists an even, unimodular Zp-lattice having an isometry with
characteristic polynomial f and minimal polynomial g.
Proof. Let E0,i be an extension of degree ni of Fi, linearly disjoint from Ei.
Set E˜i = Ei⊗E0,i; then the characteristic polynomial of the multiplication by
τi on E˜i is f
ni
i , and its minimal polynomial is fi. Set E˜ =
∏
i∈I
E˜i, E˜0 =
∏
i∈I
E˜0,i,
and let T : E˜ → E˜ be the linear transformation acting on E˜i by multiplication
with τi; the characteristic polynomial of T is f , and its minimal polynomial
is g. The argument of [BT 17], proof of Theorem A, shows that for every
prime number p there exists a quadratic form on E˜ ⊗Qp containing an even,
unimodular Zp-lattice stable by T .
The following lemma is well-known :
Lemma 20.5. (i) Let (r, s) be a pair of integers, r, s > 0, with r ≡ s (mod 8).
Then there exists an even, unimodular lattice of signature (r, s).
(ii) Two even, unimodular lattices of the same signature become isomorphic
over Q.
Proof. (i) Let m = r−s
8
; the orthogonal sum of m copies of the E8-lattice with
s hyperbolic planes has the required property.
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(ii) Let q be a quadratic form over Q containing an even, unimodular lattice
of signature (r, s). Then the dimension of q is r+s, its signature is (r, s) and its
determinant is (−1)s. The Hasse-Witt invariant of q at a prime 6= 2 is trivial
(see for instance [O’M 73], 92:1), and at infinity it is 0 if s ≡ 0 or 1 (mod 4),
and 1 if s ≡ 2 or 3 (mod 4). By reciprocity, this also determines the Hasse-
Witt invariant of q at the prime 2 (one can also prove this directly, see for
instance [BT 17], Proposition 8.3). Therefore the dimension, determinant,
signatures and Hasse-Witt invariant of q are uniquely determined by (r, s);
hence q is unique up to isomorphism.
Notation. If (r, s) is a pair of integers with r, s > 0 and r ≡ s (mod 8), let
(V, qr,s) be a quadratic form containing an even, unimodular lattice of signature
(r, s); such a form exists by Lemma 20.5 (i) and is unique up to isomorphism
by Lemma 20.5 (ii).
Let Λ = Z[Γ], where Γ is the infinite cyclic group, and set A = Q[Γ]; let
us denote by σ the involution of Λ and A sending γ to γ−1 for all γ ∈ Γ. Set
Mi = [Q[X ]/(fi)]
ni and M = ⊕
i∈I
Mi. Let (V, q) be a quadratic form over Q.
Recall from §19 the local and global conditions (L 1), (L 2)δ and (G 1), (G 2)δ,
and note that (for Λ and M as above, and for δ = 0) they can be reformulated
as follows
(L 1) For all v ∈ VQ, the quadratic form (V, q)⊗Q Qv has an isometry with
minimal polynomial g and characteristic polynomial f .
(G 1) The quadratic form (V, q) has an isometry with minimal polynomial
g and characteristic polynomial f .
(L 2) For all finite places v ∈ VQ, the quadratic form (V, q) ⊗Q Qv has
an isometry with minimal polynomial g and characteristic polynomial f that
stabilizes a unimodular lattice of V ⊗Q Qv.
(G 2) The quadratic form (V, q) has an isometry with minimal polynomial
g and characteristic polynomial f that stabilizes a unimodular lattice of V .
Proposition 20.6. Assume that conditions (C 1) and (C 2) hold. Then the
local conditions (L 1) and (L 2) are satisfied for the quadratic form qr,s and
δ = 0.
Proof. Since condition (C 1) holds, Theorem 20.4 implies that for each prime
number p there exists an even, unimodular Zp-lattice having an isometry with
characteristic polynomial f and minimal polynomial g; we denote by qp the
quadratic form over Qp obtained by extension of scalars from this lattice.
If p 6= 2, this is the unit form (see for instance [O’M 73], 92:1); if p = 2,
it is an orthogonal sum of hyperbolic planes (see [BT 17], Proposition 8.3).
This implies that qp ≃ qr,s ⊗Q Qp for all prime numbers p. In particular,
the quadratic form qr,s has an isometry with characteristic polynomial f and
minimal polynomial g over Qp for every prime number p. This implies that
the local condition (L 1) holds for every prime number p. Moreover, since
qr,s ⊗Q Qp contains a unimodular Zp-lattice stable by this isometry, the local
condition (L 2)δ holds for δ = 0. On the other hand, condition (C 2) implies
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that qr,s ⊗Q R has an isometry with characteristic polynomial f and minimal
polynomial g over R (cf. [B 15], Corollary 8.2). Therefore the local conditions
hold for the quadratic form qr,s.
Proposition 20.7. The following properties are equivalent :
(i) There exists an even, unimodular lattice of signature (r, s) having an
isometry with characteristic polynomial f and minimal polynomial g.
(ii) The global conditions (G1) and (G 2)δ are fulfilled for (V, qr,s) and δ = 0.
Proof. Let us prove that (i) implies (ii). The base change to Q of the lattice
is isomorphic to (V, qr,s) by Lemma 20.5 (ii); hence (V, qr,s) has an isometry
with characteristic polynomial f and minimal polynomial g, and it contains
a unimodular lattice stable by this isometry. This implies that the global
conditions (G1) and (G 2)δ are fulfilled for (V, qr,s) and δ = 0, and therefore
(ii) holds.
Conversely, let us assume that (ii) holds. Let t : V → V be an isometry
of qr,s with characteristic polynomial f and minimal polynomial g, and such
that (V, qr,s) ⊗Q Qp contains a unimodular Zp-lattice Lp with t(Lp) = Lp for
all prime numbers p. For p = 2, let us chose L2 to be even; we claim that this
is possible by [BT 17], Theorem 8.1. Indeed, condition (i) of Theorem 8.1 is
satisfied, since (V, qr,s)⊗Q Q2 contains a unimodular Z2-lattice; condition (ii)
follows from the fact that (V, qr,s) ⊗Q Q2 is an orthogonal sum of hyperbolic
planes; and condition (iii) holds by a result of Zassenhaus (see for instance
[BT 17], Theorem 8.5), since |f(−1)| is a square. Let
L = {x ∈ V | x ∈ Lp for all p}.
The lattice L is even, unimodular, and t(L) = L; hence L has an isometry
with characteristic polynomial f and minimal polynomial g.
Recall from §17 the construction of the group XΛM ,M . By Example 17.2
the sets Vi,j consist of the prime numbers p such that fi mod p and fj mod p
have a common irreducible, symmetric factor. Hence the group XΛM ,M only
depends on the polynomal g, and will be denoted by Xg.
We next give some examples of groupsXg. For all integers d > 1, we denote
by Φd the d-th cyclotomic polynomial.
Example 20.8. Let f1(X) = X
10 +X9−X7−X6−X5−X4−X3 +X +1,
and f2 = Φ14. Set f = f1f
2
2 and g = f1f2.
The resultant of f1 and f2 is 169, and the polynomials f1 mod 13 and f2
mod 13 have the irreducible, symmetric common factor X2+7X+1 ∈ F13[X ].
Therefore V1,2 = {13}, and Xg = 0.
Example 20.9. Let f1(X) = X
12−X11+X10−X9−X6−X3+X2−X +1,
f2 = Φ14 and f3 = Φ12. Set f = g = f1f2f3.
The resultant of f1 and f2 is 49, the resultant of f1 and f3 is 169, and the
polynomials f2 and f3 are relatively prime. The polynomials f1 and f2 mod
7 have the irreducible, symmetric common factor X + 1 ∈ F7[X ], and the
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polynomials f1 and f3 mod 13 have two such common factors, X +2 ∈ F13[X ]
and X + 7 ∈ F13[X ]. This implies that V1,2 = {7}, V1,3 = {13}, and V2,3 = ∅,
and hence Xg = 0.
Example 20.10. Let p and q be two distinct prime numbers, such that
p ≡ q ≡ 3 (mod 4). Let n,m, t ∈ Z with n,m, t > 2 and m 6= t, and
set
f1 = Φpnqm, f2 = Φpnqt , and f = g = f1f2.
If (p
q
) = 1, then V1,2 = (q), and Xg = 0.
If (p
q
) = −1, then V1,2 = ∅, and Xg ≃ Z/2Z.
Similarly, the group Xg is easy to determine for any product of cyclotomic
polynomials Φd with d > 3 (recall that the polynomials we consider here don’t
have any linear factors, hence Φ1 and Φ2 are excluded).
Assume now that conditions (C 1) and (C 2) hold; by 20.6 the local con-
ditions (L 1) and (L 2)δ are satisfied for the quadratic form qr,s and δ = 0.
Hence C0 is not empty (where C0 is the set Cδ for δ = 0).
Recall from §19 that V ′ is the set of finite primes, and V ′′ the set of infinite
primes; in our case, V ′ is the set of valuations vp, where p is a prime number,
and V ′′ = {v∞} , where v∞ is the unique infinite place. Since C0 is not empty,
we define as in §19 a homomorphism ǫ : Xg → Z/2Z; this homomorphism
does not depend of the choice of the local data a ∈ C0 (cf. Proposition 19.3).
Moreover, for all a ∈ C(V ′′), we have a homomorphism ǫa : Xg → Z/2Z
(cf. §19); note that C(V ′′) is a finite set, hence we obtain a finite number of
such homomorphisms.
Theorem 20.11. Assume that conditions (C 1) and (C 2) hold. Then the
following properties are equivalent :
(i) There exists an even, unimodular lattice of signature (r, s) having an
isometry with characteristic polynomial f and minimal polynomial g.
(ii) There exists a ∈ C(V ′′) such that ǫ+ ǫa = 0.
Proof. Since conditions (C 1) and (C 2) hold, the local conditions (L 1) and
(L 2)δ are satisfied for the quadratic form qr,s and δ = 0 (see Proposition 20.6);
therefore we can apply Theorem 19.4, and obtain that (ii) is equivalent to
(ii’) The global conditions (G1) and (G 2)δ are fulfilled for (V, qr,s) and δ = 0.
By Proposition 20.7, (ii’) and (i) are equivalent. This completes the proof
of the theorem.
If moreover the quadratic form (V, qr,s) has maximal signature, we can define
the homomorphism ǫ′ : Xg → Z/2Z and apply Corollary 19.7. Note that
(V, qr,s) has maximal signature if and only if s = m(f) or r = m(f). Hence we
obtain the following
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Corollary 20.12. Assume that conditions (C 1) and (C 2) hold, and that
moreover s = m(f) or r = m(f). Then there exists an even, unimodular
lattice of signature (r, s) having an isometry with characteristic polynomial f
and minimal polynomial g if and only if ǫ′ = 0.
Proof. This follows from Theorem 20.11 and Corollary 19.7.
Corollary 20.13. Assume that f satisfies condition (C 1), and that Xg = 0.
Then for each pair of integers (r, s) such that condition (C 2) holds there
exists an even, unimodular lattice with signature (r, s) having an isometry with
characteristic polynomial f and minimal polynomial g.
Proof. This follows from Theorem 20.11.
Example 20.14. Let f1 = Φpnqm , f2 = Φpnqt, and f = g = f1f2 be as
in Example 20.10. We have f(1) = f(−1) = 1 and m(f) = 0. Therefore
conditions (C 1) and (C 2) are satisfied for all pairs of integers (r, s) with
r, s > 0 such that r ≡ s (mod 8) and r + s = deg(f). Since deg(f) is divisible
by 8, the pair (deg(f), 0) satisfies the condition.
If (p
q
) = 1, then Xg = 0 (cf. Example 20.10). Therefore by Corollary
20.13, for all pairs (r, s) as above, there exists an even, unimodular lattice
with signature (r, s) having an isometry with characteristic polynomial f
(and minimal polynomial g = f). In particular, there exists a definite even,
unimodular lattice with this property.
If (p
q
) = −1, then Xg ≃ Z/2Z (cf. Example 20.10). Since conditions (C 1)
and (C 2) are satisfied (for a choice of (r, s) as above), the local conditions are
satisfied, and we have C0 6= ∅.
We denote by vq the finite place of Q corresponding to the prime number
q, and by v∞ the unique real place. Let us choose a ∈ C(V ′) as follows :
av(i) = 0 for all i ∈ I = {1, 2} if v 6= vq, and avq(1) = avq (2) = 1.
Let c : I → Z/2Z represent the unique non-trivial element of Xg : we can
take c such that c(1) = 1 and c(2) = 0; we have ǫ(c) = 1.
Let (r, s) = (deg(f), 0). Then C(V ′′) has only one element, namely the iden-
tically zero one, a = 0, hence ǫa(c) = 0. This implies that ǫ+ ǫa 6= 0; therefore
by Theorem 20.11 (or Corollary 20.12) there does not exist any definite, even,
unimodular lattice having an isometry with characteristic polynomial f .
The method of Example 20.14 can be used to decide which products of
cyclotomic polynomials Φd (with d > 3) occur as characteristic polynomials of
isometries of definite even, unimodular lattices; this completes the results of
[B 84].
Example 20.15. With the notation of Example 20.14, set p = 3, q = 7,
n = m = 1 and t = 2. We have
f1 = Φ21, f2 = Φ147, and f = g = f1f2.
Since (3
7
) = −1, we have Xg ≃ Z/2Z (see Example 20.10). We have
also seen (cf. Example 20.14) that conditions (C 1) and (C 2) are satisfied
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for all pairs of integers (r, s) with r, s > 0 such that r ≡ s (mod 8) and
r + s = deg(f) = 96.
This gives rise to 25 possible pairs (r, s). We have already seen that the
signatures (96, 0) and (0, 96) are impossible (see Example 20.14). Assume
that (r, s) = (92, 4).
The homomorphism ǫ : Xg → Z/2Z is already computed in Example 20.14 :
namely, if c : I → Z/2Z represents the unique non-trivial element of Xg, we
have ǫ(c) = 1.
The homomorphisn ǫa depends on the choice of a ∈ C(V ′′) = Cv∞. There are
two possibilities : a(1) = a(2) = 0, and a′(1) = a′(2) = 1. Hence ǫ + ǫa 6= 0,
but ǫ + ǫa′ = 0; by Theoren 20.11, this implies that there exists an even,
unimodular lattice of signature (92, 4) having an isometry with characteristic
polynomial f .
It is easy to check that all the other signatures (r, s), with the exception of
(96,0) and (0,96), occur as signatures of even, unimodular lattices having an
isometry with characteristic polynomial f ; this also follows from Proposition
20.17 below.
The following examples involve indefinite forms. Let (r, s) be a pair of
integers with r, s > 1 such that r ≡ s (mod 8), and let Lr,s be an even,
unimodular lattice of signature (r, s); it is well-known that such a lattice is
unique up to isomorphism (see for instance [S 77], Chapitre V, Théorème 5).
Recall that a Salem polynomial is a monic, irreducible and symmetric poly-
nomial in Z[X] with exactly two roots outside the unit circle, both real and
positive.
Example 20.16. Let f1(X) = X
6 − 3X5 − X4 + 5X3 − X2 − 3X + 1 and
f2 = Φ12; set f = g = f1f2. This example is taken from [GM 02], Proposition
5.2, where it is shown that f does not arise as the characteristic polynomial
of isometry of L9,1. Note that f1 is a Salem polynomial, hence m(f1) = 1.
With the point of view of the present paper, this can be shown as follows.
The polynomials f1 and f2 are relatively prime, hence V1,2 = ∅, and this
implies that Xg ≃ Z/2Z.
We have f(1) = −1, f(−1) = 1, and m(f) = 1; hence conditions (C 1)
and (C 2) are fulfilled with (r, s) = (9, 1) or (1,9), and (r, s) = (5, 5). Let
c : I → Z/2Z represent the unique non-trivial element of Xg; let us chose c
so that c(1) = 1 and c(2) = 0. It is easy to check that the homomorphism
ǫ : Xg → Z/2Z associated to the finite places satisfies ǫ(c) = 1.
Let (r, s) = (9,1) or (1,9). In this case, the set Cv∞ has a unique element,
namely a = 0; hence ǫa = 0, and ǫ + ǫa 6= 0. Therefore by Theorem 20.11, f
does not arise as the characteristic polynomial of an isometry of L9,1 or L1,9.
Assume now that (r, s) = (5, 5). In this case, we can choose a such that
ǫa 6= 0, and ǫ + ǫa = 0. Therefore by Theorem 20.11, the lattice L5,5 has an
isometry with characteristic polynomial f .
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Proposition 20.17. Let f = fn11 f
n2
2 and let (r, s) be a pair of integers such
that (r, s) is not a maximal signature for f . Set g = f1f2. If conditions (C 1)
and (C 2) hold, then Lr,s has an isometry with characteristic polynomial f and
minimal polynomial g.
Proof. If Xg = 0, then this follows from Corollary 20.13. Assume that
Xg 6= 0; hence Xg ≃ Z/2Z. Let I = {0, 1}, and let c : I → Z/2Z represent
the unique non-trivial element of Xg; let us chose c so that c(1) = 1 and
c(2) = 0. Note that Cv∞ = CRv∞ . We claim that there exists a ∈ CRv∞ such
that ǫ + ǫa = 0. Let b ∈ CRv∞. If b(1) = ǫ(c), set a = b. If b(1) 6= ǫ(c),
then set a = (1, 2)b; by Proposition 15.8, we have a ∈ CRv∞. We have
(ǫ + ǫa)(c) = ǫ(c) + a(1)c(1) = 0, hence ǫ + ǫa = 0. By Theorem 20.11, this
implies that Lr,s has an isometry with characteristic polynomial f and minimal
polynomial g.
Proposition 20.18. Let f = f1f2 where f1 is a Salem polynomial, and f2
is a power of a cyclotomic polynomial Φd with d > 3. Let (r, s) be a pair of
integers with r, s > 3, and assume that conditions (C 1) and (C 2) hold. Set
g = f1Φd. Then Lr,s has an isometry with characteristic polynomial f and
minimal polynomial g.
Proof. This follows from Proposition 20.17, since for r, s > 3, the signature
(r, s) is not maximal for f .
The following two examples might be interesting in the perspective of con-
structing K3 surfaces with given entropy (cf. McMullen [McM 02], [McM 11],
[McM 16]).
Example 20.19. As in Example 20.8, let f1(X) = X
10 + X9 − X7 − X6 −
X5 −X4 −X3 +X + 1, and f2 = Φ14. Set f = f1f 22 and g = f1f2.
Note that f1 is a Salem polynomial, hence m(f1) = 1. We have f(1) = −1,
f(−1) = 49, m(f) = 1. Therefore conditions (C 1) and (C 2) hold for all pairs
of integers (r, s) with r, s > 1 such that r ≡ s (mod 8) and r+s = deg(f) = 22.
We have seen that Xg = 0 (cf. Example 20.8). By Theorem 20.11 this
implies that for all pairs (r, s) as above, the lattice Lr,s has an isometry
with characteristic polynomial f and minimal polynomial g. For instance, the
signature (r, s) = (3, 19) is possible (the other possible signatures are (19,3),
(15,7), (11,11) and (7,15)).
Example 20.20. Let f1(X) = X
12−X11+X10−X9−X6−X3+X2−X+1,
f2 = Φ14 and f3 = Φ12. Set f = g = f1f2f3.
Since f1 is a Salem polynomial, we have m(f1) = 1. Moreover, f(1) = −1,
f(−1) = 49, and m(f) = 1, therefore conditions (C 1) and (C 2) hold
for all pairs of integers (r, s) with r, s > 1 such that r ≡ s (mod 8) and
r + s = deg(f) = 22.
Since Xg = 0 (see Example 20.9), Theorem 20.11 implies that for all pairs
(r, s) as above, the lattice Lr,s has an isometry with characteristic polynomial
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f . The signature (r, s) = (3, 19) is possible, as well the signatures (19,3),
(15,7), (11,11) and (7,15).
References
[A 75] J. Arason, Cohomologische invarianten quadratischer Formen, J. Algebra 36 (1975),
448-491.
[AEJ 84] J. Arason, R. Elman, W. Jacob, The graded Witt ring and Galois cohomology. I,
Quadratic and Hermitian forms (Hamilton, Ont., 1983), 17-50, CMS Conf. Proc., 4,
Amer. Math. Soc., Providence, RI, 1984.
[B 84] E. Bayer-Fluckiger, Definite unimodular lattices having an automorphism of given
characteristic polynomial, Comment. Math. Helv. 59 (1984), 509-538.
[B 15] E. Bayer-Fluckiger, E. Bayer-Fluckiger, Isometries of quadratic spaces, J. Eur. Math.
Soc. 17 (2015), 1629-1656.
[BT 17] E. Bayer-Fluckiger, L. Taelman, Automorphisms of even unimodular lattices and
equivariant Witt groups, J. Eur. Math. Soc. to appear.
[GM 02] B. Gross, C. McMullen, Automorphisms of even, unimodular lattices and unrami-
fied Salem numbers, J. Algebra 257 (2002), 265–290.
[K 17] M. Kirschmer, Automorphisms of even unimodular lattices over number fields, J.
Number Theory 197 (2019), 121-134.
[L 05] T.Y. Lam, Introduction to quadratic forms over fields, Graduate Studies in Mathe-
matics 67, Amer. Math. Soc., Providence, RI, 2005.
[McM 02] C. McMullen, Dynamics on K3 surfaces: Salem numbers and Siegel disks. J.
Reine Angew. Math. 545 (2002), 201-233.
[McM 11] C. McMullen, K3 surfaces, entropy and glue. J. Reine Angew. Math. 658 (2011),
1-25.
[McM 16] C. McMullen, Automorphisms of projective K3 surfaces with minimum entropy.
Invent. Math. 203 (2016), 179-215.
[M 69] J. Milnor, Isometries of inner product spaces, Invent. Math. 8 (1969), 83–97.
[O’M 73] O.T. O’Meara, Introduction to quadratic forms, reprint of the 1973 edition. Clas-
sics in Mathematics. Springer-Verlag, Berlin, 2000.
[Sch 85] W. Scharlau, Quadratic and hermitian forms, Grundlehren der Mathematischen
Wissenschaften 270, Springer-Verlag, Berlin, 1985.
[S 77] J-P. Serre, Cours d’arithmétique, Presses Universitaires de France, 1977.
[S 18] J-P. Serre, On the mod p reduction of orthogonal representations, Lie groups, ge-
ometry, and representation theory, 527-540, Progr. Math. 326, Birkhäuser/Springer,
Cham. 2018.
Eva Bayer–Fluckiger
EPFL-FSB-MATH
Station 8
1015 Lausanne, Switzerland
eva.bayer@epfl.ch
