A MacWilliams Identity for convolutional codes will be established. It makes use of the weight adjacency matrices of the code and its dual, based on state space realizations (the controller canonical form) of the codes in question. The MacWilliams Identity applies to various notions of duality appearing in the literature on convolutional coding theory.
I. INTRODUCTION
T HE weight enumerator of a code keeps track of the distribution of codeword weights and therefore is of paramount importance for the error-correcting capabilities of the code in question. One of the most celebrated results in block code theory, the MacWilliams Identity Theorem, states that the weight enumerator of a block code completely determines the weight enumerator of the dual code and gives an explicit transformation formula. The practical and theoretical implications for block code theory have been studied ever since, see for instance, [1, Ch. 11 .3, Ch. 6.5, Ch. 19.2] or [2, Theorem 7.9.5] .
For convolutional codes (CCs, for short) only partial results concerning a possible MacWilliams Identity could be established so far. About 30 years ago it has been shown by a simple example that the classical weight enumerator as introduced by Viterbi [3] does not obey any MacWilliams type of identity, see [4] . In other words, this weight enumerator is too coarse in order to yield detailed information about the dual code. This insight gave rise to the study of a more refined weight enumerating object, the weight adjacency matrix (WAM). It has been introduced in [5 ], but appears already in different notations earlier in the literature. Indeed, one can show that it basically coincides with the labels of the weight enumerator state diagram as considered in [6] . The WAM is defined via a state space description of the encoder as introduced in [7] . It is labeled by the set of all state pairs , and each entry contains the weight enumerator of all outputs associated with the corresponding state transitions from to . The resulting matrix contains considerably more information about the code than the classical weight enumerator mentioned above. Indeed, it is well known [5] , [8] how to derive the latter from the WAM. Unfortunately, the matrix by itself is not an invariant of the code, but rather depends on the choice of the encoder and the state space realization. However, Manuscript this dependence can nicely be described and upon factoring out a suitable group action results in an invariant of the code, the generalized WAM.
In a previous paper [9] , we studied this invariant in detail, and, in particular, we could establish a weak MacWilliams type of identity for the generalized WAM. It states that a certain transform of any WAM of a given code results in a matrix having up to ordering the same entries as any WAM of the dual code. For the class of codes with all Forney indices being at most , we could even show that this ordering is actually induced by a state space isomorphism, which can also be given explicitly. Of course, the isomorphism depends on the chosen representations of the code and its dual. This result generalizes a MacWilliams identity established in [6] for the class of codes of degree-.
In this paper, we will extend the result to arbitrary CCs. In other words, we will establish a MacWilliams Identity for the full class of CCs. Stated more precisely, given a code and its dual with chosen state space representations we will give an explicit transformation of the WAM that will result in the WAM of the dual code. The result generalizes the classical MacWilliams Identity for block codes.
The main outline of the paper is as follows. In the next section, we will introduce the basic notions of convolutional coding theory including state space realizations as well as two block codes closely related to the given CC. Moreover, we will introduce the WAM as well as the finite Fourier transform matrix, and we will state the MacWilliams Identity. Section III will be completely devoted to the proof of the MacWilliams Identity and therefore will be rather technical. A detailed example will illustrate the steps of the MacWilliams transformation. Finally, in Section IV, we will discuss an alternative notion of duality for CCs and translate our result to that notion.
The following notation will be used throughout. For any domain and any matrix we denote by and the image and kernel, respectively, of the canonical linear mapping associated with .
II. BASIC NOTIONS AND THE WEIGHT ADJACENCY MATRIX
In this section we will collect the main notions of convolutional coding theory as needed for this paper. Let be a finite field. A -dimensional convolutional code of length is a submodule of of the form where is a basic matrix in , i.e., there exists a matrix such that . In other words, is noncatastrophic and delay-free. We call an encoder and the number is said to be the degree of the code . A code having these parameters is 0018-9448/$25.00 © 2009 IEEE called an code. A basic matrix with rows is said to be minimal if . It is well known [10, p. 495 ] that each code admits a minimal encoder . The row degrees of a minimal encoder are uniquely determined up to ordering and are called the Forney indices of the code or of the encoder. It follows that a CC has a constant encoder matrix if and only if the degree is zero. In that case the code can be regarded as a block code.
Throughout the main part of this paper the dual of a code is defined as for all (II.1)
In other words, the dual code is the orthogonal of with respect to the -bilinear form
In Section IV, we will address a different notion of duality that has been introduced in the literature on CCs as well, and we will show how our result can be translated to that notion. Duality as defined in (II.1) has been considered in, e.g., [6] , [11] - [13] , and [4] . It is well known [13, Theorem 7.1] that if is an code, then is an code. For a block code the dual is denoted by for all . The different notation versus for the dual of a convolutional code versus the dual of a block code will be helpful later on. It should be kept in mind that depends on the parameters and . Since throughout this paper these parameters will be fixed we do not indicate them explicitly. A central tool for the purpose of our paper is the description of a CC by the controller canonical form (CCF). It will allow us to introduce the main object, the WAM, as well as two block codes associated with a CC that are crucial for our investigation. Even though the CCF can be found in any textbook on control theory, we choose to present it here explicitly since our proof will rely explicitly on the form of the CCF. where . We call the state space of the encoder (or of the CCF) and the state at time . For a code we define the associated block codes such that for some Obviously, is simply the block code consisting of the constant codewords in . Consequently, this space is generated by the constant rows (if any) of a minimal encoder matrix . In the context of trellis codes it is also called the parallel transition code [14, p. 1502 ]. The code is the space of all constant vectors that appear as coefficient vectors of some codeword. It can easily be described by using a CCF for . Indeed, from (II.4) it is easy to see that (II.5)
In [9, Proposition II.7] it has been shown that the two block codes just defined and the corresponding codes and associated with the dual code are crosswise mutual duals. Precisely, we have (II.6) (see the bottom of the page). Let be an  code over  with  positive Forney indices, and let the dual have positive  Forney indices. Then  ,  , and , . Furthermore, , and thus .
Proposition II.2:
For the rest of this section, we will discuss the weight adjacency matrix. This matrix has been introduced in [5] and studied in detail in [8] as well as [9] . Recall from (II.4) that the controller canonical form of an encoder leads to a state space description where the output is the sequence of codeword coefficients. The weight adjacency matrix collects for each possible pair of states the information whether via a suitable input a transition from to is possible, i.e., whether for some , and if so, collects the weights of all associated outputs .
Definition II.3:
Let be a minimal encoder of degree and with CCF . The weight adjacency matrix (WAM) of is defined to be the matrix indexed by with the entries given by
Observe that if the matrices do not exist while . As a consequence, is the weight enumerator of the block code . The WAM contains very detailed information about the code. The classical path weight enumerator [15, p. 154] , the extended row distances [16] , the active burst distances [17] as well as the column distances of the code can all be computed from the WAM, see [5] , [15, Sec. 3 .10] and [8] . For the relevance of these distance parameters for the error-correcting performance of the code see [16] , [17] Let us illustrate the matrix by an example.
Example II.4: Let and
It is easy to see that and are minimal and basic and satisfy . Thus, the codes and are mutual duals. The CCFs of the given encoders and are shown, respectively, in the equations at the bottom of the page. Using the lexicographic ordering of the states in (II. 7) the associated WAM of is given by (II.8) and the one for is displayed at the bottom of this page. For instance, the entry at position of is obtained as follows. Since the 5th state is and the 3rd state is we have to consider the outputs , where is such that . The latter is the case if and only if and we see that the entry at position is given by (II.6) and
As one can see the matrix contains only 16 entries all of which are monomials, whereas contains 32 entries each of which is a binomial; for further details on counting and classifying the entries see also [9, Sec. III] . This indicates that the computation of requires less effort than that of . Indeed, setting , we see from the CCFs that is nonzero iff and and in this case whereas and those nonzero entries are given by . In the next section, we will see how to compute directly from with the MacWilliams transformation.
It is clear from Definition II.3 that the WAM depends on the chosen encoder . In [ In other words, the matrix is a representative of the generalized WAM of .
Recall that, due to (II.9), the WAMs for two different minimal encoders of differ by a state space isomorphism. This explains the presence of the matrix in (II.12). Of course, depends on the chosen encoders and . In terms of the generalized WAMs, however, no specific representation of the code and no transformation matrix are needed anymore. Note also that in the case where , the identity (II.13) immediately leads to the MacWilliams identity for block codes as given in (II.2).
The proof of Theorem II.6 is rather technical and will be presented in the next section. The resulting version including an explicit transformation matrix will be summarized in Theorem II.6' at the end of the next section.
III. PROOF OF THEOREM II.6
Let the data be as in General Assumption II.5. The following simple properties of the matrices in a CCF will come handy throughout this section.
Remark III.1: The matrices , as in Definition II.1, have the following properties. i) , ii) and , iii)
, iv) and , v)
, vi) ,
The first four properties are easily verified, see also [9, Remarks II.4, II.6]. The last two properties are due to the fact that the encoder matrix is minimal. Indeed, notice that , where , and where denote the standard basis vectors in . Using as in Definition II.1 we see that , the highest coefficient vector of the th row of . Recalling that for a minimal matrix the highest coefficient vectors are linearly independent and noticing that span , one easily derives properties v) and vi).
In the sequel the spaces (III.1)
will play a crucial role. Notice that for some (III.3) that is, is the space of all pairs of states admitting a direct transition for some suitable input . The set describes those state pairs for which one of the transitions leads to zero output. Indeed, we have the following proposition.
Proposition III.2: The space satisfies
Proof: We will make use of Remark III.1i) and iv). For " " let . Then for some and we compute . Since, by assumption, this vector is in , we obtain for some . Now and therefore is in the set on the right hand side. For " " let and . Then
As a consequence, .
The following results will be crucial. The first three statements are easily obtained from the form of the matrices and can be found in [9, Proposition III.6, Lem. III.7, Proposition III.11]. The last result needs some more detailed considerations and has been proven in [9, Lem. III.9], where the space appears as .
, where is as in General Assumption II.5.
The starting point of our proof of Theorem II.6 will be a weak version of the MacWilliams Identity, established in [9] . In order to present that result, we define (III.4) Let us also consider the dual versions of the spaces in (III.1) and (III.2) and Proposition III.3(c); that is, let and denote the respective spaces associated with the dual code . In the sequel we will make frequent use of the dual results of Proposition III.3. From where is the automorphism on defined as .
It is worth being stressed that in this theorem the spaces and are any arbitrary direct complements of in and of in , respectively. Also, the isomorphisms and are not further specified. In order to prove our main result, Theorem II.6, we will use this remaining freedom such that the resulting automorphism is of the form as desired in Theorem II.6. More precisely, we need to respect the decomposition , that is, for all (III.7)
for some state space isomorphism GL . Indeed, with being of this form we obtain and the identity in Theorem III.4 turns into for all . This is exactly the statement of Theorem II.6. The rest of this section will be devoted to specifying the choice of the spaces and as well as the isomorphisms and in Diagram (III.6) in order to meet the requirement (III.7).
Let us begin with the following technical facts.
Proposition III.5: a) Let be the projection onto the first component, that is, for all . Then is injective. b) . c)
. Proof: a) Suppose for some . Then . But then Remark III.1(i) and (iv) along with the full row rank of yield , which proves (a). b) Again we will employ Remark III.1(i) and (iv). Let such that . Using (II.5) we have, on the one hand, , where the last identity is due to Proposition II.2. On the other hand, . Making use of Remark III.1(iv) and its dual version this yields . But the latter space is identical to , as one can see directly from the identity and the full row rank of the matrices and . Thus we conclude that . Using that , we obtain the existence of some such that . Along with the identity this implies that . All this shows that and, using (a), we arrive at . Since this implies . Recalling from Proposition II.2 that , the dual version of Remark III.1(iv) along with then tells us that . This finally proves . c) The inclusion " " has been shown in the proof of (b).
Thus equality of the two spaces follows from Proposition III.3(d) since .
Parts a) and c) of the previous proposition give rise to a crucial map.
Corollary III. 6 Likewise, we define the matrices and , associated with the dual code. Furthermore, we put (III.9)
Using that for it is easy to see that these sums are indeed finite since each summand vanishes for . Using two index changes one easily shows that (III.10)
In the Appendix we prove the following technical, but straightforward properties. In the rest of this section we will show that, firstly, the map induced by is an automorphism, that is, the matrix is regular, and, secondly, that respects the decomposition of on the right-hand side of Diagram (III.6). As a consequence, defines an automorphism as in Theorem III.4 that, at the same time, is of the form as in (III.7). All this will establish Theorem II.6.
In order to carry out these computations notice that , i.e., is the dual version of . This theorem shows that the map induced by is an automorphism on of the form as in (III.7). In order to complete the proof of Theorem II.6 it only remains to show that is as in Theorem III.4, that is, that it respects the direct decomposition as in Diagram (III.6). This is accomplished and summarized in the next result.
Proposition III.9: Put and . Then a) . b) . c) . d) and
. Proof: a) has already been given in (III.5). b) It is clear from the definition of and the dual version of Proposition III.3(c) that the sum is indeed direct and contained in . In order to show equality let us first compute the rank of . The directness of the sum on the right hand side as well as the inclusion " " are obvious, see also (III.16). Furthermore, notice that as and . Since , we obtain with the aid of Proposition III.3 that All this proves (III. 19) . Along with the dual version of Proposition III.3(c) we arrive at (III. 20) which is exactly the decomposition of as in the upper row of Diagram (III.6). Now we compute , which along with completes the proof of (b). c) Due to (III.19) it only remains to show that . The inclusion " " has been obtained in (III.13). In order to establish identity recall that and therefore dualizing (III.17) yields . But then . Hence , which concludes the proof of (c). d) The first part has already been proven in (III. 18) above. Furthermore, from (c) we know that . Moreover, . Hence the proof of (d) is complete if we can show that . To this end assume for some . By (c) and (III.20) we may assume and therefore due to (a) and (b). Furthermore, by (III.5) we have . As a consequence, the above yields for some . Using (III.20) and (a) and (b) we may assume and . Using once more (a)-(c), we conclude and regularity of the matrix implies . Thanks to Proposition III.3(c) this intersection is trivial and we may finally conclude that . This completes the proof.
The proposition shows that the space decomposes exactly as in Diagram (III.6) and that the matrices , induce isomorphisms . As outlined in the paragraph right after (III.7), Theorem III.4 along with (III.7), (III.12) and Theorem III.8 conclude the proof of Theorem II.6. We summarize the result as follows.
Theorem II.6': Let and and the associated data be as in General Assumption II. 5 , where is the WAM of the dual code given in (II.6). This is exactly the identity in Theorem II.6.
IV. SEQUENCE SPACE DUALITY
In this section we will briefly discuss a different notion of duality for CCs and translate the MacWilliams Identity to this type of duality. From now on let us call the dual of a code as defined in (II.1) the module-theoretic dual. The literature on convolutional coding theory has also seen a notion of duality based on the -bilinear form , where is mapped to . Notice that this sum is indeed finite since the vectors are polynomial. The dual based on this bilinear form is usually, and most conveniently, defined in the setting of Laurent series, see, e.g., [19] - [22] . But we can just as well stay within our polynomial setting. Then it amounts to defining the dual of the code as for all and (IV.1)
We call the sequence space dual of . It is easy to see that is a submodule of . Furthermore, it is well known that is the time reversal of the module-theoretic dual , or, equivalently, is the module-theoretic dual of the time reversal of , [15, Theorem 2.64]. Here, the time reversal code is obtained from the primary code by reversing the time axis. In our purely polynomial setting, the reversal code of the code with minimal encoder is defined as , where is the reciprocal matrix
and where are the row degrees of . It is easy to see that is minimal and basic as well and has the same row degrees. Thus, the above may be summarized as
We briefly wish to mention that in [22] yet another notion of duality has been introduced, based on local branch groups. It is lengthy, but straightforward to show that for convolutional codes this type of duality is identical to sequence space duality. We omit the details, but only want to point out that the definition via local branch groups as given in [22] has the advantage to circumvent certain finiteness issues arising for sequence space duality in the Laurent series setting.
In the rest of this section we will derive a MacWilliams Identity for the dual pairing . Due to the close relationship between the module-theoretic dual and the sequence space dual this can indeed be deduced from our previous result. Since a time reversal of the state space system in (II.4) essentially amounts to swapping and in Definition II.3, it should be intuitively clear that the WAM of will essentially be the transposed of the WAM of . This is indeed true when choosing the right state space representations, and the following computations are devoted to keeping track of the correct representations. Now it is straightforward to formulate and prove a MacWilliams Identity for the sequence space dual code. The transformation matrix , needed for the identity, will be given explicitly in the proof.
Theorem IV.2: Let be as in General Assumption II.5 and let be the sequence space dual of . Let be a CCF of and let be the associated WAM. Then there exists a matrix such that for all
As a consequence, the generalized WAMs of and satisfy . Proof: Remember from (IV.3) that . Proposition IV.1 tells us how to get a CCF for out of the given CCF of . Let be the associated matrix just like in (IV.4) and let be the associated WAM of . Then we obtain from Proposition IV.1(c) and Theorem II. 6' where is as in Theorem II.6', and where the last identity follows from the symmetry of , see (II.11). Defining , we obtain the desired result.
V. CONCLUSION AND OPEN QUESTIONS
We established a MacWilliams Identity for convolutional codes. It consists of a conjugation of the weight adjacency matrix followed by the entrywise MacWilliams transformation for block codes. The identity applies to both module-theoretic duality as well as the sequence space duality.
The very technical proof is based on the controller canonical form and therefore is not coordinate-free. It is our belief that an approach via abstract state spaces and the duality theory as developed in [19] , [20] will lead to a more elegant and insightful proof that might even apply to a broader class of codes. But this will require a completely different approach tailored for trellis realizations. We will leave this as a subject for future investigation.
It also remains to be investigated if the result can be extended to input/output weight enumerators. These weight enumerators play a crucial role in measuring the performance of iterative decoding, in particular for turbo codes. Since the input/output weight enumerator is not an invariant of the code but rather of the encoder itself this will need the concept of a dual encoder, which, again, might arise from the approach using trellis representations and abstract state spaces mentioned above.
Finally, the MacWilliams Identity opens the door to investigating self-dual convolutional codes (with respect to any duality notion) with the aid of invariant theory. This, too, will be pursued in a future project.
APPENDIX
In this section we prove the purely matrix theoretical results of Proposition III.7. As before, the data are as in General Assumption II.5. Since we have with the matrices as given in (III.8). Thus, implies for all (A.1)
Using the CCF, it is easy to see that . This in turn yields Now we are ready for the following.
Proof of Proposition III.7: (a) From (A.1) we obtain for . Using (A.3) and and from (III.9) and (III.10) we therefore compute which is what we wanted.
(b) Using again (III.10) one obtains Due to (A.1) the inner sum over vanishes, and adding , which is (A.1) for , we proceed with where the last identity is a consequence of (A.2). This proves part (b). (c) As before let be the standard basis vectors of . Throughout the rest of this proof denote, for any matrix , the th column (resp., th row) of by (resp.
). Let us assume that the matrices and are as in Definition II.1. Then we have , where . Moreover, is the diagonal matrix with for and else. Therefore, it suffices to show that the -th column of is zero for all . Thus, let for some . In order to prove the desired result we will even show that (A.4) for all and as well as . This, of course, implies due to (III.9). In order prove (A.4) notice that
Put
. The definition of and shows that Hence for we have and it remains to prove (A.4) for the case . In that case implies . Using that , the -th row of is where the last identity follows from the simple fact that the -th diagonal block of is zero, as . Transposing the obtained identity yields . Since
, we obtain This proves (A.4) for the case and thus concludes the proof of Proposition III.7.
