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Abstract
We propose a procedure which allows one to construct local symmetry
generators of general quadratic Lagrangian theory. Manifest recurrence
relations for generators in terms of so-called structure matrices of the
Dirac formalism are obtained. The procedure fulfilled in terms of initial
variables of the theory, and do not implies either separation of constraints
on first and second class subsets or any other choice of basis for constraints.
1 Introduction
Relativistic theories are usually formulated in manifestly covariant
form, i.e. in the form with linearly realized Lorentz group. It is
achieved by using of some auxiliary variables, which implies appear-
ance of local (gauge) symmetries in the corresponding Lagrangian
action. Investigation of the symmetries is essential part of analysis
of both classical and quantum versions of a theory. Starting from
pioneer works on canonical quantization of singular theories [1-3],
one of the most intriguing problems is search for constructive pro-
cedure which allows one to find the local symmetries from known
Lagrangian or Hamiltonian formulation [4-10]. For a theory with
first class constraints only, such a kind procedure has been proposed
in [4, 5]. Symmetry structure of a general singular theory has been
described in recent works [6-8]. In particular, it was shown how
one can find gauge symmetries of Hamiltonian action for quadratic
theory [7], as well as for general singular theory [8].
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In the present work we propose an alternative procedure to con-
struct Lagrangian local symmetries for the case of general quadratic
theory. Our method is based on analysis of Noether identities in the
Hamiltonian form, the latter has been obtained in our works [9, 10].
Let us enumerate some characteristic properties of the procedure
presented below.
1) The procedure do not implies separation of Hamiltonian con-
straints on first and second class subsets, which is may be the most
surprising result of the work.
2) The procedure do not requires choice of some special basis for
constraints.
3) All the analysis is fulfilled in terms of initial variables of a theory.
Rather schematically, final result of our work can be described as
follows. Let H = H0 + Φαv
α be Hamiltonian of a theory, where vα
denotes Lagrangian multipliers to all primary constraints Φα. Let
Φ(s−1)µ be constraints of (s−1)-stage of the Dirac procedure. On the
next stage one studies the equations {Φ(s−1)µ, H} = 0 for revealing
of s-stage constraints. s-stage Dirac functions {Φ(s−1)µ, H} can be
rewritten in the form
{Φs−1µ , H} = Aµ
ν
 π
(s)
i(v)
Φ(s)ζ +Bζ(π
(s−1), . . . , π(2))
Ca(Φ
s−1, . . . ,Φ2) +Da(π
(s−1), . . . , π2),
 (1)
where π(s)i(v) = 0 represent equations for determining of the La-
grangian multipliers of these stage, Φ(s)ζ are s-stage constraints, and
A,B,C,D will be called s-stage structure matrices. It may happens
that some components of the column (1) do not represent indepen-
dent restrictions on the variables (q, p, v) of the theory. The number
[a] of these components will be called defect of s-stage system. Then
[a] independent local symmetries of the Lagrangian action can be
constructed
δqA =
s−2∑
p=0
(p)
ǫ aR(p)a
A(q, q˙), (2)
where generators R are specified in terms of the structure matrices
in an algebraic way. Recurrence relations for obtaining of the gener-
ators are presented below (see Eqs.(95)-(97) for s-stage symmetries
and Eqs.(101)-(103) for lower-stage symmetries).
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Thus, knowledge of a structure of s-stage Dirac functions (1)
is equivalent to knowledge of s-stage local symmetries (2). Total
number of independent symmetries, which can be find by using of
our procedure, coincides with the number of Lagrangian multipliers
remaining undetermined in the Dirac procedure.
2 Setting up
We consider Lagrangian theory with action being (A = 1, 2, · · · [A])
S =
∫
dτL(qA, q˙A), (3)
It is supposed that the theory is singular
rank
∂2L
∂q˙A∂q˙B
= [i] < [A]. (4)
According to Dirac [1], Hamiltonian formulation of the theory is
obtained as follow. First stage of Hamiltonization procedure is to
define equations for the momenta pA: pA =
∂L
∂q˙A
. Being considered
as algebraic equations for determining of velocities q˙A, [i] equations
can be resolved for q˙i and then substituted into the remaining ones.
By construction, the resulting equations do not depend on q˙A and
are called primary constraints Φα(q, p) of the Hamiltonian formula-
tion. The equations pA =
∂L¯
∂q˙A
are then equivalent to the following
system
q˙i = vi(qA, pi, q˙α), (5)
Φα ≡ pα − fα(q
A, pj) = 0. (6)
Then one introduces an extended phase space with the coordinates
(qA, pA, vα). By definition, Hamiltonian formulation of the theory
(3) is the following system of equations on this space
q˙A = {qA, H}, p˙A = {pA, H},
Φα(q
A, pB) = 0, (7)
where { , } is the Poisson bracket, and it was denoted
H(qA, pA, v
α) = H0(q
A, pj) + v
αΦα(q
A, pB), (8)
3
H0 =
(
piq˙
i − L+ q˙α
∂L¯
∂q˙α
)∣∣∣∣∣
q˙i→vi(qA,pj,q˙α)
. (9)
The variables vα are called Lagrangian multipliers to the primary
constraints. It is known [11] that the formulations (3) and (7) are
equivalent.
Second stage of the Dirac procedure consist in analysis of second
stage equations {Φα, H} = 0, the latter are algebraic consequences
of the system (7). Some of second-stage equations can be used for
determining of a subgroup of Lagrangian multipliers in an algebraic
way. Among the remaining equations one takes functionally inde-
pendent subsystem, the latter represent secondary Dirac constraints
Φ(2)α2 (q
A, pj) = 0. They imply third-stage equations, an so on. We
suppose that the theory has constraints up to at most N stage:
(Φα,Φ
(2)
α2
, . . . ,Φ(N)αN ).
3 Sufficient conditions for existence of local sym-
metry of Lagrangian action
Let us consider infinitesimal transformation
qA −→ q
′A = qA + δqA, δqA =
[p]∑
p=0
(p)
ǫ R(p)A(q, q˙, q¨, ...), (10)
where parameter ǫ(τ) is arbitrary function of time τ , and it was
denoted
(p)
ǫ ≡ d
p
dτp
ǫ. The transformation is local (or gauge) symmetry
of an action S, if it leaves S invariant up to surface term 1
δL =
d
dτ
ω, (11)
with some functions ω(q, ǫ). Operators
∑[p]
p=0R
(p)A dp
dτp
will be called
generators of the local symmetry. Local symmetry implies appear-
ance of identities among equations of motion of the theory. For
a theory without higher derivatives and generators of the form2
1Transformations which involve variation of the evolution parameter: δ˜τ, δ˜qA are included
into the scheme. Actually, with any such transformation it is associated unambiguously
transformation of the form (10): δτ = 0, δqA = −q˙Aδ˜τ + δ˜qA. If δ˜q is a symmetry of
the action, the same will be true for δq.
2Analysis of this work shows that gauge generators can be find in this form.
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R(p)A(q, q˙), the identities were analyzed in some details in our re-
cent work [10]. Hamiltonian form of the identities has been obtained,
then necessary and sufficient conditions for existence of local sym-
metry of the Lagrangian action were formulated on this ground.
Namely, the Hamiltonian identities can be considered as a system
of partial differential equations for the Hamiltonian counterparts of
the functions R(p)A(q, q˙). In the present work we propose pure al-
gebraic procedure to solve these equations. So, let us present the
relevant result of the work [10] in a form convenient for subsequent
analysis.
For given integer number s, let us construct generating functions
T (p), p = 2, 3, . . . , s according to the recurrence relations (T (1) = 0)
T (p) = Q(p)α{Φα, H}+ {H, T
(p−1)}, (12)
where the coefficients Q(p)α(qA, pj , v
α) are some functions. Then one
can prove [10] the following3
Statement 1. Let the coefficients Q(p)α, p = 2, 3, . . . , s have
been chosen in such a way that the following equations:
∂
∂vα
T (p) = 0, p = 2, 3 . . . , s− 1, (13)
T (s) = 0, (14)
hold. Using these Q, let us construct the Hamiltonian functions
R(p)A(qA, pj, v
α), p = 0, 1, 2, . . . , s− 2
R(p)α = Q(s−p)α, R(p)i = {qi,Φα}R
(p)α − {qi, T (s−1−p)}, (15)
and then the Lagrangian functions
R(p)A(q, q˙) ≡ R(p)A(qA, pj, v
α)
∣∣∣∣∣
pj→
∂L¯
∂vj
∣∣∣∣∣
vA→q˙A
. (16)
Then the transformation
δqA =
s−2∑
p=0
(p)
ǫ R(p)A(q, q˙), (17)
3Equations (13), (14) has been obtained in [10] starting from hypothesis that the action
is invariant, and by making substitution vi(qA, pj , v
α) into the first order identities, i. e.
as necessary conditions for existence of gauge symmetry. As it is explained in [12], this
substitution is change of variables on configuration-velocity space, which implies that (13),
(14) are sufficient conditions also.
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is local symmetry of the Lagrangian action.
Search for the symmetry (17) (the latter involves derivatives of
the parameter ǫ up to order s− 2) is directly related with s-stage of
the Dirac procedure, see below. On this reason the symmetry (17)
will be called s-stage symmetry. Then the set T (2), T (3), . . . , T (s) can
be called s-stage generating functions. Some relevant comments are
in order.
1) From Eq.(15) it follows that only R(p)α-block of Hamiltonian
generators is essential quantity. On this reason, only this block will
be discussed below.
2) Hamiltonian functions (15) can be used also to construct a
local symmetry of the Hamiltonian action. Expressions for the cor-
responding transformations δqA, δpA, δv
α can be find in [10].
3) According to the statement, symmetries of different stages s
can be looked for separately. To find 2-stage symmetries δa2q
A =
ǫa2R(0)Aa2 , one look for solutions Q
(2)α
a2
of the equation
T (2) ≡ Q(2)α{Φα, H} = 0. (18)
Note that it implies analysis of second-stage Dirac functions {Φα, H}.
3-stage symmetries δa3q
A = ǫa3R(0)Aa3 + ǫ˙
a3R(1)Aa3 are constructed from
solutions Q(2)αa3 , Q
(3)α
a3
of the equations4
∂
∂vβ
T (2) ≡
∂
∂vβ
(Q(2)α{Φα, H}) = 0,
T (3) ≡ Q(3)α{Φα, H}+
{
Q(2)α{Φα, H}, H
}
= 0, (19)
and so on. In a theory with at most N -stage Dirac constraints
presented, the procedure stops for s = N + 1, see Sect. 9 below.
4) Generating equations (13), (14), are related with s-stage of
the Dirac procedure in the following sense. In Sect. 6 we demon-
strate that the coefficients Q(p), p = 2, 3, . . . , s can be chosen in
such a way that each generating function T (p) is linear combina-
tion of constraints Φαk of the stages k = 2, 3, . . . , p. In particular,
T (s−1) =
∑s−1
p=2 c
αpΦαp , then T
(s) ∼ {T (s−1), H} in Eq.(14) involves
the Dirac functions up to s-stage: {Φαp , H}, p = 2, 3, . . . , s−1. So,
search for s-stage symmetries implies analysis of s-stage of the Dirac
procedure.
5) Since the generating equations (13), (14) do not involve the
momenta pα, one can search for solutions in the formQ
(p)α(qA, pj, v
α).
4Coefficients Q of different stages are independent.
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As a result, Hamiltonian generators do not depend on pα. In this
case, passage to the Lagrangian first order formulation is change
of variables [12]: (qA, pi, v
α) ↔ (qA, vi, vα). This change has been
performed in Eq. (16).
6) Analysis of the Hamiltonian equations (13), (14) turns out to
be more simple task as compare to the corresponding Lagrangian
(or first order) version. Besides the fact that one is able to use well
developed Dirac method, crucial simplification is linearity on vα of
all the Hamiltonian quantities appeared in the analysis. On this
reason, search for solutions of the generating equations can be re-
duced to solving of some system of linear inhomogeneous equations,
see below. Lagrangian version of our procedure will imply looking
for solutions of some non linear algebraic equations on each step of
the procedure.
4 Analysis of second-stage Dirac functions
As it was discussed in the previous section, expression for gen-
erating function T (k) involve the Dirac functions {Φαp , H}, p =
1, 2, . . . , k − 1. One needs to know detailed structure of them to
solve the generating equations. Let us point that this part of analy-
sis is, in fact, part of the Dirac procedure for revealing of higher-stage
constraints. The only difference is that in the Dirac procedure one
studies the equations {Φαp , H} = 0, where constraints and equations
for Lagrangian multipliers of previous stages can be used. Since our
generating equations must be satisfied by Q for any q, p, v, one needs
now to study the Dirac functions outside of extremal surface. Below
we suppose that matrices {Φαp ,Φα1} have constant rank in vicinity
of phase space point under consideration. In particular, it is true
for quadratic theory. In the next section we formulate an induction
procedure to represent p-stage Dirac functions in normal form conve-
nient for subsequent analysis, see Eq.(45) below. On each stage, it
will be necessary to divide some groups of functions on subgroups.
Here we present detailed analysis of second stage, with the aim to
clarify notations which will be necessary to work out p-stage Dirac
functions and the corresponding generating equations.
With a group of quantities appeared on first stage of the Dirac
procedure we assign number of the stage, the latter replace corre-
sponding index (the number will be called index of the group below).
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Then the primary constraints are Φα ≡ Φ1, and the Lagrangian
multipliers are denoted as vα ≡ v1. Number of functions in a group
is denoted as [1] ≡ [α]. For the second stage Dirac functions one
writes
{Φα,Φβv
β +H0} −→ {Φ1,Φ1′v
1′ +H0} =
{Φ1,Φ1′}v
1′ + {Φ1, H0} ≡ △(2)11′v
1′ +H(2)1. (20)
So, repeated up and down number of stage imply summation over
the corresponding indices. With quantities first appeared on second
stage has been assigned number of the stage: △(2), H(2) (where
confusion is not possible, it can be omitted).
Let us describe a procedure to represent second-stage Dirac func-
tions (20) in the normal form. Suppose that rank△(2)11′ =
[
2
]
, then
one finds
[
2˜
]
= [1]−
[
2
]
independent null-vectors ~K(2)˜2 of the matrix
△(2) with components K(2)˜2
1. Let K(2)2
1 be any completion of the
set ~K(2)˜2 up to a basis of [1]-dimensional space. By construction,
the matrix
K(2)̂1
1 ≡
K(2)21
K(2)˜2
1
 , (21)
is invertible, with the inverse matrix being K˜(2)1
1̂K(2)̂1
1′ = δ1
1′ . The
matrix K is a kind of conversion matrix which transforms the index
1 into 1̂, the latter is naturally divided on two groups
1→ 1̂ = (2¯, 2˜). (22)
Since K(2)˜2
1△(2)11′ = 0, the conversion matrix can be used to sep-
arate the Dirac functions on v-dependent and v-independent parts:
{Φ1, H} = K˜K{Φ1, H}, with the result being
{Φ1, H} = K˜(2)1
1̂
(
π2(v
1)
Φ2˜(q
A, pj)
)
, (23)
π2(v
1) ≡ X(2)21v
1 + Y(2)2,
Φ2˜ ≡ K(2)˜2
1H(2)1.
Here it was denoted
X(2)21 = K(2)2
1′△(2)1′1, Y(2)2 = K(2)2
1H(2)1. (24)
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Let us analyze the functions π2(v
1). By construction, the matrix
X has maximum rank equal
[
2
]
. Without loss of generality, we
suppose that from the beginning v1 has been chosen such that the
rank columns appear on the left: X(2)21 = (X(2)22, X(2)22). So, the
Lagrangian multipliers are divided on two groups v1 = (v2, v2), one
writes5
π2 = X(2)22v
2 +X(2)22v
2 + Y(2)2. (25)
Then v2¯ can be identically rewritten in terms of v2, π2 as follows:
v2 ≡ X˜(2)
22′π2′(v
1) + Λ(2)
2
2v
2 +W(2)
2, (26)
where
Λ(2)
2
2 = −X˜(2)
22′X(2)2′2, W(2)
2 = −X˜(2)
22′Y(2)2′ . (27)
We stress that Eq.(26) is an identity. It will be necessary to analyze
third-stage Dirac functions below.
Let us analyze the functions Φ2˜ in Eq.(23). By construction,
they depend on the phase space variables z1 ≡ (q
A, pj). According
to Dirac, functionally independent functions among Φ2˜ are called
secondary constraints, and the equations Φ2˜ = 0 can be used to
express a part z¯2 of the phase space variables z1 = (z¯2, z2) in terms
of z2. Let us suppose
rank
∂Φ2˜
∂z1
∣∣∣∣∣
Φ
2˜
= rank
∂Φ2˜
∂z¯2
∣∣∣∣∣
Φ
2˜
= [z¯2]. (28)
We demonstrate that the functions Φ2˜ can be identically rewritten
in the form
Φ2˜(z1) = U(2)˜2
2˜′
(
Φ2(z1)
02˘
)
,
[
2˘
]
=
[
2˜
]
− [2] , detU 6= 0, (29)
where index 2˜ is divided on two groups 2˜ = (2, 2˘), and Φ2 are func-
tionally independent.
5On this stage one has [˜2] = [2], but it will not be true for higher stages. On this reason
we adopt different notations for these groups.
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Actually, under the conditions (28) there is exist6 the represen-
tation [11] (see also Appendix A)
Φ2˜ = Λ(˜2)×(2)Φ2(z1), rankΛ = [2], rank
∂Φ2
∂z¯2
∣∣∣∣∣
Φ2
= [Φ2] = [z¯2].(30)
Using invertible numerical matrix Q, lines of the matrix Λ can be
rearranged
Φ2˜ = Q(˜2)×(˜2)
Λ′(2)×(2)
Λ′′
(2˘)×(2)
Φ2, (31)
in such a way that det Λ′ 6= 0. Then one writes identically
Φ2˜ = Q
(
Λ′ 0
Λ′′ 1
)(
Φ2
0
)
≡ U(2)
(
Φ2
0
)
, (32)
where U(2)the invertible matrix.
Substitution of this result into Eq.(23) gives the normal form of
second-stage Dirac functions
{Φ1, H} = A(2)1
1̂(qA, pj)
 π2(v
1)
Φ2(q
A, pj)
02˘
 (33)
where A is invertible matrix
A(2)1
1̂ = K˜(2)
(
1(2)×(2) 0
0 U(2)˜2
2˜
)
(34)
and functions π2(v
1) are given by Eq.(25). In the process, the La-
grangian multipliers v1 have been divided on subgroups (v2, v2),
where v2 can be identically rewritten in terms of v2, π2 according
to Eq.(26). The functions Φα = pα−fα(q
A, pj), Φ2(q
A, pj) are func-
tionally independent, Φ2 represent all secondary constraints of the
theory. By construction, π2(v
1) = 0 turn out to be equations for
determining of the Lagrangian multipliers v2.
Note that ”evolution” of the index 1 of previous stage during
the second stage can be resumed as follow: it can either be divided
6Let us point that only on this place of the Dirac procedure some nonlinear algebraic
equations appear. As it will be shown below, analysis of the generating equations implies
solution of linear systems only. In this sense, our procedure can be applied to any theory
where the Dirac procedure works.
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on two subgroups: 1 = (2, 2), or can be converted into 1̂ and then
divided on three subgroups: 1 → 1̂ = (2, 2, 2˘). Dimensions of the
indices are related with rank properties of second stage Dirac system
as follow:[
2
]
is number of Lagrangian multipliers which can be determined
on the second stage;
[2] is number of multipliers which remains undetermined after the
second stage;
[2] is number of secondary constraints;[
2˘
]
= [1]−
[
2
]
− [2] is called defect of the system (33).
5 Notations
Discussion of previous section on second stage of the Dirac procedure
excuses the following notations.
a) Notations for phase space variables (pα are not included):
(qA, pj) ≡ z1. On second stage of the Dirac procedure the group
can be divided on two subgroups z1 = (z¯2, z2), where z¯2 are vari-
ables which can be presented through z2 using the secondary con-
straints. On third stage one has z2 = (z¯3, z3), and so on. In the
end of Dirac procedure one obtains the following division: z1 =
(z¯2, z¯3, . . . , z¯N , zN).
b) For the Lagrangian multipliers to the primary constraints we
assign ”covariant” index vα ≡ v1. On second stage of the Dirac
procedure the group can be divided on two subgroups , v1 = (v2, v2),
where v2 represents subgroup which can be presented through v2 on
this stage. On the next stages one has v2 = (v3, v3), . . . , vN =
(vN+1, vN+1). Thus the symbols v1, vk, 1 < k < p− 1 appeared on
the stage p mean:
vk = (vk+1, vk+2, . . . , vp−1, vp−1), (35)
where vp−1 can be further divided during this stage: vp−1 = (vp, vp).
In the end of the Dirac procedure one obtains the following division:
v1 = (v2, v3, . . . , vN+1, vN+1), where vN+1 are Lagrangian multipliers
remaining undetermined in the process, see next section.
c) With group of p-stage Dirac constraints (see next section) we
assign ”contravariant” index Φαp ≡ Φp. Then complete set of func-
tionally independent constraints of the theory is Φ1,Φ2, . . . ,ΦN .
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d) With a group of functions {ψ}, first appeared on the stage p,
we assign the symbol (p): ψ(p) (when confusion is not possible, it
can be omitted).
e) According to these notations, p-stage Dirac functions are
{Φαp ,Φβv
β +H0} −→ {Φp−1,Φ1v
1 +H0} =
{Φp−1,Φ1}v
1 + {Φp−1, H0} ≡ △(p)p−1,1v
1 +H(p)p−1. (36)
f) If k < p− 1, the notations ψ(p)1, ψ(p)k mean
ψ(p)k = (ψ(p)k+1, ψ(p)k+2, . . . , ψ(p)p−1, ψ(p)p−1), (37)
i.e. the same as for vk in Eq.(35). During the stage p, index p− 1
can be further divided
ψ(p)p−1 = (ψ(p)p, ψ(p)p), (38)
where (see next section) [p] is number of Lagrangian multipliers
determined on the stage p, and
[
p
]
is number of multipliers which
remains undetermined after the stage p.
g) On each stage p it is appear invertible matrix with natural
block structure:
K
(p)p̂−1
p−1 =
(
K(p)p
p−1
K(p)p˜
p−1
)
(39)
It can be used to convert any quantity ψp−1 into ψ̂p̂−1 as follow:
ψp−1 → ψ̂p̂−1 ≡ K(p)p̂−1
p−1ψp−1 = (ψ̂p, ψ̂p˜) (40)
Where confusion is not possible, we write the quantity without hat:
ψ̂
p̂−1
≡ ψ
p̂−1
. Index p˜ can be further divided
ψ̂p˜ = (ψ̂p, ψ̂p˘),=⇒ ψ̂p̂−1 = (ψ̂p, ψ̂p, ψ̂p˘), (41)
where [p] = [Φp], and [p˘] = [p− 1]− [p]− [p].
h) Repeated up and down number of stage imply summation
over the corresponding indices. In contrast, summation over stages
always indicated explicitly, for example
p∑
n=2
Q(p−n)nΦn =
p∑
n=2
 [αn]∑
αn=1
Q(p−n)αnΦαn
 . (42)
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In resume, evolution of indices during the stage p can be described
as follow:
For k < p− 1, the notations ψ(p)1, ψ(p)k are explained in f).
Index p− 1 of previous stage can be divided on two subgroups
p− 1 = (p, p). (43)
Index p− 1 of previous stage can be converted into ̂p− 1 and then
divided on three subgroups
p− 1→ ̂p− 1 = (p, p, p˘). (44)
As it will be shown in the next section, dimensions of the indices
are related with rank properties of p-stage Dirac system as follows:
[p] is number of Lagrangian multipliers which are determined on the
stage p;[
p
]
is number of multipliers which remains undetermined after the
stage p;
[p] is number of p-stage Dirac constraints;
[p˘] = [p− 1]− [p]− [p] is called defect of p-stage Dirac system (36).
Number of independent (but possibly reducible) p-stage symmetries,
which can be find by our procedure, coincides with the defect [p˘],
see below.
6 Normal form of p-stage Dirac functions
Primary Dirac constraints have been specified in section 2. Aim of
this section is to give formal definition for p-stage Dirac constrains
by induction. The definition is based on possibility to rewrite p-
stage Dirac functions {Φp−1, H} in special form (45) which will be
called normal form. The normal form will be our basic expression
for analysis of the generating equations below.
Definition. 1) First-stage constraints are (functionally indepen-
dent) primary constraints: Φ1 ≡ Φα.
2) Let Φ1,Φ2, . . .Φp−1 is set of constraints of previous stages. Sup-
pose that p-stage Dirac functions have been identically rewritten in
the form
{Φp−1, H} =
13
(45)
A(p)p−1
p̂−1
 πpΦp(qA, pj) +B(p)p(πp−1, . . . , π2)
C(p)p˘(Φp−1, . . . ,Φ2) +D(p)p˘(πp−1, . . . , π2)

where
a) Functions πk(v
k−1), k = 2, 3, . . . , p have the structure
π2 = X(2)2¯1v
1 + Y(2)2¯,
πk = X(k)kk−1v
k−1 + Y(k)k, rank
∂πk
∂vk
= [πk] =
[
vk
]
, (46)
with some coefficients X(z1), Y (z1).
b) B(p)p(πp−1, . . . , π2), C(p)p˘(Φp−1, . . . ,Φ2), D(p)p˘(πp−1, . . . , π2) are
linear homogeneous functions of indicated variables, with coefficients
dependent on z1 ≡ (q
A, pj) only.
c) The matrix A(p)p−1
p̂−1(qA, pj) is invertible.
d) The group z1 is divided on z1 = (z¯2, z¯3, . . . , z¯p, zp), such that
rank
∂Φk
∂z1
∣∣∣∣∣
Φ
= rank
∂Φk
∂z¯k
∣∣∣∣∣
Φ
= [z¯k] = [Φk] , k = 2, 3, . . . , p,
rank
∂(Φ2, . . . ,Φp)
∂z1
∣∣∣∣∣
Φ
= rank
∂(Φ2, . . . ,Φp)
∂(z¯2, . . . z¯p
)
∣∣∣∣∣
Φ
=
[z¯2] + . . .+ [z¯p] = [Φ] , (47)
where Φ = (Φ2, . . . ,Φp). It means that Φp(z1) are functionally in-
dependent, and Φk, k = (1, 2, . . . , p) are functionally independent
functions also (note that the primary constraints are included).
Then the functions Φp(q
A, pj) are called p-stage constraints.
The matrix A and matrices which form B,C,D will be called
p-stage structure matrices.
To confirm the definition, we use induction over number of stage
p to prove that the Dirac functions can be actually rewritten in the
normal form (45).
1) It was demonstrated in section 3 that second-stage Dirac func-
tions can be presented in the form (45), see Eqs.(33), (23). On the
case, one has B = C = D = 0.
2) Suppose the Dirac functions of stages k = 2, 3, . . . , p − 1 have
been presented in the normal form, and thus the constraints Φ1,Φ2,
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. . . ,Φp−1 are specified according to the definition. Let us consider
p-stage Dirac functions
{Φp−1,Φ1v
1 +H0} =
{Φp−1,Φ1}v
1 + {Φp−1, H0} ≡ ∇(p)p−1,1v
1 +H(p)p−1. (48)
According to the induction hypothesis a), one has the division v1 =
(v2, v2), v2 = (v3, v3), . . . , vp−2 = (vp−1, vp−1), where, using Eq.(46),
each vk can be identically written in the form (see also Lemma1 in
Appendix A)
vk ≡ X˜(k)
kk′πk′(v
k−1) + Λ(k)
k
kv
k +W(k)
k. (49)
Using this representation in Eq.(48) one obtains
{Φp−1, H} = △(p)p−1p−1v
p−1 + L(p)p−1 +M(p)p−1(πp−1, . . . , π2), (50)
where △, L, M can be find in terms of ∇(p), H(p) with help of recur-
rence relations, see Lemma 2 in Appendix A. Further, the conversion
matrix K(p), constructed starting from △(p), can be used to separate
v-dependent and v-independent functions among (50). According to
Lemma 1 of Appendix A one obtains
{Φp−1, H} = K˜(p)p−1
p̂−1
(
πp(v
p−1)
Φp˜(q
A, pj) +Np˜(πp−1, . . . , π2)
)
, (51)
where
πp = X(p)pp−1v
p−1 + Y(p)p,
Φp˜ ≡ K(p)p˜
p−1L(p)p−1,
Np˜ = K(p)p˜
p−1M(p)p−1.
(52)
Here it was denoted
X(p)pp−1 = K(p)p
p−1△(p)p−1p−1, rankX(p) = [πp] ,
Y(p)p = K(p)p
p−1L(p)p−1.
(53)
Let us analyze the functions Φp˜(z1) in Eq.(51). Some of them may
be functionally independent on the constraints of previous stages
as well as functionally independent among themselves. Induction
hypothesis d) allows one to write the representation (see Lemma 3
in Appendix A)
Φp˜(z1) = U(p)p˜
p˜
(
Φp(z1)
Cp˘(Φp−1, . . . ,Φ2)
)
,
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rank
∂Φp
∂z¯p−1
∣∣∣∣∣
Φ
= [Φp] , detU 6= 0, (54)
where index p˜ was divided on two groups p˜ = (p, p˘), and the rank
condition implies that zp−1 can be divided: zp−1 = (z¯p, zp), [z¯p] =
[Φp], z¯p can be find through zp from the equations Φp = 0.
Substitution of Eq.(54) into Eq.(51) gives the normal form (45)
of second-stage Dirac functions, with the quantities A(p), B(p), D(p)
being
A(p)p−1
p̂−1 = K˜(p)
(
1(p)×(p) 0
0 U(p)p˜
p˜
)
, (55)
B(p)p = (U˜(p)N)p, D(p)p˘ = (U˜(p)N)p˘. (56)
It finishes the proof. We have described procedure to represent p-
stage Dirac functions in the normal form (45).
It is easy to see that our definition of p-stage constraints is equiv-
alent to the standard one. Actually, according to Dirac, to reveal
p-stage constraints one studies the equations {Φp−1, H}= 0 on the
surface of previously determined constraints and Lagrangian multi-
pliers. But, according to our proof, on this surface the equations
are equivalent to the system πp(v) = 0, Φp(q
A, pj) = 0, where the
first equation determines some of Lagrangian multipliers while the
second one represents our p-stage constraints. Note that division on
subgroups has been made in accordance with rank properties of p-
stage Dirac system (45), which determines dimensions of subgroups
as they were described in the end of section 5.
7 Normal form of second and third stage gener-
ating functions
In the next section we develop procedure to rewrite the set of s-stage
generating functions (12) in the normal form (72), i.e. as combination
of constraints. Before doing this, it is instructive to see how the
procedure works for lower stages.
Let us consider second-stage generating function
T (2) = Q(2)1{Φ1, H}, (57)
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where the coefficients Q(2)1(qA, pj) are arbitrary functions. Using
Eq.(33) one obtains
T (2) = Q̂(2)2π2 + Q̂
(2)2Φ2 + Q̂
(2)2˘02˘, (58)
where Q̂ represent bloks of converted Q:
Q(2)1A(2)1
1̂ ≡ Q̂(2)̂1 = (Q̂(2)2, Q̂(2)2, Q̂(2)2˘). (59)
Let us take Q̂(2)2 = 0 and denote Q̂(2)2 = −Q(2)2. It leads to the
desired result
T (2) = −Q(2)2Φ2. (60)
It was achieved by the following choice:
Q(2)1 = (02, −Q(2)2, Q̂(2)2˘)A˜(2)̂1
1, (61)
where Q(2)2, Q̂(2)2˘ remains arbitrary functions.
Taking further Q(2)2 = 0, one obtains solution (61) of second-
stage generating equations (18). According to Statement 1, one
writes out immediately
[
2˘
]
independent local symmetries of the La-
grangian action, see Sect. 9. Number of second-stage symmetries
coincides with the defect of second-stage Dirac system (33). Note
also that the symmetries are specified, in fact, by second-stage struc-
ture matrix A(2).
Let us consider set of third-stage generating functions
T (2) = Q(2)1{Φ1, H}, (62)
T (3) = Q(3)1{Φ1, H}+ {H, T
(2)}, (63)
where the coefficients Q(2)1(qA, pj, v
α), Q(3)1(qA, pj, v
α) are some
functions. As in the previous case, making the choice (61), one
writes T (2) in the normal form (60). Using this expression for T (2)
as well as Eq.(45), one obtains the following expression for T (3)
T (3) = Q(3)1{Φ1, H} − {H,Q
(2)2Φ2} =
Q̂(3)̂1
 π2Φ2
02˘
− {H,Q(2)2}Φ2 + (64)
Q̂(2)̂2
 π3Φ3 +B(3)3(π2)
C(3)3˘(Φ2) +D(3)3˘(π2)

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where
Q(2)2A(3)2
2̂ ≡ Q̂(2)̂2 = (Q̂(2)3, Q̂(2)3, Q̂(2)3˘), (65)
Q(3)1A(2)1
1̂ ≡ Q̂(3)̂1 = (Q̂(3)2, Q̂(3)2, Q̂(3)2˘).
Collecting similar terms in Eq.(64) one has
T (3) =
(
Q̂(3)2 + Q̂(2)3B(3)3
2 + Q̂(2)3˘D(3)3˘
2
)
π2 + Q̂
(2)3π3 + (66)(
Q̂(3)2 − {H,Q(2)2}+ Q̂(2)3˘C(3)3˘
2
)
Φ2 + Q̂
(2)3Φ3 + Q̂
(3)2˘02˘.
Then the following choice
Q̂(2)3 = 0, Q̂(3)2 = −Q̂(2)3B(3)3
2 − Q̂(2)3˘D(3)3˘
2, (67)
Q̂(2)3 ≡ −Q(2)3, Q̂(3)2 = −Q(3)2 + {H, Q̂(2)̂2A˜(3)̂2
2} − Q̂(2)3˘C(3)3˘
2,
with arbitrary functions Q(2)3, Q(3)2, gives T (3) in the normal form
T (3) = −Q(3)2Φ2 −Q
(2)3Φ3 (68)
Thus the normal form (60), (68) for the third-stage generating func-
tions is supplied by special choice of Q(2)1, Q(3)1. The coefficients
have been divided on the following groups:
Q(2)1 =
(
02,
(
03, Q̂(2)3, Q̂(2)3˘
)
A˜(3)̂2
2, Q̂(2)2˘
)
A˜(2)̂1
1,
Q(3)1 =
(
Q̂(3)2, Q̂(3)2, Q̂(3)2˘
)
A˜(2)̂1
1, (69)
To describe structure of the groups, it will be convenient to use the
following triangle table
Q(2)1 ∼ 02 03 Q(2)3 Q̂(2)3˘ Q̂(2)2˘
Q(3)1 ∼ Q̂(3)2 Q(3)2 Q̂(3)2˘
(70)
Writting out such a kind tables below, we omite the conversion ma-
trices and write arbitrary coefficients Qk instead of Q̂k in central
column of the table. Then the central column and columns on r.h.s.
of it represent coefficients which remains arbitrary. Detailed ex-
pression for division of Q(p)1 on subgroups of s-stage can be find in
Appendix B, see Eq.(135).
Taking Q(2)3 = 0, Q(3)2 = 0, one obtains solution (70), (67)
of third-stage generating equations (19). According to Statement
18
1, it implies
[
3˘
]
independent third-stage local symmetries of the
Lagrangian action, see Sect. 9. Number of the symmetries coincides
with the defect of third-stage Dirac system (45). The symmetries are
specified, in fact, by the structure matrices A(2), A(3), B(3), C(3), D(3).
8 Normal form of s-stage generating functions
We demonstrate here that the set of s-stage generating functions
can be written in the normal form (72).
Statement 3. Consider the Lagrangian theory with the Hamil-
tonian H , and with constraints at most N stage appeared in the
Hamiltonian formulation: Φ1,Φ2, . . . ,ΦN . For some fixed integer
number s, 2 ≤ s ≤ N + 1, let us construct the generating functions
according to recurrence relations (T (1) = 0)
T (p) = Q(p)1{Φ1, H}+ {H, T
(p−1)}, p = 2, 3, . . . , s. (71)
Then the coefficients Q(p)1(qA, pj, v
α) can be chosen in such a way,
that all T (p) turn out to be linear combinations of the constraints
T (p) = −
p∑
n=2
Q(p+2−n)nΦn, p = 2, 3, . . . , s. (72)
Choice of Q(p)1, which supplies the normal form can be described as
follows:
a) For any k = 2, 3, . . . , s, n = 1, 2, . . . , (s+ 1− k), Q(k)n is divided
on three subgroups with help of the structure matrix of n+ 1 stage
A(n+1)
Q(k)nA(n+1)n
n̂ ≡ Q̂(k)n̂ = (Q̂(k)n+1, Q̂(k)n+1, Q̂(k)
˘n+1), (73)
where for any p = 2, 3, . . . , s, n = 2, 3, . . . , p one has
Q̂(p+2−n)n = −Q(p+2−n)n + {H, Q̂(p+1−n)n̂A˜(n+1)n̂
n}−
p−1∑
m=n
Q̂(p+1−m)
˘m+1C(m+1) ˘m+1
n, =⇒ Q̂(2)p = −Q(2)p, (74)
Q̂(p+2−n)n = −
p−1∑
m=n
(
Q̂(p+1−m)m+1B(m+1)m+1
n+
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Q̂(p+1−m)
˘m+1D(m+1) ˘m+1
n
)
=⇒ Q̂(2)p = 0, (75)
and B, C, D are structure matrix of the Dirac procedure, see
Eq.(45).
b) The coefficients Q̂(k)
˘n+1, k = 2, 3, . . . , s, n = 1, 2, . . . , (s+1− k)
remain arbitrary.
c) The coefficients Q(s+2−n)n, n = 2, 3, . . . , s remain arbitrary.
Before carrying out a proof, let us confirm that the recurrence
relations (74), (75) actually determines the coefficients. According
to the statement, Q(p)1 is converted into Q̂(p)̂1, and then is divided on
subgroups (Q̂(p)2, Q̂(p)2, Q̂(p)2˘). Then Q(p)2 is picked out from Q̂(p)2
according to Eq.(74). The coefficient Q(p)2 will be further converted
and divided, creating Q(p)3, and so on. Resulting structure of the
coefficients Q(p)1 can be described by the following table (first line
represents Q(2)1, second line represents Q(3)1, and so on, up to Q(s)1):
02 03 04 . . . 0s Q(2)s Q̂(2)s˘ . . . Q̂(2)4˘ Q̂(2)3˘ Q̂(2)2˘
Q̂(3)2 Q̂(3)3 . . . Q̂(3)s−1 Q(3)s−1 Q̂(3)
˘s−1 . . . Q̂(3)3˘ Q̂(3)2˘
. . . . . . . . . . . . . . . . . . . . .
Q̂(p)2 . . . Q̂(p)s+2−p Q(p)s+2−p Q̂(p)
˘s+2−p . . . Q̂(p)2˘
. . . . . . . . . . . . . . .
Q̂(s−1)2 Q̂(s−1)3 Q(s−1)3 Q̂(s−1)3˘ Q̂(s−1)2˘
Q̂(s)2 Q(s)2 Q̂(s)2˘
(76)
Note that any group Q(p)n with n 6= s+2−p is presented on the table
by the interval of p-line between Q̂(p)n+1 and Q̂(p)
˘n+1. Manifest form
for division of Q(p)1 on subgroups of s-stage can be find in Appendix
B, see Eq.(135).
To analyse the expressions (74), (75) it is convenient to fix num-
ber of line: p+ 2− n = k, then they can be written in the form
Q̂(k)n = −Q(k)n + {H, Q̂(k−1)n̂A˜(n+1)n̂
n}−
k−1∑
m=2
Q̂(m)
˘k+n−mC(k+n−m) ˘k+n−m
n, (77)
Q̂(k)n = −
k−1∑
m=2
(
Q̂(m)k+n−mB(k+n−m)k+n−m
n+
Q̂(m)
˘k+n−mD(k+n−m) ˘k+n−m
n
)
, (78)
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where k = 2, 3, . . . , s, n = 2, 3, . . . , (s+ 2− k). From this it follows
that any group Q̂(k)n of the line k of the triangle is expressed through
some groups placed in previous lines on r.h.s. of Q̂(k)n. Any group
Q̂(k)n is presented through the interval
[
Q̂(k)n+1, Q̂(k)
˘n+1
]
of the line
k as well as through some groups of previous lines placed on r.h.s.
of n column. After all, all the coefficients are expressed through
Q̂(k)n˘, Q(s+2−n)n ≡ Q(n)s+2−n, which remains arbitrary functions (the
latters are placed in the central column and on r.h.s. of it in the
triangle). Note that all arbitrary functions Q(s+2−n)n appear in the
expression for higher generating function T (s).
Proof. The statement 3 will be demonstrated by induction over
s, 2 ≤ s ≤ N+1. It was shown in section 7 (see Eqs.(60), (61)) that
the statement is true for s = 2. Supposing that the statement is true
for s = p− 1, let us consider generating functions of the stage s =
p: T (2), T (3), . . . , T (p−1), T (p). According to induction hypothesis,
T (2), T (3), . . . , T (p−1) can be written in the normal form
T (k) = −
k∑
n=2
Q(k+2−n)nΦn, k = 2, 3, . . . , p− 1. (79)
where the coefficients Q(k)1, k = 2, 3. . . . , p have the structure
02 03 . . . 0p−1 Q(2)p−1 Q̂(2)
˘p−1 . . . Q̂(2)3˘ Q̂(2)2˘
Q̂(3)2 . . . Q̂(3)p−2 Q(3)p−2 Q̂(3)
˘p−2 . . . Q̂(3)2˘
. . . . . . . . . . . . . . .
Q̂(p−1)2 Q(p−1)2 Q̂(p−1)2˘
Q(p)1
(80)
with arbitrary functions placed in the central column and on r.h.s.
of it. Let us consider the remaining generating function
T (p) = Q(p)1{Φ1, H} − {H,
p−1∑
n=2
Q(p+1−n)nΦn}, (81)
Note that only Q of the central column are presented in this expres-
sion. Being arbitrary functions, these Q can be used to write the
expression in the normal form, as it is demonstrated in Lemma 4 of
Appendix B. According to the Lemma, each coefficient of the central
column in Eq.(80) is divided on three subgroups (73). From com-
parison of Eqs.(71), (72) with correspoding equations (126) ,(127)
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of Lemma 4 one obtains rules to transform quantities of Lemma 4
into our case
Qn → Q(p+1−n)n,=⇒ Q̂n̂ → Q̂(p+1−n)n̂, Q′n → Q(p+2−n)n. (82)
It implies that Q̂(p+2−n)n, Q̂(p+2−n)n are determined by Eqs.(74),
(75). Note that division (73) has been made in accordance with
rank properties of p-stage Dirac system (45), the latter determines
dimensions of subgroups (see description of the dimensions after
Eq.(44)). ♠
For completeness, let us present normal form of lower-stage gen-
erating functions.
Normal form of second-stage generating function. For s = 2
one obtains immediately (see also section 7)
T (2) = Q(2)1{Φ1, H} = −Q
(2)2Φ2, (83)
where
Q(2)1 = (02, −Q(2)2, Q̂(2)2˘)A˜(2)̂1
1, (84)
with arbitrary functions Q(2)2(qA, pj), Q̂
(2)2˘(qA, pj).
Normal form of third-stage generating functions.
T (2) = Q(2)1{Φ1, H} = −Q
(2)2Φ2,
T (3) = Q(3)1{Φ1, H}+ {H, T
(2)} =
Q(3)1{Φ1, H} − {H,Q
(2)2Φ2} = −Q
(3)2Φ2 −Q
(2)3Φ3.
(85)
Division of the initial coefficients can be described by the triangle
Q(2)1 ∼ 02 03 Q(2)3 Q̂(2)3˘ Q̂(2)2˘
Q(3)1 ∼ Q̂(3)2 Q(3)2 Q̂(3)2˘
(86)
where the central column and columns on r.h.s. of it represent
functions which remain arbitrary. Manifest form of the coefficients
which provides the normal form (85) is as follows:
Q(2)1 =
(
02,
(
03, Q̂(2)3, Q̂(2)3˘
)
A˜(3)̂2
2, Q̂(2)2˘
)
A˜(2)̂1
1,
Q(3)1 =
(
Q̂(3)2, Q̂(3)2, Q̂(3)2˘
)
A˜(2)̂1
1, (87)
Q̂(2)3 = −Q(2)3,
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Q̂(3)2 = Q(2)3B(3)3
2 − Q̂(2)3˘D(3)3˘
2,
Q̂(3)2 = −Q(3)2 + {H,
(
03,−Q(2)3, Q̂(2)3˘
)
A˜(3)̂2
2} − Q̂(2)3˘C(3)3˘
2. (88)
Here all Q on r.h.s. of Eq.(88) are arbitrary functions.
The coefficients appeared in T (3) remains arbitrary functions,
while Q(2)2 in T (2) is
Q(2)2 =
(
03,−Q(2)3, Q̂(2)3˘
)
A˜(3)̂2
2. (89)
Normal form of 4-stage generating functions.
T (2) = Q(2)1{Φ1, H} = −Q
(2)2Φ2,
T (3) = Q(3)1{Φ1, H}+ {H, T
(2)} =
Q(3)1{Φ1, H} − {H,Q
(2)2Φ2} = −Q
(3)2Φ2 −Q
(2)3Φ3,
T (4) = Q(4)1{Φ1, H}+ {H, T
(3)} = Q(4)1{Φ1, H}−
{H,Q(3)2Φ2 +Q
(2)3Φ3} = −Q
(4)2Φ2 −Q
(3)3Φ3 −Q
(2)4Φ4.
(90)
Division of the initial coefficients can be described by the triangle
Q(2)1 ∼ 02 03 04 Q(2)4 Q̂(2)4˘ Q̂(2)3˘ Q̂(2)2˘
Q(3)1 ∼ Q̂(3)2 Q̂(3)3 Q(3)3 Q̂(3)3˘ Q̂(3)2˘
Q(4)1 ∼ Q̂(4)2 Q(4)2 Q̂(4)2˘
(91)
where the central column and columns on r.h.s. of it are arbitrary
functions. Manifest form of the coefficients which provides the nor-
mal form (90) is as follows:
Q(2)1 =
(
02,
(
03,
(
04, Q̂(2)4, Q̂(2)4˘
)
A˜(4)̂3
3, Q̂(2)3˘
)
A˜(3)̂2
2, Q̂(2)2˘
)
A˜(2)̂1
1,
Q(3)1 =
(
Q̂(3)2,
(
Q̂(3)3, Q̂(3)3, Q̂(3)3˘
)
A˜(3)̂2
2, Q̂(3)2˘
)
A˜(2)̂1
1,
Q(4)1 =
(
Q̂(4)2, Q̂(4)2, Q̂(4)2˘
)
A˜(2)̂1
1. (92)
Q̂(2)4 = −Q(2)4,
Q̂(3)2 =
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3B(3)3
2 − Q̂(2)3˘D(3)3˘
2,
Q̂(3)3 = Q(2)4B(4)4
3 − Q̂(2)4˘D(4)4˘
3,
Q̂(3)3 = −Q(3)3 + {H,
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3} − Q̂(2)4˘C(4)4˘
3,
Q̂(4)2 = Q(2)4B(4)4
2 − Q̂(2)4˘D(4)4˘
2 −
(
−Q(3)3+
{H,
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3} − Q̂(2)4˘C(4)4˘
3
)
B(3)3
2 − Q̂(3)3˘D(3)3˘
2,
Q̂(4)2 = −Q(4)2 + {H,
(
Q(2)4B(4)4
3 − Q̂(2)4˘D(4)4˘
3,
−Q(3)3 + {H,
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3} − Q̂(2)4˘C(4)4˘
3,
Q̂(3)3˘
)
A˜(3)̂2
2} − Q̂(2)4˘C(4)4˘
2 − Q̂(3)3˘C(3)3˘
2.
(93)
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Here all Q on r.h.s. of Eq.(93) are arbitrary functions.
The coefficients Q in T (4) remain arbitrary functions. The line
between 03 and Q̂(2)3˘ in Q(2)1 represents the coefficient Q(2)2 which
appears in T (2), similarly can be find all the coefficients appeared in
T (3). One obtains their manifest form as follows:
Q(2)2 =
(
03,
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3, Q̂(2)3˘
)
A˜(3)̂2
2,
Q(2)3 =
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3,
Q(3)2 =
(
Q(2)4B(4)4
3 − Q̂(2)4˘D(4)4˘
3,−Q(3)3+
{H,
(
04,−Q(2)4, Q̂(2)4˘
)
A˜(4)̂3
3} − Q̂(2)4˘C(4)4˘
3, Q̂(3)3˘
)
A˜(3)̂2
2.
(94)
9 Gauge symmetries of quadratic theory
Suppose that in the Hamiltonian formulation of our theory there are
appear constraints up to at most N -stage. According to the State-
ment 1, symmetries of different stages are looked for separately.
Generators of s-stage local symmetries (15)-(17) can be constructed
starting from any solution of generating equations (13)-(14). Us-
ing normal form (72)-(78) of generating functions, one concludes
that Eq.(14) is satisfied by taking Q(p)s+2−p = 0, p = 2, 3, . . . , s,
i.e. all the coefficients in the central column of the triangle (76)
must be zeros. Eq.(13) states that generating functions T (p) with
p = 2, 3, . . . , s−1 do not depend on the Lagrangian multipliers. De-
pendence on v1 can appear only due to second term in Eq.(74) (or,
equivalently, in Eq.(77)). Thus one needs to kill this term, which
can be easily achieved in a theory with all the structure matrices A˜
(see Eq.(45)) being numerical matrices. It happens, in particular,
in any quadratic theory (then all the structure matrices A,B,C,D
in Eq.(45) turn out to be numerical matrices). We analyse this case
in the present section. For the case, it is consistent to look for solu-
tions with Q = const, then the second term in Eq.(74) disappears,
and the generating equations (13)-(14) are trivially satisfied.
Thus for any quadratic Lagrangian theory it is sufficient to take
elements of central column of the triangle (76) be zeros, and elements
on r.h.s. of it be arbitrary numbers, to obtain some local symmetry
of the Lagrangian action (16), (17). In the case, the generators turn
out to be numerical matrices.
Let us discuss some particular set of generators constructed as
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follows. On the stage s of the Dirac procedure, one takes
[
s˘′
]
sets of
Q̂(2)s˘, namely Q̂(2) s˘′
s˘ = δs˘′
s, where
[
s˘′
]
is defect of the system (45).
Remaining arbitrary coefficients on r.h.s. of the triangle (76) are
taken vanishing. Then these
[
s˘′
]
solutions Q(p)s˘′
1, p = 2, 3, . . . , s of
generating equations have the form (135) of Appendix C, where one
needs to substitute
Q(p)s+2−p = 0, Q̂(2) s˘′
s˘ = δs˘′
s˘,
Q̂(p)k˘ = 0, p 6= 2, k 6= s, (95)
while others coefficients can be find from Eqs.(77), (78), the latters
acquire the form (k = 3, 4, . . . , s, n = 2, 3, . . . , s+ 2− k)
Q̂(2)s˘′
n = −Q(2) s˘′
n, Q̂(k)s˘′
n = −Q(k)s˘′
n − δs
k+n−2C(s)s˘′
n,
Q̂(k)s˘′
n =
∑k−1
m=2Q
(m)k+n−mB(k+n−m)k+n−m
n+
δs
k+n−2
(
−D(s)s˘′
n +
∑k−1
m=3 C(s)s˘′
k+n−mB(k+n−m)k+n−m
n
)
.
(96)
It gives a set of s-stage local symmetries (17), number of them co-
incides with defect
[
s˘′
]
of s-stage Dirac system (45)
δs˘q
A =
s−2∑
p=0
(p)
ǫ s˘R
(p)
s˘
A, R
(p)
s˘
1 = Q(s−p)s˘
1. (97)
One notes that
δs˘q
1 =
(s−2)
ǫ s˘Q(2)s˘
1 + . . . =
(s−2)
ǫ s˘E˜(s)s˘
1 + . . . ,
E˜(s)s˘
1 ≡ A˜(s)s˘
s−1A˜(s−1)s−1
s−2 . . . A˜(2)2
1,
(98)
where by construction
rankE˜(s)s˘
1 = [s˘] = max . (99)
It implies that the symmetries obtained are independent.
Let us construct these symmetries for s = 2, 3, . . . , N + 1. The
procedure stops on the stage s = N+1, since the structure matrices
A,B,C,D are not defined for N + 2. Then total number of the
symmetries which can be constructed by using of our procedure is
N+1∑
s=2
[s˘] =
N+1∑
s=2
[s− 1]−
N+1∑
s=2
[s]−
N∑
s=2
[s] =
25
N∑
s=1
[s]−
N+1∑
s=2
[s]−
N∑
s=2
[s] = [1]−
N+1∑
s=2
[s] =
[
vN+1
]
, (100)
i.e. coincides with the number of Lagrangian multipliers remaining
undetermined in the Dirac procedure. All the symmetries obtained
are independent in the sense that matrix constructed from the blocks
R
(s−2)
s˘
1, s = 2, 3, . . . , N + 1 has maximum rank by construction.
Using Eqs.(95), (96), it is not difficult to write manifest form of
lower-stage symmetries, namely
Second-stage symmetries
δ2˘q
1 = ǫ2˘A˜(2)2˘
1, (101)
Third-stage symmetries
δ3˘q
1 = −ǫ3˘
(
D(3)3˘
2A˜(2)2
1 + C(3)3˘
2A˜(2)2
1
)
+ ǫ˙3˘A˜(3)3˘
2A˜(2)2
1 (102)
4-stage symmetries
δ4˘q
1 = −ǫ4˘
((
D(4)4˘
2 − C(4)4˘
3B(3)3
2
)
A˜(2)2
1 + C(4)4˘
2A˜(2)2
1
)
+
ǫ˙4˘
(
A˜(4)4˘
3B(3)3
2A˜(2)2
1 −
(
D(4)4˘
3A˜(3)3
2 + C(4)4˘
3A˜(3)3
2
)
A˜(2)2
1
)
+
ǫ¨4˘A˜(4)4˘
3A˜(3)3˘
2A˜(2)2
1.(103)
Thus knowledge of structure matrices A,B,C,D of the Dirac pro-
cedure determines independent local symmetries of the Lagrangian
action. Number of the symmetries coincides with number of La-
grangian multipliers remaining arbitrary in the end of Dirac pro-
cedure. Surprising conclusion following from the present analysis is
that search for gauge symmetries in quadratic theory do not requires
separation of the Dirac constraints on first and second class subsets.
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11 Appendix A
We present here three Lemmas which are used in section 5 to rewrite
p-stage Dirac functions in the normal form (45).
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Suppose △p−1,p−1(z1) be a matrix with rank△ = [p] , [p− 1] −
[p] = [p˜]. Let Kp˜
p−1 represents complete set of independent null-
vectors of △ and Kp
p−1 be any completion of the set ~Kp˜ up to base
of [p− 1]-dimensional space. By construction, the matrix
K
p̂−1
p−1 =
(
Kp
p−1
Kp˜
p−1
)
, (104)
is invertible, with the inverse matrix being K˜p−1
p̂−1K
p̂−1
p−1′ = δp−1
p−1′.
Lemma 1 For some set of variables vp−1, let us consider linear
functions △p−1p−1v
p−1 + Lp−1(z1) +Mp−1(z1,Π), where Π is group
of some variables. Then
a) The functions can be identically rewritten in the form
△p−1,p−1v
p−1 + Lp−1 +Mp−1 = K˜p−1
p̂−1
(
πp(v
p−1)
Φp˜(z1) +Np˜(z1,Π)
)
,(105)
πp ≡ Xpp−1v
p−1 + Yp,
Φp˜ ≡ Kp˜
p−1Lp−1,
Np˜ ≡ Kp˜
p−1Mp−1. (106)
Here it was denoted
Xpp−1 = Kp
p−1△p−1,p−1, rankX = [πp] ,
Yp = Kp
p−1Lp−1. (107)
b) vp−1 can be divided on groups vp, vp in such a way that there is
identity
vp ≡ X˜pp
′
πp′(v
p−1) + Λppv
p +W p. (108)
Proof. Computing product of 1 = K˜K with △v + L +M one
obtains Eqs.(105)-(107). Let us show that rankX = [πp]. Suppose
that rankX < [πp], then there is null-vector ξ
pKp
p−1△p−1p−1 = 0.
If ξpKp
p−1 = 0, the vectors ~Kp are linearly dependent, which is
contradiction. If
[
ξpKp
p−1
]
△p−1p−1 = 0, the linear combination
ξp ~Kp of the vectors ~Kp is null vector of △. It is impossible, since ~Kp˜
form basis of null-vectors and ~Kp are linearly independent of them
by construction.
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Since rankX = [πp] = max, the first equation in (106) can be
resolved in relation of some subgroup vp of the group vp−1 = (vp, vp),
which implies the identity Eq.(108). ♠
Suppose a group v1 is divided on subgroups as follows: v1 =
(v2, v2), v2 = (v3, v3), . . . , vp−2 = (vp−1, vp−1), with the resulting
division being v1 = (v2, v3, . . . , vp−1, vp−1). Consider the functions
πn(v
n−1) = X(n)nn−1v
n−1 + Y(n)n,
rankX = [πn] , n = 2, 3, . . . , p− 1. (109)
As it was discussed in the proof of the Lemma 1, one writes the
identities
vn ≡ X˜(n)
nn′πn′(v
n−1) + Λ(n)
n
nv
n +W(n)
n. (110)
Lemma 2 Let 3 ≤ k ≤ p be some fixed number and ∇p−1,1(z1),
Hp−1(z1) are some quantities. Then there is identity
∇p−1,1v
1 +Hp−1 =
△(k)p−1,k−1v
k−1 + L(k)p−1 +M(k)p−1(πk−1, . . . , π2), (111)
where the quantities △, L, M can be find from the following re-
currence relations (for k = 2 one takes △(2)p−1,1 = ∇p−1,1, L(2)p−1 =
Hp−1, M(2)p−1 = 0):
△(k)p−1,k−1 = △(k−1)p−1,k−1 +△(k−1)p−1k−1Λ(k−1)
k−1
k−1,
L(k)p−1 = L(k−1)p−1 +△(k−1)p−1,k−1 +W(k−1)
k−1,
M(k)p−1 =M(k−1)p−1 +△(k−1)p−1,k−1X˜(k−1)
k−1,k−1′πk−1′. (112)
Proof. (Induction over k). For k = 3 one has
∇p−1,1v
1 +Hp−1 = ∇p−1,2v
2 +∇p−1,2
(
X˜(2)
22′π2′ + Λ(2)
2
2v
2+
W(2)
2
)
Hp−1 =
(
∇p−1,2 +∇p−1,2Λ(2)
2
2
)
v2 +
(
Hp−1 +∇p−1,2W(2)
2
)
+
∇p−1,2X˜(2)
22′π2′ ≡ △(3)p−1,2v
2 + L(3)p−1 +M(3)p−1(π2),
(113)
in accordance with (112). Now, let us suppose that the Lemma is
true for k − 1. According to the induction hypothesis, one writes
∇p−1,1v
1 +Hp−1 =
△(k−1)p−1,k−2v
k−2 + L(k−1)p−1 +M(k−1)p−1.
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Substitution of vk−2 in the form vk−1, vk−1, where vk−1 is given by
Eq.110) leads, similarly to the previous computation, to Eqs.(111),
(112). ♠
Let Φ(z1) be system of functionally independent functions, and
z1 is divided on (z¯2, z2) in such a way that
rank
∂Φ
∂z1
∣∣∣∣∣
Φ
= rank
∂Φ
∂z¯2
∣∣∣∣∣
Φ
= [Φ] = [z¯2] . (114)
Let Φp˜(z1) are some functions and
rank
∂(Φ,Φp˜)
∂z1
∣∣∣∣∣
Φ,Φ
p˜
= a. (115)
Lemma 3. There is the representation
Φp˜(z1) = Up˜
p˜
(
Φp(z1)
Cp˘(Φ)
)
, (116)
where
a)U(z1) is invertible matrix.
b) Cp˘(Φ) are linear homogeneous functions with the coefficients de-
pendent on z1 only.
c) z2 = (z¯3, z3) such that
rank
∂Φp
∂z1
∣∣∣∣∣
Φp
= rank
∂Φp
∂z¯3
∣∣∣∣∣
Φp
= [Φp] = [z¯3] = a− [Φ] . (117)
d) Functions Φ, Φp are functionally independent.
This result means that the system of independent functions Φ, Φp
is equivalent to the initial system Φ, Φp˜.
Proof. Eqs.(114), (115) imply that the matrix
∂(Φ,Φ
p˜
)
∂z1
has rank
minor composed of lines Φ and some of lines of Φp˜. One uses numeric
invertible matrix Q to rearrange the lines(
Φ
Φp˜
)
=
(
1[Φ]×[Φ] 0
0 Q[p˜]×[p˜]
) ΦΦ′p˜
Φ′′
p˜
 (118)
in such a way that (Φ,Φ′
p˜
) are functionally independent
rank
∂(Φ,Φ′
p˜
)
∂z1
∣∣∣∣∣
Φ,Φ
p˜
= a, rank
∂Φ′
p˜
∂z1
∣∣∣∣∣
Φ,Φ
p˜
=
[
Φ′
p˜
]
= a− [Φ] . (119)
29
Under these conditions the right column in Eq.(118) has the repre-
sentation [11] ΦΦ′p˜
Φ′′
p˜
 =
 E FG H
M N
( Φ′(z¯2, z2)
Φ′p(z2)
)
(120)
where (S is the block matrix)
rankS|Φ,Φ
p˜
= a, rank
∂Φ′
∂z1
∣∣∣∣∣
Φ′
= rank
∂Φ
∂z¯2
∣∣∣∣∣
Φ
= [Φ′] =
[Φ] = [z¯2] rank
∂Φ′p
∂z2
∣∣∣∣∣
Φ′p
=
[
Φ′p
]
= a− [Φ] . (121)
According to these conditions, the functions Φ′(z¯2, z2),Φ
′
p(z2) are
functionally independent, and z2 can be divided on (z¯3, z3), [z¯3] =[
Φ′p
]
, such that z¯2, z¯3 can be find from equations Φ
′(z¯2, z2) = 0, Φ
′
p(z2) =
0 in terms of z3.
Since (Φ,Φ′
p˜
), (Φ′,Φ′p) and Φ are systems of functionally inde-
pendent functions, one has 7
det
(
E F
G H
)
6= 0, detE 6= 0. (122)
It allows one to write Eq.(120) in the form ΦΦ′p˜
Φ′′
p˜
 =
 1 0Λ1 Λ2
Λ3 Λ4
( EΦ′ + FΦ′p
Φ′p
)
. (123)
where Λ1 = GE˜, Λ2 = H − GE˜F, Λ3 = ME˜, Λ4 = N −ME˜F ,
and Λ2 is invertible. One concludes EΦ
′ + FΦ′p = Φ, then Eq.(123)
implies (
Φ′
p˜
Φ′′
p˜
)
=
(
Λ2 0
Λ4 1
) Φ′p + Λ˜2Λ1Φ(
Λ3 − Λ4Λ˜2Λ1
)
Φ
 . (124)
7a) Let φ = Kψ with functionally independent sets φ and ψ, and [φ] = [ψ]. Sup-
pose detK = 0, then one uses null-vectors of K (similarly to section 4) to write φ =
Q
(
ψ′
0
)
, detQ 6= 0, which is in contradiction with functionally independence of φ.
b) From the first line of Eq.(120) one has Φ = EΦ′ + FΦ′p, then 0 6= det
∂Φ
∂z¯2
|Φ =
detE det ∂Φ
′
∂z¯2
|
Φ′,Φ′
p
, then detE 6= 0.
30
Let us denote
Φp ≡ Φ
′
p + Λ˜2Λ1Φ, C ≡ Λ3 − Λ4Λ˜2Λ1. (125)
Since Φ′
p˜
= Λ2Φp with Λ2 invertible, the systems are equivalent, and
rank
∂Φp
∂z1
∣∣∣∣∣
Φp
= [Φp] =
[
Φ′
p˜
]
= a − [Φ]. By construction, the (Φ,Φp)
are functionally independent. Combining Eqs.(118), (124) one finds
the desired result (116), where U = Q
(
Λ2 0
Λ4 1
)
is invertible.
12 Appendix B
We present here basic Lemma which was used in section 8 to rewrite
s-stage generating functions in the normal form (72).
Lemma 4. Consider an expression
T (p) = Q1{Φ1, H} − {H,
p−1∑
n=2
QnΦn}, (126)
with arbitrary functions Qn(qA, pj), n = 1, 2, . . . , p − 1. Then Q
n
can be chosen in such a way, that T (p) will be linear combinations
of the constraints
T (p) = −
p∑
n=2
Q′nΦn, (127)
where Q′n are arbitrary functions. Choice of Qn, which supplies the
normal form can be described as follow:
a) For any n, Qn is divided on three subgroups with help of the
structure matrix A(n+1) (see Eq.(45))
QnA(n+1)n
n̂ ≡ Q̂n̂ = (Q̂n+1, Q̂n+1, Q̂
˘n+1), (128)
where for any n = 2, 3, . . . , p one has
Q̂n = −Q′n + {H, Q̂n̂A˜(n+1)n̂
n}−
p−1∑
m=n
Q̂
˘m+1C(m+1) ˘m+1
n, =⇒ Q̂p = −Q′p, (129)
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Q̂n = −
p−1∑
m=n
(
Q̂m+1B(m+1)m+1
n+
Q̂
˘m+1D(m+1) ˘m+1
n
)
=⇒ Q̂p = 0, (130)
and B, C, D are structure matrix of Eq.(45).
b) The coefficients Q̂n˘, n = 2, 3, . . . , p remains arbitrary.
Proof. Using normal form of the Dirac functions given by Eq.(45),
one obtains the following expression for T (p)
T (p) = Q̂1̂
 π2Φ2
02˘
− p−1∑
n=2
{H,Qn}Φn + (131)
p−1∑
n=2
Q̂n̂
 πn+1Φn+1 +B(n+1)n+1(πn, . . . , π2)
C(n+1) ˘n+1(Φn, . . . ,Φ2) +D(n+1) ˘n+1(πn, . . . , π2)

where Q̂ are given by Eq.(128). Collecting similar terms in Eq.(131)
and using the identity
p−1∑
n=2
n∑
m=2
K(n)mπm =
p−1∑
n=2
 p−1∑
m=n
K(m)n
πn, (132)
one obtains
T (p) = (133)
p−1∑
n=2
Q̂n + p−1∑
m=n
(
Q̂m+1B(m+1)m+1
n + Q̂
˘m+1D(m+1) ˘m+1
n
)πn+
Q̂pπp +
p−1∑
n=2
Q̂n − {H,Qn}+ p−1∑
m=n
Q̂
˘m+1C(m+1) ˘m+1
n
Φn+
Q̂pΦp + Q̂
2˘02˘.
Then the choice of Q written in Eqs.(129), (130) leads to the normal
form (127) for T (p). ♠
Evolution of the functionsQ of Eq.(126) can be described schemat-
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ically as follows:
Qp−1
. . .
Q2
Q1
 −→

Q̂p Q̂p Q̂p˘
. . . . . . . . .
Q̂3 Q̂3 Q̂3˘
Q̂2 Q̂2 Q̂2˘
 −→

Q̂p Q′p Q̂p˘
. . . . . . . . .
Q̂3 Q′3 Q̂3˘
0 Q′2 Q̂2˘
 (134)
Being arranged in this order, the lines correspond to the ones in
Eq.(76), see Eq.(82). Functions placed in second and third columns
of the last matrix remain arbitrary. According to Eq.(130), any
group Q̂n of the line n is presented through functions of previous
lines placed in second and third columns. According to Eq.(129),
any Q̂n is presented in terms of arbitrary function Q′n as well as
through functions of previous lines.
It is convenient to write manifest form for division of the coeffi-
cients Q(p)1 on s-stage of the Dirac procedure, namely
Q(2)1 =
(
02,
(
03,
(
. . . ,
(
0s−1,
(
0s, Q̂(2)sQ̂(2)s˘
)ŝ−1
A˜
(s)ŝ−1
s−1, Q̂(2)
˘s−1
)ŝ−2
A˜
(s−1)ŝ−2
s−2, Q̂(2)
˘s−2
)ŝ−3
. . . , Q̂(2)3˘

2̂
A˜(3)̂2
2, Q̂(2)2˘
)1̂
A˜(2)̂1
1,
Q(3)1 =
(
Q̂(3)2,
(
. . .
(
Q̂(3)s−2,
(
Q̂(3)s−1, Q̂(3)s−1Q̂(3)
˘s−1
)ŝ−2
A˜
(s−1)ŝ−2
s−2, Q̂(3)
˘s−2
)ŝ−3
A˜
(s−2)ŝ−3
s−3, Q̂(3)
˘s−3
)ŝ−4
. . . , Q̂(3)2˘

1̂
A˜(2)̂1
1,
. . . . . . . . . . . .
Q(p)1 =
(
Q̂(p)2,
(
. . .
(
Q̂(p)s+2−p, Q̂(p)s+2−pQ̂(p)
˘s+2−p
) ̂s+1−p
A˜
(s+2−p) ̂s+1−ps+1−p, Q̂(p) ˘s+1−p)ŝ−p A˜(s+1−p)ŝ−ps−p, Q̂(p) ˘s−p
) ̂s−p−1
. . . ,
Q̂(p)2˘
)1̂
A˜(2)̂1
1,
. . . . . . . . . . . .
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Q(s−1)1 =
(
Q̂(s−1)2,
(
Q̂(s−1)3, Q̂(s−1)3Q̂(s−1)3˘
)2̂
A˜(3)̂2
2, Q̂(s−1)2˘
)1̂
A˜(2)̂1
1,
Q(s)1 =
(
Q̂(s)2, Q̂(s)2, Q̂(s)2˘
)1̂
A˜(2)̂1
1,
(135)
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