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Abstract
Face recognition (FR) with a single training sample per
person (STSPP) is a very challenging problem due to the
lack of information to predict the variations in the query
sample. Sparse representation based classification has
shown interesting results in robust FR; however, its perfor-
mance will deteriorate much for FR with STSPP. To address
this issue, in this paper we learn a sparse variation dic-
tionary from a generic training set to improve the query
sample representation by STSPP. Instead of learning from
the generic training set independently w.r.t. the gallery set,
the proposed sparse variation dictionary learning (SVDL)
method is adaptive to the gallery set by jointly learning
a projection to connect the generic training set with the
gallery set. The learnt sparse variation dictionary can be
easily integrated into the framework of sparse representa-
tion based classification so that various variations in face
images, including illumination, expression, occlusion, pose,
etc., can be better handled. Experiments on the large-scale
CMU Multi-PIE, FRGC and LFW databases demonstrate
the promising performance of SVDL on FR with STSPP.
1. Introduction
As one of the most visible applications in computer vi-
sion, face recognition (FR) has been receiving significant
attention in the community [30]. In the past decade, re-
searchers have been devoting themselves to addressing the
various problems emerging in practical FR scenarios such
as face identification/verification in uncontrolled or less
controlled environment [7][26][9][28]. In many practical
applications of FR (e.g., law enforcement, e-passport, driver
license, etc.), we can only have a single training face image
per person. This makes the problem of FR particularly hard
since there is very limited information we can use to pre-
dict the variations in the query sample. How to achieve ro-
bust FR performance in the scenario of single training sam-
ple per person (STSPP) is an important yet one of the most
challenging problems in FR.
The number of training samples per person will greatly
affect the performance of FR [22]. In the case of STSP-
P, many discriminant subspace and manifold learning algo-
rithms (e.g., LDA and its variants [2]) cannot be directly
applied. The recently developed representation based FR
methods such as sparse representation based classification
(SRC) [27] cannot be easily applied to STSPP, either, since
SRC needs multiple training samples per person to reason-
ably represent the query face. To address the problem of
STSPP, many specially designed FR methods have been de-
veloped [22]. According to the availability of an additional
generic training set, the FR methods for STSPP can be clas-
sified into two categories: methods without using a generic
training set, and methods with generic learning.
The STSPP methods without generic learning often ex-
tract robust local features (e.g., gradient orientation [23]
and local binary pattern [20]), generate additional virtu-
al training samples (e.g., via singular value decomposition
[29], geometric transform and photometric changes [18]),
or perform image partitioning (e.g., local patch based LDA
[3], self-organizing maps of local patches [21], and multi-
manifold learning from local patches [11]). Although these
methods have led to improved FR results, local feature ex-
traction and discriminative learning from local patches can
be sensitive to image variations (e.g., extreme illumination
and expression), while the new information introduced by
virtual training sample generation can be rather limited.
Considering the fact that face variations for different sub-
jects share much similarity, an additional generic training
set with multiple samples per person could bring new and
useful information (e.g., generic intra-class variation) to the
STSPP gallery set. Therefore, a generic training set can be
employed to extract discriminant information for FR with
STSPP[14][25][8]. For instance, the expression-invariant
subspace and pose-invariant subspace were learned from
a collected generic training set to solve the expression-
invariant [14] and pose-invariant [8] FR problems, respec-
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Figure 1. Flowchart of the proposed sparse variation dictionary
learning (SVDL) method for face recognition with a single train-
ing sample per person.
tively. Deng et al. [5] extended the SRC method to FR with
STSPP. The so-called Extended SRC (ESRC) computes the
intra-class variation from a generic training set and then us-
es the generic variation matrix to code the difference be-
tween the query and gallery samples.
Although much improvement has been reported, sever-
al critical issues remain in ESRC and other generic training
based methods for FR with STSPP. First, the generic intra-
class variation may not be similar to that of gallery sub-
jects, so the extraction of discrimination information from
the generic training set may not be guaranteed. Second, the
learned variation matrix can be very big and redundant s-
ince many subjects in the generic training set are involved.
This will increase the computational burden of the final FR
algorithm. Third, the learned variation matrix cannot rep-
resent the unknown occlusion in query images due to the
randomness of location and intensity of occluded pixels.
To solve the above problems, we propose to learn a com-
pact dictionary with powerful variation representation abili-
ty, jointly with an adaptive projection from the generic train-
ing set to the gallery set. Dictionary learning has been ex-
tensively studied in image processing and computer vision
[16][12][1]. To the best of our knowledge, however, the
dictionary learning for pattern classification tasks is most-
ly conducted on the gallery set with multiple samples per
class. If we apply some dictionary learning method (e.g., K-
SVD [1]) to the generic training set to learn a dictionary for
variation representation, it would ignore the correlation be-
tween the generic training set and the gallery set. Although
the correlation between generic training set and gallery set
has been studied in subspace learning [19], how to learn a
gallery-set adaptive dictionary to exploit the variation in the
generic training set is a new problem.
With the above considerations, in this paper we propose
a novel sparse variation dictionary learning (SVDL) method
for FR with STSPP. As shown in Fig.1, the proposed SVDL
is a joint learning framework of adaptive projection and a
sparse variation dictionary. By extracting from the gener-
ic training set a reference subset and a variation subset, the
adaptive projection learning aims to exploit the correlation
between the reference subset and the gallery set, while the
variation dictionary learning aims to learn a compact dictio-
nary with sparse bases from a big variation matrix, which is
the projection of the intra-class variation of generic training
set over the learned projection matrix. Compared with pre-
vious methods [5][14][25][8][19], the proposed joint learn-
ing of adaptive projection and sparse variation dictionary
more effectively exploits the information of gallery set and
generic training set. Extensive experiments on large-scale
face databases with various variations, including illumina-
tion, expression, pose, session, occlusion and blur, show
that the proposed SVDL achieves state-of-the-art perfor-
mance for FR with STSPP.
2. Sparse Variation Dictionary Learning
2.1. Representation of face images with variation
Suppose that we are given a sufficiently large generic
training set. Each subject in the generic training set has mul-
tiple face images, each with one type of variation (e.g., illu-
mination, expression, pose). The number of subjects should
be large enough to enhance generalization. Since the high-
dimensional face images usually lie on a lower-dimensional
subspace or sub-manifold, a sample in the gallery set, de-
noted by g, could be represented as g = Rγ, where R is a
subset of the generic training set and γ is the representation
coefficient of g over R. Each column of R is a vectorized
training sample of a generic subject, and we assume that
the subjects in R have similar facial variations as g (e.g.,
illumination, expression, pose, etc.; random corruption and
occlusion are not considered in the generic training set.)
Let g(v) denote a sample which has the same identity
as g but has some variations of illumination, expression,
or pose w.r.t. g, where subscript v indicates the type of
variation. Similarly, we could represent g(v) as
g(v) = R(v)γ(v) (1)
where R(v) is the counterpart of R with variation type v.
Since g(v) and R(v) show similar variations to g and R,
the representation coefficients γ and γ(v) should also be
similar:
γ(v) ≈ γ (2)
Eq. (2) is actually based on the fact that people with similar
normal frontal appearance should also have similar appear-
ance in other variations. This assumption has been success-
fully used in illumination-invariant, expression-invariant
and pose-invariant FR [4][14][10], and speech animation
[13], respectively.
A testing sample from the subject associated with g, de-
noted by y, could be well represented as a linear combina-
tion of the samples from this subject:
y = gβg +
∑
(v)
g(v)β(v) + e (3)
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where βg and β(v) are the representation coefficients, and e
is a sparse vector of representation residual.
Suppose that there are n types of variations available in
the generic training set, and we denote by
X(v) = R(v) −R, v = 1, · · · , n (4)
the n variation matrices obtained from the generic training
set. The face variation representation model in Eq. (3) can
be rewritten as
y = gβ′g +
∑
(v)
β(v)X(v)γ + e (5)
where β′g = βg +
∑
(v) β(v).
A reference subsetRi for a gallery individual gi can typ-
ically be extracted through group sparse coding [24]: Ri =
R(vˆ), where vˆ = argminv||gi −R(v)γˆ(v)||2 and γˆ(v) =
argminγ(v)
∑
(v) ||γ(v)||2 s.t. gi ≈
∑
(v)R(v)γ(v).
2.2. Sparse variation dictionary learning model
For the ith gallery subject, gi, i = 1, · · · , c, we thus can
extract from the generic training set two subsets (see the
end of previous Section). One is the reference subset, de-
noted by Ri. The other is the variation subset, denoted by
Xi =
[
Xi,(1), · · · ,Xi,(v), · · · ,Xi,(n)
]
, where Xi,(v) is
the vth generic variation matrix of the ith gallery subject (re-
fer to Eq. (4)). Different subject i usually has the same Ri
andXi since the extraction ofRi only depends on the vari-
ation type of gi and the gallery images have limited facial
variations. In order to learn a compact variation dictionary
adaptively associated to the gallery set, we propose the fol-
lowing sparse variation dictionary learning (SVDL) model:
min
D
∑c
i=1
{p (gi,Ri,γi) + q (D,Xi,γi)} (6)
where D is the dictionary to be learned, γi is the coding
vector of gi on Ri, p (gi,Ri,γi) is the adaptive projec-
tion learning term, q (D,Xi,γi) is the variation dictionary
learning term. With projection γi, the variation matrix Xi
could be projected onto the dictionary to obtain the gallery
set’s variation matrix. Therefore, the projection serves as
a bridge to connect the generic training dataset with the
gallery set so that the learned dictionary is adaptive to, in-
stead of being independent of, the gallery set. Next lets
discuss the design of p (gi,Ri,γi) and q (D,Xi,γi).
2.2.1 Adaptive projection term
From the analysis in Section 2.1, we know that the projected
variation of the ith subject on the gallery set, denoted by
Y i, could be approximately represented as Y i = Xi  γi,
where the operator  is defined as:
Xi  γi =
[
Xi,(1)γi, · · · ,Xi,(v)γi, · · · ,Xi,(n)γi
]
(7)
The adaptive projection learning term could be designed as:
p (gi,Ri,γi) = ‖gi −Riγi‖2F + λ1 ‖γi‖2F (8)
where λ1 is a scalar constant. Here we use the l2-norm to
regularize the projection coefficients γi since no subject in
Ri will have the same identity as gi, and thus more subjects
in Ri should be involved to represent gi.
2.2.2 Variation dictionary learning term
The whole variation matrix of all subjects in the gallery
set can be simply set as the concatenation of all Y i, i =
1, · · · , c. However, such a variation matrix for the whole
gallery set will have a very big size and is very redundant.
Intuitively, we could learn a much more compact variation
dictionary D = [d1, ,dj , · · · ,dm] from all Y i, where dj
is a basis (or atom) in the dictionary D.
We propose the following learning term:
q (D,Xi,γi) = ‖Y i −DBi‖2F + λ2‖Bi‖1 + λ3
∑
j ‖dj‖1
s.t. Y i = Xi  γi; ‖dj‖2 = 1
(9)
where Bi =
[
βi,(1), · · · ,βi,(v), · · · ,βi,(n)
]
and βi,(v) is
the coding vector of Xi,(v)γi over D, λ2 and λ3 are con-
stants to balance the representation fidelity term, the sparse
coefficient term, and the sparse dictionary basis term. We
let ‖dj‖2 = 1 to avoid that D has arbitrarily large l2-norm,
resulting in trivial values of the coding coefficients in Bi.
Apart from the l1-norm sparsity imposed on the coefficients
Bi, we also impose the l1-norm sparsity on the variation
dictionary atoms dj . This is useful because face variations
(e.g., expression, pose, session difference, and some illumi-
nation) usually lead to sparse changes of face images.
2.2.3 The overall SVDL model
By integrating Eqs. (8) and (9) into Eq. (6), we have the
following SVDL model:
min
D,γi,Bi
c∑
i=1
{
‖gi −Riγi‖2F + ‖Xi  γi −DBi‖2F
+λ1 ‖γi‖2F + λ2‖Bi‖1 + λ3
∑
j ‖dj‖1
}
s.t. ‖dj‖2 = 1
(10)
The objective function in Eq. (10) is not jointly convex to
(D,γi,Bi). Therefore, we solve this problem by breaking
it into several sub-problems, and alternatively solving these
unknown variables. Detailed optimization procedures are
presented next in Section 3.
3. Optimization of SVDL
The minimization of SVDL in Eq. (10) can be divided
into two sub-problems: adaptive projection learning by fix-
ing D and Bi, and sparse variation dictionary learning by
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fixing γi. Before the alternative optimization, we should
first initialize γi. By minimizing Eq. (8), we have
γˆi =
(
RTi Ri + λ1I
)−1
RTi gi (11)
We take the above value as the initialization of γi.
3.1. The update of sparse variation dictionary
For the convenience of expression, we let
Y = [X1  γ1, X2  γ2, · · · ,Xc  γc] and
B = [B1,B2, · · · ,Bc]. When γi, i = 1, · · · , c, are
fixed, the SVDL model in Eq. (10) is reduced to the
following sparse dictionary learning problem:
min
D,B
‖Y −DB‖2F+λ2‖B‖1+λ3
∑
j
‖dj‖1s.t. ‖dj‖2 = 1
(12)
The minimization in Eq. (12) could be solved by alterna-
tively solving B and D. When D is fixed, the solving of
B is a standard sparse coding problem, which could be eas-
ily solved by algorithms such as [27]. However, when B is
fixed, the update of sparse dictionary D needs a little more
effort. We update the variation dictionary atom by atom, as
described below.
We rewriteB asB = [b1; · · · ; bj ; · · · ; bm], where bj is
the jth row of B and m is the number of dictionary atoms.
Let Z = Y −∑j =k djbj . By fixing all the other atoms
dj , j = k, the updating of dk could be rewritten as
min
dk
‖Z − dkbk‖2F + λ3‖dk‖1 s.t. ‖dk‖2 = 1 (13)
Based on Lemma 1 of [17], Eq. (13) could be rewritten as
min
dk
∥∥∥ZbTk/l2 − dk∥∥∥2
F
+
λ3√
l
‖dk‖1 s.t. ‖dk‖2 = 1 (14)
where l = ‖dk‖2. If l is very close to 0 (e.g., < 1e − 6),
the atom dk could be removed from the dictionary since it
is useless to representZ; otherwise, dk could be updated as
dk = T λ3
2
√
l
(
ZbTk
/
l2
)/∥∥∥∥T λ3
2
√
l
(
ZbTk
/
l2
)∥∥∥∥
2
(15)
where Tτ is a soft thresholding operator defined as
[Tτ (x)]η =
{
0 |xη| ≤ τ
xη − sign (xη) τ otherwise (16)
The dictionaryD is updated once all atoms dk are updated.
3.2. The update of adaptive projection
With D and B fixed, the model of SVDL changes to
min
γi
c∑
i=1
‖gi −Riγi‖2F + ‖Xi  γi −DBi‖2F + λ1 ‖γi‖2F
(17)
which has an analytic solution:
γi = (R
T
i Ri +
∑n
v=1X
T
i,(v)Xi,(v) + λ1I)
−1(RTi gi +∑n
v=1X
T
i,(v)Dβi,(v)).
Figure 2. The convergence curve of SVDL objective function on
the CMU Multi-PIE database.
3.3. Algorithm and classifier
Algorithm 1 Sparse Variation Dictionary Learning(SVDL)
1: Initialization γi, i = 1, · · · , c.
γi is set as γˆi in Eq. (11).
2: Sparse Variation Dictionary Learning
While not converge do
Update B via standard sparse coding with fixed D.
Update dictionaryD atom by atom by solving Eq. (13).
End while
3: Adaptive Projection Learning
Update the projection matrix γi via Eq. (17).
4: Output
Return to step 2 until the values of the objective func-
tion in Eq. (10) in adjacent iterations are close enough
or the maximum number of iterations is reached.
Output D.
The algorithm of SVDL is summarized in Algoritm 1. S-
ince in each round of alternative minimization, the objective
function of SVDL will decrease, the proposed algorithm
will converge. Fig. 2 plots the empirical convergence curve
of SVDL on the CMU Multi-PIE database, from which we
see that the proposed SVDL algorithm converges quickly.
With the learnt dictionary D, the testing sample y could
be coded as
αˆ = argminα ‖y − [G,D]α‖22 + λ‖α‖1 (18)
where G = [g1, · · · , gi, · · · , gc] is the gallery set. In the
case that y is occluded, similar to SRC [27] which imposes
l1-norm on representation residual to tolerate outliers, we
code y as
αˆ = argminα ‖y − [G,D]α‖1 + λ‖α‖1 (19)
Let αˆ = [αˆ1; αˆ2; · · · ; αˆc; αˆD], and αˆi is the coefficient
associated with class i. The classification is conducted via
identity (y) = argmini {ei} (20)
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where ei = ‖y − giαˆi −DαˆD‖2 (for FR without occlu-
sion), or ‖y − giαˆi −DαˆD‖1 (for FR with occlusion).
4. Experimental Results
In this section, we perform FR with STSPP on bench-
mark face databases, including large-scale CMU Multiple
PIE [6], FRGC [15] and LFW [26], to demonstrate the per-
formance of SVDL.We first discuss the parameter setting in
Section 4.1; in Section 4.2 we test the robustness of SVDL
to various variations; in Section 4.3, we conduct experi-
ments on the challenging FRGC and LFW databases.
We compare the proposed SVDL with state-of-the-art
methods on FR with STSPP, including ESRC [5], Adaptive
Generic Learning (AGL) for Fisherfaces [19], and Discrim-
inative Multi-Manifold Analysis (DMMA) [11], and base-
line classifiers such as SRC [27], Nearest Subspace (NS)
and Support Vector Machine (SVM). It should be noted that
NS is reduced to Nearest Neighbor (NN) in the case of FR
with STSPP. Among these methods, NN, SVM, SRC and D-
MMA do not use a generic training set, while ESRC, AGL,
and SVDL need a generic training set.
For a more comprehensive evaluation and better demon-
stration of the proposed SVDL, we also report the perfor-
mance of ESRC by coupling it with a variation dictionary
learnt via KSVD [1]. In the so-called ESRC-KSVD, a dic-
tionary that can sparsely represent the generic variation ma-
trix is learned via KSVD, and the classification is conducted
in the same way as ESRC except that the generic variation
is replaced by the learned dictionary.
4.1. Parameter setting
There are three regularization parameters, λ1, λ2 and λ3,
in SVDL. λ1 regularizes the projection from the generic
training set to the gallery set, while λ2 and λ3 control the
sparsity of representation coefficients and dictionary atoms,
respectively. λ3 is set to a relatively small value to tolerate
more global variation. λ2 is set to a relatively high value
to enforce sparse representation over the learned dictionary.
In all the experiments, we fix λ1 = 0.001, λ2 = 0.01 and
λ3 = 0.0001. In addition, the number of dictionary atom-
s should be set beforehand. Because the proposed SVDL
algorithm could adaptively remove the redundant basis (re-
fer to the sentence below Eq. (14)), we set the number of
dictionary atoms as 400 in the initialization.
4.2. Robustness to various variations
We first test the robustness of all the competing meth-
ods by using the large-scale CMU Multi-PIE database [6],
whose images were captured in four sessions with simulta-
neous variations of pose, expression, and illumination. For
each subject in each session, there are 20 illuminations with
indices from 0 to 19 per pose per expression. Among the
249 subjects in Session 1, the first 100 subjects were used
Gallery 
sample S2 S3 S4 
Figure 3. Images with illumination variations in different sessions.
Table 1. The recognition rates (%) on Multi-PIE database with il-
lumination variations.
Session S2 S3 S4
NN 45.3 40.2 43.7
SVM 45.3 40.2 43.7
SRC[27] 52.4 46.7 49.5
DMMA[11] 63.2 55.4 60.4
AGL[19] 84.9 79.4 78.3
ESRC[5] 92.6 84.9 86.7
ESRC-KSVD 92.7 84.9 86.7
SVDL 94.8 87.7 91.0
for gallery training, with the remaining subjects for gener-
ic training. For the gallery set, we used the single frontal
image with illumination 7 and neutral expression. In the
following tests with various variations, the images in the
generic training set include all the face images with corre-
sponding expression or pose variation, and the frontal face
image with neutral expression in Session 1. The image
is cropped to 100×82. Except for AGL [19] and DMMA
[11] which learn their own features, all the other competing
methods use 90-dimensional Eigenface [2] features in the
experiments of FR with illumination, expression and pose
variations, and use down-sampled images (size: 25×20) as
the feature in the experiments of FR with occlusion.
1) Illumination variation: We use all the frontal face
images with neutral expression in Sessions 2, 3, and 4 for
testing. Fig. 3 shows some samples of one subject, includ-
ing a gallery sample and three testing samples (e.g., S2, S3
and S4 for Sessions 2, 3, and 4, respectively). Table 1 lists
the recognition rates in the three sessions by the competing
methods.
From Table 1, we can see that SVDL achieves the best re-
sults in all cases. ESRC and ESRC-KSVD perform the sec-
ond best, followed by AGL. SRC does not get good result
since the single training sample of each class has very low
representation ability. DMMA is the best method without
generic training; nonetheless, its recognition rates are not
high since the illumination variation cannot be well learned
from the gallery set via multi-manifold learning.
2) Expression and illumination variations: In this ex-
periment, the testing samples include the frontal face im-
ages with smile in Session 1 (Smi-S1), smile in Session 3
(Smi-S3), surprise in Session 2 (Sur-S2), and squint in Ses-
sion 2 (Squ-S2) (please refer to Fig. 4 for examples). The
recognition rates of all competing methods are listed in Ta-
ble 2.
We can see that SVDL outperforms all the other methods
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Gallery 
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Figure 4. Images with expression variations in different sessions.
Table 2. The recognition rates (%) under on Multi-PIE database
with expression and illumination variations.
Expression Smi-S1 Smi-S3 Sur-S2 Squ-S2
NN 46.9 28.8 18.0 25.6
SVM 46.9 28.8 18.0 25.6
SRC[27] 49.6 28.1 20.4 25.7
DMMA[11] 58.2 31.5 22.0 27.5
AGL[19] 84.9 39.3 31.3 23.5
ESRC[5] 81.6 50.5 49.6 41.7
ESRC-KSVD 85.0 50.4 51.2 40.7
SVDL 88.8 58.6 54.7 47.3
Gallery 
sample 
P05_0 
-S2 
P04_1 
-S3 
Smi-P04_1
-S3 
Figure 5. Images with pose variations in different sessions.
Table 3. Face recognition rates (%) on Multi-PIE database with
pose, expression and illumination variations.
Pose P05 0-S2 P04 1-S3 Smi-P04 1-S3
NN 26.0 8.7 12.0
SVM 26.0 8.7 12.0
SRC[27] 25.0 7.3 10.3
DMMA[11] 27.1 5.3 11.0
AGL[19] 66.7 24.9 23.9
ESRC[5] 63.9 31.8 26.9
ESRC-KSVD 67.1 29.9 25.6
SVDL 77.8 38.3 34.4
in all four tests, with at least 3%, 8%, 3% and 5% improve-
ments over the second best, ESRC-KSVD. The variation
dictionary learned by KSVD does not improve the recogni-
tion accuracy of ESRC much. In addition, all the methods
achieve the best results when Smi-S1 is used for testing be-
cause the training set is also from Session 1. All the meth-
ods have the lowest recognition rate on Squ-S2, probably
because a squint expression is more difficult to recognize.
Again, the methods with generic training usually have much
better performance than the ones without generic training.
3) Pose, illumination and expression variations: In this
experiment, the testing samples include face images with
pose 05 0 in Session 2 (P05 0-S2), pose 04 1 in Session 3
(P04 1-S3), and pose 04 1 and smile expression in Session
3 (Smi-P04 1-S3) (please refer to Fig. 5 for examples). The
recognition rates of all competing methods are listed in Ta-
ble 3.
From Table 3, we see that SVDL’s recognition rates are
at least 10%, 6%, and 7% higher than all the other com-
peting methods on the three cases, respectively. The meth-
Gallery C20%  C30%  C40%  B30%  B20%  B40%  
Figure 6. Images with random corruption (e.g., C20%) or block
occlusion (e.g., B30%).
Table 4. The recognition rates (%) under different ratios of random
corruption.
Corruption ratio 0% 10% 20% 30% 40%
NN 49.1 48.1 44.4 40.4 31.1
SVM 49.1 48.1 44.4 40.4 31.1
SRC[27] 55.5 49.2 44.8 40.1 29.8
DMMA[11] 77.6 65.5 49.3 29.8 15.6
AGL[19] 98.7 9.3 5.1 2.8 2.4
ESRC[5] 99.5 90.1 68.8 42.8 25.3
ESRC-KSVD 99.0 91.1 72.6 47.5 29.1
SVDL 100 98.8 100 99.3 97.2
Table 5. The recognition rates (%) under different ratios of block
occlusion.
Block ratio 0% 10% 20% 30% 40%
NN 49.1 39.8 35.0 29.6 23.3
SVM 49.1 39.8 35.0 29.6 23.3
SRC[27] 55.5 44.2 38.4 33.3 24.5
DMMA[11] 77.6 64.9 51.4 37.5 23.6
AGL[19] 98.7 71.1 53.6 39.8 30.5
ESRC[5] 99.5 85.6 68.4 56.4 41.8
ESRC-KSVD 99.0 84.0 68.9 55.6 42.5
SVDL 100 98.8 87.7 75.2 59.2
ods with generic learning are significantly better than the
ones without generic learning. The improvement of SVDL
over ESRC/ESRC-KSVD demonstrates the benefit of joint-
ly learning of the adaptive projection and variation dictio-
nary.
4) Random corruption and block occlusion: In this ex-
periment, the remaining 19 frontal face images of the first
100 subjects in Session 1 with various illuminations (all il-
luminations but 7) and neutral expression are used as the
clean testing images.
We first test the robustness of SVDL to random corrup-
tion. As in [27], for each testing image, we replace a cer-
tain percentage of its pixels by uniformly distributed ran-
dom values within [0, 255], where the random locations of
corrupted pixels are unknown to all the algorithms. Some
corrupted examples are shown in Fig. 6. Table 4 presents
the results of all methods under percentages of corrupted
pixels from 0% to 40%. It can be seen that in all cas-
es, SVDL could achieve an accuracy of 100% or nearly
100%. Though AGL, ESRC and ESRC-KSVD could get
good recognition accuracy when there is no corruption, their
recognition rates drop dramatically with the increase of cor-
ruption ratio. Compared with ESRC and ESRC-KSVD,
SVDL is much more robust to image corruption.
Next we test the robustness of SVDL to block occlusion.
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As in [27], we replace a randomly located square block of
each test image with an unrelated image, where the location
and intensity of occlusion are unknown to all algorithms.
Some block-occluded examples are shown in Fig. 6. The
recognition results under levels of block occlusion from 0%
to 40% are listed in Table 5. Conclusions similar to that
of random pixel corruption can be drawn: SVDL performs
much better than all the other methods, with at least 18%
improvements at 30% and 40% occlusion ratios. In addi-
tion, we can see that AGL and DMMA are less sensitive to
block occlusion than to pixel corruption.
4.3. FRGC and LFW databases
We then conduct FR with STSPP on the large-scale
FRGC database [15] and LFW database [26]. On FRGC, we
perform the test on the challenging 4th experiment, which
has a target set with 16,028 samples and a query set with
8,014 samples collected from 466 subjects. The samples in
the target set were captured under controlled illumination,
while the samples in the query set were captured under un-
controlled illumination. For each subject, a single sample
with normal illumination and neutral expression in the tar-
get set is selected to build the gallery set, and all the 8,014
face images in the query set are used for testing. Some ex-
ample images in the gallery set and testing set are shown
in the last two rows of Fig. 7. We see that this test is very
challenging due to the variations of illumination, expres-
sion, blur, disguise, time, etc.
The uncontrolled LFW face dataset is usually used to
test the face verification methods. Here we adopt it for face
recognition by using a subset of aligned LFW [26]. This
subset consists of samples from 136 subjects with more than
2 and less than 60 instances. LFW is more challenging than
FRGC since it includes various uncontrolled variations of
pose and misalignment, etc. We choose a single sample
per subject to construct the gallery set, with the remaining
images as the testing set.
For the experiment on FRGC, the generic training set
is built from the frontal images in the Session 1 of CMU
Multi-PIE database. We used the neutral-expression im-
ages with illuminations 0,1,7,13,14,16,18 and the smile-
expression images with illuminations 0,1,13,14,16,18 for
all subjects. For the experiment on LFW, we added face
images with pose 05 0, pose 04 1 with smile expression,
and their mirrored images in Session 1 to the generic train-
ing set. Some examples in the generic training set on the
experiment of FRGC are shown in the first row of Fig. 7.
The sizes of face images in all sets are cropped to 96×82.
Table 6 shows the rank-1 and rank-10 recognition ac-
curacies on FRGC by using 300-dimensional Eigenfaces,
460-dimensional Eigenfaces and 50×40 down-sampled im-
ages as features. AGL [19] utilizes the feature learnt by
itself, while DMMA [11] is only conducted on the 50×40
Gallery set 
Testing set 
Generic 
training set 
Figure 7. Examples of the face images in the generic training set,
gallery set and testing set.
Table 6. Rank-1 (Rank-10) recognition accuracies (%) under dif-
ferent face feature dimensions on the FRGC database.
Dimension 300 460 2000
NN 3.4(13.2) 3.4(13.3) 3.5(13.2)
SVM 3.4(13.2) 3.4(13.3) 3.5(13.2)
SRC[27] 6.9(20.4) 7.3(21.1) 7.3(20.6)
DMMA[11] —– —– 4.1(14.2)
AGL[19] 11.1(25.9) 7.8(22.3) —–
ESRC[5] 12.9(32.9) 13.9(34.9) 14.6(35.6)
ESRC-KSVD 13.6(34.0) 14.0(35.3) 14.8(36.1)
SVDL 15.2(37.1) 16.8(39.2) 19.8(42.3)
down-sampled images. From Table 6, we see that the recog-
nition rates of all the methods are much lower than those
obtained in CMU Multi-PIE. This is because the variations
produced in uncontrolled environments are much more dif-
ficult to process than those produced in controlled environ-
ments, especially for the FR problemwith STSPP. However,
our proposed SVDL could still achieve higher recognition
rates than the other methods with all dimensions of face fea-
tures. The improvement of SVDL over AGL is about 6.5%
for rank-1 accuracy and 14% for rank-10 accuracy. The im-
provement of SVDL over ESRC (ESRC-KSVD) is about
3% for rank-1 accuracy and 4% for rank-10 accuracy. This
validates that the proposed joint adaptive projection and s-
parse variation dictionary learning is more powerful than
either of those alone for FR with STSPP.
Table 7 shows the rank-1 recognition accuracies on LFW
by using 100-dimensional Eigenfaces, 135-dimensional
Eigenfaces, and 50×40 down-sampled images as features.
Similar to the results on FRGC, no methods can achieve
very high recognition accuracy due to the uncontrolled-
challenging face variations. Nevertheless, the proposed
SVDL method still achieves the best results among all the
competing methods.
5. Conclusion
We proposed a sparse variation dictionary learning
(SVDL) method, which learns a sparse variation dictionary
from a generic training set to improve face recognition per-
formance with a single training sample per person (STSPP).
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Table 7. Rank-1 recognition accuracies (%) under different face
feature dimensions on the LFW database.
Dimension 100 135 2000
NN 9.9 10.4 10.6
SVM 9.9 10.4 10.6
SRC[27] 20.4 22.0 22.3
DMMA[11] —– —– 16.2
AGL[19] 19.4 19.9 —–
ESRC[5] 22.5 24.0 26.7
ESRC-KSVD 22.4 24.3 26.4
SVDL 24.2 25.7 30.2
The SVDL is adaptive to the gallery set by simultaneously
learning a projection from the gallery set to the generic set.
Hence, the correlation between the generic set and gallery
set can be exploited, and the learned sparse variation dic-
tionary can more effectively aid the single training sample
to represent the query image. The extensive experiments
with various face variations demonstrated the superiority
of SVDL to state-of-the-art face recognition methods with
STSPP.
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