Abstract
Introduction
This paper introduces a collaboration between Sandia National Laboratories, the University of Illinois at Urbana-Champaign, Boston University, and the University of New Mexico to construct a large scale computational cognitive model. We present the initial implemented model with experimental results. Then we discuss the next level of model complexity.
This paper begins by defining episodic memory and the structural elements that facilitate episodic memory function in biological brains. Cortex and hippocampus are two major brain structures that participate in the creation of episodic memories; an overview of each is given. Then, the model choices made to represent relevant brain structures and functions are described. Experimental evidence is provided and discussed to demonstrate the validity of the approach. Finally, future extensions of the model are suggested.
Episodic Memory
Put succinctly, episodic memory is the memory of experiences. Long term memory can be divided into two major categories, declarative memory and procedural memory [12] .
Declarative memory involves facts, while procedural memory involves skills. Declarative memory can be subdivided into semantic and episodic memory. Semantic memory involves meanings, while episodic memory involves experiences.
In order to model the formation of episodic memories, we will need to, at the least, employ model elements for sensory cortex and hippocampus. Sensory cortex is used to maintain previously experienced objects and contexts for use in future situations in which there is a high degree of similar sensory information (i.e., object/context memory encoding and recognition). A properly operating hippocampus constructs episodic representations.
Cortex and Hippocampus
The neocortex is commonly segmented into several dozen functional regions [7] . At a lower (i.e. more detailed) level than the functional regions, we find the structural unit of cortical columns. These columns subdivide the function of a region. A single cortical column in Brodmann area 3a responds only to a single somatosensory modality from one location on the body. A single cortical column in V1, known as a hypercolumn, contains the responding neurons to each visual edge orientation for each eye for a very small section of the retina [7] .
Hippocampus is a brain region located in the medial temporal lobe, at the edge of the neocortex. In the hippocampal region, cortex narrows down to one layer and folds over on itself to form an S shaped region of densely packed neurons. People with hippocampal damage exhibit major deficits in episodic memory formation.
Extant work in the area of cognitive modeling can be found in the publications of Rolls, Kesner [8] [9] and O'Reilly et al. [10] [11] .
Our model is differentiated from existing work in its theoretical treatment of conceptual elements as modeling primitives. In addition, we consider structure as an abstract mathematical construct, as studied by the discipline of category theory, as a parameter of model architecture.
Healy and Caudell [6] supply the framework for category theory as applied to neural networks.
Modeling Approach
Temporally Integrated Adaptive Resonance Theory (TIART) is a solution to the need for a computationally tractable, biologically plausible, modular building block to incorporate into computational cognitive cortical models.
TIART builds upon Adaptive Resonance Theory (ART) [2] to allow neural representation of temporal episodes. TIART was also motivated by a desire to form categorical objects across time for the purpose of implementing an extension to the categorical neural semantic theory [6] . To facilitate real valued activations, we build on Fuzzy ART [3] .
Several motivating ideas combine in the development of TIART. First, the brain forms episodic representations of inputs, (in that we are able to form memories of sensory episodes) including sequences of inputs through time. Second, neurons implicitly operate as temporal integrators as they collect charge from afferent action potentials up to some threshold then kick off an efferent action potential. Third, brain architecture is highly modular in that relatively small structures are replicated many times and connected appropriately to perform a function (e.g. multitudes of simple cortical cells each activate in response to a specific line orientation in a specific retinotopically mapped region). Fourth, the concept level is an efficient and appropriate level of abstraction at which to model cognitive behavior.
Healy and Caudell specify a mathematically rigorous technique for neurally representing a concept [6] . In that technique, a neuron with activation level in a specified interval represents a specific concept. In this framework, we posit that a concept should either be formed from other concepts (other activation levels) or ground truth of sensor observation (sensor input levels), then a classifier is a good choice for our basic building block. A classifier can take a vector of input levels and output an activation level that represents a certain classification of the inputs. We choose ART as a classifier because it is has good stability properties and is neurologically plausible. In addition, ART is an unsupervised learning system, meaning that we do not need a distinct (and somewhat artificial from a cognitive perspective) learning phase as is the case with a supervised offline learner like back propagation.
In our model, the ART neural network represents a building block capable of encoding single concepts. By feeding multiple ART outputs into another ART, arbitrarily complex combinations of concepts can be encoded. In our model, we will use combinations of these building blocks to form an episodic representation of concepts.
The method we use to encode temporal data is a recency gradient of ART classifications. Fuzzy ART creates an active output on a certain F2 node for any given input vector. Each element in the output vector of ART F2 nodes is connected to the input of a leaky temporal integrator. The combination of fuzzy ART and temporal integration creates the basic functional structure of TIART.
Figure 1. TIART
An example of the operation of TIART is now given. Let there be three distinct inputs A, B, and C that form a temporal semantic sequence which we wish to encode. Inputs feed into an ART module (see Figure  1) . Each input results in a different active node output on the ART. By placing a leaky temporal integrator on each ART output node, we encode a temporal sequence of inputs as a single real valued vector. The integrated vector is a recency gradient, where the order of element amplitudes (from low to high) represents the order of occurrence of the input vectors (from oldest to most recent). As mentioned, the value of a given integrator output node will decrease over time. As a result, the further in the past a given input was observed, the smaller a value the corresponding integrator output will have (until at some small activation level, the integrator output is lost in the noise of the system). TIART is a building block of cortical function from which we build a model of cortex. We next specify a hippocampal model.
In our model, the hippocampus receives input originating from cortex and recurrently feeds back into cortex. The hippocampus model is described and then experimental results are given for this model of hippocampus with the previously described cortex model.
Our model incorporates a prominent aspect of cortical-hippocampal pathways such that there are two main streams of cortical input to the hippocampus, one carrying information about focal persons, objects, or events and the other carrying information about the context (e.g. place) where the focus data occurred. These are combined in the hippocampus to encode the context in which events occur as a fundamental feature of episodic memories. Then, during memory retrieval, when a focal cue is presented, the hippocampus can support reinstatement of the contextual representations via back projects to the same cortical areas [9] . We implement a physical conjunctive code of the focus and context data streams. A two dimensional grid is formed with the input nodes along one dimension mapped to the output nodes of the cortical focus data stream, and the input nodes along the other dimension mapped to the output nodes of the cortical surround data stream. Each hippocampal node implements short term memory by temporal integration of the product of the node's two inputs. A diagram of the model architecture is seen in Figure 3 . 
Experiment
The model is validated by experimental comparison to human trial data. We compare the model to a study by Hannula et al. [5] . The Hannula study presents subjects with a series of face-scene pairs in a study block, and then tracks eye movements for sets of three faces, with a background scene, presented in a test block. The set of three faces can be from one of three categories: match, re-pair, or novel. The match face sets contain three known (previously seen) faces, one of which is correctly paired with the background scene. The re-pair face sets contain three known faces, but none of them are correctly paired with the background scene. The novel face sets contain three unknown faces. This task is an exercise in episodic memory for associating people and places. The goal of this experiment is to show evidence that our model exhibits some of the same function as biological brain. In the interest of correlating behavior from our model to human behavior, we create a mapping of the human experimental setup to an experiment that we can run, in simulation, on our model. To mitigate visual processing effects, we map the face-scene focus-context images to simple geometric images (initially using squares and triangles, then going to orthogonal lines and dashed lines). Our input images were ten pixels by ten pixels.
We present arrangements of our focus and context images that correspond with the study and test image presentations of the original experiment. The study presentation sequence of the original experiment is fixation, scene, face. As our model lacks a mechanism for separating focus and context information in the visual field, we must simulate that separation by presenting separate images to the focus and surround modality inputs. The presentation sequence for the focus modality is fixation, scene, face.
The presentation sequence for the context modality is fixation, scene, scene. These sequences reflect the fact that the scene image is a focus image during the second element of the original study presentation because the scene is the only image on the screen. The context modality only ever sees the scene because even when the face is present in the original study presentation, the scene still forms the background of the image.
Part of the original experimental setup is that visual dwell time on an image is a measure of recognition of that image. As the model is lacking eyes, an alternate measure of recognition must be developed.
The simulated measure of recognition is equivalent to directly probing neural activation in a human brain. Modeled neural activation can be evaluated by observing the ART classifier module output in the cortex model and the grid node outputs in the hippocampus model. A representative output report is shown in Figure 5 .
Model recognition scores are computed by summing contributions from each cortical classification module, and the hippocampus. The cortical classification modules can each contribute one point, and the hippocampus can contribute a point. This scoring convention was arbitrary and was sufficient for our purposes. If the first ART module in the cortical focus modality contributed a point, that was because it identified an existing template (i.e. it had previously learned a generalization) for the current input. As inputs are presented in sequences of three (fixation, scene, face), the first ART module will make its contribution based on the last element of the sequence. The second ART module in each cortical modality is located after a temporal integrator, and so it will score familiarity based on the whole sequence.
Another biological brain mechanism that our model lacks is the ability to concentrate on different portions of an image. As such, we must simulate that ability for the purpose of the test images. Instead of a single sequence with the last image containing three faces, we present three sequences with the last image each containing one face. This way, the model does not need to consider three sub-images as the human subjects do when looking at the single test image of three faces. The experiment outputs from Figure 5 reflect a test sequence in the original experiment where faces 1, 2, and 3 are shown against scene 1, then faces 2, 5, and 6 are shown against scene 2. In the study portion of the experiment, face 1 was viewed with scene 1 and face 2 was viewed with scene 2. Figure 5 shows an example of the experimental results. This example reflects two test sequences from the Hannula experiment. As this example is from the match category of faces, all three faces are known. One face should have an episodic memory associating it with the tested scene. 
Results

Discussion
The intact model exhibits higher familiarity scores when previously studied matching focus-context (facescene) image pairs are presented, as opposed to pairs that were not studied together.
This behavior correlates to the eye dwell time of human subjects in the Hannula study. If the hippocampus section of the model is lesioned, familiarity scores are the same between matching and non-matching image pairs. This behavior also correlates with human subjects, where subjects with hippocampal damage do not preferentially dwell on particular faces during the matching and non-matching face-scene pairs.
Further results show that there is no difference in familiarity scores between different focus images in the re-pair and novel tasks, with either intact or lesioned
