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NL-Soar and WordNet: Fitting the Lexicon
into a Cognitive Architecture
Anton Rytting

L-soar is a computer system that
models human language use within
the context of cognition. It was
developed as a specialized branch of Soar, a
general model of cognition created by Allen
Newell (1990), who, with others, implemented it. This model has continued to evolve as
other researchers have used it and expanded
its computer implementation. Theoretically,
because it is embedded in cognitive theory, it
has a number of advantages over straight
linguistic models in its ability to model language as a cognitive phenomenon. For
instance, it may be used to model aspects of
language acquisition (e.g., the learning of
English articles by native Polish speakers) or
to model language use interspersed with
nonlanguage tasks (e.g., talking on a cell
phone while driving) in terms of Newell's
more general theory of learning.
Despite these advantages, NL-Soar has
been limited by its small lexicon. This paper
reports on expanding the lexicon and using
the new version to model word sense disambiguation. Preliminary tests involving
"body" verbs (sneeze, yawn, etc.) have met
with encouraging success.

N

FINDING A LEXICON FOR

NL-SOAR

Since NL-Soar models all aspects of language (syntax, semantics, etc.) in the same
system as other aspects of cognition, it may
integrate the various subtasks of language
comprehension and production not just with
each other but with nonlanguage tasks as
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well. One previous application of NL-Soar,
TacAir-Soar, modeled the language use of
military jet pilots during military exercises,
particularly how pilots coordinate listening
and speaking with nonlanguage tasks such
as controlling the airplane (Lehman,
VanDyke, and Rubinoff 1995).
However, NL-Soar's potential has not
been fully developed. The majority of NLSoar research has focused on syntax and
discourse. A module for phonetics and
phonology has also been developed, but it
has not yet been integrated into the system.
A general morphological parser is also lacking. These two modules would greatly add
to NL-Soar's completeness; in the interim,
however, phonetic and phonological concerns can be bypassed by using written-text
examples, and the morphology of English
has proved simple enough to handle through
other means. By far the most urgent need for
expansion is in the lexicon and the semantic
representation. Even a system with fully
operational phonology, morphology, and
syntax is still of limited usefulness without a
full-size lexicon.
Until very recently, NL-Soar has depended on an ad hoc lexicon of a few thousand
words with limited feature information. Such
a model is not only much too small but also
too simplistic in structure to represent the
human lexicon. Words are not stored in a
simple list inside the mind like a dictionary
in alphabetical order. They are connected by
a complex system of semantic relationships, both paradigmatic (synonyms and
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antonyms, hyponyms and hypernyms,
and other semantic relations) and syntagmatic (what types of words or word
classes are likely to be syntactically
related). In order for NL-Soar to model
the human lexicon with some degree of
accuracy, it must use a resource that takes
these relationships into account. A simple
list of words and definitions, no
matter how long or how complete, is
inadequate.
SYNONYMY AND POLYSEMY IN
ENGLISH

English, like most natural languages,
is rich in both synonymy and polysemy.
In other words, a single concept may
have many words used to describe it, and
a single word may describe many concepts depending on the context in which
it is used. The problem is compounded if
one considers that there is no list of concepts universally agreed on and that the
meanings of words continually change.
Any listing or mapping of words to concepts will be arbitrary to some degree.
Even if you assume a finite number of
discrete concepts and a stable list of
words to describe them, Thisthe manyto-many relationship between words and
concepts makes a mapping from the syntactic tree to a semantic representation a
non-trivial difficult task for a computer.
As more words are added to the system,
the task grows in complexity.
For purposes of comprehension, the
issue of synonymy is relatively minor, as
a many-to-one function is not difficult to
model. However, polysemy poses a big
the problem of a one-to-many relation.
Given a word in a sentence, how can a
computer system like NL-Soar know how
to represent it semantically or even which
of a (somewhat arbitrary) list of senses
best fits the intended meaning? People
determine this meaning by context-that
is, a set of clues both from the discourse surrounding the word and the

environment surrounding the speakers.
But context is a vague notion, for an
incredible variety of information is available to listeners at any given time, far
more than can be profitably modeled on
a computer. The task in modeling context, then, is to discover what sorts of
information people find most useful in
determining the most likely meaning of a
word and how they use this key information. In particular, we will see how closely we may approximate the process of
assigning meaning to a sentence by modeling certain key aspects of the linguistic
context within the bounds of the sentence
itself. For the purposes of this paper, we
will (narrowly) define context as a variety of morphological, syntactic, and
semantic clues contained in the sentence
itself.
Because of the polysemy inherent in
natural languages, fitting NL-Soar with a
lexicon turns out to be a twofold task.
Firstly, NL-Soar must represent the same
types of information that seem to exist in
the human lexicon; namely, relationships
between words and concepts (or wordsenses), paradigmatic relationships
between concepts, and syntagmatic (or
collocational) relationships between
words. Secondly, NL-Soar must deal with
the problem of assigning the most likely
meaning for polysemous words-a task
known as Word Sense Disambiguation
(WSD). As we shall see, the two problems
turn out to be quite interrelated.
Moreover, both of them have been
addressed by an electronic lexicon called
Word Net.
WORDNET: A MODEL OF THE
MENTAL LEXICON

Like a standard dictionary, WordNet
contains a full-size lexicon-over 91,000
concepts defined and a similarly large
number of words-providing glosses,
examples, and grammatical information.
At first glance, then, it may seem like an
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electronic dictionary. However, it is more
than that. A typical dictionary like
Merriam-Webster is not organized the
way the human lexicon is, nor does it
include the same types of information,
such as paradigmatic and syntagmatic
relationships between words. While dictionaries and thesauri do address
polysemy and synonymy, they do not
attempt to do so in the same way the
mind does. WordNet, on the other hand,
is explicitly designed upon psycholinguistic principles (Fellbaum 1998, 89).

Paradigmatic Relationships
WordN et is organized by means of
paradigmatic semantic relationships such
as synonyms and antonyms. Words are
not ordered according to spelling or
sound, but rather by meaning, with sets
of synonyms grouped together. Other
paradigmatic relationships are accomplished through a system of links to other
words or synonym sets as appropriate.
Adjectives are organized by antonymic
and scalar relationships, nouns and
verbs are linked to a general hierarchy of
hypernyms (more general terms) and
hyponyms / troponyms (more specific
terms). A full list of the possible
relationships (besides synonyms) is
shown in table 1.

General Word Classes
In addition to the word- and conceptlevel relationships listed in table 1,
Word Net also groups every word into one

Table 1. Paradigmatic Relationships
WordNet
Noun
Antonym
Hyponym
Hypernym
Meronym
Holonym
Attribute

Verb
Adjective
Antonym
Antonym
Troponym Similar
Hypernym Relational Adj.
Entailment Also See
Attribute
Cause
Also See

Source: Miller 1993, 67.

of 45 semantic classes (26 noun classes, 15
verb classes, and 4 classes for other parts
of speech). Although these divisions were
originally made for convenience in managing the lexicographers' task, they are
still useful inasmuch as they are semantically motivated. With some slight approximation, these may be considered a "top
level" of the semantic hierarchy for nouns
and verbs. For the purposes of this project, we will assume these categories are
roughly equivalent to mental semantic
classes and use them as general classes
for our semantic representations.

Syntagmatic Relationships
In contrast to paradigmatic relationships, Word Net does not directly provide
information for syntagmatic relationships
(such as the co-occurrence patterns
between nouns and verbs). A large part
of our current research task is to fill this
gap. However, WordNet gives us a variety of tools to work with, including syntactic sentence frames for verbs.
Although Word Net does not directly tell
us which verbs or verb senses go with
which nouns or noun senses, it does tell
us what sorts of "grammatical" slots are
available to various verb senses. That is,
for every verb sense, WordNet says
whether it needs an object, two objects, a
prepositional phrase, or some other construction to complete its meaning. For
example, the verb obtain must take a
direct object when it means "get," but it
is intransitive when it means "be valid."
WordNet represents this distinction as
shown in Figure 1.
For more detailed synEncoded in
tagmatic information, such
as what types of nouns fit
Adverb
into these frames, it is
necessary to extrapolate
Antonym
from WordNet's general
Derived from
semantic classes. There
are numerous examples
of specific words idiomatically associated with other
specific words (e.g., trip a
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Figure 1. Three Senses of Obtain
from Word Net
Sense 1: obtain(come into possession of; "How did you obtain
the visa?")
*> Somebody ----s something
*> Somebody ---s something from somebody

Sense 2: receive, get, find, obtain, incur(receive a specified treatment (abstract); "These
aspects of civilization do not find expression or
receive an interpretation"; "His movie received a
good review"; "I got nothing but trouble for my
good intentions")
*> Something ----5 [something]
Sense 3: prevail, hold, obtain(be valid, applicable, or true; "This theory still
holds")
*> Something ----s

circuit, snap a photograph). It may be
that general word classes of nouns (e.g.,
nouns referring to humans) are also associated with other word classes (e.g., verbs
of communication). Miller (in Fellbaum
1998,29) notes that the noun senses in the
26 noun files were classified according to
how well they fit with various adjectives.
It seems that these categories may also be
useful for determining their selectional
restraints how well they fit with for verbs
as well.

Synonymy and Polysemy in
WordNet
In addition to assigning each concept
to a general semantic class, Word Net contains much more specific associations
between words and concepts. First, it
divides each word into various senses.
Then it groups each word sense into concepts (synonym sets). Although certain
relationships (e.g., antonymy) apply particularly to individual words or word
senses (Le., at the lexical level), most
semantic relationships apply for all the
word senses in the synonym set (Le., at
the conceptual level). Thus synonymy

and polysemy are modeled by having
two separate, but closely linked, levels of
organization: the lexical and the
conceptual.
ApPLYING WORoNET TO

WSD

WordNet gives us a variety of tools

for representing the semantics of given
words and utterances. Now we turn to
our second problem, that of WSD, or
chOOSing the right meaning for a word
within a given sentence. People are said
to do this by using the surrounding context. But defining what "context" means,
or modeling this context on a computer,
has proved difficult.
Various approaches have been used
to tackle WSD, ranging from statistical
approaches (connectionist, most-probable
fit) to rule-based approaches (based on
surrounding contexts and hand-coded
linguistic rules), to knowledge-based
approaches (based on artificial intelligence and "real-world knowledge").
Although a considerable amount of work
has been done in the field in the last thirty years, there is still a wide gap between
human abilities of WSD and the computational methods currently popular.
Miller (1996, 127) notes that people learn
the usage of a new word sense after fifteen to twenty examples. In contrast, statistical weighting systems need up to two
hundred training examples to achieve
ninety percent accuracy in discriminating
between just two word senses. The performance of these systems typically suffers when each word has many senses
and when the test sentences contain several ambiguous words. By contrast,
humans disambiguate sentences with
multiple polysemous words quite readily
and actually seem to process words with
many senses faster than words with only
a few senses, and with little loss of accuracy. Furthermore, statistical systems
generally arrive at their conclusions
by evaluating complex mathematical
equations-a more complicated method
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than seems reasonable for people to be
doing" on the fly" in the split second that
a person takes to understand a word's
meaning.
Many of these approaches fail
because they do not utilize the same
types of information that people do.
These systems rely heavily on statistics
and general pattern recognition, but by
and large they ignore the syntactic and
semantic clues that people use automatically. While some have attempted to use
syntax and lexical information, they still
fall short because they must formulate
decision algorithms for individual words
(Kelly and Stone 1975; Oflazer and
Yilmaz 1995; Resnik 1993). WordNet provides a crucial advantage in grouping
words into coherent semantic classes by
allowing generalization of patterns across
these broader categories. Rather than
learning a rule for every word, a system
using WordNet may learn a small number of general rules and apply them to a
whole class of words.
Contextual Clues for WSD

Morphology and Part of Speech
The first clues we must consider in
WSD are the word's morphology and
part of speech. Obviously, if we see the
word batting, the suffix tells us we are
dealing with a verb and are therefore not
talking about a flying mammal. WordNet
enables NL-Soar to utilize these clues.
Morphy, a morphological analyzer that is
part of the WordNet package, gives all
possible roots (base forms) and parts of
speech for the particular form of the
word as we encounter it in a sentence.

Syntax
Now a word like batting is morphologically unambiguous. But how about
bats? It could be either a plural noun
(either wooden or winged) or a third person singular present verb. However,
many if not most contexts will rule out
either the noun or the verb senses by
syntactic context. For example, there is

just no way to parse bats in "He bats
0400" as a noun, even though it is morphologically possible. NL-Soar's syntactic utterance-model parses the syntax
before semantic parsing or WSD is
attempted.
Syntax may help us with distinctions
more subtle than parts of speech, as well.
As we saw in table 2, the word obtain has
two transitive senses and one intransitive
sense. Although the last sense is a rare
one, it is easily identifiable by the absence
of a direct object. Therefore, the syntactic
"frames" which WordNet provides with
the various verb senses will also help us
rule out possible senses.
Finally, some word senses are more
likely to play certain roles in the sentence
than others. For example, chairs that are
pieces of furniture are rarely subjects of
verbs, whereas chairs that head departments often are. This is partially a syntactic concern, but also includes semantic
features. The role that a word plays in a
sentence may therefore be a useful clue in
determining its sense. These tendencies
of certain nouns to play certain roles are
not random idiosyncrasies but arise from
semantic properties of nouns. A strategy
which takes into account the role in the
sentence should also take into account
semantic features of the other words in
the sentence.

Semantics
Obviously, there are some some verbs
that chair (piece of furniture) can appear
in subject position with: be, seat (someone
comfortably), break, creak, and so forth.
However, there are classes of verbs for
which neither pieces of furniture nor any
inanimate object can perform-verbs of
thought, emotion, and social action
among them. The 45 general semantic
classes will enable us to describe these
sorts of syntagmatic relations with
greater precision than syntax alone.

VVord-sensejrequency
It seems also that the overall relative
frequency of various word senses plays a
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significant role. In an earlier demonstration of this project, several people unacquainted with the subject matter had difficulty with the sentence "the chair
yawned," because the "piece of furniture" sense of chair is so much more common than the "head of department"
sense. We are currently using frequency
as a way to choose between the possible
senses remaining after morphology, syntax, and semantics have removed inappropriate ones. However, frequency may
playa stronger role in reality, as the confusion with "the chair yawned" demonstrates. By listing the various word senses
in order of frequency, WordN et also provides us with this useful criterion.
This ordering privileges the morphological, syntactic, and semantic constraints over the frequency factor. It may
be that frequency plays a greater role
than that and actually interferes with
semantically preferable readings, as suggested by the difficulty people had with
the example sentence "the chair
yawned." Details such as the relative
importance of various contextual clues
may be further explored once the theory's basic architecture is fleshed out.

The Scope of this WSD Task:
Semantic-Class Disambiguation
Since each word is divided into a finite
number of word senses, it would seem reasonable to define the WSD problem as
determining which sense of all the available WordNet senses is most appropriate.
This turns out to be an unreasonable task
however, and perhaps not the best model
of what people actually do. Yorik (1999)
cautions that untrained humans may have
difficulty with the WSD task, or at least
with the fine level of distinctions found in
Word Net. (Remember that WordNet was
built by trained lexicographers over a period of ten years.) An experiment by
Fellbaum, Grabowski, and Lordes (1998)
showed that untrained native speakers of
English, when asked to choose the most
appropriate sense of a word in context

from a list of predefined senses taken from
WordNet, chose the "correct" sense (as
defined by trained lexicographers) about
seventy-four percent of the time and
agreed among themselves seventy-nine
percent of the time. This suggests that
choosing among the fine-grained distinctions found in WordNet may not be a valid
task to model.
However, this does not mean the WSD
task cannot be modeled at some level. Just
as word senses may be defined on a variety of "grain sizes," so WSD can be
attempted at varying degrees of precision.
(WordNet itself provides a beautiful illustration of this with its hierarchies, with the
45 general word classes near the top.)
We are not currently tackling the
finest-grain level of WSD but a fairly
coarse-grain distinction. It is unclear what
levels of distinctions people ordinarily
make between various word senses.
Therefore, it seems advisable to begin
with coarse-grain, obvious distinctions
between senses (such as "flying mammal"
versus "stick of wood" for bat) before
attempting the finer-grained distinctions
found at the "bottom level" of WordNet.
For this reason we are starting with the 45
general word classes. Our task, then, is
this: given a sentence, can NL-Soar determine
which of the general word-classes the correct
sense (or senses) of each content word would
belong to? I will refer to this "coarse-grain"
disambiguation task as Semantic Class
Disambiguation (SCD).
The method for SCD is very similar to
the method for full WSD outlined above.
NL-Soar makes use of the same sorts of
clues people would use, including morphology (as provided by Morphy), syntax
(as generated by NL-Soar's own syntax
module), and lexical information provided
by Word Net. Naturally, there are a variety
of factors people would use, such as realworld knowledge and real-word context,
as well as subtler matters of discourse
analysis and reference resolution, which
NL-Soar at present cannot bring to the
problem. However, these sorts of clues can
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be simulated to a small degree by statistical corpus-based measures, including
word-sense frequency and word-sense
semantic-class syntagmatic collocations. I
will describe the role that these play in
more detail below.
PREPARING NL-SOAR TO LEARN

SeD
What has preceded has provided a
rough sketch of the theoretical aspects of
NL-Soar's construction. I turn now to a
brief treatment of some of the technical
aspects. Two main tasks must be accomplished before NL-Soar is able to use
WordNet for SCD. First, it must be able to
access and process the WordNet data.
Second, it must have some sense of the
paradigmatic relationships between
words and classes of words (particularly
nouns and verbs) that WordNet does not
provide directly.

Connecting NL-Soar to WordNet
As stated before, NL-Soar was initially created with an ad hoc lexicon vocabulary list limited not only in the number of
words included but also in the breadth of
information included for each lexical
item. Each of these lexical items was written as a separate "production" (or Soar
subroutine). Since the old NL-Soar word
list did not process morphology, even different forms of the same word had their
own separate rules. The first step to modeling a full-size lexicon is replacing the
original vocabulary list with a general
procedure for accessing WordNet's
lexicon.
In the process of replacing the old
word list with WordNet, it has been necessary to write more general NL-Soar
productions to access, store, and interpret
Word Net data for all senses of a word.
Since WordNet provides a wealth of
information never before used in NLSoar, this has required developing new
"lexical attributes" to contain semantic
information from WordNet. Although

NL-Soar currently uses only a small part
of this information in the SCD task, our
goal is to make all of WordNet's information available for future applications and
improvements of NL-Soar. Finally, it has
been necessary to test NL-Soar after
replacing the lexicon to make sure it
has not lost important aspects of its
functionality.

Discovering Semantic Class
Collocations
As noted above, WordNet only contains a portion of the information which
seems to be necessary forSCD. The second
step of preparation involves learning the
syntagmatic collocations between general
classes of nouns and verbs. Fortunately,
the WordNet package includes a resource
known as semcor (semantic concordance),
which consists of portions of the Brown
Corpus (a million-word corpus with a
wide variety of genres) with each content
word hand-marked for word sense and
indexed to the Word Net lexicon.
Given this resource, the method for
discovering syntagmatic relationships is
fairly simple. For each of the fifteen verb
classes, we will need to search semcor for
examples of verbs within the class. Each
of these verbs is examined in its context
sentence, and the subjects, direct objects,
and indirect objects are noted. The classes
to which these subjects and objects
belong are tallied, and the classes of
nouns that appear most often in the subject and object roles are considered to be
the" canonical" external and internal
arguments of these verb classes. Other
classes are considered to be metaphorical
usage. This information is captured in the
NL-Soar program through a semantic
constraint, which restricts the possible
external and internal roles of a verb from
a particular verb class to the "canonical"
noun classes when interpreting a sentence. Eventually, these constraints may
be represented not as set constraints but
as preferences for some noun-classes over
others.
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For example, WordNet semantic class
#43, (weather verbs, e.g., shine, burn, rain,
snow) has ten instances of subjects from
semantic class # 17 (natural objects) and
three each from #4 (actions) and #19 (natural phenomena). Other semantic classes
only show one or two instances, most of
which are metaphorical. This knowledge
will be reflected in a semantic constraint
that prevents noun senses of classes other
than #4, #17, and #19 from being
assigned as external roles to weather
verbs from class # 43.
Similarly, the external (subject) role
for "body verbs" (e.g., wear, sneeze, yawn,
wake up), most commonly takes people,
animals, or groups as subjects. The
restriction on these verbs is similar to the
one described for weather verbs. It looks
something like what is picture in figure 2
when encoded as an NL-Soar production.
NL-SOAR PROTOCOL FOR WORD
CLASS RESOLUTION

Once the lexical information is available from WordNet and the syntagmatic
relationships are reflected in semantic
constraints, the procedure of selecting the
appropriate word classes is fairly simple.
When a word first comes into the system
as part of a sentence, information from

Morphy returns the root of the word, and
related NL-Soar productions supply possible parts of speech for the word. NLSoar then selects one of these parts of
speech as most appropriate (given the
syntactic model that it has created for the
sentence thus far) and eliminates the
word senses of the other parts of speech.
If the chosen part of speech is a verb,
some of the remaining senses or classes
be preferred over others on the basis of
the sentence frame (assuming enough of
the sentence has been heard to disambiguate the frame). Then the remaining
word senses (or word classes) are passed
through the semantic-class co-occurrence
constraints.
Like sentence frames, syntagmatic
constraints center on the verb sense and
restrict the classes of nouns which are
may occur with the verb. For each semantic class that contains a sense of a given
verb, starting with the most frequent
sense, NL-Soar's constraints test the
match between the verb's syntactic subject and object (if any) and the verb class's
preferred external and internal arguments. If the noun under consideration
belongs to one or more semantic classes
compatible with the verb's class, then the
most frequent compatible class is chosen,
and the two are bound together in the
sentence's semantic representation (or

Figure 2. NL-Soar Production for Restricting the External Roles of
Body Verbs
sp {top *access-*english*body*external
(state <g> At-state <ts> AOp / r <0»
«0> Aname access Alanguage english)
«ts> Asentence <word»
«word> Aword-id.word-name <wordname»
«word> Awndata. vals.sense <sense»
«sense> Alexfname v-body)
-->

«word> Asemprofile <sp> + &)
«sp> Acategory v-body Aexternal <subject> )
«subject> Acategory *
Asemcat n-animal + &
Asemcat n-person + &
Asemcat n-group + &)

### constrain agent role
for v-body
IF: doing lexical access
AND: the current word has a
semclass
AND: the semclass is v-body
~

THEN: record that its related
concept takes an agent
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situation model). If no appropriate noun

priate (or odd at best). This sense belongs
classes senses are found for the verb
to the semantic class n-artifact, which (as
class, then the next most frequent verb
we see in the NL-Soar constraint in figure
sense is tried. If no matches are found
5) is not one of the allowable classes for
between any of the noun and verb classes,
subjects of body verbs. Consequently,
then the sentence is rejected as semantically odd
(although it may have Figure 3. NL-Soar's Flowchart for Checking
some metaphorical read- Semantic Constraints
ing beyond NL-Soar's
capabilities). This process For each verb sense for a given verb in the sentence:
- Check Verb sense template (transitive, intransitive, etc.)
is shown in figure 3.

Example Sentences

- For each appropriate semantic role (subject, object, etc.)
•
Try the most frequent noun sense first
•
Check semantic class constraint for noun-verb combination
-If the noun class is acceptable, attach it to the situation model
-If not, then move on to the next most frequent noun sense
- If no matching noun sense is found, move to the next most frequent
verb sense

For an example of the
basic scenario, where the
most frequent senses
match appropriately, take
the sentence "The woman
yawned." The most frequent sense of the verb yawn is in the
class v-body, and therefore the semantic
constraint for body verbs (shown above)
is fired to check if the subject of the
sentence fits into an appropriate noun
class. The most frequent sense of woman
is in fact a member of the class n-person.
The l1-person class fits as a subject of vbody, and NL-Soar creates an external
argument link between these two senses
in its situation modeL Thus the semantic
representation for this sentence succeeds
on the first try, with the senses we would
expect. NL-Soar automatically rejects the
other, less frequent meanings of woman
and yawn.
In our second example sentence, "The
chair yawned," we see a little more of
NL-Soar's machinery. First of all, on the
syntax side, chair can be either a noun or
a verb (e.g., to chair a committee). Both
meanings are found in WordN et, and
NL-Soar duly considers both. Since NLSoar's syntax module recognizes that
verbs rarely follow determiners, the verb
reading (and with it all of the verb senses
of chair) is quickly discarded.
However, there are still several senses
available for the noun, the most frequent
of which (piece of furniture) is inappro-

NL-Soar rejects the n-artifact reading of
chair and tries the next one. This sense
(the position of professor) is classified as

n-action and similarly fails. The third
sense (the officer who presides at the
meetings of an organization) is in the category n-person and accordingly succeeds
in matching the external role of the body
verb yawn.
In our third example sentence, "The
crevasse yawned," it is the most frequent
verb sense which that is inappropriate
(see figure 6). Hence, all the senses of
crevasse are cycled through without success, and the v-body reading of yawn fails.
The other senses of yawn (gape, yaw, be
wide open) are stative verbs. There are no
semantic restrictions against crevasses
performing stative verbs, so this reading
succeeds.

FURTHER RESEARCH
In the near future, we will expand
our research from v-body and v-weather to
all classes of verbs and will consider
objects as well as subjects. Eventually, we
will also consider adjectives, adverbs,
and prepositions. After the" coarsegrain" relationships between semantic
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classes are modeled, we may turn our
attention to more fine-grain wordsense distinctions using WordNet's
semantic hierarchies to describe more
specific generalizations and exceptions by inheritance. Finally, we plan
to develop methods of learning the
lexical co-occurrences automatically
from corpora, obviating the need for
manual "hard-coding" of semantic
restrictions. Techniques for such corpus learning are being developed for
MicroSoft's MindN et (Richardson
1997) and therefore seem theoretically
possible to develop here.

Figure 4. Syntax and Semantics for
"The woman yawned."

Example Sentence: The woman yawned
(This is the basic case: most frequent senses succeed).
Syntax:

Semantics:

- first tree works
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CONCLUSION

Despite some minor difficulties,
the syntax module has done a remarkable job of scaling up to meet the challenge of WordNet's tremendously large
vocabulary and the considerable degree
of part-of-speech ambiguity that has
resulted from this increase. For many
sentences the syntax does the majority of
the work in the disambiguation process.
The semantic constraints, on the other

v-body
yawned

*

/'-....
V
V

PASTi yawned

hand, turned out to be more problematic
than originally anticipated. This may be
due to some bias in the preliminary sampling: the semantic class constraints were
based on small samples that overemphasized a few text types and domains. This
bias may have prevented the constraints
from representing the true distribution of

Figure 5. Syntax and Semantics for "The chair yawned."

Example Sentence: The chair yawned.
(Most frequent noun sense inappropriate)
Syntax:

Semantics:

- chair verb rejected
- chair noun accepted
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Figure 6. Syntax and Semantics for "The crevasse yawned."

Example Sentence: The crevasse yawned.
(Most frequent verb-sense inappropriate)

Syntax:
- first tree works
CP

Semantics:
- all noun senses incompatible w lv-body
- n-object matches with v-stative

I

v-stative
yawn
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IP

E
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det N' I VP
the I ti
I
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PASTj yawned

external and internal noun classes for
each verb class. Nevertheless, WordNet
has proved a very useful tool in expanding NL-Soar. Although only a small part
of the information is currently utilized,
these data have created surprisingly
good results in preliminary tests of the
semantic representation system.
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A PPENDIX A:

LIST

a:

THE GENERAL SEMANTIC CLASSES

(from file "lexnames(5WN)" from the website www.cogsci.princeton.edu/ -wn)
File
00
01
02
03
04
05
06
07
08
09
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44

#

adj.all
adj.pert
adv.all
noun.Tops
noun. act
noun. animal
noun. artifact
noun. attribute
noun. body
noun. cognition
noun. communication
noun. event
noun. feeling
noun. food
noun. group
noun.location
noun. motive
noun.object
noun. person
noun. phenomenon
noun. plant
noun.possession
noun. process
noun. quantity
noun. relation
noun. shape
noun. state
noun. substance
noun. time
verb.body
verb. change
verb. cognition
verb. communication
verb. competition
verb. consumption
verb.contact
verb. creation
verb.emotion
verb.motion
verb. perception
verb.possession
verb.social
verb.stative
verb.weather
adj.ppl

N arne Contents
all adjective clusters
relational adjectives (pertainyms)
all adverbs
unique beginners for nouns
nouns denoting acts or actions
nouns denoting animals
nouns denoting man-made objects
nouns denoting attributes of people and objects
nouns denoting body parts
nouns denoting cognitive processes and contents
nouns denoting communicative processes and contents
nouns denoting natural events
nouns denoting feelings and emotions
nouns denoting foods and drinks
nouns denoting groupings of people or objects
nouns denoting spatial position
nouns denoting goals
nouns denoting natural objects (not man-made)
nouns denoting people
nouns denoting natural phenomena
nouns denoting plants
nouns denoting possession and transfer of possession
nouns denoting natural processes
nouns denoting quantities and units of measure
nouns denoting relations between people or things or ideas
nouns denoting two and three dimensional shapes
nouns denoting stable states of affairs
nouns denoting substances
nouns denoting time and temporal relations
verbs of grooming, dressing and bodily care
verbs of size, temperature change, intensifying, etc.
verbs of thinking, judging, analyzing, doubting
verbs of telling, asking, ordering, singing
verbs of fighting, athletic activities
verbs of eating and drinking
verbs of touching, hitting, tying, digging
verbs of sewing, baking, painting, performing
verbs of feeling
verbs of walking, flying, swimming
verbs of seeing, hearing, feeling
verbs of buying, selling, owning
verbs of political and social activities and events
verbs of being, having, spatial relations
verbs of raining, snowing, thawing, thundering
participial adjectives
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