This note investigates a conjugate class for the Dirichlet distribution class in the exponential family.
Γ( k x k ) , which is also the normalising constant of the Dirichlet distribution of parameter x.
Alternatively, the distribution can be defined over R + ×T K where T K {t ∈ R K + | k∈K t k = 1} is the R K + -simplex. We define the homeomorphism from x ∈ R K + into s, t ∈ R + ×T K as follows:
The computation of the Jacobian yields dx = s K−1 dsdt, where dt denotes the measure on T K obtained by projection of the simplex along any arbitrarily chosen axis. Hence the distribution in the alternate space R + × T K is given by Here, ., . denotes the scalar product in R K . To be strict, we should writeZ(s; m, r) for the normalising constant of the conditional, but we omit the dependency on m, r for the sake of clarity. The rest of this section is devoted to the proof of this result, which summarises Lemmas 2, 3, 5, 6, 7.
Lemma 1. For any given s > 0, the integralZ(s) is finite if and only if m > −1.
Proof. For a given s, we have, using the definition ofZ and the property Γ(x)=
The underlined term is a continuous function of t over the compact T , hence both lower and upper bounded. Hence, for some strictly positive constants u Proof. When m ≤ −1, consider Z(m, r) as an integral on space R + × T K . By Lemma 1, the integrandZ(s) is infinite for all s, hence, obviously, so is the integral Z(m, r). Now, let's assume m > −1 and r > 0, i.e. r k ≤ 0 for some k ∈ K. Consider Z(m, r) as an integral on space R K + . We have, isolating x k in the integrand,
Recall that Γ is increasing on [2, ∞). Hence, for any z ∈ ∆ and x ≥ 2:
In both cases, by integration, we have for any z ∈ ∆ 
Hence, Z(m, r) is finite if and only if so is Z R+\∆ , since Z(m, r) = Z ∆ + Z R+\∆ .
Proof. For a fixed t ∈ T , by derivation, we have
Here Ψ is the derivative of the log Γ function (a.k.a. digamma function), which is increasing [2] , hence Ψ(st k ) < Ψ(s). Therefore, log B(st) is a decreasing function of s, hence so is B(st). Hence B(st) −m is m-increasing in s (meaning increasing when m > 0 and decreasing when m < 0). let r * min k r k when m < 0 and r * max k r k when m > 0. By construction exp −s r − r * , t is also m-increasing in s (or constant if all the components of r are equal), hence B(st) −m exp −s r − r * , t is m-increasing in s. By integration over t, we get that F (s) Z (s; m, r − r * ), which is finite by Lemma 1, is m-increasing in s.
and, since F is m-increasing, we have (the split value 1 is arbitrary) Thus, we need only study the behaviour ofZ near 0 when −1 < m < 0 and near ∞ when m > 0. For that, we look for an approximation of log B(st), which we obtain from an approximation of the log Γ function, actually one near 0 and a different one near ∞, as illustrated in Figure 2 . Expanding the definition ofZ in Equation (1) gives:
2.3 The case r > 0 and −1 < m < 0
Proof. Define h(z) log Γ(z) + log z. Thus we have
Hence, reporting in Equation (2), we get
By construction, h is bounded on (0, 1], hence H(s, t) is bounded for s, t ∈ (0, 1]×T , and so is s r, t . Hence, we have for some strictly positive constant U 
2 ) log z. Thus, h denotes the difference between log Γ and its Stirling's approximation (up to a constant). We have, for any t ∈ T , using k t k = 1,
Observe that the terms in s log s cancelled out. Hence, reporting in Equation (2), we get
We first seek bounds for the term H(s, t). Function h is decreasing and lower bounded by log √ 2π, hence positive [2] . Therefore, for any s ≥ 1:
• For any t ∈ T , since h(st k ) > 0 and t k ≤ 1, hence log t k ≤ 0, we have H(s, t) < h(s) ≤ h(1).
• On the other hand, h is not upper bounded near 0, hence for any given s, the function H(s, .) is not lower bounded near the border of T . However, choose τ ∈ T and for any 0 ≤ α ≤ 1 consider the sub-domain of T defined by
This compact convex set, illustrated in Figure 3 , contains τ and has a non null measure in T , whenever α < 1 (for α = 1 it degenerates into the singleton {τ }). For α = 0 we have T 0 = T over which H(s, .) is not lower bounded, but whenever α > 0 we get a lower bound over T α , since −h and log are increasing and ∀t ∈ T α t ≥ ατ : Neither the upper bound nor the lower bound of H(s, t) are dependent on s, t, hence, we have for some strictly positive constants
and
Observe that M > 0. Using the bounds on exp(mH), we get:
We now seek bounds for F α . We use a specific choice of τ :
It is then easy to show that, for all t ∈ T ,
Observe that D(t) is the information divergence between t and τ viewed as discrete distributions over K. It is a convex function of t which has minimum 0 reached at τ and maximum µ α over T α , reached at one of its corners. Hence, reporting in Equation (3) we get, for any s ≥ 1
Reporting in Equation (4), we get
Hence Z [1,∞) is finite if log T < 0, and infinite if log T − µ α ≥ 0 for at least some α, i.e. log T > inf α µ α . By Lemma 4, the same holds for Z(m, r). Now recall that µ α = D(t) where t is one of the corners of T α . When α tends to 1, all the corners of T α tend to τ , hence µ α tends to D(τ ) = 0. Hence inf α µ α = 0.
Lemma 7. If r > 0 and 0 < m and T = 1, then Z(m, r) is infinite (where T is defined as in the previous lemma).
Proof. Now, log T = 0, and, with the notations of the previous lemma, we have, using the change of variable z = mµ α s:
When α tends to 1, µ α tends to 0 and the integral in the numerator tends to Γ(M +
The k-th corner of T α is given by t h = ατ h for h = k and t k = ατ k + 1 − α. It is easy to show, using the fact that µ α is the maximum of D on the corners of T α , that
Furthermore, using the definition of A α and the homeomorphism t →τ + t−τ 1−α between T α and T , we get A α = (1−α) K−1 A 0 . Hence for some constant R > 0 we have for α in a neighbourhood of 1
When α tends to 1, the right-hand side tends to ∞, hence Z [1,∞) is infinite, hence so is Z(m, r) by Lemma 4.
3 Characterisation of the distribution Theorem 2. Let y 1:N be a finite family of random variables over T and x a random variable over R K + . We have Prior:
x ∼ Boojum(m, r) Observations: { y n |x ∼ Dirichlet(x) } N n=1
Independence:
This holds whenever the prior is proper, in which case so is the posterior.
Proof. Simple application of the definitions. Distribution Boojum has been explicitly constructed to be a conjugate prior to the Dirichlet distribution, which is exactly what Theorem 2 states. Obviously, the properness of the prior implies that of the posterior. As a consistency check, we give here a redundant proof of this result, in the case of a single observation y ∈ T , i.e. N = 1; the general result (N finite) is simply obtained by reiterating the argument. Assume the prior Boojum(m, r) is proper. By Theorem 1, we must first have r > 0 and −1 < m. Hence the posterior Boojum(m + 1, r − log y) satisfies r − log y > 0 (because y ∈ T hence ∀k y k ≤ 1) and 0 < m + 1. By Theorem 1, we must also have m ≤ 0 or k exp − r k m < 1:
• If 0 < m and k exp − r k m < 1, using Hölder's inequality with p = m + 1 and q = m+1 m we get
Hence, by Theorem 1, the posterior Boojum(m + 1, r − log y) is proper.
Theorem 3. Whenever Boojum(m, r) is a proper distribution, its moment generating function φ(v) for v ∈ R K , and its n-th moment M n for n ∈ N K are given by
Proof. By definition of the moment generating function, we have
And we have the general result M n =
In particular, the expectation of Boojum(m, r) is given by Figure 4 : Orthogonal view of a sample of the grid P Z 03 in the Euclidian plane P 03 . Here, the centre point is 000. Its nearest neighbours in the grid, linked to it by dotted lines, are at distance √ 2. The Voronoi cells of the grid P Z 0K are regular polytopes of rank K−1 and measure 1 (hexagons when K=3 as above, dodecahedra when K=4).
Numerical computation 4.1 Integration over the simplex
The family (P N K ) N ∈Z of parallel hyperplanes of R K is defined as follows:
Each hyperplane is equipped with the measure obtained by projection along any axis: it is proportional but not identical to its Lebesgue measure induced by Euclidian distance. It is also the measure used above in all the integrals over the simplex
be the Voronoi cell of x with respect to that grid. The family {ν N K (x)|x ∈ P (Z) N K } forms a regular tiling of P N K , illustrated in Figure 4 when K=3 (hence P N K is the 2D plane). For a given K, all the cells ν N K (x) can be obtained from each other by translation, hence their measure depends neither on x nor on N , but only on K, and is written λ K (in fact, we show below that λ K = 1). Indeed:
• For any pair x, x ∈ P (Z) N K , the grid P (Z) N K is invariant by translation of step x − x, which maps the cell ν N K (x) into the cell ν N K (x ).
• Similarly, the grid P Now, consider the dilatation of ratio 1 N from P N K into P 1K . It is a homeomorphism which transports the grid P (Z)
which tends to 0 when N →∞. Hence, if f is any continuous mapping over P 1K with compact support, then the integral of f can be obtained by Let F = N ≥0,K≥1 q N K X N Y K be the characteristic function of that sequence. We have, using the recurrence,
and it is easy to see that q N K ∼ N K−1 (K−1)! when N →∞. Applying Equation (5) to the indicator function of the simplex T K , we get
We now consider Equation (5) in the case where f is null outside T K , and is factorised, i.e. there exists a family f 1:K of scalar functions f k : R + → R such that
In that case, for a given N , the sum in the right-hand side of Equation (5) becomes
By construction, if ⊗ denotes the convolution operator on vectors indexed by 0:N , then
This convolution can be computed efficiently without exhaustively enumerating the grid P N N K . Depending on the magnitude of N , working with Fast Fourier Transforms may even be more efficient. In the log domain, a simple method makes use of the log ⊗ exp operator, which is associative commutative like ⊗, and which can be computed efficiently for any 0:N -dimensional vectors x, y by: log ⊗ exp(x, y) = log . * exp(T (x)+y)
where T (x) is the 0:N ×0:N Toeplitz matrix where T (x) nm is equal to x n−m if n ≥ m and −∞ otherwise, operator+ adds a vector to a matrix row-wise and returns a matrix, and operator log . * exp applies operator log exp to each row of a matrix and returns a vector. Operator log exp must be efficiently implemented to avoid numerical instability.
Approximate computation of Z(m, r)
For a given s ∈ R + , the integrand in the definition ofZ(s) is factorised (up to a multiplicative constant): 
Now, choose any pivot value ρ ∈ R + . Let Gam(K, ρ) be the Gamma distribution with shape K and rate ρ. The expectation can be approximated by the average of a sample (s p ) p=1:P from the distribution Gam(K, ρ) for P sufficiently large. Combining with Equation (7), we get:
In log scale, this becomes log Z(m, r) ≈ log Γ(K) − log P − K log ρ − (K − 1) log N + log 
