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Abstract—A class of multivariate spectral representations for
real-valued nonstationary random variables is introduced, which
is characterised by a general complex Gaussian distribution. In
this way, the temporal signal properties – harmonicity, wide-sense
stationarity and cyclostationarity – are designated respectively
by the mean, Hermitian variance and pseudo-variance of the
associated time-frequency representation (TFR). For rigour, the
estimators of the TFR distribution parameters are derived
within a maximum likelihood framework and are shown to be
statistically consistent, owing to the statistical identifiability of the
proposed distribution parametrization. By virtue of the assumed
probabilistic model, a generalised likelihood ratio test (GLRT)
for nonstationarity detection is also proposed. Intuitive examples
demonstrate the utility of the derived probabilistic framework
for spectral analysis in low-SNR environments.
Index Terms—augmented statistics, complex random variable,
hypothesis test, nonstationarity, time-frequency representation
I. INTRODUCTION
Spectral estimation is at the heart of exploratory data anal-
ysis and is an inherently complex-valued task. Yet, the results
are commonly interpreted using magnitude-only based models,
thus not accounting for the information within the phase
spectrum. From the maximum entropy viewpoint, magnitude-
only models make the implicit, yet fundamental, assumption
that the phase information, which is intrinsic to complex-
valued spectral data, is uniform and thus not informative. More
formally, such an assumption implies that the probability den-
sity function (pdf) of a spectral variable is complex circular,
or rotation-invariant, in the complex plane [1].
While it was first noted in [1], [2] that wide-sense sta-
tionary (WSS) random signals exhibit circularly distributed
Fourier transforms, the existence of noncircularly distributed
counterparts was not considered until the seminal work in [3].
Thereafter, a class of general complex time-frequency repre-
sentations (TFRs) was proposed in [4], which has motivated
various developments of complex-valued spectral analysis
techniques for modelling real-valued nonstationary random
signals [5], [6], [7], [8], [9], [10], [11], [12], [13], [14]. These
methods employ augmented complex statistics [15], which
provide a complete second-order statistical description of a
general complex random variable, x ∈ C, by incorporat-
ing the standard Hermitian variance, E
{|x|2} ∈ R, which
parametrizes the scale of a pdf, in conjunction with the pseudo-
variance, E
{
x2
} ∈ C, which parametrizes the eccentricity
and angle of an elliptical pdf in the complex plane [16]. If
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the pseudo-variance is equal to zero, E
{
x2
}
= 0, then a
complex variable, x, is said to be proper, or second-order cir-
cular. Otherwise, it is improper or second-order noncircular,
which implies a rotation-dependent pdf and manifests itself in
unequal powers or non-zero degree of correlation between the
real and imaginary parts of x [17].
In the spectral analysis setting, existing techniques typically
consider the spectral expansion of a real-valued signal, x(t) ∈
R, of the form
x(t) =
∫ ∞
−∞
eωtX(ω) dω (1)
where the complex-valued spectral variable, X(ω) ∈ C,
exhibits two distinctive second-order moments,
R(ω) = E
{|X(ω)|2} , P (ω) = E {X2(ω)} (2)
These are referred to respectively as the power spectral density
and complementary spectral density [4] (or panorama [8]).
The condition of spectral noncircularity, whereby |P (ω)| > 0,
has been demonstrated to be related to deterministic phase
characteristics of a signal in the time domain [7]. This high-
lights that the consideration of the augmented spectral statis-
tics becomes indispensable in the analysis of nonstationary
signals.
Despite success, there remain several issues that need to be
addressed for a more widespread application of noncircular
spectral variables and their augmented statistics:
1) Observe that the augmented spectral statistics in (2) are
absolute, or non-centred, moments. Referring to the maxi-
mum entropy principle, if no assumptions are made on the
mean of a spectral process, X(ω), then the implicit, yet
fundamental, assumption of pure stochasticity is imposed
on its time-domain counterpart, x(t). As such, existing
techniques cannot distinguish between the deterministic and
stochastic properties exhibited by real-world signals.
2) Spectral estimation algorithms operate under the assump-
tions of ergodicity, whereby the statistical expectation
(ensemble-average) and time-average operators are equiv-
alent. However, nonstationary signals have non-uniformly
distributed phase in time and are therefore non-ergodic.
3) Existing spectral analysis frameworks for real-valued sig-
nals are typically derived within the univariate setting
only, and there is a need to extend these to cater for the
multivariate setting, to support many emerging applications.
To this end, we introduce a class of multivariate complex time-
frequency representations which exhibits ergodicity in the first-
and second-order moments. These conditions facilitate the
statistical analysis of nonstationary time-domain signals even
in the critical case where only a single realisation is observed.
The proposed parametrization of TFR distributions, based on
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2the mean and second-order central moments, is shown to allow
for a rigorous and unifying treatment of a general class of
multivariate nonstationary real-valued temporal signals which
describe both deterministic and stochastic behaviours, a typical
case in real-world signals.
The rest of this paper is organized as follows. Section II-B
provides a maximum entropy viewpoint of existing spectral
estimation techniques and motivates the need for general
complex Gaussian distributed TFRs, which are shown to
describe a broad class of nonstationary time-domain signals
in Section III. A compact formulation of the spectral statistics
is derived in Section IV to enable the derivation of their
estimators in Section V. Lastly, a GLRT detector for non-
stationarity is proposed in Section VI. Numerical examples
are provided and demonstrate the advantages of the proposed
probabilistic framework for spectral analysis even in low-SNR
environments.
II. MULTIVARIATE COMPLEX TFR
A. Notation
We employ the following notation, whereby the Fourier
transform of a function, x(t) ∈ R, is given by a complex
spectral representation, X(ω) ∈ C, that is
x(t)
F←→ X(ω) (3)
Similarly, the Fourier transform of a vector-valued function,
x(t) ∈ RN , is given by x(ω) ∈ CN , that is
x(t)
F←→ x(ω) (4)
The above mapping implies the element-wise mapping in (3).
For convenience, and with a slight abuse of notation, the
absolute value, denoted by the symbol | · |, and trigonometric
operators, denoted by ∠(·) and cos(·), are employed in an
element-wise manner when the argument is vector- or matrix-
valued. Otherwise, the symbol  is employed to denote the
Hadamard (element-wise) product.
B. Maximum entropy spectral representations
We begin by demonstrating that standard spectral models
implicitly impose the assumption of pure temporal stochastic
signals and hence fail to model deterministic temporal prop-
erties. To see this, consider the spectral expansion of a signal,
x(t) ∈ R, in (1). Typically, our a priori knowledge of a signal
is limited to the following statistical conditions:
i) Square integrability,∫ ∞
−∞
x2(t) dt <∞ (5)
ii) Mean-square ergodicity (Parseval’s theorem),∫ ∞
−∞
x2(t) dt =
∫ ∞
−∞
|X(ω)|2 dω (6)
In such situations of limited knowledge, it is natural to resort
to the maximum entropy principle [18], which states that the
most representative random process maximises entropy given
the currently available knowledge. From this viewpoint, the
stochastic model which best represents the spectral process,
X(ω) ∈ C, is a zero-mean circularly distributed Gaussian
random variable [19], [20], which exhibits the following first-
and second-order moments
E {X(ω)}=0, E {X2(ω)}=0, E {|X(ω)|2}=R(ω) (7)
Upon inspecting the moments of the time-domain counterpart,
E {x(t)} =
∫ ∞
−∞
eωtE {X(ω)} dω = 0 (8)
var {x(t)} =
∫ ∞
−∞
E
{|X(ω)|2} dω = ∫ ∞
−∞
R(ω) dω (9)
we find that the time-domain signal represents a zero-mean
Gaussian distributed random variable, given by
x ∼ N
Å
0,
∫ ∞
−∞
R(ω) dω
ã
(10)
In other words, in classical spectral analysis the assumption of
pure temporal stochasticity is implicitly imposed. To address
this issue, it is necessary to assert statistical assumptions on
the mean of the spectral representation, for instance, that
M(ω) = E {X(ω)} 6= 0. In this way, we obtain the following
deterministic (harmonic) signal
m(t) = E {x(t)} =
∫ ∞
−∞
eωtM(ω) dω (11)
The benefits of employing such statistical assumptions will be
investigated in this work.
C. Multivariate complex TFR with ergodicity in the moments
In practice, we typically deal with single realisations of
finite duration; we can therefore assume that the signal under
consideration is of finite power and has a well-defined time-
average, which implies respectively the conditions of square
(L2-norm) and absolute (L1-norm) integrability, given by
lim
T→∞
1
T
∫ T
2
−T2
‖x(t)‖2 dt <∞ (12)
lim
T→∞
1
T
∫ T
2
−T2
‖x(t)‖1 dt <∞ (13)
Under these conditions, the real-valued signal, x(t) ∈ RN ,
admits the following time-frequency expansion [21]
x(t) =
∫ ∞
−∞
eωtx(t, ω) dω (14)
where x(t, ω) ∈ CN is the realisation of a spectral process at
an angular frequency, ω, and time instant, t.
To ensure that x(t) is real-valued, the Hermitian symmetry
condition, x∗(t, ω) = x(t,−ω), must be satisfied so that we
can express (14) in terms of TFRs associated with the positive
angular frequencies only, to yield
x(t) =
∫ ∞
0
[
eωtx(t, ω) + e−ωtx∗(t, ω)
]
dω (15)
D. Augmented spectral statistics
To cater for a broad variety of deterministic and stochastic
time-domain signals, the TFR is assumed to be multivariate
general complex Gaussian distributed [22], i.e. x(t, ω) follows
the linear model
x(t, ω) = m(ω) + s(t, ω) (16)
3where s(t, ω) ∈ CN is a zero-mean stochastic process, while
the time-invariant spectral mean is given by,
E {x(t, ω)} = m(ω) ∈ CN (17)
In addition, the time-invariant spectral covariance and spectral
pseudo-covariance are respectively defined as
cov {x(t, ω)} = E {s(t, ω)sH(t, ω)} = R(ω) (18)
pcov {x(t, ω)} = E {s(t, ω)sT(t, ω)} = P(ω) (19)
where the bound ‖P(ω)‖2 ≤ ‖R(ω)‖2 holds, by virtue of the
Cauchy-Schwarz inequality.
As with multivariate complex variables in general, the TFR
admits a compact augmented representation of the form
x(t, ω) =
ï
x(t, ω)
x∗(t, ω)
ò
∈ C2N (20)
which can be used to compactly parametrize the pdf of x(t, ω)
as follows [22]
p(x, t, ω)=
exp
î
− 12 (x(t, ω)−m(ω))HR−1(ω)(x(t, ω)−m(ω))
ó
piNdet
1
2 (R(ω))
(21)
with
m(ω) = E {x(t, ω)} =
ï
m(ω)
m∗(ω)
ò
(22)
R(ω) = cov {x(t, ω)} =
ï
R(ω) P(ω)
P∗(ω) R∗(ω)
ò
(23)
being respectively the augmented spectral mean and covari-
ance. Therefore, x(t, ω) is said to be distributed according to
x(t, ω) ∼ CN (m(ω),R(ω)) (24)
Furthermore, if the time-frequency representations exhibit
non-orthogonal bin-to-bin increments, then it is necessary
to also consider the following dual-frequency statistics (for
ω 6= ν)
cov {x(t, ω),x(t, ν)}=E {s(t, ω)sH(t, ν)} = R(ω, ν) (25)
pcov {x(t, ω),x(t, ν)}=E {s(t, ω)sT(t, ν)} = P(ω, ν) (26)
which are respectively referred to as the dual-frequency
spectral covariance and dual-frequency spectral pseudo-
covariance, and exhibit the following properties
R(ω, ν) = R∗(ν, ω) (27)
P(ω, ν) = P(ν, ω) (28)
‖P(ω, ν)‖2 ≤ ‖R(ω, ν)‖2 ≤ ‖R(ω)‖2‖R(ν)‖2 (29)
owing to the Cauchy-Schwarz inequality [4].
Remark 1. Notice that the spectral moments in (17)-(19) are
centred, which contrasts the usual spectral statistics based on
the absolute or non-centred moments. It is therefore possi-
ble to express the standard power spectral density and and
complementary spectral density [4], [5] (or panorama [8], [9],
[10]), denoted respectively by R˜(ω) and P˜(ω), in terms of the
spectral mean and covariances as follows
R˜(ω) = E
{
x(t, ω)xH(t, ω)
}
= m(ω)mH(ω) + R(ω) (30)
P˜(ω) = E
{
x(t, ω)xT(t, ω)
}
= m(ω)mT(ω) + P(ω) (31)
This shows that the mean and covariance information become
entangled when employing the legacy absolute (non-centred)
spectral statistics. This result also highlights that the power
spectrum is inadequate for detecting harmonics in low signal-
to-noise ratio environments, since ‖R(ω)‖  ‖m(ω)‖2. Re-
call from (11) that harmonics are also parametrized by the
spectral mean, m(ω), while Gaussian noise is parametrized
by the covariance, R(ω). The power spectral density of the
harmonics, R˜(ω), would therefore be dominated by the power
associated with the noise, thereby rendering the harmonic
indistinguishable from the noise.
E. Temporal moments
To gain insight into the physical meaning of the spectral
moments, it is useful to re-express these statistics directly in
the time domain by means of the inverse Fourier transform. For
instance, the spectral mean exhibits the following relationship
m(ω) = E {x(t, ω)} =
∫ ∞
−∞
e−ωtE {x(t)} dt
=
∫ ∞
−∞
e−ωtm(t)dt (32)
where
m(t) = E {x(t)} (33)
is the time-varying ensemble mean of x(t).
Upon introducing the zero-mean (centred) time-domain pro-
cess, s(t) = x(t)−m(t), from (25)–(26) we can express the
dual-frequency spectral covariances as follows
R(ω, ν) = E
{
s(t, ω)sH(t, ν)
}
=
∫ ∞
−∞
∫ ∞
−∞
e−(ωt1−νt2)E
{
s(t1)s
T(t2)
}
dt1dt2
=
∫ ∞
−∞
∫ ∞
−∞
e−(ωt1−νt2)R(t1, t2) dt1dt2 (34)
P(ω, ν) = E
{
s(t, ω)sT(t, ν)
}
=
∫ ∞
−∞
∫ ∞
−∞
e−(ωt1+νt2)E
{
s(t1)s
T(−t2)
}
dt1dt2
=
∫ ∞
−∞
∫ ∞
−∞
e−(ωt1+νt2)P(t1, t2) dt1dt2 (35)
to obtain the second-order temporal statistics
R(t1, t2) = E
{
s(t1)s
T(t2)
}
(36)
P(t1, t2) = E
{
s(t1)s
T(−t2)
}
(37)
which we refer to respectively as the ensemble autocovariance
and autoconvolution functions of x(t).
Remark 2. The requirement of employing the complementary
statistics to fully describe the complex spectral variables has a
physically meaningful interpretation in the time domain. This
is equivalent to exploiting the information arising from the
time-symmetry of x(t), which is captured by the autoconvolu-
tion in (37). This property was first investigated for univariate
signals in [8].
Remark 3. Observe that the time-domain statistics in (33)
and (36)-(37) are defined using the expectation (ensemble-
average) operator. Therefore, for general nonstationary signals
with non-uniformly distributed phase in time, these statistics
cannot be evaluated using the time-average operator owing
4to their non-ergodicity. However, by virtue of the proposed
framework, their TFRs, x(t, ω), do exhibit ergodicity in the
time-frequency domain. We demonstrate in the sequel that
these statistics can be computed, even in the critical case where
a single realisation of x(t) is observed.
III. A CLASS OF NONSTATIONARY SIGNALS WITH
TIME-INVARIANT SPECTRAL STATISTICS
We now introduce a class of multivariate real-valued non-
stationary temporal signals which exhibits the time-invariant
spectral statistics introduced in Section II-C.
Owing to the linearity property of the Fourier transform
in (14), it follows that if the TFRs are multivariate complex
Gaussian distributed, that is, x(t, ω) ∼ CN (m(ω),R(ω)),
then their time-domain counterpart, x(t), is also multivariate
Gaussian distributed, since a linear function of Gaussian
random variables is also Gaussian distributed. The signal, x(t),
is therefore distributed according to
x(t) ∼ N (m(t),R(t)) (38)
where m(t) ∈ RN and R(t) ∈ RN×N are the time-varying
mean vector and covariance matrix, defined respectively as
m(t) = E {x(t)} (39)
R(t) = cov {x(t)} (40)
which are a function of the spectral statistics, as is shown next.
Remark 4. Observe that the time-varying statistics of x(t)
in (39)-(40) are defined using the expectation operator, and
therefore cannot be estimated using the time-average operator
in the time domain. Following from Remark 3, we show in
the sequel that it is possible to instead estimate time-varying
statistics in the time-frequency domain, where the ergodicity
condition applies.
A. Harmonic signal
From (39), consider the statistical expectation of the spectral
expansion of x(t) as in (14), to yield
m(t)=E {x(t)}=
∫ ∞
−∞
eωtE {x(t, ω)} dω=
∫ ∞
−∞
eωtm(ω)dω
(41)
Alternatively, we can employ the equivalent formulation
m(t) =
∫ ∞
0
cos (ωt+ ∠m(ω)) |m(ω)| dω (42)
Therefore, the time-varying mean of x(t) is also a multivariate
real-valued harmonic signal. Notice that for ω = 0 the signal
reduces to a multivariate DC component.
Remark 5. Based on (41)–(42), observe that harmonics are
solely parametrized by the spectral mean. Therefore, the task
of estimating or detecting harmonics reduces to a first-order
statistical technique, whereby only the spectral mean needs
to be considered. This contrasts the legacy spectral methods
which employ absolute second-order statistics, such as the
autocorrelation matrix, the power spectrum or the complemen-
tary spectrum, to estimate harmonics (see also Remark 1).
Example 1. For illustration purposes, Fig. 1 shows a single
realisation of a univariate harmonic signal, denoted by x(t) ∼
N (m(t), 0), which exhibits a non-zero spectral mean at an
angular frequency ω0 6= 0, that is, |M(ω0)| > 0. The time-
varying mean is thus given by
m(t) = cos (ω0t+ ∠M(ω0)) |M(ω0)| (43)
Time
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M
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u
d
e M(ω) R(ω) P (ω)
Fig. 1: A single realisation of a harmonic signal (left panel) and its
associated spectral moments (right panel).
B. General cyclostationary signal
Following from the relation in (40), and upon introducing
the centred signal, s(t) = x(t)−m(t), consider the covariance
of the spectral expansion of x(t) as in (14), to obtain
R(t) = cov {x(t)} = E {s(t)sT(t)}
=
∫ ∞
−∞
∫ ∞
−∞
î
e(ω−ν)tR(ω, ν) + e(ω+ν)tP(ω, ν)
ó
dωdν
=
∫ ∞
0
∫ ∞
0
ï
cos ((ω − ν)t+ ∠R(ω, ν)) |R(ω, ν)|
+ cos ((ω + ν)t+ ∠P(ω, ν)) |P(ω, ν)|
ò
dωdν (44)
Therefore, the time-varying covariance of x(t) consists of a
sum of general cyclostationary components, each modulated
at an angular frequency, ω.
Remark 6. The class of real-valued cyclostationary signals
introduced by the seminal work in [23], [24], [25] is a special
case of the proposed class parametrized by the covariance
in (44), whereby only the spectral Hermitian covariances,
R(ω, ν), are considered. On the other hand, the model pro-
posed in this work also considers the spectral complementary
covariances, P(ω, ν), and can therefore cater for a more
general class of nonstationary signals, as shown next.
Example 2. Fig. 2 shows a single realisation of a univariate
general cyclostationary signal, x(t) ∼ N (0, r(t)), with a non-
zero spectral Hermitian variance and pseudo-variance, at an
angular frequency ω0 6= 0, such that, |R(ω0)| ≥ |P (ω0)| > 0.
The signal therefore has a time-varying variance of the form
r(t) = R(ω0) + cos (2ω0t+ ∠P (ω0)) |P (ω0)| (45)
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Fig. 2: A single realisation of a general cyclostationary signal (left
panel) and its associated spectral moments (right panel).
Next, consider the following special cases of (44):
1) Wide-sense stationary signal: Consider the case where
the spectral Hermitian covariance is non-zero only on the
stationary manifold (ω = ν), that is, R(ω, ν) = 0 for ω 6= ν,
5and the TFR is circularly distributed, with P(ω, ν) = 0 for all
ω, ν. Then, the stationary signal, s(t), is wide-sense stationary.
To see this, observe that the general cyclostationary covariance
in (44) reduces to the time-invariant covariance
R(t) =
∫ ∞
0
cos (∠R(ω)) |R(ω)| dω (46)
Example 3. Fig. 3 displays a single realisation of a univariate
wide-sense stationary signal with non-zero spectral Hermitian
variance at all frequencies, that is, R(ω) > 0 and P (ω) = 0
for all ω. The variance of the signal is time-invariant, since
r(t) =
∫ ∞
−∞
cos (∠R(ω))R(ω) dω (47)
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Fig. 3: A single realisation of a wide-sense stationary signal (left
panel) and its associated spectral moments (right panel).
2) Pure cyclostationary process: Consider the case where
the TFRs are maximally noncircular, or rectilinear, whereby
‖P(ω, ν)‖2 = ‖R(ω, ν)‖2. Using well-known trigonometric
identities, the general cyclostationary covariance in (44) re-
duces to its purely cyclostationary counterpart, given by
R(t)=
∫ ∞
0
∫ ∞
0
cos (ωt+Aων)cos (νt+Bων)|R(ω, ν)|dωdν
(48)
with
Aων =
1
2
Å
∠P(ω, ν) + ∠R(ω, ν)
ã
(49)
Bων =
1
2
Å
∠P(ω, ν)− ∠R(ω, ν)
ã
(50)
Example 4. Fig. 4 illustrates a single realisation of a univariate
purely cyclostationary signal with non-zero spectral Hermitian
variance and pseudo-variance at an angular frequency ω0,
whereby R(ω0) = |P (ω0)| > 0. The signal therefore has a
time-varying variance of the form
r(t) = cos2
Å
ω0t+
1
2
∠P (ω0)
ã
R(ω0) (51)
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Fig. 4: A single realisation of a wide-sense stationary signal (left
panel) and its associated spectral moments (right panel).
Example 5. With reference to Remark 1, we next demonstrate
the benefits of employing the proposed centred spectral mo-
ments over the legacy absolute second-order spectral moments
(power spectrum and complementary spectrum). Consider a
single realisation of a univariate general nonstationary signal
in Fig. 5(a). The signal consists of two harmonics at different
angular frequencies embedded in general cyclostationary noise
(shown in Fig. 5(b)). Observe that the signal constituents are
completely identifiable when employing the centred spectral
moments in Fig. 5(c), whereby: (i) M(ω) designates the
harmonics; (ii) R(ω) designates the WSS component; and (iii)
P (ω) designates the degree of cyclostationarity. In contrast,
the absolute second-order moments, R˜(ω) and P˜ (ω), cannot
distinguish between the harmonic and stochastic components,
as shown in Fig. 5(d).
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(a) Nonstationary signal.
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(b) Constituent signals in (a).
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(c) First- and second-order
moments of the spectrum.
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(d) Absolute second-order
moments of the spectrum.
Fig. 5: Spectral analysis of a real-valued nonstationary signal. (a) A
single realisation. (b) The constituents of the signal in (a). (c) The
centred spectral moments. (d) The absolute spectral moments.
IV. AUGMENTED SPECTRAL STATISTICS
Consider a multivariate nonstationary signal which exhibits
a discrete frequency spectrum, consisting of M frequency bins,
ω = [ω1, ..., ωM ]. The spectral expansion of x(t) in (15)
would therefore become
x(t) =
1√
2M
M∑
m=1
[
eωmtx(t, ωm) + e
−ωmtx∗(t, ωm)
]
(52)
Remark 7. Unlike the conventional DFT, the normalization
by the constant, 1√
2M
in (52), provides a rigorous mapping
of coordinates from the time-domain to the time-frequency
domain through a pure rotation in the complex plane, thus
preserving both the orthogonality and the norm [26].
To facilitate the analysis in this work, we express (52) in
a compact form by stacking the TFRs associated with each
frequency bin to form the matrix
X(t,ω) =
[
x(t, ω1), . . . , x(t, ωM )
] ∈ CN×M (53)
The expansion in (52) can thus be expressed in a matrix form
x(t) =
1√
2M
(
X(t,ω)eΩt1M + X
∗(t,ω)e−Ωt1M
)
(54)
where Ω = diag (ω) ∈ RM×M is the diagonal matrix of
angular frequencies, and 1M ∈ RM is a vector of ones.
Moreover, we can employ the vec-operator and Kronecker
product, which together yield vec(AB) =
(
BT ⊗ I) vec(A),
so as to obtain the following simplified expression
1√
2M
X(t,ω)eΩt1M =
1√
2M
(
1TMe
Ωt ⊗ IN
)
vec(X(t,ω))
= Φ(t,ω)x(t,ω) (55)
6where Φ(t,ω) ∈ CN×MN is the spectral basis, defined as
Φ(t,ω) =
1√
2M
î
eω1tIN , . . . , e
ωM tIN
ó
(56)
with IN ∈ RN×N being the identity matrix, and x(t,ω) ∈
CMN the time-spectrum representation, given by
x(t,ω) =
 x(t, ω1)...
x(t, ωM )
 (57)
In this way, we can write (54) as
x(t) = Φ(t,ω)x(t,ω) + Φ∗(t,ω)x∗(t,ω) (58)
By defining the augmented forms of Φ(t,ω) and x(t,ω) as
Φ(t,ω)=
î
Φ(t,ω),Φ∗(t,ω)
ó
, x(t,ω) =
ï
x(t,ω)
x∗(t,ω)
ò
(59)
we obtain the compact formulation of the spectral expansion
in (52), given by
x(t) = Φ(t,ω)x(t,ω) (60)
Notice that Φ(t,ω) is an orthogonal matrix owing to the nor-
malization constant, 1√
2M
in (52), i.e. Φ(t,ω)ΦH(t,ω) = IN .
A. Augmented spectral statistics
With the augmented time-spectrum representation,
x(t,ω) ∈ C2MN in (57), it is now possible to jointly consider
all of the dual-frequency spectral covariances in ω through
the proposed compact formulation. To see this, consider the
following probabilistic model
x(t,ω) ∼ CN (m(ω),R(ω)) (61)
where m(ω) ∈ C2MN denotes the augmented spectral mean,
defined as
m(ω) =
ï
m(ω)
m∗(ω)
ò
, m(ω) =
 m(ω1)...
m(ωN )
 (62)
and R(ω) ∈ C2MN×2MN denotes the augmented spectral
covariance, given by
R(ω) =
ï
R(ω) P(ω)
P∗(ω) R∗(ω)
ò
(63)
R(ω) =
 R(ω1) · · · R(ω1, ωM )... . . . ...
R(ωM , ω1) · · · R(ωM )
 (64)
P(ω) =
 P(ω1) · · · P(ω1, ωM )... . . . ...
P(ωM , ω1) · · · P(ωM )
 (65)
By combining the Hermitian and complementary spectral
covariances within the augmented form in (63), we obtain the
following results which stem from the properties of complex
augmented covariance matrices [22], [3], [27]:
i) R(ω) is Hermitian symmetric, R(ω) = RH(ω), and posi-
tive semi-definite, R(ω) < 0;
ii) P(ω) is complex symmetric, P(ω) = PT(ω) ;
iii) The Schur complement of R(ω) is positive semi-definite,
meaning that R(ω)− P(ω)R−∗(ω)P∗(ω) < 0;
iv) R(ω) provides an upper bound on the power of P(ω), that
is, ‖P(ω)‖2 ≤ ‖R(ω)‖2.
Remark 8. Observe from (64)-(65) that all of the dual-
frequency spectral covariances are accounted for by the prob-
abilistic spectral model in (61).
B. Time-varying statistics in the time-domain
For convenience, and without loss of generality, from now
on we shall drop the frequency spectrum indexing, that is, we
shall assume throughout that Φ(t,ω) ≡ Φ(t), x(t,ω) ≡ x(t),
m(ω) ≡ m and R(ω) ≡ R. In this way, we can write
x(t) = Φ(t)x(t) (66)
The time-domain counterpart, x(t), has already been shown
in (38) to be distributed according to x(t) ∼ N (m(t),R(t)),
and as a result it exhibits a time-varying pdf of the form
p(x, t) =
exp
î
− 12 (x(t)−m(t))T R−1(t) (x(t)−m(t))
ó
(2pi)
N
2 det
1
2 (R(t))
(67)
It therefore follows that the time-varying pdf can be written
in terms of the introduced time-invariant spectral statistics. To
see this, we can employ the relation in (66) to express the
first- and second-order time-varying statistics as follows
m(t) = E {x(t)} = Φ(t)E {x(t)} = Φ(t)m (68)
R(t) = cov {x(t)} = Φ(t)cov {x(t)}ΦH(t) = Φ(t)RΦH(t)
(69)
This re-parametrization offers various benefits, as demon-
strated in the sequel.
C. Sampling procedure for a time-varying process
Now that we have established a probabilistic spectral es-
timation model, we next derive a sampling procedure for
drawing samples, x(t) ∈ RN , from the nonstationary distri-
bution, x(t) ∼ N (m(t),R(t)) in (67). This is achieved by
drawing a TFR sample, x(t) ∈ CMN , from the stationary
TFR distribution, x(t) ∼ CN (m,R). Then, the TFR sample
can be transformed into its time-domain counterpart through
the Fourier transform in (66).
The sampling procedure begins by generating a circularly
distributed white Gaussian sample, w(t) ∈ CN , from a proper
multivariate Gaussian distribution w(t) ∼ CN (0, IMN ).
Then, its augmented form, w(t) =
[
wT(t),wH(t)
]T is em-
ployed to compute the TFR sample
x(t) = m + R
1
2 w(t) (70)
where R
1
2 is the widely linear Cholesky factor of R. The time-
domain signal is obtained through x(t) = Φ(t)x(t) in (66).
Remark 9. The proposed sampling procedure is closely
related to the iterative amplitude adjusted Fourier transform
(IAAFT) algorithm [28], [29], [30], [31]. Note that the IAAFT
algorithm employs the power spectrum and thereby implicitly
assumes that the TFR samples are distributed according to
x(t) ∼ CN (0, diag (mmH + R)) (71)
This is a consequence of Remark 1. As a result, IAAFT al-
gorithms can only generate WSS samples, while the proposed
7procedure is capable of generating deterministic and cyclosta-
tionary surrogates within a rigorously motivated framework.
D. Canonical time-frequency coordinates
The spectral expansion in (14) and its compact formulation
in (66), which our work builds upon, are versions of the
Crame´r-Loe`ve spectral expansion based on the Fourier basis.
Notice that the TFR, s(t) ∈ CMN , is in general noncircularly
distributed and exhibits non-orthogonal frequency increments
(see (25)-(26)), which give rise to several spectral redun-
dancies. As such, it may be desirable, or even necessary, to
describe instead the time-domain process, s(t), in terms of
circularly distributed TFRs which exhibit orthogonal incre-
ments, thereby reducing spectral redundancies. This can be
achieved through a Karhunen-Loe`ve-like spectral expansion
which employs a basis which is different from the standard
Fourier basis.
We therefore consider the task of mapping the noncircular
TFR, s(t), to its circular counterpart, denoted by c(t) ∈ CMN ,
using a strictly linear transform, Ψ ∈ CMN×MN , that is,
c(t) = Ψ s(t) (72)
whereby the second-order statistics of c are given by
E
{
c(t)cH(t)
}
=ΨE
{
s(t)sH(t)
}
ΨH=ΨRΨH=I (73)
E
{
c(t)cT(t)
}
=ΨE
{
s(t)sT(t)
}
ΨT=ΨPΨT=K (74)
where K ∈ RMN×MN is a diagonal matrix. The diagonal
form of the covariances of c(t) indicates that the TFR exhibits
orthogonal bin-to-bin increments, that is
E
{
c(t, ω)cH(t, ν)
}
= E
{
c(t, ω)cT(t, ν)
}
= 0, ω 6= ν
(75)
The TFRs which satisfy these conditions are said to be strongly
uncorrelated. In this way, we can then express the time-domain
process through the following spectral expansion
s(t) = Φ(t)s(t) + Φ∗(t)s∗(t)
= Φ(t)Ψ−1 c(t) + Φ∗(t)Ψ−∗ c∗(t) (76)
where Φ(t)Ψ−1 is the spectral basis which maps s(t) to
circularity distributed TFRs. Notice that, because the transform
is strictly linear, the Hermitian symmetry of the spectrum of
s(t) is preserved in this formulation.
It then follows that the transform, Ψ, can be obtained
through the strong uncorrelating transform (SUT) [32], [33],
[34], [35], which performs the simultaneous diagonalization
of R and P in (73)-(74), which we elaborate upon next.
We begin by defining the spectral coherence matrix as the
pre-whitened version of P, defined as
C = R−
1
2PR−
T
2 (77)
Since C is complex symmetric, we have C = CT, and not
Hermitian symmetric, so that C 6= CH, there exists a special
singular value decomposition for complex symmetric matrices
– the so called Takagi factorization – which yields
C = VKVT (78)
where V ∈ CMN×MN is unitary, VHV = VVH = I, and
K = diag (κ1, . . . , κNM ) is a diagonal matrix containing
the real-valued canonical correlations, which we refer to as
spectral circularity coefficients, 1 ≥ κ1 ≥ · · · ≥ κNM ≥ 0.
By defining a new transform as
Ψ = VHR−
1
2 (79)
we obtain the simultaneous diagonalization of R and P in
(73)-(74), since
ΨRΨH = VHR−
1
2RR−
H
2 V = VHV = I (80)
ΨPΨT = VHR−
1
2PR−
T
2 V∗ = VHCV = K (81)
The proposed spectral description then becomes
c(t) = VHR−
1
2 s(t) (82)
and is said to be given in canonical coordinates [36]. Upon
defining the augmented versions of Ψ and c(t) as
Ψ =
ï
Ψ 0
0 Ψ∗
ò
, c(t) =
ï
c(t)
c∗(t)
ò
(83)
we can obtain a compact formulation for the proposed spectral
expansion in terms of canonical coordinates, given by
s(t) = Φ(t)Ψ−1c(t) (84)
Remark 10. The change of basis provided by (84) is partic-
ularly useful for spectral analysis purposes because it reduces
the number of distinct spectral covariance parameters required
to describe the process from (N2M2 + NM) in R and P to
NM in K.
Remark 11. The i-th spectral circularity coefficient, κi, quan-
tifies the degree of circularity exhibited by the i-th entry of
the TFR, c(t) ∈ CNM . In the time-domain, this is equivalent
to quantifying the degree of cyclostationarity exhibited by s(t)
associated with the i-th element in c(t). Therefore, if there is
at least one non-zero spectral circularity coefficient, κi > 0,
then s(t) will exhibit a cyclostationary behaviour. Otherwise,
if all coefficients are equal to zero, then κi = 0 for all i, and
s(t) will be WSS.
Remark 12. The SUT has also been employed in [37],
[13], whereby the spectral circularity coefficients were used
to identify timefrequency regions that contain voiced speech.
However, we note that the work in [37], [13] performed
the SUT on the absolute second-order spectral moments,
R˜(ω) and P˜(ω) in (30)-(31), meaning that both harmonics
and cyclostationary behaviour were detected by the spectral
circularity measure. In turn, our approach performs the SUT
on centred moments, thereby targetting the cyclostationary
information only.
V. STATISTICALLY CONSISTENT SPECTRAL ESTIMATION
A. Maximum likelihood (ML) estimation
The log-likelihood of T samples, x(t) ∈ RN , which are
distributed according to the nonstationary distribution in (67),
and parametrized by the parameters m and R, is given by
L = ln
(
T−1∏
t=0
p(x, t)
)
=
T−1∑
t=0
ln (p(x, t)) (85)
= −1
2
Å
TN ln(2pi) +
T−1∑
t=0
ln det(R(t)) + sT(t)R−1(t)s(t)
ã
8where R(t) = Φ(t)RΦH(t) and s(t) = x(t)−Φ(t)m.
To determine the maximum likelihood estimator of m, we
can evaluate ∂L∂m = 0 to yield the stationary point
∂L
∂m
= −2
T−1∑
t=0
ΦH(t)
Ä
Φ(t)RΦH(t)
ä−1
(x(t)−Φ(t)m) = 0
(86)
which, after rearranging, leads to the ML estimator of the
spectral mean, m, given by
mˆ=
(
T−1∑
t=0
ΦH(t)R−1(t)Φ(t)
)−1(T−1∑
t=0
ΦH(t)R−1(t)x(t)
)
(87)
Remark 13. The term, R−1(t) =
Ä
Φ(t)RΦH(t)
ä−1
in
(87), cannot be simplified because Φ(t) is rank deficient.
Therefore, ΦH(t) is not injective and there exists a vector
v ∈ C2MN\{0} which achieves ΦH(t)v = 0 and hence
Φ(t)RΦH(t)v = 0. It thus follows that R(t) = Φ(t)RΦH(t)
is not injective and thus not invertible.
Remark 14. The ML estimator of the time-varying mean,
m(t), is obtained directly through the relationship in (68), i.e.
mˆ(t) = Φ(t)mˆ (88)
To determine the ML estimator of the spectral covariance,
R, we evaluate the stationary point, ∂L∂R = 0, to yield
∂L
∂R
=
T−1∑
t=0
R−1−ΦH(t)R−1(t)s(t)sT(t)R−1(t)Φ(t) = 0
(89)
Upon computing the centred time-domain signal using the
estimate of m(t) in (88), s(t) = x(t) − mˆ(t), we obtain the
ML estimator of R in the form
R =
(
1
T
T−1∑
t=0
ΦH(t)R−1(t)s(t)sT(t)R−1(t)Φ(t)
)−1
(90)
Remark 15. Notice that the maximum likelihood estimate of
R in (90) is a fixed-point solution, since it is a function of the
term R−1(t) =
Ä
Φ(t)RΦH(t)
ä−1
, which is dependent of R.
Remark 16. Following on from Remark 14, we can directly
obtain the ML estimator of the time-varying covariance, R(t),
through the Fourier transform relationship in (69), that is
Rˆ(t) = Φ(t)RˆΦH(t) (91)
B. Approximative solution
Several issues may arise when performing the maximum
likelihood procedure in practice. For instance, the procedure
is iterative and therefore susceptible to local maxima, since the
estimate of m in (87) requires an estimate of R in (90) and vice
versa. Furthermore, each estimate involves multiple matrix
inversions which may become computationally intractable for
large dimensions, N and M , or may even not exist for small
data lengths, T .
To this end, we consider the following approximative max-
imum likelihood estimation procedure, which instead employs
the likelihood function of the the time-spectrum representation,
x(t) ∈ C2MN , given by
p(x, t) =
exp
î
− 12 (x(t)−m)H R−1 (x(t)−m)
ó
piMNdet
1
2 (R)
(92)
By replacing x(t) in (92) with its least squares estimate based
on (66), i.e.
xˆ(t) = Φ+(t)x(t) ≡ ΦH(t)x(t) (93)
with the symbol (·)+ denoting the pseudo-inverse operator,
the likelihood of x(t) can now be expressed in terms of the
observable, x(t). We therefore obtain
p(x, t) '
exp
[
− 12
Ä
ΦH(t)x(t)−m
äH
R−1
Ä
ΦH(t)x(t)−m
ä]
piMNdet
1
2 (R)
(94)
By maximising the log-likelihood of T samples, ΦH(t)x(t),
which are distributed according to the pdf in (94), given
by L = ln
Å∏T−1
t=0 p(x, t)
ã
, we find that the ML estimators
reduce to
mˆ =
1
T
T−1∑
t=0
ΦH(t)x(t) (95)
Rˆ =
1
T
T−1∑
t=0
ΦH(t)sˆ(t)sˆT(t)Φ(t) (96)
with sˆ(t) = x(t)− mˆ(t) = x(t)−Φ(t)mˆ.
Remark 17. Recall from Remark 13 that the basis matrix,
Φ(t) ∈ CN×2MN , is rank-deficient. Therefore, there are
infinitely many solutions to the linear system x(t) = Φ(t)x(t),
since ΦH(t) has a non-empty null space. By employing the
least squares solution based on the Moore-Penrose pseudo-
inverse, i.e. x(t) = ΦH(t)x(t), we obtain the solution to x(t)
which minimizes the Euclidean distance, ‖x(t)−Φ(t)x(t)‖2.
Furthermore, out of all possible solutions which attain the least
squares error, this solution also provides the estimate with the
smallest norm, ‖x(t)‖2.
Remark 18. The approximate ML estimator of m in (95)
is, in essence, the discrete Fourier transform (DFT) of x(t).
In other words, the DFT represents the sample mean of the
sample time-spectrum. Similarly, the estimator of R in (96) is
the power spectrum matrix of the centred variable, s(t).
A natural next step is to consider whether an estimate of
s(t) can be retrieved from s(t). In general, this is not possible,
owing to the indeterminacy of the problem formulation, since
for every real-valued observation, s(t), there are two real-
valued unknowns, Re {s(t)} and Im {s(t)}. Nonetheless, it is
possible to estimate the value of s(t) in the minimum mean-
square error sense. Observe that the real and imaginary parts
of s(t) are related through the strictly linear mapping
s∗(t) = Ws(t) (97)
where W is the canonical correlation matrix between the
TFR and its own complex conjugate form. Therefore, we can
9estimate W by minimising the mean-square error
W = arg min
W
E {‖s∗(t)−Ws(t)‖2} = P∗R−1 (98)
to obtain the following relationship
s(t) = Φ(t)s(t) =
(
Φ(t) + Φ∗(t)P∗R−1
)
s(t) (99)
The optimal estimate of s(t), in the MSE sense, becomes
s(t) =
(
Φ(t) + Φ∗(t)P∗R−1
)+
s(t) (100)
Remark 19. For the univariate case (N = 1), the basis
matrix in (99) reduces to (eωt + %∗(ω)e−ωt), which is the
elliptic Fourier basis considered in [38], [39], [40], whereby
the quantity %(ω) = P (ω)/R(ω) is the spectral circularity
coefficient. The term
(
Φ(t) + Φ∗(t)P∗R−1
)
is therefore the
multivariate extension of the elliptic Fourier basis.
C. Conditions for statistical consistency
In practice, a single realisation of T samples of the signal,
x(t), is typically observed, whereby the conditions of the
occurrence cannot be duplicated or repeated. As a result,
we cannot employ the expectation (ensemble-average) op-
erator to evaluate the statistics of x(t). Instead, we must
resort to statistical estimates based on the the time-average
operator, as in (95) and (96). However, it is not obvious if
the time-average based estimate asymptotically approaches its
ensemble-average counterpart. If the time-average based esti-
mate is evaluated from a realisation of T samples approaches
the corresponding ensemble-average counterpart in the limit,
T →∞, then the estimator is said to be statistically consistent.
By virtue of the law of large numbers, the condition of sta-
tistical consistency will hold if the spectral samples, x(t), are
independent and identically distributed (i.i.d.). However, if the
samples are highly correlated then taking more samples would
not necessarily lead to a statistically consistent estimate. More
specifically, the spectral autocovariance and autoconvolution
functions play an important role in determining the conditions
of statistical consistency.
1) Statistical consistency of mˆ: From (95) it is easy to see
that mˆ is an unbiased estimate of the true spectral mean,
m. However, for the estimate to be statistically consistent
it is required that if the variance vanishes, mˆ converges to
m as T → ∞. This convergence will occur (in the mean
square sense) if the estimate covariance of m, that is, cov {mˆ}
vanishes with an increase in the number of samples. To
determine the conditions for when this occurs, we begin by
evaluating the estimated covariance of m as follows
cov {mˆ} = E
¶
(mˆ−m) (mˆ−m)H
©
= E

(
1
T
T−1∑
t=0
s(tn)
)(
1
T
T−1∑
t=0
s(t)
)H
=
1
T 2
T−1∑
t1=0
T−1∑
t2=0
E
{
s(t1)s
H(t2)
}
=
1
T 2
T−1∑
t=0
T−1∑
t=0
R(t1 − t2) (101)
where R(t1 − t2) = E
{
s(t1)s
H(t2)
}
is the spectral autoco-
variance function, with R(0) ≡ R. Upon inserting τ = (t1−t2)
into (101) and converting the double summation into a single
summation, we obtain
cov {mˆ} = 1
T 2
T−1∑
τ=0
(T − |τ |)R(τ) = 1
T
T−1∑
τ=0
Å
1− |τ |
T
ã
R(τ)
(102)
Therefore, the estimate, mˆ, is statistically consistent if the
following convergence condition holds
lim
T→∞
1
T
T−1∑
τ=0
Å
1− |τ |
T
ã
R(τ) = 0 (103)
2) Statistical consistency of Rˆ: To investigate the condition
for statistical consistency of Rˆ, we begin by evaluating the
estimated covariance of R, given by
cov
¶
Rˆ
©
= E
{Ä
Rˆ− R
ä Ä
Rˆ− R
äH}
=E

(
1
T
T−1∑
t=0
s(t)sH(t)− R
)(
1
T
T−1∑
t=0
s(t)sH(t)− R
)H
=
1
T 2
T−1∑
t1=0
T−1∑
t2=0
E
{
s(t1)s
H(t1)s(t2)s
H(t2)
}− RR
(104)
By virtue of Isserlis’ theorem [41], the fourth order moment
of s(t) can be expanded as follows
E
{
s(t1)s
H(t1)s(t2)s
H(t2)
}
= E
{
s(t1)s
H(t1)
}
E
{
s(t2)s
H(t2)
}
+ E
{
s(t1)s
T(t2)
}
E
{
s∗(t1)sH(t2)
}
+ E
{
s(t1)s
H(t2)
}
E
{
s∗(t1)sT(t2)
}
= RR+ P(t1 − t2)P∗(t1−t2) + R(t1−t2)R∗(t1−t2)
(105)
where P(t1 − t2) = E
{
s(t1)s
T(t2)
}
is the spectral auto-
convolution function, with P(0) ≡ P. Upon employing the
variable substitution, τ = (t1 − t2), we obtain the condition
for the statistically consistency of Rˆ to hold, given by
lim
T→∞
1
T
T−1∑
t=0
Å
1− |τ |
T
ã
(P(τ)P∗(τ) + R(τ)R∗(τ)) = 0
(106)
3) Statistical consistency of Pˆ: To determine the condition
for statistical consistency in Pˆ, we can compute the covariance
of P, given by
cov
¶
Pˆ
©
= E
{Ä
Pˆ− P
ä Ä
Pˆ− P
äH}
=E

(
1
T
T−1∑
t=0
s(t)sT(t)− P
)(
1
T
T−1∑
t=0
s(t)sT(t)− P
)H
=
1
T 2
T−1∑
t1=0
T−1∑
t2=0
E
{
s(t1)s
T(t1)s
∗(t2)sH(t2)
}− PPH
(107)
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whereby the fourth-order moment admits the expansion
E
{
s(t1)s
T(t1)s
∗(t2)sH(t2)
}
= E
{
s(t1)s
T(t1)
}
E
{
s∗(t2)sH(t2)
}
+ 2E
{
s(t1)s
H(t2)
}
E
{
s(t1)s
H(t2)
}
= PPH + 2R(t1 − t2)R∗(t1 − t2) (108)
Therefore, with the variable substitution, τ = (t1 − t2), we
can show that the estimate Pˆ is statistically consistent if the
following convergence holds
lim
T→∞
1
T
T−1∑
t=0
2
Å
1− |τ |
T
ã
R(τ)R∗(τ) = 0 (109)
Remark 20. Notice from (106) and (109) that the con-
dition for statistical consistency of Rˆ is milder than that
for Pˆ. The rate at which the time-average converges to
the ensemble-average is equivalent for Rˆ and Pˆ only when
the TFRs are maximally noncircular (rectilinear) whereby
‖P(τ)‖2 = ‖R(τ)‖2. For general non-rectilinear TFRs,
whereby ‖P(τ)‖2 < ‖R(τ)‖2, the estimator of Rˆ achieves
a lower estimation variance that the estimator of Pˆ.
Remark 21. If the TFR samples, x(t), are i.i.d., with R(τ) =
P(τ) = 0, τ 6= 0, the rate at which the time-average based
estimates converge to their ensemble-average counterparts
reduces to
cov {mˆ} = 1
T
R (110)
cov
¶
Rˆ
©
=
1
T
(PP∗ + RR) (111)
cov
¶
Pˆ
©
=
1
T
(2RR) (112)
and the estimates are therefore asymptotically consistent.
Example 6. Following on from Remark 21, the statistical
consistency of the proposed spectral estimators was verified
empirically. The sampling procedure derived in Section IV-C
was employed to generate T univariate samples (N = 1),
x(t) ∈ R, from a time-varying Gaussian process consisting of
one harmonic at an angular frequency ω0 embedded in WSS
noise. The parameters of the distribution were chosen arbitrar-
ily. The estimation variance was evaluated for each spectral
moment using sample lengths, T , in the range [10, 106]. The
results were averaged over 1000 independent Monte Carlo
simulations and are displayed in Fig. 6. Observe that the
attained asymptotic convergence of the estimators demon-
strates their statistical consistency, and that var
¶
Rˆ(ω0)
©
<
var
¶
Pˆ (ω0)
©
, since |P (ω0)| = 0.
VI. HYPOTHESIS TESTING
The introduced probabilistic framework makes it possible
to develop statistical hypothesis tests for the detection of
harmonicity, wide-sense stationarity and cyclostationarity – the
subject of this section. This is achieved by introducing a class
of generalized likelihood ratio tests (GLRTs), whereby the
goodness of fit of two competing statistical models is assessed
based on the ratio of their likelihoods.
Consider T samples of the time-spectrum estimate, xˆ(t) =
ΦH(t)x(t), drawn from the distribution in (92), denoted by
101 102 103 104 105 106
T
10−6
10−5
10−4
10−3
10−2
10−1
100
var{Mˆ(ω0)}
var{Rˆ(ω0)}
var{Pˆ (ω0)}
Fig. 6: The empirical estimation variance as a function of the sample
size, T , for the proposed spectral moment estimators, computed over
1000 independent realisations.
p(x, t,θ) with θ = {m,R} denoting the set of parameters
which characterise the pdf. For a given GLRT, two statistical
models are considered: (i) the null hypothesis, H0, which
states that the observables are drawn from the density function
p(x, t,θ0); and (ii) the alternative hypothesis,H1, which states
that the observables are drawn from the density function
p(x, t,θ1). More formally, we can formulate the test as follows
H0 : θ0 = {m0,R0} (113)
H1 : θ1 = {m1,R1} (114)
The likelihood of T samples being drawn under either hypoth-
esis, Hi for i ∈ {0, 1}, based on the least squares estimate of
x(t) = ΦH(t)x(t), is therefore given by
L(x,θi) =
T−1∏
t=0
p(x, t,θi)
'
exp
[
− 12
∑T−1
t=0
Ä
ΦH(t)x−mi
äH
R−1i
Ä
ΦH(t)x−mi
ä]
piTMN det
T
2 (Ri)
=
exp
î
−T2
Ä
tr
Ä
R−1i Rˆ
ä
+(mˆ−mi)HR−1i (mˆ−mi)
äó
piTMNdet
T
2(Ri)
(115)
where mˆ and Rˆ are the empirical approximative ML estimates,
defined respectively in (95) and (96). In this case, the GLR
decision statistic for the null hypothesis, H0, becomes
λ(x) = −2 ln
Ñ
max
θ0
L(x,θ0)
max
θ1
L(x,θ1)
é
(116)
with the quantity within the ln(·) operator referred to as the
GLR. Note that the maximisers of L(x,θ0) and L(x,θ1) are
given respectively by the ML estimates of the parameters in
θ0 and θ1 [42]. This procedure is not generally optimal in the
Neyman-Pearson sense, but is widely used in practice owing
to its reliable performance [43], [44], [45], [46].
Assuming that H0 is true, Wilk’s theorem [47] asserts
that the GLR statistic, λ(x), is asymptotically chi-squared
distributed with ν degrees of freedom as the sample size, T ,
increases [43], that is
lim
T→∞
λ(x) ∼ χ2ν (117)
where ν is the difference between the cardinalities of the
parameter sets, θ1 and θ0.
The GLRT decision rule is to reject the null hypothesis,
H0, if λ(x) exceeds the (1− α)-th percentile of a chi-squared
11
distribution with ν degrees of freedom. With this asymptotic
result, we can choose a threshold, γ, which yields a desired
probability of false alarm, PFA, to be equal to α, that is
PFA = P (χ
2
ν > γ) = α (118)
We would therefore reject H0 if λ(x) > γ. The corresponding
probability of rejection, given H0 is true (probability of false
alarm), PFA, and the probability of rejection, given H1 is true
(probability of detection), PD, are given respectively by
PFA =
∫
λ(x)>γ
L(x,θ0) dx∫
RN L(x,θ0) dx
(119)
PD =
∫
λ(x)>γ
L(x,θ1) dx∫
RN L(x,θ0) dx
(120)
From the relations in (115) and (116), the statistic, λ(x), can
be expressed in terms of the ML estimates and the parameters
of the null and alternative hypotheses, to yield
λ(x) = T ln det(R0)− T ln det(R1)
+ T tr
Ä
R−10 Rˆ
ä
+T (mˆ−m0)HR−10 (mˆ−m0)
− T tr
Ä
R−11 Rˆ
ä
−T (mˆ−m1)HR−11 (mˆ−m1) (121)
Based on the proposed statistical model of the TFRs, we
next introduce a series of hypothesis tests for the detection of
harmonicity, cyclostationarity, or general nonstationarity. This
is enabled by the results provided in Section III, which are
summarised in Table I.
TABLE I: Spectral statistics for special cases of the class of
multivariate nonstationary real-valued processes.
Time-domain behaviour m R and P
Harmonicity ‖m‖ > 0 -
Wide-sense stationary - R = diag (R), P = 0
Pure cyclostationary - ‖R‖ = ‖P‖
General cyclostationary - ‖R‖ > ‖P‖ > 0
A. Test for harmonics
We have shown that harmonics in the time domain are
characterised by a non-zero spectral mean, m. We can there-
fore develop a hypothesis test for the detection of harmonics,
whereby the null hypothesis asserts that the spectral mean is
zero, while the alternative hypothesis asserts the spectral mean
is non-zero, that is
H0 : θ0 = {0,R} (122)
H1 : θ1 = {m,R} (123)
Because no assumptions are imposed on the spectral co-
variance, it is assumed to take a general structure in both
hypotheses. The GLR statistic in scenario then reduces to
λ(x) = T mˆHRˆ
−1
mˆ (124)
Remark 22. Observe that the GLR statistic in (124) implicitly
provides us with a measure for quantifying the multivariate
signal-to-noise ratio (SNR), that is, λ(x) = T SNR. We can
therefore employ the following SNR expression
SNR = mHR−1m (125)
B. Test for cyclostationarity
Cyclostationarity in the time domain is manifested by non-
zero dual-frequency spectral covariances or non-zero spectral
pseudo-covariances. In other words, cyclostationarity arises
when there exists non-zero off-diagonal elements in R. There-
fore, the hypothesis test for cyclostationarity detection can be
devised analytically, whereby the null hypothesis asserts that
the augmented spectral covariance is a diagonal matrix, while
the alternative hypothesis asserts the spectrum exhibits non-
zero off-diagonal elements, that is
H0 : θ0 = {m, diag (R)} (126)
H1 : θ1 = {m,R} (127)
Notice that, because no assumptions are imposed on the
spectral mean, it is assumed to take a general structure in
both hypotheses. The GLR statistic in this scenario becomes
λ(x) = T ln det
Ä
diag
Ä
Rˆ
ää
− T ln det
Ä
Rˆ
ä
+ T tr
(
diag
Ä
Rˆ
ä−1
Rˆ
)
− 2TNM (128)
Remark 23. The GLR statistic in (128) implicitly provides us
with new measure for quantifying the degree of multivariate
cyclostationarity, given by
% = 1− det(R)
det(diag (R))
, 1 ≥ % ≥ 0 (129)
which is closely related to the measure proposed in [48] to
quantify the degree of impropriety of multivariate complex
variables. Observe that, if R has at least one non-zero off-
diagonal entry (which is the condition for cyclostationarity),
then % > 0. In the limit case, if ‖P‖ = ‖R‖ (the condition for
pure cyclostationarity), we then have % = 1. Otherwise, if R is
a diagonal matrix (the condition for wide-sense stationarity),
then % = 0.
Remark 24. Hypothesis tests for the detection of cyclosta-
tionarity have already been proposed in [49], [50], [51], [12],
[52], [53], however, these existing techniques are based on the
absolute second-order moments of TFRs and therefore cannot
distinguish between a harmonic process and a cyclostationary
one, since the absolute second-order moments contain both
the mean and the centred second-order moments, i.e. R˜ =
mmH+R (see Remark 1). On the other hand, our approach is
based on the centred second-order moments and will therefore
only detect cyclostationarity.
C. Test for general nonstationarity
Within the proposed setting, general nonstationarity is de-
fined as the presence of either harmonics or cyclostationarity,
or both simultaneously. With that, general nonstationarity in
the time domain is manifested by either a non-zero spectral
mean and/or by an augmented spectral covariance with non-
zero off-diagonal entries. Therefore, the hypothesis test for
the detection of general nonstationarity can be established as
follows
H0 : θ0 = {0, diag (R)} (130)
H1 : θ1 = {m,R} (131)
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In this case, the GLR statistic takes the form
λ(x) = T ln det
Ä
diag
Ä
Rˆ
ää
− T ln det
Ä
Rˆ
ä
+ T tr
(
diag
Ä
Rˆ
ä−1 Ä
mˆ mˆ
H + Rˆ
ä)
− 2TNM (132)
Remark 25. Following on from Remark 24, the proposed
hypothesis test for the detection of general cyclostationarity is
closely related to the existing tests for cyclostationarity which
employ the absolute second-order moment, R˜ = mmH + R.
Observe that the absolute second-order moment also appears
in the GLR statistic in (132).
For each of the proposed hypothesis tests, the degrees of
freedom parameter, ν, takes the form
ν =

NM, test for harmonics,
1
2
(
3N2M2 −NM) , test for cyclostationarity,
1
2
(
3N2M2 +NM
)
, test for nonstationarity.
(133)
D. Receiver operating characteristics (ROC)
From the definitions of PFA and PD in (119)-(120), an
increase in the decision threshold, γ, will result in a decrease
in both the probabilities of false alarm and detection. We
therefore investigated the achievable (PD, PFA) pairs for each
of the proposed hypothesis tests by varying the value of
γ on the so called receiver operating characteristic (ROC)
curves. The ROC curves of the GLRT detectors for harmonics,
cyclostationarity and general nonstationarity are respectively
shown in Fig. 7(a), Fig. 7(b) and Fig. 8.
For each of the hypothesis tests, the probabilities, PFA and
PD, of the associated GLRT detector were evaluated over
1000 independent Monte Carlo simulations using the sampling
procedure given in Section IV-C. The dimensionality of the
multivariate nonstationary process, x(t) ∈ RN , was set to
N = 10 and the number of samples in each signal realisation
was T = 500. The spectral moments of the sampled signal
were chosen arbitrarily to be non-zero, that is, ‖m‖ > 0,
‖R‖ > 0 and ‖P‖ > 0, unless stated otherwise.
VII. CONCLUSIONS
A class of multivariate spectral representations of real-
valued nonstationary processes has been introduced. This has
been achieved based on their time-frequency representation
(TFR) being general complex Gaussian distributed. In this
way, various nonstationary time-domain signal properties have
been naturally parametrized by the first- and second-order
moments of the TFRs. The maximum likelihood estimator of
these spectral moments has also been derived and employed
within a GLRT for nonstationarity detection. Simulation exam-
ples have demonstrated the benefits of the proposed framework
over existing ones for spectral analysis in low-SNR environ-
ments.
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(a) Harmonics detector.
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Fig. 7: The ROC curves for the proposed hypothesis tests. (a)
The ROC curves of the GLRT detector for harmonics proposed
in Section VI-A, evaluated from signals with varying SNRs in the
range [−20, 0] dB. (b) The ROC curves of the GLRT detector for
cyclostationarity proposed in Section VI-B, evaluated from signals
with varying measures of cyclostationarity, %, in the range [0, 0.5].
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(a) Varying SNR, % = 0.
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(b) Varying SNR, % = 0.25.
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(c) Varying %, SNR = 0.
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Fig. 8: The ROC curves for the proposed hypothesis tests. (a)
The ROC curves of the GLRT detector for general nonstationarity
proposed in Section VI-C. (a) ROC curves evaluated from signals
with varying SNRs in the range [−20, 0] dB in the absence of
cyclostationarity, % = 0. (b) ROC curves evaluated from signals
with varying SNRs in the range [−20, 0] dB in the presence of
cyclostationarity, % = 0.25. (c) ROC curves evaluated from signals
with varying % in the range [0, 0.5] in the absence of harmonics,
m = 0. (d) ROC curves evaluated from signals with varying % in the
range [0, 0.5] in the presence of harmonics, SNR = −10 dB.
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