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Resumo
Neste trabalho estudamos sistemas de elétrons fortemente correlacionados
não homogêneos. Uma superrede de líquidos de Luttinger composta por um
arranjo periódico de dois líquidos de Luttinger diferentes é considerada e
encontramos que suas propriedades são uma mistura das propriedades dos
líquidos constituintes dependendo da proporção espacial em que estejam.
O peso de Drude é dado pelo produto da velocidade efetiva de carga e o
expoente de correlação efetivo de carga, como no caso homogêneo. As leis
de escala entre os expoentes nas funções de correlação não são alteradas pela
estrutura da superrede.
As propriedades de baixa energia de uma superede de Hubbard unidi-
mensional (arranjo periódico de duas cadeias de Hubbard com acoplamentos
e/ou hoppings diferentes) e uma superrede de spins (arranjo periódico de
duas cadeias XXZ de spin-
1
2
com parâmetros de anisotropia diferentes) são
descritas em termos de uma superrede de líquidos de Luttinger. Para as su-
peredes de Hubbard encontramos que o estado fundamental apresenta várias
fases: metálicas e isolantes, as últimas sem gap (compressíveis). As superre-
des de spin apresentam platôs na magnetização que dependem da proporção
espacial em que estejam as cadeias.
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O modelo de Wol é generalizado e estudado via bosonização. Uma
análise de grupo de renormalização é feita e, até primeira ordem, três fases
são encontradas: condutor de carga e isolante de spin, condutor perfeito e
isolante perfeito. Em segunda ordem, linhas de pontos xos instáveis são
encontradas.
Abstract
In this work, we study inhomogeneous strongly correlated electron systems.
A Luttinger liquid superlattice, modeled by a repeated pattern of two die-
rent Luttinger liquids was considered. We nd that the eective low-energy
description amalgamates features of both types of liquids in proportion to
their spatial extent. The Drude peak is given by the product of the eective
charge velocity and the eective exponent in the charge-charge correlation
function. The scaling laws between the exponents of the correlation functions
are maintained, but with eective exponents.
The low-energy properties of a one-dimensional Hubbard superlattice
(which consists of a periodic arrangement of two long Hubbard chains with
dierent couplings and dierent hoppings) and spin superlattices (consisting
of a repeated pattern of two long spin-
1
2
XXZ chains, with dierent aniso-
tropy parameters) are described in terms of Luttinger liquid superlattices.
One-dimensional Hubbard superlattices exhibit a very rich phase diagram
with several dierent phases: metallic and insulating, the latter with no gap
(compressible). Non-trivial plateaux, with magnetization depending of the
relative sizes of the chains, were found in spin superlattices.
We generalized and studied the Wol model using bosonization. From
ix
xa renormalization group calculation we found three phases (in rst order of
perturbation theory): charge conductor and spin insulator, perfect conductor
and perfect insulator. Lines of unstable xed points were found in second
order of perturbation theory.
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Introdução
Sistemas de elétrons fortemente correlacionados representam um desao à
nossa capacidade de descrevê-los sicamente. Mais e mais, nos últimos anos,
tem-se tornado claro que muitas das ferramentas de que normalmente dispo-
mos para atacar esses sistemas não têm se mostrado sucientes para captu-
rarmos a essência do seu comportamento. Essa deciência se tornou extre-
mamente premente no caso de supercondutores de alta temperatura crítica
(SATC)[1]. Nesses óxidos de cobre de estrutura perovskita, a dinâmica dos
elétrons parece ser dominada pelos planos de cobre e oxigênio, onde se acre-
dita se formar um sistema fortemente anisotrópico de elétrons (ou buracos)
com caráter essencialmente bidimensional. Embora a tridimensionalidade do
sistema seja essencial em algumas propriedades físicas desses compostos, mui-
tas propriedades importantes parecem já estar contidas na física ainda não
completamente entendida de um sistema de elétrons interagentes em duas
dimensões, a saber, os planos de cobre e oxigênio acima mencionados.
A característica mais marcante desses sistemas é a inadequação de uma
descrição baseada na teoria dos líquidos de Fermi de Landau[2]. Isso é ates-
tado mais dramaticamente pela dependência linear com a temperatura da
resistividade planar[3]. A teoria dos líquidos de Fermi de Landau constitui a
xv
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pedra fundamental do nosso entendimento da física de baixa energia e com-
primentos de onda longos de sistemas de elétrons interagentes em dimensões
superiores a 1[4]. A sua inadequação para a descrição satisfatória dos SATC
representa, portanto, um enorme desao que tem incentivado a busca e o
interesse por outras fases metálicas que não sejam líquidos de Fermi.
Ao mesmo tempo, uma técnica de abordagem teórica das mais bem su-
cedidas é a técnica de bosonização, que tem sua utilização mais frutífera na
análise de sistemas fermiônicos unidimensionais (1D)[5]. Nesse caso, uma
análise que foi amadurecendo ao longo dos anos culminou nalmente com o
estabelecimento do conceito de líquido de Luttinger[6]. O que se sabe hoje é
que sistemas de elétrons em 1 dimensão constituem uma exceção à descrição
em termos de líquidos de Fermi de Landau. Ao contrário, as excitações ele-
mentares daqueles sistemas se esgotam pelos modos coletivos de carga e spin,
sendo a quase-partícula, objeto central na teoria de Landau, completamente
instável e de meia vida curta. Para essa conclusão foi essencial a utilização
da técnica de bosonização, que mapeia um sistema de férmions num sistema
de bósons equivalente.
As propriedades físicas no limite de baixas energias e comprimentos de
onda longos de sistemas interagentes unidimensionais sem gap se caracteri-
zam por funções de correlação e funções espectrais que decaem em forma de
leis de potências. O comportamento do chamado líquido de Luttinger é forte-
mente baseado no modelo de Tomonaga-Luttinger[7, 8], da mesma forma que
o estado normal e as excitações de elétrons interagentes tridimensinais (3D)
são relacionados àqueles de um gás tridimensional de férmions livres (teoria
de líquidos de Fermi de Landau). Um detalhado entendimento da importante
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competição entre interações e desordem também têm sido obtido[9, 10, 11].
Além disso, o efeito das condições de contorno sobre as propriedades de baixa
energia dos líquidos de Luttinger foi considerado poucos anos atrás[12]. Em
particular, foi mostrado que sistemas quânticos 1D e com condições de con-
torno abertas formam uma nova classe de universalidade de comportamento
crítico quântico [13].
Paralelamente, novas técnicas experimentais têm tornado possível o cres-
cimento de nanoestruturas que são topologicamente unidimensionais, tais
como os quânticos e nanotubos de carbono. A teoria de líquidos de Luttin-
ger tem tido sucesso em predizer o transporte em sistemas com efeito Hall
quântico fracionário [14, 15, 16] e nanotubos de carbono [17], entretanto para
os quânticos sua aplicação ainda causa controvérsias [18].
Recentemente, processos de espalhamento causados por não homogenei-
dades na interação elétron-elétron têm atraído muito a atenção[19, 20]. Tais
não homogeneidades podem ser realizadas e são, na verdade, inevitáveis em
sistemas 1D. Por exemplo, nós podemos mudar a densidade eletrônica e por-
tanto, mudar a força de interação efetiva aplicando um potencial a um ele-
trodo que cobre parte de um o quântico. Esses sistemas 1D com interação
variável podem ser descritos em termos de líquidos de Luttinger não homogê-
neos, onde as velocidades das excitações (u

e u

) e os expoentes de correlação
(K

e K

) dependem da posição. Por exemplo, a não renormalização da con-
dutância pelas interações em os quânticos de GaAs[21] de alta mobilidade
tem sido explicada em termos de um líquido de Luttinger usual (represen-
tando o o) em contato com um líquido de Luttinger livre (não interagente)
em cada um dos extremos (representando os eletrodos)[22, 23, 24]. Líquidos
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de Luttinger com diferentes pers de não homogeneidades têm sido usados
no contexto do efeito Hall quântico fracionário (EHQF) para descrever as
transições entre estados de borda com diferentes preenchimentos [25, 26], ou
entre um estado de borda e um líquido de Fermi[27].
Estruturas do tipo superrede são de grande interesse tanto do ponto de
vista teórico como de possíveis aplicações, já que elas apresentam uma rica
variedade de novas propriedades físicas. Por exemplo, amostras 3D feitas al-
ternando camadas magnéticas metálicas (átomos de Fe, Ni ou Co) e camadas
metálicas não magnéticas (átomos de Cu, Ag, Mn, Au ou Mg) apresentam
uma diminuição da resistividade do sistema na presença de um campo mag-
nético (este fenômeno é conhecido como magnetoresistência gigante). Um
outro fenômeno é a oscilação da constante de troca com a largura da camada
não magnética, quando a camada magnética é mantida xa, bem como em
função da largura da camada magnética quando a largura do espaçador não
magnético é mantida xa[28]. Assim ca óbvio que sistemas de elétrons for-
temente correlacionados não homogêneos não aleatórios são muito diferentes
dos já bem estudados e compreendidos sistemas homogêneos. Desenvolver
uma teoria eletrônica das propriedades magnéticas de superredes (partindo
de primeiros princípios) é uma tarefa muito difícil. Em vista disso, Paiva e
dos Santos [29, 30] partiram de um modelo simplicado que contém a física
essencial, chamado de superrede de Hubbard unidimensional (SHU). Este
consiste de um arranjo periódico de sítios livres onde U = 0 seguido de sítios
interagentes com U > 0, sendo U a interação coulombiana entre elétrons
de spins opostos num mesmo sítio. Usando o método de diagonalização de
Lanczos, eles observaram que o momento local é transferido das camadas
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interagentes para as livres e que o quase ordenamento de ondas de densidade
de spin é destruído pela frustração. A evolução do momento local e do gap
de carga, junto com uma análise de acoplamento forte, mostraram que a den-
sidade eletrônica na qual o sistema é isolante aumenta com o comprimento
da camada livre, quando o comprimento da camada repulsiva é mantido xo.
Mais recentemente, outros tipos de não homogeneidades em cadeias de
Hubbard foram estudadas [31]. Esses pesquisadores consideraram um hop-
ping periodicamente modulado com preenchimento e magnetização arbitrá-
rios.
Motivados pelos estudos em superredes já comentados anteriormente, nós
estudamos as propriedades físicas de um arranjo periódico de dois líqui-
dos de Luttinger diferentes, que nós chamamos de superrede de líquidos de
Luttinger[32]. A Hamiltoniana deste modelo é diagonalizada fazendo uma
expansão em termos de um conjunto de operadores de criação e aniquilação
de bósons, e autofunções. Propriedades assintóticas tais como as velocidades
efetivas das excitações, funções de correlação, condutividade e compressibi-
lidade foram calculadas.
Dois modelos de rede foram estudados: Superredes de Hubbard unidi-
mensionais e superredes de spin. Em equilíbrio, as propriedades de baixa
energia destes modelos são descritas em termos de uma superrede de líquidos
de Luttinger.
Assim como uma estrutura de superrede leva à aparição de novas pro-
priedades, um outro tipo comum de não homogeneidade, a presença de uma
ou mais impurezas, também conduz a novos e interessantes fenômenos. Um
exemplo clássico é o efeito Kondo, que ocorre quando se têm impurezas mag-
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néticas diluídas em uma matriz metálica não magnética. As impurezas mag-
néticas causam um mínimo na resistência a uma temperatura nita, devido
ao espalhamento com troca de spin entre os elétrons de condução e o mo-
mento localizado da impureza[33].
A presença de uma impureza em um líquido de Luttinger afeta drama-
ticamente as propriedades físicas. No caso de elétrons sem spin temos que
para interações repulsivas há reexão total e para interações atrativas há
transmissão total[34, 35].
Um modelo de impurezas muito estudado, o modelo de Wol[36], descreve
um mar de elétrons livres com uma impureza substitucional. Quando o
mar de elétrons livres é descrito em termos de um líquido de Luttinger livre
e levamos em conta os termos locais de potencial e interação, obtemos o
chamado modelo de Wol contínuo. Este problema foi por nós mapeado em
uma teoria de campos efetiva usando bosonização, onde são desprezados os
termos que no limite de baixas energias são irrelevantes. Fizemos então uma
análise perturbativa de grupo de renormalização.
Resumindo, este trabalho tem como motivação entender o efeito de não
homogeneidades (ou seja, estrutura de superrede ou impurezas) sobre as pro-
priedades de baixas energias de sistemas de elétrons fortemente correlaciona-
dos.
A estrutura dessa tese é a seguinte. A teoria básica e as mais relevan-
tes propriedades dos líquidos de Luttinger são discutidas no capítulo 1. Nos
capítulos 2, 3 e 4 são discutidas as superredes de líquidos de Luttinger, super-
redes de Hubbard unidimensionais e as superedes de spin, respectivamente.
O modelo de Wol contínuo é considerado no capítulo 5. Por último, são
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dadas as conclusões deste trabalho e as perspectivas do mesmo.
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Capítulo 1
Líquidos de Luttinger
As propriedades dos metais comuns em três dimensões (3D) podem ser des-
critas muito bem pela teoria de Landau dos líquidos de Fermi. Esta teoria
estabelece uma correspondência 1 : 1 entre as excitações de baixa energia
de um gás de Fermi e aquelas de um líquido de elétrons interagentes, cha-
madas de quasepartículas[37]. Elas têm os mesmos números quânticos que
as partículas no gás de Fermi, mas suas propriedades são renormalizadas
pelas interações. Por exemplo, a função de Green tem um pólo com resí-
duo 0 < Z
k
F
< 1 na superfície de Fermi, enquanto que no gás de Fermi
Z
k
F
= 1. Além disso, as quasepartículas são caracterizadas por uma massa
efetiva m

6= m, onde m é a massa do elétron. Finalmente, a física de baixas
energias é parametrizada por um conjunto de parâmetros F
`
s;a
, que contém
os efeitos de interação residuais entre as quasepartículas nos canais de spin
e carga.
Nas últimas décadas, a busca por estados metálicos que não sejam líquidos
de Fermi tem sido intensa, motivada em parte pelas propriedades não usuais
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do estado normal dos supercondutores de alta temperatura crítica, mas uma
conrmação denitiva do estado não líquido de Fermi ainda está faltando
[1]. Em uma dimensão (1D) no entanto, já se conhece um bom exemplo que
é o líquido de Luttinger[5, 6], onde as quasepartículas não são estáveis e a
teoria de líquidos de Fermi não é valida. O líquido de Luttinger é baseado
no modelo de Luttinger[8], que será estudado a seguir.
Primeiro, consideremos um sistema 1D com N
0
elétrons e comprimento
L. Na ausência de campos externos, o estado fundamental do sistema livre
é o mar de Fermi jFSi com k
F
= N
0
=2L. Se ao sistema livre adicionamos
um férmion em um estado k com jkj > k
F
, é criada uma quasepartícula.
Esta quasepartícula não é estável quando as interações são consideradas. As
excitações elementares estáveis deste sistema são do tipo partícula-buraco
c
y
k+p
c
k
jFSi.
1.1 Modelo de Tomonaga-Luttinger
O modelo de Tomonaga-Luttinger[7, 8] descreve férmions interagentes em
uma dimensão, que se movimentam à esquerda (r =  ) e direita (r = +)
através da Hamiltoniana
H = H
0
+H
2
+H
4
(1.1)
H
0
=
X
r;k;s
v
F
(rk   k
F
) : c
y
r;k;s
c
r;k;s
:; (1.2)
H
2
=
1
L
X
p;s;s
0
[g
2
(p)Æ
s;s
0
+ g
2
(p)Æ
s; s
0
]
+;s
(p)
 ;s
0
( p); (1.3)
H
4
=
1
2L
X
r;p;s;s
0
[g
4
(p)Æ
s;s
0
+ g
4
(p)Æ
s; s
0
] : 
r;s
(p)
r;s
0
( p) :; (1.4)
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onde c
r;k;s
descreve férmions com momento k, spin s nos dois ramos (r = )
da dispersão que varia linearmente "
r
(k) = v
F
(rk   k
F
). As constantes
de acoplamento g
2
e g
4
medem a magnitude do espalhamento para frente
(transferência de momento jqj  k
F
) entre partículas de diferentes ramos ou
no mesmo ramo, respectivamente.
Figura 1.1: Modelo de Luttinger. Relação de dispersão (esquerda) e processos de
espalhamento (direita). Linhas pontilhadas denotam partículas do ramo esquerdo
e linhas cheias partículas do ramo direito.
Na Hamiltoniana (1.1)

r;s
(p) =
X
k
: c
y
r;k+p;s
c
r;k;s
:=
X
k
(c
y
r;k+p;s
c
r;k;s
  Æ
p;0
hc
y
r;k;s
c
r;k;s
i
0
); (1.5)
é o operador de utuação de densidade nos canais r =  e :    : deno-
ta ordenamento normal, denido pela segunda igualdade. Estes operadores
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obedecem a seguinte relação de comutação bosônica
[
r;s
(p); 
r
0
;s
0
( p
0
)] =  Æ
r;r
0
Æ
s;s
0
Æ
p;p
0
rpL
2
: (1.6)
Esta álgebra é conhecida como a álgebra de Kac-Moody U(1) na teoria de
campos. A relação (1.6) é exata, já que a relação de dispersão se estende
ao innito :  1 < k < 1 para os dois ramos. Para se obterem resultados
com signicado físico, considera-se que todos os estados com energia negativa
estão ocupados.
Atuando sobre o estado fundamental da Hamiltoniana livre H
0
, o opera-
dor 
r;s
(p) comporta-se tanto como operador de criação ou destruição, de-
pendendo do sinal de p

+;s
( p)j0i = 
 ;s
(p)j0i = 0 para p > 0:
Da Hamiltoniana (1.1), nós vemos que os termos de interação entre os
férmions são bilineares nos operadores de utuação de densidade (1.5). Uma
questão crucial para se poder resolver exatamente o modelo é o fato de que
a Hamiltoniana H
0
pode ser escrita de forma bilinear nos operadores 
r;s
(p).
Observe-se que H
0
satisfaz
[H
0
; 
+;s
(p)] = v
F
p
+;s
(p): (1.8)
Isto implica que os estados criados por 
+;s
(p) são autoestados de H
0
com
energia v
F
p. Uma forma bilinear para H
0
que satisfaz (1.8) é
H
0
=
v
F
L
X
r;p=0;s
: 
r;s
(p)
r;s
( p) :
+

2L
X
s
[v
N
(N
+;s
+N
 ;s
)
2
+ v
J
(N
+;s
 N
 ;s
)
2
]; (1.9)
Capítulo 1. Líquidos de Luttinger 5
( 1)
J
s
=  ( 1)
N
s
(v
s
= v
N
= v
J
= v
F
);
onde N
r;s
= 
r;s
(p = 0) são tomados relativos ao valor do estado fundamen-
tal e, por conseguinte, medem o número de excitações com relação ao estado
fundamental dado. A Hamiltoniana (1.9) é a representação bosônica da Ha-
miltoniana (1.2). Calculando a função de partição nas duas representações
(fermiônica e bosônica), pode-se provar que a multiplicidade dos níveis é a
mesma para as duas representações. Portanto os espaços de Hilbert fermiô-
nico e bosônico são idênticos.
Agora a Hamiltoniana (1.1) é bilinear em operadores bosônicos e pode
ser diagonalizada por uma transformação de Bogoliubov. Mas antes, vamos
reescrever a Hamiltoniana de Luttinger em termos de variáveis de carga e
spin

r
(p) =
1
p
2
[
r;"
(p) + 
r;#
(p)] N
r;
=
1
p
2
[N
r;"
+N
r;#
];

r
(p) =
1
p
2
[
r;"
(p)  
r;#
(p)] N
r;
=
1
p
2
[N
r;"
 N
r;#
]:
As interações se transformam como
g
i
=
1
2
(g
ik
+ g
i
) g
i
=
1
2
(g
ik
  g
i?
);
onde g
ik
e g
i?
representam processos de espalhamento de partículas com o
mesmo spin e spins opostos respectivamente.
Assim, a Hamiltoniana (1.1) ca ( = ; )
H
0
=
v
F
L
X
rp=0
: 
r
(p)
r
( p) :
+

2L
[v
F
(N
+
+N
 
)
2
+ v
F
(N
+
 N
 
)
2
]; (1.14)
H
2
=
2
L
X
p
g
2
(p)
+
(p)
 
( p); (1.15)
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H
4
=
1
L
X
;r;p
g
4
(p) : 
r
(p)
r
( p) : : (1.16)
Mediante uma transformação canônica, nós diagonalizamos (1.1) para
obter
~
H =

L
X
rp=0
v

(p) : ~
r
(p)~
r
( p) :
+

2L
[v
N

(N
+
+N
 
)
2
+ v
J

(N
+
 N
 
)
2
] (1.17)
com
v
N

v
J

= v
2

i.e. v
N

= v

=K

e v
J

= v

K

: (1.18)
As velocidades de utuação de carga e spin renormalizadas são
v

(p) =
s

v
F
+
g
4
(p)


2
 

g
2
(p)


2
; (1.19)
e o parâmetro de interação é dado por
K

(p) = e
2

(p)
=
s
v
F
+ g
4
(p)  g
2
(p)
v
F
+ g
4
(p) + g
2
(p)
: (1.20)
Note que para interações repulsivas K

< 1 e atrativas K

> 1.
As equações (1.17) e (1.18) são as relações centrais do modelo de Lut-
tinger. Os dois parâmetros v

e K

descrevem totalmente a física de baixas
energias de cada grau de liberdade  do modelo.
De (1.19) nós vemos que a velocidade das utuações de carga e spin no
modelo de Luttinger são diferentes. Portanto, as utuações de carga e spin
se separam no tempo. Este fenômeno é conhecido como separação spin-carga
[38, 39, 40] e é uma importante propriedade do modelo de Luttinger.
Uma vez diagonalizada a Hamiltoniana de Luttinger, só resta relacionar
o operador de campo fermiônico 	
rs
(x) e os operadores bosônicos 
rs
(p) por
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meio de uma identidade entre operadores. Esta é conhecida como relação de
Mandelstan[41] e é dada por
	
r;s
= lim
!0
e
irk
F
x
p
2
U
y
r;s
exp

 i
p
2
[r

(x) 

(x) + sf r

(x) 

(x) g]

: (1.21)
Aqui U
r;s
é um operador unitário que incrementa em um o número de fér-
mions com spin s no ramo r e que comuta com os operadores bosônicos
com momento nito. Em (refMandel)  é um "Cuto"que é da ordem do
comprimento de rede.
Os campos de fase que aparecem em (1.21) são


(x) =  
i
L
X
p6=0
e
 jpj ipx
p
[
+
(p) + 
 
(p)]  (N
+;
+N
 ;
)
x
L
; (1.22)
e


(x) =
i
L
X
p6=0
e
 jpj ipx
p
[
+
(p)  
 
(p)] + (N
+;
 N
 ;
)
x
L
: (1.23)
O operador densidade de carga esta relacionado a 

por
(x) =
p
2[
+
+ 
 
] =  
p
2

@

(x)
@x
;
e existe uma expresão análoga para a densidade de spin.
Os campos de fase satisfazem as seguintes relações de comutação
[

; @
x
0


0
(x
0
)] = iÆ
;
0
Æ(x  x
0
): (1.25)
Nós podemos escrever a Hamiltoniana (1.1) em termos dos campos de fase
(1.22), (1.23)
H =
1
2
X

Z
dx

v
J

@

(x)
@x

2
+ v
N

@

(x)
@x

2

: (1.26)
Aqui é óbvia a equivalência com o modelo Gaussiano da mecânica estatística.
Sob a transformação de Bogoliubov os campos de fase se transformam como


! 

p
K

e 

! 

=
p
K

: (1.27)
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1.1.1 Propriedades físicas do modelo de Luttinger
A termodinâmica dos líquidos de Luttinger não é muito diferente daquela
dos líquidos de Fermi, tendo um calor especíco linear com T (esperado para
ambos férmions e bósons!) e susceptibilidade de Pauli e compressibilidade
eletrônica independentes da temperatura
C(T ) =
1
2

v
F
v

+
v
F
v



0
T;  =
2K

v

;  =
2K

v

:
Como podemos ver a suscetibilidade e a compressibilidade são renormalizadas
pelas interações. Daqui nós vemos que a razão de Wilson é
R
W
=
2v

v

+ v

:
O peso de Drude de um líquido de Luttinger é D=g
0
= 2v

K

, onde g
0
= e
2
=~
é a condutância quântica.
As funções de correlação densidade-densidade e spin-spin são dadas por
(as expressões para os operadores são dadas no apêndice A)
< n(0)n(x) > 
K


2
jxj
2
+ A
1
cos(2k
F
x) jxj
 K

 K

+A
2
cos(4k
F
x) jxj
 4K

; (1.30)
<
 !
S (0)
 !
S (x) > 
K


2
jxj
2
+B
1
cos(2k
F
x) jxj
 K

 K
 1

+B
2
cos(2k
F
x) jxj
 K

 K

: (1.31)
Para as correlações supercondutoras singleto e tripleto temos
< O
SS;TS0
(0)O
SS;TS0
(x) >
C
1
2()
2
jxj
 K
 1

 K

; (1.32)
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< O
TS1
(0)O
TS1
(x) >
C
2
2()
2
jxj
 K
 1

 K
 1

: (1.33)
A função de distribuição de momentos perto de k
F
é dada por
n(k)  n
k
F
  sign(k   k
F
) jk   k
F
j

e a densidade de estados de uma partícula é N(!)  j!j

com  = (K

+
K
 1

  2)=4 e  é uma constante que depende do modelo. Isto ilustra direta-
mente a ausência de quasipartículas: no líquido de Fermi, n(k) tem um salto
em k
F
com amplitude Z
k
F
6= 0.
1.1.2 Conjectura do líquido de Luttinger
Nós vimos que o modelo de Luttinger é exatamente solúvel. Entretanto, es-
te tem severas aproximações comparado com um modelo de muitos corpos
realista: (i) sua dispersão é estritamente linear, e (ii) a interação elétron-
elétron é limitada só a espalhamento para frente. Mas a física do modelo de
Luttinger é robusta e, para outros modelos, se espera, baseado em argumen-
tos propostos por Haldane, que os parâmetros (K

,v

) sejam renormalizados
perto da superfície de Fermi, mas que a teoria a baixas energias seja idên-
tica à do modelo de Luttinger. Assim o modelo de Luttinger representa o
comportamento genérico dos sistemas quânticos 1D sem gap e nós podemos
construir sobre este a fenomenologia universal de baixas energias para todos
os metais 1D (Líquidos de Luttinger)[6].
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1.2 Modelos de Rede
Nós agora discutiremos alguns dos mais importantes modelos de rede que
têm sua física de baixas energias descrita pelo líquido de Luttinger.
1.2.1 Modelo de Hubbard
O modelo de Hubbard é um modelo protótipo usado na descrição de férmions
correlacionados em uma variedade de circunstâncias, indo desde supercondu-
tores de alta temperatura até compostos de férmions pesados e condutores
orgânicos[42].
Este modelo têm só dois termos: um termo de hopping, que representa
a energia cinética do sistema, com parâmetro t, que é uma medida da su-
perposição da função de onda de dois átomos vizinhos; e um outro termo
que leva em conta a interação local (no sítio) dos elétrons (U). Então, a
Hamiltoniana toma a seguinte forma
H =  t
X
i;s
(c
y
i;s
c
i+1;s
+ c
y
i+1;s
c
i;s
) + U
X
i
n
i;"
n
i;#
(1.35)
onde c
y
i;s
(c
i;s
) cria (aniquila) elétrons no sítio i, com spin s =" ou #, n
i;s
=
c
y
i;s
c
i;s
é o operador número de férmions de spin s, e a soma corre pelos L
sítios de uma cadeia unidimensional com condições de fronteira periódicas.
O modelo têm duas simetrias globais SU(2): a primeira é a já conhecida
invariância sob rotação de spin e a segunda é exclusiva para o modelo de
Hubbard com semi-preenchimento e relaciona setores com diferentes números
de partículas (simetria partícula-buraco). Assim a simetria total é SU(2)
SU(2)  SO(4).
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No limite U ! 0 a teoria de bandas é recuperada, os elétrons têm momen-
to bem denido (energia do elétron "
k
=  2t cos ka) e o sistema é metálico e
não magnético. No limite t U e na banda semi -cheia (N
e
= N
b
), a função
de onda de cada elétron ca connada em torno de um sítio e, usando teoria
de perturbação, é possível provar que a Hamiltoniana efetiva é do tipo Hei-
senberg (H = J
P
<i;j>
~
S
i
:
~
S
j
). Logo, o comportamento antiferromagnético
isolante é recuperado.
A solução exata do modelo de Hubbard unidimensional foi encontrada
por Lieb e Wu[43] usando o método de Ansatz de Bethe.
No limite de acoplamento fraco U  t, nós podemos tratar U como uma
perturbação, e a banda de tight-binding "(k) =  2t cos ka pode ser lineariza-
da perto dos pontos de Fermi k
F
. Então, os operadores eletrônicos podem
ser substituídos por campos quirais 	
+= ;
(x) no limite contínuo (constante
de rede a ! 0, o número de sítios da rede N ! 1, tal que L = Na seja
nito). Assim
c
n;
=
p
a  e
 ik
F
na
	
 ;
(na) + e
ik
F
na
	
+;
(na): (1.36)
Como resultado o modelo de Hubbard é mapeado na Hamiltoniana (1.1),
com constantes de acoplamento g
1?
= g
2?
= g
4?
= Ua e g
2k
= g
4k
= 0.
O limite contínuo é uma boa aproximação em acoplamento fraco e para as
propriedades de baixa energia. Neste limite, os parâmetros K

and v

podem
ser determinados perturbativamente, por exemplo
K

=
r
v
F
v
F
+ Ua
 1  U=(2v
F
) +    ; (1.37)
onde v
F
= 2t sin(n=2) é a velocidade de Fermi para n partículas por sítio.
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Figura 1.2: Parâmetro de interação K

para o modelo de Hubbard com
U=t=1,2,4,8,16 de cima para baixo.
Para o modelo de Hubbard é possível provar que a descrição em termos
de líquidos de Luttinger também é válida para acoplamento forte; assim
as propriedades de baixas energias do modelo são determinadas só por três
parâmetros v
;
e K

, já que K

= 1 [44].
K

como uma função da densidade de partículas para o modelo de Hub-
bard é mostrado na gura (1.2) para diferentes valores de U=t. Para U
pequeno nós encontramos em todos os casos concordância com a expressão
perturbativa, equação (1.37) entretanto para U grandeK

! 1=2. O compor-
tamento limite para U grande pode ser entendido notando que para U =1
a dinâmica de carga do sistema pode ser descrita por férmions sem spin não
interagentes com k
F
mudado para 2k
F
. Conseqüentemente, nós encontramos
uma contribuição à função de correlação densidade-densidade proporcional a
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cos(4k
F
x)x
 2
que implica que K

= 1=2. Como se pode ver na gura (1.2),
o valor de acoplamento forte K

= 1=2 é alcançado nos limites n! 0; 1 para
qualquer U positivo. Para n! 0 este comportamento é facilmente entendi-
do: o parâmetro de interação efetivo é U=v
F
, mas v
F
vai a zero no limite de
baixas densidades (correspondendo à divergência da densidade de estados).
O limite n! 1 é mais delicado: neste caso cada sítio está quase com ocupa-
ção simples, com uma densidade de buracos muito baixa. A única interação
importante é a repulsão Coulombiana de curta distância entre buracos, que
pode ser aproximada tratando-se os buracos como um gás de férmions não
interagentes sem spin, obtendo-se K

= 1=2.
Note que, como a interação é repulsiva, sempre temos K

< 1, que sig-
nica que as utuações magnéticas são aumentadas em relação ao caso não
interagente. Por outro lado, o emparelhamento supercondutor é sempre su-
primido.
Deve ser enfatizado que estes resultados são válidos para n! 1, mas não
para n = 1. No último caso, existe um gap no espectro de excitações de
carga por causa dos termos de Umklapp e as correlações de 

são de longo
alcance.
Resultados equivalentes foram obtidos usando a invariância conforme do
modelo de Hubbard[45, 46].
1.2.2 Cadeia de Heisenberg S = 1=2 anisotrópica :
modelo XXZ
Um dos modelos fundamentais da física do estado solido é o modelo de Hei-
senberg de magnetos isolantes. No caso unidimensional (cadeias de spin),
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a Hamiltoniana em presença de um campo magnético h aplicado ao longo do
eixo z é
H
xxz
= J
L
X
l=1

S
z
l
S
z
l+1
+
1
2
(S
+
l
S
 
l+1
+ S
 
l
S
+
l+1
)

  h
L
X
l=1
S
z
l
: (1.38)
Aqui S
l
= (S
x
l
; S
y
l
; S
z
l
) é um operador de spin atuando sobre o sitio l,  é um
parâmetro de anisotropia que nos permite tratar o caso antiferromagnético
( = 1), o ferromagnético ( =  1) e casos gerais de anisotropia. Supomos
condições de contorno periódicas, o que implica que S
L+1
= S
1
. Note que a
Hamiltoniana conserva a componente z do spin total ( para jj = 1, o spin
total é conservado).
Este modelo de spins pode ser transformado em um modelo de férmions
sem spin, tomando em conta que S
+
l
e S
 
l
anticomutam. A transformação
de Jordan-Wigner[47] vincula operadores de spins e operadores de férmions
(a
l
; a
y
l
) por meio de
S
+
l
= a
y
l
exp

i
l 1
X
j=1
a
y
j
a
j

; S
z
l
= a
y
l
a
l
 
1
2
:
A presença ou não de um férmion agora representa um spin para cima ou
para baixo, respectivamente, e o fator exponencial assegura que os operadores
de spins comutam, enquanto os operadores fermiônicos anticomutam. A
Hamiltoniana (1.38) é exatamente solúvel através do método do Ansatz de
Bethe[48]. Assim, pode-se mostrar rigorosamente que as propriedades de
baixa energia são descritas por uma teoria conforme de campos com carga
conforme c = 1 de um campo bosônico livre compactado em um raio R no
limite termodinâmico para  >  1 e qualquer magnetização < M >[50]. Ou
seja, uma cadeia de spins XXZ na presença de um campo magnético pode
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Figura 1.3: Diagrama de fases de uma cadeia XXZ de spin 1/2. O modelo tem uma
fase Ferromagnética (<M>=1), uma fase Paramagnética onde temos um líquido
de Luttinger (L.L.) e uma fase Antiferromagnética (<M>=0).
ser descrita em termos de um líquido de Luttinger (1.26) com parâmetro de
interação K
 1
= 2R
2
[50, 49].
O modelo XXZ tem o diagrama de fase apresentado na gura (1.3). Nós
temos duas fases com gap: uma ferromagnética em campos sucientemente
fortes (para  <  1 é a única) e uma fase antiferromagnética para  > 1 e
campos baixos. Entre estas, existe uma fase sem gap, onde a Hamiltoniana
(1.26) é valida. A transição entre a fase ferromagnética e a fase sem gap está
localizada em h=J = 1+. A outra linha de transição inicia no ponto SU(2)
simétrico < M >= 0,  = 1 e aumenta segundo um campo crítico h
c
[49].
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As funções de correlação em T = 0 são
< S
z
l
S
z
0
>=
K
(x)
2
+ A cos(2k
F
x)x
 2K
< S
+
l
S
 
0
>= B
1
cos(2k
F
x)x
 2K 1=2K
+ ( 1)
l
B
2
x
 1=2K
: (1.40)
Podemos concluir agora que líquidos de Luttinger são sistemas paramag-
néticos unidimensionais sem quasipartículas de Landau. As excitações ele-
mentares são modos coletivos de spin e carga, levando a separação spin-carga.
As funções de correlação tem um comportamento tipo lei de potências. Todas
as propriedades físicas de baixas energias podem ser calculadas por bosoni-
zação e dependem só de três parâmetros: o parâmetro de interação K

e as
velocidades de spin e carga. O modelo de Hubbard (0:5  K

< 1) e a cadeia
de spin S = 1=2 anisotrópica são líquidos de Luttinger.
Capítulo 2
Superredes de Líquidos de
Luttinger
Uma superrede de líquidos de Luttinger (SLL)[32] é um arranjo periódico
de dois líquidos de Luttinger com propriedades diferentes (u

,K

e L), per-
feitamente conectados, como é apresentado na Figura (2.1). Cada líquido
de Luttinger tem comprimento L

, velocidades u

e parâmetro de interação
K

, onde  = 1; 2 indica cada líquido. O comprimento total da SLL é L,
logo, o número de células unitárias é N
c
= L=(L
1
+ L
2
).
Nós usamos a aproximação adiabática, ou seja, a interface entre os líqui-
dos de Luttinger (aqui tomada como tendo espessura nula) é muito maior que
o comprimento de onda de Fermi 2=k
F
. Assim, os termos de backscatte-
ring devido ao espalhamento nas interfaces podem ser desprezados. Então,
as propriedades de baixa energia da SLL são descritas por uma generalização
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da Hamiltoniana bosônica usual de um líquido de Luttinger (1.26), ou seja,
H
SLL
=
1
2
X

Z
dx

u

(x)K

(x)

@

(x)
@x

+
u

(x)
K

(x)

@

(x)
@x


: (2.1)
L2
x
u2 , K2
u , K
L1
Figura 2.1: Superrede de Líquidos de Luttinger. Aqui, u

, K

e L

são as velo-
cidades, o parâmetro de interação e o comprimento de cada líquido de Luttinger,
respectivamente.
A Hamiltoniana em cada camada é diagonal e nosso problema agora é
diagonalizar a Hamiltoniana (2.1). Com isto em mente, nós obtemos as
equações de movimento para os campos bosônicos 

e 

, que são
@
t


=  i[

(x); H] = u

(x)K

(x)@
x


; (2.2)
@
t


=  i[

(x); H] =
u

(x)
K

(x)
@
x


: (2.3)
Mas nós podemos desacoplar os campos, obtendo as seguintes equações
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@
tt


  u

(x)K

(x)@
x

u

(x)
K

(x)
@
x



= 0; (2.4)
@
tt


 
u

(x)
K

(x)
@
x

u

(x)K

(x)@
x



= 0: (2.5)
Pode-se ver das equações (2.4) e (2.5) que os campos 

e 

são duais,
ou seja, basta fazer K

! 1=K

para ir de um para outro. Nós discutire-
mos amplamente as soluções para o campo 

e usaremos a propriedade de
dualidade para obter as soluções de 

.
Diagonalizar a Hamiltoniana é equivalente a resolver as equações de mo-
vimento para os campos 

e 

. Considerando a forma destes campos para
um líquido de Luttinger homogêneo (1.22,1.23), nós podemos escrever


(x; t) =  i
X
m
sgn(m)

m;
(x)
2
p
!
m;
[b
 m;
e
i!
m;
t
+ b
y
m;
e
 i!
m;
t
]
 
0;
(x) + 
;
t (2.6)
e


(x; t) =  i
X
m

m;
(x)
2
p
!
m;
[b
 m;
e
i!
m;
t
  b
y
m;
e
 i!
m;
t
]
+
0;
(x)  
;
t; (2.7)
onde b
m;
=
p
1= jmj

(m) são operadores bosônicos que satisfazem
[b
m
; b
y
m
] = 1
e m é um inteiro. Os campos bosônicos 

(x; t) e 

(x; t) tem duas partes.
Os modos normais, que estão relacionados às utuações e que são descritos
por !
m;
, 
m;
(x) e 
m;
(x) com m 6= 0, que são autovalores e autofunções
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a serem determinadas. Os operadores 
0;
(x) e 
0;
(x) descrevem os modos
zero, que estão relacionados às propriedades do estado fundamental, como
veremos.Já 
;
e 
;
são obtidos das equações de movimento e estão relaci-
onados aos modos zero.
Da relação de Mandelstam (1.21), nós vemos que a continuidade do opera-
dor de campo fermiônico 	(x) implica a continuidade dos campos bosônicos


(x) e 

(x). Então, as equações (2.2) e (2.3) implicam a continuidade de
u

(x)K

(x)@
x


e
u

(x)
K

(x)
@
x


[22, 23, 24].
Agora nós discutiremos cada uma das partes (modos normais e modos
zero) dos operadores (2.6,2.7) separadamente. Primeiro, falaremos dos modos
normais.
2.1 Modos Normais (m 6= 0)
Os modos normais descrevem as utuações das propriedades globais do sis-
tema (carga, spin, correntes de carga e spin) com relação ao estado funda-
mental. Eles são representados pelas funções 
m;
(x) e 
m;
(x).
Substituindo (2.6) em (2.4), obtemos que 
;m
satisfaz a seguinte equação
!
2
m;

m;
+ u

(x)K

(x)@
x

u

(x)
K

(x)
@
x

m;

= 0: (2.8)
Esta é uma equação de autovalores onde o operador diferencial de segunda
ordem é
L = @
x

u

(x)
K

(x)
@
x

:
L é autoadjunto por denição.
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As autofunções 
m;
satifazem as seguintes condições de contorno

m;
(x)
u

(x)
K

(x)
@
x

m;
(x)
9
=
;
contínuas.
Segue que o operador L é Hermitiano, ou seja, os autovalores !
m;
são re-
ais e as autofunções 
m;
formam um conjunto completo. A condição de
normalização das autofunções é
Z
L
0
dx
2v
;J

m;
(x)
m
0

(x) = Æ
m;m
0
: (2.11)
Na superrede, os parâmetros de líquido de Luttinger variam de camada
a camada, assim
u

(x); K

(x) =
8
>
<
>
:
u
1;
; K
1;
se 0  x  L
1
;
u
2;
; K
2;
se  L
2
 x  0:
(2.12)
Portanto, as autofunções 
m;
são

m;
(x) =
8
>
>
>
<
>
>
>
:
A
m;
e
 i
m;
x
+B
m;
e
i
m;
x
se 0  x  L
1
;
C
m;
e
 i
m;
x
+D
m;
e
i
m;
x
se  L
2
 x  0;
e
 ip(L
1
+L
2
)

C
m;
e
 i
m;
(x L
1
 L
2
)
+D
m;
e
i
m;
(x L
1
 L
2
)
	
se L
1
 x  (L
1
+ L
2
);
onde 
m;
=
!
m;
u
1;
, 
m;
=
!
m;
u
2;
e A
m;
,B
m;
,C
m;
e D
m;
são coecientes
dados no apêndice (B). Considerando condições de contorno de Born-von
Karman


(x + L) = 

(x); (2.14)
temos que e
 ipL
= 1, logo, o momento p =
2m
L
.
Os autovalores !
m;
são dados por
cos(
!

L
2
u
2;
) cos(
!

L
1
u
1;
) 
1
2


sin(
!

L
2
u
2;
) sin(
!

L
1
u
1;
) = cos
 
p(L
1
+L
2
)

; (2.15)
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onde 

=
K
2;
K
1;
+
K
1;
K
2;
.
Para p 1=(L
1
+ L
2
) temos que !

(p) = c

jpj onde a velocidade efetiva
é
c

= u
1;
1 + `
q
1 + 

u
1;
u
2;
`+ (
u
1;
u
2;
`)
2
; (2.16)
com ` = L
2
=L
1
. Claramente, pode-se ver que, c

! u
2;
quando ` ! 1, e
c

! u
1;
quando `! 0.
2.2 Modos Zero
Os modos zero estão ligados às propriedades globais do sistema e levam
em consideração os efeitos de tamanho nito. As funções de modos zero
satisfazem


=
u

(x)
K

(x)
@
x

0;
(x); (2.17)


= u

(x)K

(x)@
x

0;
(x):
Estas equações são obtidas substituindo as relações (2.6) e (2.7) nas equações
(2.2) e (2.3), respectivamente.
De (2.17) é possivel ver que para uma camada dada nós devemos ter

0;
(x) = A
m;
+ 
;
K

(x)
u

(x)
x:
Em um líquido de Luttinger homogêneo temos que
1


0;
(x) = N

x
L
, ou
seja, 
0;
= é igual ao número de partículas à distância x.
No caso da superrede, nós devemos ter que

0;
(x

i
)  
0;
(x

i
  L

) = N
;
= 
;
K

(x)
u

(x)
L

: (2.19)
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Assim, escrevemos

0;
(x) = A
m;
+
N

L

x; (2.20)

0;
(x) = B
m;
+
J

L

x; (2.21)
Onde
A
m;;
=
8
>
<
>
:
(m  1)L
2
(
N
2;
L
2
 
N
1;
L
1
) se  = 1;
mL
1
(
N
1;
L
1
 
N
2;
L
2
) se  = 2;
(2.22)
com uma expressão análoga para B
m;;
obtida substituindo-se N
;
por J
;
.
Aqui m = 1; 2; 3; :::: indica a célula unitária.
Como já conhecemos as expressões para os modos zero 
0;
(x) e 
0;
(x),
então nosso problema está resolvido, já que nós também conhecemos os au-
tovalores !

(q) e autofunções 
p;
(x) e 
p;
(x). Assim a Hamiltoniana diago-
nalizada ca
H
SLL
=
1
2
X
r;;p 6=0
!

(p)b
y
r;;p
b
r;;p
+

2
Z
dx

u

(x)K

(x)

J

L


2
+
u

(x)
K

(x)

N

L


2

: (2.23)
Agora vamos considerar algumas propriedades das SLL, tais como a com-
pressibilidade, a condutividade e as funções de correlação[32].
2.3 Compressibilidade
A compressibilidade é denida como
1

= L

@
2
E
0
@N
2

; (2.24)
24 Capítulo 2. Superredes de Líquidos de Luttinger
onde E
0
é a energia do estado fundamental como uma função do número de
partículas. No estado fundamental, não temos excitações bosônicas. Assim,
o valor esperado da Hamiltoniana da SLL é
< H
SLL
>=

2
X

Z
dx

u

(x)K

(x)

J

L


2
+
u

(x)
K

(x)

N

L


2

: (2.25)
Mas considerando que não temos correntes e que a magnetização é zero em
cada camada no estado fundamental, temos
< H
SLL
>= E
0
=

2
Z
dx
u

(x)
K

(x)

N

L


2
=
L
4(L
1
+ L
2
)

u
1;
K
1;
N
2
1
L
1
+
u
2;
K
2;
N
2
2
L
2

:
Usando a conservação do número de partículas e a condição de equilíbrio
termodinâmico 
1
= 
2
onde 

é o potencial químico das camadas, temos
N
1
=
N(L
1
+ L
2
)
L(1 +
L
2
u
1;
K
2;
L
1
u
2;
K
1;
)
;
e
N
2
=
N(L
1
+ L
2
)
L(1 +
L
1
u
2;
K
1;
L
2
u
1;
K
2;
)
:
Assim, a energia do estado fundamental em função do número de partículas
é
E
0
=
(L
1
+ L
2
)
4L
1
L
1
K
1;
u
1;
+
L
2
K
2;
u
2;
N
2
: (2.28)
Então, a compressibilidade da SLL é

s
=

1
+ `
2
1 + `
; (2.29)
onde 

=
2K
;
u
;
é a compressibilidade de cada líquido. Claramente pode-se
ver que, 
s
! 
2
quando `!1, e 
s
! 
1
quando `! 0.
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2.4 Funções de Correlação
É bem sabido que transições de fase causadas pela quebra de uma simetria
contínua não podem ocorrer em uma dimensão. Mas as interações num o
innito aumentam as utuações da densidade de carga ou supercondutora
dependendo se elas são repulsivas ou atrativas[5]. A pergunta que surge
agora é se tais tendências persistem no caso da superrede.
Assim, serão calculadas as funções de correlação de densidade-densidade,
spin-spin e supercondutora (singleto e tripleto) para tentar responder esta
pergunta.
2.4.1 Densidade-Densidade
A função de correlação densidade-densidade consiste de várias partes, que
descrevem a resposta do sistema a uma perturbação com transferência de
momento q ' 0 (), q ' 2k
F
(CDW) e q ' 4k
F
(4k
F
-CDW) e em
princípio múltiplos maiores. A versão bosônica do operador densidade é(ver
apêndice A)
n(x) = O

(x) +O
CDW
(x) +O
4k
F
 CDW
(x);
'  
p
2

@

(x)
@x
+
1

e
 2ik
F
x+
p
2i

(x)
cos[
p
2

(x)]
+
2
(2)
2
e
 4ik
F
x+
p
8i

(x)
:
A função de correlação densidade-densidade é denida pelo valor esperado
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< n(x)n(y) >; usando (2.6) e (2.7) nós temos
< n(x)n(y) >   
1
2
2
X
p6=0
e
jpj
1
!
p
@
x

p
(x)@
y

 p
(y) (2.30)
+(2)e
 
1
4

P
p;
e
 jpj
1
!
;p
(
;p
(x) 
;p
(y))(
; p
(x) 
; p
(y))
+(4)e
 
1
4

P
p
e
 jpj
1
!
;p
(
;p
(x) 
;p
(y))(
; p
(x) 
; p
(y))
;
onde (z) = e
zi
(
(x) (y)
)
, e
(x) = k
F
x 
Z
x
dx
0
(x
0
)
K

(x
0
)
u

(x
0
)
= k
F
x  
0;
(x):
No caso homogêneo, as oscilações nas funções de correlação são múltiplos de
k
F
x, mas na superrede temos mais um termo devido às não homogeneidades
do sistema.
Considerando a forma das autofunções 
;p
(x) dadas por (2.13), obtemos
(para x e y bem separados)
< n(x)n(y) > 
R
;
0
;

2
jx  yj
2
+ A
1
e
2i
(
(x) (y)
)
jx  yj
K


+K


(2.32)
+A
2
e
4i
(
(x) (y)
)
jx  yj
4K


; (2.33)
onde
R
;
0
;
= K
1;
u
1;
c

(1 + `)
3
[1 + `
u
1;
K
1;
u
2;
K
2;
][
K
1;
K
2;
+ `
u
1;
u
2;
]
2
8
>
>
>
>
>
<
>
>
>
>
:
(
K
1;
K
2;
)
2
 = 
0
= 1;
u
1;
K
1;
u
2;
K
2;
 = 2 e 
0
= 1;
(
u
1;
u
2;
)
2
 = 
0
= 2:
(2.34)
aqui  e 
0
são iguais a "1"ou "2"correspondendo ao líquido de Luttinger
"1"e "2". De (2.32) temos
K


=
r
1 + 

u
1;
u
2;
`+

u
1;
u
2;
`

2
1
K
1;
+
1
K
2;
u
1;
u
2;
`
 f(K

): (2.35)
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Note que a função de correlação densidade-densidade tem a mesma forma
que no caso homogêneo, só que os expoentes agora são os expoentes efetivos
K


. Claramente, pode se ver que K


! K
2;
quando ` ! 1 e K


! K
1;
quando `! 0. Para um sistema com interações repulsivas, temos que K


<
1. Como no caso homogêneo, as correlações que dominam são aquelas de 2k
F
que decaem com expoente K


+K


.
O que é interessante notar é que K


é uma média dos valores de K

de
cada camada, pesados pelos comprimentos das camadas. Portanto, vemos
aqui uma característica que será encontrada em todas as outras propriedades
físicas de baixas energias do sistema: o comportamento da SLL combina as
propriedades das camadas constituintes na proporção dos comprimentos das
mesmas.
2.4.2 Spin-Spin
A função de correlação spin-spin tem duas partes, que descrevem a resposta
do sistema a uma perturbação com transferência de momento q ' 0 () e
q ' 2k
F
(SDW). A parte de SDW tem caráter vetorial.
As expressões bosônicas para os operadores densidade de spin com trans-
ferência de momento q = 0 e q ' 2k
F
são(ver apêndice A)
O

(x) =  
p
2

@

(x)
@x
;
O
SDW
(x) =
1

e
 2ik
F
x+
p
2i

(x)
n
cos[
p
2

(x)]; sin[
p
2

(x)] ;
sin[
p
2

(x)]
o
:
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Assim, as correlações de spin são (para x e y bem separados)
< O

(x)O

(y) >=
R
;
0
;

2
jx  yj
2
; (2.37)
e
< O
SDW
(x)O
SDW
(y) > A
1
e
2i
(
(x) (y)
)
jx  yj
K


+K

+ A
2
e
2i
(
(x) (y)
)
jx  yj
K


+K


; (2.38)
onde K

= f(1=K

) (ver Equação 2.35). No limite homogêneo, K

! 1=K

,
recuperando assim as expressões já conhecidas para um líquido de Luttinger
homogêneo.
2.4.3 Supercondutora
A função de correlação de pares supercondutores, que considera a tendência
do sistema a formar pares elétron-elétron tem duas partes, dependendo se
o spin total é S = 0, formando um singleto (SS) ou S = 1 formando um
tripleto (TS).
A expresão bosônica dos operadores para as funções de correlação super-
condutoras singleto e tripleto são(ver apêndice A)
O
SS
(x) =
1
p
2
e
p
2i

(x)
cos[
p
2

(x)];
O
TS1
(x) =
1
2
e
p
2i[

(x)

(x)]
;
O
TS0
(x) =
1
2
e
p
2i

(x)
sin[
p
2

(x)]:
Usando (2.6) and (2.7) e as expressões para as autofunções 
;p
(x) e 
;p
(x),
temos que as funções de correlação são (para x e y bem separados)
< O
SS;TS0
(x)O
SS;TS0
(y) >
1
2()
2
C
1
jy   xj
K

+K


; (2.42)
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< O
TS1
(x)O
TS1
(y) >
1
2()
2
C
2
jy   xj
K

+K

: (2.43)
Note que a estrutura de superrede não altera as leis de escala entre os expo-
entes nas funções de correlação, onde K


e K

fazem o papel de K

e 1=K

no sistema homogêneo, respectivamente.
2.5 Condutividade
Agora calcularemos a condutividade DC. Para isso, consideramos uma su-
perrede de líquidos de Luttinger na presença de um potencial elétrico externo
V (x; t) fraco, que varia lentamente com a distância e que depende do tempo.
O campo elétrico associado a este campo é E(x; t) =  @
x
V (x; t). A intera-
ção dos elétrons com este potencial é descrita pelo seguinte termo extra na
Hamiltoniana (2.1)
H
ext
=  e
Z
dxV (x; t)(x):
A equação de movimento para o campo 

é modicada e agora é
@
t


=
u

(x)
K

(x)
@
x


 
p
2eV (x; t): (2.45)
Eliminando 

em (2.2) usando (2.45) temos
D
x;t


(x; t) =  
p
2eE(x; t); (2.46)
onde
D
x;t
=
1
u

(x)K

(x)
@
tt
  @
x

u

(x)
K

(x)
@
x

:
A função de Green bosônica é denida por
G(x; x
0
; t) =  i(t) < [

(x; t);

(x
0
; 0)] > :
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Portanto, a solução da equação (2.46) é
< 

(x; t; E) >=  
p
2e
Z
dx
0
dt
0
G(x; x
0
; t  t
0
)E(x
0
; t
0
):
A corrente elétrica, que é denida por j(x; t) =
p
2=@
t


é
e < j(x; t) >=
Z Z
dx
0
dt
0
(x; x
0
; t  t
0
)E(x
0
; t
0
);
onde denimos uma condutividade não local dada por
(x; x
0
; t) =  
2g
0

@
t
G(x; x
0
; t); (2.51)
=
2ig
0

(t) < [@
t


(x; t);

(x
0
; 0)] > : (2.52)
Considerando (2.6), temos
(x; x
0
; t) =
g
0
2
(t)
X
p

p;
(x)
 p;
(x
0
)[e
i!
p;
t
+ e
 i!
p;
t
]: (2.53)
2.5.1 Peso de Drude
Vamos agora tomar o limite ! ! 0, p! 0 nessa ordem. O resultado que se
obtém é o peso de Drude[51]. Assim
(0; !) =
Z
1
 1
dx
Z
1
 1
dte
i!t
(x; y; t)
=
g
0
2
Z
1
 1
dx
X
p

p;
(x)
 p;
(y)
h
2i(! + iÆ)
(! + iÆ)
2
  !
2
p;
i
: (2.54)
Usando (2.13) nalmente encontramos
(0; !) = 2g
0
u
1;
K
1;
1 + `
1 +
u
1;
K
1;
u
2;
K
2;
`
Æ(!) (2.55)
= 2g
0
c

K


Æ(!): (2.56)
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Como vemos, o peso de Drude para a SLL é igual ao produto da velocidade
de carga efetiva e o expoente efetivo de carga K


. No caso homogêneo,
temos que (0; !) = 2g
0
u

K

Æ(!). Logo, podemos concluir que a estrutura
da superrede não muda a forma do peso de Drude.
2.5.2 Condutância de Landauer
A condutância de Landauer é obtida quando se tomam os seguintes limites
nesta ordem p! 0 e ! ! 0[51]. Aqui, estamos aplicando un campo estático
sobre uma região nita (mas grande) da amostra, ou seja, estamos estudando
a condutividade em função do momento em freqüência zero[22]. Agora
(x; y; 0) =
Z
1
 1
dt(x; y; t)
=
g
0
2
X
p

p;
(x)
 p;
(y)
h
2"
(")
2
  !
2
p;
i
: (2.57)
Usando (2.13) e considerando que x e y estejam bem separadas temos
(q; 0) = 2g
0
K


Æ(q): (2.58)
O caso homogêneo é facilmente recuperado já que K


! K

quando os dois
líquidos de Luttinger são iguais.
Neste capítulo, estudamos uma superrede de líquidos de Luttinger. Foi
visto que as propriedades de uma SLL são uma mistura das propriedades dos
líquidos constituintes dependendo da proporção espacial em que estejam (`).
Também encontramos que o peso de Drude não muda de forma por causa da
estrutura da superrede e é dado por (0; !) = 2g
0
c

K


Æ(!). As leis de escala
entre os expoentes nas funções de correlação não são alteradas pela estrutura
da superrede. No capítulo seguinte, estudaremos as superredes de Hubbard
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unidimensionais e veremos como estas podem ser descritas em termos de
SLL.
Capítulo 3
Superredes de Hubbard
Unidimensionais
Com o objetivo de estudar a competição entre as correlações eletrônicas e
uma estrutura de superrede em uma dimensão, foi proposto por Paiva e dos
Santos um modelo microscópico unidimensional onde a repulsão Coulombia-
na é dependente da posição [29, 30]. Aqui, generalizamos o modelo proposto
por eles, considerando um arranjo periódico de L
1
sítios onde o hopping
e a interação Coulombiana são t
1
e U
1
> 0, seguidos por L
2
sítios onde
t
2
e U
2
> 0 são o hopping e acoplamento Coulombiano, respectivamente.
Portanto, tanto o hopping como a interação são dependentes da posição e
temos uma Superrede de Hubbard Unidimensional (SHU) com Hamiltoniana
H =  
X
i;
t
i
(c
y
i
c
i+1
+H:c:) +
X
i
U
i
n
i"
n
i#
; (3.1)
onde i corre sobre os sítios de uma rede unidimensional com (t
i
; U
i
)=(t
1
; U
1
>
0) para sítios nas camadas 1 e (t
i
; U
i
)=(t
2
; U
2
> 0) para sítios nas camadas
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2. c
y
i
(c
i
) cria (destrói) um férmion no sítio i com spin  =" ou # e
n
i
= c
y
i
c
i
.
A presença das correlações dependentes da posição faz com que o siste-
ma perca algumas das simetrias presentes no sistema homogêneo, tais como
partícula-buraco (ver apêndice C).
t2t2t2 t1 t1 t1 t1t2t2t2
U2U2 U2U2 U1U1U1 U2U1 U1U1U1 U2U2 U2U2
Figura 3.1: Superrede de Hubbard Unidimensional. Aqui U

,t

e L

são os
acoplamentos, os hoppings e os comprimentos das cadeias de Hubbard ( = 1; 2).
Primeiro, consideremos um caso especial no qual temos só duas cama-
das diferentes inicialmente desconectadas e com a mesma densidade inicial
n = N=L. Em geral estes subsistemas não têm o mesmo potencial quími-
co. Quando são colocados em contato, os subsistemas trocam partículas. Os
elétrons vão de uma camada a outra até que os potenciais químicos sejam
iguais, assim

1
(n
1
) = 
2
(n
2
): (3.2)
Esta é a condição de equilíbrio termodinâmico. 

(n

) ( = 1; 2) é o potencial
químico de uma cadeia de Hubbard homogênea como função da densidade,
que pode ser tomado da solução exata do modelo de Hubbard, obtida por
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Lieb e Wu, usando o método do Ansatz de Bethe [43].
n2
n1
n
x
Figura 3.2: Fluxo de carga na superrede e modulação de carga no equilibrio. n é
a densidade inicial e n
1
, n
2
são as densidades nas camadas no equilibrio.
Naturalmente, devemos ter conservação de carga total
n
1
+ `n
2
= n(1 + `); (3.3)
onde n

são os valores de equilíbrio da densidade de carga em cada camada.
A extensão ao caso de uma superrede não traz modicações.
Devido à não homogeneidade no hopping e na interação, esperamos que
tenha lugar um rearranjo da carga no sistema, ou seja que os elétrons uam
até equilibrar o potencial químico na superrede. Então, uma vez alcançado
o equilíbrio, a superrede apresenta uma modulação na carga, como é repre-
sentado na Figura (3.2).
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3.1 Gás de Férmions e uma Cadeia de Hubbard
Agora discutiremos o caso particular em que uma das camadas tem aco-
plamento zero (gás de férmions), por exemplo U
1
= 0, e a outra camada é
interagente (Hubbard) com acoplamento U
2
6= 0, mas as duas têm o mesmo
hopping t
1
= t
2
= t. Este foi o sistema originalmente proposto e estudado
por Paiva e dos Santos[29] e é mostrado na Figura 3.3.
U2U2 U2U2  0 0 0 U2 0  0 0 0 U2U2 U2U2
Figura 3.3: Superrede de Hubbard com U
1
= 0 e U
2
6= 0.
Foi encontrado que a densidade na camada 1 (livre) n
1
é maior que
a densidade inicial n, para todos os valores do acoplamento U
2
, indicando
que a transferência de carga é sempre da camada 2 (interagente) para a
camada 1 (livre). Isto é intuitivo, já que os elétrons diminuem sua energia
de repulsão Coulombiana fugindo para as camadas livres. Este fato também
foi observado por Paiva e dos Santos[29], onde os máximos do momento
local são transferidos das camadas repulsivas para as camadas livres (eles
usaram o método de diagonalização de Lanczos). Também observamos que a
transferência de carga aumenta com o acoplamento U
2
(comprimento `) para
` (U
2
) xo, como é esperado.
Encontramos que as superredes de Hubbard unidimensionais onde uma
das camadas é livre (U
1
=0) e a outra é interagente (U
2
6= 0) têm o diagra-
ma de fase apresentado na Figura (3.4). Neste diagrama de fase temos um
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Figura 3.4: Diagrama de fase de uma superrede de Hubbard. Existem duas fases
metálicas (M) e duas isolantes (I)(` = 1). (U
2c
=t  3:2309 e n
c
= (2 + `)=(1 + `)).
acoplamento crítico U
2c
dado por

2 
(U
2c
) = U
2c
  2t; (3.4)
onde 
 
(U) foi denido para o modelo de Hubbard para meio prenchimento
por Lieb e Wu[43] como

 
(U) = 2t  4t
Z
1
0
J
1
(!)d!
![1 + e
1
2
!
U
t
]
: (3.5)
Assim, o acoplamento crítico é U
2c
= 3:23097t. É importante notar que U
2c
é independente da razão entre os comprimentos das camadas `.
Vemos que o sistema é sempre metálico para n < 1. Mas para n >
1, observamos quatro fases diferentes, duas metálicas e duas isolantes. É
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importante notar que para U
2
< U
2c
temos duas regiões metálicas e duas
regiões isolantes, enquanto há só uma metálica e duas isolantes para U
2
> U
2c
.
As linhas no diagrama de fase apresentado na (Figura 3.4,3.5) são deter-
minadas assim:
linha n'

2 
(U
2
) =  2t cos


2
[n
0
(1 + `)  `]

; (3.6)
linha n
U
2
  
2 
(U
2
) =  2t cos


2
[n
00
(1 + `)  `]

; (3.7)
linha n'

2

U
2
;
n
000
(1 + `)  2
`

= 2t: (3.8)
Para U
2
> U
2c
as duas fases isolantes são separadas pela linha tracejada
da Figura 3.4 e o sistema abre um gap na densidade n
c
= (2 + `)=(1 + `)
[29, 30]. Note que o valor da densidade n
c
implica que devemos ter n
1
= 2
e n
2
= 1 e que é independente do valor do acoplamento U
2
como no sistema
homogêneo.
As duas fases isolantes correspondem a n
2
= 1 (isolante tipo Mott) ou
n
1
= 2 (insolante de banda). Deve-se notar que, em cada caso, um tipo de
camada é por si mesma isolante, enquanto a outra é metálica e o caráter
isolante global é consequência da estrutura unidimensional. Portanto, ambas
as fases isolantes são sem gap. As duas fases metálicas diferem na densidade
da camada interagente: o potencial químico pode car na banda de Hubbard
superior ou inferior.
Na Figura 3.5, apresentamos o diagrama de fase para ` = 0:5; 2. Observa-
se como a topologia do diagrama é independente de `. O tamanho das fases
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Figura 3.5: Diagrama de fase para uma superrede de Hubbard com ` = 0:5 e
` = 2.
metálicas aumenta quando ` diminui. Este comportamento é esperado porque
o tamanho das camadas livres é maior.
O gap da superrede de Hubbard unidimensional é igual a

c
= U
2
  
2 
(U
2
)  2t: (3.9)
Vemos que o gap de quasepartículas para a superrede de Hubbard unidi-
mensional é zero para U < U
2c
e que não depende do tamanho relativo das
camadas `. O gap de quasepartículas para n = n
c
é aproximadamente linear
com U e sempre é menor que o gap do sistema homogêneo.
Para discutir as propriedades de baixa energia das superredes de Hubbard
unidimensionais, consideramos cadeias longas (L
1
e L
2
grandes) tais que uma
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Figura 3.6: Gap da superrede de Hubbard e do modelo de Hubbard. Aqui (U
2c
=t 
3:2309).
descrição de cada camada como um líquido de Luttinger seja válida. Sendo
assim a camada livre é descrita como um líquido de Luttinger livre com
parâmetros K
1
= 1 e u
1
= v
F
onde v
F
= 2t sin(0:5n) é a velocidade de
Fermi de um gás unidimensional.
A camada interagente representa uma cadeia de Hubbard, cujas proprie-
dades de baixa energia são descritas em termos de um líquido de Luttinger
com parametros u
2
= u

e K
2
= K

< 1. Como é sabido, o modelo de
Hubbard tem simetria SU(2), então K

= 1.
Portanto, as propriedades de baixa energia da superrede de Hubbard
unidimensional são descritas por uma superrede de líquidos de Luttinger, que
foi discutida extensamente no capítulo anterior. Para acoplamentos fracos
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é possível mostrar que um modelo de superrede de líquidos de Luttinger é
obtido a partir de uma superrede de Hubbard unidimensional (Apêndice D).
Assim, na Hamiltoniana (2.1) temos
u

(x); K

(x) =
8
>
<
>
:
u
1;
= v
F
; K
1;
= 1 se 0  x  L
1
;
u
2;
= u

; K
2;
= K

; K
2;
= 1 se  L
2
 x  0:
A estrutura da superrede não quebra a simetria SU(2), de maneira que
se espera que o K

inhomegêneo se renormalize a 1.
De (2.16) vemos que as velocidades de carga e spin para esta realização
da SLL são dadas por
c

= v
F
1 + `
q
1 + 

v
F
u

`+ (
v
F
u

`)
2
; (3.11)
c

= v
F
1 + `
1 +
v
F
u

`
: (3.12)
Para o modelo de Hubbard com interações repulsivas temos que u

 v
F
e
u

> v
F
[44]. Este quadro não é verdadeiro para SHU: as velocidades efetivas
podem ser maiores ou menores que a velocidade de Fermi dependendo do
valor do acoplamento e de `.
Como o parâmetro de interação no setor de spin é homogêneo na superrede
(K

=1), temos que K


= K

= 1 e de (2.32,2.38,2.42,2.43) as funções de
correlação densidade-densidade e spin-spin para uma SHU são
hn(x)n(y)i 
R
;
0
;

2
jx  yj
2
+ A
1
e
2i
(
(x) (y)
)
jx  yj
1+K


+A
2
e
4i
(
(x) (y)
)
jx  yj
4K


; (3.13)
hS(x):S(y)i 



2
jx  yj
2
+B
1
e
2i
(
(x) (y)
)
jx  yj
1+K


; (3.14)
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Figura 3.7: Expoente efetivo K


como uma função do preenchimeto n para ` = 1
e diferentes valores de U
2
(U
2
=t = 1; 2; 4; 16).
onde o expoente efetivo é
K


=
q
1 + 

`v
F
=u

+ (`v
F
=u

)
2
1 + `v
F
=K

u

 f(K

): (3.15)
Da mesma forma, as funções de correlação supercondutoras singleto e tripleto
são


O
y
(x)O(y)


C
jx  yj
1+K

; (3.16)
onde K

= f(1=K

).
Pode-se ver que as funções de correlação não dependem só da diferença
x y, mas também das próprias posições x e y, através das funções de modos
zero. Seu efeito é gerar as oscilações usuais presentes nos líquidos de Luttinger
homogêneos. Entretanto, devido ao perl de densidade não homogêneo, seu
período varia de camada a camada, reetindo a dependência com a camada
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Figura 3.8: Peso de Drude como uma função de n com ` = 1 e para diferentes
valores de U (U=t =1,2,16, de cima para baixo).
dos vetores de onda de Fermi.
Apesar da presença dos expoentes efetivos K


e K

, a condição para
que as correlações supercodutoras dominem se reduz àquela para um sistema
homogêneo, que é K

> 1. Na Figura 3.7, o expoente de correlação K


de
uma SHU é mostrado como uma função do preenchimento da banda para
` = 1. As duas fases metálicas são caracterizadas por 1=2 < K


< 1.
Em baixas densidades, K


se aproxima de um valor maior que 1/2 quando
n! 0, que depende de `, mas não de U
2
. Esta é uma caracteristica única da
superrede. Da Eq. (3.15) vemos que K


interpola monotonicamente entre 1
(camada livre) e K

(camada interagente) quando ` varia de 0 ao 1. Como
K


> K

as funções de correlação densidade-densidade e spin-spin caem mais
rápido nas superredes de Hubbard que no sistema homogêneo.
Apresentamos o peso de Drude de uma superrede de Hubbard unidimen-
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sional como uma função de n para ` = 1 e vários valores de U na Figura
3.8. Esta gura mostra um comportamento reentrante como uma função de
n para U < U
2c
. Ademais, o peso de Drude cai a zero quando se aproxima
das regiões isolantes como um resultado da diminuição das velocidades de
carga u

! 0 (isolante tipo Mott) e v
F
! 0 (isolante tipo banda).
3.2 Duas cadeias de Hubbard: Acoplamentos
diferentes
Agora consideraremos o caso no qual temos duas cadeias de Hubbard com
diferentes acoplamentos U

6= 0 (U
2
> U
1
), mas com igual hopping t

= t
como é mostrado na Figura 3.9. Neste caso, a carga tende à acumular-se na
camada com menor acoplamento (camada 1), como deve ser.
U2U2 U2U2 U1U1U1 U2U1 U1U1U1 U2U2 U2U2
Figura 3.9: Superrede de Hubbard com U
1
; U
2
6= 0.
O diagrama de fases para as SHU com acoplamentos diferentes é muito
rico. Observamos seis fases diferentes, três metálicas e três isolantes, cada
uma com um perl de carga diferente, como é apresentado na Figura 3.10.
A topologia do diagrama de fases é a mesma para qualquer ` e note que os
casos limites de U
1
! 0 (seção anterior) e U
1
= U
2
(cadeia homogênea) são
recobrados.
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As linhas no diagrama de fases da Figura 3.10 são dadas por:
linha I:

1 
(U
1
; n
1
= 1) = 
2
(U
2
;
n
I
(1 + `)  1
`
); (3.17)
linha II:
U
1
  
1 
(U
1
; n
1
= 1) = 
2
(U
2
;
n
II
(1 + `)  1
`
); (3.18)
linha III:

1
(U
1
; n
III
(1 + `)  `) = 
2 
(U
2
; n
2
= 1); (3.19)
linha IV:

1
(U
1
; n
IV
(1 + `)  `) = U
2
  
2 
(U
2
; n
2
= 1); (3.20)
linha V:

1
(U
1
; n
1
= 2) = 
2 
(U
2
;
n
V
(1 + `)  2
`
): (3.21)
Na Figura 3.10 observamos que para n < 1 o sistema têm uma fase
isolante, fato que não é observado na seção anterior (U
1
= 0) onde o sistema
é sempre metálico. As três fases isolantes correspondem a n

= 1 (isolante
tipo Mott) ou n
1
= 2 (isolante tipo banda). Note que em cada caso uma das
camadas é isolante enquanto a outra é metálica e o caráter isolante da SHU
é consequência da estrutura unidimensional. Logo as fases isolantes não têm
gap.
No diagrama de fase para U
2
= 3t < U
c
(Figura 3.10a) observamos que
a SHU tem um gap na densidade n = 1 para U
1
> U

 2:145608t, que é
representado pela linha tracejada que separa as duas fases isolantes inferior
(n
1
= 1, n
2
< 1) e intermediária (n
1
> 1, n
2
= 1). Note que para U
1
< U

a
SHU é sem gap e tem três fases metálicas.
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Figura 3.10: Diagrama de fases de uma Superrede de Hubbard (acoplamentos
diferentes) com três regiões metálicas (M) e três isolantes (I) para (a) U
2
=t = 3,
(b) U
2
=t = 4 e (c) U
2
=t = 16 (` = 1 e n
c
= (2 + `)=(1 + `)). Para U
2
= 3t temos
U

 2:145608t. Além disso, para U
2
= 4t e U
2
= 16t temos U

= 2:39149t,
U
a
= 0:643364t e U

= 3:01509t, U
a
= 12:1724t, respectivamente.
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Figura 3.11: Parametros U

e U
a
como função de U
2
. Aqui U
2
= 6:25261t.
No diagrama de fases para U
2
= 4t > U
c
(Figura 3.10b) o sistema é sem
gap entre U
a
< U
1
< U

onde U
a
 0:6433t e U

 2:39149t. Para U
1
< U
a
as fases isolantes intermediária (n
1
> 1, n
2
= 1) superior (n
1
= 2, n
2
> 1) são
separadas por uma linha tracejada, ao longo da qual o sistema abre um gap
na densidade n
c
= (2 + `)=(1 + `). Outro gap é aberto na densidade n = 1,
e novamente é representado pela linha tracejada que separa as fases isolante
intermediária (n
1
= 1, n
2
< 1) e inferior (n
1
> 1, n
2
= 1) para U
1
> U

.
Para U
2
= 16t > U
c
(Figura 3.10c) e U

< U
1
< U
a
o sistema é metálico
só para n < 1 e temos dois gaps nas densidades n = 1 e n
c
= (2+ `)=(1 + `).
Aqui temos que U

= 3:01509t e U
a
= 12:1724t. Duas fases metálicas são
observadas para U
1
< U

e U
1
> U
a
. Em cada caso, o sistema só têm um
gap, nas densidades n = 1(U
1
> U
a
) e n
c
= (2 + `)=(1 + `)(U
1
< U

),
respectivamente.
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Figura 3.12: Gaps 

S
e 
S;a
nas densidades n = 1 e n
c
= (2 + `)=(1 + `),
respectivamente. Aqui U
2
= 16t e ` = 1.
Os parametros U

e U
a
dependem de U
2
e são dados por
U
a
= U
2
  
2 
(U
2
; n
2
= 1)  2t; (3.22)
U

  
 
(U

) = 
2 
(U
2
; n
2
= 1): (3.23)
Observe que estes valores são independentes de `. Na Figura (3.11) mos-
tramos U

e U
a
como função de U
2
. Observamos que U

começa em zero e
aumenta até U
c
em U
2
= 1; entretanto, U
a
aumenta linearmente com U
2
e
é nulo em U
2
< U
c
. U

coincide com U
a
em U
2
= 6:25261t. Assim, para
valores maiores que U
2
, o sistema sempre tem um gap. Note que o sistema é
sem gap para U
a
< U
1
< U

com U
2
< U
2
. Para U
2
> U
2
e U

< U
1
< U
a
o
sistema tem dois gaps. No entanto, para U
1
< U

e U
1
> U
a
ele tem só um
gap.
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Figura 3.13: Velocidades eetivas de carga c

(linha cheia) e spin c

(linha
tracejada) para uma SHU em função de n (` = 1) para U
1
= 2t e U
2
= 4t.
Os gaps nas densidades n = 1 e n
c
= (2 + `)=(1 + `) são dados por


S
= U
1
  
 
(U
1
)  
 
(U
2
) (n = 1); (3.24)

S;a
= U
2
  
 
(U
2
)  2t  U
1
(n
c
= (2 + `)=(1 + `)) : (3.25)
Observe que os gaps não dependem de `. Os gaps 

S
e 
S;a
são apresentados
na Figura (3.12) para U
2
= 16t em função de U
1
. O gap em n = 1 (n
c
=
(2+`)=(1+`)) aumenta (diminui) linearmente com U
1
e é zero para U
1
< U

(U
1
> U
a
). Note que o comportamento em função do acoplamento de 
S;a
é
contrário ao observado na seção anterior, onde o gap em n
c
= (2+ `)=(1+ `)
aumenta com o acoplamento. Também da gura, temos só um gap para
U
1
< U

e U
1
> U
a
. Para U

< U
1
< U
a
temos dois gaps.
Para U
2
= 4t e U
1
= 2t, as velocidades efetivas de carga e spin para uma
SHU são apresentadas na Figura (3.13), em função de n. A velocidade de
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carga (linha cheia na Figura 3.13) é nula nas regiões isolantes como resultado
do cancelamento das velocidades de carga u
;
! 0. Assim, c

apresenta
um comportamento re-entrante em função de n. Para esta SHU temos três
fases metálicas e três fases isolantes. Aqui as fases isolantes são separadas
por regiões metálicas indicando que a SHU não tem gap como pode ser
visto na Figura (3.10b). Como no caso homogêneo, a velocidade de spin é
sempre menor que a velocidade de Fermi e é nula só na fase isolante superior
(linha tracejada na Figura 3.13). Como uma função de `, encontramos que
a velocidade efetiva de carga (spin) aumenta (diminui) até alcançar u

(u

).
Note que as velocidades de carga e spin no modelo de Hubbard homogêneo
u

e u

aumentam e diminuem com o acoplamento, respectivamente.
Como a estrutura de superrede não quebra a simetria SU(2), temos que
K

= K


= 1. Assim de (2.32,2.38) temos que as funções de correlação
densidade-densidade e spin-spin para SHU com acoplamentos diferentes é
dominada pelo termo < O
y
O > jx  yj
 1 K


que correspondem a 2k
F
-
CDW e 2k
F
-SDW no sistema homogêneo. Aqui K
2
< K


< K
1
. Assim, as
funções de correlação densidade-densidade e spin-spin decaem mais rapida-
mente (lentamente) que no sistema homogêneo com acoplamento U = U
2
(U = U
1
). Similarmente, as funções de correlação supercondutoras são
< O
y
O > jx  yj
 1 K

.
Na Figura 3.14, o expoente efetivo de correlação K


de uma SHU com
acoplamentos diferentes é apresentado, em função do preenchimento, para
três situações diferentes (` = 1): SHU-1 com U
2
= 4t e U
1
= 2t; SHU-2 com
U
2
= 16t e U
1
= 2t; SHU-3 com U
2
= 16t e U
1
= 8t. Para qualquer ` todas
as fases metálicas são caraterizadas por terem 1=2 < K


< 1. Observamos
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Figura 3.14: Expoente efetivo de correlação K


em função de n (` = 1). Três
superredes diferentes são apresentadas: SHU-1, com (U
2
=t = 4; U
1
=t = 2), SHU-2,
com (U
2
=t = 16; U
1
=t = 2) e SHU-3, com (U
2
=t = 16; U
1
=t = 8).
que a SHU-1 tem três fases metálicas, SHU-2 tem duas fases metálicas e
SHU-3 tem só uma fase metálica. Note que K


é maior na fase metálica
inferior e, portanto, as funções de correlação de densidade e spin decaem
mais rapidamente.
Para baixas densidades, K


se aproxima de 1/2 como no caso homogêneo,
contrariamente ao observado na seção anterior onde K


permanecia entre 1/2
e 1.
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3.3 Duas Cadeias de Hubbard: Hoppings di-
ferentes
Consideraremos agora duas cadeias de Hubbard arranjadas periodicamente
com o mesmo acoplamento U

= U > 0, mas com diferentes hoppings
t
2
> t
1
. Inicialmente, a carga é acumulada na camada com menor hopping
(camada 1). Isto acontece para densidades n < n

< 1, onde n

satisfaz


(n

) = 0. No entanto, esta situação é invertida quando n > n

e a carga
ui da camada 1 para a camada 2. n

é independente de r = t
2
=t
1
e `, e
diminui com U .
Para este caso, o diagrama de fases apresenta 7 fases diferentes, três
metálicas e quatro isolantes. Ele é apresentado na Figura 3.15 para U = 4t
1
e U = 8t
1
com ` = 1.
As linhas no diagrama de fases da Figura 3.15 são dadas por:
linha I:

2
(U; n
2
= 0) =
t
2
t
1

1
(U; n
0
I
(1 + `)); (3.26)
linha II:

2 
(U; n
2
= 1) =
t
2
t
1

1
(U; n
0
II
(1 + `)  `); (3.27)
linha III:
U   
2 
(U; n
2
= 1) =
t
2
t
1

1
(U; n
0
III
(1 + `)  `); (3.28)
linha IV:

2
(U;
n
0
IV
(1 + `)  1
`
) =
t
2
t
1

1 
(U; n
1
= 1); (3.29)
linha V:

2
(U;
n
0
V
(1 + `)  1
`
) =
t
2
t
1
[U   
1 
(U; n
1
= 1)]; (3.30)
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Figura 3.15: Diagrama de fases para SHU com hoppings diferentes. Aqui temos
três fases metálicas (M) e quatro isolantes (I) para (a) U = 4t
1
e (b) U = 8t
1
(` = 1
e n
c
= (2+ `)=(1 + `)). Para U = 4t
1
e U = 8t
1
temos r

= 1:94847, r
c
= 2:26984,
r
i
= 4:4227 e r

= 3:818576, r
c
= 1:57735, r
i
= 6:02322 respectivamente.
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Figura 3.16: Parâmetros r

, r
c
e r
i
em função de U . Aqui U  4:4191t
1
.
linha VI:

2
(U; n
2
= 2) =
t
2
t
1

1
(U; n
0
V I
(1 + `)  2`): (3.31)
Aqui como nas seções anteriores, a topologia do diagrama de fases é a
mesma para qualquer `.
Para n < 1 o sistema têm duas fases isolantes. Nestas, a densidade de
equilíbrio na camada 2 é n
2
= 0 (região isolante inferior, tipo banda) ou
n
2
= 1 (região isolante superior, tipo Mott). Entre estas fases temos uma
fase metálica. Duas fases metálicas e duas fases isolantes são encontradas
para n > 1: nas fases isolantes temos n
1
= 1, n
2
> 1 (tipo Mott) ou n
1
> 1,
n
2
= 2 (tipo banda). Note que todas as fases isolantes são compressíveis, ou
seja, sem gap. No diagrama de fases da Figura 3.15, a fronteira entre duas
fases isolantes é representada por linhas tracejadas. Precisamente ao longo
destas o sistema abre gaps, nas densidades n = 1 e n
c
= (2 + `)=(1 + `).
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Os parâmetros r
c
, r

e r
i
que aparacem na Figura (3.15) são dados por
r
c
=

2
(U; n
2
= 2)
U   
1 
(U; n
1
= 1)
; (3.32)
r

=
U   
2 
(U; n
2
= 1)

1 
(U; n
1
= 1)
; (3.33)
r
i
=

2
(U; n
2
= 2)

1 
(U; n
1
= 1)
: (3.34)
Observe que estas quantidades são independentes de `.
Na Figura 3.15(a) vemos que o sistema não tem gap para r > r
i
e entre r

e r
c
para U = 4t
1
. Entretanto, para U = 8t
1
o sistema é sem gap apenas para
r > r
i
(Figura 3.15(b)) e tem dois gaps entre r
c
= 1:57735 e r

= 3:818576.
Este fato pode ser visto mais claramente na Figura (3.16), onde apresentamos
r

, r
c
e r
i
em função de U . Note que r

e r
c
coincidem em U  4:4191t
1
.
Os gaps nas densidades n = 1 e n
c
= (2 + `)=(1 + `) são dados por


r
= U   
2 
(U) 
t
2
t
1

1 
(U) n = 1; (3.35)

c;r
=
t
2
t
1
(U   
1 
(U))  (2t
1
+ U) n
c
=
2+`
1+`
: (3.36)
Observe que os gaps são independentes de `. Os gaps 

r
e 
c;r
são apresen-
tados na Figura (3.17) para U = 8t
1
em função de r = t
2
=t
1
. Temos apenas
um gap para r < r
c
e r

< r < r
i
, enquanto que para r
c
< r < r

temos dois
gaps. O gap em n = 1 (n
c
= (2 + `)=(1 + `)) diminui (aumenta) linearmente
com r e é nulo para r > r

(r < r
c
).
As velocidades efetivas de carga e spin para uma SHU com hoppings
diferentes são dadas por
c

=
u
1;
(1 + `)
q
1 + 

`ru
1;
=u
2;
+ (r`u
1;
=u
2;
)
2
: (3.37)
56 Capítulo 3. Superredes de Hubbard Unidimensionais
1 2 3 4
r=t2/t1
0
2
4
6
8
10
G
ap
s 
(∆
*
r,
∆ c
,r
)
∆*r, n=1
∆c,r,n=1.5
U/t1=8
 l=1
Figura 3.17: Gaps 

r
e 
c;r
nas densidades n = 1 e n
c
= (2 + `)=(1 + `),
respectivamente . Aqui U = 8t
1
e ` = 1.
As velocidades são nulas para n < n

e, para n > n

, são menores que as
velocidades do modelo de Hubbard homogêneo (c

< u

). Aqui, também c

apresenta um comportamento re-entrante em função de n.
O parametro efetivo de interação K


é dado por
K


=
q
1 + 

`ru
1;
=u
2;
+ (r`u
1;
=u
2;
)
2
1
K
1;
+ `
1
K
2;
r
u
1;
u
2;
; (3.38)
Como K


< K

as funções de correlação densidade-densidade e spin-spin
para a SHU com hoppings diferentes decaem mais lentamente que no caso
homogêneo.
Na Figura (3.18) o expoente de correlação K


para uma SHU é apresenta-
do em função do preenchimento, para diferentes parâmetros (` = 1): SHU-A
com U = 4t
1
e r = 2; SHU-B com U = 8t
1
e r = 2; SHU-C com U = 4t
1
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Figura 3.18: Expoente de correlação efetivo K


(` = 1) em função do preenchi-
mento n para U = 4t
1
com r = 2; 3 e U = 8t
1
com r = 2.
e r = 3. Vemos que 1=2 < K


< 1 nas fases metálicas para qualquer `.
A SHU-A tem três fases metálicas, a SHU-B tem apenas uma fase metálica
e SHU-C tem duas fases metálicas. Note que K


é maior na fase metálica
inferior. Portanto, as funções de correlação decaem mais rapidamente nesta
fase.
Devemos lembrar que no sistema homogêneo a descrição de líquido de
Luttinger perde validez sempre que um gap é aberto no setor de carga (ou de
spin), o que acontece no semi-preenchimento. Para a superrede, esta perda
de validez acontece nas fases isolantes, como um resultado tanto de processos
tipo Umklapp ou de um isolante tipo banda nas Figuras (3.4,3.10,3.15).
Nesse capítulo, estudamos as superredes de Hubbard unidimensionais,
mais especicamente, três de suas realizações: (i) Uma camada livre (U
1
= 0),
com uma camada de Hubbard, mas com o mesmo hopping, (ii) mesmo hop-
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ping nas duas camadas de Hubbard, mas com acoplamentos diferentes e (iii)
acoplamentos iguais para as duas camadas, mas hoppings diferentes. Em
todas as realizações os diagramas de fases para o estado fundamental apresen-
taram várias fases metálicas e isolantes, as últimas sem gap (compressíveis).
A topologia dos diagramas de fase é independente do parâmetro `. As SHU
têm gaps nas densidades n = 1 e n
c
= (2 + `)=(1 + `), dependendo da rea-
lização. As propriedades de baixas energias podem ser descritas em termos
do modelo de superredes de líquidos de Luttinger. Como no caso homogêneo
só três parâmetros determinam toda a física em baixas energias: c

( = 
ou ) e K


.
Capítulo 4
Superredes de Spins
Sistemas quânticos de spin unidimensionais têm sido estudados amplamente
nas últimas décadas, tanto do ponto de vista experimental como teórico[52].
Uma importante observação nesta área é a chamada Conjectura de Haldane
[53], que estabelece que cadeias de spins tipo Heisenberg isotrópicas com spin
semi-inteiro não têm gap, enquanto aquelas com spin inteiro têm gap. Esta
conjectura não foi provada ainda, mas muitas evidências sobre sua validade
foram acumuladas[54].
Além disso, vários fenômenos foram descobertos como resultado das fortes
correlações spin-spin e das fortes utuações quânticas. Entre estes fenôme-
nos estão os platôs na magnetização, que são um fenômeno quântico ma-
croscópico no qual a magnetização é quantizada em frações de seu valor de
saturação. Os primeiros estudos foram feitos por Hida[55] e Okamoto[56] na
tentativa de descrever algums compostos orgânicos com acoplamentos perió-
dicos. Oshikawa e colaboradores[57] zeram o primeiro estudo sistemático
deste problema, estendendo o teorema de Lieb-Schultz-Mattis a sistemas com
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campo magnético. Eles estableceram a condição necessária para a aparição
de platôs na magnetização em sistemas 1D, a saber,
p(S  m
z
) = q  inteiro; (4.1)
onde p é a periodicidade do estado fundamental magnético no limite ter-
modinâmico, S é valor do spin e m
z
é a magnetização por sítio. O estado
de platôs pode ser visto como um estado de gap de spin com magnetização
diferente de zero.
A existência de materiais reais com constituintes trimerizados[58, 59]
têm motivado a pesquisa dos procesos de magnetização em trímeros [55,
56], quadrímeros [60] e, mais geralmente, em cadeias de spin de Heisenberg
S = 1=2 periodicamente moduladas com período p (as chamadas cadeias
p-merizadas)[61, 62, 63].
Do ponto de vista experimental, um dos materiais mais excitantes é o
NH
4
CuCl
3
, onde dois platôs na magnetização com < M >= 1=4 e 3/4
foram observados [64]. Estes platôs foram encontrados em cadeias de spin
quase-periódicas, onde uma modulação no plano X-Y foi considerada [65].
O efeito de uma estrutura sobre as propriedades magnéticas das cadeias de
spin e a posibilidade de aparição de platôs na magnetização devido à estrutura
são, portanto, de grande interesse. Aqui, estudaremos o que acontece quando
se considera uma modulação periódica (estrutura de superrede) no parâmetro
de anisotropia em cadeias XXZ de spin-
1
2
.
Uma superrede de spins é um arranjo periódico de duas cadeias de Heisen-
berg de spins 1/2 anisotrópicas (cadeias XXZ) com diferentes comprimentos
L

e parâmetros de anisotropia 

( = 1; 2). Assim, a Hamiltoniana de
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u2 , K2
u , K
x
L2
J , 2J , 1
Figura 4.1: Superrede de spins e sua relação com a superrede de líquidos de
Luttinger. Aqui, J , 

e L

são o acoplamento, parâmetro de anisotropia e o
comprimento de cada cadeia, respectivamente. O campo magnético h está aplicado
na direção z.
uma superrede de spins na presença de um campo magnético na direção z é
H = J
L
X
n
 
S
x
n
S
x
n+1
+ S
y
n
S
y
n+1
+

S
z
n
S
z
n+1

  h
L
X
n
S
z
n
(4.2)
onde S
x
, S
y
e S
z
denotam as matrizes de spin-
1
2
, h é o campo magnético na
direção z, L = N
c
(L
1
+L
2
) é o comprimento da superrede e N
c
é o numero de
células unitárias, cada uma delas com uma base com L
1
+L
2
sítios. Em (4.2)


é o parâmetro de anisotropia, que depende da posição (ver Figura 4.1),
ou seja, toma diferentes valores nas duas subredes (

= 
1
, na subrede
com L
1
sítios e 

= 
2
na outra subrede com L
2
sítios).
Como foi discutido no capítulo (1), no caso homogêneo (
n
= , in-
dependente da posição) a Hamiltoniana (4.2) é exatamente solúvel usando
o método do Ansatz de Bethe, mesmo quando h 6= 0[48]. Então, é possí-
vel mostrar que as propriedades de baixas energias podem ser descritas por
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meio de uma teoria de campos com carga conforme c = 1 de um campo
bosônico livre (líquido de Luttinger), compactado em um raio R no limite
termodinâmico para  >  1 e qualquer magnetização < M >[50].
As propriedades de baixa energia de una superrede de spins são descritas
em termos de uma superrede de líquidos de Luttinger (SLL) (capítulo 2) de
férmions sem spin com Hamiltoniana
H =
1
2
Z
dx

u(x)K(x)(@
x
)
2
+
u
(
x)
K(x)
(@
x
)
2

; (4.3)
onde os parâmetros que dependem das camadas u(x) e K(x) são a velocidade
das excitações e o parâmetro que determina o decaimento das funções de
correlação, respectivamente. Para x na subrede  temos K(x) = K(< M

>
;

) e u(x) = u(< M

>;

) i.e. os parâmetros usuais de líquido de
Luttinger para cada subrede. No caso homogêneo, a constante K = K(<
M >;) governa a dimensão conforme dos operadores de vértice bosônicos e
pode ser obtida exatamente usando o Ansatz de Bethe. Temos que K = 1=2
para o caso com simetria SU(2) ( = 1). Ele está relacionado ao raio de
compacticação R por K
 1
= 2R
2
.
Na Hamiltoniana (4.3), @
x
 é o momento conjugado a: [(x); @
y
(y)] =
iÆ(x  y). Os campos  e  são duais, já que eles satisfazem
@
t
 = u(x)K(x)@
x
 (4.4)
e a equação obtida da substituição  ! ,  ! , e K ! 1=K. Como foi
visto no capítulo (2) estes campos podem ser desacoplados para dar
@
tt
  uK@
x

u(x)
K(x)
@
x


= 0; (4.5)
e uma equação dual para .
Capítulo 4. Superredes de Spins 63
As equações de movimento são sujeitas à continuidade de  e . Como as
derivadas temporais destas funções são contínuas, o lado direito da Eq. (4.4)
e sua dual conduzem às condições adicionais da continuidade de (u=K) @
x

e uK@
x
 nas interfaces.
Como já se observou acima, camos com um problema similar àquele que
foi tratado no capítulo (2), mas neste caso só temos um grau de liberdade
(carga). Assim, os resultados e expressões do capítulo (2) podem ser usados
aqui fazendo  =  em todas as expressões e retirando-se o sub-índice.
O estado fundamental para um campo magnético dado h tem J

= 0. Já
N

pode ser determinado a partir da equação de estado, obtida da solução
exata[48, 49]
h = h (J;
1
;M
1
) = h (J;
2
;M
2
) : (4.6)
Note que aqui, < M

>= 2m
z

= 1  2N

=L

é a magnetização por sítio de
cada cadeia  normalizada ao valor de saturação. Assim, a magnetização da
superrede de spins é
< M
s
>=
< M
1
> +` < M
2
>
1 + `
; (4.7)
onde ` = L
2
=L
1
. Podemos ver como a magnetização das superredes é uma
média das magnetizações das subredes, com ` sendo o peso na média.
Note que as equações (4.6) e (4.7) são válidas também nas regiões on-
de não é possível fazer uma descrição em termos de líquidos de Luttinger.
Elas são (i) a região ferromagnética (F) para  <  1 e para qualquer valor
de  em campos magnéticos sucientemente altos e (ii) a região antiferro-
magnética a campos pequenos e  > 1 (ver gura (1.3) do capítulo (1)). Na
região antiferromagnética, o sistema é descrito pela teoria de sine-Gordon e
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tem um gap. Entretanto, na região ferromagnética o sistema está totalmente
magnetizado e não pode ser descrito em termos de uma teoria de campos que
seja invariante sob uma transformação de Lorentz [69].
Do capítulo (2) temos que para p =(L
U
+L
0
) a velocidade efetiva das
excitações para uma superrede de spins é dada por
c =
u
1
(1 + `)
q
1 + `u
1
=u
2
+ (`u
1
=u
2
)
2
; (4.8)
onde  = K
1
=K
2
+ K
2
=K
1
. Note que, c ! u
2
quando ` ! 1, e c ! u
1
quando `! 0.
Em termos dos campos bosônicos  e , os operadores de spin podem
ser escritos como [70]
S
z
x
=
M
2
 
1
p
2
@
x
 +
1

cos

2 (x)  2 (x)

;
S
+
x
=
1
p
2
e
 i(x)
n
1 + e
2i(x)
cos [2 (x)]
o
;
onde  (x) = k
F
x  
0
(x), o momento de Fermi k
F
está relacionado à mag-
netização da cadeia pork
F
= (1+M)=2 e  é um parametro de "cuto"[5].
As funções de correlação para uma superrede de spins (i.e., para x e y
muito separados) são
hS
z
(y)S
z
(x)i 
C
2
2
jx  yj
2
+ A
e
2i
(
(y) (x)
)
jx  yj
2K

; (4.9)


S
+
(y)S
 
(x)


B
1
jx  yj
K=2
+B
2
e
2i
(
(y) (x)
)
jx  yj
K=2+2K

; (4.10)
onde o expoente efetivo é
K

=
q
1 + `u
1
=u
2
+ (`u
1
=u
2
)
2
1
K
1
+ `
1
K
2
u
1
u
2
 f(K
1
; K
2
); (4.11)
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Figura 4.2: Curva de magnetização de uma superrede de spins com 
2
= 1 e

1
= 0; 0:5 (` = 1).
K = f(1=K
1
; 1=K
2
) e C é uma função dos parâmetros do sistema (ver capítu-
lo 2). Da Eq. (4.9) vemos que as funções de correlação da cadeia homogênea
são recuperadas quando é feito K
1
= K
2
e u
1
= u
2
.
4.1 
1
,
2
< 1
Aqui a superrede é composta por duas cadeias com parâmetros de anisotro-
pia menores que 1. Nesse caso, as cadeias têm apenas duas fases possíveis:
paramagnética e ferromagnética.
Na Figura (4.2), apresentamos a magnetização em função do campo mag-
nético para uma superrede de spins com 
2
= 1 e 
1
= 0; 0:5. Vemos que a
magnetização é uma função crescente do campo magnético, como esperado.
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Também vemos uma mudança no comportamento, que coincide com o fato
de que uma das subredes torna-se ferromagnética, enquanto a outra ainda é
paramagnética. Esta mudança acontece no campo h = 1+
1
. Nesse ponto,
a inclinação é menos aguda se comparada com aquela que se obtém quando
o sistema ca ferromagnético. Dado um campo magnético a magnetização
da superrede de spins é menor (maior) que a magnetização de uma cadeia
homogênea de igual comprimento mas parâmetro de anisotropia 
1
= 0; 0:5
(
2
= 1).
A descrição das propriedades de baixas energias em termos de uma su-
perrede de líquidos de Luttinger é valida só para campos menores que 1+
1
,
já que para campos maiores um gap é aberto em uma das cadeias (subrede
ferromagnética).
Da Figura (4.2) também é claro que, à medida que 
1
! 
2
, a magne-
tização ca menor e tende à magnetização de uma cadeia homogênea com
anisotropia 
2
. A região na qual é válida a descrição em termos de SLL
também aumenta com 
1
.
4.2 
1
< 
2
> 1
Neste caso, estamos considerando a situação na qual uma ou ambas cadei-
as tem anisotropia maior que 1, como pode ser visto no diagrama de fases
para uma cadeia XXZ (1.3). Isto implica que, para um campo magnéti-
co dado, uma ou ambas as cadeias podem ter uma fase antiferromagnética
(< M >= 0). Na Figura (4.3) apresentamos a magnetização de uma su-
perrede de spins em função do campo magnético externo para 
2
= 5 and
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Figura 4.3: Curva de magnetização de uma superrede de spins com 
2
= 5 e

1
= 1; 2; 4 (` = 1).

1
= 1; 2; 4. Vemos como a curva de magnetização para a superrede depen-
de do valor de 
1
. Observe a presença de platôs de magnetização com valor
< M
s
>= 0:5 para 
1
= 1 e 2. Entretanto, para 
1
= 4 só temos o platô
correspondente à fase antiferromagnética < M
s
>= 0. Como uma função do
campo magnético e com 
2
e 
1
xos, a curva de magnetização tem regimes
diferentes de comportamento. Por exemplo, na Figura (4.3) para 
1
= 2
temos uma fase antiferromagnética (< M
s
>= 0) até h
c
(
1
= 2) = 0:3898J .
Depois, a magnetização aumenta até chegar no platô com magnetização
< M
s
>= 0:5. Finalmente, a partir de h
c
(
2
= 5) = 3:2182J , a magne-
tização aumenta novamente até que os spins quem totalmente polarizados
e o sistema seja ferromagnético. A Figura (4.4) mostra a magnetização de
uma superrede de spins com 
2
= 5 e 
1
= 2 para diferentes `. Para
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Figura 4.4: Curva de magnetização de uma superrede de spins com 
2
= 5 e

1
= 2 para diferentes `.
campos menores que h
c
(
1
= 2) = 0:3898J a superrede de spins têm uma
fase antiferromagnética (< M
s
>= 0) para qualquer `. Para campos maio-
res, um platô na magnetização é encontrado com valores < M
s
>= 0:666,
< M
s
>= 0:5 e < M
s
>= 0:3333 para ` = 0:5; 1 e 2, respectivamente. Es-
te platô corresponde a uma subrede na fase ferromagnética < M
1
>= 1 e
outra subrede na fase antiferromagnética < M
2
>= 0. Assim, a superrede
de spins apresenta uma modulação espacial na magnetização. Note que a
largura do platô é a mesma nas três curvas, mas o valor da magnetização
varia continuamente com ` segundo < M
s
>= 1=(1 + `). Esta é uma assi-
natura macroscópica da estrutura da superrede e é um limite extremo dos
platôs de magnetização já estudados[57]. Outra propriedade abordada na
última referência é a dependência com o campo magnético da magnetização,
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Figura 4.5: Diagrama de fases de uma superrede de spins com 
2
= 5.
quando esta se aproxima do platô: M
s
/
p
jh  h
c
j, típica desta classe de
universalidade[66, 67, 68]. Em nosso caso, isto se deve à natureza de média
ponderada de M
s
(equação 4.7) e às dependências individuais do tipo raiz
quadrada de M
1
eM
2
quando estas se aproximam de seus platôs. Mas aqui o
gap não é consequência de uma perturbação relevante[57] como usualmente,
já que a cadeia que satura ferromagneticamente não pode ser descrita em
termos de uma teoria de campos[69].
O diagrama de fases de uma superrede de spins com 
1
< 
2
6= 0 e
qualquer ` é apresentado na Figura (4.5). Observamos que uma descrição
em termos de superrede de líquidos de Luttinger é possível para campos
magnéticos maiores que h
c
(
2
= 5) = 3:2182J . Para campos menores, temos
platôs com magnetização < M
s
>= 1=(1 + `) para  1 < 
1
< 2:2182 e uma
região antiferromagnética para 
1
> 1. Assim, entre 1 < 
1
< 2:2182,
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Figura 4.6: Velocidade efetiva c para uma superrede de spins em função do campo
magnético h para ` = 1, com 
2
= 5 e 
1
= 3 e 4.
temos dois platôs de magnetização. Então, dado 
1
temos uma curva de
magnetização ou com dois platôs ou com apenas um. As outras regiões neste
diagrama têm magnetizações < M
s
>6= 0; 1 e não apresentam platôs. O
diagrama de fases é valido só para 
2
> 1. Para anisotropias menores a
curva de magnetização para superredes de spins não tem platôs, como foi
visto na seção anterior.
A velocidade efetiva é apresentada na Figura (4.6) para duas superredes
de spins diferentes, ambas com ` = 1. A velocidade é diferente de zero para
campos magnéticos entre h
c
(
2
) e h=J = 1 + 
1
. Note que estes valores
determinam a região de validez da descrição em termos de uma superrede de
líquidos de Luttinger.
É importante recordar que no sistema homogêneo, a descrição em ter-
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Figura 4.7: Expoente de correlação K

para uma superrede de spins em função
do campo magnético h para ` = 1, com 
2
= 5 e 
1
= 3 e 4.
mos de líquidos de Luttinger perde validade quando um gap é aberto. Isto
acontece nas regiões ferromagnética e antiferromagnética. No caso de uma
superrede de spins com 
2
> 1, a descrição em termos de uma superrede de
líquidos de Luttinger não é possível para campos magnéticos menores que
h
c
(
2
).
Na Figura (4.7), o expoente efetivo de correlação K

de uma superrede
de spins em função do campo magnético para ` = 0:5, 1 e 2 é apresentado.
Observamos que 0:25 < K

< 1, como no caso homogêneo com anisotropia
maior que 1. Também, K
2
< K

< K
1
, indicando que as funções de corre-
lação para uma superrede de spins decaem mais (menos) rapidamente que
aquelas para um sistema homogêneo com anisotropia 
2
(
1
). Note que,
dados 
1
e 
2
, o expoente de correlação K

diminui quando ` aumenta, mas
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seus valores limites 0.25 e 1 são os mesmos para qualquer valor de ` e são
alcançados nos mesmos valores de campo magnético.
É interessante relacionar o nosso tratamento a análises anteriores feitas no
regime de forte acoplamento. Já foi mostrado que os platôs de magnetização
podem ser entendidos em termos de blocos de spins fortemente acoplados,
os quais estão fracamente acoplados entre si. Neste caso, os blocos tendem
a magnetizar-se independentemente, levando a valores quantizados da mag-
netização [49, 63]. Isto é o que acontece no caso de uma superrede de spins.
Já que estamos tratando o limite de cadeias muito longas, as interações na
fronteira entre duas cadeias são sempre uma perturbação fraca e assim o
argumento de acoplamento forte é aplicável.
Nossa descrição pode ser facilmente estendida para valores de spins mai-
ores, usando o procedimento introduzido por Schulz[71], onde outros platôs
podem ocorrer. Regiões onde seja possível uma descrição em termos de su-
perredes de líquidos de Luttinger são esperadas para superredes de spins com
spin semi-inteiro.
Neste capítulo, consideramos uma superrede de spins composta por um
arranjo periódico de duas cadeias de spins XXZ com diferentes parâmetros
de anisotropia e comprimentos. Um perl de magnetização não homogêneo é
obtido como conseqüência da dependência espacial das propriedades do sis-
tema. Encontramos platôs de magnetização que dependem do comprimento
relativo das camadas ` e com magnetização M
s
= 1=(1 + `), se uma ou as
duas cadeias de spin tem parâmetro de anisotropia maior que 1. As propri-
edades de baixas energias podem ser descritas em termos de uma superrede
de líquidos de Luttinger.
Capítulo 5
Modelo de Wol contínuo
O modelo de Wol[36] descreve um mar de elétrons livres, onde introduzi-
mos uma impureza substitucional. O nível de energia na impureza é "
0
e a
interação de Coulomb é U
0
(ver Figura 5.1).
A Hamiltoniana do modelo de Wol unidimensional é
H =  t
X
i;
(c
y
i
c
i+1
+H:c:) + "
0
X

n
0;
+ U
0
n
0"
n
0#
: (5.1)
t 0 ,U0
x = 0
Figura 5.1: Representação esquemática do modelo de Wol. "
0
é a energia do
nível de impureza e U
0
a interação de Coulomb.
Este modelo será estudado via bosonização, através da qual o modelo
será mapeado em uma teoria de campos efetiva. Estamos interessados só em
modos de baixas energias próximos à supercie de Fermi. Assim, podemos
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escrever
c
j;
p
a
 e
 ik
F
ja
	
 ;j;
+ e
ik
F
ja
	
+;j;
; (5.2)
onde a é o parâmetro de rede e + ( ) indica férmions que se movimentam
para a direita (esquerda). Assim, o mar de férmions livres ca agora descrito
por meio de um líquido de Luttinger livre. Ou seja
H
0
=  t
X
i;
(c
y
i
c
i+1
+H:c:)
 iv
F
X

Z
dx
n
	
y
 
(x)@
x
	
 
(x)  	
y
+
(x)@
x
	
+
(x)
o
; (5.3)
onde v
F
= 2at sin(k
F
a) é a velocidade de Fermi.
O termo correspondente ao nível de energia ca
V
L
= "
0
X

n
0;

Z
dx"(x)[	
y
"
(x)	
"
(x) + 	
y
#
(x)	
#
(x)]; (5.4)
onde "(x) denota a energia da impureza, que generalizamos temporariamente
para uma dependência qualquer com a posição.
No modelo de Luttinger, os elétrons podem interagir de várias formas:
espalhamento de elétrons para frente com transferência de momento pequena
(em ramos diferentes g
2
e sobre o mesmo ramo g
4
) e espalhamento de elétrons
para trás (g
1
) com tranferência de momento de 2k
F
. Assim, o termo de
interação local do modelo de Wol é composto de três contribuições
V
U
= U
0
n
0"
n
0#
 V
1
+ V
2
+ V
4
; (5.5)
onde
V
1
=
Z
dxg
1;ss
0
(x)	
y
+;s
(x)	
 ;s
(x)	
y
 ;s
0
(x)	
+;s
0
(x) (5.6)
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V
2
=
Z
dxg
2;ss
0
(x)	
y
+;s
(x)	
+;s
(x)	
y
 ;s
0
(x)	
 ;s
0
(x) (5.7)
e
V
4
=
1
2
X
r
Z
dxg
4;ss
0
(x)	
y
r;s
(x)	
r;s
(x)	
y
r;s
0
(x)	
r;s
0
(x): (5.8)
Aqui também g
;ss
0
(x) denota a interação como função da posição ( =
1; 2; 4).
Usando a identidade de Mandelstam (1.21), cada uma das partes da Ha-
miltoniana de Wol é expressa em termos dos campos bosônicos de spin  e
de carga , da seguinte maneira ( é um "cuto"ver [5])
H
0
=
1
2
X

Z
dx

v
F
(@
x


)
2
+ v
F
(@
x


)
2

; (5.9)
V
L
=
Z
dx"(x)
h
 
p
2

@
x


(x) +
2

cos

p
2

(x)

cos

p
2

(x)   2k
F
x
i
; (5.10)
V
1
=
2
(2)
2
Z
dxg
1;?
(x) cos

p
8

(x)

; (5.11)
V
2
=
1
2
2
X

Z
dxg
2
(x)

(@
x


)
2
  (@
x


)
2

(5.12)
e
V
4
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1
2
2
X

Z
dxg
4
(x)

(@
x
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
)
2
+ (@
x


)
2

: (5.13)
Finalmente, a Hamiltoniana bosônica que descreve o modelo de Wol é
H =
1
2
X

Z
dx
nh
v
F
  g
2
(x) + g
4
(x)
i
(@
x


)
2
+
h
v
F
+ g
2
(x) + g
4
(x)
i
(@
x
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
)
2
o
+
Z
dx"(x)
h
 
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
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x
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
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
cos

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2

(x)

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
p
2

(x)  2k
F
x
i
+
2
(2)
2
Z
dxg
1;?
(x) cos

p
8

(x)

: (5.14)
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Um modelo mais geral pode ser obtido quando se considera que os elé-
trons de condução interagem entre si. Então, v
F
é mudada para uma veloci-
dade efetiva das excitações v

( = ; ) e os campos são reescalados assim


! 

p
K

e 

! 

=
p
K

(ver capítulo 1). Assim, camos com um
problema mais complexo, que chamamos de modelo de Wol contínuo, que
é descrito pela Hamiltoniana
H =
1
2
X

Z
dx
nh
v

  g
2
(x) + g
4
(x)
i
(@
x


)
2
+
h
v

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2
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4
(x)
i
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x
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2
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+
2
(2)
2
Z
dxg
1;?
(x) cos

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


(x)

+
Z
dx"(x)
h
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p
2K


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
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+
2
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
p
2K



(x)

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
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2K



(x)  2k
F
x
i
: (5.15)
5.1 Uma Impureza
A Hamiltoniana (5.15) representa um modelo geral, onde os elétrons de con-
dução estão interagindo e onde é possivél haver até uma distruibição de
impurezas, descritas pelos parâmetros "(x) e g
;
(x) ( = 1; 2; 4). Agora
consideraremos o caso em que só temos uma impureza. Então, os parâme-
tros são dados por
g
i
(x) = g
i
Æ(x) g
1?
(x) = g
1?
Æ(x) "(x) = "
0
Æ(x); (5.16)
onde g
i
e "
0
são constantes. Para o modelo de Wollf, g
i
= U
0
a > 0.
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A Hamiltoniana do modelo de Wol contínuo com uma impureza é
H =
1
2
X

Z
dx
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
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2
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
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
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2
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
; (5.17)
onde os termos de espalhamento para frente locais g
2
e g
4
não são conside-
rados (a análise de grupo de renormalização a ser feita adiante mostra que
esses termos são invariantes e não inuenciam o uxo).
O terceiro termo em (5.17) pode ser eliminado da Hamiltoniana por meio
de uma transformação canônica, determinada pelo operador
U

= exp

i

r
2K


"
0
v



(0)

: (5.18)
Assim, a Hamiltoniana (5.17) ca
~
H = U
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
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=
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Esta transformação implica que


(x)! 

(x) +
p
2K

E
f
v

(x); (5.20)
ou seja temos um kink no campo 

. Isto se traduz em um deslocamento
de fase na função de onda de Æ =
p
K

E
f
4v

.
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A Lagrangiana do sistema é
L =
1
2
X

Z
dx

1
v

(@



)
2
+ v

(@
x


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2

(5.21)
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
;
onde " =
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0

e g =
2g
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2
.
Finalmente, a função de partição ca dada por
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5.2 Ação efetiva
Vemos na função de partição (5.22) que nos termos de interação só estão
presentes os campos em x = 0. Logo, a dinâmica do sistema vai estar deter-
minada por esses campos locais. Portanto, devemos achar uma ação efetiva
onde só estejam presentes esses campos locais. Em geral, temos uma função
de partição da forma
Z

=
Z
D

e
 S
0
[

(x;)] S
1
[

(0;)]
=
Z
D

e
 
R
d [L
0
()+L
1
()]
onde  = ; , S
1
[

(0; )] é a parte da ação que vem da interação e que só
depende dos campos locais e S
0
[

(x; )] é a ação livre.
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Para obtermos uma ação efetiva local, devemos integrar todos os graus
de liberdade com x 6= 0. Para isto, introduzimos um campo auxiliar () e
reescrevemos a função partição como
Z

=
Z
D
0
Z
d
Z
D

e
 
R
d [L
0
()+L
1
()+i()(
0
() 

(0;))]
: (5.23)
Agora vamos integrar 

, denindo
A =
Z
D

exp[ 
Z
d
h
Z
dx
2

1
v

(@



)
2
+ v

(@
x


)
2

+i()


0
()  

(0; )
i
:
Mas


(x; ) =
1

X
n
e
 i!
n



(x; !
n
)
() =
1

X
n
e
 i!
n

(!
n
)


(x; !
n
) =
Z
1
 1
dq
2
e
iqx


(q; !
n
)
onde  = 1=K
B
T e !
n
são as freqüências de Matsubara bosônicas. Assim
Z
d

Z
dx
2
h
1
v

(@



)
2
+ v

(@
x


)
2
i
+ i()


0
()  

(0; )


=
1
2
X
n
Z
dq
2
h
!
2
n
v

+ v

q
2



(q; !
n
)

( q; !
n
)
 2i(!
n
)

( q; !
n
)
i
+
i

X
n
(!
n
)
0
( !
n
):
Fazendo
~


(q; !
n
) = 

(q; !
n
) 
i(!
n
)
!
2
n
v

+ v

q
2
; (5.24)
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temos

!
2
n
v

+ v

q
2



(q; !
n
)

( q; !
n
)  2i(!
n
)

( q; !
n
) =
~


(q; !
n
)

!
2
n
v

+ v

q
2

~


( q; !
n
) + (!
n
)

2
!
2
n
v

+ v

q
2
( !
n
):
Fazendo agora a integração Gaussiana em
~


( q; !
n
) temos
A = exp[ 

2
X
n
Z
dq
2
(!
n
)

2
!
2
n
v
F
+ v
F
q
2
( !
n
) 
i

X
n
(!
n
)
0
( !
n
)]
= exp
(
 
1
4
X
n
h
(!
n
)

j!
n
j
( !
n
)  4i(!
n
)
0
( !
n
)
i
)
;
já que
R
dq
2
(
!
2
n
v
F
+ v
F
q
2
)
 1
= (2 j!
n
j)
 1
. Mas
(!
n
)

j!
n
j
( !
n
)  4i(!
n
)
0
( !
n
) =
~
(!
n
)

j!
n
j
~
( !
n
) +
4


0
(!
n
) j!
n
j
0
( !
n
);
onde
~
(!
n
) = (!
n
) +
2i
0
(!
n
)

j!
n
j
e fazendo a integral Gaussiana em  nalmente temos
Z

=
Z
D
0
e
 S
0
[
0
] 
R
dL
1
()
; (5.26)
onde a ação local é
S
0
[
0
] =
1

X
n
j!
n
j
0
(!
n
)
0
( !
n
): (5.27)
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5.3 Análise do grupo de renormalização
Com o objetivo de obter informações sobre o sistema faremos agora uma
análise em termos do grupo de renormalização, ou seja, vamos retirar graus
de liberdade de altas energias, encontrando assim a ação efetiva para os
setores de mais baixa energia. Isso levará a uma mudança nos acoplamentos
(" e g) à medida que mais graus de liberdade de altas energias são retirados.
A função de partição do sistema agora é
Z =
Z
D
0
D
0
e
 S
0
[
0
;
0
] S
1
[
0
;
0
]
; (5.28)
onde
S
0
[
0
;
0
] =
1

X
n
j!
n
j j
0
j
2
+
1

X
n
j!
n
j j
0
j
2
(5.29)
e
S
1
[
0
;
0
] = "
Z
d cos

p
2K


0
()

cos

p
2K


0
()

+g
Z
d cos

p
8K


0
()

: (5.30)
Agora, introduzimos um cut-o  e os campos passam a ser escritos como

0
. Assim,

0
= 
0
0
+ h

; 
0
= 
0
0
+ h

; (5.31)
onde 
0
0
e h

são os modos lentos e rápidos dos campos, respectivamente,
onde 
0
=   d.
Nosso objetivo agora é integrar os modos rápidos dos campos 
0
e achar
os parâmetros efetivos (renormalizados) do problema. A função de partição
pode ser escrita
Z

= Z
h
Z
D
0
0
D
0
0
e
 S
0
[
0
;
0
]
e
 S
1eff
[
0
0
;
0
0
]
; (5.32)
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onde
S
1eff
[
0
0
;
0
0
] =   ln
D
e
S
1
[
0
0
+h

;
0
0
+h

]
E
h
= < S
1
>
h
+
1
2

< S
2
1
>
h
  < S
1
>
2
h

+    :(5.33)
Como vemos, a segunda linha de (5.33) corresponde a uma expansão pertur-
bativa, onde só apresentamos os termos até segunda ordem.
5.3.1 Primeira ordem
Considerando só o primeiro termo na expansão (5.33) temos
S
1eff
[
0
0
;
0
0
] = < S
1
>
h
= g
Z
d
D
cos

p
8K


0
()
E
h
+"
Z
d
D
cos

p
2K


0
()

cos

p
2K


0
()
E
h
:
Mas
D
cos

p
2K

(
0
+ h

)

cos

p
2K

(
0
+ h

)
E
h
= e
(K

+K

)d`
cos

p
2K


0
0

cos

p
2K


0
0

e
D
cos

p
8K

(
0
+ h

)
E
h
= e
 4K

d`
cos

p
8K


0
0

(5.34)
onde d` =
d

.
Então, até primeira ordem temos
S
1eff
[
0
0
;
0
0
] = "e
 (K

+K

)d`
Z
d cos

p
2K


0
0

cos

p
2K


0
0

+ge
 4K

d`
Z
d cos

p
8K


0
0

: (5.35)
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Para restaurar o cut-o original , deve-se reescalar a energia
!
0
=


0
!  !(1 + d`): (5.36)
Além disso, o produto !
0
t
0
= !t é invariante. Então, o tempo deve ser
reescalado
t
0
= t
1
1 + d`
 t(1  d`): (5.37)
Assim
S
1eff
= g
0
Z
d cos

p
8K


0

+"
0
Z
d cos

p
2K


0
0

cos

p
2K


0
0

;
onde os parâmetros de acoplamento renormalizados são
"
0
=
"
1  d`
e
 (K

+K

)d`
;
g
0
=
g
1  d`
e
 4K

d`
:
Portanto, as equações do grupo de renormalização até primeira ordem para
os acoplamentos são
d"
d`
=
h
1 
1
2

K

+K

i
" (5.40)
e
dg
d`
=
h
1  2K

i
g: (5.41)
Da equação (5.41), vemos que a interação g é marginal para K

= 1=2.
Logo, para K

> 1=2, g é irrelevante, ou seja ele diminui à medida que nós
atingimos setores de mais baixa energia. Entretanto, para K

< 1=2, g é
relevante, ou seja ele cresce à medida que vamos retirando graus de liberdade
do sistema.
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Figura 5.2: Diagrama de fases do modelo de Wol contínuo até a primeira ordem
em teoria de perturbação.
Para o nível local ", temos que ele é marginal ao longo da linha K

+
K

= 2 e é irrelevante (relevante) para valores de K

e K

que satisfazem
K

+K

> 2 (K

+K

< 2).
Considerando o comportamento de " e g encontramos o diagrama de fases
apresentado na Figura (5.2). Nos eixos temos K

e K

e observamos que há
quatro fases bem denidas pelas linhas K

= 1=2 e K

+K

= 2.
Para K

> 1=2 e K

+K

> 2, tanto " como g são irrelevantes. Assim,
à medida que atingimos setores de mais baixa energia eles diminuem. Logo,
tanto a carga como o spin do elétron são transmitidos totalmente através da
impureza e o sistema é um condutor perfeito (a T = 0) com condutância
G

= 2g
0
K

, onde g
0
= e
2
=h é a condutância quântica.
" é irrelevante, enquanto g é relevante para K

< 1=2 e K

+ K

> 2.
Assim, enquanto a carga é transmitida totalmente o spin sofre reexão total,
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ou seja, temos um condutor de carga (G

= 2g
0
K

) e um isolante de spin
(G

= 0). Note que esta fase não é possível quando só é considerado o
potencial local "
0
[34].
O sistema é um isolante perfeito, ou seja G

= 0 e temos reexão total
de carga e spin, para K

+ K

< 2 e K

? 1=2. As duas fases que temos
aqui são caracterizadas por terem " relevante, enquanto que elas se diferen-
ciam por terem g relevante ou irrelevante para K

menor ou maior que 1/2,
respectivamente. Note que a existência de uma região em que " e g sejam
relevantes abre a possibilidade para a existência de pontos xos não trivi-
ais, que requerem, entretanto, uma análise até segunda ordem em teoria de
perturbações.
5.3.2 Segunda ordem
A ação S
1eff
até segunda ordem ca
S
1eff
[
0
0
;
0
0
] =< S
1
>
h
+
1
2

< S
2
1
>
h
  < S
1
>
2
h

; (5.42)
onde < S
1
>
h
já foi calculado na seção anterior.
O termo de segunda ordem é
< S
2
1
>
h
  < S
1
>
2
h
  "
2
e
 (K

+K

)d`
Z
d cos

p
8K


0

  "ge
 K

d`
Z
d cos

p
2K


0
0

cos

p
2K


0
0

: (5.43)
Assim,
S
1eff
=
h
ge
 4K

d`
  "
2
e
 (K

+K

)d`
i
Z
d cos

p
8K


0

+
h
"e
 (K

+K

)d`
  "ge
 K

d`
i
Z
d cos

p
2K


0
0

cos

p
2K


0
0

:
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Figura 5.3: Linhas de uxo dos acoplamentos " e g para K

= 1=4.
Reescalando a freqüência e o tempo, temos que
S
1eff
= g
0
Z
d cos

p
8K


0

+"
0
Z
d cos

p
2K


0
0

cos

p
2K


0
0

;
onde
"
0
=
"
1  d`
e
 (K

+K

)d`
  "gd`; (5.44)
g
0
=
g
1  d`
e
 4K

d`
  "
2
d`: (5.45)
Por conseguinte, as equações de grupo de renormalização até segunda ordem
são
d"
d`
=
h
1 
1
2
(K

+K

)
i
"  "g; (5.46)
dg
d`
=
h
1  2K

i
g   "
2
: (5.47)
Das quatro fases mostradas na Figura (5.2), só em duas fases temos pontos
xos não triviais. Estas fases se caracterizam por terem tanto " como g ambos
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Figura 5.4: Acoplamentos " e g em função de ` para K

= 1 e K

= 0:5.
relevantes ou irrelavantes. Para K

< 1=2 e K

+K

< 2 eles são relevantes,
enquanto para K

> 1=2 e K

+K

> 2 são irrelevantes.
Os pontos xos das equações 5.46 e 5.47 são g = a e " = 
p
ab onde
a = 1 
1
2
(K

+K

) e b = 1  2K

:
Em verdade, dado K

temos uma linha de pontos xos.
Para K

< 1=2 e K

+ K

> 2 encontramos que em segunda orden
do grupo de renormalização os acoplamentos " e g são ainda irrelevantes
e relevantes, respectivamente, como em primeira ordem. Assim, o sistema
ainda é um isolante de spin e um condutor de carga.
Na Figura (5.3) apresentamos o uxo do grupo de renormalização de " e
g para K

= 1=4. Note que temos uma linha de pontos xos que começa no
ponto trivial (" = 0, g = 0) com K

= 1:75 e para K

= 0 alcança o valor
máximo (" = 0:661437, g = 0:875). Estes pontos xos são instáveis e é
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Figura 5.5: Linhas de uxo dos acoplamentos " e g para K

= 1 e K

= 3=2. O
ponto xo não-trivial ("

; g

) é instável.
possível ver como, para pontos acima da linha de pontos xos, " é irrelavante
enquanto g é relevante e os acoplamentos tendem a um outro ponto xo que
é caracterizado por ter (" = 0, g = 1). Este ponto xo corresponde
a uma situação em que o líquido de Luttinger é dividido em dois sistemas
semi-innitos. Entretanto, para pontos abaixo da linha de pontos xos, a
tendência do sistema é a interação g adquirir valores menores e mudar de
sinal, passando ao regime atrativo, ou seja " e g são relevantes.
O comportamento dos acoplamentos " e g muda na região onde K

> 1=2
e K

+ K

< 2, em segunda ordem. Em primeira ordem " é relevante e g
irrelevante e, como pode ser visto na Figura (5.4), em segunda ordem " é
ainda relevante. Entretanto, deve-se observar como g é irrelevante no início
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do uxo mas depois muda de sinal e torna-se relevante. Isso porque em
(5.47), o segundo termo sempre acaba dominando, já que " é relevante.
As linhas de uxo para os acoplamentos " e g com K

= 1 e K

= 3=2
são apresentadas na Figura (5.5). Embora exista o ponto xo não trivial em
("

; g

), este é instável e todos os pontos estão na bacia de atração do ponto
xo trivial (0; 0). Portanto, o resultado em primeira ordem, de que tanto "
quanto g são irrelevantes, permanece válido em segunda ordem.
Neste capítulo, estudamos o modelo de Wol contínuo. Até primeira
ordem em teoria de perturbações encontramos três fases: condutor perfeito
(G

= 2g
0
K

), isolante perfeito (G

= 0) e uma fase onde o sistema é
condutor de carga (G

= 2g
0
K

) e isolante de spin (G

= 0). Pontos xos
não triviais, porém instáveis, foram encontrados em segunda ordem de teoria
de perturbações.
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Conclusões e Direções Futuras
Neste trabalho, estudamos as proprieades físicas de sistemas unidimensionais
de elétrons fortemente correlacionados não homogêneos.
Mostramos que as propriedades de uma superrede de líquidos de Luttinger
são uma mistura das propriedades dos líquidos constituintes dependendo da
proporção espacial em que estejam (`). Também encontramos que o peso de
Drude não muda de forma por causa da estrutura da superrede, e é dado
por (0; !) = 2g
0
c

K


Æ(!). As leis de escala entre os expoentes nas funções
de correlação não são alteradas pela estrutura da superrede, embora novos
expoentes efetivos apareçam.
Estudar o efeito da estrutura de superrede sobre as propriedades de trans-
porte de um líquido de Luttinger, quando se consideram os termos irrelevan-
tes é um problema interessante que ca em aberto.
Estudamos as superredes de Hubbard unidimensionais e encontramos que
o diagrama de fases para o estado fundamental apresenta várias fases metá-
licas e isolantes, as últimas sem gap (compressíveis). A topologia dos dia-
gramas de fase é independente do parâmetro `. As superedes de Hubbard
unidimensionais têm gaps nas densidades n = 1 e n
c
= (2+`)=(1+`), depen-
dendo da realização. As propriedades de baixa energia podem ser descritas
91
92 Conclusões e Direções Futuras
em termos do modelo de superredes de líquidos de Luttinger. Como no caso
homogêneo, só três parâmetros determinam toda a física em baixas energias:
c

( = ; ) e K


.
Para superredes de spins encontramos um perl de magnetização não
homogêneo como conseqüência da dependência espacial das propriedades do
sistema. Também encontramos platôs de magnetização que dependem do
comprimento relativo das camadas ` e com magnetização M
s
= 1=(1 + `), se
uma ou as duas cadeias de spin tem parâmetro de anisotropia maior que 1.
As propriedades de baixa energia são descritas em termos de uma superrede
de líquidos de Luttinger.
Estudos adicionais podem ser feitos sobre as superredes de spins, para
complementar o realizado aqui, usando métodos numéricos como Grupo de
Renormalização de Matriz Densidade (GRMD)[72].
O modelo de Wol contínuo até primeira ordem em teoria de perturbações
apresenta três fases: condutor perfeito (G

= 2g
0
K

), isolante perfeito (G

=
0) e uma fase onde o sistema é condutor de carga (G

= 2g
0
K

) e isolante
de spin (G

= 0). Pontos xos não triviais instáveis foram encontrados em
segunda ordem de teoria de perturbações.
Um outro problema interessante, que é deixado em aberto, é o cálculo
das propriedades de transporte de um sistema com duas ou uma rede de
impurezas no líquido de Luttinger.
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Apêndice A
Operadores das funções de
Correlação
Neste apêndice são dadas as expressões dos operadores usados no calculo das
funções de correlação densidade-densidade , spin-spin e as supercondutoras
dos capítulos (1) e (2).
 Ondas de densidade de carga (2k
F
)
O
CDW
(x) =
X
r;s
	
y
r;s
(x)	
 r;s
(x)
=
1
2
X
r;s
U
r;s
U
y
 r;s
exp
 
 2irk
F
x+
p
2ir[

(x) + s

(x)]


2

cos(2k
F
x) cos[
p
2

(x)] cos[
p
2

(x)]: (A.1)
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 Ondas de densidade de carga (4k
F
)
O
4K
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(x) =
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1
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
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

1
(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x) cos[
p
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
(x)]: (A.2)
 Ondas de densidade de spin (2k
F
)
 Componente x
O
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(x) =
X
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 r; s
(x)
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1
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(x)]: (A.3)
 Componente y
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X
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s	
y
r;s
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 r; s
(x)
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 Componente z
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 Supercondutoras
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 Tripleto com S = +1
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 Tripleto com S = 0
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Apêndice B
Constantes das autofunções
Os campos bosônicos para uma superrede de líquidos de Luttinger são


(x; t) =  i
X
m
sgn(m)

m;
(x)
2
p
!
m;
[b
 m;
e
i!
m;
t
+ b
y
m;
e
 i!
m;
t
]
 
0;
(x) + 
;
t (B.1)
e


(x; t) =  i
X
m

m;
(x)
2
p
!
m;
[b
 m;
e
i!
m;
t
  b
y
m;
e
 i!
m;
t
]
+
0;
(x)  
;
t; (B.2)
onde 
m;
(x), 
m;
(x) são autofunções com autovalores !
m;
de um modelo
tipo Kronig-Penney.
As autofunções podem ser escritas

m;
(x) =
8
>
>
>
>
<
>
>
>
>
:
A
m;
e
 i
m;
x
+B
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e
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x
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1
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onde 
m;
=
!
m;
u
1;
, 
m;
=
!
m;
u
2;
.
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A expressão para os autovalores !
p;
já foi dada no capítulo (2). Agora
serão dadas as expressões gerais para os coecientes nas autofunções.
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Para p =(L
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2
), os coecientes são independentes de p, ou seja,
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Se os dois líquidos de Luttinger são iguais, ou seja L
2
= L
1
= L, u
;
= u

e K
;
= K
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nós temos
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Apêndice C
Simetria partícula-buraco
Aqui, vamos examinar o comportamento do modelo de Hubbard homogê-
neo e das superredes de Hubbard sob uma transformação partícula-buraco
completa. Esta transformação leva elétrons com uma dada polarização em
buracos com a mesma polarização
c
j
! ~c
y
j
= ( 1)
j
c
j
; (C.1)
de tal forma que
n
j
! 1  ~n
j
: (C.2)
A versão grand-canônica da Hamiltoniana de Hubbard é
H =  t
X
i;
(c
y
i;
c
i+1;
+ c
y
i+1;
c
i;
) + U
X
i
n
i;"
n
i;#
  
X
i;
n
i;
: (C.3)
Sob a transformação partícula-buraco, Eqs.(C.1)-(C.2), a Hamiltoniana
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do modelo de Hubbard ca
~
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X
i;
(~c
y
i;
~c
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y
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~c
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X
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X
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+ (U   2)N
s
: (C.4)
onde N
s
é o número de sítios.
Da Hamiltoniana (C.4), vemos que o comportamento dos buracos em den-
sidades 2   n é obtido do comportamento das partículas em n por meio da
correspondência ! ~ = U   . No caso em que ~ =  = U=2 as Hamilto-
nianas (C.3) e (C.4) são iguais e o sistema está em semi-preenchimento.
Agora vamos considerar as superredes de Hubbard, que têm uma Hamil-
toniana grand-canônica dada por
H
SHU
=  
X
i;
t
i
(c
y
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c
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: (C.5)
Sob a transformação partícula-buraco, Eqs.(C.1)-(C.2), obtemos
~
H
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X
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X
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De fato, a transformação partícula-buraco, mapeia um sistema com potencial
químico uniforme em um onde ~ é dependente da posição, perdendo-se assim
a simetria partícula buraco.
Concluindo, vimos como a presença das correlações dependentes da posi-
ção faz com que o sistema perca algumas das simetrias presentes no sistema
homogêneo, tais como a simetria partícula-buraco[29, 74].
Apêndice D
Bosonização da superrede de
Hubbard
Neste apêndice, mostraremos como, para baixas energias, os modelos de Hub-
bard homogêneo e não homogêneo podem ser mapeados nos modelos de lí-
quido de Luttinger homogêneo e não homogêneo, respectivamente.
H =  t
X
j;
(	
y
j;
	
j+1;
+ h:c:) + U
X
j
n
j;"
n
j;#
  
X
j;
	
y
j;
	
j;
: (D.1)
Se consideramos só os modos de baixa energia próximos à superfície de
Fermi, podemos escrever
	
j;
 e
 ik
F
ja
	
 ;j;
+ e
ik
F
ja
	
+;j;
; (D.2)
onde a é o parâmetro de rede e + ( ) denota férmions que se movimentam
para a direita (esquerda).
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Sem considerar as interações locais temos
H
0
=  t
X
j;
(	
y
j;
	
j+1;
+ h:c:)  
X
j;
	
y
j;
	
j;
  t
X
j;
n
e
 ik
F
ja
	
y
 ;j;
	
 ;j+1;
+ e
ik
F
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y
+;j;
	
+;j+1;

+ h:c:
o
+
X
j;

	
y
 ;j;
	
 ;j;
+	
y
+;j;
	
+;j;

: (D.3)
Mas 	
j+1;
 	

(j + 1)  	

(j) + a@
x
	

(j) +O(a
2
), logo
H
0
= v
F
X

Z
dx
h
	
y
 ;
(x)@
x
	
 ;
(x) 	
y
+;
(x)@
x
	
+;
(x)
i
; (D.4)
onde v
F
= 2at sin(k
F
a) e usamos o fato de que
P
j
a =
R
dx.
Mas os operadores de campo fermiônicos podem ser escritos em termos
dos campo bosônicos
	
 ;
(x) =
1
p
2
U
y
 ;
e
2i
p

 ;
	
+;
(x) =
1
p
2
U
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+;
e
 2i
p

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: (D.5)
Assim
H
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=
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X
=;
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
)
2
i
(D.6)
onde 
";#
= (

 

)=
p
2 e 
"
= 
 "
+ 
+"
.
Agora, consideremos o termo de interação local
H
int
= U
X
j
n
j;"
n
j;#
= U
X
j
: n
j;"
:: n
j;#
:; (D.7)
onde :    : indica ordenamento normal. Usando (D.2) obtemos
H
int
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X
j
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)(J
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+ J
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; (D.8)
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com J
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
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. Então
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Pasando a variáveis de carga () e spin () temos
H
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Os dois últimos termos correspondem a espalhamentos tipo backward e
Umklapp.
Segue que a Hamiltoniana de baixas energias do modelo de Hubbard é
H =
v
F
a
2
Z
dx

(@
x


)
2
+
h
1 +
U
v
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
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: (D.11)
Esta é a Hamiltoniana de um líquido de Luttinger. Assim provamos que o
modelo de Hubbard para baixas energias pode ser descrito em termos de um
líquido de Luttinger.
Agora, consideremos um modelo de Hubbard não homogêneo, onde o
acoplamento local varia com a posição, ou seja, consideremos a seguinte
Hamiltoniana
H
SHU
=  t
X
j;
(	
y
j;
	
j+1;
+ h:c:) +
X
j
U
j
n
j;"
n
j;#
  
X
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: (D.12)
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Para baixas energias é possivel ver que a parte livre de interação não
muda e que a interação toma a seguinte forma
H
SHU int
 a
Z
dx

U(x)
h
(@
x


)
2
+ (@
x


)
2
i
: (D.13)
Assim, para baixas energias o modelo de Hubbard não homogêneo é descrito
pela seguinte Hamiltoniana
H =
v
F
a
2
Z
dx
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

)
2
+
h
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: (D.14)
Como pode-se ver esta Hamiltoniana corresponde a uma superrede de líquidos
de Luttinger (Eq.(2.1)).
Provamos que, assim como uma cadeia homogênea de Hubbard em baixas
energias pode ser descrita em termos de um líquido de Luttinger, também
uma superrede de Hubbard pode ser estudada em baixas energias partindo
de uma superrede de líquidos de Luttinger.
