The Self-NET project has designed the architecture and the software for communication networks self-management based on the so called closed control loop or Monitor-Decide-Execute Cycle (MDE). The feedback-based cognitive cycle residing in each network element leads to their autonomy. The Future Internet element, with embedded cognition, includes processes for monitoring and perceiving network node's internal state and environmental conditions, and then planning, deciding and finally adapting according to these conditions [1] .
For the implementation of the cognitive cycle at the network element and the domain level, the Network Element Cognitive Manager (NECM) and the Network Domain Cognitive Manager (NDCM) have been introduced, respectively. NECM and NDCM are software agents that use the monitoring and execution mechanisms, which are available by the respective network nodes and incorporate the algorithms and schemes for the development of the cognitive cycle features [2] . The NDCM is a more sophisticated agent that can deal with higherlevel knowledge, collected by a set of subsuming NECMs in the specified domain that it manages. NDCMs having this broader network view and consequently knowledge (e.g., service level, transport level) can proceed with global decision making, thus solving problems that standard NECMs cannot address locally, and adjust policies or parameters to fit the desired system behavior. The scope of this use case is to experiment on the improvement of QoS features (e.g., packet loss, delay, jitter) using the Self-NET software for self-management over a live network environment and exploiting monitoring and configuration capabilities that different administrative domains provide (i.e. access network and service layer). The effectiveness and the feasibility of various parameters optimization of existing network protocols avoiding manual effort is also tested.
Various types of IP traffic (data, VoIP) is injected remotely into octopus network from the wired interface (DownLink for the associated terminals to the WiMAX BS) and also through the associated clients (UpLink for associated terminals to the WiMAX BS). The NECM of the WiMAX BS retrieves periodically network device statistics (e.g., UL/DL used capacity, TCP/UDP parameters, service flows), which are then transferred to the corresponding NDCM. The latter retrieves also associated clients perceived QoS (delay, packet loss, and jitter) the type of service (VoIP, FTP, Video) that each client consumes and service profile information from the service providers. The decision making engine of the NDCM filters the collected monitoring data from both the network and the service level in order to identify faults or optimization opportunities (e.g., high packet loss) according to the specified rules or QoS requirements. Then the appropriate reconfiguration action either at the service part or at the WiMAX BS side (wireless access network) is selected and executed. For instance, if there is an increase of the average packet loss due to an increase of the VoIP flows then the NDCM should select between a service reconfiguration at the service provider side (i.e. VoIP codec change) or an on the fly service class change of a group of the existing service flows at the WiMAX BS side (e.g., from low priority service class to high priority service class).
Through this use case the end-to-end performance improvement in a large scale network environment is assessed, while the required interfaces from proprietary or not network devices are identified. The success and eventually the adoption of the tested mechanisms could benefit both the network operators (optimized utilization of resources, automatic planning and reduction of management time, easy adaptation of networks) and the end users (improved quality of service and experience).
A. Technical environment
Overview to the developed test environment is shown in Figure 1 . Airspan MicroMAX WiMAX base station [3] and subscriber station is located on the Octopus testbed [4] at Oulu. WiMAX operates in FDD mode using 3.5 MHz bandwidth for the DL and UL at 3.5GHz. The user traffic from remote site is tunneled using two IP tunnels over the Internet and rerouted over the WiMAX air interface at the Octopus testbed. For the test environment provisioning, the IP tunneling (IPIP) and routing was setup at both ends, which requires two routers at the user premises -one for sending data to uplink and receiving downlink flows and one for sending downlink and receiving uplink flows.
Two routers are also dedicated on the Octopus testbed for tunneling and routing IP traffic and one computer for hosting control software for QoS service class setup and QoS monitoring of the WiMAX base station. Control software changes QoS service classes on the WiMAX base station dynamically by setting a new configuration to the base station using SNMP. Control software realizes an HTTP interface for the remote use (also a web page for user interface). In addition, the software also provides a remote access to monitor the base station statistics real-time returning timely parameter values retrieved directly from the BS encoded either in XML or YAML format.
B. Results
The following two tables depict the improvement on specific QoS features after the re-configuration actions due to an increase of the packet loss rate of VoIP traffic. Table 1 presents the reduction of the packet loss rate after the change of the prioritization (from low priority to high priority service class) at the WiMAX BS of the seventeen (17) VoIP flows that use G711.2 codec. 
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II. TEST BED AVAILABILITY
The WiMAX air interface is currently operating using a manual setup between University of Athens and Octopus. PII testbed software has been installed on the Octopus testbed and resource adaptor development has been started for provisioning WiMAX base station and subscriber station and the IP tunnels and routing. Service is expected to complete during October 2010 and be available from the Teagle VCT design tool [6] as one of the testing resources.
