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Abstract 
 
A space scanning method was proposed for detecting 
an object or a person in a region of interest (ROI) by using 
multiple cameras without the stereo matching process. 
The proposed method determined whether the object 
exists in an area by using the pre-focusing technique. The 
technique provided transformed stereo pair images, and 
the object in the ROI gave us no disparity between the 
images. The object was detected by evaluating the 
disparities between them. The pre-focusing was realized 
by applying a perspective transformation to the stereo 
pair images. In order to scan the ROI, the proposed 
method theoretically derived two sets of coefficients for 
the perspective transformation by using calibration 
parameters. Considering the relative rotation among 
camera axes, the object in the ROI was detected with the 
theoretical accuracy. The proposed method was 
successfully applied to detect and to track a person 
moving in a room. 
 
1. まえがき 
近年，犯罪や治安に対する不安による人々の防犯意識
の高まりに伴い，街頭や金融機関，商業施設における防
犯カメラの設置が進められてきた．複数のカメラ画像中
から人物を検出し，追跡することで，防犯や監視などの
セキュリティシステムやデパートや美術館，博物館とい
った施設内における人の流れを把握することに利用でき
る[1]-[3]．また，交通の分野においては，交通事故者数
が年々減少しているものの，高齢者の増加などが要因で
その減少率が低下してきている[4]．その対策として，車
載カメラ画像から歩行者を検出し危険時には自動でブレ
ーキを作動させる自動ブレーキシステムが注目されてお
り，多くの自動車メーカーで研究開発が行われている
[5][6]．複数のカメラを用いた人物の検出手法として，ス
テレオマッチングを用いる手法が多く提案されている
[7]-[11]．ステレオマッチング処理では，視差のあるステ
レオカメラ画像の全画素について対応点探索処理を行う
必要があり，その際の膨大な計算量が問題になっていた． 
この問題を解決するため，これまでにステレオマッチ
ング処理における対応点探索処理を行わずに，任意の距
離に存在する対象物を検出する事前固定焦点法[12]を提
案してきた．本研究では，事前固定焦点法を応用し撮影
空間内の任意の領域を走査して対象物を検出する空間走
査手法を提案する．提案手法では，3 台のカメラを用い
て事前固定焦点法を実行する．指定した 3 次元領域に存
在する対象物がステレオペア画像上で位置ずれ無く重な
るようにそれぞれ射影変換を施し，両画像間の位置ずれ
が無いことを評価することで指定した 3 次元領域に存在
する対象物を検出することができる．また，はじめに 3
次元空間上の点とカメラ画像との投影関係を求めておき，
任意の 3 次元領域に存在する平面状対象物を撮影した場
合に得られる画像を求めた投影関係より取得することで，
事前固定焦点法で用いる射影変換の係数を理論的に導出
する．対象物を検出したい領域に関してそれぞれ事前に
較正処理を行う必要が無く自由に 3 次元空間を走査でき
る．ステレオマッチング処理における対応点探索処理を
行わずに対象物の存在を知ることができるのが大きな特
徴である．以下，本手法の原理を説明し，性能評価のた
めの実験結果に基づいて本手法の有効性を示す． 
 
2. 原理と処理手順 
本手法で用いる事前固定焦点法の原理は，異なる位置
に設置された 2 つのカメラで平面状の対象物を撮影した
場合に，適切な 2 次元から 2 次元への射影変換をステレ
オペア画像の一方に適用することで，図 1(b)のように他
方の画像中の平面状対象物に重ねることができるという
事実に基づいている．すなわち，ステレオカメラで撮影
されたステレオペア画像中にある平面上に対象物が存在
するとき，一方の画像に適切な射影変換を施すことで両
画像中の平面上に存在する対象物の位置ずれを無くすこ
とができる．3 台のカメラを用いて事前固定焦点法を行
う場合には，左と中央のカメラ，および右と中央のカメ
ラでそれぞれ独立の位置ずれを無くすことができる．こ
の状態でさらに，左と右のカメラ画像を比較すると，2
つの平面が交差する直線上に存在する対象物のみ位置ず
れが無くなることになる．左右画像の位置ずれが無いこ
とを評価することで，指定領域における対象物の有無を
判別することができる．位置ずれの評価にはオプティカ
ルフロー[13]を用いる．また，3 次元空間に存在する平面
に適切な 3 次元から 2 次元への射影変換を施すことで平
面上の点を画像へ投影した場合の座標を取得することが
できる．これによって事前固定焦点法に必要な射影変換
の係数を導出することができ，撮影空間内の自由な走査
が可能となる．走査領域を自由に設定可能であるため，
撮影空間を ROI(対象物を検出できる領域)サイズに合わ
 せて格子状に分割し，それぞれの領域で事前固定焦点法
を行い対象物を逐次検出することで追跡を行う． 
 
(a)左右カメラ画像の 
位置ずれ 
(b)事前固定焦点法の 
実行結果 
図 1 平面状対象物の重ね合わせ 
 
2.1. 3台のカメラを用いる事前固定焦点法 
2 次元から 2 次元への射影変換を一方の平面上の四角
形に施すことで，もう一方の平面上の四角形に重ね合わ
せることができる．2次元から 2次元へ変換する射影変換
の変換式は(1)式で表される． 
 
𝑠 =
𝑎1𝑢 + 𝑎2𝑣 + 𝑎3
𝑎7𝑢 + 𝑎8𝑣 + 1
𝑡 =
𝑎4𝑢 + 𝑎5𝑣 + 𝑎6
𝑎7𝑢 + 𝑎8𝑣 + 1
 . (1) 
 
(u, v)と(s, t)は，2つの平面上の点の座標である．ai(i = 1 ~ 
8)は射影変換の係数である．8 つの係数は，4 点以上の対
応点を使うことで求めることができる． 
図2に3台のカメラと平面状対象物の設置環境を示す．
3 台のカメラは光軸が平行になるよう設置する．任意の
領域で交差する 2 つの平面状対象物が 3 次元空間内に存
在するとき，図 2(a)のように左と中央のカメラ画像上，
および図 2(b)のように右と中央のカメラ画像上で重なる
射影変換の係数 aiをそれぞれ求める．求めた 2 種類の係
数を用いて左カメラ画像と右カメラ画像にそれぞれ射影
変換を施す．図 3 のように 2 つの平面が交差する直線上
の 3 次元領域に対象物が存在する場合，変換した左画像
と右画像間において対象物のみ位置ずれが無い状態とな
る． 
 
 
(a) 左画像の重ね合わせ (b) 右画像の重ね合わせ 
図 2 3台のカメラと仮想対象物 
 
 
 
図 3 2つの平面が交差する対象物検出領域 
 
2.2. 3次元から 2次元への射影変換 
空間を自由に走査するため，あらかじめカメラごとに
3 次元から 2 次元へ投影する射影変換の係数を求めてお
き，各領域で事前固定焦点法を行うための射影変換の係
数を理論的に導出する．3次元から 2次元へ投影する射影
変換の変換式は(2)式で表される． 
 
𝑠 =
𝑏1𝑥 +  𝑏2𝑦 + 𝑏3𝑧 + 𝑏4
𝑏9𝑥 + 𝑏10𝑦 + 𝑏11𝑧 + 1
𝑡 =
𝑏5𝑥 + 𝑏6𝑦 + 𝑏7𝑧 + 𝑏8
𝑏9𝑥 + 𝑏10𝑦 + 𝑏11𝑧 + 1
 . (2) 
 
 (x, y, z)は 3次元空間内の点の 3次元座標であり，(s, t)は
その点を 2 次元平面上に投影した画像座標である．bj(j = 
1 ~ 11)は射影変換の係数である．11 個の係数は，6 点以
上の対応点を使うことで求めることができる．任意の点
を世界座標系の原点とし，任意の領域に対象物を設置し
撮影する．世界座標系での対象物の対応点の 3 次元座標
を n 点測定し，撮影した画像から対象物の対応点を抽出
し，3 次元から 2 次元への射影変換の係数 bjをそれぞれ
求める． 
図 2 と図 3 に示すように，走査を行いたい領域で交差
する二つの平面が存在すると仮定し，平面上の点の 3 次
元座標を 4 点以上取得する．求めた係数 bjを用いて射影
変換を施すことで，各カメラで平面状対象物を撮影した
場合に得られるであろう画像座標を 3 次元座標から求め
ることができる．求めた画像座標より，2 つの平面状対
象物を各画像上で重ね合わせる 2 次元から 2 次元への射
影変換の係数 ai を求める．この処理を繰り返すことで，
対象物の有無を判別したい領域で事前固定焦点法を行う
ために必要な 2 次元から 2 次元への射影変換の係数を理
論的に導出することができる．  
 
2.3. カメラモデル座標系への変換 
手動でカメラを設置する場合，3 つのカメラの光軸に
傾きが生じる．そのため，世界座標系で測定した 3 次元
座標に回転と平行移動を考慮し，それぞれのカメラ座標
系へ変換する必要がある．これらを考慮し変換すること
で，事前固定焦点法による指定領域に存在する対象物の
重ね合わせを理論通りの精度で行うことができる．3 次
元座標を測定する世界座標系と各カメラ座標系の関係を
図 4 に示す．このとき世界座標系の原点は中央カメラと
する．図 4 のように，使用する 3 台のカメラには，手動
 で設置する際の傾きが存在すると考え，測定した 3 次元
座標を各カメラ座標系へ変換する変換式は(3)式で表され
る． 
 
(
𝑋′
𝑌′
𝑍′
) = (
cos 𝛾 sin 𝛾 0
− sin 𝛾 cos 𝛾 0
0 0 1
) ∗ (
cos 𝛽 0 −sin 𝛽
0 1 0
sin 𝛽 0 cos 𝛽
) ∗ 
 
(
1 0 0
0 cos 𝛼 sin 𝛼
0 sin 𝛼 cos 𝛼
) ∗ (
𝑋
𝑌
𝑍
) + (
𝑊𝑥
𝑊𝑦
𝑊𝑧
) .        (3) 
 
(X’, Y’, Z’)はカメラ座標系の座標であり，(X, Y, Z)は世界
座標系の測定座標である．X軸周り，Y軸周り，Z軸周り
にそれぞれ角度(α, β, γ)だけ回転し，X 軸方向，Y 軸方向，
Z 軸方向にそれぞれ(Wx, Wy, Wz)だけ平行移動することで，
任意の 3 次元点の各カメラ座標系における 3 次元座標を
取得することができる． 
 
 
図 4 世界座標系とカメラ座標系の関係 
 
2.4. 対象物の追跡 
対象物を検出し追跡するシステムを構築するため，位
置ずれの評価結果である 1 次元のオプティカルフローを
用いてカメラ間距離と ROI サイズの関係を測定する．図
5 のように撮影空間を ROI サイズに合わせて格子状に分
割し，格子点上で対象物の有無を判別する．このとき各 
 
 
(a) 現フレーム (b) 次フレーム 
図 5 対象物の検出・追跡環境 
格子点上で事前固定焦点法を行うための射影変換の係数
はそれぞれ理論的に導出する．図 5(a)に示すように，現
フレームにおいて対象物を任意の格子点領域で検出した
場合，次フレームでは検出した領域とその近傍の格子点 
領域を走査する．図 5(b)に示すように，走査した近傍領
域で対象物が検出された場合，その領域の近傍領域にお
いて対象物の有無の判別を行う．この処理を繰り返し行
い，対象物を逐次検出することで，対象物の追跡を行う． 
 
3. 実験と考察 
提案手法の有用性を示すために，測定した 3 次元座標
を各カメラ座標系へ変換するための回転角の取得，3 次
元から 2 次元への射影変換の係数の取得，指定領域走査
による対象物の検出，ROI サイズの測定，対象物を追跡
する実験を行った．使用カメラは Logicool HD WEBCAM  
C310，撮影画像サイズは 1280×720 画素とした．3 次元
座標の測定はレーザー距離計(BOSCH GLM7000)を使用し
た． 1 次元のオプティカルフローを使った位置ずれの評
価ではしきい値を左右方向のずれが±0.5画素未満とした． 
 
3.1. 各カメラ座標系への変換 
3 台のカメラを固定し，中央カメラと地面との接地点
を世界座標系の原点とした．このとき，左カメラと中央
カメラ間の距離は 9.9[cm]，右カメラと中央カメラ間の距
離は 10[cm]であった．手動で設置した際のカメラの傾き
を考慮し，世界座標系の座標を各カメラ座標系へ変換す
るための回転角を求めるため，チェッカーボードを設置
し、画像中央に写る点の 3次元座標を世界座標系(XYZ座
標系)とカメラ座標系(X’Y’Z’座標系)の 2 つの座標系で測
定した．測定した座標を (3)式へ代入し，Levenberg-
Marquardt 法[14][15]を用いて非線形の連立方程式を解く
ことで，回転角(α, β, γ)[度]を求めた．表 1 に計算結果を
示す． 
 
表 1 各カメラ座標系への座標変換のための回転角[度] 
 α β   
左カメラ −0.01 1.1 −0.31 
中央カメラ −0.07 2.1 −0.61 
右カメラ −0.10 2.5 −0.71 
 
3.2. 3次元から 2次元への射影変換係数の導出 
図 6のように撮影空間内(x = −150 ~ x = 150，z = 300 ~ z 
= 650)の合計 20 箇所にチェッカーボードを設置して撮影
し，対応点の世界座標系における 3 次元座標をレーザー
距離計で測定した． 3.1 で求めた回転角を用いて，測定
座標を各カメラ座標へ変換した．撮影画像から取得した
対応点の画像座標と座標変換し得た各カメラ座標を用い
て 3次元から 2次元への射影変換の係数を求めた．表 2に
導出結果を示す． 
求めた係数の精度評価を行うため，チェッカーボード
を用いて新たに 3 次元座標を 210 点測定した．表 2 に示
す係数を用いて測定座標から画像座標(?̂?, ?̂?)を求め，実際
に撮影し取得した画像座標(𝑢, 𝑣)との差を RMSE (Root 
 Mean Square Error)(4)式を用いて評価した． Nは使用する
点の個数である． 
 
𝑅𝑀𝑆𝐸 =  √
∑ {(𝑢𝑖−𝑢?̂?)2+(𝑣𝑖−𝑣?̂?)2}
𝑁
𝑖=0
𝑁
 .            (4) 
 
 
図 6 3次元座標の測定環境 
 
表 2 3次元から 2次元への射影変換の係数 
 左カメラ 中央カメラ 右カメラ 
𝑏1 −25.0 −20.9  −27.1 
𝑏2 0.858 0.155 0.421 
𝑏3 −0.170 0.00813 0.184 
𝑏4 31.8 −34.4 −82.1 
𝑏5 −0.00153 0.557 0.246 
𝑏6 −24.9 −20.9 −27.0 
𝑏7 −0.198 −0.165 −0.179 
𝑏8 84.6 74.7 86.0 
𝑏9 0.000515 0.000751 0.000046 
𝑏10 0.00116 0.00157 0.00115 
𝑏11 −0.0199 −0.0171 −0.0214 
 
表 3に評価結果を示す．評価結果より，3次元から 2次
元への射影変換を用いて 3 次元座標から生成した画像座
標は，実際に撮影した画像座標と比べて 6~8 画素のずれ
を持つことが分かった． 
 
表 3 RMSEを用いた求めた係数の精度評価[画素] 
 左カメラ 中央カメラ 右カメラ 
RMSE 6.0 7.6 5.6 
 
3.3. 指定領域の走査 
図 7のように，8つの領域において走査を行った．8領
域のうち Q1, Q3, Q6の 3領域に人物が存在し，それ以外の
5 領域には人物が存在しない状態で撮影した．これらの
領域で対象物の有無を判別するために必要な射影変換の
係数を理論的に導出した．表 4 に求めた係数を示す．撮
影したステレオペア画像に対し，求めた係数を使用して
各領域に事前固定焦点法を適用した． 
図 8 に元画像のカラー合成画像と事前固定焦点法の実
行結果を示す．図 8(a)に示すように，ステレオペア画像 
 
図 7 8領域の空間走査 
 
には距離に応じた位置ずれが存在することが分かる．図
8(b)に示すように，指定した領域𝑄1に存在する中央の人
物のみ位置ずれが無く，それ以外の左右の人物には位置
ずれがある状態を作成した．図 8(c)(e)においても同様に，
指定した領域𝑄3と領域𝑄6に存在する左の人物と右の人物
がそれぞれ位置ずれが無い状態を作成した．また，図
8(d)(f)に示すように，対象物が存在しない領域で事前固
定焦点法を行った場合，指定領域以外に存在するすべて
の対象物は位置ずれがある状態であった．指定領域に存
在する対象物を抽出するために，1 次元のオプティカル
フローを用いて位置ずれが無いことを評価した． 
図 9 に評価結果を示す．白い領域が位置ずれが無いと
評価された領域である．図 9(a)に示すように位置ずれの
無い領域，すなわち指定領域に存在する対象物を抽出す
ることができた．図 9(b)に示すように領域に対象物が存
在しない場合はどの対象物も抽出されなかった． 
図 8 と図 9 より，理論的に導出した 2 次元から 2 次元
への射影変換の係数を用いて，指定領域に存在する対象 
 
(a) 元画像のカラー             
合成画像 
(b) 事前固定焦点法の 
実行結果 𝑄1 
(c) 実行結果 𝑄3 (d) 実験結果 𝑄5 
(e) 実行結果 𝑄6 (f) 実行結果 𝑄8 
図 8 事前固定焦点法実行前・後のカラー合成画像 
 物のみ位置ずれが無い状態を作成し検出できることを確
認した．理論通りに指定領域に存在する対象物を検出す
ることができるため，3.2で行った係数の精度評価におい
て約 7 画素のずれがあったが，事前固定焦点法を行う上
での影響は無いと考えられる． 
 
 
(a) 指定領域に対象物が存在する場合, 図 8(b) 
 
(b) 指定領域に対象物が存在しない場合, 図 8(d) 
図 9 位置ずれの評価結果 
 
3.4. ROIサイズの測定 
対象物の検出，追跡システムを構築するため，ROI サ
イズを測定した．2 つの平面が交差する領域に対象物が
存在したとき，左右画像間の位置ずれが左右方向に 0.5
画素未満である範囲を ROI サイズとした．ROI サイズを
測定するため，ランダムドットパターンを 350[cm]から
450[cm]まで 10[cm]間隔で設置し撮影した画像に対し，(x 
= 0, z = 400)[cm]で事前固定焦点法を適用しオプティカル
フローを用いて位置ずれを評価した．加えて，評価結果
から ROIサイズを決定するため，画像中に評価窓を設置 
し窓内で垂直方向にオプティカルフローの値が±0.5未満
である領域の総数を距離ごとに求めた． 
図 10に測定結果を示す．赤色で表現されている部分は，
位置ずれが 0.5 画素未満と評価された領域が多いことを
示している．図 10 より，指定距離がカメラから 400[cm]
であるのに対して，水平方向では 480 画素から 800 画素
の間で位置ずれが 0.5 画素未満である領域が多い．また，
奥行方向では 400[cm]を中心として 390[cm]から 410[cm]
の間で位置ずれが 0.5 画素未満である領域が多いことが
分かった．この結果より，カメラ間距離 19.9[cm]におけ
る ROIサイズは 100×20[cm2]とした． 
 
 
図 10 カメラ間距離と ROIサイズの関係 
 
3.5. 歩行者の検出と追跡 
対象物(人物)の厚みや大きさと ROI サイズを考慮し，
図 5のように水平方向 30[cm]，奥行方向 30[cm]の間隔で
撮影空間を格子状に分割した．そして，各領域で事前固
定焦点法を行うための 2 次元から 2 次元への射影変換の
係数を理論的に導出した．(x = −120, z = 500)から(x = −50, 
z = 430)まで歩行し，それを撮影したステレオペア画像
246 枚に対して，提案手法を施すことで各格子点領域に
おける人物の有無を逐次判別し，追跡を行った． 
図 11に歩行ルートと検出結果を示す． 各色の点群が，
対応する画像において対象物が存在すると判別された領
域である．また，点の大きさが大きいほど多くの撮影画
像で対象物が検出されたことを示している．図 11(a)と図
11(b)を比較すると，178~245 枚目では歩行ルートの前後
の領域において対象物が存在すると判別された画像があ
ったものの，それ以外の画像では歩行ルートに対して近
しい格子点領域で対象物が検出されていることが分かる．
そのため，対象物を追跡することができたと考えられる． 
表 4 2次元から 2次元への射影変換の係数 
注目領域 (x, z) [cm] 
 Q1(14, 313) Q3(−68, 438) Q6(116, 506) 
 左画像 右画像 左画像 右画像 左画像 右画像 
a1 0.923 1.04 0.968 1.04 0.950 1.06 
a2 −0.000583 −0.00715 0.00114 −0.00740 0.000437 −0.00809 
a3 107 −62.2 62.9 −61.1 80.8 −58.0 
a4 −0.0287 0.00619 −0.0255 0.00458 −0.0268 0.0000201 
a5 0.962 1.01 0.983 1.02 0.974 1.03 
a6 20.7 4.55 14.0 3.51 16.7 0.570 
a7 −0.0000240 0.0000756 −0.0000127 0.0000708 −0.0000173 0.0000571 
a8 −0.0000266 −0.0000352 −0.0000264 −0.0000348 −0.0000265 −0.0000335 
 
   
 
(a) 歩行ルート 
 
(b) 対象物の検出結果 
図 11 対象物の検出・追跡実験 
 
4. むすび 
本研究では，ステレオマッチング処理を行わずにカメ
ラ画像から任意の領域に存在する対象物を検出する手法
として，適切な射影変換をステレオペア画像に施すこと
で指定した領域に存在する対象物のみ位置ずれが無い状
態を作成する事前固定焦点法を応用した空間走査手法を
提案した．提案手法では，はじめにカメラの投影関係を
求めることで，各領域で事前固定焦点法を行うために必
要な適切な射影変換の係数を導出した．また，カメラを
設置する際の傾きを考慮することで高精度での対象物の
検出が可能であることを確認した．撮影空間を ROIサイ
ズに合わせて格子状に分割し，その格子点領域ごとに走
査し対象物の有無を判別することで対象物の追跡を行っ
た． 
人物の追跡実験では，人物が実際に存在する領域から
約 60[cm]離れた領域に存在すると判別された場合もあっ
たが，歩行ルートと検出結果を比較すると，精度良く人
物を追跡することができていた．また本実験では，1人
の人物の追跡であったため複数人数が撮影空間内に存在
する場合のシチュエーションも考慮する必要がある．今
後の課題としては，カメラ間距離を変更することで検出
対象物に適した ROIサイズに調整し，検出精度を向上さ
せることや複数対象物(人物)の領域が重なる場合でも判
別可能な検出手法の開発が挙げられる． 
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