Abstract. Birational rowmotion is an action on the space of assignments of rational functions to the elements of a finite partially-ordered set (poset). It is lifted from the well-studied rowmotion map on order ideals (equivariantly on antichains) of a poset P , which when iterated on special posets, has unexpectedly nice properties in terms of periodicity, cyclic sieving, and homomesy (statistics whose averages over each orbit are constant). In this context, rowmotion appears to be related to Auslander-Reiten translation on certain quivers, and birational rowmotion to Y -systems of type A m × A n described in Zamolodchikov periodicity.
Introduction
The rowmotion map ρ, defined on the set J(P ) of order ideals (equivariantly on antichains) of a poset P , has been thoroughly studied by a number of combinatorialists and representation theorists. When iterated on special posets, particularly root posets and (co)minuscule posets associated with representations of finite-dimensional Lie algebras, ρ has unexpected nice properties in terms of periodicity, cyclic sieving, and homomesy [AST11, BrS74, CaFl95, Pan09, PR15, RuSh12, RuWa15+, StWi11, ThWi17] . Excellent summaries of the history of this map and further references are available in the introductions of Striker-Williams [StWi11] and .
Armstrong, Stump, and Thomas [AST11] proved a conjecture of Panyushev [Pan09, Conj. 2.1(iii)] that under the action of rowmotion on antichains of root posets, for any orbit O, the value At the birational level, ρ B is a map on the set of assignments of rational functions to the elements of the poset (with some genericity assumptions or domain restrictions to avoid dividing by zero). Theorems proven at the birational level generally imply their corresponding theorems at the piecewise-linear level, and then at the combinatorial level, but not vice-versa. For example, the only proof available as of this writing to show that piecewise-linear rowmotion is periodic uses the corresponding result for birational rowmotion (Corollary 2.12).
Periodicity of birational rowmotion was proved by Grinberg and Roby for a number of special classes of posets, including for skeletal posets (a generalization of graded forests) [GrRo16, GRarX] and for triangles and rectangles [GrRo15, GRarX] , with the latter being the fundamental and most challenging case. In this paper we give a formula in terms of families of non-intersecting lattice paths for iterated actions of the birational rowmotion map ρ B on a product of two chains. This allows us to give a direct and significantly simpler proof that ρ B is periodic, with the same period as ordinary (combinatorial) rowmotion (Corollary 2.12). In this context, the homomesy phenomenon manifests itself as "constant products over orbits" since arithmetic means get replaced with geometric means in the detropicalization process by which ρ B is defined. We apply our formula to prove two fundamental instances of homomesy for birational rowmotion on a product of two chains: reciprocity (Corollary 2.13) and file homomesy (Theorem 2.16). It is expected that for the product of two chains, all "natural" homomesies for birational rowmotion can be constructed as multiplicative combinations of these two [EiPr13, [10] [11] , in parallel with the situation for the action of ordinary (combinatorial) rowmotion [PR15, §4.1].
Many proofs of periodicity or homomesy in dynamical algebraic combinatorics involve finding an equivariant bijection between rowmotion and an action that is easier to understand, or at least already better understood. At the combinatorial level, rowmotion can be equivariantly and bijectively mapped, via the Stanley-Thomas word, to bitstrings under cyclic rotation [PR15, §7] . For birational rowmotion, Grinberg and Roby parameterize poset labelings by ratios of determinants, and then show periodicity and reciprocity via certain Plücker relations (overcoming a number of technical hurdles) [GrRo15] . By contrast, the methods of this paper involve working directly from our path formula, yielding more explicit direct proofs of periodicity (Corollary 2.12) and the reciprocity homomesy (Corollary 2.13). Additionally, our methods yield the first proof of a birational homomesy result along files of our poset, namely that the product over all iterates of birational rowmotion over all elements of a given file is equal to 1 (Theorem 2.16). This was first stated in Einstein-Propp [EiPr13, Thm. 9 and remarks below Cor. 7], with some ideas of how one might construct a possible (more indirect) proof.
The paper is organized as follows. In Section 2 we give basic definitions, state our main result (Theorem 2.7, the lattice path formula for iterating birational rowmotion), and present an extended illustrative example. We then state the main applications of our formula (periodicity and homomesy of ρ B ), deferring complicated arguments to the end of Section 3.
In Section 3 we prove our formula by way of some colorful combinatorial bijections for pairs of families of non-intersecting lattice paths. Similar bijections have appeared earlier in the literature, notably the paper of Fulmek and Kleber [FuKl01] . ( We are grateful to Christian Krattenthaler for pointing us to their work.) This section ends with a proof of file homomesy, Theorem 2.16, using the aforementioned lattice path formula, a telescoping sequence of cancellations, and an equality proven via a double-counting argument. In Section 4 we conclude with connections to other work and directions for further research.
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Definitions and main result
2.1. Definition of birational rowmotion. Birational rowmotion can be defined for any labeling of the elements of a finite poset by elements of a field. The original motivation for considering this came from the work of Einstein and Propp [EiPr13, EiPr14] (following work of Kirillov-Berenstein [KiBe95] ), which explained how to lift the notion of toggles: first from the combinatorial setting to the piecewise-linear setting, and second from the piecewiselinear setting to the birational setting via "detropicalization". This allowed them to define piecewise-linear and birational analogues of rowmotion, which they wished to study from the standpoint of homomesy, whose traditional definition requires a periodic action. So they were eager to have a proof of periodicity, which was first supplied in [GrRo15] . Another exposition of these ideas and further background can be found in [Rob16, §4] . For basic information and notation about posets, we direct the reader to [Stan11, Ch. 3].
Definition 2.1. Let P be any finite poset, and let P be P with an additional global maximum (denoted 1) and an additional global minimum (denoted 0) adjoined. Let K be any field, and f ∈ K P be any labeling of the elements of P by elements of K. We define the birational The toggle map T v changes only the label of the poset at v, and does this by (a) inverting the label at v, and (b) multiplying by the sum of the labels at vertices covered by v, and (c) multiplying by the parallel sum of the labels at vertices covering v. It is lifted from a piecewise-linear toggle given by
Using the relation min(z i ) = − max(−z i ), lifting max to + forces us to lift min to the (associative) parallel sum operation − , defined by a − b := The main result of our paper is a formula in terms of families of non-intersecting lattice paths for the kth iteration, ρ k B , of birational rowmotion on the product of two chains. Accordingly, we will henceforth let P denote this specific poset, i.e., the product of two chains. For our purposes, it is more convenient to coordinatize our poset P as [0, r] × [0, s] (where [0, n] = {0, 1, 2, . . . , n}), with minimal element (0, 0), maximal element (r, s) and covering relations: (i, j) ⋖ (k, ℓ) if and only if (1) i = k and ℓ = j + 1 or (2) j = ℓ and k = i + 1. The poset P is clearly a graded poset, where the rank of (i, j) is i + j. Orthogonally, for k fixed, we call F := {(i, j) ∈ P : j − i = k} the kth file of P .
We then initially assign the generic label x ij (a.k.a. x i,j ) to the element (i, j), and the label 1 to the elements 0 and 1. No essential generality is lost by assigning 1 to the elements of P − P (a "reduced labeling") [GrRo15, §4] or [EiPr13, §4] , but it simplifies our formulae and figures, which will generally just display the labelings of P itself, not of P . 
Example 2.5. We also note that the poset P = [0, 1] × [0, 1] has three files, namely {(1, 0)}, {(0, 0), (1, 1)}, and {(0, 1)}. We observe the following identities, one per file, as we multiply over all iterates of birational rowmotion the values of all the elements in a given file:
The fact that each of these products equals 1 is the manifestation of homomesy along files (of the poset of a product of two chains) at the birational level (Theorem 2.16).
2.2. Our Main Result: A lattice path formula for birational rowmotion. Here we state our main result, Theorem 2.7. It gives a formula for any iteration of ρ B on a product of two chains, as a ratio of polynomials in A-variables (simple fractions of the x ij 's), where each monomial corresponds to a family of non-intersecting lattice paths (NILPs). As a corollary, we give simpler and more direct proofs that the period of this map on a product of chains of lengths r and s is r + s + 2 and that it satisfies the homomesies on display in the previous examples.
A simple change of variables in the initial labeling greatly facilitates our ability to write the formula. Let
where in particular A i0 =
(working in P ).
We define a lattice path of length ℓ within P = [0, r] × [0, s] to be a sequence v 1 , v 2 , . . . , v ℓ of elements of P such that each difference of successive elements, v i − v i−1 , is either (1, 0) or (0, 1) for each 2 ≤ i ≤ ℓ. We call a collection of lattice paths non-intersecting if no two of them share a common vertex. We will frequently abbreviate non-intersecting lattice paths as NILPs.
Definition 2.6. Given a triple (k, m, n) ∈ N 3 (where N denotes the nonnegative integers {0, 1, 2, . . . }) with k ≤ min{r − m, s − n} + 1, we define a polynomial ϕ k (m, n) in terms of the A ij 's as follows:
, the rank-selected subposet consisting of all elements in (m,n) whose rank (within (m,n) ) is at least (k − 1) and whose corank is at least (k − 1).
2) More specifically, let s 1 , s 2 , . . . , s k be the k minimal elements and t 1 , t 2 , . . . , t k be the k maximal elements of
. (When k = 0, there are no s ℓ 's or t ℓ 's.) Our condition that k ≤ min{r − m, s − n} + 1 insures that these points all lie within k (m,n) . 3) Let S k (m, n) be the set of families of NILPs in
5) Finally, set [α] + := max{α, 0} and let µ (a,b) be the transformation that takes a rational function in {A u,v } and simply shifts each index in each factor of each term:
We are now ready to state our main result. 
where ϕ t (v, w) and µ (a,b) are as defined in 4) and 5) of Definition 2.6.
where ρ
Remark 2.8. We note that in the above formulae we only ever use ϕ k (m, n)'s such that the triple (k, m, n) satisfies the hypothesis of Definition 2.6. In particular, in part (a) we deduce
Remark 2.9. Note that our formulae in (a) and (b) agree when M = k, as we will see as part of Claim 3.7. Additionally, we see that the formula ρ
(r − i, s − j) satisfies the hypotheses for part (a) as follows: First by letting K = k − i − j − 1, I = r − i and J = s − j, we see that the formula ρ
Second, we assume that (K − I) and (K − J) are both positive, because this inequality holds automatically if one or both of (K − I) or (K − J) are negative. Then the only way the hypothesis would fail is if (
But that implies that k > r + s + 1, contracting our assumption k ∈ [0, r + s + 1].
B by periodicity (Corollary 2.12), this gives a formula for all iterations of the birational rowmotion map on P .
In the "generic" case where shifting (i, j) → (i − k, j − k) (straight down by 2k ranks) still gives a point in P , we get the following much simplified formula (which we discovered first and then generalized to the main theorem).
Corollary 2.10.
Example 2.11. We use our main theorem to compute ρ k+1 B (2, 1) for P = [0, 3] × [0, 2] (the mirror image of the poset in Example 2.2) for every k ∈ N. Here r = 3, s = 2, i = 2, and j = 1 throughout.
• When k = 0, M = 0 and we get ρ
. In general, we have
A m,n , where the product runs over the order filter of (i, j) in P. (5) (In this situation, there are no lattice paths to remove factors from the product.)
• When k = 1, we still have M = 0, and ρ 2 B (2, 1) = For the numerator, s 1 = (1, 0), t 1 = (3, 2), and there are six lattice paths from s 1 to t 1 , each of which covers 5 elements and leaves 4 uncovered ( Figure 1 ). For the denominator, s 1 = (2, 0), s 2 = (1, 1), t 1 = (3, 1), and t 2 = (2, 2), and each pair of lattice paths leaves exactly one element uncovered ( Figure 2 ).
So by part (a) of the main theorem we have
•
In this situation, we can also use part (b) of the main theorem to get
The equality between these two expressions is easily checked as
x 00 x 01
x 00 x 10
x 01 +x 10 x 11 x 00 x 01 + x 00 x 10 = 1 x 11 .
Each term in the numerator is associated with one of the three lattice paths from (1, 1) to (3, 2) in P , while the denominator is just the product of all A-variables in the principal order filter (1, 1). The numerator here represents the six pairs of NILPs from s 1 = (1, 0) and s 2 = (0, 1) to t 1 = (3, 1) and t 2 = (2, 2). Each of the ten terms in the denominator corresponds to the complement of a lattice path from s 1 = (0, 0) to t 1 = (3, 2).
• When k = 6, we get M = [6 − 2] + + [6 − 1] + = 9 > k. Therefore, by part (b) of the main theorem, then part (a), We will later see that this last equality is an application of Claim 3.7, but one can also deduce this by plugging in A 00 = 1/x 00 , A 10 = x 00 /x 10 , A 01 = x 00 /x 01 , A 11 = (x 10 + x 01 )/x 11 , A 20 = x 10 /x 20 , and A 21 = (x 20 + x 11 )/x 21 . Notice that periodicity also kicks in for this case and ρ 7 B (2, 1) = ρ 0 B (2, 1) = x 21 using (r + s + 2) = 7. 10
• When k ≥ 6, we get by periodicity that ρ k+1
, where g = k + 1 mod 7 has already been computed above.
2.3. Applications of the path formula. Our path formula has several applications, allowing us to give direct proofs of interesting properties of birational rowmowtion on products of two chains, namely those displayed in Examples 2.4-2.5. Our first two results were the original two main theorems of [GrRo15] . Proof. Apply part (b) of the main theorem twice, first with k = r + s + 1, then with 
Proof. This is the special case k = i + j in Theorem 2.7 (b).
Our formula also allows us to give the first proof of a "file homomesy" for birational rowmotion on the product of two chains stated by Einstein 
In this situation we say that the function g : S → K is homomesic under the action of τ on S, or more specifically c-mesic.
When S is a finite set, homomesy can be restated equivalently as all orbit-averages being equal to the global average:
One important example is that for the action of combinatorial rowmotion ρ acting on the set of order ideals J(P ), where P = [0, r] × [0, s], the cardinality statistic g = #I is (r+1)(s+1) 2 -mesic. But there are other homomesies for this action on P as well, e.g., for any fixed file (see Example 2.2 and the preceding paragraph) F of P , the statistic g = #(I ∩ F ), which only counts the number of elements of I within F is homomesic. It is fruitful to consider these statistics as being the sums of the indicator function statistics {½ x : x ∈ P }, where for I ∈ J(P ), ½ x (I) = 1 if x ∈ I and 0 otherwise. This is because linear combinations of such homomesic statistics are also homomesic.
As explained in [PR15, §4.1], the collection of homomesic statistics that can be written as linear combinations of the indicator statistics {½ x : x ∈ P } can all be generated by just two kinds of fundamental homomesies: (a) ½ x + ½ y where x and y are antipodal elements of the poset and (b) x∈F ½ x , where F is a file of P .
For the detropicalized (or birational) version of homomesy on the rectangular poset P = [0, r]×[0, s], the sums that define homomesy are transformed into products and the indicator statistics ½ (i,j) (for (i, j) ∈ P ) are replaced by the statistic ½ (i,j) (f ) := f (i, j), i.e., simply the value of the birational labeling f at (i, j) ∈ P . Consequently the first kind of fundamental homomesy becomes a "geometric homomesy" that (a) ½ (i,j) · ½ (r−i,s−j) gives 1 when multiplied across a period of ρ B while the second kind is the same statement for (b) (i,j)∈F ½ (i,j) .
The previous corollary (Corollary 2.13) implies the first fundamental birational homomesy. The second fundamental birational homomesy is equivalent to the following Theorem 2.16, yielding the complete set of such birational homomesic statistics expected for ρ B .
Definition 2.15. Given an action τ of period n on a set of objects S and a statistic ξ : S → K, where K is any field, we call ξ birationally homomesic if the value of 
(c) Figure 3 shows the decomposition of an example poset into the above cases. We defer the proof of Theorem 2.16 to the next section, after the proof of Theorem 2.7. Special case k = 0. We first prove Theorem 2.7 for the special case when k = 0, then for larger k by induction working from the top of the poset. We will often need to distinguish those elements on the upper boundary of P , namely {(i, j) : i = r or j = s}, each of which is covered by exactly one element in P . All other elements of P are covered by exactly two elements.
As an initial case, at the top element (r, s) of P we obtain 
Note that this agrees with Theorem 2.7 as follows. Here k = 0 forces M = 0 and the shift transformation µ (0,0) acts trivially. Thus, Equation (3) reduces to
The numerator is simply (u,v)≥(i,j) A uv , since the defining summation of ϕ 0 (i, j) has only a single term, namely the empty tuple of lattice paths, and each element of k (i,j) = (i,j) contributes one factor to that term's product. Hence, the value of the numerator agrees with the right-hand sides in Equation (8). The denominator, ϕ 1 (i, j) for i = r or j = s, equals 1 because there is a unique lattice path from (i, j) to (r, s) covering the entire order filter (i,j) ; thus, the summation consists of a single term, which is the empty product, i.e., 1. All other elements (i, j) of the poset are covered by exactly two elements. In the case that (i, j) also covers (exactly) two elements, we obtain
Recall that a − b denotes the parallel sum
Remark 3.1. In the case that (i, j) covers a single element of P , i.e., i = 0 or j = 0, recall that we defined A i0 , A 0j , and A 00 accordingly (see right after Equation (1)). Thus,
holds for all (i, j) covered by two elements (regardless of how many elements (i, j) covers).
We claim that by induction (as long as
where the sum is over paths L from the point (I, J) up to the point (r, s). (Here the large symbol denotes parallel summation, the analogue of for parallel sums, which is welldefined since − is associative and commutative.)
In particular, in the special case of ρ 1 B (r, j), there is a unique such path and its weight is 
simply because every path from (i, j) to (r, s) must go either through (i, j + 1) or (i + 1, j), and the A ij term distributes through. We finish the k = 0 case by remarking that
where the second line comes from multiplying top and bottom by ϕ 0 (i, j) = (u,v)≥(i,j) A uv . This agrees with part (a) of our main theorem, where
3.2. General case k ≥ 1. We continue our proof by induction, starting by proving the case of k = 1 on the upper boundary. Then for each such k, we move downward through the entire rectangular poset by induction and then start again with a proof for the case of (k + 1) for the upper boundary. To accomplish this proof we first verify two recurrence relations (Lemmas 3.2 and 3.4) that will be used for the induction step. Both of these results are proven via combinatorial bijections. Even though Lemma 3.2 looks like a special case, this result will imply Lemma 3.4 and then Theorem 2.7 by verifying the recurrence used in our induction.
Lemma 3.2. For 1 ≤ k ≤ min{i, j} we have the Plücker-like relation
Since this statement involves pairs of families of non-intersecting lattice paths, abbreviated below to NILPs, we prove it via a colorful combinatorial bijection.
Proof. The definition of ϕ k (Equation (2)) involves summing monomials in the A ij 's, with each term corresponding to the elements left uncovered by a k-tuple of NILPs. So a term on the left-hand side of the Lemma is represented by a pair of NILPs (B, R) offset from one another by one rank. Example 3.3 gives an example to illustrate both this and the bijection below. Specifically, the lower NILPs B, whose endpoints are marked with •, represents a monomial from ϕ k (i − k, j − k), and the upper NILPs R, whose endpoints are marked by ×, represents one from ϕ k−1 (i − k + 1, j − k + 1). Our goal is to transform this pair into a pair of NILPs counted by one of the terms on the right-hand side of Lemma 3.2.
Starting from the bottom •'s (lowest points in B), we create two bounce paths and (k − 2) twigs as follows. From the leftmost • on the bottom, move up blue edges, i.e., edges in B, until encountering a vertex with a downward red edge, i.e., an edge in R. Then move down red edges until encountering a vertex with an upward blue edge. Continue in this way, reversing directions whenever possible and only traversing unused edges, until a terminal vertex is reached. (No such path can terminate at an internal vertex, since any edge by which one enters must be paired with a possible exit.) Do the same procedure starting from the rightmost • on the bottom. We refer to both of these paths as bounce paths.
Since we reverse directions along bounce paths in a systematic way, we always follow blue edges upward and red edges downward. In addition to these two bounce paths, the (k − 2)
•'s in the interior of the bottom immediately connect to a × in the rank second from the bottom. We refer to these blue edges as twigs. Since the twigs cover all but 1 of the (k − 2) ×'s, only one of the two bounce paths may return to the bottom of the poset ending with a segment of downward red edges. Furthermore the (k − 1) red paths, starting from the ×'s at the top, intersect (k − 1) of the k topmost •'s, leaving only 1 • untouched. Note that a bounce path can only end at the top of the poset if it does not meet a red path that it can follow downward. It follows that one of these two bounce paths ends at the top of the interval, at the • on top untouched by the red paths, and the other bounce path ends at the bottom of the interval, at the × on the bottom not covered by a twig. We call the former a vertical bounce path and the latter a horizontal bounce path. (Note that in the case that all blue paths point northeast (resp. northwest) starting from the bottom •'s, the horizontal bounce path turns out to be a twig as well. The remainder of our procedure is consistent whether or not we treat this as a twig or as a horizontal bounce path.)
We proceed by interchanging the colors of the edges along the horizontal bounce path, along all the twigs, and swap the × and • endpoints at the bottom, while leaving the remaining edges of B ∪ R unchanged (also leaving the colors of the vertical bounce path unchanged). We then truncate the vertical bounce path by deleting the bottommost edge. These transformations result in a new pair of lattice path families which we denote as (B ′ , R ′ ). The bottom endpoints for B ′ will be one step either to the northeast or northwest of the original ones, indicating respectively whether it is contributing to the first or second summand on the right-hand side of Lemma 3.2. The bottom endpoints of R ′ are skewed in the other direction, i.e., the southwest or the southeast, respectively.
Furthermore, if the lattice paths L B ∈ B and L R ∈ R did not originally intersect, then their edges would not lie along any bounce path. Consequently, L B would be a lattice path again in B ′ unchanged 3 , and the same is true for L R in R ′ . They would again not intersect. On the other hand, if L B and L R did originally intersect, then they could meet along a bounce path. Being part of larger NILPs, L B would not intersect any path in B and L R would not intersect any path in R. Swapping colors of individual edges along L B and L R might break this intersection-free property, but since all colors of edges along a horizontal bounce path are swapped simultaneously, we ensure that each collection of paths, B ′ and R ′ , is still intersection-free.
Hence, the result is a new pair of NILPs (B ′ , R ′ ) with the lower endpoints of B ′ on the second rank from the bottom of the interval skewed left (resp. right) while the lower endpoints of R ′ are on the bottom rank of the interval and skewed right (resp. left). By construction, this map is well-defined, and B ′ is a collection of k lattice paths from •'s to •'s, and R ′ is a collection of (k − 1) lattice paths from ×'s to ×'s. Thus the new pair represents a pair of monomials counted by ϕ k (i − k, j − k + 1)ϕ k−1 (i − k + 1, j − k) in the former case, and counted by ϕ
Finally this procedure is reversible, yielding the desired bijection. In particular, given a pair of NILPs (B ′ , R ′ ), which has the lower endpoints of B ′ skewed left (resp. right) while the lower endpoints of R ′ are skewed right (resp. left), we build a vertical bounce path starting from the leftmost (resp. rightmost) lower endpoint of B ′ and a horizontal bounce path starting from the rightmost (resp. leftmost) lower endpoint of R ′ . Swapping colors along the horizontal bounce path and the twigs (defined similarly to as above) yields a centrally symmetric pair of NILPs (B, R). The validity of this construction follows by the same argument which we used above. 
We create bounce paths and twigs as follows.
Note that the leftmost bounce path is vertical, i.e., it ends at the top, so its colors remain the same. The rightmost (horizontal) bounce path traverses the poset as follows: NE, NE, NE, NW, NW, SW, NW, SW, SE, NE, SE, SW, NW, SW, NW, NW, SW, SW, NW, SW, SE. We interchange the colors along the twigs and the rightmost bounce path, which is horizontal.
We then fill in the original edges (with their original colors) and swap × and • at the bottom.
Finally, we shorten the vertical bounce path by one edge, replacing × → • with • → • so that the new starting point of the blue path is at the same level as the other paths in B ′ .
The result is a new pair of NILPs (B ′ , R ′ ). In this example, the lower endpoints of B ′ are now skewed left, representing a monomial in ϕ 5 (i − 4, j − 5), while those of R ′ are skewed right, representing a monomial in ϕ 4 (i − 5, j − 4). In other examples, the skewing will be opposite, giving a pair (B ′ , R ′ ) corresponding to a pair of monomials counted by
The next lemma allows us to handle cases where shifting the point (i, j) by (−k, −k) lands outside of the poset P . In such cases we shift the point back inside P so that the lattice paths are well defined, shifting the indices of the A-variables accordingly. + 1) , we have the Plücker-like relation:
where
This result includes Lemma 3.2 as a special case since 1 ≤ k ≤ min{i, j} implies that Let Φ k (i − k, j − k) denote the set of non-intersecting lattice paths (NILPs) in this order filter. Following Lemma 3.2, we have a combinatorial bijection
where the right-hand side is a disjoint union.
We let Φ k (a, b) (c,d) be shorthand for the subset of NILPs in the order filter based at point (a, b) such that the lattice paths from {s 1 , s 2 , . . . , s c } to {t 1 , t 2 , . . . , t c } (ordered left-to-right in their respective ranks of {−r − s, −r − s + 1, . . . , r} × {−r − s, −r − s + 1, . . . , s}) each traverse the leftmost possible route in the order filter and the lattice paths from {s k−d+1 , s k−d+2 , . . . , s k } to {t k−d+1 , t k−d+2 , . . . , t k } traverse the rightmost routes. We refer to such NILPs as (c,d)-boundary hugging. This notation is well-defined whenever k ≥ c + d.
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Using this notation, we claim that the above restricts to a bijection
Note that we have assumed that k ≥ [k −i] + +[k −j] + , so all six of these sets are well-defined.
To see this, consider Figure 4 (a) . Consider a pair of NILPs, satisfying the boundary hugging restriction, associated to Φ
. Without loss of generality, assume in our configuration that the horizontal bounce path starts from the rightmost •. We hence swap the colors on the right but leave them unchanged on the left except for the twigs. (If the horizontal bounce path starts from the leftmost • instead, we use the mirror image.)
After this swap, we have a configuration that has the form of Figure 4 (b) . In particular the pattern of upward steps and downward steps starting from the bottom of the horizontal bounce path changes the colors of the rightmost boundary hugging blue and red paths in a predictable way. Furthermore, the horizontal bounce path cannot reach the leftmost [k − j] + boundary hugging blue paths since the red steps are downward steps and cannot intersect the blue steps that are pointed down and to the left. The resulting configuration after the swap corresponds to a pair of NILPs associated to the product Φ
Furthermore, because we have used boundary hugging paths as constructed above, the only elements of these order filters left uncovered by any of these six sets of NILPs are elements that are in the original [0, r] × [0, s] poset, i.e., with nonnegative entries for both coordinates. Consequently, the map defined by (12) yields a weight-preserving-bijection after weighting NILPs L by the products of the A cd 's for points (c,
We end up associating the lattice paths in
to an order filter that has the element (r − [k − j] + , s − [k − i] + ) as its top (rather than (r, s)).
We then obtain Lemma 3.4 as written by translating the bottom and top of the order filter. Hence, for each ǫ i , ǫ j ∈ {0, 1}, the subset Φ
as its generating function.
Example 3.5. We consider the NILPs illustrated in Figure 4 (a). In this case, [k − j] + = 3 and [k − i] + = 2 so that we have (3, 2)-boundary hugging blue paths and (2, 1)-boundary hugging red paths. In this example, the horizontal bounce path starts from the rightmost • (as opposed to the leftmost •). After swapping colors along the horizontal bounce path, we get the NILPs of Figure 4 (b) with (3, 1)-boundary hugging blue paths, which are leftjustified, and (2, 2)-boundary hugging red paths, which are right-justified.
3.3. Proof of Theorem 2.7 (a). We consider the off-boundary case where (i, j) both covers and is covered by two elements of P . Under this hypothesis, we have the following identity (a) by the definition of birational rowmotion:
By induction on k, and the fact that we apply birational rowmotion from top to bottom, we can rewrite this formula as
To prove Theorem 2.7 (a), it therefore suffices to prove, using this above shorthand, that
, we note that these two equations, i.e., αE = BC + DA and βF = GD + HB, both follow from two applications 4 of Lemma 3.4.
Remark 3.6. The proof is analogous in cases where the element (i, j) covers (or is covered by) only a single element, with some of the terms in the above expression being replaced with a 1 or a 0.
3.4. Proof of Theorem 2.7 (b). Before continuing with the proof in the case when M > k, we note the following simplified formula in the special case when M = k.
Claim 3.7. Under the hypotheses of Theorem 2.7, if
Proof. The first two equalities follow from Theorem 2.7 (a), while we prove the last equality as follows. Since the principal order filter (i,j) is isomorphic to the product of chains [0, r − i] × [0, r − j], we easily reduce the claim to the case i = j = k = 0, i.e., it suffices to show the last equality of
In this situation, our family of lattice paths reduces to a single lattice path L 1 , the numerator can be thought of as
A pq , and 1 (0,0) = P as well. By clearing denominators and dividing through by the double-product we equivalently need to show the following:
Claim 3.8.
Proof. For the base case s = 0, we get that P is a chain of length r and the only lattice path consists of every element of P . In this case A i0 =
, with A 00 = x 00 , so the single summand is the telescoping product
as required. Symmetrically, the claim also holds for r = 0 and any s. Now suppose that rs > 0 and that the claim holds for every rectangular poset whose dimensions are strictly smaller than [0, r] × [0, s]. Set L(p, q) := {lattice paths from (0, 0) to (p, q)}. Any lattice path from (0, 0) to (r, s) must go through either (r − 1, s) or (r, s − 1). Thus,
r,s (x r−1,s + x r,s−1 ) = x r,s , using the induction hypothesis and the definition of A i,j . This finishes the proofs of both Claim 3.8 and Claim 3.7.
We next consider the case when M = k + 1 (i.e., i + j = k − 1). We start with the degenerate . Note here that we used Claim 3.7 to simplify the calculations. Continuing by induction 5 ,
Using Claim 3.7 and the inductive hypothesis, the right-hand side simplifies to 
Using Equation (10), we can expand this out further as (assuming
Any lattice path connecting (r − i, s − j) to (r, s) either goes through (r − i, s − j + 1) or through (r − i + 1, s − j). Combining these into a single sum over lattice paths, we get
, agreeing with Theorem 2.7 (b) when k = i + j + 1.
Lastly, when M > k + 1, we use Theorem 2.7 (b) inductively to obtain
where K = k − 1 − i − j, I = r − i, J = s − j. This finishes the proof.
3.5. Proof of file homomesy. In this section we use our main theorem to prove the filehomomesy result, Theorem 2.16. The proof is a mixture of straighforward cancellations directly from our formula and some subtle recombinations of terms, leading to a doublecounting argument to show two products are equal. We start with an illustrative example that shows the initial cancellations.
Example 3.9. Let (r, s) = (4, 3), and d = 2, with corresponding file F = {(4, 2), (3, 1), (2, 0)}. The following table displays the values (in terms of the ϕ-polynomials) taken on by each element of the file across a ρ B -period.
(4, 2) (3, 1) (2, 0)
We color code entries in red, blue, and green to pair numerators of one entry which agree with denominators of another entry, hence cancelling in the product of all values. The remaining entries either are equal to 1 or cancel each other out, as handled below.
For convenience we record them here, listing them down columns from left-to-right: ϕ 0 (4, 2)ϕ 1 (4, 2) −1 ϕ 2 (3, 1) −1 ϕ 3 (2, 0) −1 µ (1,0) ϕ 3 (2, 0) −1 µ (2,0) ϕ 3 (2, 0) −1 µ (3,1) ϕ 2 (3, 1) −1 µ (4,2) ϕ 0 (4, 2) µ (4,2) ϕ 1 (4, 2) Here the first line (13) comes from the numerators for the k = 0 case, as c = 0, 1, . . . , d − 1, followed by the case where k = d + r − 2c using the same range for c. The third continued product of (13) We will show that the product over these five lines of contributions collapse to the value of 1. We begin with Equation (15): its value is identically equal to 1 because of the families of NILPs that are involved in these products. In particular, the lattice path formula for ϕ k+1 (r − k, d − k) involves the points To finish the proof, it suffices to verify that Equations (13) and (14) cancel each other out. Key to this is the simple form of ϕ 0 as shown in (5).
We begin by noting that Example 3.11. Let (r, s) = (4, 3), and d = 2, with corresponding file F = {(4, 2), (3, 1), (2, 0)}. The left-hand side of Figure 5 shows the contributions corresponding to Equation (13), while the right-hand side shows the contributions corresponding to the reciprocal of Equation (14). For example, in the left picture, the 6-element order filter at (3, 1) represents ϕ 0 (3, 1), while the 6-element interval [(0, 0), (1, 2)] represents µ (3,1) ϕ 0 (3, 1). Either way, the full product can also be expressed as a product built up file-by-file as 
Connections to other works and future directions
We have noticed the following connections to our work and some open problems for further exploration.
