Past research (Kuhl & Meltzoff, 1982 shows that 4.5-month-old infants can match phonetic information in the lips and voice. These studies used female faces surrounded by black cloth to occlude possible distractions. The present studies were conducted to replicate and extend past research by examining how robust the ability to match phonetic information in lips and voice is at 4.5-months of age. If speech is represented intermodally in young infants then they should show evidence of matching phonetic information when presented with faces shown from the shoulders up, revealing hair and some clothing, and with male as well as female models. In each of two studies, 32 infants were seated in front of two side-by-side video monitors displaying filmed images of a female face (Study 1) or a male face (Study 2). The face on each side articulated a different vowel sound (/i/ or /a/) in synchrony. The sound track was played through a central speaker and corresponded to one of the two vowels but was synchronous with both. Infants spent approximately equal amounts of time looking and smiling at both the female and the male faces (p Ͼ .05). However, infants looked longer at the face that matched the heard vowel for both female and male stimuli (p Ͻ .01). Also, infants showed articulatory imitation in response to the matching face/voice stimuli (p Ͻ .05). The finding that bimodal phonetic matching is replicated with full, naturalistic heads and with male stimuli supports the hypothesis that infants are able to link phonetic information presented in the lips and voice. This supports an integrated, multi-modal representation of articulatory and acoustic phonetic information at 4.5-months of age.
have a strong influence over speech perception in adults (Dodd & Campbell, 1984; Green & Kuhl, 1989) and even children, with the extent of influence changing as a function of the child's age (McGurk & MacDonald, 1976) and articulatory ability (Desjardins, Rogers, & Werker, 1997) . There is even evidence that young infants may detect equivalent phonetic information in the lips and voice (Kuhl & Meltzoff, 1982 Walton & Bower, 1993) . The present studies examine how robust the ability to match phonetic information in the lips and voice is at 4.5-months of age, as well as the extent to which this ability is affected by ecological validity and speaker gender.
Soon after birth, infants are able to discriminate and categorize vowel sounds. Infants between 1-and 4-months of age can discriminate changes between /a/, /i/ and /u/ when these vowels are isolated or follow a common consonant (Trehub, 1973) . Both 2-and 4-montholds can be trained to respond when a vowel changes category and to refrain from responding when a vowel does not change category despite variation in the spectral cues associated with pitch and talker (Kuhl, 1979 (Kuhl, , 1983 Marean & Werner, 1992) . The ability to recognize audio-visual temporal correspondence for speech exists very early in life (Dodd, 1979) , but much less is known about when and how knowledge of the intermodal nature of speech is acquired. Kuhl and Meltzoff (1982) conducted the first study that specifically examined infants' ability to detect a match between articulatory movements and vowel sounds. Using the preferential looking technique, these authors presented 4.5-month-olds with side-by-side filmed images of a woman articulating the vowels /i/ and /a/ in synchrony. The woman's face was framed by black cloth to occlude neck, hair, and ears. On average, infants spent 73% of the total looking time on the matching face and 24 out of 32 infants looked longer at the matching face. These results were replicated with a new set of 4.5-month-olds (Kuhl & Meltzoff, 1984b cited in Kuhl & Meltzoff, 1988) and with a new pair of vowels (/i/, /u/; Kuhl & Meltzoff, 1988) . However, while the effects were statistically significant, in both studies the effect was not as strong as the original finding. Moreover, the matching effect appears to require the full vowel signal. When presented with pure tones and the articulatory movements for /a/ and /i/, 4.5 monthold infants showed no preference for the match even though adults could still detect the match (Kuhl & Meltzoff, 1984; Kuhl, Williams, & Meltzoff, 1991) .
Infants' ability to detect a match between mouth movements and speech sounds has been extended by two independent studies, but again the results were not as strong as in the original study. MacKain, Studdert-Kennedy, Spieker, and Stern (1983) presented infants with simultaneous displays of two women articulating three pairs of consonant-vowel disyllables in a repeated-measures design. Infants between 5-and 6-months of age looked longer at the sound-specified display, but only for three of the six disyllables and only when the matching face appeared on the right-hand side. The authors suggest that looking to the right side facilitates intermodal speech perception and thus indicates that, in infancy, the left hemisphere is predisposed to process crossmodal speech-speaker correspondences. However, asymmetries of lateral gaze have not been validated as an index of cerebral lateralization (Rose & Ruff, 1987) . Walton and Bower (1993) replicated the bimodal matching effect with /i/ and /u/ using an operant-choice sucking procedure. Fourmonth-olds sucked more to receive the face that matched the heard vowel. In a second study, the /u/ face was paired with the /u/ sound (match), the /i/ sound (impossible), or a French /y/ sound (possible but unfamiliar). Six-to 8-month-olds sucked significantly more to receive both possible face-voice pairs than to receive the impossible pair. Thus, familiarity does not appear to be the cause of infants' preference for matching face-voice pairs. However, infants' ability to discriminate a French /y/ from an English /u/ was not tested, thus, the basis for infants' performance in this task is unclear.
Indirect evidence for infants' sensitivity to a speaker's mouth movements has been obtained from studies of infants' imitation of vocalizations. Meltzoff (1988, 1996) reported that, in a preferential-looking paradigm, 4.5-month-olds imitated the vowel that matched the vowel they both saw and heard. Legerstee (1990) presented audio and visual components of the vowels /a/ and /u/ independently to 3-month-olds. Infants who were exposed to matching audiovisual information imitated the vowel more than infants who were exposed to the audiovisual mismatch.
Although the replications of the bimodal matching effect reviewed above are not as strong as the original work, results from studies of infants' detection of audio-visual structural correspondences and vocal imitation provide some evidence for the intermodal organization of speech in early infancy. The present work was designed to replicate and extend the original work by examining the conditions under which the bimodal matching effect occurs. If the ability to detect invariant phonetic information in face and voice is robust at 4.5-months of age, then one would expect infants to match visual and acoustic information about speech with more complex visual stimuli (full heads including hair, neck, and shoulders) of both genders. Study 1 extends the original work with female models to visual displays of full heads and Study 2 further extends it to male models.
STUDY 1: MATCHING PHONETIC INFORMATION IN A FEMALE FACE AND VOICE

Method
Participants
Mothers were recruited from a local maternity hospital shortly after giving birth or they responded to an advertisement in the local media. The final sample consisted of 32 infants, 16 male and 16 female, ranging in age from 17.7 to 20.6 weeks (M ϭ 19.2 weeks, SD ϭ 2.4 weeks). An additional 20 infants were tested and excluded from analyses due to fussiness (9), not looking at both stimuli during Familiarization (4), looking at same screen for entire Test phase (2), equipment failure (5). Infants had no known visual or auditory abnormalities, including recent ear infections. Infants who were at-risk for developmental delay or disability (e.g., pre-term, low birth weight) were not tested.
Stimuli
Multi-media computer software (mTropolis Version 1.1 on a Macintosh 7300/180) was used to combine, control, and present digitized audio and visual stimuli. Infants were shown two filmed images displayed on separate, sideby-side computer monitors of a female face articulating two different vowels in synchrony. The sound track corresponding to one of the vowels was presented through a speaker (Sony SRS-A60) midway between the two images. Since infants can detect face-voice correspondences based on temporal cues the two visual images were presented in synchrony and the sound was aligned with the images so that it was equally synchronous with the onset of both the matching and the mismatching mouth movements.
Stimuli for Study 1 (female) and Study 2 (male) were created simultaneously, so both will be described here. Female and male faces were selected for similar coloring (Caucasian, fair-hair) and attractiveness. The female had shoulder-length hair and the male's hair came just below his ears. Both female and male were filmed against a black background, both wore a white turtleneck, and neither wore jewelry or make-up. First, the male was filmed producing the vowel /a/ to the beat of a metronome set at 1 beat per 3 s. This 2 min recording was then played back over a TelePrompter, and all other vowels (male /i/ and female /a, i/) were produced in synchrony with the male's /a/ (see Figure 1) .
As in Kuhl and Meltzoff (1984) , a different male and female were selected to record the audio stimuli. Audio recordings were made in a sound-proof recording booth using a studioquality microphone and were recorded onto audio tape. Speakers were asked to articulate the vowels /i/ and /a/ in infant-directed speech with equal intensity and duration.
One visual /a/, one visual /i/, and one instance of each vowel sound for both female and male stimuli were chosen by three judges who rated what they deemed to be the five best visual and audio stimuli.
1 The facial images were chosen such that duration of individual articulations fell within a narrow range that overlapped for the two vowels, the head did not move, and one eye blink occurred after each articulation. For the female, the length of time that the lips were parted was .94 s for /a/ and .65 s for /i/. For the male, this duration was 1.27 s for /a/ and 1.28 s for /i/. A comparable process was used to select the audio stimuli. Since duration of mouth opening can be longer than sound duration but not vice versa, we ensured that the vowel sounds were of the same or shorter duration than the mouth opening. For the female, duration of the sound was .61 s for /a/ and .63 s for /i/. For the male, this duration was .62 s for /a/ and .73 s for /i/.
The films and audio files were then digitized and entered into a customized computer program (using mTropolis, Version 1.1) which FIGURE 1 Visual stimuli used in Study 1 (female) and Study 2 (male). locked the appropriate faces in phase. Next, the sound was dubbed onto each visual stimulus 15 frames after the mouth first started to move. Each articulation was repeated to form a continuous series of articulations occurring once every 3 s. When displayed on the monitors the faces were approximately life-size, 17 cm long and 12 cm wide, and their centres were separated by 41 cm. The sounds were presented at an average intensity of 60 Ϯ 5 dB SPL.
Equipment and Test Apparatus
The female face and voice stimuli were used in Study 1. The stimuli were presented on two 17" color monitors (Acana 17P) in the testing room. Black curtains covered the wall so that only the monitor screens and the camera lens, positioned between and above the two monitors, were visible. The infant was seated 46 cm from the facial displays in an infant seat secured to a table and the care-giver was seated to the infant's right but out of the infant's view. The speaker was centred midway between the two monitors behind the curtain. During testing, a 60-Watt light in a lamp shade was suspended 1 m 10 cm above the infant.
Procedure
The experimental procedure involved two phases: Familiarization and Test (see Kuhl & Meltzoff, 1984) . During the Familiarization period, the visual stimuli were presented without sound. First, each visual stimulus (the /a/ and /i/ face) was presented alone, one on each monitor, for 9 s. During the final 9 s, both faces were presented simultaneously.
2 Both stimuli were then occluded for 3 s before both faces were presented and one sound (either /a/ or /i/) was played during the 2 min Test phase. Sound presented, left-right positioning of the two faces, order of familiarization, and infant sex were counterbalanced.
Scoring
Coding was performed using a Panasonic video recorder which allowed frame-by-frame analysis. Coders were undergraduate students who were blind to the stimuli presented to the infant. Inter-observer reliability was assessed by re-scoring 25% of the subjects. Duration of gaze was scored for each second when the infant appeared to be looking either to the right or to the left monitor. Individual gaze-on seconds were summed for each display and divided by the total time spent looking at the displays to obtain the percentage of total looking time (PTLT) spent on each display during the test period.
Finally, video tapes were scored for evidence of infant articulatory and/or vocal imitation of the vowels presented, both acoustically and visually. For articulatory imitation, coders recorded the duration of infant mouth movement if the mouth was wide open (/a/), if the lips were spread (/i/), and if the cheeks were lifted and the mouth upturned (smile). For infant vocalization, coders recorded the duration of vocalization if it sounded like "aw" or "ee". Any other mouth movements or infant sounds were not recorded. The percentage agreement for each second in the sampled periods ranged from 96.8% to 99.2% (M ϭ 97.81%) for infant looking and 63.5% to 81.3% (M ϭ 77.34%) for infant articulation of /i/ and /a/.
Results and Discussion
Infants looked longer at a particular face when the appropriate vowel sound was heard. Overall, infants spent 79.4% of the test time looking at the faces. On average, infants spent 64.7% of the total looking time on the matching face, which was significantly greater than chance (50%), t (31) ϭ 3.27, p Ͻ .01, as shown in Figure 2 . Of the 32 infants tested, 25 looked significantly longer to the sound-specified display than to the incongruent display (p Ͻ .01), as shown in Figure 3 .
Other factors counterbalanced in the design were entered into five separate one-way ANOVAs; none of these factors were significant. Infants did not look significantly more to the right or left screen, they did not prefer the /a/ face or the /i/ face, they did not prefer the face shown last during familiarization, nor were there any significant infant sex differences. However, infants did look significantly longer at the matching face when it was on the right versus the left side when the heard vowel was /a/ (t (14) ϭ 2.80, p Ͻ .05) but not when the heard vowel was /i/ (t (14) ϭ .77, p Ͼ .05). This provides weak support for the MacKain et al. (1983) finding of a right-side asymmetry in preferential looking. Out of 32 infants tested, 17 showed evidence of wide-open or spread-lip mouth movements and three infants showed evidence of /a/-or /i/-like vocalization. Because so few infants were "imitating," analyses were postponed until after completing Study 2.
These results support prior findings that the heard vowel influences infants' visual preferences (Kuhl & Meltzoff, 1982 , 1988 Walton & Bower, 1993) . Infants between 4.5-and 5-months of age looked longer at a female face articulating the vowel that matched the heard vowel sound than at the same female face articulating a different, mismatching vowel. Therefore, even when the visual stimulus is more ecologically valid (i.e., revealing hair, ears, neck, and shoulders), infants can match the mouth movements that distinguish the vowels /a/ and /i/ with the appropriate vowel sound. The fact that infants are able to perform such audio-visual matches at a young age supports claims that phonetic information may be represented amodally at 4.5-months of age. Female and male voices differ in terms of fundamental frequency and formant structure (Ladefoged, 1993) , therefore, it is important to test whether cross-modal matching of articulatory gestures and speech sounds generalizes beyond vocal characteristics specific to the female voice. In utero, infants are exposed to the maternal voice and this exposure has been shown to influence post-natal preferences. For example, newborns will suck to hear their mother's voice (DeCasper & Fifer, 1980) but not their father's voice (DeCasper & Prescott, 1984) . If infants perceive structural correspondences between visual and auditory speech, they should perform cross-modal matches with both female and male stimuli.
STUDY 2: MATCHING PHONETIC INFORMATION IN A MALE FACE AND VOICE
Method
Participants
Recruitment procedures were identical to Study 1. The final sample consisted of 32 infants, 16 male and 16 female, ranging from 16.5 to 20.5 weeks (M ϭ 19.5 weeks, SD ϭ 3 weeks). An additional 15 infants were tested but excluded from analyses due to fussiness (4), not looking at both stimuli during Familiarization (5), locking onto one screen for the entire Test phase (1), equipment failure (4), and mother interference (1).
Apparatus and Procedure
As described above, male stimuli were created and presented in the same manner as in Study 1. Except for the use of the male face and voice, all other aspects of the equipment, testing, and scoring procedures were identical to Study 1. Inter-observer reliability was calculated after re-scoring 25% of the subjects. The percent agreement during each second in the sampled periods ranged from 95% to 100% (M ϭ 97.65%) for infant looking and 63.8% to 83.5% (M ϭ 76.98%) for infant articulation of /i/ and /a/.
Results
The primary dependent variable was the PTLT spent on the matching face. As in Study 1, side of vowel presentation, side of match, order of familiarization, and infant sex were each entered into separate one-way ANOVAs which were all nonsignificant. Since these variables did not contribute to differences in looking time they were dropped from the main analysis.
Overall, infants spent 73.1% of the test time looking at the faces. As illustrated in Figure 2 , on average infants spent 62.7% of the total looking time on the matching face, which is significantly different from chance, t (31) ϭ 3.02, p Ͻ .01. At the individual subject level, 24 of the 32 infants looked significantly longer at the sound-specified face (p Ͻ .01), as shown in Figure 3 . As in Study 1, infants looked longer at the matching face when it was on the right side versus the left side when the heard vowel was /a/ (t (14) ϭ 3.87, p Ͻ .05) but not when the heard vowel was /i/ (t (14) ϭ 1.66, p Ͼ .05). Thus, as in Study 1, infants were able to detect the face-voice match. Bimodal matching with male stimuli supports arguments that 4.5-month-olds can match phonetic information in the face and voice and that phonetic information may be represented amodally.
Comparing Studies 1 and 2
To examine any difference in PTLT spent on the "match" with male versus female stimuli, data from both studies were entered into a 2-way ANOVA with Sound (/a/,/i/) and Speaker Gender as the main effects. Both main effects as well as the interaction were nonsignificant (p Ͼ .05); therefore, across both studies, infants did not look significantly longer at the /a/ or the /i/ face and did not look significantly longer at the male match or the female match. Thus, 4.5-month-old infants are able to determine which facial articulation matches a heard vowel sound even when the face and voice are male. With the increased power provided by combining samples from Studies 1 and 2, an omnibus ANOVA was conducted to explore any possible interactions among all five variables (Gender of stimuli, Sex of infant, Side of presentation, Order of familiarization, and Sound). All main effects and interactions were nonsignificant except for a significant Side ϫ Sound interaction (F (1,10) ϭ 13.99, p Ͻ .05). When the heard vowel was /a/, infants looked longer at the match when it was on the right side than when it was on the left side.
The combined sample was also used to begin to explore the nature of infant productive responses. In our procedure, infants could make articulatory movements when looking at the face that matched the heard vowel or when looking at the face that did not match the sound. Out of 64 infants, 33 showed evidence of wide-open or spread-lip movements when the face and voice matched, but only 8 showed evidence of these mouth movements in the mismatch condition. Because so few infants articulated in the mismatch condition and because "imitation" in this case is difficult to interpret, only mouth movements that occurred when the face and voice matched were analyzed. Out of the 33 infants who made mouth movements in the matching condition, 25 imitated the vowel they saw and heard while 8 infants articulated a different vowel. As illustrated in Figure 4 , infants spent significantly more time articulating the vowel that matched the lips and voice than they did articulating mouth movements that did not match the lips and voice, t (31) ϭ 2.10, p Ͻ .05. Infants spent approximately equal amounts of time making both wide-open and spread-lip movements, and also smiling to the female and male faces. Moreover, infants spent approximately the same amount of time producing wide-open and spread-lip articulations when the face and voice were female (M ϭ 3.97 s, SD ϭ 2.45 s) as when the face and voice were male (M ϭ 3.10 s, SD ϭ 3.81 s). While duration of smiling to the match versus the mismatch was not significantly different, a significantly greater number of infants smiled at the match (n ϭ 12) versus the mismatch (n ϭ 5; p Ͻ .05). Because coding infant vocalization could not be done without being exposed to the sound that the infant heard and only 7 out of 64 infants showed evidence of /a/-or /i/-like vocalizations, infant vocalization was not analyzed.
General Discussion
When given a choice between two identical faces, each articulating a different vowel sound in synchrony, infants between 4.5-and 5-months of age looked longer at both a female and a male face that corresponded with the heard vowel sound. Also, an exploratory examination revealed that infants spent more time producing vowel articulations that matched the lips and voice compared to articulations that did not match. These findings confirm and extend prior reports that infants as young as 4.5-months of age can detect a match between acoustically presented vowel sounds and appropriate facial articulation (Kuhl & Meltzoff, 1982 , 1988 MacKain et al., 1983; Walton & Bower, 1993) .
As in Kuhl and Meltzoff (1982) , the current studies revealed no preference for the /i/ or the /a/ face, no overall right/left side preference, and no infant sex differences. However, infants did look longer at the match when it was on the right side, but only when the heard vowel was /a/. This latter finding provides weak support for the MacKain et al. (1983) finding that matching with consonant-vowel syllables only occurred when the match was on the right-hand side. It is possible that differences between consonant-vowel and vowel stimuli account for the stronger right-side bias reported by MacKain et al. (1983) . Consonants contain rapidly changing acoustic information and there is evidence that only the left hemisphere can pick up this kind of information (e.g., Molfese & Molfese, 1980) . Thus, the asymmetrical effect reported by MacKain et al. (1983) may be specific to consonants. Another possibility is that infants master the processing of vowels at an earlier age than they do consonants. The finding that vowels may be affected by experience earlier than are consonants (Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992; Werker & Polka, 1993; Polka & Werker, 1994 ) may be viewed as support for this hypothesis.
Although the PTLT spent on the matching face was slightly less in Study 1 than that reported by Kuhl and Meltzoff (1982; 65% vs. 73%) , this was expected since our faces were more complex. Kuhl and Meltzoff obscured hair, neck, ears, and shoulders by having the woman's face surrounded by black cloth; therefore, there was very little to distract infants' attention away from the speaker's mouth movements. The present studies show that more complex visual stimuli do not substantially impede 4.5-month-old infants' ability to detect audio-visual matches based on phonetic information.
The fact that the matching effect was found to be equally strong for male and female stimuli suggests that different characteristics of the female and male voice such as fundamental frequency and formant structure do not lead to differences in the capacity to match phonetic information in the lips and voice. The average PTLT spent on the matching face was similar for both female and male stimuli (64.8% vs. 62.7%). Although the number of infants who produced wide-open and spread-lip mouth movements was relatively small, the finding that infants spent similar amounts of time imitating to female and male stimuli supports the conclusion that bimodal matching is not restricted to specific characteristics of the female face and voice. Now that several studies have shown that matching phonetic information in the face and voice is robust at 4.5-months of age, the stage has been set for future research to examine how young infants with relatively limited experience with speech are able to link seen and heard speech to achieve a unified percept. In future studies it might also be interesting to choose some vowels that are outside the range of those that infants this age are capable of producing and to see whether they still show as strong a tendency to detect the appropriate matches between lips and voice.
In summary, two studies with infants aged 4.5-to 5-months replicated and extended prior findings that infants at this age can match phonetic information presented in the lips and voice. We have shown that this effect holds with a more naturalistic visual display and with both female and male stimuli. We also found that infants spent more time producing vowel articulations that matched the lips and voice compared to articulations that did not match. Moreover, duration of imitation and affect were similar to both female and male stimuli. The looking preferences and imitation findings reported here provide strong support for an integrated, multimodal representation of articulatory and acoustic phonetic information at 4.5-months of age.
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NOTES
1. Kuhl and Meltzoff (1982) chose 20 audio and visual /a/'s and /i/'s to make two film loops. Since we digitized the audio and visual stimuli onto an I-Omega CD, the file size was limited such that we could only pick three instances of each audio and visual stimulus. When transferring these files to the multimedia-authoring program, we chose one instance of each audio and visual stimulus to speed up running of the program and to reduce the likelihood of crashing. 2. Kuhl and Meltzoff (1982) did not include the simultaneous presentation of both faces in their familiarization phase. This phase is typically included in studies of infant word comprehension (Hirsh-Pasek & Golinkoff, 1992) . The logic behind including this phase is to teach infants that both displays can be on simultaneously, and it is sometimes used as a check for infant side bias.
