The clinical relevance of likelihood ratios (L-values) for revising the physician's diagnostic probabilities has been recognized. However, the calculation of L-values, particularly in the case of quantitative or mixed quantitativebinary test results, raises problems that have not yet been addressed. Based on a very general assumption that yields a simple functional form for the likelihood ratio, a method is developed that allows such calculations regardless of the nature and the number of clinical laboratory tests to be interpreted simultaneously. Hence the notion of predictive value (posterior probability) is extended from binary or dichotomized tests to quantitative tests, and from univariate to multivariate clinical laboratory results. The simplicity and flexibility of this approach eliminates difficulties in computation arising from the addition of new data to an existing data base. It is hoped that this method will now allow L-values to be reported along with the original test results in daily laboratory practice.
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The clinical relevance of likelihood ratios (L-values) for revising the physician's diagnostic probabilities has been recognized. However, the calculation of L-values, particularly in the case of quantitative or mixed quantitativebinary test results, raises problems that have not yet been addressed. Based on a very general assumption that yields a simple functional form for the likelihood ratio, a method is developed that allows such calculations regardless of the nature and the number of clinical laboratory tests to be interpreted simultaneously. Hence the notion of predictive value (posterior probability) is extended from binary or dichotomized tests to quantitative tests, and from univariate to multivariate clinical laboratory results. The simplicity and flexibility of this approach eliminates difficulties in computation arising from the addition of new data to an existing data base. It is hoped that this method will now allow L-values to be reported along with the original test results in daily laboratory practice. (1) (2) (3) (4) (5) . Terms like "technical reliability" and "diagnostic validity" are just two examples (3) picked out from the new proliferating terminology.
More familiar notions such as sensitivity, specificity, and predictive value (1, 4) are now widely used, although they usually refer to binary tests or to quantitative tests that have been dichotomized (positivenegative) through use of a discrimination (5) or referent value (1) .
By nature, laboratory information is quantitative and clinical interpretation often depends upon the degree of positivity or negativity of a result. It thus seems paradoxical to deprive the laboratory result of its full content by a dichotomization process, depending upon whether or not the result is below or above a given limit. Indeed, such a procedure frequently may entail a substantial loss of information. Thus, when one is calculating the predictive value of a laboratory result, full use should be made of the magnitude of that result, rather than of its positivity or negativity with respect to a given cutoff point. In doing so, we discover that the diagnostic implication of a certain test result with regard to a certain condition can best be expressed as a single number L, the likelihood ratio of this result, defined below. By combining the likelihood ratio, which can be supplied by the laboratory, with his prior "probability" (or degree of belief) that the patient has a given disease, the clinician will improve his Laboratory of Applied Studies, National Institutes of Health, Bethesda, MD 20205; and Department of Clinical Chemistry, University of Liege, Belgium. 
Notation and Problem Formulation
The disease (state or condition) under investigation will be denoted by the letter D, which will also be used to describe the group of patients suffering from the given disease. The complementary state or condition, and by extension the group of patients not suffering from disease D, will be denoted by D or non-D. This notation is familiar and has been frequently referred to in the relevant literature. The definition of conditions D and D from a medical viewpoint is crucial, yet outside the scope of this paper (9) . D may represent a well-defined disease or a precisely described stage of a given pathology.
It may even be defined on the basis of one or more clinical laboratory tests-distinct, however, from those that are discussed below. D does not necessarily contain healthy or presumably healthy subjects. It may consist of patients suffering from diseases that are most likely to cause problems in the diagnosis of disease D.
The information on which the diagnosis of disease D is to be made will be denoted by X' = (x1,. 
or [2] presence of a symptom), continuous (quantitative laboratory tests), or even ordered categorical (ratings on a scale, e.g., stage 1, 2, or 3). Hence, the information vector X can be a combination of binary, discrete, and continuous variables, in all generality.
Likelihood Ratio and Posterior Probabilities
Given conditions D and , and information vector X, the likelihood ratio for any observed value of X is given by L(X) = P(XID)
where P(X ID) represents the probability of X given the presence of disease D, and P(X ID) the probability of X given 1, that is, absence of disease D. As the ratio of two probabilities (range 0-1), the quantity L(X) is always positive and takes values from 0 to plus infinity. Also note that although X can be a vector, the likelihood ratio is always a number. If X is binary (0 or 1), there are only two values for L(X), namely, L(X = 0) and L(X = 1). If X consists of two binary The likelihood ratio (equation 1) is a key piece in the diagnostic process, because it enables one to calculate the quantity the clinician is most interested in, namely, the probability that his patient has disease D on the basis of information vector X; we shall denote this probability by P(DIX).
Similarly
is the probability that the patient does not have D, conditional on the observation X. By use of elementary rules of probability calculus (or referring to Bayes' theorem), it is found that
where p is the pre-test probability (also called prior probability or degree of belief) of the disease D being present. The value given to p depends on the clinical context (7). For example, when a population is being screened randomly for the disease D, p is usually low and is called the prevalence of the disease. Testing at intermediate values of p occurs in situations where the diagnosis of D is suspected but there is uncertainty.
High p-values correspond to strong suspicion and X serves mainly to confirm the diagnosis objectively. Equation 2 states that the probability P(DI X), also called the "posterior probability," is a simple function of the likelihood ratio L(X) and the pre-test probability p. If L(X) is given, equation 2 can be plotted as a function of p only. Nomograms can be obtained, as in references 7 and 10. Conversely, if p is given, a plot of P(DIX) vs values of L(X) can be obtained: for example, if serial measurements of X, say X, are obtained for the same patient, P(D X) is also a stochastic process (11) . When X is binary, or a quantitative test that has been dichotomized by using a discrimination or referent value (1, 5) , the posterior probability P(DIX) is also called the "predictive value" of the result X. Like the likelihood ratio, posterior probabilities take as many values as X does, although they may not all be distinct, as when one is dealing with multiple tests. Again it is important to emphasize that equation 2 holds not only for single tests but also for situations where several tests are to be interpreted simultaneously.
If the p tests x1 x, are independent, their joint probability factorizes into the individual probabilities:
and similarly for P(XI1).
It follows that,
Hence the likelihood ratio factorizes into its individual components, as ordinary probabilities do. In some settings this Li] may ease the calculation of L(X).
Now consider the situation where X = (x1,x2), and the variables x1 and X2 are not independent. Then, from the well-known law of conditional probabilities, we have P(XID) = P(xiIx2ID) P (x2ID) and similarly for P(XIl). The first factor in the product is the probability of x1 conditional on x2 given the diseaseD, and the second factor the probability of x2 given the disease D. It follows that
[4]
Equation 4, which can easily be generalized to more than two tests, asserts that likelihood ratios obey rules similar to those of conditional probabilities.
The above factorization can also help facilitate the calculation of likelihood ratios, as shown in the application below.
The Data Base
The use of likelihood ratios in daily laboratory practice is possible only if a data base of test results X found in conditions D and D is available.
Indeed, as we shall see later, the likelihood ratio L(X) contains unknown parameters that have to be estimated from samples of patients drawn from the diseased and non-diseased groups. The number of patients in the data base known to belong to conditions D and Th are respectively denoted by n(D) and n(D). Although the data base size may be quite restricted at the beginning, it is hoped that with time the laboratory in close collaboration with the clinician (9) will be able to accumulate new data and to enlarge the initial sample sizes n(D) and n(l)). Beside increasing the data base, editing may occasionally be necessary; patients can be deleted, results corrected or added. Any substantial manipulation of the data base will usually require a readjustment of the likelihood ratio function (equation 1); methods have to be looked for that permit such adjustments to be done smoothly, without disrupting the whole system. If the laboratory wants to report likelihood ratios together with the original results, it is important that the likelihood ratio formula [1] stored in the laboratory computer system be simple and take little core space. Accordingly, the data base need not be permanently kept in the system, because its information is condensed in the likelihood ratio formula. The situation is comparable to that of reference values, which are rarely stored in toto but instead are represented by the lower and upper limits of a reference interval. Any addition to the reference-value data base is reflected by a change of the reference interval limits, something very easily done. This is exactly the kind of solution required for practical use of likelihood ratios. This point will be discussed in more detail in the further sections.
The Likelihood Ratio for Known Distributions
The whole idea of likelihood ratios is useless if we do not have a simple and feasible method to use in calculating these where ratios. In deriving a uniform and standardized methodology, we shall look at the functional form of likelihood ratios for a0 = -(X -Xs)/2r2
and a1 = (XD -X)/T2 
p, and equations 5 follow. These two equations can be corn-
(X -XD) [11] bined into a single relation as follows:
and similarly for P (XI), then as for multiple binary tests:
1 -PD and PD(l -pr) [7] = exp (ao + a'X) The problem then reduces to estimating the weights a0,... , a from the data available in the data base. This is the subject of the next section.
Estimation of Likelihood Ratios
In the preceding sections, I briefly mentioned how to estimate the weights of the linear function, for binary, normal, or multinormal distributions. However, this does not solve the estimation problem for the more general model specified by The problem of finding the maximum likelihood estimators of the a-weights on the basis of the two samples of size n(D) and n(D) has been extensively studied in logistic discriminant analysis (18, 19) . The method of finding these estimators is based on an iterative procedure but is very efficient and fast. There is no need to discuss the procedure in more detail here since it has been fully described by Anderson (19) . 
In, where n = n(D) + n(D). Therefore an adjustment is required for the estimated independent term o to account for the discrepancy between n(D) and n(Th; the corrected term is given by the equation: n(13) a0 = a0 + log n(D) [15] Note that if n() = n(D), log 1 = 0 and &o is unaffected.
The estimated likelihood ratio thus becomes L(X) = exp(& + &1x1 +.. . + &x,) [16] and can be calculated for any value of X (see the example below). Since the a's are estimates obtained from the data base, any alteration in the data base implies re-estimation of the weights. Furthermore, as with any estimate, the &s are associated with standard errors of estimation that are also obtained in the iterative procedure. Actually 0.95 confidence limits may be obtained for a0 + a'X for any given X, and hence also for the true likelihood ratio [8] . If desired, t(X) may be reported with a 0.95 confidence interval (L1,L2) including it. The standard error also enables one to test the hypothesis a1 = 0(i = 1,... ,p) in the linear function. This leads directly to variable selection.
Before pursuing this point, let us make a few comments on the maximum likelihood estimators. Firstly, for binary tests the estimators obtained by the logistic method are exactly the same as those obtained by the traditional method described in the section on binary tests. This is not exactly true for normal and multinormal distribution, but the estimates are close. If one is convinced that the observations are normally distributed, then equation 12 should be used. However, the logistic method is recommended in general. Secondly, from various theoretical studies carried out in logistic discriminant analysis, we can be assured that the method is robust, less sensitive to outliers, and well-behaved in the presence of small sample sizes n(D) and n(D).
Testing the Diagnostic Effectiveness of Laboratory Tests
Assume that X is a mixture of discrete and quantitative tests. Nothing prevents us from looking at each single test x (i = 1,.. . , p) separately.
Using our general assumption, the likelihood ratio for each variable is given by Allocated group ratios based on multiple tests. Here too, a x2 criterion on 1 d.f.
may be used to select the variables iteratively.
Medical Example
In order to illustrate the methodology proposed, I applied it to the diagnosis of multiple sclerosis (MS) based on the cerebrospinal fluid IgG index (test x,), the demonstration of monoclonal Ig in the CSF (test x2), and the CSF/serum albumin ratio (test X3).
The data base consists of 167 patients, 90 of whom were definitely diagnosed as having MS (group D) and 77 of whom were classified as non-MS (group 1) by use of a differential diagnostic procedure, as described in ref. 16 . Although this material has already been analyzed in various studies (6, 16, 23) , it is interesting to review it in light of the method described in this paper. In this example, the information vector X consists of two quantitative tests and one binary test; monoclonal Ig takes value 0 for negative outcome and 1 for positive outcome.
The distributional characteristics of each test are given in [20] for all patients in the data base, it is expected that most MS patients will have L-values larger than 1 and most non-MS patients with have L-values smaller than 1. Choosing L(X) = 1 as the cutoff point (equal likelihoods), the patients can be classified in a 2 X 2 table (see Table 2 ). This table is one way to express the joint diagnostic effectiveness of x and x2. Thus, 67 non-MS patients were correctly allocated to their group (specificity = 87%), whereas among the 90 MS patients, 76 (sensitivity, 84%) had a bivariate likelihood ratio >1. Hence there is an overall improvement of specificity and sensitivity over the corresponding values reported for x2 alone.
The likelihood ratio [20] can be plotted as a function of x1 L201 for x2 = 0 and x2 = 1. Because of our general assumption [8] , log L(X) = 3.430 x1 + 2.333 x2 -3.676, so that it is preferable to use a log scale for the ordinate. This yields two parallel lines, one for x2 = 0 and one for x2 = 1 (see Figure 1) . The difference in ordinate between the two lines-i.e., 2.333-tells how much the likelihood increases when x2 passes from 0 to 1 for any given value of x1.
It can be seen that if x2 = 0, any IgG index score larger than 1.07 yields a joint likelihood ratio >1. Conversely, if x2 = 1, any value of x1 smaller than 0.39 gives a bivariate likelihood ratio <1.
In Figure 1 the likelihood ratio function for x alone has also been plotted. This straight line intersects the two parallel lines at abscissa x = 0.23 and x1 = 1.52, respectively.
It is really between these limits that it is worth looking at the two tests simultaneously.
In (9) . Once this is done the information can be stored in a laboratory computer system as described above and laboratory results may be reported1 together with their
The way likelihood ratios should be reported may depend on the disease under consideration, and on the number and nature of laboratory tests performed. For instance, when screening for a disease D with known prevalencep, actual posterior probabilities P(DIX) might be directly reported. In other situations, a more informative laboratery report to the clinician could be prepared by providing him with posterior probabilities for given preselected priors, or with likelihood ratios corresponding to a given set of well-defined alternative disorders.
likelihood ratio. Combining these L-values with prior assessment p about the patient's having diseaseD, the clinician can revise his diagnostic probabilities with respect to his patient's status.
Note:
The program PLR (stepwise logistic regression) from the BMDP statistical package (22) carries out the iterative estimation procedure as well as other computational tasks described in this paper. However, the user should not forget to adjust the independent term, according to equation 15.
