Abstract. We discuss the possibility of simultaneous and sequential synchronisation in vertical and horizontal arrays of unidirectionally coupled discrete systems. This is realized for the specific case of two dimensional Gumowski-Mira maps. The synchronised state can be periodic, thereby bringing in control of chaos, or chaotic for carefully chosen parameters of the participating units. The synchronised chaotic state is further characterised using variation of the time of synchronisation with coupling coefficient, size of the array etc. In the case of the horizontal array, the total time of synchronisation can be controlled by increasing the coupling coefficient step wise in small bunch of units. 
Introduction
Synchronisation of the dynamical variables of coupled systems is an important nonlinear phenomenon where intense research is being concentrated recently [1] . This is probably because of its engineering applications like spread spectrum and secure data transmission using chaotic signals [1, 2, 3] , control of microwave electronic devices [4] , graph colouring etc. Also communication between different regions of the brain depends heavily on the synchroa ambika@iucaa.ernet.in b ambikak2002@yahoo.com nised behaviour of neuronal networks [5, 6] . Moreover patterns of synchrony and phase shifts in animal locomotion is gaining importance as a field of active study [7, 8, 9, 10, 11, 12] . In general, the synchronised networks for analysing or modelling all these physical or biological situations are constructed by coupling basic dynamic units with a well defined connection topology that can be nearest neighbour, small world, random or hierarchical architectures.
In addition, in specific applications like communication or neural networks, a realistic modelling may require the introduction of connection delays due to finite information 2 G. Ambika, K. Ambika: Simultaneous and Sequential Synchronisation in Arrays transmission or processing speeds among the units [13] . In any case, it is found that the collective dynamics depends crucially on the connection topology [14] .
The simplest yet the most widely used topology in this context is the linear array and its combinations. The study of synchronisation in arrays of systems was first applied to laser systems [15, 16] which has relevance in optical communication systems. Since then the occurrence of synchronisation in coupled map lattices has been extensively studied with many consequent applications [17] . Such systems, with synchronisation in temporally chaotic but spatially ordered units forming an array, is applied in many situations like data driven parallel computing [18] . However most of these cases studied so far involve continuous systems of chaotic oscillators.
In this paper, we consider two such regular arrays, one vertical and the other horizontal, that works under the drive response mechanism, where the connection is unidirectional. We find that the former setup leads to simultaneous synchronisation while the latter results in sequential synchronisation. Here we would like to comment that in most of the connected networks, the synchronisation is found to occur simultaneously. However the topology in the linear horizontal array introduced here develops synchronisation sequentially and the delay time from one unit to the next can be adjusted by external control. This mechanism therefore would be useful for many technological applications. These two types of synchronisations are characterised using response time (which is the time for synchronisations to stabilise), size effect, bunching effect etc. These two arrays can be further worked together to produce square lattice networks with desirable or useful inter connections.
The array is realised here with a two dimensional discrete system or map as the local unit and a connection that involves a non linear function forming part of the map function. The stability of the simultaneously synchronised state for the vertical array is studied by computing the Maximum Conditional Lyapunov Exponent (MCLE) [19] , so that the minimum coupling coefficient required for on- 
Basic Dynamical unit and Generalised

Synchronisation
The basic unit used here for the present analysis of synchronisation in arrays is a two dimensional discrete systems, which serves both as the driving and driven systems defined in the phase space X(n) = (X(n), Y (n)). The specific system chosen for this work is the Gumowski-Mira recurrence relation [20] given as
where
n refers to the discrete time index.
Our earlier investigations in this system reveal that (1) is capable of giving rise to many interesting two dimensional patterns in (X, Y ) plane that depend very sensitively on the control parameter µ [21] . This can be exploited in decision making algorithms and control techniques for computing and communications. We have tried three different coupling schemes in two such systems [22] and found that they are capable of total or lag synchronisation in periodic, quasi periodic or chaotic states, when N such systems are geometrically set to form a vertical or horizontal array and driven unidirectionally, they are capable of synchronising to the same chaotic state.
In the context of unidirectionally coupled systems, the type of synchronised behaviour called generalised synchronisation has been attracting much attention recently [23, 24] . Here the states of the driving system X d and the driven system X dr are dynamically related by a function
is true once the transients are over. The form of F can be smooth or fractal and in either case, the procedure for finding the same can be complicated. Hence often an auxiliary system identical to the driven system is introduced as X a (t).
The initial conditions of X dr and X a are taken different (both being individually chaotic in dynamics) but lying in the basin of the same attractor. Once the transients have settled, the dynamical equivalence of X dr (t) and X a (t) is taken as an indication of generalised synchronisation between X d (t) and X dr (t).
Simultaneous Synchronisation in a Vertical
Array
We extend the above concept to construct a vertical array
All the systems are identical and individually evolve according to (1) . Fig. 1 show the above scheme of construction of vertical arrays.
Here the driving system follows the dynamics 
The i th driven unit in the vertical array has the dynamics The condition for the stability of generalised synchronisation is discussed using the Maximal Conditional Lyapunov Exponent λ MCLE [25, 26] . Here the Lyapunov Exponent of the driven system is calculated and it is different from the uncoupled system, since it depends on the dynamics of the driving system also. The condition for the stability of generalised synchronisation is that λ MCLE should be negative [27] . From equations (2) and (3) the Jacobian matrix for the i th unit can be written as
If σ 1 and σ 2 are the eigen values of the product of the Jacobian matrices at every iteration such that σ 1 > σ 2 , then [28] λ MCLE = lim The i th unit in the horizontal array follows the dynam-
with
The control parameter µ in the same for all the units such that the units are chaotic individually. This set up is found to give rise to sequential synchronisation in the array. In our calculations we consider an array of 51 units.
This can be extended to any number of units N .
For µ = −0.23 where the individual systems are chaotic, and coupling coefficient ǫ = 1.9, we find that synchronisation sets in sequentially with the 2 nd synchronising after the first, the third after the second and so on. The time taken by the last unit to synchronise is taken as τ s which is the average total response time for the whole array. Fig. 8 shows this synchronised chaotic state after the last unit has synchronised. The τ s is found to vary with coupling coefficient ǫ as shown in Fig. 9 . It is found that τ s has a minimum value for a particular ǫ which in this case is ǫ = 2.
The delay time τ l ie, the additional taken for the N th unit to synchronise after its previous one has synchronised is defined as τ l = τ In both cases τs is found to be less than the case when we apply ǫmax to all the units. 
Conclusion
In this work we report how synchronisation in an array of systems can be made more efficient and flexible to suit specific applications. We consider two such arrays, vertical and horizontal, working under the drive-response mecha- In this case the synchronisation sets in sequentially from unit to unit along the array since the coupling is unidirectional. The total response time for the whole array has a minimum as ǫ is varied. The additional time required for the last unit to synchronise after the previous one is found to saturate with system size.
We further note that the total response time for the whole array can be reduced by introducing bunching with step wise increase of ǫ from bunch to bunch. There exists a specific bunch size giving minimum time which depends on the choice of the parameter and the maximum ǫ given to the last bunch. This makes the sequential synchronisation flexible and controllable to suit specific applications.
At present we do not find any specific reasons for the above findings to depend on the unit chosen. 
