Our ability to accurately predict development and outcome of early expression of psychosis is limited. To elucidate the mechanisms underlying psychopathology, a broader, transdiagnostic approach that acknowledges the complexity of mental illness is required. The upcoming network paradigm may be fruitful here. In this study, we applied a transdiagnostic network approach to psychosis. Data pertain to the third wave (second followup) of a sample of adolescents originally recruited at age 7-8 years. At baseline, N = 347 children with auditory verbal hallucinations (AVH) and N = 347 control children were included. N = 293 of these N = 694 children participated in the second follow-up (mean age 18.9 years; 59% women). Participants completed the Community Assessment of Psychic Experiences (CAPE) and the Depression, Anxiety and Stress Scale (DASS-21). A specific type of network model, the Ising model, was applied to dichotomized CAPE and DASS items. Interconnections of experiences within the same domain were observed, as well as interconnections between experiences of multiple domains of psychopathology. Quantitative and qualitative differences in network architecture were found in networks of psychopathological experiences in individuals with or without AVH at age 7-8 years. Although adolescents with or without previous AVH did not differ in their current CAPE scores, differences in the interconnectedness of psychopathology items were still found, possibly mirroring a difference in psychosis liability. This study showed that it is possible to map transdiagnostic experiences of psychopathology as a network and that important information can be derived from this approach in comparison to regular approaches.
Introduction
Evidence is lacking that psychopathology exists as natural kinds, ie, as distinct clinical disorders, separated from mental health and each other by natural boundaries. [1] [2] [3] Instead, there is evidence that psychopathology may be expressed dimensionally. 4, 5 Continuous (ie, dimensional) expression of symptoms has been shown, eg, for depression, mania, and psychosis. 1, [6] [7] [8] [9] [10] [11] Symptom expression is not diagnosis specific, which may explain why current diagnostic systems are challenged by high levels of comorbidity, extensive clinical heterogeneity, nonspecific treatment effects, and lack of diagnosis-specific biological and/or cognitive markers. 1, [3] [4] [5] 12, 13 The hypothesized psychosis continuum is assumed to be continuous in both severity and across time. 6 As such, psychotic symptoms can be present in the absence of psychotic disorder. 6, 14, 15 Early psychotic symptoms are often investigated as specific predictors of later psychotic disorder [16] [17] [18] ; however, this view may be too narrow, as psychotic disorders are also predicted by other symptoms such as depression. 19 Furthermore, psychotic symptoms are often transient, 18, 20 predict later nonpsychotic disorders 18, [21] [22] [23] and manifest in the context of other disorders, such as depression. 24, 25 This suggests that the expression of psychopathological symptoms, including psychotic symptoms, is more transdiagnostic than previously assumed and that development from mild to more severe states may cross symptom domains. Given that symptoms do not adhere to diagnostic boundaries and do not always develop within a single diagnostic category, 26 a case can be made for a broad, transdiagnostic approach to psychopathology, incorporating multiple symptoms domains. 27 The disease model underlying current classification systems assumes that symptoms pertain to a smaller set of underlying disorders that cause these symptoms.
However, this may not be the most accurate representation of psychopathology. There has been a shift in focus from disorders to symptoms, circumventing the need for latent constructs "causing" these symptoms. [29] [30] [31] However, a focus merely on symptoms may be too reductionist, 32 as psychopathology may be better conceptualized as a complex system, 32, 33 where the whole equals more than the sums of its parts. In other words, not only the presence of symptoms per se but also their global interconnectedness and the role of individual nodes in the network are relevant. The network approach hypothesizes that psychopathology results from interactions between symptoms. Mental disorders are represented by sets of symptoms, connected in networks of causal relationships. 3, 28, 29, [34] [35] [36] Over time, these symptom networks are dynamic, capturing reciprocal influences between symptoms that may fluctuate over time (eg, feedback loops). Here, symptoms are recognized as causal factors in the development of psychopathology: One symptom (eg, anxiety) causes another (eg, paranoia). The network approach has been successfully applied in other fields, 37, 38 but is relatively novel in psychiatry, where it has been investigated mainly in common mental disorders, 29, 30, 34, 39, 40 but less in psychosis. 36, 41 The aim of the current article was to apply network analysis to psychosis from a transdiagnostic perspective. We examined the network structure of experiences of multiple domains of psychopathology (positive psychotic experiences, negative psychotic experiences, depression, anxiety, and stress) in a group of adolescents with and without previous auditory vocal hallucinations (AVH). First, we examined the general network structure of the total sample, 11 years after AVH assessment. Based on previous work on (a) psychotic experiences/symptoms and their comorbidity with other domains 42, 43, 44 and (b) network analysis of psychopathology, 28, 45 we expected that (1) multidomain psychopathological experiences could be mapped within a complex network structure (ie, experiences within and across domain boundaries would be interrelated), (2) psychopathological experiences would be more often connected to other experiences within the same domain than to experiences pertaining to other domains (eg, low mood would be more often connected to other depressive experiences than to, eg, experiences of anxiety), and (3) positive psychotic experiences would show less within-domain connections than the other domains. Childhood AVH are often transitory 46 but may represent an index of liability for psychosis. 17, 47, 48 Therefore, we were interested in comparing the network structure of adolescents with and without childhood AVH to see if the underlying topography of interrelations of experiences may be different in adolescents with and without this liability. We expected that positive psychotic experiences would play a more prominent role (ie, take a more central position) in the network of experiences in adolescents with previous AVH, as evidenced by both quantitative (ie, stronger) and qualitative (ie, more or different) differences in the interconnections between positive psychotic experiences and other psychopathological experiences.
Methods

Networks
A network (or graph) consists of a collection of nodes (vertices) and links (edges). The nodes represent variables of interest (eg, questionnaire items), and the links represent a measure of dependency/association (eg, partial correlations). The edges can be directed (unidirectional effects) or undirected (bidirectional effects), represented, respectively, as an arrow or line. Edges can be unweighted (indicating presence/absence) or have weights representing the strength of the association. In networks of psychopathology, nodes represent experiences/emotions/symptoms. The main advantage of graphical models over other regular analytic techniques such as linear regression 49 is the estimation of complex relationships in a collection of random variables. Another advantage is the availability of concepts and tools from graph theory that allows us to analyze estimated networks in multiple ways. As such, graphical modeling provides information on aspects of individual symptoms as well as on the full graph (the system of all symptoms together). There are many software resources for network analyses and visualization, eg, the R-packages igraph (http://igraph.org/r/) and qgraph. 50 Networks can be examined at different levels.
Aspects of Individual Nodes in the Network
At the level of individual nodes, a relevant question is which nodes are important (ie, have a more central role in the network), known as node centrality. There are various notions of centrality. 51 In an unweighted, undirected network, the degree of a node counts the number of edges incident to that node. In a directed network, we differentiate between in-degree and out-degree, counting the number of incoming and outgoing edges, respectively. When the edges have weights, the degree also accounts for the strength of the edges by summing the absolute value of the weights and is also known as strength. Every node in a network has a degree, so we can characterize a network by looking at its degree sequence. Another notion of node centrality is betweenness. Betweenness centrality of a node is the number of shortest paths between any 2 other nodes that pass through that particular node. A node with high betweenness centrality lies on many shortest paths between other nodes in the network, acting as a kind of "hub" (a node with a degree greatly exceeding the average degree).
Aspects of the Full Network
Information can also be deduced on the full network. For example, we can look for subgraphs within the network. In this case, we look for groups of nodes (also known as communities) that have a strong interdependency. In general, communities are seen as groups of nodes where the groups share few edges between them. Several methods for finding communities exist (see supplementary appendix). Different communities can be connected by so-called "bridge-symptoms": Individual symptoms that are linked through edges to multiple communities and thus act as a "bridge" of communication between 2 clusters. 35 Another example of a network characteristic is the probability distribution of the strength of the nodes. Certain types of network (eg, small-world networks 52 ) have specific governing distributions that can be estimated. A common distribution found in many real-life phenomena 53 is the power law distribution. This distribution is based on the mathematical formulation f(x) = ax k and has the property that scaling the input of the function results in a proportional scaling of the relationship itself. This is used to identify power law relationships; if a number of points follow a power law relationship, then the log-log plot of x and f(x) should roughly show a straight line. If the distribution of connection strengths would follow a power law, this suggests that the network adheres to a so-called "80/20" rule, meaning that relatively few nodes in the network have a lot more connections than others ("80% of the connections are linked to only 20% of the nodes").
Sample
Data come from the second follow-up of a sample of adolescents who were originally recruited at age 7-8 years. 54 The baseline case-control sample consisted of N = 347 children with AVH and N = 347 matched controls (total N = 694). N = 293 adolescents participated in the second follow-up, where a broad spectrum of psychopathological experiences was assessed. For more details, see ref.
Bartels-Velthuis et al 46 . At baseline, AVH were assessed in a 2-stage procedure. First, children were screened with the question: "In the past year, have you heard one or more voices that only you and no one else could hear?" When answered positively, a structured interview to assess AVH was conducted with the Auditory Vocal Hallucination Rating Scale (AVHRS). 55 Control children were selected from the same original population by applying a matching algorithm that took sex, age, and degree of urbanization of the school into account.
Instruments
Networks of psychopathological experiences were based on data from 2 questionnaires indexing a broad symptom spectrum. First, the Community Assessment of Psychic Experiences (CAPE) was completed, 43 a 42-item selfreport questionnaire assessing mild psychotic experiences that covers 3 subscales: positive psychotic experiences (20 items), negative psychotic experiences (14 items), and depressive feelings (8 items). Each item assesses frequency and associated distress on a 4-point scale. Only frequency items were used. Two items of the positive subscale were strongly interdependent, namely, "hearing voices" and "hearing voices talking to each other." The latter item was deleted because of multicollinearity. Second, the Depression, Anxiety and Stress Scale (DASS-21) was completed, 56 covering 3 subscales: depression (7 items), anxiety (7 items), and distress (7 items). Each item is scored on a 4-point scale. The Depression subscale was excluded because of multicollinearity with the CAPE Depression subscale.
Analyses
The network model that was estimated was the Ising model 34 (see supplementary appendix for details on this model and model estimation). The Ising model requires dichotomous data (a symptom is either present or absent) and assumes (among others) that activation of a node is dependent on the activation of its neighboring nodes. We chose this model because (a) it uses a regularization approach, alleviating the fact that there are many items relative to the sample size, (b) model interpretation is intuitively easy to grasp, and (c) given that this field of analysis is relatively novel, we wanted to use a network model that has already been investigated in the area of psychopathology to facilitate the comparison and replicability of results and the Ising model has been used before. 34, 40, 45 For model estimation, data were recoded to 0 as "not present" and 1 as "present." Other recoding schemes (eg, rescoring both 0 and 1 to 0) were less than optimal, leading to very skewed proportion of 0 vs 1 responses. After fitting the Ising model, we analyzed the resulting network using the qgraph package 50 that visualizes graphs and calculates centrality indices. We used the "centrality_auto" function to assess node centrality. Also, we calculated the connectedness per domain by calculating the ratio of the number of actual edges compared the number of possible edges separately for positive psychotic experiences, negative psychotic experiences, depression, anxiety, and stress. Analysis of the full network was done by investigating which nodes form communities, using the function "edge. betweenness.community" from the "igraph" package. We also considered the distribution of the strength of all the nodes and investigate its shape using the poweRlaw package 57 (see supplementary appendix for R code).
Example
We compared symptom networks of the 2 original subsamples (ie, children with/without AVH at age 7-8 years) to examine the network structure of a broader spectrum of psychopathological experiences for differences between these 2 groups to provide us with more insights into the underlying mechanisms in individuals with lower or higher liability for psychosis.
Results
Sample
This follow-up was completed by N = 293 children. N = 283 completed the both CAPE and DASS, leaving a final dataset consisting of 55 items in N = 283 children. Mean age was 18.9 (SD 0.4) years, and N = 166 (59%) were female. N = 14 (0.4%) currently reported AVH, as opposed to 50% at baseline. Mean CAPE positive sum score was 4.3 (SD 4.4), mean negative sum score was 8.3 (SD 5.6), and mean depressive sum score was 4.7 (SD 3.4). Mean DASS anxiety score was 2.8 (SD 2.8), and mean stress score was 4.7 (SD 3.9). Response patterns are shown in table 1.
Analysis of Individual Nodes
Results of the Ising analysis are shown in figure 1 . Labels of the nodes in the network are listed in supplementary were seen between "feelings lacking intensity" and "feelings are blunted" within negative psychotic experiences and between "using a lot of nervous energy" and "feeling touchy" and between "feeling agitated" and "finding it difficult to relax" when experiencing stress. Within positive psychotic experiences, a strong link was observed between the items "thoughts in your head are not your own" and "feeling under external control." Especially negative psychotic experiences and stress show a strong within-domain interconnectedness, also expressed in their high values of connection strengths. Also, as indicated by the high betweenness values, these experiences were often on pathways between other experiences. Thus, they play a very central role in the interconnections of the full symptom network. When examining connections between experiences of different domains, strong links are observed between the negative item of "feeling that you are lacking in energy" and the depression item of "feeling tense." Another strong link was seen between the anxiety item of "experiencing breathing difficulty" and the positive psychotic item of "doppelganger." When comparing the connectedness within the 5 subdomains, positive psychotic experiences showed the lowest within-domain connectedness (ratio of number of actual edges vs the number of possible edges of 0.047) followed by depressive experiences (ratio 0.179). Experiences of stress had the highest connectedness (ratio 0.619). The connectedness of negative psychotic experiences (ratio 0.247) and of experiences of anxiety (ratio 0.286) was comparable. This means that positive psychotic experiences were less connected to each other than experiences of other psychopathological domains and that experiences of stress were more connected to each other.
In total, 101 edges were identified in the network. Of these, 56 edges were within-domain edges (eg, a depressive item connected to another depressive item) and 45 were between-domain edges (eg, a depressive item connected to an anxiety item). Thus, there were more withindomain connections than between-domain connections.
Analysis of the Full Network
We found 6 large communities. Grouping of the items into these communities is listed in table 3 and visualized in figure 3 . Two smaller communities were found, with, respectively, 3 or 4 experiences. The other 4 communities contained larger groups of items. Only 1 community (community 5) consisted of items all belonging to the same domain (positive psychotic experiences). The other communities were a mix of experiences of multiple domains, although often experiences pertaining to 1 domain were "dominant" (eg, in community 2, the vast majority of items pertain to negative psychotic experiences). There were various items that were not connected to any community, meaning that they were not detected by this specific community-detection algorithm as belonging particularly to any of the communities. Thus, these items are less likely to co-occur with other items. Items of different communities that share an edge serve as a bridge between 2 communities (referred to in the literature as "bridge-symptoms," a term we will also use here even though we in general speak about experiences instead of symptoms). One such bridge-symptom is the item "I worried about situations in which I might panic," connected to 3 other communities outside its own. This item thus refers to a crucial experience in terms of spreading of activity: Whenever this particular symptom is present, the chance that other communities of experiences also are activated (ie, the chance of comorbidity) increases. This chance of coactivation is less when nonbridge-symptoms are activated.
Power Law
The log-log plot of the cumulative distribution function of the data as well as a line representing a power law is presented in figure 4 . To assess goodness-of-fit, we followed a bootstrap procedure. 58 This resulted in P = .815, indicating that a power law of the node strengths cannot be ruled out. However, because the sample is rather small (48 nodes with nonzero strength), this test is not conclusive.
Example
We compared 2 networks of multiple-domain psychopathological experiences in the 2 original subgroups of the sample, namely, individuals with/without AVH at age 7-8 years (figure 5). Although the N = 14 individuals with current AVH scored higher on both CAPE and DASS, 46 the original 2 subgroups differed only in DASS anxiety score in the current follow-up (AVH = 3.4, SD 3.2; no AVH = 2.2, SD 2.2; P < .001). As the groups became much smaller, the ratio of number of nodes (experiences) to number of participants became unfavorable for model estimation. To reduce the number of items, we used only the CAPE dimensions, leaving out the DASS. The item on "hearing voices" was excluded for both subgroups, as this is the defining experience that originally differed between subgroups. More connections between positive psychotic experiences and fewer connections between depressive feelings were seen in individuals with AVH. The number of connections between negative psychotic experiences was comparable, but qualitatively different, as different items were connected. Interestingly, the depressive and negative dimensions are closely interconnected in both subgroups but even more strongly in individuals without AVH. Individuals without previous AVH had a strong connection between "feeling like a failure" and "feeling there is no future for Note: As not all nodes are grouped into communities (some items are isolated, as shown in figure 3) , not all items are in this table.
me"; individuals with previous AVH had a strong connection between "feeling that thoughts in your head are not your own" and "feeling under external control."
Discussion
We applied a network approach to psychopathology in adolescents, originally recruited as a matched case-control sample of children with/without AVH at age 7-8 years.
An important aspect of the study was the transdiagnostic approach, incorporating experiences from multiple domains of psychopathology, 3 namely, positive psychotic experiences, negative psychotic experiences, depression, anxiety, and distress. As hypothesized, we found that it was possible to map a complex network of multidomain psychopathological experiences. Also, we found that, although psychopathological experiences showed more connections within each domain than between the different domains, experiences of different domains were closely connected and that positive psychotic experiences were the least connected. Although the adolescents with or without previous AVH did not differ in their scores on the CAPE at the current measurement, differences in the interconnectedness of experiences were still found, possibly reflecting a network characteristic indexing psychosis liability. These differences pertained to the number and nature of the experiences as well as to the strength of the connections.
Our results show that it is possible to map multidimensional experiences as a network and that examination of interconnectedness of experiences provides information that cannot be easily distilled from composite scores, eg, correlations of sum scores. 28, 39 This was seen within each domain, as not all experiences connected to each other in similar ways. For example, the stress item "using a lot of nervous energy" was connected to many other stress items, and thus formed a more central symptom in the network compared to the item of the same domain "intolerance for distraction" that was only connected to one other stress item. Negative psychotic experiences showed the most interconnections, whereas positive psychotic experiences showed the least. Also, positive psychotic experiences showed the lowest within-domain connectedness (ie, were least often connected to other experiences in the same domain). This suggests that positive psychotic experiences are more "independent" than other psychopathological experiences, in that their presence in itself does not necessarily trigger the activation of other symptom domains. This could be in line with the notion of psychotic experiences as a relative independent "index of severity" that can be copresent in all other psychopathology domains. 59 This difference in connectivity may be partly explained by the higher mean scores of the negative domain. However, the difference in mean score does not explain all: Although mean item scores were similar for negative and depressive experiences, negative experiences were more interconnected, reflected in more edges and higher mean edge strength. This is in line with a recent study showing that, in a network of psychopathological experiences, the prevalence of experiences was not associated with the number of connections, although they did find some evidence that floor effects may occur in case of less-frequent experiences. 45 Thus, shifting the focus from experiences or symptoms per se to the dynamics between symptoms seems to yield important information, as it allows us to examine roles and/or contributions of individual items. This is important, as different symptoms may play different roles for different patients and this may affect treatment choice and response.
Besides within-domain interconnections, we also observed many interconnections between multiple domains of psychopathology. In line with previous work, 45 more within-domain connections were found than betweendomain connections. Studying these interconnections provides more detailed information than a correlation of sum scores: It specifically shows how 2 specific experiences are associated, facilitating development of targeted interventions. The many domain-crossing links, especially between depressive and negative experiences, underline the need to work cross-diagnostically and to examine the relationship of symptom (domains) not only within a single diagnostic construct but also in relation to other symptom (domains). This is especially important when addressing the development of psychopathology, as the level of boundary-crossing may change with phase of illness. 60 In addition to information on individual experiences, network analysis also yields important information on the full network, ie, the whole system of experiences together. The (suggested) presence of a power law may indicate that the symptom network acts as a scale-free network, and may have some of its characteristics such as the presence of hubs. 35, 38 Hubs have central positions in a network and therefore may be ideal for targeted intervention. In the network of the total sample, the item "getting agitated" had the highest strength and thus might qualify as a "hub." Targeting specifically agitation in treatment may then influence the dynamics of all other symptoms, as the network model assumes direct influence between individual nodes. 26 The presence of different communities demonstrates alternative ways of grouping experiences than according to their original domain, providing information on patterns of co-occurrence. Some clusters still capture experiences of 1 domain, eg, cluster 5 only consists of positive psychotic experiences. However, other clusters (eg, clusters 3 and 6) encompass experiences from 3 or 4 domains. One cluster of experiences, eg, shows that some positive psychotic experiences co-occur with specific anxiety experiences. This could alert clinicians on the possible copresence of psychotic experiences when assessing anxiety and may guide intervention strategies in a way that considers dynamic relationships between anxiety and psychosis. These findings also show that not all experiences may have equal roles in clinical presentation. Apparently, certain positive psychotic experiences (eg, "feeling under control of an external force") are more likely to co-occur with other positive psychotic experiences than others (eg, "feeling persecuted"). These nuances would not have been detected with regular approaches using sum scores.
Identifying communities also helps us to identify bridgesymptoms 35 that may play an important role in understanding the spreading of activation through a network. As bridge-symptoms are relatively easy to connect to all other nodes in a network, they have a relatively strong influence on the global structure of the network. 35 For example, if a patient reports only non-bridge-symptoms within one cluster, the chances of coactivation of other symptom clusters (communities) is smaller than when a patient does report a bridge-symptom of this symptom community, as the presence of this symptom also increases the chances of activation of the other symptoms in the community that the bridge-symptom is connected to. Similar to identifying hubs, identifying bridge-symptoms could be an important goal for clinicians to guide treatment: Targeting a bridgesymptom could prevent spreading of activation throughout the symptom network and could potentially limit or prevent the presence of comorbidity. Comparing symptom networks of different populations may reveal interesting information regarding (differences in) the development of psychopathology. Ideally, networks of individuals with/without current AVH would have been compared; however, this was impossible due to the small number of individuals with current AVH. Still, comparing the original subgroups yielded interesting information. Even though adolescents with and without previous AVH scored equally high on positive and negative psychotic experiences, as well as on depression, both qualitative and quantitative differences in network structure between the groups were apparent. These differences in network architecture could thus not be explained by current differences in CAPE sum scores. Analyses showed, eg, that in the group with previous AVH, positive psychotic experiences were more interconnected compared to the group without previous AVH, which could be expected. Interestingly, the group without previous AVH showed more interdomain connections of positive psychotic experiences with both other domains than the group with previous AVH. More detailed examination revealed that the nature of the experiences in the interdomain connections was very different: For example, in the group without previous AVH, the "milder" item of "feeling that people are not what they seem to be" was linked to the (negative) item of "having few interests or hobbies," whereas in the group with previous AVH, items that were linked with other items were, among others, "feeling under control of an external force," "seeing things that others do not," and "hearing your thoughts being echoed back." These items seem comparatively more "severe." Again, these nuances at the level of individual items would be lost if plain correlations between the domains would be compared across the 2 groups. Apparently, dynamics between mental experiences have different patterns in individuals who as children had lived experience of psychosis. This may suggest that in individuals with a higher liability for psychosis, interconnectedness between symptoms may be different. Mapping the dynamics between experiences of early psychopathology may help to better understand the ontogenesis of clinical disorders.
Applying the network approach to psychopathology is an exciting new avenue for psychiatric research, as it offers us a new array of tools to examine experiences and symptoms. It allows a focus on the role of individual symptoms and on the dynamics between symptoms. Also, it is very well suited to model psychopathology transdiagnostically. However, some criticisms may be brought to bear on the methodology presented in this article. Although the network approach is conceptually intuitive and attractive in various areas of science, its applicability in psychopathology, as well as its ability to generate replicable results, is still in its infancy. Clearly, more empirical research is needed. Most work to date is cross sectional in nature, often pertaining to (partial) correlations and leaving questions concerning causality, undersampling, and dynamic associations between symptoms over time unanswered. Another complication concerns the choice for a particular network model. A variety of statistical models exist that attempt to uncover network structures between variables, and it is currently not clear which model is appropriate for a given set of research questions. The Ising model makes a number of assumptions, one of the most notable being one that assumes all variables in the network have a "preferred" state. The exact interpretation of this in the context of psychopathology is not clear yet. The inclusion and interpretation of covariates in a network, while mathematically trivial, is also an open matter of research. Moreover, a wide variety of mathematical tools exist, and it is not certain which specific characteristics of a network are relevant to analyze. Most research so far (including the current work) has focused on mapping the network structure of a given set of psychopathological symptoms. However, the true challenge lies in the exploration of the question whether certain network characteristics are able to predict outcome measures of interest, such as developmental course or clinical/functional outcome. Also, it is not known to what degree network models are suitable to describe group tendencies, given the highly individual nature of symptom dynamics that may require a within-person design rather than a between-person design. Also, it is important to keep in mind that network analysis is a tool for understanding psychopathology. As with all theoretical paradigms, the network approach is a(nother) model that we use to attempt to better understand psychopathology, and it cannot provide "the" answer to existing questions. Thorough validation of the model, especially in terms of predictive validity of course and outcome of network parameters, is necessary to better estimate the value of this approach.
The current article is, to our knowledge, one of the first to examine the interconnectedness of psychotic experiences with other domains of psychopathology. Although half of the sample reported AVH at baseline, the current wave included only a minority of individuals with AVH. Still, the nature of this sample and the fact that the current analyses were secondary to the original research question should be kept in mind when interpreting the results, and replication is necessary. In particular, the division of the subgroups of adolescents with/without previous AVH should be kept in mind and future studies may want to assess subgroups that are based on different criteria. We discussed network aspects that were of interest for the current data; however, our choices inevitably represent a selection of all possibilities. The current article used cross sectional data, and thus, no conclusions can be drawn regarding causality of associations. This article analyzed network structures at the group level. For individualized networks of symptoms that may eventually contribute to personalized medicine and treatment, 61 investigating dynamic, 62 intraindividual networks over time is necessary. As the network approach in psychiatry is relatively new, current work (including this article) is often more hypothesis-generating in nature. In future research, specific hypotheses should be tested; eg, parameters derived from network analysis could be used to predict important variables, such as course or outcome of early psychopathology. This, eventually, may help to tailor treatment that is better matched to individual needs.
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