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ABSTRACT
Particle filters may suffer from degeneracy of the particle weights. For the simplest ‘‘bootstrap’’ filter, it is
known that avoiding degeneracy in large systems requires that the ensemble size must increase exponentially
with the variance of the observation log-likelihood. The present article shows first that a similar result applies
to particle filters using sequential importance sampling and the optimal proposal distribution and, second, that
the optimal proposal yields minimal degeneracy when compared to any other proposal distribution that
depends only on the previous state and the most recent observations. Thus, the optimal proposal provides
performance bounds for filters using sequential importance sampling and any such proposal. An example with
independent and identically distributed degrees of freedom illustrates both the need for exponentially large
ensemble size with the optimal proposal as the system dimension increases and the potentially dramatic
advantages of the optimal proposal relative to simpler proposals. Those advantages depend crucially on the
magnitude of the system noise.
1. Introduction
Particle filters are ensemble-based algorithms for data
assimilation that, unlike many schemes, make no as-
sumptions about the probability distributions for the
prior or the observation errors. One difficulty is that
particle filters may suffer from degeneracy, in which the
weight assigned to one ensemble member (or particle)
converges to one while those assigned to all other
members approach zero. Bengtsson et al. (2008), Bickel
et al. (2008), and Snyder et al. (2008) (hereafter BBS08)
showed that avoiding degeneracy in the most elemen-
tary particle filter [essentially, the bootstrap filter of
Gordon et al. (1993)] requires an ensemble size that
increases exponentially with the variance of the log-
likelihood of the observations given each member,
which in simple examples is proportional to the system
dimension.
More general particle filters employ sequential im-
portance sampling, in which the ensemble members at
each step are drawn from a proposal distribution. The
choice of proposal distribution strongly influences the
performance of these filters (e.g., Liu and Chen 1998;
Doucet et al. 2000; Arulampalam et al. 2002). Here, we
consider the proposal given by the distribution of the
present state given the state at the previous step and the
most recent observations, which is known as the ‘‘opti-
mal’’ proposal (Doucet et al. 2000). We extend the as-
ymptotic results of BBS08 to the optimal proposal for
the case of linear, Gaussian systems and thus demon-
strate that, even with that proposal, the required ensemble
size will still grow exponentially with an appropriate mea-
sure of the problem size.
Several particle filters that use sequential importance
sampling have recently been developed for geophysical
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applications. The implicit particle filter (Chorin and Tu
2009; Morzfeld et al. 2012; Chorin et al. 2013) generates
the ith new particle by solving an algebraic equation
related to the likelihood of the most recent observa-
tions given the ith particle at the previous time. It is
equivalent to the optimal proposal for linear, Gaussian
systems. The equivalent-weights particle filter (van
Leeuwen 2010; Ades and Van Leeuwen 2015) also uses
the most recent observations in generating the ith new
particle, by nudging the trajectory beginning from the
ith particle at the previous time toward the new obser-
vations. It includes a further step that depends on the
new observations, in which most particles are adjusted
toward locations with nearly equal importance ratios.
Papadakis et al. (2010) also present a particle filter in
which the proposal uses the new observations.
For a given system and a given ensemble size, these
more sophisticated particle filters often perform much
better than the bootstrap filter, but their behavior as the
system size increases has not yet been established. In
principle, the analysis of BBS08 could be extended to
each new filter. We avoid this nontrivial task by dem-
onstrating that, out of the class of particle filters that
generate new particles based only on the new observa-
tions and the particles generated at previous step, the
optimal proposal minimizes the variance of the
(unnormalized) weights over draws of both the previous
and new particles. This result extends the usual opti-
mality statement for the optimal proposal, namely, that
it minimizes the variance of weights over draws of the
new particles. The extended optimality means the par-
ticle filter employing the optimal proposal provides a
lower bound for the ensemble size necessary to avoid
degeneracy of the weights, a bound which applies to all
single-step particle filters that use sequential importance
sampling, including the implicit particle filter and the
equivalent-weights particle filter.
The outline of the paper is as follows. The next section
provides further background on sequential importance
sampling and the optimal proposal distribution. In section
3, we show that the asymptotic results of BBS08 also hold
for the optimal proposal in the case of linear, Gaussian
systems and we examine the behavior of the optimal
proposal in a simple test problem with independent and
identically distributed (i.i.d.) degrees of freedom. Some
of the basic results given here can also be found in Snyder
(2012). Section 4 demonstrates that the optimal proposal
is optimal in the extended sense described above, while
section 5 outlines how system dimension, the system dy-
namics, and details of the observing network influence
the required ensemble size, leading to a back-of-the-
envelope assessment of particle filtering for global nu-
merical weather prediction.We concludewith a summary
and discussion of our results, including a suggestion that
effective particle filters for high-dimensional systems will
need to include some form of spatial localization, such as
is employed in ensemble Kalman filters.
2. Background
This section briefly reviews sequential importance
sampling and the optimal proposal distribution, together
with the degeneracy of the particle weights and the as-
ymptotic results of BBS08 related to degeneracy. Readers
familiar with these topics can proceed to section 3.
Consider a discrete-time system with state x of di-
mension Nx and noisy observations y of dimension Ny
that are related to the state. The system is determined
by the transition density p(xk j xk21) for the state dy-
namics and the conditional density for the observations
p(yk j xk), where the subscript k indicates evaluation at
the kth time, tk.
Our goal is to estimate the filtering density p(xk jyk,Yk21).
Here, Yk215 fy1, . . . , yk21g is the set of all observa-
tions before tk. Since all pdfs in what follows will be
conditioned on it, Yk21 will be omitted in subsequent
expressions.
Particle filters are sequential Monte Carlo techniques
that represent p(xk j yk) using a weighted ensemble of
states, fxik, wik: i5 1, . . . , Neg, where Ne is the ensemble
size and the weights must sum to 1 over the ensemble.
The ensemble members xik are also called particles.
We will be interested in particle filters that employ se-
quential importance sampling.Given particles andweights
fxjk21, wjk21; j5 1, . . . , Neg at tk21, sequential importance
sampling proceeds by drawing a new particle xik valid at tk
for each xik21 from a specified distribution p(xk j xik21, yk).
The distribution p(xk j xk21, yk) is known as the proposal.
The particle xik must be weighted according to
wik } ~w
i
kw
i
k21 , (1)
with the unnormalized, incremental weights ~wik given by
~wik5
p(xik j xik21) p(yk j xik)
p(xik j xik21, yk)
. (2)
The proposal p(xk j xk21, yk) may be chosen as desired,
as long as its support includes the support of the target
distribution p(xk j yk). Further background on sequential
importance sampling, using the same notation, appears
in Snyder (2012); Doucet et al. (2000) and van Leeuwen
(2009) also provide extensive reviews.
It is also possible to develop particle filters that do not
employ sequential importance sampling (Klaas et al.
2005; Nakano 2014). While we expect that high-
dimensional problems will also be difficult for that class
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of particles filters, the results we present in sections 3 and
4 do not carry over directly.
An important subtlety in sequential importance
sampling is that, for each i, xik is drawn from the proposal
conditioned at the previous time on the specific re-
alization xik21 of xk21. This means that if at each step
j, k we retain xij, then we have constructed a weighted
sample fxi0, xi1, . . . , xik, wikg from the joint conditional
distribution, p(x0, x1, . . . , xk j yk). A weighted sample
fxik, wikg may then be obtained by marginalization—
simply omitting the samples at t0, . . . , tk21. Nevertheless,
as will be discussed further in section 4, the sequential
sampling causes xik and w
i
k to depend on the samples at
previous times, despite the marginalization.
A common choice for the proposal is the transition
distribution for the dynamics,
p(x
k
j x
k21
, y
k
)5 p(x
k
j x
k21
) , (3)
for which the incremental weights are
~wik5 p(yk j xik) . (4)
We will term this the standard proposal. Another pos-
sible choice, which is known as the optimal proposal in
the particle-filtering literature (e.g., Doucet et al.
(2000)), is
p(x
k
j x
k21
, y
k
)5 p(x
k
j x
k21
, y
k
) , (5)
with the incremental weights
~wik5 p(yk j xik21) . (6)
A key difficulty for particle filters is that ~wik may vary
greatly across particles, so that many particles receive
small weights. In the extreme situation, which is termed
degeneracy in the particle-filtering literature and collapse
in Snyder et al. (2008), wik’ 1 for a single i, all other
particles have weights close to zero and the conditional
distribution will be poorly approximated. The asymptotic
results of BBS08 concern degeneracy. They define1
t25 var(2log ~wik) , (7)
where the variance is taken over p(xk j xk21, yk). They
then show that, if t2 andNe are large, (logNe)/t
2 is small,
and the distribution of 2log ~wik is sufficiently close to
Gaussian, then the maximum weight w(Ne) behaves as
E(1/w(Ne)); 11
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 logN
e
p
t
. (8)
Thus, the maximum weight approaches 1 when t2 is
large unlessNe is comparable to or larger than exp(t
2/2).
Since (6) does not depend on xik, the optimal proposal
achieves the minimum possible variance (namely, zero)
of ~wik over a sample fxikg drawn from the proposal
with xik21 and yk fixed [again, see Doucet et al. (2000)].
Nevertheless, the weights may still vary substantially
among the particles, and degeneracy can be a problem,
because of the dependence in (6) of ~wik on x
i
k21, the
particles at the previous time.
3. The optimal proposal in the context of linear,
Gaussian systems
This section demonstrates that the asymptotic argu-
ments of Bengtsson et al. (2008) and Snyder et al. (2008)
are applicable to the optimal proposal when the system is
linear and Gaussian. It also presents a linear, Gaussian
example that illustrates both the asymptotic results and the
potential benefits provided by the optimal proposal relative
to the standard proposal. Although what follows is re-
stricted to linear, Gaussian systems, the numerical simula-
tions of Slivinski and Snyder (2015, manuscript submitted
toMon.Wea. Rev.) demonstrate that the asymptotic results
are also informative in simple nonlinear systems.
a. Asymptotic relations following Bengtsson et al.
To extend the asymptotic arguments of Bengtsson
et al. (2008) and Snyder et al. (2008) to the optimal
proposal, we must show that 2log ~wik52logp(yk j xik21)
is approximately Gaussian for Ny large, when consid-
ered as a function of the random variable xik21.
Restricting to the linear, Gaussian case, we write the
system as
x
k
5Mx
k21
1h
k
, y
k
5Hx
k
1 
k
, (9)
where hk;N(0, Q), k;N(0, R), and the tilde symbol
(;) means ‘‘is distributed as.’’ For simplicity, we also
assume that hk and k are independent of each other and
across times. It follows from (9) that
y
k
j x
k
;N(Hx
k
,R), y
k
j x
k21
;N(HMx
k21
,R1HQHT).
(10)
The second relation in (10) together with the definition
of the probability density for a multivariate Gaussian
implies
1 In those papers, t2 is defined in terms of the explicit form (4) of
~wik for the standard proposal, which is a special case of (7). The rest
of their derivation [e.g., section 4 of Snyder et al. (2008)] also fol-
lows with the definition (7), requiring only that 2log ~wik is ap-
proximately distributed as a Gaussian for large t2.
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2log ~wik5
1
2
(y
k
2HMxik21)
T(R1HQHT)21(y
k
2HMxik21) .
(11)
Now let lj and the columns of E be, respectively, the
eigenvalues and eigenvectors of
cov[(R1HQHT)21/2HMx
k21
] . (12)
Defining ~yk 5 E(R 1 HQH
T)21/2yk and
~H 5
E(R1HQHT)21/2HM, and noting that ETE5 I, (11)
becomes
2log ~wik5
1
2
(~y
k
2 ~Hxik21)
T(~y
k
2 ~Hxik21)
5
1
2

Ny
j51
[~y
k,j
2 (~Hxik21)j]
2 , (13)
where ~yk,j and (
~Hxik21)j are the jth components of ~yk and
~Hxik21, respectively.
The terms in the summation in (13) are mutually in-
dependent, given ~yk, because
~Hxik21 is Gaussian and,
as direct calculation shows, its covariance matrix is
diag(l21, . . . , l
2
Ny
). We, therefore, expect that the sum in
many situations has a distribution that approaches a
Gaussian for large Ny. As discussed in Bickel et al.
(2008), this is true as long as
l2j

Ny
i51
l2i
 1, (14)
which guarantees that no single term or set of terms
dominates the sum.
The asymptotic relation (8) thus holds for the optimal
proposal in the linear, Gaussian case when (14) is true,
with the consequence thatNe must be at least as large as
exp(t2/2) to avoid degeneracy. An expression for t2 is
given in Snyder et al. (2008):
t25 
Ny
j51
l2j

3
2
l2j 1 1

, (15)
which follows from the fact that the variance of the sum
of mutually independent terms is the sum of variances of
each term and from standard expressions for the mo-
ments of a Gaussian.
The results (11)–(15) can also be derived more
quickly, but perhaps less transparently, by noting that
the relations (10) imply that p(yk j xk21) has the same
form (as a function of yk and xk21) as p(yk j xk) but with
xk replaced by Mxk21 and R replaced by R1HQH
T.
Thus, the results of section 5 of Snyder et al. (2008),
concerning the Gaussianity of 2log ~wik for the standard
proposal and the expression (15) for t2, may be imme-
diately applied to the optimal proposal and p(yk j xk21),
as long as we replace xk with Mxk21 and R with
R1HQHT. In particular, the eigenvalues lj used in (15)
for the standard proposal come from the matrix
cov(R21/2Hx
k
) , (16)
rather than (12).
Extending these results for the optimal proposal [es-
pecially (8)] to non-Gaussian, nonlinear systems hinges
on showing that log ~wik is nearly Gaussian. This is facili-
tated in the linear, Gaussian case by the fact that log ~wik
can always be written, as in (13), as a sum of indepen-
dent terms. Although general statements are difficult,
Bengtsson et al. (2008) and Bickel et al. (2008) discuss
some conditions under which a similar central limit the-
orem holds for nonlinear, non-Gaussian systems, and
Slivinski and Snyder (2015, manuscript submitted to
Mon. Wea. Rev.) show that (8) is valid for a specific,
significantly non-Gaussian system. Nevertheless, the lin-
ear, Gaussian case considered here is sufficient to estab-
lish that the optimal proposal does not avoid degeneracy.
The linear Gaussian case also provides insight into the
potential advantages of the optimal proposal. Comparing
(16) and (12) shows that t2 for the two proposals will be
the same asQ becomes small, since thenR1HQHT/R
andMxk21/ xk. The benefits from the optimal proposal,
therefore, depend on system noise and will be negligible
when the system noise is sufficiently small. Using prop-
erties of the eigenvalues of symmetric matrices [see
chapter 10 of Parlett (1998)], one can also with some ef-
fort demonstrate that the ith eigenvalue of (16) is always
bounded below by the ith eigenvalue of (12), so that t2
given by (15) is always smaller for the optimal proposal,
with equality only when Q5 0.
b. A simple system with i.i.d. degrees of freedom
Consider the linear, Gaussian system (9) with M5 aI,
a. 0 a scalar, hk21;N(0, q
2I), and k;N(0, I). Each
element of the state vector then evolves and is observed
independently. We are interested in how the particle
filter performs in this system over a single update step,
say at time tk, and, therefore, also assume a simple form
for the state distribution at the previous step: xk21;
N(0, I). There are two parameters: q, the standard de-
viation of the system noise; and a, the standard deviation
of the prior for xk when q becomes small, which mea-
sures the degree to which the deterministic system dy-
namics affect the forecast uncertainty.
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For the standard proposal, the distributions needed
for sampling xk and which determine the weights [from
(3) and (4), respectively] are
x
k
j x
k21
;N(ax
k21
, q2I), y
k
j x
k
;N(x
k
, I) , (17)
while those needed for the optimal proposal [from (5)
and (6)] are
x
k
j x
k21
, y
k
;N

ax
k21
1q2y
k
11 q2
,
q2
11 q2
I

,
y
k
j x
k21
;N[ax
k21
, (11 q2)I] . (18)
The form of xk j xk21, yk can be derived by beginning
from the expression for xk j xk21 and then conditioning
on yk using the standard Kalman filter update, noting
that the prior xk j xk21 has covariance q2I.
This simple system also allows explicit expressions
for t2 for either proposal. To use (15), we need the
eigenvalues l2j of the matrices (16) or (12). The Ny ei-
genvalues are equal to a21q2 and a2(11 q2)21, re-
spectively, since cov(xk21)5 I and cov(xk)5 (a21 q2)I.
Thus,
t25
8>><
>>:
N
y
(a21q2)

3
2
a21
3
2
q211

, standard proposal
N
y
(q211)22a2

3
2
a21q211

, optimal proposal
,
(19)
where t2 is proportional to the system dimensionNx; this
follows from the fact that each degree of freedom is
independent and independently observed and, as is clear
from (15), is not a general property of all systems. We
discuss the relation of t2 and Nx further in section 5.
We first check the validity of the asymptotic relation
(8) for the optimal proposal. Figure 1 shows E(1/w(Ne))
estimated from numerical simulations as a function of
(2 logNe)
1/2/t. The asymptotic result is clearly useful for
the optimal proposal, implying that Ne must grow as
exp(t2/2) to avoid degeneracy, just as is the case for the
standard proposal. As expected, (8) holds when
(2 logNe)
1/2/t is not too large, with quantitative accuracy
for (2 logNe)
1/2/t as large as 0.4.
Returning to (19), it is immediately clear that t2 is the
same for the two proposals in the limit that q2/ 0. This
is consistent with the fact that the two proposals ap-
proach each other as the system noise becomes small,
since p(xk j xk21) and p(xk j xk21, yk) approach delta
functions centered at the same value of xk (given by the
deterministic map of xk21 to tk). As the system noise
increases, t2 for the optimal proposal becomes smaller
and smaller relative to t2 for the standard proposal. Both
points are illustrated in Fig. 2, which displays the ratio of
t2 for the two proposals as a function of a2 and q2.
Even at moderate values of the system noise variance,
the decrease of t2 with the optimal proposal implies very
large gains in performance. For example, taking
a25q25 0:5, so that the prior variance a21 q2 at tk is
equal to the observation-error variance, t2 is reduced
by a factor of 5 when using the optimal proposal. Fixing
a2 and q2, if we suppose that the optimal proposal needs,
say, Ne’ 100 to achieve a certain value for E(1/w(Ne)),
then the asymptotic theory predicts that the standard
proposal would require Ne’ 1010 to achieve that same
value, since Ne depends exponentially on t
2.
The predictions of the asymptotic theory are con-
firmed in Fig. 3, which shows the minimumNe such that
E(1/w(Ne)), (0:9)21 for various values of Nx. The en-
semble size grows exponentially with Nx for both pro-
posals. At the same time, the exponent is smaller and
the growth with Nx is much slower for the optimal
proposal. Quantitatively, the slopes of the best-fit lines
on the log-linear plot have a ratio of 4.6, which agrees
closely with the asymptotic prediction of 5 when
a25q25 0:5.
Although more minor, the optimal proposal has the
additional advantage that it yields better estimates for a
given value of E(w(Ne)) (i.e., for a given degree of de-
generacy).WhenE(w(Ne))$ 0:8, the mean squared error
FIG. 1. Accuracy of the asymptotic relation (8) in numerical
simulations using the optimal proposal. To obtain a range of
values for (2 logNe)
1/2/t, the simulations use Nx5 53 2m for
m5 3, 4, . . . , 7; Ne5 2n for n5 4, 5, . . . , 8; and the parameters
a and q are chosen randomly and independently from uniform
distributions on [0, 4]. Results for different Nx are indicated
by different symbols (as shown in the legend) and the expec-
tation E(1/w(Ne)) is approximated over 100 realizations of each
simulation.
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(MSE) from both proposals is significantly larger than
that of the correct posterior mean, but the MSE using
the optimal proposal can be a factor of 2–5 smaller than
that using the standard proposal (Fig. 4a). The advan-
tage of the optimal proposal clearly comes from moving
the particles at tk toward the new observations. The es-
timates of the posterior variance, however, are of similar
quality for either proposal at fixed E(w(Ne)) (Fig. 4b).
4. Performance bounds from the optimal proposal
We next demonstrate that particle filters using the
optimal proposal have minimal degeneracy, first
explaining on an informal, intuitive level why this is so
and then presenting a rigorous proof.
Our arguments apply to ‘‘single step’’ algorithms for
particle filters, that is, algorithms in which the sample at
tk is generated using only the sample generated pre-
viously at tk21 and the observations yk. More complex
algorithms are possible, such as the block resampling of
Doucet et al. (2006) in which sampling at tk utilizes ob-
servations yk, yk21, . . . , yk2L for some L. 0 and in-
volves regenerating the samples at tk21, . . . , tk2L given
yk, . . . , yk2L. We will comment further on block-
resampling algorithms at the end of this section.
a. An intuitive view
It will be helpful to first review sequential importance
sampling as applied in single-step particle filters. Cru-
cially, the target distribution is the joint conditional
distribution p(xk21, xk j yk). This means that the weight
update (1) and (2) follows from the ratio of the target
distribution to the proposal, evaluated at the joint
sample (xik21, x
i
k),
wik}wk*
,i5
p(xik21,x
i
k jyk)
p(xik21,x
i
k jyk)
, (20)
where we have introduced the unnormalized impor-
tance weights w
k*
,i, following Kong et al. (1994). To
have a sequential scheme, we must also assume a joint
proposal for xk21 and xk of the following form:
p(x
k21
,x
k
jy
k
)5p(x
k21
)p(x
k
jx
k21
,y
k
) . (21)
This allows a sample from the joint proposal to be gener-
ated by beginning from xik21 drawn from p(xk21) at tk21
and drawing xik fromp(xk j xik21, yk) as described in section
2. Equations (1) and (2) then follow from (20) by inserting
(21) in the denominator and writing the numerator as
p(xik21,x
i
k jyk)5p(xik21)p(xik jxik21)p(yk jxik)/p(yk) . (22)
Now, to understand the optimal proposal at a heuristic
level, consider the joint conditional distribution factored
according to the identity:
p(x
k21
,x
k
jy
k
)5p(x
k21
jy
k
)p(x
k
jx
k21
,y
k
) . (23)
In the context of a Monte Carlo algorithm, (23) states
that one can draw from the joint distribution condi-
tioned on yk in a sequential fashion, first drawing x
i
k21
from p(xk21 j yk) and then generating xik from
p(xk j xik21, yk). The optimal proposal would therefore
be ‘‘perfect,’’ in the sense that it would directly provide a
FIG. 3. The minimum Ne for which E(1/w
(Ne)), (0:9)21, as
a function of Nx and using a
25 q25 0:5 in the simple system. Re-
sults from numerical simulations are shown for the standard pro-
posal (circles) and the optimal proposal (crisscrosses), together
with best-fit lines for each proposal that omit the data for the four
smallest values of Nx. The expectation of 1/w
(Ne) is computed over
103 realizations.
FIG. 2. Contours for the ratio of t2 for the optimal proposal to that
for the standard proposal, as a function of a2 and q2.
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sample from p(xk j yk) and the incremental weights ~wik
would be equal for all xik, if the algorithm began with a
sample from p(xk21 j yk).
In a single-step particle filter, however, the best that
we can hope for is that xik21 is drawn (perhaps after re-
sampling at tk21) from p(xk21), the distribution of the
state conditioned on all information before tk. For the
optimal proposal, this results in an incremental weight
~wik5 p(x
i
k21 j yk)/p(xik21)} p(yk j xik21), as in (6). Even if
we choose the optimal proposal, the weightswik will vary
to account for the fact that xik21 was not drawn from
p(xk21 j yk).
Comparison of (23) and (21) yields similar intuition.
Choosing the optimal proposal makes the second den-
sity on the rhs agree, but the proposal lacks the condi-
tioning on yk in the first density on the rhs.
These heuristic arguments indicate that the funda-
mental limitation of a single-step particle filter is not
how cleverly the proposal is chosen but rather that the
algorithm does not correct particles at earlier times to
reflect new observations.
b. Another look at optimality of the optimal proposal
The foregoing, intuitive argument suggests that the
optimal proposal really is the best possible proposal
for a single-step particle filter, since it is exactly the
second distribution on the rhs of (23). We next give a
rigorous result, showing that the optimal proposal
minimizes the variance of w
k*
,i, over draws from the
joint proposal distribution. This result has not been
noted previously in the literature, which instead em-
phasizes that the optimal proposal yields weights with
minimal variance (namely zero) over draws of xik alone
[see proposition 2 of Doucet et al. (2000)]. The vari-
ance of w
k*
,i is of interest because 11 var(w
k*
,i) approxi-
mates the increase in sampling variance for the mean of
an arbitrary function of xk relative to a draw from the
posterior distribution [see (13) in Kong et al. (1994)].
A general, inductive proof covering times from t0 to tk
appears in appendix B. Here, we focus on how de-
generacy occurs in the step from tk21 to tk, by assuming
that we are given xik21 from p(xk21) (i.e., a random draw
from the posterior distribution at tk21).
With this assumption, the joint proposal for (xk21, xk)
has the form (21) with p(xk21) replaced by p(xk21):
p(x
k21
,x
k
jy
k
)5p(x
k21
)p(x
k
jx
k21
,y
k
) .
Define the random variable
w
k* 5
p(x
k21
,x
k
jy
k
)
p(x
k21
,x
k
jy
k
)
, (24)
so that w
k*
,i in (2) is w
k* evaluated at (x
i
k21, x
i
k). We now
ask which choice of p(xk j xk21, yk) minimizes var(wk*),
with expectation taken over p(xk21, xk j yk).
The variance can be computed directly from
var(w
k*)5E(wk*
2)2E(w
k*)
2. Using the definition of w
k*
above, we have
E(w
k* )5
ð
w
k*p(xk21,xk jyk)dxk21dxk51.
Proceeding similarly but factoring the numerator
according to (23) gives
E(w
k*
2)5
ð
p(x
k21
jy
k
)2
p(x
k21
)
"ð
p(x
k
jx
k21
,y
k
)2
p(x
k
jx
k21
,y
k
)
dx
k
#
dx
k21
,
which yields
var(w
k*)5211
ð
f (x
k21
,y
k
;p)
p(x
k21
jy
k
)2
p(x
k21
)
dx
k21
, (25)
where
f (x
k21
,y
k
;p)5
ð
p(x
k
jx
k21
,y
k
)2
p(x
k
jx
k21
,y
k
)
dx
k
. (26)
FIG. 4. The ratio of mean squared error (MSE), averaged over
100 realizations, to (top) theMSEof the optimal, conditional-mean
estimate and (bottom) the ratio of the estimate posterior variance
to theMSE as a function of the expectedmaximumweight. Results
from numerical simulations for the standard proposal (circles) and
optimal proposal (dots) are shown, with different points corre-
sponding to different values of a2, q2, Nx, and Ne in the simple
system, generated as in Fig. 1.
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The function f (xk21, yk;p) consists of an integral
whose integrand is the ratio of the square of a proba-
bility density to a second probability density. Appendix
A shows that such integrals are greater than or equal to
1, with equality if and only if the two densities are the
same. Hence, f (xk, yk;p)$ 1 and
var(w
k* )$211
ð
p(x
k21
jy
k
)2
p(x
k21
)
dx
k21
,
with the lower bound achieved only for the optimal
proposal, p(xk j xk21, yk)5 p(xk j xk21, yk).
Thismeans that other single-step particle filterswill always
exhibit degeneracy that is more pronounced than that
for theoptimal proposal at a givenNe andwill always require
largerNe to limit degeneracy in theweights to adesired level.
In particular, the implicit particle filter and the equivalent-
weights particle filter are both single-step sequential algo-
rithms and both will exhibit worse degeneracy of weights
than a particle filter based on the optimal proposal.
In contrast to our arguments, Bocquet et al. (2010)
compare particle filters using the standard and optimal
proposal in an idealized system and find advantages for
the standard proposal in certain parameter regimes. The
system they consider, however, is deterministic, a setting
in which the standard and optimal proposals are iden-
tical. Moreover, the filters they implement include a
fictitious system noise when drawing from the respective
proposals. We conclude that any advantages of the
standard proposal in their experiments arise from spe-
cific details of those implementations.
c. Block-resampling algorithms
Sections 4a and 4b explain how the performance of
single-step particle filters is limited by the need to correct
particles at tk21 given more recent observations yk at tk.
Doucet et al. (2006) derive an approach to accomplish this
correction, which they term block resampling. Introducing
the notation xi:j to indicate the concatenation of states from
ti through tj, the idea is that, in addition to generating
particles xik, the particles xk2L11:k within a window of
length L will also be resampled using a proposal distribu-
tion that depends on yk. Additional algorithms for updating
past particles with new observations are given in Lin et al.
(2013). In the geophysical literature, Weir et al. (2013) also
emphasize the potential for improving particle filters by
updating particles at earlier times given new observations.
For block resampling, the counterpart of the optimal
proposal is
p(x
k2L11:k
jy
k2L11:k
,x
k2L
)5p(x
k2L11:k
jy
k2L11:k
,x
k2L
) ,
(27)
with the incremental weights:
~wik}p(yk jyk2L11:k21,xik2L) . (28)
As in the single-step algorithm, the proposal (27) clearly
minimizes the variance of incremental weights over draws of
xik2L11:k, since theweights are independent of x
i
k2L11:k. The
arguments of section 4b can also be extended to give similar
bounds for block-resampling algorithms, whichwill again be
achieved if and only if the optimal proposal (27) is used.
Block resampling using (27) is one potential way to
reduceNe without leading to degeneracy. The variance of
the incremental weights (28) will decrease as the lengthL
of the resampling window increases as long as the system
dynamics are not deterministic [i.e., as long as p(xk j xk21)
is not a delta function], since the probability of yk given
observations over the windowwill become less dependent
on xik2L, the state at the beginning of the window. Doucet
et al. (2006) show in certain important cases that the de-
pendence on xik2L decreases exponentially with L.
Block resampling is not without drawbacks. As was
the case for the optimal proposal, block resampling us-
ing (27) depends crucially on the specification of the
system noise. More important, sampling from the pro-
posal distribution is no longer easy or inexpensive. In-
deed, its difficulty approaches that of sampling directly
from the posterior distribution as L increases. Although
the techniques of Morzfeld et al. (2012) offer promise
for the future, implementation of block resampling re-
mains prohibitive at present for many geophysical ap-
plications such as numerical weather prediction.
5. t2, number of observations, and systemdimension
The interest of our results lies in their implications for
particle filters in high-dimensional systems. Equation (8)
relates the maximum weight to t2 rather than directly to
the system dimensionNx. In the simple system of section
3b, t2 is proportional to Ny and Nx, and relating the
degeneracy of the weights to Nx is straightforward.
In general, however, t2 has a more subtle relation toNx
and Ny. It is clear from (15) that t
2 can depend on the
observing network [R andH in (16) and (12), for the linear
Gaussian case], properties of the system [M andQ in (12)]
and the statistics of the prior, which will depend on both
system properties and the observing network. Moreover,
for the standard and optimal proposals, ~wik depends only
on observed quantities. Thus, t2 cannot be directly related
to Nx, since some portion of the state may be invisible to
the observations and that part of the state will not affect
t2. (As an example, t2 will not depend on the prior sta-
tistics for winds if only temperatures are observed.)
This leaves the question of how large t2 is in specific
applications. We make a rough estimate for global nu-
merical weather prediction (NWP) as follows, beginning
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with the standard proposal. Methods for more direct es-
timates can be found in Slivinski and Snyder (2015,
manuscript submitted to Mon. Wea. Rev.). Chorin and
Morzfeld (2013) also explore the feasibility of high-
dimensional assimilation, but froma different perspective.
For the standard proposal, t2 depends, via (15) and
(16), on the prior covariance as expressed in the ob-
served variables and normalized by the observation-
error covariance. The balanced component of the prior
errors has correlation length of 500km or less in the
troposphere (Rabier et al. 1998), while prior errors in
moisture and the unbalanced components, and the ob-
servation errors, have smaller correlation lengths. Thus,
if we tile the globe with 100 regions, each having spatial
dimensions of 1000km, it is plausible that the assimila-
tion problem on each tile is approximately independent
of the others and that the global spectrum li of (16) can
be approximated as the union of the spectra on the 500
tiles individually, each of which is approximately the same.
Each tile likely has upward of 10 li that are significant (i.e.,
the prior covariance on the tile has significant variance for
at least 10 eigenvectors), since the tiles have dimensions
comparable to the error correlation length in the hori-
zontal and the errors also havemultiple vertical correlation
scales within the domain. Modern global data-assimilation
systems utilize 107 observations, so that each tile contains
roughly 105 observations and those 10 li are likely all
significantly greater than unity (i.e., the forecast error in
each of those 10 directions is relatively well observed). The
resulting estimate is that t2$ 104 if the standard proposal
is applied to global NWP.
Extending this estimate to the optimal proposal re-
quires assumptions about the magnitude of the system
noise appropriate for global NWP. Little is known about
the system noise and, indeed, many operational assimi-
lation systems ignore system noise. It, therefore, seems
reasonable to assume that the deficiencies of the forecast
model are not the dominant contributions to short-range
forecast errors. In the context of the simple system, the
correct parameter regime is a2$ q2 and Fig. 2 indicates
that t2 for the optimal proposal is factor of perhaps 5 or 10
smaller than for the standard proposal as long as the prior
variance is comparable to or smaller than the observation-
error variance (i.e., a21q2# 1). This gives an estimate of
t2$ 103 for the optimal proposal applied to NWP.
6. Summary and discussion
This paper has shown that particle filters using the
optimal proposal are subject to the asymptotic results of
BBS08 that relate the expectation of one over the
maximum weight to (t2/2 logNe)
1/2, where t2 is the log-
arithm of the variance of the incremental weights. The
asymptotics extend directly to the optimal proposal in
the case of linear, Gaussian systems and imply that the
optimal proposal requires Ne; exp(t2/2) to avoid de-
generacy of the particle weights.
Various properties of the optimal proposal can be il-
lustrated in the simple system given in section 3b. The
simple system consists of Nx independent degrees of
freedom, each of which is independently observed. In
this system, t2 is proportional to Nx and Ny and particle
filtering using either the standard or optimal proposals
needs an ensemble size Ne that increases exponentially
with the dimension Nx. Nevertheless, the optimal pro-
posal reduces t2 relative to that for the standard pro-
posal and thus its advantage over the standard proposal
can be dramatic, since Ne depends exponentially on t
2.
The main parameter determining the optimal proposal’s
advantage is the variance of the system noise; larger
system noise increases the optimal proposal’s benefits
relative to the standard proposal.
A second important result (section 4) is that the optimal
proposal is optimal in the sense that it minimizes a specific
measure of weight degeneracy. More precisely, among all
‘‘single step’’ proposal distributions for xik, that is, those
proposals depending only on the particle xik21 at the pre-
vious time and the new observations yk, the optimal pro-
posal minimizes the variance of the unnormalized weights
(24) [or, more generally, (B2)] overdraws from the pro-
posal at t0, t1, . . . , tk. The optimality shown here extends
the usual result presented in the particle-filtering litera-
ture, which is that the optimal proposal yields weights with
zero (and thus minimal) variance overdraws of the new
particles xik. This optimality of the optimal proposal, to-
gether with the asymptotic results applied to the optimal
proposal, implies that other single-step particle filters, such
as the implicit and equivalent-weights filters, cannot avoid
the need forNe that grows exponentially with t
2 (although
they may reduce t2 relative to the standard proposal).
We next consider the relationof our results to the studyof
Ades and Van Leeuwen (2015). They apply the equivalent-
weights particle filter in experiments with simulated two-
dimensional turbulence and Nx’ 63 104. They find that
the analysis mean provides a good estimate of the system
state, even with only 32 particles, although higher moments
of the posterior distribution are not well represented. They
conclude, in contradiction to the results presented here, that
the equivalent-weights filter has ‘‘overcome’’ the need for
very large ensembles in high-dimensional systems.
How can their results be reconciled with ours that show
that the optimal proposal bounds the performance of the
equivalent-weights filter? First, the equivalent-weights
proposal as implemented in Ades and Van Leeuwen
(2015) becomes sharper as Ne increases (via their pa-
rameter , which they set to 1023/Ne). The dependence of
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the proposal on Ne facilitates keeping weights approxi-
mately equal, but also has the effect that substantial
portions of the state space will contain no particles even
as Ne increases. This places the specific implementation
of the algorithm used by Ades and Van Leeuwen (2015)
outside the scope of both standard convergence theorems
for sequential importance sampling and our asymptotic
results. We note, however, that versions of the algorithm
with a more standard,Ne-independent proposal do suffer
from degeneracy, as mentioned in Ades and Van
Leeuwen (2015) following their Eq. (A18).
Second, as discussed in section 5, the degeneracy of
the weights does not depend directly onNx and so it may
be that t2 for the optimal proposal is small enough in
Ades and Van Leeuwen (2015) that degeneracy can be
avoided with Ne5 32. Decaying two-dimensional tur-
bulence exhibits most rapid error growth at the larger,
energy-containing scales (Rotunno and Snyder 2008)
and this is realized in the physical variables as error in
the position of the coherent vortices (Boffetta et al.
1997). The simulations in Ades and Van Leeuwen
(2015) have O(10) vortices and thus forecast errors in
their experiments may have as few as100–200 significant
degrees of freedom, a much smaller number than Nx.
Figure 3 shows that, in the simple system, the optimal
proposal avoids degeneracy for Ne’ 30 when there are
as many as 300 independent degrees of freedom.
Overall, the optimal proposal offers substantial im-
provements over the standard proposal when the system
noise is not too small, requiring orders ofmagnitude fewer
ensemble members in many moderately large problems.
At the same time,Ne must still grow exponentially with t
2
to avoid degeneracy of the weights, even with the optimal
proposal. The back-of-the-envelope estimate of section 5
indicates that a particle filter using the optimal proposal
will not be feasible for global NWP for many years.
It is important to emphasize that our results hold only
for particle filters using sequential importance sampling.
Filters that seek to apply importance sampling directly
to the marginal, conditional distribution at tk have been
proposed (Klaas et al. 2005; Nakano 2014), but the
weights will be well behaved only when the proposal is
close to the desired conditional distribution. An open
question is whether the most convenient proposals, such
as those based on the update step of the ensemble
Kalman filter, will be sufficient in high dimensions.
In our view, further progress in particle filtering for
large, spatially distributed problems, such as global NWP,
will rest on the incorporation of some form of spatial lo-
calization into the algorithm. Localization (Houtekamer
and Mitchell 1998, 2001; Hamill et al. 2001) capitalizes on
the common property in geophysical systems that state
variables separated by a sufficient distance are nearly
independent, and is the key idea that allows the ensemble
Kalman filter to perform well with Ne5O(100) for a va-
riety of geophysical applications. Bengtsson et al. (2003)
were the first to investigate various possibilities for local-
ization in a particle-filter update and note the complica-
tions introduced by the nonlinearity of the update and by
the need to preserve spatial continuity when constructing
random samples. Transformmethods (Reich 2013; Metref
et al. 2014), in which the emphasis is to find a mapping
from a given sample to a sample consistent with the
posterior distribution, are especially suitable for lo-
calization, as the transform may be computed locally,
based on a local set of observations, much as in the
local ensemble transform Kalman filter (Hunt et al.
2007). Spatial localization also has the appeal that it
will be effective even when the system noise is small
and its implementation does not require any information
about the system noise.
APPENDIX A
Demonstration that f (xk21, yk;p)$ 1
Clearly f (xk21, yk;p)5 1 for the optimal proposal den-
sity, p(xk j xk21, yk)5 p(xk j xk21, yk). In the general case,
the function f (xk21, yk;p) has the form
Ð
[r(x)2/m(x)]dx
with r(x) and m(x) probability density functions that may
depend on xk21 and yk.
Defining D(x)5 r(x)2m(x), the integrand may be
rewritten as
r(x)2
m(x)
5m(x)12D(x)1
D(x)2
m(x)
.
Now it is easy to see that
Ð
m(x) dx5 1 and
Ð
D(x) dx5 0.
Therefore, if r(x) 6¼ m(x),ð
r(x)2
m(x)
dx.1,
since the final term D(x)2/m(x) in the integrand is non-
negative and nonzero.
APPENDIX B
General Proof of Optimality
For single-step algorithms using sequential impor-
tance sampling, the proposal distribution for x0:k has the
following form:
p(x
0:k
jy
1:k
)5p(x
k
jx
k21
,y
k
)p(x
0:k21
jy
1:k21
) , (B1)
where we use the shorthand notation x0:k introduced in
section 4c to refer to the state at all times t0, t1, . . . , tk.
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The corresponding expression for the unnormalized
importance weights is
w
k* 5
p(x
0:k
jy
1:k
)
p(x
0:k
jy
1:k
)
, (B2)
which extends (24).
We show by induction that for proposals of the form
(B1), choosing p(xk j xk21, yk)5 p(xk j xk21, yk) at each
step minimizes the variance of wk*, with expectation
taken over x0:k distributed as p(x0:k j y1:k).
The arguments of section 4b hold with k5 1 and the
initial particles x0 drawn from an arbitrary proposal
p(x0) rather than p(x0). This proves that the optimal
proposal minimizes var(w
1
*).
For the general step from tk21 to tk, we letp(x0:k21j y1:k21)
be fixed andexaminehowvar(w
k*) depends on the choice of
p(xk j xk21, yk). As in section 4b, the variance can be
computed from var(w
k*) 5 E(wk*
2)2E(w
k*)
2. Again,
E(w
k*)5
ð
w
k* p(x0:k jy1:k)dx0:k51.
Calculating E(w
k*
2) is facilitated by the following
factorization:
p(x
0:k
jy
1:k
)5p(x
k
jx
0:k21
,y
1:k
)p(x
0:k21
jy
1:k
)
5p(x
k
jx
k21
,y
k
)p(y
k
jx
k21
)
3p(x
0:k21
jy
1:k21
)/p(y
k
jy
1:k21
) ,
where the second equality follows using Bayes’s rule and
the usual assumptions that xk j xk21 is independent of xj,
j,k2 1, and yk j xk is independent of xj, j, k. Then,
using (B1) and the result of appendix A, we have
E(w
k*
2)5
ð
p(y
k
j x
k21
)2p(x
0:k21
j y
1:k21
)2
p(y
k
j y
1:k21
)2p(x
0:k21
j y
1:k21
)
" ð
p(x
k
j x
k21
, y
k
)2
p(x
k
j x
k21
, y
k
)
dx
k
#
dx
0:k21
$
ð
p(y
k
j x
k21
)2p(x
0:k21
j y
1:k21
)2
p(y
k
j y
1:k21
)2p(x
0:k21
j y
1:k21
)
dx
0:k21
.
This lower bound is achieved only if p(xk j xk21, yk)5
p(xk j xk21, yk). Thus, regardless of how we chose
p(x0:k21 j y1:k21), the optimal proposal minimizes var(wk*)
over all possiblep(xk j xk21, yk).This concludes the induction.
We have shown that the proposal
p(x
0:k
jy
1:k
)5p(x
0
)P
k
j51
p(x
j
jx
j21
,y
j
)
is the optimal importance function for the density
p(x0:k j y1:k). This optimality is with respect to var(wk*),
where expectations are based on p(x0:k j y1:k), and over
all importance functions of that satisfy the recursion (B1)
(i.e., over all importance function that allow for se-
quential sampling).
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(Manuscript received and in final form 29 April 2016)
There is a typographical error in the text preceding (12) and preceding (16) in Snyder et al.
(2015). The text preceding (12) should read, ‘‘Now let l2j and the columns of E be, re-
spectively, the eigenvalues and eigenvectors of . . .’’ The text preceding (16) should read,
‘‘In particular, the eigenvalues l2j used in (15) for the standard proposal come from the
matrix . . .’’ Thus, the correct text should define l2j , rather than lj, as the eigenvalues of
either cov[(R1HQHT)21/2HMxk21] or cov(R
21/2Hxk), depending on the choice of the standard
proposal distribution or the optimal proposal, respectively.
This error has no effect on the conclusions of the paper.
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