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41 Einleitung
1.1 Motivation
Der technische Fortschritt in den letzten Jahrzehnten ist im Bereich
der Fertigungsverfahren bei weitem nicht im Rahmen der großindus-
triellen Anwendung geblieben, sondern ermo¨glicht es heute selbst
Hobbymodellbauern hochwertige Teile auf Kleinstmaschinen fertigen
zu lassen. Durch den verkleinerten Nachbau von Großmaschinen sind
heute Fertigungsverfahren wie CNC-Fra¨sen, additive Verfahren wie
3D-Druck und Materialschnitt per Laserstrahl mit einem Budget
unter 10.000 e als fertige Maschine zu erwerben. Viele Maschinen-
elemente orientieren sich dabei an den Lo¨sungen der Großserie und
profitieren so vom weit fortgeschrittenen Entwicklungsstand dieser
Maschinen. Doch nicht bei allen Elementen der Gera¨te la¨sst sich
dieser Schritt durchfu¨hren. Der Einsatzbereich ist derart anders ge-
staltet, dass z.B. die Automatisierung von Optimierungsprozessen,
wie der platzeffizienten Anordnung der gewu¨nschten Schnittkonturen,
nicht direkt u¨bertragen werden kann.
Im professionellen Arbeitsalltag finden mittlerweile auch die klei-
neren Gera¨te fu¨r 2D-Zuschnitt Einzug und werden in der Kleinseri-
enfertigung und dem Prototypenbau eingesetzt. Zusammenfassend
wird von Rapid-Prototying gesprochen, da man durch die Fertigung
und Selbstausfu¨hrung vor Ort nur eine sehr kurze Fertigungsdauer
vorfindet.
Als Anwender derartiger Technologien ist man meist nicht in
automatisierte Prozesse eingebunden und die Fertigungsmaschine
hat eine relativ geringe Auslastung und wechselnde Nutzer. Ein
damit aufkommendes Problem ist in vielen Fa¨llen die Verwaltung,
Ordnung und Nutzung von Roh- und Restmaterial. Einhergehend
damit ist die Platzierung von Fertigungsteilen auf zur Verfu¨gung
stehendem, bereits angeschnittenem Restmaterial. Im Rahmen dieser
Arbeit sollen fu¨r das Umfeld der Prototypen- und Kleinserienfertigung
passende Algorithmen gefunden werden um die Materialverwendung
effizienter zu gestalten.
51.2 Anwendungsbereiche
Um das Umfeld der Arbeit besser zu verstehen, werden im Folgenden
Anwendungsbereiche und zugrundeliegende Technologien eingefu¨hrt
und erla¨utert.
1.2.1 Trennverfahren Im Rahmen von Fertigungsprozessen wird
in den meisten Fa¨llen Rohmaterial verarbeitet und veredelt. In vielen
Branchen wird das Halbzeug dabei in flacher Form angeliefert. Im
Regelfall als Platten, Rollen oder natu¨rlich begrenzte Formstu¨cke wie
Leder. Zur Weiterverarbeitung wird das Rohmaterial dabei gezielt
in kleinere Stu¨cke getrennt, es wird also innerhalb einer 2D-Ebene
getrennt. Dabei gibt es sehr viele verschiedene Materialien und Ver-
fahren, welche zum Einsatz kommen.
Blech- / Stahlzuschnitt: Ein klassisches Anwendungsgebiet fu¨r Flach-
material ist die Weiterverarbeitung von Stahlblechen. Gerade durch
die intensive Verwendung des Werkstoffs in der Automobil-, Luftfahrt-
und Schiffsbaubranche sind viele Verfahren geschaffen worden, welche
fu¨r die Serienprozesse aufwa¨ndige ha¨ndische Trennarbeiten ersetzen.
Hierbei werden Trennverfahren wie Stanzen, Laserschneiden, Wasser-
strahlschnitt und Scheren verwendet. Angeliefert wird das Material
je nach Branche als Plattenmaterial mit bis zu 2× 6 Metern.
Textilindustrie: Fru¨her als handwerkliche Arbeit mit der Handschere
durchgefu¨hrt, wurde fu¨r die großindustrielle Fertigung von Kleidung
schnell auf Automatisierung und Hilfsmaschinen gesetzt. Angeliefert
wird der Rohstoff Textil als breites Tuchmaterial auf einer Rolle und
ist somit ein sehr langer Streifen Stoff. In diesem Umfeld hat das
klassische Strip-Packaging-Problem seinen Ursprung, bei dem die
gewu¨nschten Textilzuschnitte in großer Stu¨ckzahl auf einen Streifen
mit fester Breite aber quasi beliebiger La¨nge platziert werden -auf
sogenannten Endlosbahnen.
Leder: Als Sonderfall der Bekleidungsbranche haben Gerber und
Ta¨schner ein komplexes Problem des zweidimensionalen Zuschnitts.
Durch die natu¨rliche Beschaffenheit von Leder sowohl in Form, als
auch in Oberfla¨chenqualita¨t ist viel Sorgfalt fu¨r Platzierung und
Zuschnitt gefordert. Durch den hohen Preis des Rohstoffs Leder haben
hier computergestu¨tzte Optimierungsansa¨tze fru¨h Einzug gehalten.
6Abbildung 1. Laseranlage der Firma Trumpf fu¨r industrielle
Fertigung[Trum15]
Folien- / Papierzuschnitt: Vor allem in der Werbebranche mit einem
hohem Grad an Individualisierung ist der nicht-triviale Zuschnitt von
Aufklebern, Aufstellern und A¨hnlichem wichtiger Bestandteil, der
durch zweidimensionale Trennverfahren umgesetzt wird. Hierbei kom-
men vor allem Schnittverfahren u¨ber (Schlepp-)Messer und Scheren
zum Einsatz.
Gravur und Markierung: Auch im Bereich der Werbe- und Kreativ-
branche sind zweidimensionale Oberfla¨chenbearbeitungen zur Auf-
bringung von Bildern oder Beschriftungen mit Lasern im Trend. Da es
sich meist um die Veredlung von bereits bestehenden Rohprodukten
handelt, bei denen an eine bereits definierte Position ein Motiv aufge-
bracht wird, ist eine automatisierte Platzierung unu¨blich. In diesem
Anwendungsfall wird das Material aber nur oberfla¨chlich angeschnit-
ten, durch den fehlenden Durchbruch handelt es sich also nicht um
ein tatsa¨chliches Trennverfahren hat aber einige Verwandtschaften.
Weitere: Durch die zunehmende Materialvielfalt verschwimmen die
Anwendungsbereiche der Trenntechnologien zunehmen, sodass z.B.
Schnittverfahren auch fu¨r technische Gewebe wie Kohlefasermatten
verwendet werden, meist kombiniert mit anderen Schneidemitteln
wie Rollmessern, Scheren oder Hubmessern.
7Verwandte Branchen: Eine der wichtigen Teilaufgaben bei der Ver-
kleinerung von Rohmaterial ist die Platzierung der Teilstu¨cke. Diese
ra¨umliche Anordnung ist von der Aufgabe und Problemstellung sehr
verwandt mit Platzierungsproblemen aus der Logistikbranche. Das
Packen von Seecontainern oder Lieferfahrzeugen mit Gu¨tern wird mit
a¨hnlichen Problemlo¨sungsvorgehen bewa¨ltigt. Die Geometrien der
zu platzierenden Objekte sind meist einfacher, da rechtwinklig be-
grenzt, durch die dreidimensionale Komponente ist die Komplexita¨t
des Problems dennoch enorm.
Allgemein: Wie in den vorangegangenen Anwendungsfa¨llen von 2D-
Trennverfahren ersichtlich, handelt es sich meist um Hochstu¨ckzahl-
oder Hochpreisanwendungen, bei denen Handarbeit aufgrund wirt-
schaftlicher und qualitativer Vorteile ersetzt wird. Aufgrund dieser
Kriterien finden wir in den industriellen Umfeldern teure Fertigungs-
maschinen mit hoher Auslastung und meist fest zugeordneten und ge-
schulten Mitarbeitern, welche diese bedienen. Deren Ta¨tigkeit besteht
im Bestu¨cken der Maschine mit Rohmaterial und Fertigungsdaten und
der Entnahme der zugeschnittenen Teile. Um die Wirtschaftlichkeit
zu erho¨hen, wird versucht diese Prozesse mo¨glichst kurz zu gestalten
und stark zu automatisieren. Der restliche Kostenfaktor ist der Anteil
an Verschnittfla¨che im Verha¨ltnis zur Fla¨che der herausgeschnittenen
Teile.
1.2.2 Laserschnittverfahren Im Rahmen dieser Arbeit wird
stellvertretend fu¨r 2D-Fertigungsverfahren der Schnitt per Laser-
strahl na¨her betrachtet. Hierbei lassen sich u¨blicherweise im niedri-
gen Leistungsbereich vor allem Kunststoffe und Ho¨lzer schneiden. Im
ho¨heren Leistungsbereich ko¨nnen auch Metalle geschnitten werden.
Der Laserschnitt findet dabei beru¨hrungslos und nahezu kraftfrei1
statt. Im Gegensatz zu z.B. Stanzverfahren wird kein spezielles Werk-
zeug beno¨tigt, sodass auch kleine Stu¨ckzahlen kostengu¨nstig gefertigt
werden ko¨nnen. Von wirtschaftlicher Seite betrachtet, spielt die Dau-
er des Schnittes eine große Rolle. Abrechnungskennzahl ist daher
meist die aufsummierte Schnittla¨nge aller Teile, da die Schnittge-
schwindigkeit pro Material gleichbleibend ist. Verschleißbehaftet ist
1 Durch Zublasung von Luft und Verspannungen durch Hitzeeinwirkung ko¨nnen kleine
Kra¨fte im Material auftreten.
8vor allem die Laserro¨hre und die Mechanik der Maschine und stellt
daher einen großen laufenden Kostenpunkt dar. Im Rahmen der
Anwendung fa¨llt neben der Platzierung der Teile meist noch eine
Optimierung der Schnittreihenfolge (vgl. Abbildung 2) an, mit der
die Schnitttoleranzen verbessert werden. Wenn Reihenfolge und Posi-
tion feststehen, wird zudem eine Pfadoptimierung durchgefu¨hrt um
unno¨tige Verfahrwege zu vermeiden.
Abbildung 2. Zu schneidende Konturen von ineinander verschach-
telten Teilen
Entwicklungsfortschritt und Maschinenverfu¨gbarkeit: In den letzten
Jahren wurden die Stu¨ckzahlen und Technologiefortschritte im Um-
feld der Laserfertigungsmaschinen stetig gro¨ßer. Dies ermo¨glichte es,
kompaktere und spezialisierte Maschinen zu konstruieren und neue
Gescha¨ftsfelder zu erschließen. Heute schon sind in der Preisspan-
ne 1.000 e bis 100.000 e verschiedenste Modelle erha¨ltlich. Viele
davon sind angepasst an die Verwendung in Bu¨roumgebungen und
durch Laien bedienbar. Kleinste Werkzeugbettgro¨ßen sind damit
bei etwa 30 × 40cm. Statt der mehrere Megawatt leistungsstarken
Maschinen haben diese nur Leistungsbereiche von 10-200 Watt und
damit einen beschra¨nkten Einsatzbereich bezu¨glich verwendbarer
Materialien. Aufgrund des Anwendungsgebiets und des kurzen Fer-
9tigungszeitraums spricht man in diesem Bereich von sogenanntem
”
Rapid Prototyping“.
Abbildung 3. Lasersystem der Firma Trotec fu¨r Kleinserien und
Prototypenbau (oberes Preisspektrum)
Verwendung in der Entwicklung von Prototypen: Durch die einfa-
chere Bedienbarkeit und kostengu¨nstigere Beschaffung gegenu¨ber
Großindustriemaschinen haben kleine Lasermaschinen Einzug in an-
dere Branchen erhalten. Speziell im Modell- und Prototypenbau der
Design-, Architektur- und Maschinenbaubranche sind die Maschinen
willkommene Hilfsmittel, um Funktions- oder Gestaltprototypen zu
erstellen. Hierbei stehen die kurzfristige Verfu¨gbarkeit und kurze Ite-
rationszyklen im Vordergrund. Meist werden die Gera¨te direkt fu¨r eine
Entwicklungsabteilung angeschafft oder an zentraler Stelle in einem
Unternehmen bereitgestellt. Im Vergleich zu den großindustriellen
Anwendungen ist die Maschinenauslastung wesentlich niedriger und
die Gro¨ße von Fertigungsauftra¨gen geringer. Faktoren wie Schnitt-
dauer und Einrichtungszeit stehen daher deutlich im Hintergrund.
Auch sind die Systeme weniger in automatisierte Gesamtsysteme
eingefasst, sodass wesentlich mehr manuelle Arbeit erledigt werden
muss. Anstatt großer Fertigungsauftra¨ge werden meist Kleinstauf-
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Abbildung 4. Importiertes Lasersystem fu¨r Hobby und
Kleingewerbe[Hobl15]
tra¨ge u¨ber den Tag verteilt ausgefu¨hrt. Aber auch im privaten Bereich
sind die gu¨nstigen Einsteigermodelle fu¨r Bastler ein hochgescha¨tztes
Werkzeug.
1.3 Verwandte Arbeiten
Die Anordnung von Schnittkonturen auf Rohmaterial ist in der In-
dustrie ein ga¨ngiges Problem, das im Zuge von Industrialisierung,
Globalisierung und damit einhergehenden Hochstu¨ckzahlprodukten
in vielen Branchen auftritt. Aufgrund des enormen finanziellen Ein-
sparpotentials durch Zeitersparnis und ho¨here Materialausnutzung,
wurden schon fru¨h (vgl. [Art 66]) theoretische U¨berlegungen zu Op-
timierungen durchgefu¨hrt. Die Randbedingungen beinhalteten dabei
meist nur rechteckige Konturen und orthogonale Schnitte. Das Plat-
zieren von Rechtecken auf einem Endlosband fu¨r das sogenannte
Guillotine-Cutting-Verfahren war dabei eine der ersten Anwendun-
gen fu¨r den Textilbereich. Bei diesem Verfahren ko¨nnen nur Schnitte
geta¨tigt werden, die das Material von Rand zu Rand in einer geraden
Linie teilen.
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Seither werden Platzierungsverfahren stets verbessert, auf neue
Branchen adaptiert und von Randbedingungen befreit, um mehr Flexi-
bilita¨t und Stabilita¨t zu bieten. Burke[BHKW07] zeigt in seiner Arbeit
einen umfangreichen Vergleich seines Vorberechnungsansatzes und
die Ergebnisse aus verschiedenen Problemstellungen. Einen Laufzeit-
und Ergebnisvergleich fu¨hren Chen[ChHu07] und Shalaby[ShKa13]
durch. Die direkten Ergebnisse mu¨ssen jedoch aufgrund der verschie-
denen Vero¨ffentlichungsjahre stets unter Beru¨cksichtigung der bei der
Durchfu¨hrung zur Verfu¨gung stehenden Hardware betrachtet werden
und behandeln meist nicht die gleichen Testdatensa¨tze.
Neben der Anwendung im Bereich der Fertigung, wird man in
der Logistik bei sehr verwandten Platzierungsproblemen, dem soge-
nannten Packaging, fu¨ndig. Im Anwendungsfall geht es meist um das
raumoptimale Fu¨llen von Transportcontainern. Auch sehr aktuelle
Arbeiten, wie z.B. die von Bansal[BaKh14], bescha¨ftigen sich mit
2D-Packaging von Rechtecken. Speziell fu¨r eine sehr große prozentua-
le Ausnutzung des zur verfu¨gbaren Raumes sind neue Ansa¨tze und
Verfahren notwendig.
Auch aus den handwerklichen Anwendungsfa¨llen, bei denen
wenig Automation angewendet wird, finden sich wissenschaftli-
che Arbeiten, die Platzierungsprozesse untersuchen. So hat sich
Heistermann[HeLe95] mit den Platzierungsproblemen in der Lederin-
dustrie bescha¨ftigt und grundlegende Prozesse und Ansa¨tze analysiert
und erarbeitet. Besonders hervorzuheben sind die Randbedingungen
der irregula¨r begrenzten Teilstu¨cke und Rohmaterialstu¨cke, die fu¨r
einen Platzierungsalgorithmus eine besondere Komplexita¨t mit sich
ziehen. Da dieses Problem auch in anderen Industrien auftritt, setzen
sich auch spa¨tere Arbeiten, wie beispielsweise die von Liu[LiHe06]
und Pinheiro[PiAJS15], mit der Platzierung irregula¨r begrenzter Teile
auseinander und lo¨sen diese u¨ber genetische Algorithmenansa¨tze.
Zur Problemlo¨sung wurden auch schon evolutiona¨re Algorithmen
angewandt. Shalaby [ShKa13] nutzte den Particle-Swarm-Ansatz, um
2D-Platzierungen von irregula¨r begrenzten Teilen auf langen Materi-
albahnen durchzufu¨hren und erzielte damit sehr hohe Nutzungsgrade.
Wie an der Vielzahl verwandter wissenschaftlicher Arbeiten zu
erkennen ist, sind Platzierungsprobleme schon la¨nger Forschungs-
bestandteil vieler Algorithmenentwickler. Durch den technischen
Fortschritt von Fertigungsverfahren und den berechnenden Maschi-
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nen wurden alte Arbeiten u¨berholt und neue Ansa¨tze entwickelt. Um
fu¨r den Einsatz im Umfeld Prototypenentwicklung und Kleinserien-
fertigung einen passenden Algorithmus zu entwickeln, bieten diese
bekannten Algorithmen einen guten Ausgangspunkt.
1.4 Aufgabenstellung
Fu¨r die Verwendung von Laserschneidverfahren im Prototypenbau
eines Entwicklungsprozesses soll ein Algorithmus konzipiert und im-
plementiert werden, welcher langfristig in eine Prozesskette integriert
werden kann und die Nutzer des Lasersystems unterstu¨tzt. Hierzu
sollen besonders in der Fertigungsdatenaufbereitung und intelligen-
ten Platzierung bestehende ha¨ndische Lo¨sungen automatisiert und
verfu¨gbare Technologien aus der Großserie auf die Anforderungen
eines Rapid-Prototyping-Systems adaptiert werden. Die Ziele liegen
dabei auf einer Effizienzsteigerung (Materialausnutzung, Ru¨stzeit)
und kurzen Laufzeiten auf regula¨ren Rechnerarchitekturen.
1.5 Gliederung der Arbeit
Der Einleitung in diesem Kapitel folgt die Vermittlung von Grundla-
gen aus dem Anwendungsbereich und der Algorithmen zum weiteren
Versta¨ndnis der Arbeit in Kapitel 2. Die Entwicklung des Algorith-
mus wird in seinen Aspekten in den darauffolgenden Kapiteln jeweils
beleuchtet und stu¨ckweise verfeinert. Im 3. Kapitel, der Analyse,
werden die Anwendungsbereiche na¨her erla¨utert, untersucht und bis-
herige Lo¨sungen aufgezeigt, um anschließend den Entwurfsprozess
und Konzeptentscheidungen in Kapitel 4 zu erla¨utern. Die Imple-
mentierung wird in Kapitel 5 erkla¨rt und deren Leistungsfa¨higkeit
im Validierungkapitel 6 gepru¨ft. Die Arbeit wird dann mit einer
Diskussion unter Kaptitel 7. abgeschlossen.
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2 Grundlagen
2.1 Problemstellung
Um die Aufgabenstellung exakt bearbeiten zu ko¨nnen, werden nun
Randbedingungen und Anforderungen formal definiert. Dies soll eine
klare Ordnung fu¨r spa¨tere theoretische U¨berlegungen liefern und
die Validierung erleichtern. Die benutzten Schnittoperationen sind
geometrisch zu deuten.
Der allgemeine Anwendungsfall beinhaltet eine gegebene Menge an
zweidimensionalen Konturen, die als Rohmaterial bezeichnet werden.
Zur Vereinfachung wird im Weiteren davon ausgegangen, dass nur
eine Kontur C als Rohmaterial R gegeben ist.
R = C|C ∈ 2D Kontur; |R| = 1 (1)
Auf diesem Rohmaterial soll eine Menge an Teilen T platziert wer-
den, welche selbst ebenfalls zweidimensionale Konturen sind. Diese
Menge muss nicht sortiert sein und kann Elemente mehrfach bein-
halten. Eine Platzierung P ist genau dann eine gu¨ltige Lo¨sung S aus
dem Raum aller mo¨glichen Lo¨sungen L, wenn alle Elemente von P
innerhalb des Rohmaterials R platziert wurden und die Elemente
von P sich untereinander nicht u¨berlappen.
P = T1, T2, T3, ...|∀Ti ∈ 2DKontur (2)
∀Ti ∈ P : Ti ⊆ R (3)
∀Ti ∈ P : {Ti ∩ {P \ Ti} = {}} (4)
S ∈ L|L erfu¨llt (3), (4) (5)
Nun ist es im Anwendungsfall nicht nur wichtig, eine existierende
Lo¨sung zu finden, sondern diese soll so gestaltet sein, dass mo¨glichst
große Teile des Rohmaterials weiterverwendet werden ko¨nnen. Eine
Bewertungsfunktion, wie beispielsweise die Fla¨che der rechteckigen
Einhu¨llenden (F) des verwendeten Materials dient dabei als Zielfunk-
tion. Eine Definition der optimalen Lo¨sung O ko¨nnte man folglich so
formulieren:
∃O ∈ S : ∀L ∈ S : F (O) ≤ F (L) (6)
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2.2 Problemkomplexita¨t
Das Problem la¨sst sich als Optimierungsproblem beschreiben. Die
geometrische Platzierung der Einzelteile ist der zu variierende Parame-
terraum fu¨r die Lo¨sungsbeschreibung. Im Rahmen der Lo¨sungsfindung
lassen sich u¨ber Berechnungsvorschriften Lo¨sungen iterativ erzeugen,
sodass nicht der komplette Parameterraum exploriert werden muss.
Hierfu¨r werden dem Parameterraum zusa¨tzliche Konfigurationsele-
mente hinzugefu¨gt.
Die Berechnung der Lo¨sung des allgemeinen Platzierungspro-
blems fu¨r zweidimensionale Rechtecke wurde schon 1981 von Fow-
ler [FoPT81] als sogenanntes NP-vollsta¨ndiges Problem identifiziert.
Auch Hopper stu¨tzt sich in seiner Untersuchung [HoTu01] auf die-
sen Beweis und leitet daraus ab, dass auch die Problemstellung mit
komplexeren Objekten in dieser Klasse liegt. Fu¨r den hier vorlie-
genden Fall ist dabei zu beachten, dass die Eingabemenge in ihrer
Komplexita¨t eingeschra¨nkt ist. Es handelt sich um Ausgabedaten
von CAD Programmen und bilden zu fertigende Objekte ab. Die
geometrischen Randbedingungen sind daher mathematisch einfach
beschreibbar, besitzen diskrete Stu¨tzpunkte und eindeutige Konturen.
Gegebene Lo¨sungen sind daher erkennbar und lassen sich eindeutig
auf Korrektheit pru¨fen. Es handelt sich daher nicht um geometrisch
uneingeschra¨nkte Platzierungsprobleme, welche deutlich schwieriger
zu lo¨sen sind.
In dem vorliegenden Anwendungsfall ist die Eingabemenge aber
nicht auf Rechtecke beschra¨nkt, so dass davon ausgegangen werden
kann, dass durch die komplexeren Konturen der Objekte weiterhin
ein NP-vollsta¨ndiges Problem vorliegt und sich dieses vermutlich
nicht effizient lo¨sen la¨sst.
2.3 Algorithmen
Zur Problemlo¨sung oder Unterstu¨tzung von manuellen Prozessen
werden Algorithmen verwendet, um Teilprozesse zu automatisieren
und zu beschleunigen. In diesem Abschnitt sollen grundlegende Her-
angehensweisen an Platzierungsprobleme aufgezeigt und bewa¨hrte
Algorithmen erla¨utert werden.
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2.3.1 Greedy-Algorithmen Unter dieser Klasse an Algorithmen
versteht man Ansa¨tze, bei denen Lo¨sungen fu¨r gegebene Problem-
stellungen schrittweise verbessert werden, um nach einer definierten
Anzahl an Schritten oder Erreichen eines stabilen Zustands eine
Lo¨sung zu erreichen. Aufgrund der schrittweisen Vorgehensweise,
bei der ein Folgeschritt nur zu einer besseren Lo¨sung fu¨hren kann,
sind Lo¨sungen oft nur lokale Optima. Aufgrund einfacher Optimie-
rungsheuristiken und der sequentiellen Lo¨sungsfindung sind diese
Algorithmen aber in den meisten Fa¨llen schnelle Problemlo¨ser.
2.3.2 Evolutiona¨re Algorithmen Als Problemlo¨ser hat die Na-
tur unza¨hlige beeindruckende Leistungen vollbracht und sich u¨ber
den Prozess der Evolution an gea¨nderte Randbedingungen angepasst.
Diesen Ansatz verfolgen evolutiona¨re Algorithmen. Sie bilden u¨ber
stochastische Suchverfahren und Rekombination der besten bekannten
Lo¨sungen Evolutionsprozesse ab.[Pohl13]
In diesem Kontext bezeichnet man die Menge der Lo¨sungen als
Population. Eine solche besteht aus einzelnen Lo¨sungen, welche auf-
grund der Anlehnung an den Evolutionsprozess jeweils als Individuum
bezeichnet werden.
Der allgemeine Ablauf des Algorithmus ist wie folgt:
1. Initialisierung mit (zufa¨lligen) Individuen
2. Bewertung der vorliegenden, besten Individuen
3. Selektion von Individuen zur Rekombination
4. Rekombination zu neuen Individuen
5. Mutation - zufa¨llige Variation der Individuen
Die erwa¨hnten, zufa¨lligen Operationen werden im Anwendungsfall
meist durch Heuristiken ersetzt, welche den Grad und die Richtung
der A¨nderung einschra¨nken. Zudem werden die Individuen mit Hilfe
einer Fitnessfunktion bewertet, welche einen direkten Vergleich meh-
rerer Lo¨sungen erlaubt und somit eine Zielausrichtung ermo¨glicht. Je
nach gewu¨nschter Na¨herung der Lo¨sung sind Abbruchkriterien so zu
wa¨hlen, dass es mo¨glich ist, lokale Optima zu verlassen, um gegebe-
nenfalls eine bessere Lo¨sung zu erreichen. Aufgrund der Heuristiken
und des schrittweisen Ansatzes ist jedoch nicht ausgeschlossen, dass
die globale Lo¨sung nicht gefunden wird.
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2.3.3 Lokale Suche Bei der lokalen Suche wird a¨hnlich wie bei
evolutiona¨ren Algorithmen eine Lo¨sung modifiziert, um eine Verbes-
serung zu erreichen. In der Nachbarschaft einer Lo¨sung wird dabei
nach einer besseren Lo¨sung gesucht. Im Gegensatz zu den evoluti-
ona¨ren Algorithmen wird aber nur eine Lo¨sung schrittweise verfolgt.
U¨ber die Einstellung des Algorithmus ist es mo¨glich, lokale Optima
zu verlassen, um bessere Lo¨sungen zu erreichen. Auch sind lokale
Optima meist als Lo¨sung eines Problems ausreichend.
2.3.4 Particle Swarm Optimization A¨hnlich wie bei einem evo-
lutiona¨ren Algorithmus wird eine Population u¨ber mehrere Iterationen
optimiert. Hierbei wird eine zielgerichtete Mutation verwendet, die
die Gesamtmenge der Individuen in Richtung der besten bekannten
globalen Lo¨sung modifiziert und so eine breite iterative Anna¨herung
an das Ziel ermo¨glicht. Es wird eine Richtung und Geschwindigkeit
als Optimierungsrichtung pro Individuum berechnet. Die Population
bewegt sich wie ein Schwarm auf ein Optimum hin. Auch diese Vari-
ante ist anfa¨llig fu¨r lokale Optima. Sie eignet sich aber besonders fu¨r
große Suchra¨ume und mathematisch komplexe Probleme.
2.3.5 Rucksackproblem Im Prinzip handelt es sich bei der gege-
benen Aufgabenstellung um eine komplexe Form des in der Informatik
oft behandelten sogenannten Rucksackproblems. Bei diesem soll ein
endliches Volumen mit einer Teilmenge an Objekten gefu¨llt werden,
welche verschiedene Wertigkeiten besitzen und aufgrund ihres Ge-
samtvolumens nicht alle in dem Rucksack platziert werden ko¨nnen.
Der Unterschied liegt vor allem in der Wertigkeit der Objekte, da
die Wertigkeit direkt an die Nutzfla¨che der Objekte gebunden ist
und sich meist untereinander unterscheidet. Zusa¨tzlich ist meist die
Eingabemenge kleiner ist als die zur Verfu¨gung stehende Fla¨che.
2.3.6 Optimierungsproblem u¨ber Zielfunktion In der Mathe-
matik werden bestimmte Problemstellungen numerisch gelo¨st, indem
die gewu¨nschte Zielgro¨ße als Funktion definiert wird. Die Parameter
dieser Funktion werden dann variiert, um Lo¨sungen zu finden, bei de-
nen die Zielfunktion ihren Maximal- bzw. Minimalwert erreicht. Diese
Optimierungen finden in komplexen wissenschaftlichen Feldern An-
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wendung, sind aber im Bereich der geometrischen Problemstellungen
selten in der rein mathematischen Anwendung vertreten.
2.4 Stand der Wissenschaft
Um einen U¨berblick u¨ber bereits bestehende Ansa¨tze zu erhalten, wer-
den im Folgenden bekannte Arbeiten und Heuristiken vorgestellt. Die-
se sind nicht zwangsla¨ufig Alternativen, sondern ko¨nnen je nach Ar-
chitektur teilweise auch kombiniert werden. Die vorhandenen Ansa¨tze
sind meist nur Heuristiken, welche eine mo¨glichst gute Lo¨sung, jedoch
nicht zwangsla¨ufig die beste aller Lo¨sungen erzeugen ko¨nnen.
2.4.1 BottomLeft Einer der einfacheren und weit verbreiteten
Greedy-Ansa¨tze ist ein Verfahren, bei dem neue Teile stets mo¨glichst
weit unten links platziert werden. Durch sinnvolles Sortieren der
Eingabemenge lassen sich besonders bei rechteckigen Objekten mit
geringem Aufwand sehr gute Lo¨sungen generieren. In den meisten
Implementierungen beschra¨nkt sich die Verwendung aber auf regula¨r
begrenzte Teile. In verschiedenen Varianten wird die Reihenfolge
der Bewegungsrichtung variiert, so dass in bestimmten Fa¨llen die
Linksbewegung vor der Bewegung nach unten durchgefu¨hrt wird.
Auch in neueren Ansa¨tzen wie dem von Siasos [SiVo14] wird dieses
Verfahren angewandt.
2.4.2 GRASP Algorithmen Dieser Ansatz hat als Basis einen
Greedy-Algorithmus, welcher durch eine lokale Suche erga¨nzt wird.
Die Bezeichnung stammt von der Abku¨rzung des Terms
”
greedy
randomized adaptive search procedure“ und wird z.B. in der Arbeit
von Alvarez[AVPT13] verwendet. Mit dem Ansatz der lokalen Suche
lassen sich die einfachen Heuristiken eines Greedy-Algorithmus so
erga¨nzen, dass auch komplexere Strukturen sinnvoll platziert werden
ko¨nnen.
2.4.3 NoFitPolygon Neben na¨herungsweisen und schrittweisen
Ansa¨tzen existieren auch geometrisch-rechnerische Ansa¨tze wie das
NoFitPolygon. Dabei wird fu¨r verschiedene Permutationen eines Ob-
jekts rechnerisch ermittelt, an welchen Positionen dieses mit minima-
ler Lu¨cke zu anderen Teilen platziert werden kann. Als Ergebnis (vgl.
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Abbildung 5) werden Linien zuru¨ckgegeben, auf denen ein Objekt
anhand seines Referenzpunktes platziert werden kann und seine Nach-
barn beru¨hrt, aber nicht schneidet. Entwickelt wurde das Verfahren
schon 1966 [Art 66]. Es wird auch heute noch fu¨r Platzierungsproble-
me weiterentwickelt[LiHe06]. Eine hohe Eignung besteht bei diesem
Ansatz fu¨r Probleme mit irregula¨r begrenzten Fla¨chen.
Abbildung 5. Visualisierung eines NoFitPolygon [LiHe06]
2.4.4 Sequenzbasierte Algorithmen Fu¨r Platzierungsalgorith-
men allgemein u¨blich und zielfu¨hrend ist die Variation der Eingangsrei-
henfolge in Kombination mit einem Platzierungsalgorithmus. Hierbei
wird die Eingabemenge permutiert, um eine bessere Lo¨sung zu errei-
chen. Siasos [SiVo14] zeigt in seiner Arbeit die Leistungsfa¨higkeit des
Ansatzes selbst bei komplexen Geometrien. Große Eingabemengen
fu¨hren zu einer großen Dimensionalita¨t des Problems, erho¨hen aber
auch die Mo¨glichkeiten und Varianten um gute Lo¨sungen zu erreichen.
Im Umfeld des Prototypenbaus sind die Eingabemengen im Normal-
fall eher kleiner, sodass untersucht werden sollte, ob sequenzbasierte
Algorithmen zur Problemlo¨sung verwendet werden ko¨nnen.
2.4.5 Particle Swarm Optimization Shalaby[ShKa13] nutzt
den sequenzbasierten Ansatz und kombiniert diesen mit der Optimie-
rung u¨ber Schwarmbewegungen. Er erreicht damit in den u¨blichen
Benchmarks in vielen Fa¨llen die beste bisher bekannte Lo¨sung. Bei
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einer in seiner Arbeit durchgefu¨hrten Analyse von Einflussfaktoren
stellte sich heraus, dass das Verfahren sich besonders gut fu¨r Teile
mit geringer Komplexita¨t, welche im Verha¨ltnis zum Rohmaterial
sehr groß sind, gut eignet. Zuru¨ckzufu¨hren auf die Verwendung des
sequenzbasierten Ansatzes wird in der Arbeit zudem die große Vari-
anz der Eingabemenge bzgl. der Gro¨ße als einflussreicher Faktor fu¨r
gute Lo¨sungsfindung herausgestellt.
2.4.6 Evolutiona¨re Algorithmen In Anlehnung an genetische
Prozesse hat Jakobs[Jako96] in einer fru¨hen Arbeit einen Algorithmus
entwickelt, welcher u¨ber umfangreiche Mutationen in Verbindung mit
einem einfachen Greedy-Algorithmus erste gute Ergebnisse erzielt hat.
Er befasst sich vertiefend mit der erweiterten Mutation von Objekten,
wie der Spiegelung oder zielgerichteten Drehung. In neueren Arbeiten,
wie der von Thomas[ThCh13], werden meist speziellere Einflu¨sse, wie
die der Fitnessfunktion untersucht. Im U¨berblick u¨ber die Arbeiten
der letzten Jahre ist der genetische Ansatz der meist verwendete
innerhalb der wissenschaftlichen Vero¨ffentlichungen.
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3 Analyse
Vor der Ausarbeitung eines Entwurfs werden in dieser Arbeit sowohl
die theoretische Seite der bisherigen Forschungsarbeiten na¨her be-
trachtet als auch die praktische Umgebung untersucht. Hierbei soll
festgestellt werden, welche Gemeinsamkeiten und Unterschiede zu
der Zielsetzung dieser Arbeit bestehen, um mo¨gliche Erkenntnisse
daraus zu gewinnen.
3.1 Status Quo
3.1.1 Industrie Im Umfeld der Industrie sind hauptsa¨chlich Groß-
maschinen in Werkshallen mit ausgebildetem Personal, Schichtbetrieb
und hoher Auslastung vorzufinden. Aufgrund der Maschinengro¨ße
und der Reduktion von Transportarbeit sind die Prozesse auf lange
Bearbeitungszeiten und kurze Ru¨stzeiten ausgelegt. Als Rohmaterial
sind daher folgende Plattengro¨ßen u¨blich:
Kleinformat 2,00 m x 1,00 m
Mittelformat 2,50 m x 1,25 m
Großformat 3,00 m x 1,50 m
U¨berformat 6,00 m x 2,00 m
In der Prozessanalyse fu¨r industrielle 2D-Trennverfahren ist die
wirtschaftliche Betrachtung und Optimierung weit fortgeschritten.
Im Allgemeinen kann man hochintegrierte Maschinen mit Einbettung
in ein Warenwirtschaftssystem beobachten, die auf Maximierung des
Gesamtprofits ausgelegt sind. So werden bestehende Platten oder
Rollenmaterial einmalig zur Bearbeitung in die Maschine gelegt und
entstehende Reststu¨cke sofort der Schrottsammlung zugeschrieben.
Ein erneutes Auflegen von etwaigem, großfla¨chigem Restmaterial
ist aus Zeit- und Kostengru¨nden in den Prozessen nicht vorgesehen.
Meist wird bewusst mit großem Verschnitt platziert, um ein besse-
res Handling des Restmaterials zu erreichen, z.B. um die schnelle
Entnahme des Schrottmaterials als ein stabiles, zusammenha¨ngendes
Teil zu ermo¨glichen.
Da es bisher kaum etablierte Prozesse und Maschinen fu¨r Kleinseri-
enprozesse gibt, werden diese u¨blicherweise in die Großserienprozesse
eingebunden und meist mehrere Kleinserien zu einem Großauftrag
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Abbildung 6. Restmaterial einer Kleinserienfertigung aus einem
Industrieprozess
zusammengefasst. Dies kann meist nur extern und mit zusa¨tzlicher
Zeitverzo¨gerung durchgefu¨hrt werden. Im Vordergrund stehen dabei
von Seiten des Fertigers hauptsa¨chlich die Gesamtkosten des Pro-
zesses. Neben Maschinen- und Personalkosten sind die Kosten fu¨r
das Material klein und die Platzierungsoptimierung daher aktuell
hauptsa¨chlich fu¨r Großserien relevant. Mit zunehmender Automa-
tisierung ko¨nnen aber auch neue Ansa¨tze zu Kosteneinsparungen
beitragen und einen Mehrwert liefern. Fu¨r deren Entwicklung eignen
sich die bereits etablierten Ansa¨tze und Prozesse als Ausgangspunkt.
3.1.2 Rapid Prototyping In der Prototyp- und Kleinserienfer-
tigung sind die Lasersysteme meist als alleinstehende Systeme mit
Verbindungen zu Absaug- und Filteranlagen konzipiert. Eine Schnitt-
stelle zum Computer besteht u¨ber Netzwerk-, USB- oder Drucker-
schnittstelle. Die verwendeten Plattengro¨ßen sind wesentlich kleiner
als im industriellen Umfeld. Da meist nur wenige Teile zu einem Zeit-
punkt aus der Platte geschnitten werden, findet die Positionierung
und Anordnung in ha¨ndischer Arbeit mittels eines Grafikprogramms
oder mitgelieferter Gera¨tesoftware statt. Aufgrund des geringen Ma-
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terialdurchsatzes und nur teilweiser Nutzung der Rohmaterialplatten
ist es u¨blich, bereits angeschnittene Platten wiederzuverwenden und
auf der noch bestehenden Restfla¨che neue Teile zu platzieren. Die
Platzierung ist daher eher ein Erga¨nzungsproblem als ein komplettes
Packagingproblem. Eine Folge fu¨r den Nutzer ist die Lagerung des
nun irregula¨r begrenzten Restmaterials zur spa¨teren Verwendung und
Vorhaltung von ausreichendem Rohmaterial.
Abbildung 7. Angebrochenes Material
Die Hersteller kleiner Maschinen bieten nur eingeschra¨nkt Werk-
zeuge zur Unterstu¨tzung. Die mitgelieferten Programme sind meist
grafische Benutzerschnittstellen, welche u¨ber virtuelle Druckertreiber
von Grafikprogrammen mit Fertigungsdaten versorgt werden. Die
eingebetteten Funktionen im Bereich der Fertigungsdatenaufberei-
tung beschra¨nken sich meist auf Pfadsortierung und Anordnung nach
rechteckigen Einhu¨llenden. Die maximale verarbeitbare Komplexita¨t
und lange Laufzeiten lassen auf einfachere Lo¨sungsansa¨tze schließen.
Herstellerunabha¨ngige Platzierungssoftware ist, wenn vorhanden,
als Plugin fu¨r Vektorverarbeitungssoftware (wie z.B. Corel Draw)
verfu¨gbar. Aufgrund von Einschra¨nkungen und der mangelnden Qua-
lita¨t wird im Praxiseinsatz oft eine manuelle Platzierung verwendet,
bei der die Teile per Maus platziert werden. Dabei wird, um Verschnitt
durch optische Ungenauigkeit zu vermeiden, oft viel Sicherheitsab-
stand zu anderen Teilen und zum Materialrand gelassen. Da bei
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wiederholter Verwendung einer Platte diese nicht geradlinig begrenzt
ist, ist hier die Konfigurierbarkeit von vielen Platzierungsfunktionen
schon u¨berreizt und es bleibt nur die ha¨ndische Lo¨sung.
Durch die fehlenden Standardprozesse und geringe Automation
wird die ha¨ndische Arbeit mit stark von der Erfahrung abha¨ngiger
Qualita¨t und Geschwindigkeit durchgefu¨hrt. Als Ziel ist hier die
einfache Handhabung des Materials und gute Materialausnutzung
deutlich im Vordergrund, wobei dies durch kleinere Verzo¨gerungen
beim Bestu¨cken der Maschine oder Vorabberechnungen geschehen
kann.
Eine Teilautomatisierung der bisherigen ha¨ndischen Prozesse wa¨re
fu¨r die Anwendung ein großer Zugewinn und wu¨rde sowohl eine Zeiter-
sparnis als auch eine effektivere Materialnutzung mit sich bringen.
Eine Gemeinsamkeit zu den klassischen Großserien ist gegeben, wenn
auch mit anderen Priorita¨ten und Randbedingungen.
3.1.3 Wissenschaft In der Forschung findet die Problemstellung
des Platzierens an vielen Universita¨ten großes Interesse und liefert
viele verschiedene Testfa¨lle und Lo¨sungsansa¨tze. Diese sind meist kom-
plett auf theoretischer Ebene angesetzt und behandeln hauptsa¨chlich
generierte Datensa¨tze einer charakteristisch sehr gleichbleibenden
Eingangsmenge. Der Lo¨sungsansatz ist daher in vielen Fa¨llen spe-
ziell fu¨r den jeweiligen Anwendungsfall angepasst. Beispielsweise
behandelt Scho¨ning [STTM+01] in seiner Arbeit die Anordnung von
Fadenspulen als Platzierungsproblem. Pinheiro[PiAJS15] behandelt
Benchmarkdatensa¨tze aus der Textilindustrie, wa¨hrend sich Goncal-
ves [GoRe13] mit reinen rechteckigen Objekten bescha¨ftigt.
Hierbei steht es im Vordergrund eine Lo¨sung nahe des theore-
tischen Optimums zu finden und Laufzeituntersuchungen werden
nebensa¨chlich behandelt. Um verschiedene Ansa¨tze zu vergleichen
haben sich aus den a¨lteren Arbeiten mittlerweile mehrere Datensa¨tze
als Benchmarks etabliert. Die Special Interest Group on Cutting and
Packaging[oCPa15] hat diese gesammelt und stellt sie aufbereitet zur
Verfu¨gung. Fu¨r einen Vergleich mit anderen Arbeiten finden mehrere
Datensa¨tze auch in dieser Arbeit Verwendung.
Trotz der meist eher theoretischen Umsetzungen der wissenschaft-
lichen Arbeiten besteht eine große Aussagekraft und exakte Un-
tersuchung von Einzelfa¨llen. Diese ko¨nnen in den praktischen An-
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wendungsfa¨llen direkt identifiziert und passend gelo¨st werden. Eine
direkte Anwendbarkeit ist nicht mo¨glich, da sehr viele Annahmen
und Ausnahmeregelungen bestehen, welche in Arbeitsprozessen so
nicht umsetzbar sind. Vor allem die allgemeinen Lo¨sungsansa¨tze bie-
ten hohe Gemeinsamkeiten mit etablierten Verfahren verschiedenster
Anwendungsfa¨lle.
3.1.4 Sonstige Ein Bereich der 2D-Trennverfahren, der aktuell ein
sehr starkes Wachstum zu verzeichnen hat, ist der Heimbastelbedarf
und Modellbau. In diesem Bereich werden vor allem einfache Geo-
metrien geschnitten, wobei die Varianz der Teile wesentlich sta¨rker
ist als im industriellen Umfeld. Neben dem reinen Materialschnitt
werden im gleichen Arbeitsgang oft auch Gravuren durchgefu¨hrt. Fu¨r
das Packaging gilt es zu beachten, welche Konturen dabei relevant
sind. Aufgrund des privaten Umfelds ist das Zielkriterium in fast
allen Fa¨llen die bestmo¨gliche Ausnutzung des vorhandenen Materials
bei minimalem Verschnitt. Die dafu¨r investierte Arbeitszeit, sowohl
beim Ru¨sten der Maschine als auch der Berechnung der Platzierung,
wird dabei in Kauf genommen. Die grundsa¨tzliche Problematik ist
daher gleich der in der Großindustrie, zeitliche Faktoren haben aber
weniger negativen Einfluss auf die Bewertung einer Praxistauglich-
keit. Dennoch sind hier automatisierte Prozesse aus Nutzer- und
Herstellersicht willkommen.
3.1.5 Herausforderungen Beim Entwurf von Platzierungsalgo-
rithmen fu¨r das Rapid Prototyping durch 2D-Trennverfahren gilt es
die verschiedenen Kriterien unterschiedlicher Verfahren und Zielset-
zungen zu beru¨cksichtigen. Zusa¨tzlich variieren die Anforderungen an
Genauigkeit, Geschwindigkeit und Kosten sowie die Charakteristik
der zu fertigenden Bauteile zwischen den Branchen.
Eine teilautomatisierte Lo¨sung, die die bestehenden Prozesse
unterstu¨tzt und die manuelle Nestingarbeit u¨bernimmt, muss also
unter verschiedenen Randbedingungen funktionieren und sich auch
auf verwandte Fertigungsverfahren anwenden lassen.
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3.2 Folgerungen
Bei der Analyse der bestehenden Ansa¨tze fa¨llt trotz der verschiede-
nen Anwendungsgebiete auf, dass große Gemeinsamkeiten bestehen,
wobei die Eignung im Speziellen eine hohe Abha¨ngigkeit von der
Eingabemenge besitzt. Alle verwendeten Ansa¨tze haben sich u¨ber
lange Zeitra¨ume bewa¨hrt und liefern in Teildisziplinen Spitzenwerte,
sodass keine direkte Tendenz des erfolgversprechendsten Ansatzes
vorliegt.
Fu¨r die Anwendung selbst ist im Prototyping-Umfeld die Materi-
alausnutzung und sinnvolle, wiederholte Verwendbarkeit deutlich im
Vordergrund. Die Laufzeit ist dabei nicht prima¨re Zielgro¨ße, solange
die Berechnung im spa¨teren Prozess keine Zeitunterbrechung nach
sich zieht.
Bei der Sichtung der Literatur hat sich die geringe Komplexita¨t
von Eingabeteilen als unerwartet herausgestellt. Ganz offensichtlich,
aber auch teilweise explizit herausgearbeitet (vgl. [ShKa13]) ist dies
ein ausschlaggebender Berechnungsfaktor. Um eine praxistaugliche
Lo¨sung bieten zu ko¨nnen, werden im Rahmen dieser Arbeit folgende
Einschra¨nkungen an die Eingabemenge gefordert:
– Es gibt mehrere gu¨ltige Lo¨sungen (kein PerfectFit)
– Alle Objekte sollen in einem Fertigungsschritt getrennt werden
– Die Geometrien haben eine geschlossene, unverzweigte Kontur
(z.B. keine Stichfahrten)
– Lo¨cher in Teilen mu¨ssen nicht verwertet werden (d.h. großfla¨chige
Ausschnitte za¨hlen nicht als Restmaterial)
– Die Anzahl an Objekten pro Eingabemenge ist im Kleinserienbe-
reich (< 20 Teile)
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4 Entwurf
4.1 Voru¨berlegungen
Sowohl der Vergleich der vorliegenden wissenschaftlichen Arbeiten
als auch die na¨here Betrachtung der Anwendungsfa¨lle zeigt deutlich,
dass ein Berechnungskonzept sehr allgemein gehalten sein muss und
mit verschiedenen Charakteristika der Eingabedaten zurecht kommen
muss.
4.2 Ansa¨tze
In Anlehnung an die vorgestellten wissenschaftlichen Arbeiten und
den aktuellen Stand der Technik werden mehrere Ansa¨tze und Teil-
ideen vorgestellt, deren Verwendbarkeit untersucht wird.
4.2.1 Coastline Inspiriert von den manuellen Heuristiken, wel-
che Heistermann[HeLe95] bei der Platzierung auf Tierfellen durch
Gerber (siehe Abb. 8) beobachtet hat, kann u¨ber die Implementie-
rung des No-Fit-Polygon-Algorithmus fu¨r jedes Teil die Grenze des
Bewegungsraum aufgezeigt werden, in dem es ohne Kollision plat-
ziert werden kann. So kann der Raum mo¨glicher Lo¨sungen auf einen
Bruchteil reduziert werden. Aus diesen bekannten Randpositionen
kann die Position mit dem geringsten Verschnitt effizient berechnet
werden, da diese sich in einem der Eckpunkte befindet. Die meis-
ten Problemstellungen besitzen eine Optimierungsrichtung, weshalb
das Verfahren vergleichbar ist mit dem Begradigen einer Ku¨stenlinie
durch eingefu¨gte Konturen.
4.2.2 Mathematische Differenz Wenn die Kanten von Objek-
ten als mathematische Funktionen beschrieben werden, lassen sich
besonders platzsparende Platzierungen finden, indem die Fla¨che zwi-
schen den Funktionen als Wertfunktion betrachtet wird. Durch eine
passende Intervall- und Integralberechnung lassen sich so die besten
Erga¨nzungen fu¨r Lu¨cken finden.
4.2.3 Klassifikation Um bei der Platzierung auf passendere Heu-
ristiken zuru¨ckgreifen zu ko¨nnen, lassen sich Eingabeobjekte nach
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Abbildung 8. Anordnung am Rand des Materials [HeLe95]
ihren Charakteristika klassifizieren und so effizienter anordnen. Spe-
ziell u¨ber die Kenngro¨ße des Fu¨llgrads und A¨hnlichkeiten mit der
Kreis- oder Rechtecksform ko¨nnen fu¨r die Platzierungsreihenfolge
wertvolle Vorsortierungen stattfinden.
4.2.4 Permutation Ein ga¨ngiger Ansatz fu¨r die Verbesserung von
Greedy-Sortieralgorithmen ist die Permutation der Eingabemenge. Es
wird dabei meist durch ein Vertauschen der Reihenfolge eine bessere
Gesamtplatzierung erreicht. Da die Eingabemengen u¨blicherweise
viele Elemente enthalten, ist großes Verbesserungspotential vorhan-
den. Durch Parallelisierung ko¨nnen besonders viele Permutationen
generiert, platziert und bewertet werden.
Im Bereich der Kleinserien- und Prototypenfertigung ist die An-
zahl der Elemente in der Eingabemenge meist klein und damit die
Anzahl der Reihenfolgenpermutationen deutlich beschra¨nkt. Neben
der Permutation der Reihenfolge ko¨nnen die Objekte aber auch in
anderen Aspekten permutiert werden. Fu¨r die Platzierung kann z.B.
eine Rotation durchgefu¨hrt werden. Um die Anzahl der Permutatio-
nen bei Winkeln zu reduzieren, wird u¨blicherweise eine Schrittweite
vorgegeben. Auch die Spiegelung kann pro Objekt bis zu drei zusa¨tz-
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liche gu¨ltige Permutationen erzeugen und den Lo¨sungsraum damit
maßgeblich erweitern.[Jako96] Da die Spiegelung in vielen Anwen-
dungsfa¨llen aufgrund des Materials nicht mo¨glich ist und auch in
Benchmarks kaum vorkommt, wird diese Option im Rahmen der
Arbeit nicht genutzt.
4.2.5 ParticleSwarm Der ParticleSwarm-Ansatz wurde in Arbei-
ten im Aufgabengebiet des Packaging bereits verwendet. Shalaby
[ShKa13] zeigt in seiner Arbeit eindru¨cklich die Leistung des Ver-
fahrens. In der Optimierungsphase wird dabei die Reihenfolge der
Eingabeteile variiert, um die beste Lo¨sung zu erhalten. U¨ber einfache
Mutationsoperatoren wird die Menge zwischen den Durchga¨ngen
vera¨ndert. Durch eine Fitnessfunktion werden dann die besten Lo¨sun-
gen weiter iterativ mutiert.
4.2.6 Evolutiona¨rer Ansatz Als ma¨chtige Algorithmenstruktur
bietet sich der evolutiona¨re Ansatz an. Es ko¨nnen im Gegensatz zu
den rein sequentiellen Ansa¨tzen auch parallel Lo¨sungen gesucht und
eine Menge an Lo¨sungen der letzten Berechnungsgeneration angebo-
ten werden. Aufgrund der vielen unterschiedlichen Mo¨glichkeiten, die
geforderten Objekte auf einem Medium zu platzieren. ist die Definiti-
on und Berechnung der Zielfunktion nicht einfach. Ein evolutiona¨rer
Ansatz funktioniert jedoch auch mit einer komplexen Zielfunktion,
da er fu¨r die iterative Lo¨sungsfindung keine genauen Information
oder gar Ableitungen der Zielfunktion beno¨tigt. [Pohl13]
Die fu¨r den evolutiona¨ren Algorithmus beno¨tigten Komponenten
(vgl. Abbildung 9)
– Selektion,
– Rekombination,
– Mutation,
– Bewertung und
– Wiedereinfu¨gen
sind in vielen Varianten und Zielsetzungen in der Fachliteratur und
weiteren Vero¨ffentlichungen dokumentiert, sodass eine fu¨r den Einsatz-
zweck geeignete Zusammenstellung erarbeitet werden kann. Hierbei
gilt es zu beachten, dass die Bewertung einer Lo¨sung in diesem Kon-
text auch eine aufwa¨ndige Berechnung beinhalten kann. Im Falle
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Abbildung 9. Ablauf eines evolutiona¨ren Algorithmus [Pohl13]
einiger Arbeiten wird z.B. eine Platzierung aller Teile u¨ber einen
Greedy-Algorithmus vorgenommen und diese berechnete Lo¨sung dann
bewertet.
Wenn zur Lo¨sung der Aufgabenstellung ein Ansatz u¨ber Rei-
henfolgenoptimierung gewa¨hlt wird, spricht man im Rahmen der
Optimierung von einer kombinatorischen Problemstellung. D.h. es
wird eine Permutation der Liste von zu platzierenden Teilen gesucht,
die mit einer einfachen Platzierungsvorschrift zur besten Lo¨sung fu¨hrt.
Um bei kombinatorischen Problemen vielversprechende Mutationen
und Rekombinationen zu erzeugen wird daher auf die Nachbarschaft-
serhaltung geachtet. Bestehende Reihenfolgen sollen also stu¨ckweise
erhalten bleiben, um die Chance zu erhalten, dass mehrere gute
Teilsequenzen zu einer besseren Gesamtlo¨sung fu¨hren.
4.2.7 Lokale Suche Die lokale Suche eignet sich, um bereits be-
stehende Lo¨sungen und Teillo¨sungen zu verbessern. Eine bestehende
Lo¨sung wird dabei sequentiell durch Modifikationen weiterentwickelt
und dabei der Wert der Zielfunktion verbessert. Als alleinstehender
Ansatz ist diese Methode aufgrund der großen Gefahr von lokalen
Optima weniger geeignet, kann aber auch im Rahmen eines anderen
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Ansatzes als Teillo¨sung Anwendung finden. Folgende Ansa¨tze ko¨nnen
fu¨r Platzierungsprobleme verwendet werden:
Zufallsverschiebung: Ein Beispiel der lokalen Suche wurde von
Scho¨ning [STTM+01] implementiert. Es wurden in der Arbeit fu¨r
eine Logistikanwendung die Packungsdichten von Garnspulen unter-
sucht und verbessert. U¨ber ein zufa¨lliges Ru¨tteln und Neubegrenzung
der begrenzenden Kontur konnten iterativ dichte Packungen fu¨r
verschiedene Spulendurchmesser gefunden werden. (siehe Abb.10)
Abbildung 10. Ru¨tteln von Garnspulen zur Verkleinerung des
Transportvolumens[STTM+01]
Kra¨ftesimulation: Da es in vielen Fa¨llen um lu¨ckenfreies Platzieren
am unteren Materialrand geht, liegt es nahe, auch in verwandten,
virtuellen Welten nach Lo¨sungen zu suchen. Im Bereich der Materi-
alwissenschaft, Physik und Computerspielbranche sind zunehmend
auch anna¨hernd genaue Physiksimulationen verfu¨gbar. Als Anpas-
sung auf die Problemstellung kann eine vereinfachte zweidimensionale
Physiksimulation genutzt werden um Objekte aufeinander zu plat-
zieren. Algorithmen wie Bottom-Left ko¨nnen na¨herungsweise durch
verschiedene Schwerkraftsvektoren abgebildet werden. Der Vorteil
dieser Berechnung ist die Interaktion zwischen bereits platzierten Tei-
len und den Neueingefu¨gten. Es ko¨nnen dabei kleine Verschiebungen
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und Drehungen stattfinden, die auf analytischem Wege kaum sinnvoll
zu berechnen sind.
Reihenfolge: Statt der Variation der direkten geometrischen Anord-
nung kann auch die Einfu¨gereihenfolge variiert werden. Shalaby[ShKa13]
stellt in seiner Arbeit drei einfache Mutationsvorschriften vor, welche
die Reihenfolge zufa¨llig vera¨ndern. U¨ber eine mehrfache Anwendung
und Auswertung ko¨nnen so iterativ Lo¨sungen verbessert werden. Der
Einfluss der Einfu¨gereihenfolge ist von großer Bedeutung, da die
Einfu¨gealgorithmen stets iterativ versuchen, eine beste Teillo¨sung
zu generieren, und durch eine ungu¨nstige Reihenfolge keine gleich-
wertigen Lo¨sungen erreicht werden ko¨nnen. Eine hohe Abha¨ngigkeit
besteht daher auch von der Diversita¨t der Teile. Handelt es sich
um viele Gleichteile sind Tauschoperationen je nach betroffenen
Teilen unterschiedlich wirksam. A¨hnliche Effekte gelten auch fu¨r die
allgemeinen Maße und Charakteristika der Teile. Da viele Heuristiken
bereits bekannt sind, ko¨nnen in einigen Fa¨llen durch intelligente
Vorsortierung schnell gute Lo¨sungen erzielt werden. Fu¨r einen Plat-
zierungsalgorithmus muss in jedem Falle eine irgendwie geartete
Beru¨cksichtigung und Anpassung der Reihenfolge stattfinden.
4.3 Modelldarstellung
Zur Lo¨sung des Platzierungsproblems ist nicht nur eine Berechnungs-
vorschrift no¨tig, es sind auch begleitende Konzeptentscheidungen zu
fa¨llen, die sich mit der Datenmodellierung befassen.
4.3.1 Konturen Um Objekte geometrisch beschreiben zu ko¨nnen,
soll im Rahmen der Arbeit eine vektorbasierte Modellierung verwen-
det werden, die eine exakte Repra¨sentation erlaubt. Da Eingabedaten
in Vektordatenformaten vorliegen, ko¨nnen einfache U¨bertragungen
stattfinden. Die Objekte werden in Anlehnung an die Spezifikation der
Scalable Vector Graphics des World Wide Web Consortium (W3C)
modelliert. Daher wird die Kontur eines Objektes als geschlossener
Pfad mit mehreren Pfadstu¨cken repra¨sentiert.
Als Pfadstu¨cke stehen dabei folgende Mo¨glichkeiten zur Verfu¨gung:
– Sprung zu einem definierten Punkt - ohne Verbindungslinie
– Gerade vom aktuellen Punkt zu einem weiteren Punkt
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– Kurve vom aktuellen Punkt zu einem neuen Punkt u¨ber zwei
Hilfspunkte
Die Position der Stu¨tzvektoren wird dabei in einem globalen
Koordinatensystem gespeichert.
4.3.2 Verschachtelung Es ist no¨tig, zusa¨tzlich zu den Außenkon-
turen auch Innenkonturen darstellen zu ko¨nnen. Zu diesem Zweck ist
es mo¨glich, Konturen einer Geometrie zuzuordnen, die innerhalb der
Außenkontur liegen. Diese ko¨nnen nun als Objektgruppen verarbeitet
werden. So ko¨nnen Hierarchien aufgebaut werden, die fu¨r weitere Ope-
rationen wie Kollisionsabfragen und Bewertungsfunktionen verwendet
werden ko¨nnen.
4.3.3 Kollisionsabfrage Um die Korrektheit einer Lo¨sung zu
gewa¨hrleisten, muss wa¨hrend der Berechnung, zur Bewertung und
zur Kontrolle vor dem Export eine Kollisionspru¨fung stattfinden. Da
sich diese bei einer großen Anzahl an Objekten als Elemente einer
Lo¨sung als komplex erweist, werden verschiedene aus der Computer-
grafik bekannten Hierarchien verglichen, die eine Verbesserung der
Berechnungslaufzeiten ermo¨glichen.
Abbildung 11. Verschiedene Mo¨glichkeiten der Repra¨sentation
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BSP-Baum / kd-Baum: Der zur Verfu¨gung stehende Raum wird
durch Trenngeraden geometrisch geteilt. Fu¨r eine Kollisionsabfrage
kann schrittweise festgestellt werden, auf welcher Seite einer Trenn-
geraden das aktuelle Objekt liegt und welche weiteren Objekte dort
verzeichnet sind. Zur einfachen Berechnung werden in der Variante
des kd-Baumes nur zum Koordinatensystem parallele Trennlinien
verwendet, beim BSP-Baum ko¨nnen diese beliebig platziert werden.
Je nach Implementierung sind die Einfu¨geoperationen und Balan-
cingvorschriften unterschiedlich implementiert, sodass bis zu einem
bestimmten Grad auch unbalancierte Ba¨ume genutzt werden ko¨nnen.
Vorteile Nachteile
Einfache Baumerzeugung
Kann auch unbalanciert genutzt
werden
Ha¨ufige Neuberechnung no¨tig
Aufwand bei der Traveriserung
QuadTree: A¨hnlich wie beim kd-Baum wird der Raum achsensym-
metrisch unterteilt. Beim QuadTree ist die Position der Trennlinien
bereits definiert. Jede Unterteilung trennt den (Unter-)Raum genau
in vier gleich große Regionen. Dies ermo¨glicht eine rechnerisch einfa-
che Einteilung in Unterra¨ume und ermo¨glicht in allen Unterra¨umen
eine u¨berschaubare Anzahl an Objekten zu halten. In der zu lo¨senden
Kollisionsabfrage bietet QuadTree die Mo¨glichkeit, die Regionen ei-
nes Rohmaterials genau abzubilden, in denen viele Objekte platziert
wurden, und kann so die Anzahl der zu pru¨fenden Objekte reduzieren.
Vorteile Nachteile
Bildet Ha¨ufungen gut ab
Partielle Neuberechnung mo¨glich
Ha¨ufige Neuberechnung no¨tig
Aufwand bei der Traveriserung
Bounding Volume Hierachy: Auch die BVH hat das Ziel ungleich
verteilte Anordnungen so zu repra¨sentieren, dass eine Zuordnung
in u¨berschaubare Unterra¨ume mo¨glich ist und effizient gepru¨ft wer-
den kann, ob U¨berlappungen entstehen. Es wird eine Baumstruktur
erstellt, bei der jeder Knoten die geometrische Einhu¨llende aller Kinds-
knoten beinhaltet und so u¨ber einfache Abfragen gekla¨rt werden kann,
in welchem Kindsknoten sich ein Objekt befindet und welche mo¨gli-
che Nachbarobjekte sind. Die Erstellung und Ausbalancierung des
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Baumes ist in diesem Anwendungsfall aufwa¨ndig, da viele Einfu¨geope-
rationen beim Platzierungsvorgang durchgefu¨hrt werden und durch
die irregula¨ren Konturen der Teile meist keine u¨berlappungsfreien,
einhu¨llenden Geometrien gefunden werden ko¨nnen.
Vorteile Nachteile
unausbalanciert / u¨berlappend
mo¨glich
Ha¨ufige Neuberechnung no¨tig
Ungu¨nstig bei iterativem Aufbau
Aufwand bei der Traveriserung
Uniform Grid: Als statische Einteilung wird beim Uniform Grid die
komplette Arbeitsfla¨che regelma¨ßig unterteilt und zu jedem Feld eine
Liste aller beru¨hrenden oder beinhalteten Objekte gefu¨hrt. Dies bietet
einen schnellen Zugriff und effiziente Einfu¨geoperationen. Aufgrund
seiner festen Einteilung besteht bezu¨glich der Leistungsfa¨higkeit und
Effizienz eine hohe Abha¨ngigkeit von der geeigneten Wahl der Zell-
gro¨ßen. Die Repra¨sentation eignet sich hinsichtlich Speicherplatzeffi-
zienz schlecht, wenn Objekte im Raum nicht anna¨hernd gleichverteilt
sind.
Vorteile Nachteile
Schneller Zugriff
Gute Abbildung von konkaven Ob-
jekten
Direkter Zugriff
Nur lokale A¨nderungen
Aufwa¨ndiger initialer Aufbau
Performance abha¨ngig von Gridpa-
rametern
Bewertung: Nach genauer Betrachtung der verschiedenen Repra¨sen-
tationen der Anordnung zur effektiven Kollisionsabfrage wird im
weiteren Verlauf die Uniform-Grid-Variante als geeignetster Ansatz
gewa¨hlt. Durch die iterative Vorgehensweise der Algorithmen sind
viele Einfu¨ge- und A¨nderungsoperationen zu erwarten, welche bei den
anderen Lo¨sungen zu zusa¨tzlichem Reorganisationsaufwand fu¨hren
ko¨nnen. Zudem entfa¨llt der Aufwand der Traversierung, da u¨ber die
bekannte Kontur und Position eines Objektes direkt auf die relevan-
ten Zellen (und damit auf die Nachbarobjekte) zugegriffen werden
kann.
35
4.4 Algorithmenentwurf
Fu¨r die Umsetzung im Rahmen dieser Arbeit wird nun aus den
genannten Ansa¨tzen ein vielversprechendes Konzept zur Lo¨sung der
Platzierungsaufgabe gewa¨hlt und ausgearbeitet.
4.4.1 Vorabu¨berlegungen Fu¨r die Konzeption eines geeigneten
Ansatzes mu¨ssen einige grundlegende Entscheidungen getroffen wer-
den, um eine zielgerichtete Entwicklung zu erlauben.
Geforderte Genauigkeit und Zielerreichung: Unter na¨herer Betrach-
tung gibt es Verfahren, die, mit erho¨htem Aufwand, eine exakte bzw.
optimale Lo¨sung anstreben und Verfahren, die u¨ber Na¨herungen und
Heuristiken schnell gute Lo¨sungen erzeugen. Im Rahmen der An-
wendung ist eine hohe Materialersparnis das Ziel, aber aufgrund der
direkten Einbindung in den Arbeitsprozess durch die zur Verfu¨gung
stehende Berechnungszeit beschra¨nkt. Die aktuell verwendeten gene-
rischen Ansa¨tze sind bereits ausreichend gut um Kosteneinsparungen
zu bewirken. Eine Lo¨sung, die fu¨r Sonderfa¨lle die bestmo¨gliche Anord-
nung findet, hat daher wirtschaftlich nur beschra¨nkt großen Mehrwert.
Die sogenannten PerfectFit-Problematiken sind eine Problemstellung,
welche in der Praxis aber extrem selten auftreten. Eine Lo¨sung u¨ber
Approximationen und einfache Optimierungsvorschriften ist zur Plat-
zierung daher im Regelfall ausreichend.
Parallelita¨t: Je nach Algorithmus und Implementierung sind einige
Konzepte auf hohe Parallelita¨t ausgerichtet bzw. ko¨nnen ihre Vorteile
auf spezieller Hardware wie GPUs oder Rechnerclustern ausspielen.
Fu¨r den betrachteten Anwendungsfall ist eine Anwendung auf all-
gemeinen Endgera¨ten wie Laptops oder Desktoprechner u¨blich und
damit keine spezialisierte Hardware vorhanden. Die Auswahl eines Al-
gorithmus richtet sich daher auf sequentielle Verfahren oder einfache
Parallelisierung.
Evolutiona¨re und Schwarmansa¨tze: Viele der betrachteten Ansa¨tze
nutzen die Permutation der Einfu¨gereihenfolge, um gute Platzierun-
gen zu erreichen. Dies ist besonders bei vielen Objekten ein effektiver
Ansatz. Die im Rahmen der Arbeit betrachteten Anwendungsfa¨lle
haben klassischerweise kleine Eingabemengen und bieten daher nur
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einen beschra¨nkten Permutationsraum fu¨r Mutationen. Dieser Raum
kann durch weitere Objektparameter wie Rotationen und Startpo-
sitionen erweitert werden, um auch bei kleiner Objektanzahl viele
Mutationsmo¨glichkeiten zu liefern und eine Eignung fu¨r evolutiona¨re
Ansa¨tze zu bieten. Durch die Erweiterung der Dimension der Pa-
rameter ist die Implementierung eines Schwarmalgorithmus wegen
der vieldimensionalen Schwarmbewegung aber deutlich erschwert.
Eine Umsetzung als klassischer evolutiona¨rer Algorithmus dagegen
ermo¨glicht einen hohen Flexibilita¨tsgrad, Parametrierbarkeit und
passende Berechnungskomplexita¨t fu¨r diesen Anwendungsfall.
Lokale Suche: Fu¨r viele Ansa¨tze der lokalen Suche wird schnell deut-
lich, dass eine starke Abha¨ngigkeit von Objektgeometrien besteht,
um wirklich effizient Lo¨sungen erzeugen zu ko¨nnen. Fu¨r eine gute
Eignung im Anwendungsfall muss also eine Klassifizierung der Einga-
bemenge durchgefu¨hrt und darauf passende lokale Suchen angewendet
werden. Da fast nur fiktive Datensa¨tze zur Verfu¨gung stehen und
die wenigen Realdaten keine Ru¨ckschlu¨sse auf die Charakteristika
und Auftretensverteilungen der Objektgeometrien zulassen, ist eine
praxisnahe Umsetzung nur u¨ber grobe Klassifizierung mo¨glich. Im
Rahmen dieser Arbeit wird daher kein Fokus auf die direkte Lokale
Suche gelegt, sondern die Heuristiken an erkannte Charakteristika
angepasst.
In Anlehnung an die zielgerichtete Suche soll im Rahmen der
Arbeit untersucht werden, ob zufa¨llige Anteile der Optimierungs-
operationen erga¨nzt und ausgerichtet werden ko¨nnen. Durch die
Vorkenntnissen u¨ber die Optimierungsproblematik und die verwen-
deten Platzierungsverfahren ko¨nnte Verbesserungspotential genutzt
werden.
4.4.2 Struktur Auf Basis der vorgestellten Voru¨berlegungen wird
ein evolutiona¨rer Algorithmus entworfen, welcher sich u¨ber verschiede-
ne Komponenten auf eine mo¨glichst große Breite an Aufgabenstellun-
gen im Umfeld der Prototypen- und Kleinserienfertigung anwenden
la¨sst.
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Listing 1. Evolutiona¨rer Algorithmus als Pseudocode
c r e a t e I n i t i a l P o p u l a t i o n
whi le ( a b o r t i o n C r i t e r i a . n o t F u l f i l l e d )
s e l e c t T o p I n d i v i d u a l s
f o r each ( top Ind iv idua l )
recombinate ( topindiv , randomIndiv )
f o r each ( i n d i v i d u a l s )
f o r each ( mutation )
mutate ( i n d i v i d u a l )
newIndiv . add ( mutatedIndiv idual )
f o r each ( newIndiv idual )
greedy . package ( newIndiv idual )
s o r t ( newInd iv idua l s )
t runcate ( newInd iv idua l s )
t runcate ( l a s tPopu la t i on ) . concat ( newInd iv idua l s )
r e turn greedy . package ( b e s t I n d i v i d u a l )
4.4.3 Platzierung Da der Ansatz der Optimierung u¨ber die evo-
lutiona¨re Permutation der Eingabemenge gewa¨hlt wurde, ist es no¨tig,
eine einfache, reproduzierbare Einfu¨gevorschrift umzusetzen, mit
der eine Platzierung und damit eine Bewertung stattfinden kann.
Hierzu kann ein einfacher Greedy-Algorithmus eingesetzt werden.
In Anlehnung an andere wissenschaftliche Arbeiten wird der schon
seit Hopper [HoTu99] bewa¨hrte Bottom-Left-Algorithmus umgesetzt.
Hierbei wird ein neu eingefu¨gtes Objekt von oben auf die bereits
gesetzte Platzierung gefu¨hrt. Sobald dieses an einem anderen Objekt
oder dem Rand des Rohmaterials ansto¨ßt, wird die Abwa¨rtsbewegung
gestoppt und eine Linksbewegung durchgefu¨hrt. Wenn diese durch ein
anderes Objekt oder den Materialrand gestoppt wird, kann man die
beiden Schritte so lange wiederholen, bis eine stabile Position erreicht
ist, d.h. keine Verschiebung nach unten oder links mehr mo¨glich ist.
Dann kann das na¨chste Objekt auf die gleiche Weise platziert werden.
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Listing 2. Platzierungsalgorithmus als Pseudocode
fo r each ( sequenceOfParts )
s e tToIn i t i a lP lac ement ( part )
whi l e ( ! i s S t a b l e ( part ) )
s l i d e B i n a r y ( part , bottom )
s l i d e B i n a r y ( part , l e f t )
i f ( i s V a l i d P o s i t i o n ( part ) )
canvas . add ( part )
e l s e
canvas . s e t I n v a l i d
re turn canvas
Function s l i d e B i n a r y ( part )
whi l e d e l t a > th r e sho ld
part . MoveBy( de l t a )
i f ( ! i s V a l i d P o s i t i o n ( ) )
part . MoveBy(−de l t a )
de l t a = de l t a / 2
Wie genau die einzelnen Komponenten umgesetzt werden sollten,
wird im Folgenden einzeln erla¨utert.
4.4.4 Individuen und Populationen Fu¨r den gewa¨hlten evo-
lutiona¨ren Ansatz ist neben der Wahl der einzelnen, berechnenden
Algorithmenkomponenten auch die Auspra¨gung der Populationen und
Individuen entscheidend. Hierzu werden die sogenannten Chromoso-
men eines Individuums definiert, welche im Verlauf der Berechnung
mutiert werden ko¨nnen und ausreichenden Einfluss auf die Gu¨te einer
Lo¨sung haben. Es wurden folgende Chromosomen pro Individuum
definiert:
– Reihenfolge der Elemente
– Startposition pro Element
– Startrotation pro Element
Die gesamte Lo¨sungsmenge wird als Population bezeichnet,
wa¨hrend einzelne Lo¨sungen Individuen sind. Die Gesamtgro¨ße einer
Population ist u¨ber Simulationsparameter begrenzt und wird u¨ber
die Wiedereinfu¨gevorschrift unter der gegebenen Schranke gehalten.
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Ursprungsgeometrie Startposition Startrotation
Geometrie 1 13 1|4 15◦
Geometrie 2 3 3|2 0◦
Geometrie 3 1 5|4 180◦
...
...
...
...
Geometrie n 8 4|8 30◦
Abbildung 12. Beispielauspra¨gung eines Individuums
4.4.5 Bewertung Die Bewertung eines Individuums findet u¨ber
die Verwendung seiner Chromosomen statt. In diesem Falle wird die
Auspra¨gung von Einfu¨gereihenfolge, Startposition und Startrotation
von einem Greedy-Algorithmus auf das Rohmaterial platziert und
diese Lo¨sung bewertet. Nach welchen Kriterien die Bewertung ge-
nau stattfindet, wird in einem spa¨teren Kapitel (siehe Kapitel 6.4)
behandelt. Zu betonen ist, dass die Bewertung in der entworfenen
Struktur einen großen Berechnungsaufwand und den eigentlichen
Platzierungsvorgang beinhaltet.
4.4.6 Selektion Fu¨r die Rekombination von Individuen ist es
no¨tig, jeweils die vielversprechenden Paarungen auszuwa¨hlen. In
diesem Selektionsprozess werden nach einem vorgegebenen Anteil
die besten Individuen einer Generation mit einer zufa¨lligen Auswahl
aus der Restmenge gekreuzt. Dies ermo¨glicht es, die Paarungen nicht
beidseitig elita¨r zu gestalten und zu schnell in einen Verlust der
Diversita¨t von Auspra¨gungen zu gelangen.
4.4.7 Rekombination Die bestehende Population wird im Rah-
men der Rekombination durch Kreuzung verschiedener Individuen
erweitert. Bereits bewa¨hrte Literaturansa¨tze ko¨nnen u¨bernommen
und angepasst werden. Um aus guten, bestehenden Lo¨sungen mit
mo¨glichst hoher Wahrscheinlichkeit auch gute Nachkommen zu gene-
rieren, ist es wichtig, Ansa¨tze zu wa¨hlen, bei denen Zusammenha¨nge
erhalten bleiben ko¨nnen. Da zum Beispiel die Einfu¨gereihenfolge einen
großen Einfluss auf die Gu¨te einer Lo¨sung hat, ist es erstrebenswert
Rekombinationen zu wa¨hlen, die stu¨ckweise nachbarschaftserhaltend
sind.
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Fu¨r die Rekombination ist es allgemein von Interesse eine hohe
Diversita¨t der Individuen zu besitzen, um die Mo¨glichkeit zu gewa¨hr-
leisten, bei einer Rekombination die besten Auspra¨gungen beider
Eltern zu einer noch besseren Lo¨sung zu kombinieren. Auf der Gegen-
seite sollten die Individuen der Ausgangspopulation schon relativ gute
Lo¨sungen darstellen, um die Chance fu¨r unbrauchbare neue Lo¨sungen
gering zu halten. Um zu verhindern, dass im spa¨teren Verlauf einer
Durchfu¨hrung nahezu alle Individuen nur geringfu¨gige Abweichungen
der gleichen Lo¨sung darstellen und Rekombinationen wenig Mehrwert
bieten, sind die oben genannten Parameter entsprechend zu bestim-
men. Zusa¨tzlich kann bei manchen Rekombinationsoperationen durch
eine Rekombinationsrate angegeben werden wie groß der vererbte
Anteil eines Elternteils ist.
Crossover: Klassisch wird bei der Rekombination zweier Eltern der
Crossoveroperator verwendet. Dabei werden beide Eltern an den
gleichen, zufa¨llig gewa¨hlten Stellen getrennt und der Nachkomme
u¨bernimmt abwechselnd einen Teil von jedem Elternteil. Je nach
Ausfu¨hrung kann dies mit einer Trennstelle (singlepoint crossover)
oder an mehreren Stellen (multipoint crossover) durchgefu¨hrt wer-
den. Da sich dieser Operator in seiner Ursprungsform nur auf bina¨re
Auspra¨gungen anwenden la¨sst, ist er fu¨r den kombinatorischen An-
wendungsfall nicht geeignet.
Position Crossover: Fu¨r kombinatorische Probleme werden ha¨ufig
Position Crossover Rekombinationen verwendet. Aus dem ersten El-
ternteil wird eine definierte Anzahl an Positionen zufa¨llig ausgewa¨hlt.
Diese werden im Kind an exakt diesen Positionen u¨bernommen. Die
im Kind existierenden Lu¨cken, werden mit den fehlenden Elemen-
ten in genau der Reihenfolge bestu¨ckt, wie sie im zweiten Elternteil
auftreten.[Sysw91]
Bei na¨herer Betrachtung und Beru¨cksichtigung des verwendeten
Greedy-Platzierungs-Algorithmus wurde deutlich, dass der Einfluss
der Erhaltung von Nachbarschaften eine starke Abha¨ngigkeit von
deren Position in der Einfu¨gereihenfolge hat. Die Erhaltung einer
Nachbarschaft im hinteren Verlauf der Reihe verliert ihren Wert,
wenn im vorderen Teil viele Vertauschungen stattfinden. Denn fu¨r
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eine Platzierung der Nachbarschaft bilden die fru¨h eingesetzten Teile
die geometrische Grundlage. Im Gegenzug ist eine sehr gute Lo¨sung
stark abha¨ngig vom vorderen Teil ihrer Platzierungsreihenfolge.
KeepStartingSequence: Fu¨r diese Arbeit wurde eine Rekombination
entworfen, bei der eine zufa¨llige Anzahl an Elementen zu Beginn
der Reihenfolge vom ersten Elternteil u¨bernommen wird. Dies soll
ermo¨glichen, dass bewa¨hrte Startsequenzen bei der Vererbung erhal-
ten bleiben. Es wird u¨ber den Parameter des definierten Anteils an
zu u¨bernehmenden Elementen eine zufa¨llige Position gewa¨hlt bis zu
der alle Elemente ab der Startposition u¨bernommen werden. Falls der
Anteil noch nicht erreicht ist, werden weitere Positionen im Verfahren
wie beim Position Crossover vererbt.
Elternteil 1 × Elternteil 2 Nachkomme
Single Crossover {5,2,7, 6, 1, 3, 4} {7, 6, 5, 3, 2, 1, 4} {5,2,7, 6, 3, 1, 4}
Position Crossover {5,2, 7,6, 1,3,4} {7, 6, 5, 3, 2, 1, 4} {7,2, 5,6, 1,3,4}
KeepStartingSequence {5,2,7,6, 1, 3, 4} {7, 6, 5, 3, 2, 1, 4} {5,2,7,6, 3, 1, 4}
Die Nummern beschreiben in diesem Beispiel die Sortierung der Geometrien
Abbildung 13. Beispielauspra¨gungen Rekombinationen
Die Parametrierung der Rekombinationsoperationen ist dabei
Bestandteil der Voruntersuchung zur Validierung und wird in u¨ber
Versuchsreihen ero¨rtert.
4.4.8 Mutation In Anlehnung an biologische Evolutionsprozesse
werden die Elemente einer Population einzeln mutiert um die Mo¨glich-
keit zu nutzen durch kleine A¨nderungen der Chromosomauspra¨gungen
eine bestehende Lo¨sung stu¨ckweise zu verbessern. Folgende Muta-
tionen werden im Rahmen der Arbeit umgesetzt und deren Einsatz
gepru¨ft:
Vertauschung von Nachbarn: Beim sogenannten Neighbour Swap wird
an einer zufa¨lligen Stelle der Reihenfolge innerhalb eines Individuums
ein Positionstausch zweier Nachbarn durchgefu¨hrt. Es ist darauf
zu achten, dass die Nachbarn sich von Geometrie und Auspra¨gung
unterscheiden.
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Startposition: Da die initiale geometrische Position eines Teils Ein-
fluss auf seine erfolgreiche Platzierung hat, wird mit dieser Mutation
die Startposition vera¨ndert. Wenn diese Mutation in Verbindung mit
einem Bottom-Left-Algorithmus kombiniert wird, kann die Mutati-
on auf eine Achse beschra¨nkt werden, da eine Verschiebung in der
anderen Achse keine Vorteile mit sich bringt.
Umdrehen der Reihenfolge: Eine weitere Operation, ist die stu¨ckwei-
se Umkehrung (ReverseOrder) der Sortierung. Es wird ein zufa¨llig
bestimmter Bereich der Reihenfolge ausgewa¨hlt und die Elemente in
umgekehrter Reihenfolge wieder eingefu¨gt.
Zufa¨lliges Einfu¨gen: Bei der sogenannten RandomInsertion wird
ein Element der Liste entnommen und an einer anderen Stelle neu
eingefu¨gt. Wie bei einer logischen Kette wird dabei die Restkette
jeweils um ein Element verschoben.
Zufa¨llige Rotation: Da die Orientierung der Geometrien einen großen
Einfluss auf deren gute Platzierbarkeit hat, wird bei der RandomRo-
tation die Ausgangsdrehung des Elements vera¨ndert. Hierbei kann
vorab konfiguriert werden in welcher Schrittweite dies mo¨glich ist um
ungu¨ltige Lo¨sungen zu vermeiden.
Zufa¨lliger Tausch: Zwei zufa¨llig ausgewa¨hlte Elemente der kompletten
Liste werden miteinander getauscht. Bei diesem RandomSwap sollte
darauf geachtet werden, dass die beiden Elemente sich von Geometrie
und Auspra¨gung unterscheiden.
Durcheinanderwu¨rfeln: Durch die geordneten und nachbarschaftser-
haltenden Mutationen sind manche tiefgreifende Umsortierungen mit
besserer Gesamtlo¨sung schwierig zu erreichen. Deshalb wird durch die
Mutation Shuﬄe ein Teil der Liste zufa¨llig vermischt in der Hoffnung,
eine passendere Sortierung erhalten zu haben.
Rotieren der Reihenfolge: Bei der Mutation RotateRight wird ein Teil
einer Einfu¨gereihenfolge um eine Stelle verschoben, wobei das dabei
”
herausgefallene“ Element in die entstehende Lu¨cke wieder eingefu¨gt
wird. Hierbei ist ein Erhalten der Nachbarschaftsbeziehungen in
großen Teilen gegeben.
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Neuplatzierung des ersten Elements: Das erste Element einer Einfu¨ge-
reihenfolge hat großen Einfluss auf die Platzierung durch einen
Greedy-Algorithmus. Bei dieser Mutation wird daher das erste Ele-
ment an eine zufa¨llige Position der Liste verschoben.
Neuplatzierung des
”
schlechtesten“ Elements: Die Bewertung einer
Lo¨sung findet oft durch die Berechnung der Gesamtho¨he statt. Nun
kann es vorkommen, dass ein komplexes, großes oder schwer zu plat-
zierendes Teil so positioniert wird, dass es mit einer seiner Eckpunkte
den ho¨chsten Punkt definiert und damit die Bewertung definiert.
Es muss dabei nicht zwangsla¨ufig das letztplatzierte Element sein.
Dieses Element wird an zufa¨lliger Position in die Liste eingefu¨gt um
bei einer erneuten Platzierung gegebenenfalls an einer gu¨nstigeren
Position zu einer besseren Gesamtlo¨sung beizutragen.
Ausgangsauspra¨gung → nach der Mutation
ReverseOrder {1, 2, 3,4,5,6, 7} {1, 2, 3,6,5,4, 7}
NeighbourSwap {1, 2, 3,4,5, 6, 7} {1, 2, 3,5,4, 6, 7}
RandomInsertion {1,2, 3, 4, 5, 6, 7} {1, 3, 4, 5,2, 6, 7}
RandomSwap {1, 2,3, 4, 5, 6, 7} {3, 2,1, 4, 5, 6, 7}
Shuﬄe {1,2,3,4,5,6, 7} {1,4,6,5,3,2, 7}
RotateRight {1, 2,3,4,5,6,7} {1, 2,7,3,4,5,6}
FirstElement {1, 2, 3, 4, 5, 6, 7} {2, 3, 4, 5,1, 6, 7}
WorstElement {1, 2, 3, 4, 5,6, 7} {1, 2, 3,6, 4, 5, 7}
Die Nummern beschreiben in diesem Beispiel die Sortierung der Geometrien
Abbildung 14. Beispielauspra¨gungen (Reihenfolgen-)Mutationen
Durch die große Zahl an Parameterauspra¨gungen und mo¨glichen
Mutationen sind umfangreiche Untersuchungen no¨tig, um korrekte
Parameter zu finden. Dabei handelt es sich sowohl um die Konfigura-
tion der Mutationen als auch die Untersuchung welche Mutationen
Verwendung finden sollen und mit welcher Wahrscheinlichkeitsvertei-
lung diese ausgewa¨hlt werden.
Laut Pohlheim [Pohl13] wird die Mutationsrate meist auf (1/An-
zahl der Variablen) gesetzt. Dies soll fu¨r die Parameterfindung in
dieser Arbeit als Einstiegspunkt dienen.
4.4.9 Wiedereinfu¨gen Um Platz fu¨r die neuen mo¨glichen Lo¨sun-
gen zu schaffen, mu¨ssen Individuen aus der Population ausgeschlossen
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werden. Fu¨r eine neue Generation findet eine direkte Auswahl statt.
Dabei gibt es mehrere Kennzahlen:
Wiedereinfu¨gerate: Es wird beschrieben, wie viele Individuen einer
Generation beim Wechsel in die Folgegeneration ersetzt werden. Eine
Rate von 1 bedeutet, dass alle Individuen ersetzt werden. Da dies die
Gefahr birgt, dass eine bereits berechnete beste Lo¨sung durch eine
schlechtere ersetzt wird, wa¨hlen wir eine Rate von knapp unter 1.
Sodass mindestens die beste Lo¨sung erhalten bleibt. Dies ermo¨glicht
es, neuen Individuen in die Population einzutreten ohne die beste
Lo¨sung zu verlieren.
Generationslu¨cke: Diese Rate gibt an wie viele Nachkommen pro
Individuum erzeugt werden. Da in diesem Fall mehrere Mutatio-
nen angewendet werden und ein Teil einer Generation durch eine
Rekombination gekreuzt wird, tritt eine Generationslu¨cke von 6 auf.
Einfu¨gevorschrift: Aufgrund der Tatsache, dass mehr Individuen
generiert werden, als in die na¨chste Generation u¨bernommen werden
ko¨nnen, muss eine Selektion stattfinden. Anhand der Wiedereinfu¨ge-
rate werden die schlechtesten Elemente der vergangenen Generation
entfernt. Dann werden die besten Lo¨sungen der aktuelle erzeugten
Nachkommen und Mutationen eingefu¨gt, bis die gewu¨nschte Gro¨ße
der Population wieder erreicht ist. Dies ist die sogenannte Truncation-
Selection. [Pohl13] Der sogenannte Selektionsdruck betra¨gt daher 1,
da stets nur die besten Individuen in die na¨chste Generation u¨ber-
nommen werden.
Die Lebensdauer der Individuen verha¨lt sich dabei in Abha¨ngigkeit
der beiden Parameter und wird in Generationen pro Individuum
angegeben. Im behandelten Fall ha¨tte ein Individuum daher eine
durchschnittliche Lebensdauer von circa 0,2 Generationen.
∅Lebensdauer =
1
Wiedereinfu¨gerate×Generationslu¨cke (7)
4.4.10 Initialisierung der Population Ein evolutiona¨rer Al-
gorithmus braucht zu seinem Beginn mindestens eine bestehende
Lo¨sung fu¨r den Start des Optimierungsprozesses. Dazu werden so
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viele Individuen aus der gegebenen Menge und Reihenfolge von Teilen
permutiert, bis die Startgeneration voll besetzt ist.
Um fu¨r ha¨ufig auftretende Charakteristika der Eingabemenge
mo¨glichst gu¨nstige Startbedingungen zu erhalten, werden mehrere
Individuen nach gegeben Kriterien sortiert:
– La¨nge des Objekts
– exakte Fla¨che des Objekts
– Fu¨llgrad bzgl. des einhu¨llenden Rechtecks
– Ho¨he des Objekts
– Fla¨che des einhu¨llenden Rechtecks
4.4.11 Abbruchkriterium Der evolutiona¨re Algorithmus ist
durch den iterativen Charakter so konzipiert, dass er sich beliebig
oft hintereinander ausfu¨hren la¨sst und bestrebt ist, die bestmo¨gliche
Lo¨sung zu finden. Da dies theoretisch ein unendlich andauernder
Prozess sein kann, ist es no¨tig zu definieren, bei welchem Ereignis das
beste bisher bekannte Individuum als Lo¨sung herausgegeben wird. Es
ist dabei zu beachten, dass die relative Verbesserung einer Lo¨sung bei
zunehmender Simulationsdauer durchschnittlich stark abnimmt und
somit eine grobe Scha¨tzung des weiteren Verlaufs mo¨glich ist. Um
das Verha¨ltnis von Rechenaufwand zu Lo¨sungsgu¨te zu kontrollieren
gibt es folgende Abbruchkriterien:
Direkte Kriterien: Die Za¨hlsta¨nde von insgesamt berechneten Indi-
viduen oder Generationen finden als direkte Kriterien Verwendung.
Auch mo¨glich ist die einfache Beschra¨nkung der Simulationszeit auf
eine gegebene Dauer. Je nach Zielsetzung der Anwendung kann auch
die Differenz zu einem bekannten Optimum oder die vorgegebene
Zielgro¨ße der Wertefunktion angegeben werden.
Abgeleitete Kriterien: Neben den direkten Kriterien ist es mo¨glich,
die Werte innerhalb einer Generation zu vergleichen und daraus ab-
zuleiten, wie vielversprechend die Generation in Bezug auf weitere
Verbesserungen ist. Dies kann u¨ber die Standardabweichung, einen
laufenden Mittelwert, die Differenz der Extreme oder Kappa (Gleich-
artigkeit der Auspra¨gungen verschiedener Individuen) geschehen. Es
gilt speziell zu beachten, dass nicht bei allen Kriterien das Erreichen
des Abbruchpunktes garantiert ist.
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Die genannten Kriterien schließen sich nicht gegenseitig aus, son-
dern ko¨nnen in der Praxis durch verschiedene logische Operanden
kombiniert werden.
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5 Implementierung
Nach dem Entwurf des zu verwendenden Algorithmus wurde dieser
und das zugeho¨rige Framework implementiert, um die Leistungsfa¨hig-
keit und Verwendbarkeit in den Anwendungsfa¨llen zu pru¨fen.
5.1 Umgebung
Als Laufzeitumgebung wurde die Java Virtual Machine ausgewa¨hlt.
Aufgrund der Plattformunabha¨ngigkeit in spa¨teren Schritten ist es
leichter, Laufzeitversuche auf Clustern, Servern, regula¨ren Compu-
tern und eingebetteten Systemen durchzufu¨hren. Zudem bietet die
Umgebung eine einfache Integration von Bibliotheken und Testme-
chanismen wie Unittests. Die Programmiersprache ist in diesem Falle
Java. Trotz des bereits erschienenen Java Runtime Environment 8
wurde aus Kompatibilita¨tsgru¨nden das Java Runtime Environment 7
verwendet.
5.2 Aufbau
Das Programm selbst ist als eigensta¨ndige Software konzipiert und
bedient sich keiner zusa¨tzlichen Software. Es gibt keine grafische
Benutzeroberfla¨che, sodass die Simulation direkt u¨ber die Konsole
gestartet wird. Dabei wird als Parameter der Dateiname der aus-
zufu¨hrenden Simulationskonfiguration u¨bergeben.
Allgemein ist die Simulation nach den Grundprinzipien der ob-
jektorientierten Programmierung implementiert und es wurde im
Vorhinein ein Grobgeru¨st unter Verwendung von Entwurfsmustern
aufgesetzt. Dieses Vorgehen hat u¨ber die Zeit der Erstellung einen
hohen Grad an Flexibilita¨t und Austauschbarkeit garantiert, dank
diesem sich weiterhin neue Komponenten hinzufu¨gen lassen.
Fu¨r Ein- und Ausgabedaten wurde das Format SVG (Scalable
Vector Graphics) gewa¨hlt um eine einfache Bedienung und Anwen-
dungsna¨he zu ermo¨glichen.
5.2.1 Bibliotheken Im Rahmen der Implementierung wurden
verfu¨gbare Bibliotheken verwendet um Teilfunktionalita¨ten direkt
nutzen zu ko¨nnen.
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Standard: Das in der Java Plattform SE verfu¨gbare Paket ja-
va.awt.geom wurde fu¨r Geometrieoperationen verwendet und diente
als Grundlage fu¨r weitere Implementierungen. Daru¨ber hinaus wur-
den vor allem im Bereich des Dateizugriffs und Listenverwaltung
bestehende Pakete verwendet.
SVG Handling: Fu¨r den Einleseprozess der Eingabegeometrien aus
dem SVG-Format wurde das Java SVG Toolkit Batik 1.8 von Apache
verwendet. Dieses stellt ein stabiles Einlesen von Vektordaten mit
verschiedenen Spezifikationen und Darstellungsvarianten sicher. Als
hierarchische Struktur la¨sst sich einfach auf die Pfade und Pfadstu¨cke
zugreifen und diese in die zur Berechnung beno¨tigte Modellierung
u¨berfu¨hren.
5.3 Algorithmus
Zur besseren U¨bersichtlichkeit und einfachen Entwicklung von alterna-
tiven Ansa¨tzen wurden zu allen verwendeten Berechnungsbausteinen,
je nach Komplexita¨t, Interfaces und abstrakte Klassen angelegt. Dies
ermo¨glicht eine klare Trennung der verschiedenen Algorithmenbe-
standteile, vereinfacht die Durchfu¨hrung von Tests und ermo¨glicht es,
Programmbausteine schnell auszutauschen. Ein Beispiel fu¨r eine sol-
che Implementierung ist der evolutiona¨re Algorithmus, dessen Ablauf
in der abstrakten Klasse komplett definiert ist und dessen Inhalte
der einzelnen Algorithmenschritte durch die implementierende Klasse
definiert werden.
5.4 Modell
Bei der Umsetzung des Modells mussten einige laufzeitrelevanten
Umsetzungen gepru¨ft werden, um spa¨tere Performancenachteile bei
der Simulation zu verhindern. Dazu wurde vor allem der Zugriff auf
die Geometriedaten und deren Repra¨sentation und Modifikation u¨ber-
arbeitet. Besonders anfa¨llig war der Umgang mit den vielen Instanzen
einer Ursprungsgeometrie, welche aufgrund der Mutationsoperatoren
in vielen Variationen vorliegen kann. Eine Mo¨glichkeit wa¨re das
Einfu¨hren einer zusa¨tzlichen Information u¨ber die angewendeten
Transformationen als eigenes Objekt, das auf das Ursprungsobjekt
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referenziert. Die Alternative wa¨re, eine komplette Kopie der Geo-
metrie und aller seiner verknu¨pften Objekte zu erstellen und diese
direkt zu modifizieren.
TransformationsObjekt
+ Direkte Referenz auf das
Originalobjekt
+ Keine Kopieroperationen
− Viele Rechenoperationen
DeepCopy
+ Einfacheres Handling
+ Einfachere Parallelisierung
− Redundante Informationen
− Erho¨hter Speicherbedarf
− Rekombination schwieriger
Nach einer Laufzeitanalyse wurde die DeepCopy Lo¨sung umge-
setzt, da der erho¨hte Speicherbedarf wesentlich weniger Einfluss auf
die Laufzeit hat, als der erho¨hte Rechenaufwand fu¨r Verschiebungs-
und Kollisionsabfragen.
5.5 Applikation
Aufgrund der Komplexita¨t der zugrundeliegenden Problemstellung
wurde keine grafische Benutzerschnittstelle implementiert. Die Be-
dienung des Systems findet u¨ber den einfachen Konsolenaufruf statt
und wird u¨ber vorgegebene Struktur und Speicherorte von Ein- und
Ausgabedaten ausgefu¨hrt. Konfigurationseinstellungen werden dabei
auch u¨ber eine Parameterdatei eingelesen.
5.6 Optimierungen
Wa¨hrend der Implementierung wurden u¨ber Profiler Funktionen
identifiziert, die einen hohen Anteil an der gesamten Berechnung
einnehmen. Entweder durch eine lange Einzellaufzeit oder durch den
vielfachen Aufruf. Um die Simulationszeit bzw. die Iterationszeit zu
verku¨rzen wurden unter anderem folgende Maßnahmen umgesetzt:
5.6.1 Redundante Berechnungen eliminieren Bei der Lauf-
zeitanalyse wurde deutlich, dass durch die Kollisionsabfrage sehr
oft die einhu¨llenden Geometrien (BoundingBoxes) von Elementen
angefragt wurden. Da diese zumeist aus den bestehenden Eckpunkten
des Objekts berechnet werden mu¨ssen, ist dies ein großer Rechen-
aufwand. Im Rahmen eines Durchlaufs des Platzierungsalgorithmus
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kommt es vielfach vor, dass die Einhu¨llende einer Geometrie ange-
fordert wird. Da sich das Objekt, z.B. wenn es als erstes platziert
wurde, dazwischen oft nicht bewegt, hat die Berechnung jeweils das
gleiche Ergebnis. Um Aufwand einzusparen wird die Einhu¨llende
dauerhaft im Objekt gespeichert und alle modifizierenden Funktionen
wurden so erweitert, dass sie die Einhu¨llende nach einer Modifikation
aktualisieren. Dies fu¨hrte zu einer deutlichen Beschleunigung des
Simulationsdurchlaufs.
Eine a¨hnliche Situation finden wir bei der Berechnung der Ziel-
funktion vor. Da diese pro Individuum stets gleichbleibend ist, sorgt
eine Zwischenspeicherung fu¨r verbessere Laufzeiten bei Sortieropera-
tionen. Nach einer Mutation oder Rekombination wird einmalig eine
neue Bewertung durchgefu¨hrt und abgespeichert.
5.6.2 U¨berspringen von Leerraum Je nach gewa¨hlter Imple-
mentierung des Greedy-Algorithmus kann es vorkommen, dass Objek-
te in diskreten Schritten zur endgu¨ltigen Platzierung gefu¨hrt werden.
Die Bewegung von der Startposition in die Na¨he der bereits platzieren
Objekte findet daher im Leerraum statt. Da diese Bewegung unno¨tige
Rechenzeit in Anspruch nimmt, wurden verschiedene konzeptionelle
und implementatorische Maßnahmen ergriffen, um den Leerraum zu
umgehen. U¨ber die gegebene ra¨umliche Repra¨sentation als Uniform
Grid ist es einfach festzustellen, welche Felder komplett leer sind
und einfach u¨bersprungen werden ko¨nnen. Zudem ko¨nnen nach dem
bewa¨hrten Verfahren der bina¨ren Suche Objekte effizient mit hoher
Genauigkeit platziert werden, ohne, dass große Abha¨ngigkeit von der
gegebenen Auflo¨sung bzw. Diskretisierung besteht.
5.7 Parametrierung
Zur Simulation ist es no¨tig, eine Auswahl der zur Verfu¨gung stehen-
den Komponenten (Mutationen, Rekombinationen) zu treffen und
zudem die damit verbundenen Parameter passend zu setzen. Ziel
ist es, dabei mit einem vertretbaren Zeitaufwand gute Ergebnisse
berechnen zu ko¨nnen. Es werden als Ausgangswerte bekannte Werte
aus der Literatur verwendet. Aus dem Einfu¨hrungswerk fu¨r Evoluti-
ona¨re Algorithmen von Pohlheim [Pohl13] sind folgende Werte als
Startwerte entnommen:
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– Wiedereinfu¨gerate: 0,90-0,99
– Generationslu¨cke: 3-10
– Rekombinationsrate: 0,7
– Selektionsdruck: 1
– Mutationsrate: 1/Variablenanzahl
Fu¨r eine ausreichende Diversita¨t an Startpopulationen wurde eine
Populationsgro¨ße von 100 Individuen als Ausgangspunkt gewa¨hlt. Zur
Beobachtung des Verlaufs wurde als Abbruchkriterium eine maximale
Generationsanzahl von 350 Generationen gewa¨hlt.
Experimentell wurde untersucht, wie die Einflu¨sse von A¨nderun-
gen dieser Startwerte auf die Ergebnisse der Berechnung sind und die-
se durch Herleitungen nachvollzogen. Nach einigen Simulationsla¨ufen
haben sich folgende Parametereinstellungen bewa¨hrt:
Wiedereinfu¨gerate Die Einfu¨gerate wurde auf 0,95 festgesetzt, da
bei na¨herer Untersuchung eine ho¨here Rate dazu gefu¨hrt hat, dass
sich ausgehend von der Startpopulation zu schnell nur die Nach-
fahren eines Individuums durchsetzen und somit sehr schnell ein
Diversita¨tsverlust auftritt. Bei niedrigeren Einfu¨geraten verbleiben
viele Lo¨sungen in Population, welche schon mutiert und kombiniert
wurden und blockieren somit den Platz fu¨r neue Individuen. Diese
ko¨nnen teilweise zwar eine schlechtere Bewertung haben, bieten aber
eher die Mo¨glichkeit, damit lokale Minima zu verlassen.
Generationslu¨cke Die Generationslu¨cke gibt an wie viele Nachfahren
oder Mutationen pro Individuum erzeugt werden. Dies ist vor allem
abha¨ngig von der Art der Berechnung und Komponentenkonfiguration
des Algorithmus. Durch Rekombination und Mutation werden fu¨r
jede Generation sechs neue Lo¨sungen aus einem Individuum generiert.
Rekombinationsrate: Der verwendete Wert fu¨r die Rekombinationsra-
te aus der Literatur konnte auf die im Rahmen dieser Arbeit umgesetz-
te Rekombinationsvariante KeepStartingSequence nicht u¨bertragen
werden. Ein zu großer Wert fu¨hrt zu einer zu großen U¨bereinstim-
mung zwischen erstem Elternteil und Kind, sodass in Verbindung mit
der Auswahl der besten Individuen zur Rekombination sehr schnell
nur noch sehr a¨hnliche Lo¨sungen generiert werden. Es wurde nach
mehreren Durchga¨ngen herausgefunden, dass eine Rate von 0,33
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eine ausreichende Sta¨rke der Elternauspra¨gung vererbt wird und
gleichzeitig eine große Varianz mo¨glich bleibt.
Selektionsdruck: Der Selektionsdruck wurde beim Maximalwert von
1 beibehalten, um sicherzustellen, dass neu generierte Lo¨sungen,
welche besser als die bisher beste Lo¨sung sind, auch sicher in die
Folgegeneration u¨bernommen werden.
Mutationsrate: Die bewa¨hrte Rate wurde beibehalten, um zu verhin-
dern, dass ein Individuum durch zu viele Mutationen sich zu stark
vera¨ndert und so der evolutiona¨re Effekt geschwa¨cht wird.
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6 Validierung
Nach Entwurf und Implementierung gilt es die erarbeiteten Inhalte
auf ihre Tauglichkeit zu pru¨fen und in den Vergleich zu bestehen-
den Systemen Dritter zu stellen. Es wurden im Rahmen der Ar-
beit Validierungen auf verschiedenen Ebenen und Anwendungsfa¨llen
durchgefu¨hrt, welche folgend im Detail erla¨utert werden.
6.1 Vorgehen
Um die Korrektheit von selbst implementierten Grundfunktionen
zu pru¨fen, wurden entwicklungsbegleitend JUnit-Tests durchgefu¨hrt.
Speziell bei den geometrischen Operationen und bewertenden Pro-
grammbausteinen wurden umfangreiche Tests zur Sicherung der Kor-
rektheit implementiert.
6.2 Voraussetzungen
Um eine Lo¨sung mit Anderen vergleichen zu ko¨nnen, muss sicher-
gestellt sein, dass es sich um eine korrekte Lo¨sung handelt. Hier-
zu wurden Konsistenzpru¨fungen implementiert, die Ergebnisse und
Zwischenergebnisse pru¨fen und die Simulation gegebenenfalls un-
terbrechen. Durch die Implementierung des Algorithmus ist eine
hinsichtlich Anzahl, U¨berlappung und Geometrietreue konsistente
Lo¨sung gegeben, wenn ein Ergebnis zuru¨ckgegeben wird. In den ge-
stellten Platzierungsaufgaben muss der Algorithmus stets eine gu¨ltige
Lo¨sung generieren, die bewertet werden kann.
6.3 Zielkriterien
Aufgrund des vielfa¨ltigen Beta¨tigungsfeldes besteht kein allge-
meingu¨ltiges und etabliertes Zielkriterium. Im Bereich des Lederzu-
schnitts [HeLe95] handelt es sich um eine Wertefunktion der Gu¨te
der verwendeten Fla¨che. Bei den klassischen Platzierungsbenchmarks
mit Anlehnung an die Großindustrie [ShKa13] sind die einfachen
La¨ngen des beno¨tigten Rohmaterials ausreichend.
Um Lo¨sungen in Relation setzen zu ko¨nnen, mu¨ssen daher Krite-
rien ausgewa¨hlt werden, nach denen verglichen werden kann. Hierzu
sollen die Anwendungsfa¨lle beru¨cksichtigt werden, bei denen es um
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die Nu¨tzlichkeit der gegebenen Lo¨sung und der weiteren Verwendung
des Rohmaterials geht.
6.4 Bewertungsfunktionen Materialausnutzung
Prima¨res Ziel aller Anwender ist die Einsparung von Kosten. Dies
stimmt in fast allen Fa¨llen direkt mit der Fla¨che der nicht mehr ver-
wendbarenIm Sinne des Trennprozesses und nicht im Weiterverkauf
des Wertstoffs Teile des Rohmaterials u¨berein. Nur bei großindustriel-
len Prozessen wird Materialverlust in Kauf genommen, wenn dadurch
andere Kosteneinsparungen durch ku¨rzere Laufzeiten oder ho¨heren
Automatisierungsgrad erreicht werden ko¨nnen. Da sich diese Arbeit
aber mit Kleinserien und Prototypenbau bescha¨ftigt, wird dieser
Anwendungsfall nicht na¨her betrachtet. Das oberste Zielkriterium,
das gemessen werden muss, ist daher die genutzte Fla¨che bzw. die
noch nutzbare Restfla¨che.
Abbildung 15. Visualisierung der Bewertungsfunktionen
6.4.1 Ho¨he des angeschnittenen Materials In Industriezwei-
gen, in denen es um prozentual große Einsparungen bei der Verwen-
dung von Endlosmaterial oder Rollenmaterial geht, ist das klassische
Bewertungskriterium die Fla¨che des beno¨tigten Materials. Die Breite
ist durch das Rohmaterial bereits definiert. Dies ist daher auch die
Bewertungsfunktionen des Strip-Packagings, welches in der Forschung
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viel fu¨r Benchmarks verwendet wird. Fu¨r Platzierungen mit geringen
Stu¨ckzahlen, welche beispielsweise nicht die ganze Breite des Rohma-
terials ausnutzen ko¨nnen, ist diese Berechnung wenig aussagekra¨ftig.
Eine Visualisierung der Funktion ist in Abbildung 15 unter K1 zu
sehen.
Bewertung =
Fla¨che des achsensymmetrischen, umschließenden Rechtecks
Gesamtfla¨che des Rohmaterials
(8)
6.4.2 Konvexe Hu¨lle Bei nicht anna¨hernd geradlinig begrenz-
ten Platzierungen sinnvoll die genutzten Fla¨che zu bewerten, ist
aufwa¨ndig. Um mo¨glichst wenig noch nutzbares Material dem Ver-
schnitt zuzurechnen, la¨sst sich u¨ber die konvexe Hu¨lle eine geeignete
Na¨herung als durch die reine Ho¨he berechnen. Die konvexe Hu¨lle
eignet sich auch fu¨r irregula¨r begrenztes Rohmaterial. Dennoch kann
sie in vielen Fa¨llen zu großen Bewertungsabweichungen fu¨hren, bei
der nutzbares Material unterschlagen wird oder gegenteilig nicht
nutzbares Material am Rand eingerechnet wird. Eine Visualisierung
der Bewertungsfunktionen ist in Abbildung 15 unter K2 zu sehen.
6.4.3 Projektion Die Ansa¨tze der rechteckigen Ho¨henmessung
liefert in allen Fa¨llen eine sichere Abscha¨tzung, da das wieder zu
verwertende Restmaterial rechteckig definiert ist und somit keine
Hindernisse durch vorangegangen platzierte Teile bestehen. Leider
fu¨hrt dies bei speziellen Geometrien zu starken Abweichungen, da
oft großfla¨chige Stu¨cke dem Verschnitt zugeordnet werden, obwohl
diese in einem weiteren Prozess nutzbar wa¨ren. Um eine genauere
Abscha¨tzung zu erhalten, ist es no¨tig, die Verschnittfla¨che durch
einen Pfad anstatt durch eine waagerechte Linie zu begrenzen . Da
vermieden werden soll, dass zu viel Material als Wertmaterial erkannt
wird, ist es wichtig, Hinterschnitte zu beachten und tiefe Einschnitte
auf ihre Verwendbarkeit zu beurteilen. Eine Visualisierung als einfache
Projektion ist als durchgezogene Linie in Abbildung 15 unter K3 zu
sehen.
6.4.4 Winkelgrenzen Um das Problem tiefer Einschnitte bei der
Projektion und dem Stufenmodell zu umgehen, kann der maximale
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Winkel einer begrenzenden Linie beschra¨nkt werden: Damit wird eine
Gla¨ttung erreicht. In Abbildung 15 unter K4 ist zu erkennen, dass
große Lu¨cken dennoch als noch zu verwertendes Material gewertet
werden.
6.4.5 Bezierkurven Statt dem Versuch, die Fla¨che mo¨glichst
exakt zu begrenzen ist der Ansatz u¨ber Bezierkurven eine Heuristik,
die den Verbrauch na¨hert. Die Aussagekraft der Bewertung beruht
auf der Annahme, dass stets a¨hnlich große Bereiche hinzugerechnet
wie abgezogen werden. (Siehe Abbildung 15 unter K5)
6.4.6 Weitere Variationen Um Ungenauigkeiten der verschie-
denen Bewertungsfunktionen auszugleichen und Sonderfa¨lle sicher
abdecken zu ko¨nnen, lassen sich die Funktionen auch kombinieren.
Eine gemeinsame Bewertung kann dann aus den Einzelbewertungen
berechnet werden. Alternativ ist es mo¨glich, die Bewertung u¨ber meh-
rere Ebenen durchzufu¨hren, sodass bei Gleichheit von Bewertungen
eine Andere fu¨r den direkten Vergleich und die relative Ordnung
hinzugezogen werden kann.
Zudem ist es mo¨glich, die Bewertung u¨ber eine nichtlineare Be-
rechnung zu erzeugen, um bestimmte Bereiche besser unterscheiden
zu ko¨nnen.
6.4.7 Auswahl Die Vor- und Nachteile der verschiedenen Verfah-
ren beziehen sich in fast allen Fa¨llen auf Sonderfa¨lle oder spezielle
Einsatzgebiete. Da im Rahmen der Validierung vor allem der Ver-
gleich mit anderen Verfahren und bestehenden Benchmarks gesucht
wird, ist die einfache Berechnung der Ho¨he die geeignete Funktion.
Bei genauerer Betrachtung ist dieses Kriterium auch fu¨r die in Para-
graph 6.4.1 genannten Sonderfa¨lle geeignet, wenn die tatsa¨chlichen
Anwendungsfa¨lle beru¨cksichtigt werden. Die Na¨herung der Trenn-
kante als waagrechte Linie ist doch geeignet (siehe Abb. 16), wenn
mit mehreren Eingabemengen auf dem selben Material mehrfach der
Platzierungsalgorithmus ausfu¨hrt wird.
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Abbildung 16. Anwendung des Kriteriums bei der mehrfachen Plat-
zierung
6.5 Testdaten
Die zur Durchfu¨hrung der Validierung beno¨tigten Datensa¨tze sol-
len Anwendungsfa¨llen mo¨glichst genau entsprechen sowie eine gute
Vergleichbarkeit zu anderen Verfahren bieten. Im Folgenden wer-
den verfu¨gbare Datenquellen genauer erla¨utert und die mo¨glichen
Testdaten beschrieben.
6.5.1 Benchmarks
Blaz: Ein weit verbreiteter und vielfach verwendeter Benchmark
fu¨r Tests von Platzierungsverfahren im Strip-Packaging ist die von
Oliveira und Ferreira[OlGF00] vorgestellte Sammlung fiktiver Geome-
trien. Es handelt sich um insgesamt sieben Konturen, welche in zwei
Konfigurationen Verwendung finden (siehe Abb.17). Die Umrisse sind
eindeutig konstruiert und nur fu¨r Testla¨ufe gedacht. Aufgrund des
stets vierfachen Auftretens der einzelnen Geometrien, eignet sich der
Benchmark, um in dieser Arbeit als Variation verwendet zu werden.
Fu¨r mehrfach hintereinander angewendete Platzierungsvorga¨nge kann
so untersucht werden, wie gut solche Platzierungsprobleme stu¨ckweise
gelo¨st werden ko¨nnen.
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Titel des Benchmarks blaz1 blaz2
Anzahl verschiedener Teile 7 4
Anzahl Teile insgesamt 28 20
∅ Anzahl Eckpunkte 6,29 7,5
Erlaubte Rotationswinkel (absolut) 0◦;180◦ 0◦;180◦
Rohmaterialbreite 15 15
Abbildung 17. Alle Teile des Benchmarks Blaz1 (oben), Blaz2 (un-
ten)
Jakobs: Als Vergleichsgrundlage in vielen wissenschaftlichen Vero¨ffent-
lichungen werden die Datensa¨tze aus der Arbeit von Jakobs[Jako96]
herangezogen. Auch diese sind fiktive Geometrien zur Validierung
von Strip-Packaging Algorithmen. Es handelt sich dabei um je 25
Einzelkonturen, welche sich teilweise nur durch verschiedene Skalie-
rungen unterscheiden (siehe Abb.18/19). Durch die hohe Diversita¨t
der Teile gestaltet sich die Platzierung als große Herausforderung
und wird daher als guter Benchmark betrachtet.
Abbildung 18. Alle Teile des Benchmarks jakobs1
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Abbildung 19. Alle Teile des Benchmarks jakobs2
Titel des Benchmarks jakobs1 jakobs2
Anzahl verschiedener Teile 25 25
Anzahl Teile insgesamt 25 25
∅ Anzahl Eckpunkte 5,6 5,36
Erlaubte Rotationswinkel (absolut) 0◦;90◦;180◦;270◦ 0◦;90◦;180◦;270◦
Rohmaterialbreite 40 70
Swim: Ein Datensatz, der realen Fertigungsdaten entnommen ist,
wurde von Oliveira und Ferreira[OlGF00] vorgestellt und bildet die
Textilstu¨cke einer Schwimmbekleidung ab. Auch dieser Datensatz fin-
det fu¨r den Vergleich von Strip-Packaging Algorithmen Verwendung.
Die Rohdaten sind u¨ber Vektorangaben definiert, haben aber wesent-
lich gro¨ßere Abmaße als die Geometrien der anderen Benchmarks.
Abbildung 20. Teile des Benchmarks swim
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Titel des Benchmarks swim
Anzahl verschiedener Teile 10
Anzahl Teile insgesamt 48
∅ Anzahl Eckpunkte 21,9
Erlaubte Rotationswinkel (absolut) 0◦;180◦
Rohmaterialbreite 5752
6.5.2 Architekten Im klassischen Modellbau fu¨r den Geba¨ude-
bau ist der Zuschnitt von maßstabsgetreuen Kleinteilen wesentlicher
Bestandteil des Berufsbildes. Durch die fortschreitend computerun-
terstu¨tzte Planung existieren die Baupla¨ne heute stets auch digital.
Daher liegt es nahe, auch den bisher ha¨ndischen Zuschnitt durch
Laserschnitt zu ersetzen. Im Fachgebiet Building Lifecycle Mana-
gement am Karlsruher Institut fu¨r Technologie wird dieser Prozess
fu¨r studentische Arbeiten bereits durchgefu¨hrt. Zur Verwendung
im Rahmen der Validierungsaktivita¨ten wurde ein Datensatz eines
Geba¨udemodells bereitgestellt. Es handelt sich dabei um großfla¨chige
Geba¨udewa¨nde (vgl. Abb. 21).
Abbildung 21. Auswahl von Geometrien im Umfeld des architekto-
nischen Modellbaus
6.5.3 Prototypenbau im technischen Kontext Fu¨r den Bau
von Prototypen im Bereich von Aerodynamik- und Fahrzeugstruk-
turbauteilen nutzt die Hochschulgruppe KA-RaceIng e.V. einen La-
sercutter fu¨r den Zuschnitt von Formen, Versteifungen und Schaum-
einsa¨tzen. Die zur Verfu¨gung gestellten Daten bieten interessante
Charakteristika u¨ber die verschiedenen verwendeten Materialien. Die
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gezeigten Holzteile (siehe Abb. 22) sind sehr lang und haben fast
keine geradlinigen Kanten.
Abbildung 22. Auswahl von Geometrien im Umfeld des technischen
Prototypenbaus
6.5.4 Startup Im Bereich des Prototypenbaus und der Kleinseri-
enfertigung von Funktionsmodellen wurden fu¨r die Validierung des
Algorithmus von der Firma LehrWerk verschiedene Rohdaten zur
Verfu¨gung gestellt. Neben den einfachen Geometrien wurden auch
ha¨ndisch angeordnete Schnittauftra¨ge sowie Geometrien von u¨blichem
angeschnittenem Rohmaterial bereitgestellt(vgl. Abb. 23). Durch die
Produktform ist eine deutliche Charakteristik der Eingabedaten zu
erkennen. Viele der Teile sind anna¨hernd kreisfo¨rmig. Auffa¨llig ha¨ufig
sind die Teile mit großen Ausschnitten im Inneren versehen, welche fu¨r
kleinere Teile als verwertbares Rohmaterial verwendet werden ko¨nnen.
In der Praxis ist dies jedoch nur relevant, wenn die Verwertung im
gleichen Prozessschritt stattfindet.
6.5.5 Prototypenbau im wissenschaftlichen Kontext Im
Rahmen von Lehre und Forschung wird am Institut fu¨r Produktent-
wicklung am Karlsruher Institut fu¨r Technologie ein Lasersystem
eingesetzt. Es werden dabei verschiedenste Anwendungsfa¨lle auf
einer Maschine durchgefu¨hrt. Die Bandbreite reicht von techni-
schen Prototypen u¨ber Getriebemodelle bis hin zu Geha¨usen und
Beschriftungstafeln (vgl. Abb. 24).
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Abbildung 23. Auswahl von Geometrien im Umfeld des funktionalen
Modellbaus
Abbildung 24. Auswahl von Geometrien im wissenschaftlichen Um-
feld
6.5.6 Sonderfa¨lle Im Rahmen der allgemeinen Anordnung und
Fertigung durch 2D-Trennverfahren ko¨nnen viele Sonderfa¨lle auftre-
ten, welche im Folgenden kurz erla¨utert werden. Diese Fa¨lle werden
in dieser Arbeit durch die Validierung der implementierten Lo¨sung
nicht u¨berpru¨ft. Sie treten selten auf, sind theoretische U¨berlegungen
oder durch eine manuelle Vorverarbeitung im Regelfall entscha¨rft.
Holenesting: Die Eingabemenge kann auch Teile enthalten, die aus ei-
nem
”
Ring“ bestehen, beziehungsweise mit sehr großen Ausschnitten
im Inneren versehen sind. Dies fu¨hrt dazu, dass große Fla¨chen nach
dem Schnitt als Restmaterial entsorgt werden mu¨ssen, obwohl die
Fla¨che groß genug ist, um andere Teile der Eingabemenge darin zu
platzieren und damit den Gesamtverschnitt zu verringern. Das Plat-
zieren von Geometrien innerhalb anderer Geometrien kann auch vor
dem eigentlichen Platzierungsvorgang durchgefu¨hrt werden. Damit
reduziert sich zusa¨tzlich die Menge der zu platzierenden Geometrien,
da nur die Außenkonturen fu¨r eine Platzierung relevant sind.
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Perfect Fit: Im Anwendungsfall eher selten anzutreffen ist die Situa-
tion, in welcher ein zur Verfu¨gung stehender Raum durch die Einga-
bemenge vollkommen ausgenutzt werden kann. Es handelt sich dabei,
wie bei einem Puzzle, um ein eher theoretisches Problem, welches
die Ma¨chtigkeit von Lo¨sungsalgorithmen in Bezug zu der Lo¨sungsge-
nauigkeit und Variantenvielfalt aufzeigt. Im Anwendungsfall ist der
Sonderfall am ehesten Anzutreffen, wenn aus einer definierten Fla¨che
die maximale Anzahl der gleichen Geometrie geschnitten werden soll.
Formencharaktaristika: In vielen Anwendungsfa¨llen ha¨ufen sich kon-
struktionsbedingt gleiche oder sehr a¨hnliche Außenkonturen von zu
fertigenden Teilen. Eine solche Ha¨ufung ist vor allem bei komplexeren
Konturen schwer automatisch zu erfassen und sinnvoll weiterzuver-
wenden. Bei einfacheren Konturen wie A¨hnlichkeit mit Kreisen, Recht-
ecken oder anderen primitiven Geometrien ko¨nnen u¨ber Heuristiken
Platzierungsoperationen optimiert werden. Scho¨ning [STTM+01] bei-
spielsweise verwendet direkt spezielle Algorithmen fu¨r den Fall von
(kreisrunden) Garnspulen.
Ausreizung des Werkbereichs: Im Bereich des Prototypenbaus ist
es mo¨glich, die Konstruktion an die bestehende Fertigungsmaschine
anzupassen. Es handelt sich bei den Sonderfa¨llen um Großteile, welche
die Maße des Rohmaterials in der La¨ngendimension ausnutzen und
sich nur in sehr wenigen oder genau einer Position anordnen lassen.
Dies fu¨hrt meist zu komplexen und schlecht nutzbaren Reststu¨cken.
Bei einer automatischen Platzierung erzeugt das eine sehr hohen
Fehlerquote und sollte nicht direkt als Simulationseingabe genutzt
werden.
6.6 Testfa¨lle
Die konkret durchgefu¨hrten Testfa¨lle mit den soeben beschriebenen
Eingabedaten werden im Folgenden na¨her erla¨utert. Sie sind eine
Auswahl aus den vorgestellten Testdaten.
6.6.1 Benchmarks Die gewa¨hlten Benchmarks passen von Teile-
umfang und Komplexita¨t zum vorliegenden Anwendungsgebiet und
bieten auch hinsichtlich der Komplexita¨t verwandte Außenkontu-
ren wie reale Fertigungsdaten. Es ist dabei zu erwarten, dass eine
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Testfall Typ Geometrien Gesamtanzahl Objekte ∅ Eckpunkte Komplexita¨t
blaz1 Benchmark 7 28 6,29 mittel
blaz2 Benchmark 4 20 7,5 einfach
jakobs1 Benchmark 25 25 5,6 schwer
jakobs2 Benchmark 25 25 5,36 schwer
batch modifiziert 7 7+7+7+7 6,29 einfach
lw Anwendungsfall 3 14 36,6 mittel
kar Anwendungsfall 7 7 94,85 schwer
gute Platzierung gefunden werden kann, die sich bezu¨glich des Nut-
zungsgrades des Rohmaterials mit bekannten Lo¨sungen vergleichen
la¨sst.
6.6.2 Modifizierte Benchmarks Der Benchmark blaz1 wurde
so modifiziert, dass die 28 zu platzierenden Teile nicht in einer Charge
platziert werden, sondern auf vier gleiche Datensa¨tze verteilt sind.
Alle anderen Vorgaben sind wie im originalen Benchmark umge-
setzt. Die Stu¨ckelung der Eingabemenge hat zur Folge, dass Teile
die in einer vorangegangen Charge bereits platziert wurden, nicht
mehr verschoben werden ko¨nnen. Es ist dabei zu erwarten, dass ein
etwas schlechteres Ergebnis als bei der urspru¨nglichen Berechnung
erreicht wird. Dennoch ist es mo¨glich, nah an die Ergebnisse anderer
Berechnungen unter den Originaleinstellungen heranzukommen.
6.6.3 Anwendungsfa¨lle Fu¨r den tatsa¨chlichen Einsatz im Umfeld
der Kleinserien- und Prototypenfertigung werden bereits existierende,
platzierte und gefertigte Auftra¨ge im Rahmen der Arbeit nachtra¨glich
nochmals automatisiert platziert. Da es sich um ha¨ndische Platzie-
rungen handelt, ist dabei zu erwarten, dass bessere Platzierungen
gefunden werden und der Nutzungsgrad des Rohmaterials erho¨ht
werden kann.
6.7 Durchfu¨hrung
6.7.1 Algorithmenkonfiguration Es wird die in Kapitel 5.7
erla¨uterte Konfiguration eingesetzt. Wobei zur besseren Beobach-
tung des Verlaufs die maximale Anzahl der Generationen auf 350
erho¨ht wurde.
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6.7.2 Verwendete Simulationshardware Fu¨r die Durchfu¨hrung
der Simulation wurden zwei verschiedene Plattformen genutzt, um die
Performance im Anwendungsfall zu untersuchen. Ein Notebook als
mo¨gliches System in einem Anwendungsfall als mobiles Einsatzgera¨t
an Kleinmaschinen und ein Referenzsystem fu¨r stationa¨re Gera¨te.
Notebook
– Intel R© CoreTMi5 CPU M520 @2,4 GHz , 3MB Cache, 2 Kerne, 4
Threads
– 6 GB Arbeitsspeicher
– 64 - Bit System / Windows 7
Desktop
– AMD AthlonTM64 X2 @3 GHz , 2MB Cache, 2 Kerne, 2 Threads
– 2 GB Arbeitsspeicher
– 64 - Bit System / Windows 7
6.7.3 Kommerzielles Plugin Bei der am Laserbetrieb etablier-
ten Prozesskette im Karlsruher Institut fu¨r Technologie wird die
Vorverarbeitung in einem Grafikprogramm mit Vektorformaten durch-
gefu¨hrt (Corel Draw). Dazu werden Einzelteile manuell hinzugefu¨gt
und auf einer Arbeitsfla¨che platziert, die an die Maße des Werkzeug-
betts angelehnt ist. Neben der manuellen Anordnung steht zur auto-
matischen Anordnung das kommerzielle Plugin eCut zur Verfu¨gung.
Dieses ermo¨glicht es u¨ber mehrere Parameter eine Anordnung der
markierten Teile innerhalb einer gewa¨hlten Kontur oder am Rand der
gesamten Arbeitsfla¨che. Es wird zur Berechnung von Vergleichswer-
ten verwendet. Zur Durchfu¨hrung wurde im Programm CorelDraw
X5 folgender Ablauf eingehalten:
1. Auruf des Plugins eCut
2. Eingabeobjekte und Rohmaterialkontur importieren
3. Eingabeobjekte und Rohmaterialkontur markieren
4. Platzierungsfunktion u¨ber den Button
”
Nesting“ aufrufen
5. Rohmaterialkontur auswa¨hlen und als
”
Container“ markieren
6. Einstellungen: Fu¨r alle Absta¨nde 0, bzw. den verfu¨gbaren Mini-
malwert wa¨hlen
7. Durchfu¨hren und u¨bernehmen der Platzierung u¨ber die Buttons
”
Apply“ und
”
Ok“
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Das Ergebnis wurde als Vektordatei exportiert und anhand der selbst
implementierten Zielfunktion bewertet. Dabei gilt es zu beachten,
dass die Gro¨ße, bzw. Auflo¨sung der zu platzierenden Teile eine maß-
gebliche Rolle spielt, da sich in der Anwendung die Mindestabsta¨nde
nicht mit dem Wert 0 belegen lassen. Dies hat zur Folge, dass der
Mindestabstand immer 1 der gewa¨hlten Maßeinheit ist. Dies kann die
Gu¨te der Platzierungen von niedrig aufgelo¨sten, fiktiven Geometrien
stark verfa¨lschen.
6.7.4 Ergebnisse Nach durchgefu¨hrter Simulation wird im Fol-
genden eine exemplarische Auswahl an Ergebnissen na¨her erla¨utert.
Blaz1: Im ersten berechneten Benchmark ist anhand der Verlauf-
kurve (siehe Abb. 25) deutlich zu erkennen, wie zu Beginn schnell
eine Verbesserung erreicht werden kann, dann aber eine Stagnation
auftritt. An der zweiten dargestellten Kurve kann der Einfluss der
randomisierten Mutationsoperationen festgestellt werden. Nach etwa
250 Generationen ohne weitere Verbesserungen kann bei Generation
320 doch noch eine gu¨nstigere Positionierung gefunden werden. Diese
ist in Abbildung 26 zu sehen. Diese Lo¨sung ist mit einer Rohmate-
rialausnutzung von 75,92% aber deutlich entfernt von den besten
Platzierungen aktuellerer Arbeiten. Dennoch ist sie effizienter als die
damalige Lo¨sung des Benchmarkautors Jakobs.
Abbildung 25. Verlauf der Bewertung von Testfall blaz1
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Abbildung 26. Ergebnis einer Platzierung von Testfall blaz1
Blaz2: Der zweite Benchmark ist anhand der Stu¨ckzahlen etwas u¨ber-
schaubarer und zeigt dies auch in seinem Bewertungsverlauf (siehe
Abb. 27). Die schlussendlich verwendete Lo¨sung wird schon kurz
vor Generation 50 generiert und verbessert sich auch im weiteren
Verlauf nicht mehr. Deutlich zu erkennen ist, dass durch Mutationen
selbst die schlechtesten Individuen einer Population nur eine kleine
Differenz zur besten Lo¨sung besitzen. Der Ursprung dieses Effekts
liegt in der kleinen Stu¨ckzahl und hohen Gleichheit der Teile unter-
einander, welche die maximale Anzahl an Kombinationsvarianten
stark beschra¨nkt.
Abbildung 27. Verlauf der Bewertung von Testfall blaz2
Jakobs1: Im Verlauf (siehe Abb. 28) des Benchmarks jakobs1 ist
deutlich der mehrstufige Optimierungsprozess erkennbar. Interessant
ist hierbei die Betrachtung der Bewertungskurve der schlechtesten
Individuen pro Population. Die deutlich sichtbare Untergrenze zeigt,
dass die verwendeten Mutationen und Rekombinationen in den meis-
ten Fa¨llen nur Lo¨sungen mit einer bestimmten Gu¨te erzeugen ko¨nnen.
Nur in sehr seltenen Zufa¨llen erzeugen sie wirklich so gute Nachfahren,
dass eine neue beste Lo¨sung entsteht.
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Abbildung 28. Verlauf der Bewertung von Testfall jakobs1
Abbildung 29. Ergebnis einer Platzierung von Testfall jakobs1
Batch: Der modifizierte Benchmark Batch (angelehnt an Blaz1) wur-
de in vier Durchga¨ngen platziert, welche in Abbildung 30 gemeinsam
aufgetragen sind. Es ist deutlich zu erkennen, dass bereits sehr schnell
die endgu¨ltige (Teil-)Lo¨sung gefunden wurde. Die zu permutierende
Liste ist im Falle der einzelnen Platzierungen nur mit sieben Elemen-
ten besetzt, sodass hier schnell ein (lokales) Optimum gefunden wird.
In der letztendlichen Platzierung (siehe Abb. 31) kann man deutlich
die einzeln platzierten Chargen erkennen. Im Vergleich mit den Be-
rechnungsergebnissen von Hopper[HoTu99], der die Platzierung in
einer Charge durchgefu¨hrt hat, wird sichtbar, dass im Rahmen der
Arbeit trotz der Einschra¨nkung durch mehreren Chargen eine bessere
Bewertung erreicht werden kann. Im Vergleich zu neueren Arbeiten
wie der von Shalaby[ShKa13] ist jedoch ein deutliches Defizit in der
Nutzungseffizienz erkennbar.
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Abbildung 30. Verlauf der Bewertung von Testfall Batch
Abbildung 31. Ergebnis einer Platzierung von Testfall Batch
lw: Fu¨r die Platzierung der Konturen von Realteilen wurde auf
dem Datensatz lw eine bereits bestehende ha¨ndische Platzierung
erneut automatisiert angeordnet. Es konnte dabei eine um 10% ho¨he-
re Materialauslastung erreicht werden. In Abbildung 32 ist diese
Anordnung zu sehen. Auch der Vergleich mit der zur Verfu¨gung ste-
henden Anordnungssoftware zeigt, dass selbst die ha¨ndische Lo¨sung
8% platzeffizienter ist.
Abbildung 32. Ergebnis einer Platzierung von Testfall lw
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kar: Auch beim zweiten Anwendungsfall la¨sst sich erkennen, dass
gegenu¨ber der ha¨ndischen Lo¨sung eine Einsparung von circa 4%
erreicht werden kann. Die Breite der Teile bietet nur wenige sinnvolle
Mo¨glichkeiten der Anordnung, sodass die ha¨ndische Platzierung mit
etwas U¨berlegung gute Werte erreichen kann. Die Software eCut
hingegen hat große Schwierigkeiten mit der Anordnung und erreicht
nur eine Auslastung von unter 50% . In Abbildung 33 ist die beste
gefundene Lo¨sung mit einer Auslastung von 73,46% abgebildet.
Abbildung 33. Ergebnis einer Platzierung von Testfall kar
Tabellarischer Vergleich: Fu¨r einen deutlicheren Vergleich sind die
erzeugten und gesammelten Simulationsergebnisse verschiedener Ar-
beiten tabellarisch aufgetragen.
2000 2006 2009 2009 2013 2015
Hopper Burke Imamichi Umetani Shalaby eCut 2 ha¨ndisch Fuchs 3
blaz1 70,42 79,41 84,25 81,68 80,9 52,07 - 75,92 90%
blaz2 63,97 74,5 - - 74,74 52,18 - 69,98 94%
jakobs1 74,25 82,6 86,89 89,09 81,67 68,34 - 77,92 87%
jakobs2 68,4 74,8 82,51 80,84 77,2 55,61 - 74,96 91%
batch (70,42) (79,41) (84,25) (81,68) (80,9) - - 71,23 85%
lw - - - - - 57,28 65,22 76,15 100%
kar - - - - - 46,61 69,14 73,46 100%
Lo¨sung schlechter als beste Lo¨sung dieser Arbeit
Beste Lo¨sung
Abbildung 34. Auflistung der besten Werte von Vergleichsmessun-
gen und Literaturangaben
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6.8 Auswertung
Deutlich zu sehen ist im tabellarischen Vergleich, dass die hier vor-
liegende Arbeit in allen betrachteten Testfa¨llen die Ergebnisse von
Hopper u¨bertreffen kann, aber zu neueren Arbeiten durchaus noch
großes Verbesserungspotential besteht. Andere Ansa¨tze und Imple-
mentierungen zeigen hier beeindruckende Ergebnisse. Leider ist es
nicht mo¨glich, diese auf neue Datensa¨tze aus der Anwendung, wie sie
zusa¨tzlich im Rahmen der Arbeit betrachtet wurden, anzuwenden,
um ihre allgemeine Tauglichkeit zu pru¨fen.
Die Testfa¨lle u¨ber das im Anwendungsfall zur Verfu¨gung stehen-
den Plugins eCut zeigen deutlich, wieso dieses sich im Alltagsprozess
bisher nicht etabliert hat. Die generierten Lo¨sungen basieren auf star-
ken geometrischen Vereinfachungen. Zudem lassen sich die voreinge-
stellten Minimalabsta¨nde nicht vollsta¨ndig entfernen. Die Ergebnisse
zeigen deutlich die Unterschiede zwischen theoretischen Ansa¨tzen
und den zur Verfu¨gung stehenden generalisierten Lo¨sungen. Da in
der Praxis meist die ha¨ndische Platzierung durchgefu¨hrt wird, ist der
Tabelle deutlich zu entnehmen, dass hier mithilfe des entwickelten
Verfahrens Einsparungen erreicht werden ko¨nnen.
6.8.1 Optimale Lo¨sungen Die in der letzten Tabellenspalte an-
gegebenen, prozentualen Anteile an der besten aufgefu¨hrten Lo¨sung
mu¨ssen dabei kritisch betrachtet werden, da der Berechnungsaufwand
und der damit erreichbare Nutzungsgrad keinen linearen Verlauf dar-
stellen.
6.8.2 Laufzeiten Nicht genau ausgewertet wurden im Rahmen der
Validierung die jeweiligen Ausfu¨hrungslaufzeiten der Berechnungen.
Da die zur Verfu¨gung stehenden Ergebnisse anderer wissenschaftlicher
Arbeiten ohne ausreichende Informationen bzgl. Laufzeit, Simulati-
onsplattform und Testverfahren sind, ist ein Laufzeitvergleich kaum
mo¨glich. Auch ist die zeitliche Spanne der Arbeiten sehr groß, sodass
bekannte Simulationsdauern nur u¨ber Korrekturfaktoren verglichen
werden ko¨nnen.
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6.9 Produktiveinsatz
Im weiter gefassten Vergleich zu den untersuchten und bereits eta-
blierten Lo¨sungen bietet die aktuelle Implementierung in einigen
Anwendungsfa¨llen nur eine beschra¨nkte Einsetzbarkeit, da die Para-
metrierbarkeit der Platzierungsbedingungen nicht in gleichem Maße
modelliert werden kann. Fu¨r bestimmte Materialien sind beispielswei-
se Sicherheitsabsta¨nde zwischen platzierten Teilen notwendig, welche
aktuell nicht parametriert werden ko¨nnen.
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7 Diskussion
Im Rahmen der Validierung wurde deutlich, dass die Verwendung von
klassischen Benchmarks oft keine geeignete Wahl ist, wenn es darum
geht eine anwendungsnahe Lo¨sung zu entwerfen. Die einschra¨nkenden
Randbedingungen, wie maximale Konturkomplexita¨t und erlaubte
Rotationsschritte, sind im allgemeinen Anwendungsfall nicht tragbar
und darauf optimierte Lo¨sungen aus der Forschung finden fu¨r die
Anwendung weniger gute Lo¨sungen.
Es wurde im Entwurf ein Ansatz gewa¨hlt, bei dem u¨ber eine
große Breite an Lo¨sungen u¨ber Evolution fu¨r den Anwendungsfall
ausreichend gute Lo¨sungen generiert werden. Da dies in den meisten
Anwendungsfa¨llen und Forschungsarbeiten in a¨hnlicher Form gelo¨st
wird, ist dieser Ansatz in vielen Arbeiten verwendet und beschrieben.
Seine Sta¨rke liegt dabei im Regelfall bei großen, sich innerhalb un-
terscheidenden Eingabemengen. Da keine Vergleichswerte vorliegen,
ist nach Abschluss der Arbeit die Frage offen, ob ein rechnerischer
Lo¨sungsansatz u¨ber analytische Vorgehensweisen bei sehr kleinen
Eingabemengen eine bessere Performance erreichen kann. Deutlich
ist aber, dass auch auf theoretischer Seite der Ansatz zielgerichteter
Mutationen und Rekombinationen noch genauer untersucht werden
sollte, da bisherige Arbeiten sich hier auf allgemeine Mutationen fu¨r
kombinatorische Probleme stu¨tzen und damit vermutlich Potential
ungenutzt bleibt.
Die Bewertung der Eignung fu¨r den Produktiveinsatz la¨sst sich
aufgrund des Programmstands und der aktuellen Lo¨sungsgu¨te nicht
einfach beantworten. Dies mu¨sste durch eine Untersuchung im Ar-
beitsumfeld geschehen, bei der die Berechnung in eine bestehende
Prozesskette integriert ist. Da dies umfangreiche weitere A¨nderungen
an Prozesskomponenten fordern wu¨rde, ist dies aktuell nicht mo¨glich.
Durch die Konzeption des Algorithmus auf Basis der Anforderungen
und Erfahrungen im Anwendungsumfeld bietet er aber langfristig
Mo¨glichkeiten, welche durch aktuelle Komponenten nicht umsetzbar
sind und fu¨r die Nutzer einen hohen Mehrwert liefern wu¨rden.
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8 Zusammenfassung und Ausblick
In dieser Arbeit wurde ein Algorithmus entwickelt und dieser in einer
zugeho¨rigen Implementierung mit umgebenden Framework umge-
setzt. Dieser Algorithmus erlaubt es, die im Umfeld von Kleinserien-
und Prototypenbau typischen Platzierungsaufgaben intelligent zu
u¨bernehmen und um neue wertvolle Funktionen, wie der mehrfachen
Platzierung, zu erweitern. Die Implementierung ist dabei auf die
Funktion ausgerichtet und beinhaltet in der vorliegenden Version
keine Prozessintegration und Benutzeroberfla¨che.
Die Funktion des Algorithmus wurde mittels Benchmarks und
anwendungsorientierten Testfa¨llen u¨berpru¨ft und mit bekannten Ver-
fahren aus der Forschung verglichen. Im Rahmen der Arbeit wurde
die Bewertung auf die Lo¨sungsgu¨te beschra¨nkt. Aufgrund von bereits
definierten Benchmarks aus der klassischen Großindustrie oder rein
fiktiven Datensa¨tzen fa¨llt es schwer, den Algorithmus direkt einzu-
ordnen. Fu¨r die Validierung wurden Benchmarks aus verwandten
Anwendungsfa¨llen durchgefu¨hrt. Zudem wurden von universita¨rer
Seite Datensa¨tze bereitgestellt, welche Lo¨sungen manueller Platzie-
rungen beinhalten.
Die Leistung des entwickelten und umgesetzten Algorithmus ord-
net sich daher von der Lo¨sungsgu¨te im Mittelfeld der untersuchten
Ansa¨tze ein, es konnten wissenschaftliche Arbeiten u¨bertroffen werden,
wobei zu den Spitzenreitern in aktuellen Vero¨ffentlichungen teilweise
noch deutliche Defizite auftreten. Im Vergleich mit den aktuellen
Lo¨sungen im Anwendungsfall, den ha¨ndischen und Plugin-Lo¨sungen,
konnte aber gezeigt werden, dass hier hohes Einsparpotential genutzt
werden kann.
Die hier bearbeitete Aufgabe entspringt aus einem sehr großen
Feld an Prozessen, Detailaufgaben und Teilautomatisierungen, welche
im Rahmen dieser Arbeit nicht anna¨hernd ausreichend verknu¨pft
werden konnten, um eine direkte Verwendung im Anwendungsfall zu
finden. Da der Bereich der Kleinserienfertigung, Individualfertigung
und Prototypenbau gerade stark im Trend liegt, kann aufbauend
auf der Arbeit die Integration in den Fertigungsablauf untersucht
und durchgefu¨hrt werden. Aber auch rechnerisch sollte die Verwen-
dung von analytischen Ansa¨tzen genauer untersucht werden, um z.B.
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im Zusammenlegen von Schnittkanten, auch u¨ber die theoretische
Aufgabenstellung hinaus, eine praxistaugliche Lo¨sung zu erstellen.
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