Introduction
When the overall width of a river segment is significantly reduced, the water velocity and transport capacity of the flow increase. As soon as the bottom shear stress is higher than the so called critical shear stress, the contraction scour starts to develop into depth by bed material transport. Due to progress of the erosion, the flow cross section becomes larger and the bottom shear stress declines until equilibrium conditions are reached. At this equilibrium scour depth the quantity of bed material being transported into the contracted reach is equivalent to that being transported out of the reach. The scour depth mostly is approximated to be at the centerline of the contracted section and refers to the maximum depth of eroded soil. Generally, two different scour depths can be characterized for the contraction scour profile: the maximum and the mean one. The former can be found directly downstream of the contraction and the latter occurs further downstream. Furthermore, two different conditions for contraction scour can be identified: clear-water and live-bed scour. Clear-water conditions describe the case in which the approaching flow is transporting an insignificant amount of sediment. Live-bed circumstances are complied, when the bed materials upstream of the constriction are in motion and being transported into the contracted section.
Over a period of several decades various investigations were carried out, leading to several, mainly empirical formulae for estimating equilibrium maximal depth of contraction scour. Straub proposed a onedimensional model based on Du Boys sediment transport formula and the Manning´s equation for estimating the equilibrium scour depth (see [1] ). Laursen ([2] , [3] ) adopted Straub's approach and used his own total sediment transport formula instead. Following the scheme proposed by Laursen, most analytical models essentially adopt the same framework, i.e. the local flow constriction was conceptualized as a cross-sectional variation. Different flume tests were conducted to develop and validate the equations for contraction scours. Komura ([4] ) obtained a live-bed and clear-water contraction scour equation by applying dimensional analyses to his experimental results on long contractions. The effect of armoring in the contracted section was integrated by the parameter of the geometric standard deviation. Hence, for its high values (heterogeneous bed materials) the influence on the scour depth was considered. Assuming that the sediment transport rate is proportional to the excess shear stress, Gill ([5] ) generalized Straub's live-bed contraction scour formula. Lim and Cheng ( [6] ) derived a formula for live-bed long contraction scour depths similar to Gill ([5] ). They simplified the equation by showing that the only solution of the equation was one where the scour depth was affected by the width ratio of uncontracted to contracted flow alone. The comparison with various sets of laboratory data for long contractions showed that their proposed equation, in spite of its simplicity, was acceptable for practice purposes ( [6] ) under live-bed as well as under clear-water conditions. Richardson and David ( [7] ) have been developed the equations, which are used in HEC-18 for the scour calculation with homogenous non-cohesive bed materials. Briaud et al. ([8] ) performed clear-water long contraction scour experiments in flumes with fine bed materials. Furthermore, it was reported that the scour depth is not influenced by the contraction length for the case ratios of contraction length to contracted width greater than one quarter. Additionally, an influence of the transition angle between approaching flow and narrowed part could be denied based on their results. Dey and Raikar ( [9] ) conducted a set of flume experiments in a long contraction under clear-water conditions. Their formula accounts for the maximum scour depth for sand and gravel beds with various geometric standard deviations. A significant effect of sediment gradation for non-uniform bed material on the scour depth due to armoring was observed. All the contraction scour equations were simply based on uniform flow using open channel theories. The increased turbulence within the contracted channel was neglected as one of the assumptions. The critical velocity initiating the scour was proposed by different authors for a certain flume condition, but no critical velocity equation covering the most general cases exits. Further, the difference between them was the use of variant types of empirical sediment transport formulas. Hence, all empirical analytical relations are of limited generality. In many cases, unreasonable contraction scour depths are predicted and the results of the different formulae often vary strongly. The reasons are assumed in the complexity of contraction scour and in limitations of the nonlinear regression applied in these empirical methods, which is reasonable to explore new approaches for scour prediction.
In recent years, the methods of artificial neural networks (ANN) and adaptive neuro-fuzzy inference system (ANFIS) provided good results in the fields of hydraulic engineering. In contrast to most traditional empirical methods, which need prior knowledge about the nature of the relationships among the data, these data driven systems learn from data examples presented to them in order to capture the subtle functional relationships among the data even if the underlying relationships are unknown or the physical meaning is difficult to explain. Furthermore, these methods do not need to be introduced with an explicit form of the regarded task and additionally have proven a high tolerance against data sample errors. These attributes make the utilization of artificial neural networks for contraction scour depth predictions very promising.
In this paper we design an optimal ANFIS, which adequately predicts equilibrium scour depths for long contractions in clear-water conditions including the formation of armor layers. For this purpose we analyze the capability and accuracy of numerous ANFIS models trained with different learning rules for prediction of scour depths. To evaluate the prediction qualities of the designed networks, a comparative study is carried out for these models by evaluating several statistical parameters that describe the errors associated with the model in terms of statistical measures of goodness-of-fit between the observed and estimated scour depths.
II. Adaptive neuro fuzzy inference system
Artificial Neural Networks are considered to be a flexible modeling tool capable of learning the mathematical mapping between input and output variables of the nonlinear systems. Applications of ANN in the hydraulic engineering have been presented by numerous authors e.g. Azmathullah et al. ([10] ), Alp and Cigizoglu ( [11] ), Bateni et al. ([12] ), Lee et al. ([13] ) and others. Most of the ANN applications in water resources engineering involve the employment of conventional feed forward back propagation method (FFBP), which consists of layers of parallel processing elements called neurons, with each layer being fully connected to the preceding layer by interconnection strengths, or weights. Initial estimated weight values are progressively corrected during a training process that compares predicted outputs with known outputs. Learning of these ANNs is generally accomplished by back-propagation (BP) algorithm. The objective of the BP algorithm is to find the optimal weights, which would generate an output vector, as close as possible to the target values of the output vector, with the selected accuracy. The optimal weights are found by minimizing a predetermined error function. The performance of FFBP was found superior to conventional statistical and stochastic methods. However, the FFBP algorithm is rather sensitive to the selected initial weight values and may provide performances differing from each other significantly. Another problem faced during the application of FFBP is the local minima issue. During the training stage, the networks are sometimes trapped by the local error minima preventing them to reach the global minimum.
The fuzzy system (FS) is suitable for knowledge acquisition and handling such fuzzy information as expert's experience with respect to the observed input-output data. The fuzzy logic system has been widely applied to modeling, control, identification, prediction, etc., however, the fuzzy model lacks a self-learning and adaptive ability. The neural network has been shown to possess a learning and adaptive ability to input-output data. It is proven to have a good approximate capability for a wide range of nonlinear function and has been modeled for nonlinear dynamic systems. However, in system modeling, network training results in a black-box representation. The model developed is difficult to interpret through human language.
The adaptive neuro fuzzy inference system is basically an integration of the techniques of fuzzy systems and artificial neural networks. The ANN provides connectionist structures and learning abilities to the fuzzy systems whereas the fuzzy systems offer ANN a structured framework with high level IF-THEN rule thinking and reasoning. Depending on the types of inference operations upon fuzzy rules, most fuzzy inference systems can be classified into two types: Mamdani's type ( [14] ) and Takagi-Sugeno's type (TS-type) ( [15] ). Mamdani's fuzzy inference method is the most commonly seen fuzzy methodology and was among the first control systems built using fuzzy set theory. Mamdani's approach provides the outcome of the fuzzy rule as a fuzzy set for the output variable and hence the step of defuzzification is essential to get a crisp value of the output variable, whereas the TS approach does not require a classical defuzzification procedure and the outcome of the fuzzy rule is a scalar rather than a fuzzy set for the output variable. Hence TS system is more compact and computationally efficient. It is by far the most popular candidate for sample-data based fuzzy modeling and lends itself to the use of adaptive techniques ( [15] ). The main problem associated with the TS fuzzy logic modeling is related to the selection of the parameters. Therefore, an effective method is required to tune the membership functions in order to minimize the error measures.
Model structure
The ANFIS model proposed by Jang ([16] ) maps inputs through input membership functions (MFs) and associated parameters, and then through output MFs to outputs. The membership functions and rules for the fuzzy inference system can be designed by employing the neural training process, which approximate a desired data set. Five layers are used to create this inference system. Each layer involves several nodes described by a node function. Each node is characterized by a node function with fixed or adjustable parameters. The output signals from nodes in the previous layers will be accepted as the input signals in the present layer. After manipulation by the node function, the output signals in the present layer will serve as input signals for the next layer. An exemplary ANFIS network structure with the TS fuzzy logic modeling for one output and two-inputs with four membership functions and four rules is illustrated in Fig.1 . Here, square nodes, named adaptive nodes, represent that the parameter sets in these nodes are adjustable. Whereas, circle nodes, named fixed nodes, represent that the parameter sets are fixed in the system. In first-order TS's system for two inputs, a typical rule set with four fuzzy rules and four membership functions can be expressed as follows ( [1] 
Layer 3: The j-th node of this layer calculates the normalized firing strengths as (N):
Layer 4: Node j in this layer calculate the contribution of the j-th rule towards the model output, with the following node function:
Where j w is the output of layer 3, and {p j , q j , r j } are parameters set. Parameters of this layer are referred to as consequent. More details about the ANFIS approach can be found in [17] .
Learning algorithms
Learning or training phase of a neural network is a process to determine parameter values to sufficiently fit the training data. Once a network structure has been designed for a particular application, the learning process or training can be implemented. This essentially consists of three main parts: (1) compute the outputs; (2) compare the outputs with the desired target values; and (3) adjust the weights and repeat the process. Learning algorithms are used to modify these weights in an orderly fashion to achieve a desired objective of accuracy. Currently there are more than a hundred learning algorithms available for different network configurations and applications. One of the most widely used algorithms in the field of water resources and environmental engineering is the basic Backpropagation algorithm, which seeks to minimize the measure of error, usually defined as the sum of squared differences between the network's outputs and desired ones. For the case with only one output, we have:
where f (p) is the calculated output for training pattern p; t (p) is the desired target output for training pattern p; e (p) is the error for training pattern p; and P is the number of training patterns. In every training algorithm, an attempt is made to reduce the global error E by adjusting the weights. The basic Backpropagation method is essentially a gradient descent process wherein the weights are adjusted in a particular way. Some modifications of this method have been proposed to speed up the convergence process. For the ANFIS architecture, the task of the learning algorithm is to adjust all the adaptable parameters, namely, the premise parameters {a i , b i , c i } and the consequent parameters {p j , q j , r j }, to construct the ANFIS output match the training data. In all ANFIS learning algorithms, each epoch comprises of a forward pass and a backward pass. The learning algorithms are distinguished from each other by varying the parameters of the activation functions. In the following parts, four different learning methods used in this work for contraction scour prediction are described briefly.
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Basic Backpropagation Method
We split the set of total parameters S into two subsets: S p is the set of premise parameters and S c the set of consequent parameters. Using the basic Backpropagation learning algorithm, in the forward pass, for a given input pattern and initial values of all parameter set S, the actual output of the model is computed directly from Eq.5. In the backward pass, the error signal resulting from the difference between the actual output and the desired output of the model is propagated backward and these parameters are adjusted using the error correction rule. Training of network i.e. error correction is stopped when the value of the error function E has become sufficiently small below a certain threshold. One of the most important problems in learning is the prevention of over fitting. This issue can be addressed by observing the error index of testing data during the learning iterations. The learning algorithm will be terminated when the error index of the testing data starts to increase on average. Prevention of over fitting is the most common way to provide high generalization.
The error function describes the error when approximating or classifying the training data as a function of the parameters of the activation functions. To find the minimum of this function, we are using the Gradient descent method, where the parameters are updated on pattern by pattern basis, until the complete set of training data was utilized for the training of the network. The parameter update is equal to the slope of the error function with an opposite sign to the sign of the gradient of error. The update rate is further scaled by a learning rate η, which controls the speed at which we do the error correction or decides for the rate at which the network learns. The parameter k of the set of total parameters S is updated using the following equation:
where n is the presentation number i.e. the number of times the system has been presented a pattern or the iteration number. As the basic Backpropagation algorithm depends on the gradient of the error function, the adjustments for flat spots in the error surface may be very small. Therefore, a slow and time consuming progress in error minimization is the result. The speed of convergence can be improved by increasing the learning rate η. However, with a large value of η, the learning algorithm can overshoot the error minimum resulting in oscillations of the weight values between relatively poor solutions. Another way of improving the speed of convergence is to apply the so-called Hybrid method or some modifications of the basic Backpropagation method (e.g. Backpropagation with momentum and Levenberg-Marquardt approaches).
Basic Hybrid Method
The most well-known learning algorithm for ANFIS is hybrid algorithm, where:  In the forward pass, node outputs values go forward until layer 4 and the consequent parameters belonging to the subset S c are identified by the least squares method.  In the backward pass, the output errors are propagated backward and the premise parameters are updated by gradient descent method mentioned above, with  k being the parameter of the set of premise parameters S p . Using this method, the consequent parameters identified are optimal under the condition that the premise parameters are fixed. Generally, the hybrid approach converges faster than the basic Backpropagation approach, since it reduces the dimension of the search space of the original back-propagation method. A detailed description of this algorithm can be found in [17] and [18] .
Backpropagation with Momentum Method
Another way of improving the rate of convergence is the inclusion of a momentum to the gradient expression. Therefore, a part of the previous parameter change is added to the current parameter change. Due to the momentum, the Backpropagation can respond to recent trends in the error surface. This helps to smoothen the gradient descent path by ignoring local anomalies in the error surface. Hence, prevention against extreme changes in the gradient is added to the algorithm. The parameter  k of the set of total parameters S is now updated using the following equation: where μ is the momentum coefficient. If the direction of the gradient remains constant, the algorithm will take increasingly large steps. This improves the convergence rate. Also in a flat plateau, the momentum can decelerate the decrease (due to the flat gradient) in weight adjustment. Another aspect is that the momentum can help to escape from local minima of the error function. This is useful when the learning rate η alone is not able to generate large enough steps to overcome the ridge of the minima "valley". Of course, if the learning starts in deep local minima (due to the random weight initialization) the momentum does not help to find the way out. However, in general the momentum increases the chances of the back-propagation in finding the global minima of the error surface.
Backpropagation with Levenberg-Marquardt Method
According to Jang and Mizutani ( [19] ) ANFIS is a network architecture that allows systematic calculations of gradient vectors (derivatives of output error with respect to modifiable parameters), so we are not limited to the back-propagation or hybrid learning method only. In fact, we can apply any gradient-based techniques in nonlinear regression and optimization for network learning. The update rule for LevenbergMarquardt can be presented as:
where I is the identity matrix;  is the parameter vector to be updated; J is the Jacobian matrix containing the first derivatives of the global error function E in respect to the parameters; e is the error rowvector; and λ is a positive constant. Depending on the magnitude of λ, the method transits smoothly between two extremes: the Gauss-Newton method (when →0) and gradient descent method (when →). Usually, the Gauss-Newton method is more efficient but less stable and the gradient descent method more stable but less efficient. By properly setting the value of λ, the Levenberg-Marquardt method can be efficient as well as stable. Normally, the damping factor λ is adjusted at each iteration. If reduction of the error function E is rapid, a smaller value can be used, bringing the algorithm closer to the Gauss-Newton algorithm, whereas if an iteration gives insufficient reduction in the residual, λ can be increased, giving a step closer to the gradient descent direction. A detailed description of this algorithm can be found in [19] .
III. Model setup
An ANFIS largely removes the requirement for manual optimization of the fuzzy system parameters. A neural network with a suitable learning method is used to automatically tune the parameters of the membership functions, leading to significantly improved performance of the neuro-fuzzy system. In a neural network, the training essentially builds the system. However when using an ANFIS model, the system is built by fuzzy logic definitions and eventually refined using neural network training algorithms. The three steps involved in the ANFIS model setup are (1) definition of the model input and output; (2) generation of the data set; and (3) design of the network system.
Model input and output
We idealize a rectangular long contraction channel at an equilibrium scour condition shown in Fig.2 . where d s is the equilibrium scour depth (m); L is the length of contraction (m); h 1 is the approaching flow depth; h 2 is the flow depth in contracted part (m); b 1 is the approaching channel width (m); and b 2 is the contracted channel width (m). The channel is considered as a long contraction one, when the ratio L/b 1 > 1 (see [4] ).
In the context of sediment transport, armoring describes a process by which an erosion resistant surface layer is formed. This occurs in mixed-sediment bed channels, when the forces of the flowing water removes finer particles and leave relatively large particles behind. The coarser bed material builds up a natural riprap-like armor layer over a heterogeneous mixture of sediment with a wide range of diameter. Usually, this sub-layer has a thickness of one or two particle diameters. This armoring limits the further scour development for a particular flow rate. In some cases, the formed armor layer can be destroyed again by higher water discharges, leading to a further development of the scour until a new armor layer is formed or the maximum scour is reached. Applying of formulae which have been developed for uniform bed materials can lead to an overestimation of the equilibrium scour depth of mixed-sediment bed. To find out whether an armor layer is going to form or not, the values of the geometric standard deviation (σ g ) can be examined. According to Gessler ([20] ) armoring will arise for a geometric standard deviation greater than two. Later Raudkivi and Ettema ( [21] ) reported that the bed material will not armor for values of σ g smaller than one and a half.
Dimensional analysis is a mathematical technique that determines the relationship between several variables. That way, physical phenomena can be formulated as relation between a set of dimensionless groups of variables. The number of these groups is less than the number of dimensional variables. Hence, for the evaluation of contraction scour formulas the dimensional analysis provides a useful tool. The physical According to Dey and Debnath ( [9] ), the independent variables g, ρ, and ρ s can be represented by one combined parameter Δg as follows:
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According to Yallin ([22] ) the kinematic viscosity of fluid is considered negligible for a fully turbulent flow over a rough bed, as is assumed in the following. By using the Buckingham theorem for the dimensional analysis with the repeating variables approaching flow velocity u 1 
Data collection
In the present paper, the experimental data conducted by Dey and Raikar ( [23] ) and the data of other investigators ( [4] ; [5] ; [24] ; and [25] ) for long contraction scours in clear-water conditions are used. The whole data set consists of 182 samples with the relevant parameters for contraction scour. In Table 1 the ranges of the different parameters are listed. They also represent the applicable domain of the developed model. Further, since the geometric standard deviation has a range between 1.0 and 3.60, in some cases an armor layer could be formed during the scouring time. The data set has been divided randomly into three subsets, whereby the biggest amount of data (70%) is added randomly to the training subset. The remaining data set samples are used for testing and validating the networks.
To achieve a better performance and faster learning for the network, all data are normalized. The normalized range after the data preprocessing is chosen to be between minus one and one (i.e. ra min = -1 and ra max = 1). To ensure this, formula (13) (14) where x pr is the preprocessed variable, x po is the postprocessed variable, x is the original variable, and ra is the normalized range. 
Network design
The ANFIS architecture used in the work contains a five-layer feedforward neural network and implements TS fuzzy inference system for a systematic approach to generating fuzzy rules from a given input output dataset. The combination of fuzzy inference to represent knowledge in an interpretable manner and the learning ability of neural network that can adjust the membership functions parameters and linguistic rules directly from data enhances the system performance.
Altogether 96 different ANFIS models were configured with three different types of membership functions: Gaussian, Bell-shaped, triangular and trapezoidal functions for inputs as well as zero-order and firstorder Sugeno's functions for output. The number of MFs for inputs ranged from two to four. Four different learning approaches presented in the part 2.2 were applied for numerical experiments. The maximal number of training process was 300 epochs.
In order to start the training process, initial values for all model parameters had to be set. These parameters have been defined empirically by trial and error and using the performance measure. The type of all membership functions has been then chosen at the end of the training process.
The creation of fuzzy rules is usually completed by an expert based on his experience. The partitioning of inputs into a degree of membership functions and valid combination of inputs to give typical values for the outputs usually takes a lot of time to design a collection of fuzzy rules. There are various techniques which can automate this process and significantly reduce the development time while improving performance and interpretability of the fuzzy model. The simple way to partition the inputs to form the antecedents of fuzzy rules is by implementing equalized universe method ( [16] ). Using this method, the input spaces are equally partitioned with the chosen number of clusters and the membership functions are set equal spaces along the range of each data dimension. After the cluster numbers have been specified and the equalized universe method performed to the dataset, the membership functions for each input can be obtained. To generate a set of rules, the grid partition method has to be implemented. The grid partition method works by enumerating all possible combinations of membership functions of all inputs. For example, a fuzzy model with two inputs and three membership functions assigned to each input would result in 3 2 =9 fuzzy rules. Fig.3 shows the association of each input membership functions that generate nine rules. In the present study, we used also this method to create fuzzy rules.
The performance of the proposed models can be evaluated using several statistical parameters that describe the errors associated with the model in terms of statistical measures of goodness of fit. In order to provide an indication of goodness-of-fit between the observed and estimated values, the root mean square error (RMSE), mean absolute error (MAE), and correlation coefficient (R) were calculated and evaluated. The RMSE evaluates the variance of errors independently from the sample size, which is given by the following equation:
The smaller the RMSE, the better is the performance of the model. The mean absolute error represents the mean of all the individual errors and indicates whether the model overestimates or underestimates the dependent variable. This statistic is calculated by the following equation: (17) Essentially, the higher the R value (with 1 being the maximum value), the better the performance of the model. Briefly, the models predictions are optimal if R is found to be close to itself and RMSE as well as MAE close to zero. 
IV. Result and discussion
The parameters to be optimized in ANFIS are the premise parameters which describe the shape of the membership functions, and the consequent parameters which describe the overall output of the system. The optimum parameters obtained are then used in testing session to predict the scour depth. A number of 136 datasets were utilized during training session and 46 datasets were used during testing and validating sessions.
The basic model then varied in four different types of MFs for inputs, two different types of MFs for output and four different training methods. Depending upon the model and its combination, the ANFIS system produced different results. The performance of various models against the measured data was assessed quantitatively in terms of performance indices. The Table 2 shows the tabulation of the statistical performance of the different models applied for the testing data set. The performance indicators in throughout the study are Correlation Coefficient (R), Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). As it can be seen from this table, the ANFIS system is sensitive to number of membership function. Adding further membership functions to the system did not always improve the result. For those models, increasing the number of membership functions from two to three improved the results. However in most cases, increasing the number of membership functions from three to four would lead to the performances decreasing. In Table 2 Fig.4 for these best performance models applied on the whole data set. The figure shows the observed scour depth on the x-axis against the simulated scour depth on the y-axis. In each of the scatter plots, a perfect estimation was placed on the 1:1 line. The ANFIS estimated scour depths were distributed evenly on both sides of the line of perfect agreement and fell relatively close to this line. It is evident that all these ANFIS models simulated the contraction scour depth with a good accuracy. Fig.5 shows exemplarily the convergence curves of network error for the best performance models mentioned above in the training period. As it is obvious from this figure, the Levenberg-Marquardt's method provided the best speed up for the training process. Using the Basic Backpropagation method, a large number of epochs may be needed to adapt the parameters of the MFs.
Figure 4:
Comparison between the experimental data and the equilibrium scour depths computed with different learning methods in ANFIS model
The mean values of performance indices of the models, processed with different type of MFs and for the testing data set, are listed in Table 3 and Table 4 for comparison purposes. It was found that the contraction scour depths predicted vary to relatively great extent between the various MFs. Using the Gaussian MF or the bell shaped MF for the inputs and zero-order Sugeno's function for the output, the best predictions were obtained. The remaining MFs still performed worse than the above-mentioned MFs. The worst MF is the trapezoidal MF. Table 5 shows the averages of statistical indices of the models using different learning algorithms and for the testing data set. The results confirm again that the capability of the ANFIS model in predicting the contraction scour depth using the Levenberg-Marquardt's algorithm is considerably better than those using other learning methods.
To evaluate the performance of the ANFIS network in predicting contraction scour depth, a comparative study for various models for long contraction scour under clear water condition has also been made where the best ANFIS network trained by Lenenberg-Marquardt's approach with four generalized bell MFs and constant Sugeno's function was found. A comparison between this ANFIS model to four of the existing formulae, which have been proposed by Komura ([4] ), Lim and Cheng ([6] ), Richardson and Davis ([7] ), Dey and Raikar ( [23] ), as well as the ANN model developed by Bui et al. ([1] ), was performed using the same 182 observed data set. Fig.6 and Table 6 illustrate the correlation for these prediction methods with the statistical performance indices between predicted and observed data. This table and figure indicate that the performance of the designed ANFIS model is the best among the other prediction models under considerations. Note: MF -Type of membership function (gauss -Gaussian, gbell -bell shaped, tri -triangular, traptrapezoidal); SF -Sugeno's function (con -constant or zero-order TS, lin -linear or first order TS); MFNrnumber of membership function; R -correlation coefficient; RMSE -root mean square error; MAE -mean absolute error. Note: MF -Type of membership function (gauss -Gaussian, gbell -bell shaped, tri -triangular, traptrapezoidal); SF -Sugeno's function (con -constant or zero-order TS, lin -linear or first order TS); MFNrnumber of membership function; R -correlation coefficient; RMSE -root mean square error; MAE -mean absolute error. 
V. Conclusion
The main subject of this work is to analysis the capability of different learning algorithms with different ANFIS architectures for contraction scour prediction. A FORTRAN based program system using different learning methods for Takagi-Sugeno's model has been developed. The data sets of laboratory measurements were compiled from published literature and used to train the ANFIS networks. The trained networks were validated by using the observations that were not involved in training. Based on statistical indices of model performance, we conclude that the most relevant parameters for ANFIS in scour depth prediction problem are the input membership function number and membership function shape. Furthermore, comparison between four algorithms -namely basic hybrid method, basic back propagation, back propagation with momentum method, and back propagation with Levenberg-Marquardt method -was made to update the membership functions. Based on the performance indices, the four best model structures for each training methods were selected, which predicted the contraction scour depths considerably more precisely than those predicted by ANN or other conventional methods. Among them, the ANFIS network trained by LenenbergMarquardt's approach performs best with four generalized bell MFs and constant Sugeno's function.
The numerical experiments point out ANFIS has great ability in predicting complex and non-linear phenomena, especially in situations where the relationships among physical processes were not fully understood. In this study, after an extensive trial and error search the optimal ANFIS network for maximum equilibrium contraction scour modeling under clear water conditions was found. However, as stated also by some of the authors, the relative performance of the networks is greatly influenced by the particular problems.
