Abstract The aim of the study was to evaluate the nonparametric estimation methods available in NONMEM VI in comparison with the parametric first-order method (FO) and the first-order conditional estimation method (FOCE) when applied to real datasets. Four methods for estimating model parameters and parameter distributions (FO, FOCE, nonparametric preceded by FO (FO-NONP) and nonparametric preceded by FOCE (FOCE-NONP)) were compared for 25 models previously developed using real data and a parametric method. Numerical predictive checks were used to test the appropriateness of each model. Up to 1000 new datasets were simulated from each model and with each method to construct 90% and 50% prediction intervals. The mean absolute error and the mean error of the different outcomes investigated were computed as indicators of imprecision and bias respectively and formal statistical tests were performed. Overall, less imprecision and less bias were observed with nonparametric methods than with parametric methods. Across the 25 models, t-tests revealed that imprecision and bias were significantly lower (P \ 0.05) with FOCE-NONP than with FOCE for half of the NPC outcomes investigated. Improvements were even more pronounced with FO-NONP in comparison with FO. In conclusion, when applied to real datasets and evaluated by numerical predictive checks, the nonparametric estimation methods in NONMEM VI performed better than the corresponding parametric methods (FO or FOCE).
Introduction
One of the main aims of population pharmacokinetic (PK) and pharmacodynamic (PD) studies is to characterize interindividual and intraindividual variability in PK/PD model parameters. There are several estimation methods available for population PK/PD modeling, which can be divided in parametric and nonparametric approaches. In parametric methods, the shape of the distribution of the interindividual parameter deviation from the typical individual parameter is assumed to be either normal or a transformation of normal, and the only parameters that are estimated are the mean and the variance of the distribution.
Nonparametric methods use a different approach, making no such parametric assumptions about the shape of the parameter distribution. Rather, the nonparametric approaches generate a number of parameter value vectors across all parameters, in which each vector is associated with an estimated probability. It is thus possible to obtain the entire population parameter joint density, which may be thought of as the likelihood that a particular combination of parameters will occur simultaneously, rather than just population means and variances [1] . Besides relaxing parameter distribution assumptions, nonparametric approaches also preserve mathematical and statistical consistency [2] , meaning that the discrete set of estimated parameters tends asymptotically towards the true unknown parameter values when the sample size in the dataset increases; parametric algorithms, by approximating the likelihood computation, generally lack the ability to asymptotically converge to the optimal true values under the same circumstances [3] .
Implementations of classical nonparametric expectation algorithms are currently available in several applications. Examples include NPAG, for the nonparametric adaptive grid approach (San Diego Supercomputer Center, University of California, San Diego, CA, USA [4, 5] ), and NPML, for the nonparametric maximum likelihood approach (University of Paris, France [2] [3] [4] [5] [6] ). Their use in the pharmacometric community has, however, been limited, since they are more computationally intensive, and hence time-consuming, than most parametric approaches.
In version VI Level 1.0 of the software NONMEM (ICON Development Solutions, Ellicott City, MD, USA) both parametric and nonparametric methods are available. As opposed to a complete nonparametric maximum expectation algorithm, however, the nonparametric method implemented in NONMEM does not iteratively refine the location of the discrete set of parameters across the entire parameters space. Instead, it uses empirical Bayes estimates (EBEs) of the model parameters [7] from a preceding parametric step as parameter vectors (support points), and subsequently calculates the associated probability for each of these support points. A substantial reduction of run time is consequently achieved by this approximation, but it may also imply mathematical and statistical inconsistency.
In a previous study, the nonparametric estimation method available in NONMEM VI showed promising properties when analyzing simulated data [7] with both FO and FOCE methods. Indeed, the nonparametric parameter distribution matched closely the true parameter distribution, even when the preceding parametric step represented a model misspecification. This study seeks to shift the evaluation of the nonparametric method in NONMEM VI from simulated to real data. The comparison of nonparametric and parametric methods when applied to real data was based on numerical predictive checks (NPCs) [8] , an internal validation procedure based on simulation from the final model and comparison with the observed data used in building the model. A subsequent external validation procedure was also undertaken.
Materials and methods

Datasets
This study was carried out using 25 different final models previously developed under the FO or FOCE methods in NONMEM. Sixteen models described the pharmacokinetics of 14 different drugs, and nine models were pharmacodynamic models describing the effects of six different drugs. The number of individuals varied between 8 and 637, and the average number of observations per subject ranged between 3 and 45. The number of random effects incorporated in the different models ranged between one and eight. A brief summary of analysed data and their references are given in Table 1 . It is worth noting that models, PK3 and PK4, for glibenclamide, and PK8 and PK9, for moxonidine, fit the same datasets although they were not considered to be replicates since the structural model implementations were different (lag-time and transit model).
Methodology
All data were analysed using the parametric and nonparametric methods in NONMEM VI, Level 1.0 using a Linux cluster based on Red Hat 9 operating under OpenMosix and with a G77 Fortran compiler.
Initially, all the final models described in Table 1 were rerun in NONMEM VI with parametric estimation methods, using both FO and FOCE (or FOCE with interaction--FOCEI--if appropriate). All data were subsequently analysed using the nonparametric estimation method preceded by either FO or FOCE/FOCEI. As in other nonparametric software, the nonparametric method available in NONMEM VI consists of two steps; the first step is an estimation of support points for the nonparametric distribution, and the second step obtains the probability associated with each of these support points.
A distinction should be made in the way NONMEM approximates the maximum expectation algorithm, and the way it is derived in other implementations. In 'complete' nonparametric algorithms, the two steps of the algorithm are performed in an iterative manner, which is not the case in NONMEM.
In the first step, NONMEM simply runs a parametric method, either FO or FOCE, and computes the empirical Bayes estimates (EBEs). These EBEs are taken as the support points of the nonparametric distribution [7] . Once NONMEM has obtained those support points, it proceeds to the second step where maximum likelihood estimates of the probability associated with each support point are J Pharmacokinet Pharmacodyn (2009) 36:297-315 299 Table 1 Brief description of the 25 models used The number of observations (DVs), individuals (IDs) and random effects (ETAs) are summarized. Please see referenced articles for further information NA stands for not available obtained. From this joint probability, the marginal cumulative probability for each parameter can be calculated. The nonparametric method implemented in NONMEM does not, therefore, proceed iteratively, since the locations of the support points are fixed to the EBEs. No subsequent adjustment is thus possible after having estimated the associated probabilities. In total, four methods for parameter distribution estimation were used: the parametric method using FO (FO), the parametric method using FOCE (FOCE), the nonparametric method preceded by FO (FO-NONP) and the nonparametric method preceded by FOCE/FOCEI (FOCE-NONP).
The numerical predictive check
The numerical predictive check (NPC) characterizes model appropriateness by means of prediction intervals (PIs) derived by simulation from final model parameter and parameter distribution estimates, and has been used in this study in order to compare the four different methods of estimation [8] . A PsN script (for Perl-speaks-NONMEM) [9] automates NPCs calculations using nonparametric and parametric parameter distributions in NONMEM VI. NONMEM was used when running NPCs to simulate a given number of new datasets. In this study, 1000 simulations were performed for each estimation method and for each of the 25 models. During the NPC procedure, the same seed number was used for each of the 25 models under the four different estimation methods in order to initiate the 1000 simulations at the same starting point for each method. When evaluating parametric estimation methods, the simulations performed for NPC were done assuming normality for random effect distributions, whereas the simulations performed when evaluating nonparametric estimation methods were derived from the previously estimated nonparametric distributions. Simulated observations were then used to construct the 90% PI and 50% PI, which were built in the following way:
Simulated data corresponding to each observation were ranked, and the prediction intervals read off from these observations. For example, the 90% PI took the 950th simulated observation as its upper boundary and the 50th one as its lower boundary. In this way, 5% of the simulated data appeared above this PI and 5% below. Theoretically, the same proportion of observed data should occur outside the PI limits.
The NPC calculates the number of observations (from the observed data) that are not included in the PIs created from the simulated data. Both percentages of outliers above the PIs as well as below the PIs are obtained by the NPC. The total percentages of the data made up by outliers relative to each of the given PIs are subsequently derived from these. PsN 2.2.5 was used for performing NPC procedures [9] .
Error calculation and statistical method
Measures of imprecision and bias were computed in order to evaluate the simulation properties of each of the four methods used in this study. Thus, the mean absolute prediction error (MAE) and the mean prediction error (ME) were used respectively as an indicator of imprecision and of bias [10] .
The mean absolute error (MAE) function is given by Eq. 1:
where n is the number of models used (25), Pj is the value predicted by the jth model and Tj is the expected (true) value. Accordingly, the reference value Tj was equal to 10% for the percentage of total outliers of the 90% PI (5% on each side of the PI limits) and was equal to 50% for the percentages of total outliers of the 50% PI (25% on either side of the PI limits). The predicted value Pj would then be the different outcomes of the NPCs for each model (percentages of outliers of above, below and total of the 90% and 50% PIs). The mean error (ME) function is given by Eq. 2:
In accordance with the results obtained from the NPC, the MAE and the ME of the distribution of outliers' percentages were computed for FO, FOCE, FO-NONP and FOCE-NONP. Finally, two-tailed t-tests for paired samples were used with a significance level of 5% to compare methods (FO versus FO-NONP; FOCE versus FOCE-NONP; FO-NONP versus FOCE; FO-NONP versus FOCE-NONP) with regard to MAE and ME.
Generalized additive modeling analysis
A stepwise generalized additive modeling (GAM) approach [11, 12] , as implemented in the software R 2.4.0, was undertaken in order to explore potential factors influencing bias and precision present in simulation when using nonparametric and parametric estimation methods in NONMEM.
In this respect, several explanatory variables were tested in order to account for data informativeness across the 25 models investigated. Number of individuals, number of observations per individual, and number of observations per random effect term (which could be seen as a marker of the shrinkage level of the entire set of model parameters) were incorporated in the GAM analysis as potential predictors of the difference in prediction errors (Pj -Tj and |Pj -Tj|) between nonparametric and parametric estimation methods. The GAM procedure performs an iterative screening, with forward inclusion and backward elimination of the potential factors in the attempt to best describe a given dependent variable via multiple nonlinear regression analysis. The inclusion and exclusion of predictors were based on the Akaike information criterion.
External validation procedure
Three models were selected amongst the 25 studied for external evaluation. Two models were used to fit the two largest datasets in terms of number of individuals (PD model 2: docetaxel, n = 637, and PK model 11: melagatran, n = 596). The third model was randomly chosen from the remaining datasets with fewer number of individuals (PK model 14: antibody X, n = 70). Each of the three original datasets was split at random into two approximately equally-sized subsets, by individual, to create a learning dataset and a validation dataset. The final model obtained with the full dataset was then used to fit the learning dataset, resulting in a new set of parameter estimates. This new set of parameter estimates was used to predict the validation subset. Prediction properties of FOCE and FOCE-NONP were then evaluated using NPC procedures, with the same settings (seed number, number of samples) as when testing the simulation properties of the methods, but this time in order to predict a dataset not used in the estimation of model parameters.
Results
In order to compare the internal validation outcomes of the four estimation methods, results are divided into four sections. The first section shows a comparison of parametric and nonparametric methods using the FO estimation method (FO and FO-NONP), the second section shows a comparison of parametric and nonparametric methods using the FOCE estimation method (FOCE and FOCE-NONP), the third section shows a comparison of FO-NONP and FOCE estimation methods and the fourth section shows a comparison of the two nonparametric methods (FO-NONP and FOCE-NONP). Finally, external validation results are presented. Investigation of other PIs (20%, 40%, 60% and 80% PIs) was also undertaken. However, as similar trends were obtained amongst estimation methods regardless of the PIs choice, and for the sake of brevity, only the 90% and 50% PIs are presented.
Comparison of FO versus FO-NONP
The values of the percentages of above, below and total outliers of the 90% PI obtained for each of the 25 models and after running FO and FO-NONP methods are displayed in Table 2 .
An additional analysis of a similar table showing the 50% PI when running these two methods for each model was also undertaken (not shown).
The distribution of prediction errors (Pj -Tj and |Pj -Tj|) of the 25 models for each NPC outcome of the 90% PI is displayed for each of the four estimation methods evaluated in Fig. 1 . A similar figure is presented for the NPC outcomes of the 50% PI (Fig. 2) . Overall, prediction errors resulting from simulations based on FO-NONP final estimates were less scattered and closer to zero, on average, than the ones obtained when applying FO regardless of the PIs chosen.
The mean absolute errors (MAEs) computed for FO and FO-NONP and for all the outcomes of the NPC (including the above, below and total percentages of outliers of the 90% and 50% PIs) are presented in Table 3 as well as the P-values of the different t-tests performed during the statistical analyses. The MAE values computed after running NPCs using FO-NONP were always lower than the MAEs obtained when running FO and in almost all cases significantly lower (P \ 0.05).
The mean errors (MEs) obtained after running NPCs when using FO and FO-NONP are presented in Table 4 , as well as the p-values deriving from the statistical analysis. Overall, MEs obtained when running FO-NONP were closer to zero than MEs obtained when running FO and significant differences in favour of FO-NONP were revealed at the 90% PI (P \ 0.05) but not at the 50% PI.
No explanatory variable tested in the GAM analysis was consistently selected as a potential predictor of the difference in terms of prediction errors between FO and FO-NONP across the 25 models. Comparison of FOCE versus FOCE-NONP Two tables were obtained and analysed in the same manner as previously for the 90% and the 50% PIs after running a NPC for each of the 25 models with these two methods (not shown).
The distribution of prediction errors induced when simulating based on final estimates produced by FOCE-NONP were less variable and closer to zero, on average, than when simulating based on FOCE final estimates, regardless of the PIs chosen ( Figs. 1 and 2) . The MAEs computed after running NPCs using FOCE-NONP were always lower than the MAEs obtained when running FOCE (Table 3 ) and for some cases significantly so (P \ 0.05). The MEs computed after running FOCE-NONP were always closer to zero than MEs obtained when running FOCE (Table 4 ) and for some NPC outcomes significantly so (P \ 0.05).
However, across the 25 models, the difference in prediction errors between FOCE and FOCE-NONP was not revealed to be consistently related to any of the explanatory variables tested during the GAM analysis. Comparison between FOCE and FO-NONP
The prediction errors computed from the NPC outcomes of the 50% PI across the 25 models were less scattered and consistently closer to zero, on average, when applying FO-NONP than FOCE (Fig. 2 ), but this trend was less visible when evaluating the results of the 90% PI (Fig. 1) . Overall, FO-NONP method presented lower MAEs than when using FOCE method (Table 3) . In some instances, significant differences (P \ 0.05) in favour of the FO-NONP method were revealed.
The MEs obtained with both methods revealed no significant difference (P [ 0.05) between FO-NONP and FOCE, but in all cases FO-NONP values were closer to zero (Table 4) .
Comparison between FO-NONP and FOCE-NONP Based on Figs. 1 and 2, no critical difference was seen when comparing the distribution of prediction errors across the 25 models, regardless of the PIs chosen and of the distribution of outliers towards the PI.
According to Tables 3 and 4 respectively, MAEs and MEs were typically indistinguishable when using the first-order approximation with conditional estimation as the first step of the nonparametric method (FOCE-NONP) than when computing the support points with the first-order linearization method (FO-NONP).
External validation procedure: comparison between FOCE and FOCE-NONP
All three examples tested yielded a successful minimization when fitting half of the data.
For the two largest datasets (docetaxel and melagatran), external validation results revealed similar patterns in comparison to those obtained from internal validation procedure for both parametric and nonparametric methods, with less deviation from expected values when applying FOCE-NONP than FOCE (data not shown).
For the smaller dataset in terms of individuals (antibody X), the percentage of total outliers of the 90% PI was equal to 17.2% and 12.1% for FOCEI and FOCE-NONP respectively (data not shown). For the 50% PI, both FOCEI and FOCE-NONP generated similar profiles of total outliers (51.3% and 50.6% respectively) but the distribution of outliers towards the PI limits were unbalanced for FOCEI (39.5% and 11.8% respectively for above and below), phenomenon substantially reduced when applying FOCE-NONP (29% and 21.7% respectively).
As a comparison, when internally validated, antibody X model yields the same percentage of total outliers of the 90% PI when applying FOCEI and FOCE-NONP (11.99%). The percentage of total outliers of the 50% PI was 44.54% when applying FOCEI (28.8% and 15.74% respectively for above and below), and 47.05% when applying FOCE-NONP (28.44% and 18.6% respectively for above and below).
Discussion
Before interpretation of the results, it should be noted that the different models used in this study have earlier been developed and been found acceptable using parametric methods, either FO or FOCE, leading to limited room for improvement. Therefore, no critical amelioration was expected evaluating simulation properties of nonparametric methods in comparison to parametric ones. Moreover, we did not attempt to investigate anomalies in the NPC outcomes for each model, as the objective was to evaluate estimation methods with the means of internal validation procedure in their overall characteristics. Undertaking such a task would have shifted the aim from evaluating estimation methods to diagnosing final accepted models.
During the analysis, no significant convergence issues or computational difficulties occurred across the 25 models, except when fitting PD model 6 with the FOCE and FOCE-NONP methods; to address a minimization problem, the hybrid functionality in NONMEM was used to apply the FO method to estimate a parameter while performing an FOCE fit. This technical issue was then considered as minor and the model was included in the analysis.
The different pairwise comparisons between estimation methods performed in this study were selected as they may correspond to specific questions from modelers.
The prediction properties of FO and FO-NONP as well as an extensive comparison of FOCE and FOCE-NONP prediction properties using the entire set of models were not evaluated. Data-splitting was performed in order to corroborate the findings of the internal validation procedure. It was intended to use only final, accepted models since this would avoid the need for model building.
Comparison of FO versus FO-NONP
Despite the fact that new estimation methods for continuous type data analysis have been developed and implemented in NONMEM, the firstly introduced FO method is still substantially used (more than 15% of the published articles referring NONMEM in 2005 applied the FO method for parameter estimation) [13] . This is probably due to the fact that for some PK and PD models, conditional estimation is not feasible due to computational or convergence difficulties. However, it has been demonstrated that the FO method generally introduces larger bias in parameter estimates than other methods, leading to poor simulation properties of the method [14, 15] . In such case, one alternative for the modeler would be to use the FO-NONP method.
Indeed, according to the MAE and ME results of this study, FO-NONP presented less imprecision and less bias than FO in almost all cases, and in most of these cases, these differences were statistically significant. Distributions of prediction errors also suggest more consistency when simulating based on FO-NONP provided parameter estimates for the range of models studied. Results from the GAM analysis suggest that none of the potential rationales studied (most interestingly, the information content of the data) was responsible for the improved simulation properties of FO-NONP in comparison to FO. This finding should however be considered with caution given the limited amount of data it is based on.
When applied to real data and evaluated by NPCs, FO-NONP exhibits better simulation properties than FO, resulting in significantly less bias and less imprecision for the majority of the simulation outcomes. This finding is in agreement with a previous study where the nonparametric method performance was explored on Monte Carlo simulation examples showing capability to correct the bias in parameter estimates observed with the FO method [7] . However, depending on the size of the dataset and on the complexity of the model, FO-NONP may be somewhat more time-consuming than the FO method.
Comparison of FOCE versus FOCE-NONP Latterly, the FOCE or FOCEI method have become the most widely used estimation methods in population PK/PD analyses performed in NONMEM (65% of the published articles in 2005 referred to these methods for parameter estimation) [13] . The objective of comparing the most common and accepted estimation method with its extension to the nonparametric method (FOCE-NONP) was to determine whether or not it is possible to further enhance the simulation performance of the FOCE estimation method.
According to the MAEs and MEs obtained after running NPCs for a wide range of PKPD models, a clear trend was disclosed that FOCE provides poorer precision and results in more bias in simulation than FOCE-NONP. Statistical analyses confirmed FOCE-NONP to be significantly more precise and less biased than FOCE for half of the simulation outcomes investigated, emphasizing the benefit of using FOCE-NONP compared to FOCE. In addition, two other studies based on real data confirm this finding, improvements on simulation performance being reported when comparing FOCE and FOCE-NONP [16, 17] .
It is therefore reasonable to conclude that FOCE-NONP provides more robust simulation properties than FOCE when applied to real data under the conditions studied in this article. The GAM analysis used to investigate plausible sources of discrepancy between simulation outputs from FOCE and FOCE-NONP in terms of precision and bias revealed no consistent trend. It is, however, likely that the number of models studied, as well as the narrow range of explanatory variables considered, were insufficient to provide a conclusive answer to this question.
In addition, based on the external validation outcomes, FOCE-NONP showed superior ability to predict external datasets than FOCE for three models evaluated. The predictive performance of FOCE was notably degraded when the original data contained relatively low numbers of individuals (n = 70 in this case), while FOCE-NONP predictive ability was consistent across all three models.
Comparison between FOCE and FO-NONP
Time is one of the major concerns in pharmacometric modeling, often limiting the possibility of implementing more complex models or novel computer-intensive methods. The use of FO-NONP method in lieu of FOCE may be an alternative, potentially shortening run times while maintaining acceptable levels of parameter precision. An assessment of the simulation performance of models minimized using the FO-NONP method was carried out, and compared to the FOCE method.
The key finding was that FO-NONP displayed significantly less imprecision (MAEs) than FOCE for half of the simulation outcomes investigated. With regards to ME measurements, both methods exhibited similar simulation outcomes for the 90% PI with very little bias observed. However, there was a trend that the FO-NONP method was less biased than FOCE for the 50% PI even though none of the outcomes were individually statistically significant.
Although the search for support points of the nonparametric distribution was achieved using a simpler first-order approximation, this did not appear to affect the simulation properties of the models and FO-NONP performed significantly better than FOCE in terms of precision and showed a tendency to improve bias. The FO-NONP may therefore be a viable alternative to the FOCE method, especially when numerical difficulties arise when applying FOCE. Across the 25 models, FO-NONP method was typically faster in more than half of the runs (60%) in comparison with FOCE (data not shown).
Comparison between FO-NONP and FOCE-NONP
In theory, the only difference between the two nonparametric estimation methods available in NONMEM VI remains the first step of the estimation, where the support points are estimated by either FO or FOCE method. According to the results of this study, a clear benefit in simulation is attained by using the nonparametric estimation methods in comparison with parametric estimation methods; the underlying goal of comparing the two nonparametric estimation methods was therefore primarily to assess whether reductions in run time achieved through the use of the FO-NONP method rather than the FOCE-NONP method would result in any degradation in the simulation properties of these estimation methods.
In accordance with the MAE and ME results obtained after running NPCs and discussed above, FO-NONP and FOCE-NONP appear to have very similar simulation properties. The use of either nonparametric method seems to lead to very similar outcomes in terms of precision and bias in simulations when applied to real data and compared using predictive checks. One might therefore be able to use the faster FO-NONP method option with confidence that its simulation properties are as good as those delivered by the FOCE-NONP method.
General considerations
This study was based on real data and in such case, no true parameter estimates are known as opposed to simulated data. Therefore, it was important to properly select a technique for adequate assessment of method performance. In our exercise, we have chosen to use simulation based diagnostic tools such as numerical predictive check technique, where an expected value is taken as reference to evaluate bias and precision at each PI. At the present time, even though this technique does not guarantee good extrapolation behaviour, it is considered as the state-of-the-art procedure for model qualification. Nonetheless, in order to get a flavour of the extrapolation features of nonparametric methods, and although no external dataset was available for any of the 25 accepted models, external evaluation was performed by data-splitting for three models when applying the FOCE and FOCE-NONP methods.
It has been established that the phenomenon of shrinkage in empirical Bayes estimates (EBEs) may impede nonparametric distribution estimation, especially when dealing with uninformative data [18, 19] . Methods for handling this situation are under development [20] but were not used in this study. The good performance of the nonparametric methods in this article was assessed without the use of any adjustment of the support points.
Despite relaxing assumptions on parameters distribution shape, wide application of nonparametric methods has been limited in the field of population PK/PD analysis for various reasons such as their time-consuming nature and lack of measurements of imprecision. The nonparametric method available in NONMEM VI may bypass some of these hindrances. Having the empirical Bayes estimates (EBEs) as support points is likely to address the time aspect issue since this step is faster in NONMEM than the grid search available in other nonparametric software. Moreover, methods based on bootstrapping procedures for uncertainty measurements of parameter estimates are under development [21] .
Conclusion
Although addressing shrinkage was not possible in this analysis, the nonparametric estimation methods (FO-NONP or FOCE-NONP) in NONMEM VI performed significantly better than corresponding parametric methods (FO or FOCE) when applied to real data and evaluated by internal validation procedures based on simulations. Moreover, the comparison of FO-NONP with the most reliable parametric method, FOCE, revealed better simulation behaviour with the former method. It has also been shown that FO-NONP and FOCE-NONP had comparable simulation properties. FOCE-NONP was found to predict subsets of data obtained from external validation better than FOCE for the three models tested.
