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1. Introduction
Write X for a closed compact C∞-smooth submanifold of dimension n embedded in the unit
sphere of Rn+1. Let Y be a bounded subset in Rq containing the origin. Also write E = [0,1) ×
X × Y , which can be regarded as the local model near the boundary of stretched edge-manifolds
(i.e. manifolds with edge singularities). Denote E0 for the interior of E, and the boundary of E by
∂E = {0} × X × Y . In this paper, we study the following Dirichlet problem for a class of semilinear
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{−Eu −μV u = λu + |u|p−1u, (t, x, y) ∈ E0,
u = 0, on ∂E. (1.1)
Here λ > 0, 0< μ < ( N−1−q2 )
2, N = 1+n+q with n 1 and q 1, 1 < p < N+2N−2 . With the coordinates
(t, x1, . . . , xn, y1, . . . , yq) ∈ E, the local model E can be regarded as a bounded subset in R+ × Rn ×
R
q =RN+ . The edge-Laplacian is then deﬁned as the following degenerate elliptic operator:
E = ∇2E = (t∂t)2 + ∂2x1 + · · · + ∂2xn + (t∂y1)2 + · · · + (t∂yq )2, (1.2)
where ∇E = (t∂t , ∂x1 , . . . , ∂xn , t∂y1 , . . . , t∂yq ) denotes the gradient operator with edge degeneracy on
the boundary ∂E. We consider the following singular potential function
V (t, x, y) = t
−2e−1/t2
e−1/t2 + x21 + · · · + x2n + y21 + · · · + y2q
, (1.3)
that is unbounded over E. Our main result can be stated as follows:
Theorem 1.1. For any λ > 0, the Dirichlet problem (1.1) has a nontrivial weak solution in the weighted Sobolev
spacesH1,
N
2
2,0 (E).
The degenerate elliptic operator E is regarded as a special case of the typical degenerate dif-
ferential operators on a stretched edge-manifold (cf. [4,6,7,11]). In Section 2, we shall introduce a
degenerate operator with edge degeneracy. Similarly to the work in [10] for cone Sobolev spaces,
we shall generalize the weighted Sobolev spaces Hm,γ2 (E) in [11] to the case of Hm,γp (E) with
1 p < +∞. In Section 3, we establish the corresponding edge Sobolev inequality, Poincaré inequal-
ity and Hardy inequality, which will be important in the proof of Theorem 1.1. We emphasize that
similar inequalities on weighted Sobolev spaces with doubling measures have been studied by other
authors. Here, we only mention the paper [5] and many references therein. We should notice that the
measure of the weighted p-Sobolev spaces in the current paper is not a doubling measure in general.
We will give a simple example in Section 3 on this matter. In the last section, we give the proof for
the existence of nontrivial weak solutions for the Dirichlet problems (1.1).
2. Weighted p-Sobolev spaces on manifolds with edges
Let X ⊂ Sn be a bounded open set in the unit sphere of Rn+1x˜ , the straight cone X be deﬁned as
X =
{
x˜ ∈Rn+1
∣∣∣ x˜ = 0 or x˜|x˜| ∈ X
}
.
For a bounded domain Y in Rq , W = X × Y is then a corresponding wedge in R1+n+q . Use the
cylindrical coordinates in (Rn+1 \ {0}) × Y , namely the coordinates (r, φ, y) where (r, φ) ∈ X \ {0}
are the standard polar coordinates. This gives us a description of W \({0}×Y ) in the form R+× X×Y .
Now the stretched wedge W to W is simply R+ × X × Y , which is a manifold with smooth boundary
{0} × X × Y . The identiﬁcation with X × Y gives us a trivial X-bundle over the edge Y .
It often suﬃces to focus on the case of 0  r < 1. Therefore, we will consider in this paper the
local model of the following ﬁnite wedge:
E := [([0,1) × X)/({0} × X)]× Y ⊂ X × Y , (2.1)
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the corresponding stretched wedge to E is
E := [0,1) × X × Y . (2.2)
Let X∧ = R+ × X . The typical degenerate differential operator A on the open stretched wedge
X∧ × Y ⊂ X∧ ×Rq then has the following form:
A = t−ν
∑
j+|α|ν
a jα(t, y)(t∂t)
j(t∂y)
α = t−ν AE, (2.3)
where AE is a degenerate edge operator, a jα ∈ C∞(R+ × Y ,Diffν−( j+|α|)(X)) for all j, α, and Diffν(X)
denotes the set of differential operators on X of order ν . Therefore, the corresponding gradient oper-
ator with edge degeneracy is ∇E = (t∂t , ∂x1 , . . . , ∂xn , t∂ y1, . . . , t∂ yq).
Example 2.1. Let gX (t, y) be a (t, y)-dependent family of Riemannian metrics on a closed compact
C∞ manifold X , which is inﬁnitely differentiable in (t, y) ∈ R+ × Y with Y ⊆ Rq an open subset.
Then g := dt2 + t2gX +dy2 is a Riemannian metric on X∧ × Y . The Laplace–Beltrami operators related
to the metric g are then of the form
 = t−2
∑
j+α2
a jα,(t, y)
(
−t ∂
∂t
) j
(t∂y)
α = t−2L,
where L is an elliptic edge operator, a jα(t, y) ∈ C∞(R+ × Y ,Diff2− j−|α|(X)).
Next, in order to introduce the weighted p-Sobolev spaces on R1+n+q+ , we need the following Lp
spaces.
Deﬁnition 2.2. For (t, x, y) ∈ RN+ with N = 1 + n + q, assume u(t, x, y) ∈ D ′(RN+). We say that
u(t, x, y) ∈ Lp(RN+, dtt dx dyt ), if
‖u‖Lp =
( ∫
R
N+
tN
∣∣u(t, x, y)∣∣p dt
t
dx
dy
t
) 1
p
< +∞.
Moreover, the weighted Lp spaces with weight γ ∈ R is denoted by Lγp (RN+, dtt dx dyt ), which consists
of functions u(t, x, y) such that
‖u‖Lγp =
( ∫
R
N+
tN
∣∣t−γ u(t, x, y)∣∣p dt
t
dx
dy
t
) 1
p
< +∞.
Now we can deﬁne the weighted p-Sobolev spaces with natural scale for all 1 p < ∞ on R1+n+q+ .
Deﬁnition 2.3. For m ∈N, γ ∈R and N = 1+ n+ q, the spaces
Hm,γp
(
R
N+
) := {u ∈D′(RN+) ∣∣ t Np −γ (t∂t)k∂αx (t∂y)βu ∈ Lp
(
R
N+,
dt
t
dx
dy
t
)}
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then (t∂t)k∂αx (t∂y)
βu ∈ Lγp (RN+, dtt dx dyt ). Therefore, Hm,γp (RN+) is a Banach space with the following
norm,
‖u‖Hm,γp (RN+) =
∑
k+|α|+|β|m
( ∫
R
N+
tN
∣∣t−γ (t∂t)k∂αx (t∂y)βu(t, x, y)∣∣p dtt dx dyt
) 1
p
. (2.4)
Moreover, the subspace Hm,γp,0 (RN+) of Hm,γp (RN+) denotes the closure of C∞0 (RN+) in Hm,γp (RN+).
For u ∈Hm,γp (RN+), we deﬁne
v(r, x, ζ ) = Sp,γ
(
u(t, x, y)
)= e−r( Np −γ )u(e−r, x, e−rζ ), (2.5)
with ζ = er y and t = e−r . Then
∥∥v(r, x, ζ )∥∥pWm,p(R×Rn×Rq)
=
∑
k+|α|+|β|m
∫ ∣∣∂kr ∂αx ∂βζ v(r, x, ζ )∣∣p dr dxdζ
=
∑
k+|α|+|β|m
∫ ∣∣∂kr ∂αx ∂βζ e−r( Np −γ )u(e−r, x, e−rζ )∣∣p dr dxdζ
∼
∑
k+|α|+|β|m
∫ ∣∣e−r( Np −γ )∂kr ∂αx ∂βζ u(e−r, x, e−rζ )∣∣p dr dxdζ
∼
∑
k+|α|+|β|m
∫ ∣∣e−r( Np −γ )∂kr ∂αx (e−r∂y)βu(e−r, x, y)∣∣p dr dx dye−r
=
∑
k+|α|+|β|m
∫ ∣∣t Np −γ (t∂t)k∂αx (t∂y)βu(t, x, y)∣∣p dtt dx dyt = ‖u‖pHm,γp (RN+).
Hence, the mapping
Sp,γ : u(t, x, y) → v(r, x, ζ ),
gives an isomorphism
Sp,γ :Hm,γp
(
R
N+
)→ Wm,p(R×Rn ×Rq), (2.6)
where Wm,p(R×Rn ×Rq) denotes the classical Sobolev space.
Now, similarly to the deﬁnitions above, we can introduce the following weighted p-Sobolev spaces
on X∧ × Y , where X∧ × Y is the open stretched wedge as deﬁned in the beginning of this section.
Hm,γp
(
X∧ × Y ) := {u ∈D′(X∧ × Y ) ∣∣∣ t Np −γ (t∂t)k∂αx (t∂y)βu ∈ Lp
(
X∧ × Y , dt
t
dx
dy
t
)}
(2.7)
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with the norm
‖u‖Hm,γp (X∧×Y ) =
∑
k+|α|+|β|m
( ∫
X∧×Y
tN
∣∣t−γ (t∂t)k∂αx (t∂y)βu(t, x, y)∣∣p dtt dx dyt
) 1
p
. (2.8)
The subspace Hm,γp,0 (X∧ × Y ) of Hm,γp (X∧ × Y ) is deﬁned as the closure of C∞0 (X∧ × Y ) with respect
to the norm (2.8).
Thus we have the following deﬁnition:
Deﬁnition 2.4. Let E be the stretched wedge to the ﬁnite wedge E as deﬁned in (2.2). Then Hm,γp (E)
for m ∈N, γ ∈R denotes the subset of all u ∈ Wm,ploc (E0) such that
Hm,γp (E) =
{
u ∈ Wm,ploc (E0)
∣∣ωu ∈Hm,γp (X∧ × Y )}
for any cut-off function ω, supported by a collar neighborhood of (0,1) × ∂E.
Moreover, the subspace Hm,γp,0 (E) of Hm,γp (E) is deﬁned as follows:
Hm,γp,0 (E) = [ω]Hm,γp,0
(
X∧ × Y )+ [1− ω]Wm,p0 (E0) (2.9)
where the classic Sobolev space Wm,p0 (E0) denotes the closure of C
∞
0 (E0) in W
m,p(E˜) for E˜ that is a
closed compact C∞ manifold of dimension N containing E as a submanifold with boundary.
By Deﬁnitions 2.3 and 2.4, and by results similar to those in [2], we have the following:
Proposition 2.5. The following properties hold forHm,γp (E):
(1) Hm,γp (E) is a Banach space for 1 p < ∞, and is a Hilbert space for p = 2.
(2) Lγp (E) :=H0,γp (E).
(3) Lp(E) :=H0,0p (E).
(4) tγ1Hm,γ2p (E) =Hm,γ1+γ2p (E).
Next, similarly to a result in [10], we have the following embedding property:
Proposition 2.6. The embedding Hm′,γ ′p,0 (E) ↪→Hm,γp,0 (E) is continuous for m′ m, γ ′  γ , and is compact
for m′ >m, γ ′ > γ .
Proof. By Deﬁnition 2.4, it is suﬃcient to show that the embedding
[ω]Hm′,γ ′p,0
(
X∧ × Y ) ↪→ [ω]Hm,γp,0 (X∧ × Y )
is continuous for m′ m, γ ′  γ ; and compact for m′ >m, γ ′ > γ . In fact,
[1− ω]Wm′,p0 (E0) ↪→ [1− ω]Wm,p0 (E0)
is known to be continuous if m′  m and compact if m′ > m. The mapping Sp,γ in (2.5) gives an
isomorphism
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(
X∧ × Y )→ [ω˜]Wm,p0 (R× X × Y˜ ), (2.10)
where ω˜(r) = ω(e−r) and ζ ∈ Y˜ if and only if y = e−rζ ∈ Y for r ∈ supp ω˜. Moreover Sp,γ induces an
isomorphism
Sp,γ : [ω]Hm
′,γ ′
p,0
(
X∧ × Y )→ [ω˜]e−r(γ ′−γ )Wm′,p0 (R× X × Y˜ ).
This is because for u(t, x, y) ∈Hm′,γ ′p,0 (X∧ × Y ),
Sp,γ u = e−r(
N
p −γ )u
(
e−r, x, e−rζ
)
= e−r(γ ′−γ )e−r( Np −γ ′)u(e−r, x, e−rζ )
= e−r(γ ′−γ )v(r, x, ζ ),
where v(r, x, ζ ) ∈ Wm′,p0 (R× X × Y˜ ). That means
[ω]Hm′,γ ′p,0
(
X∧ × Y ) ↪→ [ω]Hm,γp,0 (X∧ × Y )
is a continuous embedding for m′ m, γ ′  γ .
Furthermore, when γ ′ > γ , set e−r(γ ′−γ )rδ = ϕδ(r). Then all its derivatives in r are uniformly
bounded over supp ω˜ for δ > 0. This yields
[ω˜]e−r(γ ′−γ )Wm′,p0 (R× X × Y˜ ) = [ω˜][ϕδ]r−δWm
′,p
0 (R× X × Y˜ )
↪→ [ω˜]r−δWm′,p0 (R× X × Y˜ )
↪→ [ω˜]Wm,p0 (R× X × Y˜ )
where the last embedding is compact for m′ >m, γ ′ > γ . 
3. Edge type estimates on weighted p-Sobolev spaces
In this section, we shall give the following Sobolev inequality, Poincaré inequality and Hardy in-
equality on edge-type weighted p-Sobolev spaces. These are important in the proof of the main result.
Similar inequalities on doubling spaces were discussed in [5]. Recall that for a metric space M with
a metric d, a measure μ over (M,d) is said to have the doubling property if μ(2B)/μ(B) is bounded
where B and 2B are balls with the same center and the radius of 2B is twice as that of B . The fol-
lowing simple example shows that the weighted p-Sobolev spaces studied in this paper do not have
doubling property. Since the degeneracy in our study comes only from the t-direction, without loss
of generality, we will only consider the case for t ∈R+ .
Example 3.1. Since R+ can be regarded as a one dimensional cone, in a standard way we have a
diffeomorphism χ : R → R+ , as deﬁned by t = χ(r) = e−r . The distance d in R+ is deﬁned by
d(t1, t2) = |t1 − t2| = |χ(r1) − χ(r2)|, where r1, r2 ∈ R. Suppose BR = {x ∈ R | |x| < R} is a one di-
mensional ball in R. Then under the mapping χ , the corresponding ball in R+ is B˜ R = (e−R , eR). We
compare the measures of B˜ R and B˜2R to get
e2R − e−2R
eR − e−R = e
R + e−R ,
which is unbounded if R → +∞. That means the measure in R+ is not doubling.
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Proposition 3.2. Assume 1  p < N, 1p∗ = 1p − 1N , N = 1 + n + q, and γ ∈ R. Let RN+ := R+ × Rn × Rq,
t ∈R+ , and x = (x1, . . . , xn) ∈Rn, y = (y1, . . . , yn) ∈Rq. The following estimate
‖u‖
L
γ ∗
p∗ (R
N+)
 c1
∥∥(t∂t)u∥∥Lγp (RN+) + (c1 + c2)
n∑
i=1
‖∂xi u‖Lγp (RN+)
+ (c1 + c2)
q∑
j=1
∥∥(t∂y j )u∥∥Lγp (RN+) + c3‖u‖Lγp (RN+) (3.1)
holds for all u(t, x, y)∈C∞0 (RN+), where γ ∗ =γ −1, c1 = αN , c2 = αN | (N−1)(N−pγ )N−p |
1
N , c3 = 1N | (N−1)(N−pγ )N−p |
1
N ,
for α = (N−1)pN−p .
Moreover, if u(t, x, y) ∈H1,γp,0 (RN+), we have
‖u‖
L
γ ∗
p∗ (R
N+)
 c‖u‖H1,γp,0 (RN+),
where the constant c = c1 + c2 .
Proof. First, we consider the case p = 1, and p∗ = NN−1 . For an arbitrary γ ′ ∈ R, since u(t, x, y) ∈
C∞0 (RN+), we have
∣∣tn+q−γ ′u∣∣=
∣∣∣∣∣
t∫
0
(r∂r)
(
rn+q−γ ′u
) dr
r
∣∣∣∣∣

∣∣n + q − γ ′∣∣
∞∫
0
∣∣rn+q−γ ′u∣∣ dr
r
+
∞∫
0
∣∣rn+q−γ ′(r∂ru)∣∣ dr
r
.
In a similar way, we have
∣∣tn+q−γ ′u∣∣=
∣∣∣∣∣tn+q−γ ′
xi∫
0
∂x′i u dx
′
i
∣∣∣∣∣
+∞∫
−∞
tn+q−γ ′
∣∣∂x′i u∣∣dx′i, i = 1, . . . ,n;
∣∣tn+q−γ ′u∣∣
+∞∫
−∞
tn+q−γ ′
∣∣(t∂y′j )u∣∣ dy
′
j
t
, j = 1, . . . ,q.
Multiplying the above N = 1+ n + q inequalities, we have
∣∣tn+q+1u∣∣N 
+∞∫
0
∣∣rn+q−γ ′(r∂r)u∣∣ dr
r
n∏
i=1
+∞∫
−∞
tn+q−γ ′
∣∣∂x′i u∣∣dx′i
·
q∏
j=1
+∞∫
tn+q−γ ′
∣∣(t∂y′j )u∣∣ dy
′
j
t
−∞
4296 H. Chen et al. / J. Differential Equations 252 (2012) 4289–4314+ ∣∣n + q − γ ′∣∣
+∞∫
0
∣∣rn+q−γ ′u∣∣ dr
r
n∏
i=1
+∞∫
−∞
tn+q−γ ′ |∂x′i u|dx′i
·
q∏
j=1
+∞∫
−∞
tn+q−γ ′
∣∣(t∂y′j )u∣∣ dy
′
j
t
.
Since 1N−1 < 1, we have
∣∣tn+q−γ ′u∣∣ NN−1 
( +∞∫
0
∣∣rn+q−γ ′(r∂r)u∣∣ dr
r
) 1
N−1( n∏
i=1
+∞∫
−∞
tn+q−γ ′ |∂x′i u|dx′i
) 1
N−1
·
( q∏
j=1
+∞∫
−∞
tn+q−γ ′
∣∣(t∂y′j )u∣∣ dy
′
j
t
) 1
N−1
+ ∣∣n + q − γ ′∣∣ 1N−1
( +∞∫
0
∣∣rn+q−γ ′u∣∣ dr
r
) 1
N−1
·
(
n∏
i=1
+∞∫
−∞
tn+q−γ ′ |∂x′i u|dx′i
) 1
N−1( q∏
j=1
+∞∫
−∞
tn+q−γ ′
∣∣(t∂y′j )u∣∣ dy
′
j
t
) 1
N−1
.
Integrating both sides of the inequality by dtt and then applying the Hölder inequality, we have
+∞∫
0
∣∣tn+q−γ ′u∣∣ NN−1 dt
t

( +∞∫
0
∣∣rn+q−γ ′(r∂r)u∣∣ dr
r
) 1
N−1 n∏
i=1
( +∞∫
0
+∞∫
−∞
tn+q−γ ′ |∂x′i u|dx′i
dt
t
) 1
N−1
·
q∏
j=1
( +∞∫
0
+∞∫
−∞
tn+q−γ ′
∣∣(t∂y′j )u∣∣ dy
′
j
t
dt
t
) 1
N−1
+ ∣∣n + q − γ ′∣∣ 1N−1
( +∞∫
0
∣∣rn+q−γ ′u∣∣ dr
r
) 1
N−1
·
n∏
i=1
( +∞∫
0
+∞∫
−∞
tn+q−γ ′ |∂x′i u|dx′i
dt
t
) 1
N−1 q∏
j=1
( +∞∫
0
+∞∫
−∞
tn+q−γ ′
∣∣(t∂y′j )u∣∣ dy
′
j
t
dt
t
) 1
N−1
.
Repeating the same process with respect to dx′1, . . . ,dx′n,
dy′1
t , . . . ,
dy′q
t , it then follows that
∫
R
N+
∣∣tn+q−γ ′u∣∣ NN−1 dt
t
dx
dy
t

( ∫
R
N
tn+q−γ ′
∣∣(t∂t)u∣∣ dt
t
dx
dy
t
) 1
N−1 n∏
i=1
( ∫
R
N
tn+q−γ ′ |∂xi u|
dt
t
dx
dy
t
) 1
N−1+ +
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q∏
j=1
( ∫
R
N+
tn+q−γ ′ |t∂y j u|
dt
t
dx
dy
t
) 1
N−1
+ ∣∣n + q − γ ′∣∣ 1N−1( ∫
R
N+
tn+q−γ ′ |u| dt
t
dx
dy
t
) 1
N−1
·
n∏
i=1
( ∫
R
N+
tn+q−γ ′ |∂xi u|
dt
t
dx
dy
t
) 1
N−1 q∏
j=1
( ∫
R
N+
tn+q−γ ′ |t∂y j u|
dt
t
dx
dy
t
) 1
N−1
.
In what follows, we write dσ = dtt dx dyt , and write
∫
for
∫
R
N+ . By the inequality a+b < (aβ +bβ)
1
β ,
for a > 0, b > 0 and 0< β < 1, we have
(∫ ∣∣tn+q−γ ′u∣∣ NN−1 dσ)
N−1
N

(∫
tn+q−γ ′
∣∣(t∂t)u∣∣dσ
) 1
N n∏
i=1
(∫
tn+q−γ ′ |∂xi u|dσ
) 1
N
·
q∏
j=1
(∫
tn+q−γ ′ |t∂y j u|dσ
) 1
N
+ ∣∣n + q − γ ′∣∣ 1N (∫ tn+q−γ ′ |u|dσ)
1
N
·
n∏
i=1
(∫
tn+q−γ ′ |∂xi u|dσ
) 1
N
q∏
j=1
(∫
tn+q−γ ′ |t∂y j u|dσ
) 1
N
 1
N
(∫
tn+q−γ ′
∣∣(t∂t)u∣∣dσ + n∑
i=1
∫
tn+q−γ ′ |∂xi u|dσ +
q∑
j=1
∫
tn+q−γ ′ |t∂y j u|dσ
)
+ 1
N
∣∣n + q − γ ′∣∣ 1N
(∫
tn+q−γ ′ |u|dσ +
n∑
i=1
∫
tn+q−γ ′ |∂xi u|dσ +
q∑
j=1
∫
tn+q−γ ′ |t∂y j u|dσ
)
.
That implies for p∗ = NN−1 ,
(∫
tN
∣∣t−γ ′u∣∣p∗ dσ)1/p∗  1
N
∫
tN
∣∣t−(γ ′+1)(t∂tu)∣∣dσ
+
(
1
N
+ |N − (1+ γ
′)| 1N
N
) n∑
i=1
∫
tN
∣∣t−(γ ′+1)(∂xi u)∣∣dσ
+
(
1
N
+ |N − (1+ γ
′)| 1N
N
) q∑
j=1
∫
tN
∣∣t−(γ ′+1)(t∂y j u)∣∣dσ
+ |N − (1+ γ
′)| 1N
N
∫
tN
∣∣t−(γ ′+1)u∣∣dσ .
The result is thus true for p = 1. Now we consider the cases of 1 < p < +∞. Let v = |u|α , where
α > 1 is to be determined later. Then v ∈ C10(RN+) and satisﬁes
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tN
∣∣t−γ ′(|u|α)∣∣ N−1N dσ)
N−1
N
 1
N
∫
tN
∣∣t−(γ ′+1)(t∂t |u|α)∣∣dσ
+
(
1
N
+ |N − (1+ γ
′)| 1N
N
) n∑
i=1
∫
tN
∣∣t−(γ ′+1)(∂xi |u|α)∣∣dσ
+
(
1
N
+ |N − (1+ γ
′)| 1N
N
) q∑
j=1
∫
tN
∣∣t−(γ ′+1)(t∂y j |u|α)∣∣dσ
+ |N − (1+ γ
′)| 1N
N
∫
tN
∣∣t−(γ ′+1)|u|α∣∣dσ .
Since |u|α = (u · u¯) α2 (here and in what follows, we will use the fact that if a function u is
real-valued, then u¯ = u), and since |∂x j |u|α | = |∂x j (u
α
2 · u¯ α2 )|  α|u|α−1|∂x j u|, we get |(t∂t)|u|α | 
α|u|α−1|(t∂t)u|, |∂xi |u|α |  α|u|α−1|∂xi u|, |(t∂y j )|u|α |  α|u|α−1|(t∂y j )u|, for i = 1, . . . ,n, and j =
1, . . . ,q. Namely, we have the following:
(∫
tN
∣∣t−γ ′(|u|α)∣∣ NN−1 dσ)
N−1
N
 1
N
∫
tN−(γ ′+1)α|u|α−1∣∣(t∂t)u∣∣dσ
+
(
1
N
+ |N − (1+ γ
′)| 1N
N
) n∑
i=1
∫
tN−(γ ′+1)α|u|α−1|∂xi u|dσ
+
(
1
N
+ |N − (1+ γ
′)| 1N
N
) q∑
j=1
∫
tN−(γ ′+1)α|u|α−1∣∣(t∂y j )u∣∣dσ
+ |N − (1+ γ
′)| 1N
N
∫
tN−(γ ′+1)|u|α dσ .
Letting ϕ + ψ + q − γ ′ , and by the Hölder inequality, we obtain
(∫
tN−
Nγ ′
N−1 |u|α NN−1 dσ
) N−1
N
 α
N
(∫ (
tϕ |t∂tu|
)p
dσ
) 1
p
(∫ (
tψ |u|α−1) pp−1 dσ)
p−1
p
+ α
(
1
N
+ |N − (1+ γ
′)| 1N
N
) n∑
i=1
∫ (
tϕ |∂xi u|p dσ
) 1
p
(∫ (
tψ |u|α−1) pp−1 dσ)
p−1
p
+ α
(
1
N
+ |N − (1+ γ
′)| 1N
N
) q∑
j=1
∫ (
tϕ |t∂y j u|p dσ
) 1
p
(∫ (
tψ |u|α−1) pp−1 dσ)
p−1
p
+ |N − (1+ γ
′)| 1N
N
(∫ (
tϕ |u|)p dσ)
1
p
(∫ (
tψ |u|α−1) pp−1 dσ)
p−1
p
.
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1
p∗
= 1
p
− 1
N
= N − p
pN
= N − 1
N
− p − 1
p
.
Choose α = (N−1)pN−p > 1. Then (α − 1) pp−1 = p∗ . Choosing γ ∗ again such that (N−1−γ
′)N
N−1 = N − γ ∗p∗ ,
we then have γ ∗ = (N−p)γ ′
(N−1)p . Next we choose ϕp = N− (γ ∗ +1)p. From the condition ϕ+ψ +q−γ ′ =
N − 1− γ ′ , we can deduce that ψ = N(p−1)(N−1−γ ′)
(N−1)p .
Finally, letting γ = γ ∗ + 1, we have
(∫
tN−p∗γ ∗ |u|p∗ dσ
) 1
p∗
 c1
(∫
tN−γ p|t∂tu|p dσ
) 1
p
+ (c1 + c2)
n∑
i=1
(∫
tN−γ p|∂xi u|p dσ
) 1
p
+ (c1 + c2)
q∑
j=1
(∫
tN−γ p|t∂y j u|p dσ
) 1
p
+ c3
(∫
tN−γ p|u|p dσ
) 1
p
,
where c1 = αN , c2 = αN | (N−1)(N−pγ )N−p |
1
N , c3 = 1N | (N−1)(N−pγ )N−p |
1
N , and α = (N−1)pN−p . Proposition 3.2 is
proved. 
In case of γ = Np , then c2 = c3 = 0 and the edge Sobolev inequality (3.1) then implies that
‖u‖
L
γ ∗
p∗ (R
N+)
 c1
(∥∥∇Eu(t, x, y)∥∥Lγp (RN+)). (3.2)
Observe that we can deduce the following result:
Proposition 3.3. Suppose 1p − μN > 0, m,μ ∈N, μ <m, and γ ∈R. Then there is a continuous embedding
Hm,γp,0
(
R
N+
)
↪→Hm′,γ ′p′,0
(
R
N+
)
with 1p′ = 1p − μN , m′ =m− μ and γ ′ = γ − μ.
More precisely, for u(t, x, y) ∈Hm,γp,0 (RN+), we have
‖u‖Hm′,γ ′
p′,0
 cμ‖u‖Hm,γp,0 (3.3)
where c = c1 + c2 is deﬁned as in Proposition 3.2.
In particular, if 1p − mN > 0, then there is a continuous embedding
Hm,γp,0
(
R
N+
)
↪→ Lγ ∗p∗
(
R
N+
)
with γ ∗ = γ −m and 1p∗ = 1p − mN , and for u(t, x, y) ∈Hm,γp,0 (RN+), we have
‖u‖
L
γ ∗
p∗
 cm‖u‖Hm,γp,0 ,
where c = c1 + c2 is deﬁned as in Proposition 3.2.
4300 H. Chen et al. / J. Differential Equations 252 (2012) 4289–4314Proposition 3.4 (Poincaré inequality). Let E= [0,1)× X ×Y be a bounded subset inRN+ , with N = 1+n+q.
If u(t, x, y) ∈H1,γp,0 (E), for 1< p < +∞, γ ∈R, then
∥∥u(t, x, y)∥∥Lγp (E)  C∥∥∇Eu(t, x, y)∥∥Lγp (E),
where ∇E = (t∂t , ∂x1 , . . . , ∂xn , t∂y1 , . . . , t∂yq ) is the gradient operator in E, and the constant C depends only
on E.
Proof. Set Q = {(t, x, y) ∈ RN | 0 < t < d, ai < xi < ai + d, for i = 1, . . . ,n, and y ∈ Y } where the
constant d ∈ R is chosen to be large enough such that E⊂ Q . Suppose u(t, x, y) ∈ C∞0 (E0). Then for
(t, x, y) ∈ E⊂ Q , we have
u(t, x, y) =
x1∫
a1
∂x1u(t, s, x2, . . . , xn, y1, . . . , yq)ds,
and thus
∣∣u(t, x, y)∣∣p 
( x1∫
a1
∣∣∂x1u(t, s, x2, . . . , xn, y1, . . . , yq)∣∣ds
)p
.
Assume 1q + 1p = 1. We have from the Hölder inequality
∣∣u(t, x, y)∣∣p 
( x1∫
a1
1q ds
) p
q
( x1∫
a1
∣∣∂x1u(t, s, x2, . . . , xn, y1, . . . , yn)∣∣p ds
) 1
p ·p
 dp−1
( x1+d∫
a1
∣∣∂x1(t, s, x2, . . . , xn, y1, . . . , yq)∣∣p ds
)
.
Thus the mean value theorem gives that
∣∣u(t, x, y)∣∣p  dp∣∣∂x1u(t, x′1, x2, . . . , xn, y1, . . . , yq)∣∣p,
for a1 < x′1 < a1 + d.
Multiplying both sides by tN−γ p ,
tN−γ p
∣∣u(t, x, y)∣∣p  dp · tN−γ p∣∣∂x1u(t, x′1, x2, . . . , xn, y1, . . . , yq)∣∣p
and then integrating with respect to dtt dx
dy
t := dσ on Q , we get
∫
Q
tN−γ p
∣∣u(t, x, y)∣∣p dσ  dp ∫
Q
tN−γ p
∣∣∂x1u(t, x′1, x2, . . . , xn, y1, . . . , yq)∣∣p dσ .
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E
tN−γ p
∣∣u(t, x, y)∣∣p dσ  dp ∫
E
tN−γ p
∣∣∂x1u(t, x1, x2, . . . , xn, y1, . . . , yq)∣∣p dσ .
Since C∞0 (E0) is dense in H1,γp,0 (E), the estimate above implies that, for u(t, x, y) ∈H1,γp,0 (E),
∥∥u(t, x, y)∥∥Lγp (E)  C∥∥∂x1u(t, x, y)∥∥Lγp (E)  C∥∥∇Eu(t, x, y)∥∥Lγp (E),
where the constant C = d depends only on E. 
Next, we shall prove the following edge Hardy inequality, which will be crucial in the proof of our
main result.
Proposition 3.5 (Edge Hardy inequality). Let (t, x, y) ∈ E= [0,1) × X × Y , and let
V = t
−2e−1/t2
e−1/t2 + x21 + · · · + x2n + y21 + · · · + y2q
.
Then, for u ∈H1,γ2,0 (E), we have
∫
E
V u2 dσ 
(
2
N − 1− q
)2 ∫
E
|∇Eu|2 dσ . (3.4)
Here dσ = dtt dx dyt , ∇E = (t∂t , ∂x1 , . . . , ∂xn , t∂y1 , . . . , t∂yq ).
Proof. Since C∞0 (E0) is dense in H1,γ2,0 (E), we need only to give the proof for u ∈ C∞0 (E0). Let f (t) =
t−2e−1/t2 , and let Ψ = e−1/t2 + x21 + · · · + x2n + y21 + · · · + y2q . Then
V = f (t)/ψ.
We introduce the following radial operator
R = t3∂t +
n∑
i=1
xi∂xi +
q∑
j=1
y j∂y j .
Then
RV = t
3 f ′(t)
ψ
− 2 f (t)
ψ
= t
3 f ′(t)
ψ
− 2V . (3.5)
Thus, for each u ∈ C∞0 (E0), we can deduce that
∫
V u2 dσ = −1
2
∫
(RV )u2 dσ + 1
2
∫
t3 f ′(t)
ψ
u2 dσ ,E E E
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∫
E
(RV )u2 dσ =
∫
E
(
t3∂t V
)
u2 dσ +
n∑
i=1
∫
E
(xi∂xi V )u
2 dσ +
q∑
j=1
∫
E
(y j∂y j V )u
2 dσ
= I1 + I2 + I3.
Notice that u = 0 near the boundary of E. We have
I1 =
∫
E
(
t3∂t V
)
u2 dσ =
∫
E
(
t3−1−q∂t V
)
u2 dt dxdy
= −
∫
E
V (∂t)
(
t2−qu2
)
dt dxdy = −
∫
E
(2− q)t1−qV u2 dt dxdy −
∫
E
2t1−qV u(t∂tu)dt dxdy
= −(2− q)
∫
E
t2V u2 dσ − 2
∫
E
t2V u(t∂tu)dσ .
Similarly, for I2 and I3, we have
I2 =
n∑
i=1
∫
E
(xi∂xi V )u
2 dσ = −n
∫
E
V u2 dσ − 2
n∑
i=1
∫
E
xi V u(∂xi u)dσ ,
I3 =
q∑
j=1
∫
E
(y j∂y j V )u
2 dσ = −q
∫
E
V u2 dσ − 2
q∑
j=1
∫
E
y j
t
V u(t∂y j u)dσ .
Therefore,
∫
E
V u2 dσ = 2− q
2
∫
E
t2V u2 dσ +
∫
E
t2V u(t∂tu)dσ
+ n
2
∫
E
V u2 dσ +
n∑
i=1
∫
E
xi V u(∂xi u)dσ
+ q
2
∫
E
V u2 dσ +
q∑
j=1
∫
E
y j
t
V u(t∂y j u)dσ +
1
2
∫
E
t3 f ′(t)
f (t)
V u2 dσ .
Since f (t) = t−2e−1/t2 , t3 f ′(t)
ψ
u2 = t3 f ′(t)f (t) V u2 = (−2t2 + 2)V u2, thus it follows from the results above
that
∫
E
(
q
2
t2 − n + q
2
)
V u2 dσ =
∫
E
t2V u(t∂tu) +
n∑
i=1
xi V u(∂xi u) +
q∑
j=1
y j
t
V u(t∂y j u)dσ . (3.6)
Applying the Cauchy–Schwartz inequality on the right hand side of the equality (3.6), and for
t ∈ [0,1), one has
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2
∫
E
V u2 dσ 
∫
E
(
n + q
2
− q
2
t2
)
V u2 dσ

(∫
E
(t∂tu)
2 +
n∑
i=1
(∂xi u)
2 +
q∑
j=1
(t∂y j u)
2 dσ
) 1
2
·
(∫
E
(
t2V u
)2 + n∑
i=1
(xi V u)
2 +
q∑
j=1
(
y j
t
V u
)2
dσ
) 1
2
=
(∫
E
|∇Eu|2 dσ
) 1
2
·
(∫
E
[
t4V +
n∑
i=1
(xi)
2V +
q∑
j=1
(
y j
t
)2
V
]
· V u2 dσ
) 1
2
.
Set A(t, x, y) = (t4 +∑ni=1(xi)2 + t−2∑qj=1(y j)2)V . Then
A= t
−2e−1/t2 · (t4 +∑ni=1(xi)2 + t−2∑qj=1(y j)2)
e−1/t2 +∑ni=1(xi)2 +∑qj=1(y j)2
= t
2e−1/t2 + t−2e−1/t2 ∑ni=1(xi)2 + t−4e−1/t2 ∑qj=1(y j)2
e−1/t2 +∑ni=1(xi)2 +∑qj=1(y j)2 .
Since e−1/t2  t4 for t ∈ (0,1), we have
A
t2e−1/t2 + t2∑ni=1(xi)2 +∑qj=1(y j)2
e−1/t2 +∑ni=1(xi)2 +∑qj=1(y j)2

e−1/t2 +∑ni=1(xi)2 +∑qj=1(y j)2
e−1/t2 +∑ni=1(xi)2 +∑qj=1(y j)2 = 1.
That means that
n
2
∫
E
V u2 dσ 
(∫
E
|∇Eu|2 dσ
) 1
2
(∫
E
V u2 dσ
) 1
2
. (3.7)
Thus one can deduce that
∫
E
V u2 dσ 
(
2
N − 1− q
)2 ∫
E
|∇Eu|2 dσ , (3.8)
as claimed. 
Similarly to the result of Proposition 3.3 in [3], we have the following embedding theorem, which
will be used in the proof of the main result.
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H1,
N
2
2,0 (E) ↪→H
0, Nl
l,0 (E) = L
N
l
l (E)
is compact.
Proof. Since E= [0,1) × X × Y , by Deﬁnition 2.4, we have
H1,
N
2
2,0 (E) =
[
ω(t)
]H1, N22,0 (X∧ × Y )+ [1−ω(t)]H10(E0),
H0,
N
l
l,0 (E) =
[
ω(t)
]H0, Nll,0 (X∧ × Y )+ [1−ω(t)]Ll(E0),
with a cut-off function [ω(t)]. By the Rellich–Kondrachov compactness theorem,
[1−ω]H10(E0) ↪→ [1− ω]Ll(E0) (3.9)
is compact for 1< l < 2∗ . It remains to show that the embedding
[ω]H1,
N
2
2,0
(
X∧ × Y ) ↪→ [ω]H0, Nll,0 (X∧ × Y )
is compact. From (2.10), we have the following isomorphism
Sl, Nl
: [ω(t)]H0, Nll,0 (X∧ × Y )→ [ω˜(r)]W 0,l0 (R× X × Y˜ ), (3.10)
where ω˜(r) = ω(e−r) and it holds that ζ ∈ Y˜ if and only if y = e−rζ ∈ Y for r ∈ supp ω˜. Applying (2.5),
we have, for u(t, x, y) ∈H0,
N
l
l,0 (X
∧ × Y ), that
(
Sl, Nl
ω(t)u(t, x, y)
)
(r, x, ζ ) = ω(e−r)e−r( Nl − Nl )u(e−r, x, e−rζ ).
In the same case, for u(t, x, y) ∈H1,
N
2
2,0 (X
∧ × Y ), we have
(
S2, N2
(
ω(t)u(t, x, y)
))
(r, x, ζ ) = ω(e−r)e−r( N2 − N2 )u(e−r, x, e−rζ ),
which induces the following isomorphism,
S2, N2
: [ω]H1,
N
2
2,0
(
X∧ × Y )→ [ω˜]H10(R× X × Y˜ ).
Moreover, for u(t, x, y) ∈H1,
N
2
2,0 (X
∧ × Y ), we have
(Sl, Nl
u)(r, x, ζ ) = ω(e−r)e−r( Nl − Nl )u(e−r, x, e−rζ )
= ω(e−r)e−r( N2 − N2 )u(e−r, x, e−rζ )
= (S2, N u)(r, x, ζ ).2
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Sl, Nl
: [ω(t)]H1, N22,0 (X∧ × Y )→ [ω˜(r)]H10(R× X × Y˜ ) (3.11)
is also isomorphism. Since the embedding [ω˜]H10(R× X × Y˜ ) ↪→ [ω˜]W 0,l0 (R× X × Y˜ ) is compact for
1 < l < 2∗ , thus the embedding [ω]H1,
N
2
2,0 (X
∧ × Y ) ↪→ [ω(t)]H0,
N
l
l,0 (X
∧ × Y ) is also compact by the
isomorphism (3.10) and (3.11). 
4. Proof of the main result
We next proceed with the proof of our main theorem by making use of methods in the variation
theory. We will divide our discussions into several steps. We will ﬁrst introduce a Palais–Smale type
condition on a Banach space B, the Mountain Pass theorem and the Linking theorem. These will
ensure the existence of a critical point for the related functional. In order to get the proof of our main
result, we then need to choose a suitable Banach space and a related energy functional such that
the semilinear equation (1.1) is the Euler–Lagrange equation of the variational problem for the energy
functional. Lastly, by making use of the inequalities in Section 3, we will verify all the conditions
needed for applying the Mountain Pass theorem and Linking theorem, which thus demonstrates the
existence of the weak solutions for (1.1).
Deﬁnition 4.1 (Palais–Smale condition). (Cf. [1].) Let B be a Banach space, I ∈ C1(B;R) and c ∈ R. We
say that I satisﬁes the (PS)c condition, if for any sequence {uk} ⊂ B with the properties:
I(uk) → c and
∥∥I ′(uk)∥∥B′ → 0,
there exists a subsequence which is convergent in B, where I ′(·) is the Fréchet differentiation of I
and B′ is the dual space of B. If it holds for any c ∈R, we say that I satisﬁes the (PS) condition.
Proposition 4.2 (Mountain Pass theorem). (Cf. [1].) Let B be a Banach space and I ∈ C1(B,R). Suppose
I(0) = 0 and it satisﬁes
(1) there exist R > 0 and a > 0, such that if ‖u‖B = R, then I(u) a;
(2) there exists e ∈ B, such that ‖e‖B > R and I(e) < a.
If I satisﬁes the (PS)c condition with
c = inf
h∈Γ
max
t∈[0,1] I
(
h(t)
)
,
where
Γ = {h ∈ C([0,1];B) ∣∣ h(0) = 0 and h(1) = e},
then c is a critical value of I and c  a.
Proposition 4.3 (Linking theorem). (Cf. [9].) Let B be a Banach space with B= Y ⊕ X, where dim Y < +∞.
Suppose that I ∈ C1(B;R) and satisﬁes
(1) there exist ρ and α > 0, such that I|∂Bρ∩X  α;
(2) there exist e ∈ ∂B1 ∩ X and R > ρ , such that if A ≡ (BR ∩ Y ) ⊕ {re | 0< r < R}, then I|∂ A  0.
4306 H. Chen et al. / J. Differential Equations 252 (2012) 4289–4314If I satisﬁes the (PS)c condition with
c = inf
h∈Γ
max
u∈A I
(
h(u)
)
,
where
Γ = {h ∈ C(A;B) ∣∣ h|∂ A = id},
then c is a critical value of I and c  α.
In order to apply the results above, we choose the Banach space B =H1,
N
2
2,0 (E), for u ∈H
1, N2
2,0 (E).
The potential function V = t−2e−1/t2
e−1/t2+x21+···+x2n+y21+···+y2q
satisﬁes the following edge Hardy inequality (cf.
Proposition 3.5)
∫
E
V u2 dσ 
(
2
N − 1− q
)2 ∫
E
|∇Eu|2 dσ .
Now for 0 < μ < ( N−1−q2 )
2, we introduce the following energy functional on the Banach space
H1,
N
2
2,0 (E),
J (u) = 1
2
∫
E
[|∇Eu|2 − μV |u|2]dσ − 1
p + 1
∫
E
|u|p+1 dσ − λ
2
∫
E
|u|2 dσ , (4.1)
where dσ = dtt dx dyt . From Proposition 3.6 and the edge Hardy inequality (3.4), it follows that J (u) ∈
C1(H1,
N
2
2,0 (E);R). Thus the semilinear equation (1.1) is the Euler–Lagrange equation of the variational
problem for the energy functional (4.1). We say that u ∈H1,
N
2
2,0 (E) is a weak solution of (1.1) if
〈
J ′(u), v
〉= ∫
E
[∇Eu · ∇Ev − μV uv − λuv − u|u|p−1v]dσ
= 0, (4.2)
for any v ∈H1,
N
2
2,0 (E), where J
′(·) denotes the Fréchet differentiation. Thus the critical point of J (u)
in H1,
N
2
2,0 (E) is the weak solution of (1.1).
Now we prove that the functional J (·) satisﬁes the so-called (PS)c condition (Palais–Smale condi-
tion), which depends on the following two lemmas:
Lemma 4.4. Let c ∈R. Then for any sequence {uk} ⊂H1,
N
2
2,0 (E), if the functional J satisﬁes
J (uk) → c, and
∥∥ J ′(uk)∥∥
H−1,−
N
2
2 (E)
→ 0, (4.3)
where J ′(·) is the Fréchet differentiation of J (·), and H−1,−
N
2
2 (E) is the dual space of H
1, N2
2,0 (E), then the
sequence {uk} is bounded inH1,
N
2
2,0 (E).
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N
2
2,0 (E), the edge Hardy inequality and Poincaré inequality, we know the
following norm will be equivalent to the norm of H1,
N
2
2,0 (E), i.e.
‖u‖μ :=
(∫
E
[|∇Eu|2 − μV |u|2]dσ
)1/2
≈ ‖∇Eu‖
L
N
2
2 (E)
≈ ‖u‖
H1,
N
2
2,0 (E)
. (4.4)
Then for a sequence {uk} ⊂H1,
N
2
2,0 (E), satisfying condition (4.3), we have
J (uk) = 12‖uk‖
2
μ −
1
p + 1‖uk‖
p+1
L
N
p+1
p+1 (E)
− λ
2
‖uk‖2
L
N
2
2 (E)
→ c. (4.5)
And then, we have
∥∥ J ′(u)∥∥
H−1,−
N
2
2 (E)
= sup
ϕ∈C∞0 (E0)
|〈 J ′(u),ϕ〉|
‖ϕ‖
H1,
N
2
2,0 (E)
,
where
〈
J ′(u),ϕ
〉= ∫
E
∇Eu · ∇Eϕ dσ −
(
μV u + |u|p−1u + λu)ϕdσ .
Thus from condition (4.3), we have
〈
J ′(uk),ϕ
〉= ∫
E
∇Euk · ∇Eϕ dσ −
(
μV uk + |uk|p−1uk + λuk
)
ϕ dσ
= o(1)‖ϕ‖
H1,
N
2
2,0 (E)
. (4.6)
Suppose {uk} is unbounded in H1,
N
2
2,0 (E). Then there exists a subsequence (still denoted by uk), such
that
‖∇Euk‖
L
N
2
2 (E)
→ +∞, as k → +∞.
Set
vk = uk‖∇Euk‖
L
N
2
2 (E)
∈H1,
N
2
2,0 (E).
Then ‖∇Evk‖
L
N
2
2 (E)
= 1, which means {vk} is bounded in H1,
N
2
2,0 (E). Then there exist v ∈H
1, N2
2,0 (E) and
a subsequence vk j such that vk j ⇀ v in H
1, N2
2,0 (E). For simplicity, we denote vk j by vk . Then the result
of Proposition 3.6 gives
vk → v in L
N
l (E), for 1< l < 2∗, (4.7)l
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∫
E
|vk|p−1vkϕ dσ →
∫
E
|v|p−1vϕ dσ ,
for any ϕ ∈ C∞0 (E0).
Dividing (4.6) in both sides by ‖∇Euk‖
L
N
2
2 (E)
, we get for any ϕ ∈ C∞0 (E0),
∫
E
[∇Evk · ∇Eϕ −μV vkϕ]dσ −
∫
E
|uk|p−1vkϕ dσ − λ
∫
E
vkϕ dσ
= o(1)‖∇Euk‖
L
N
2
2
‖ϕ‖
H1,
N
2
2,0 (E)
. (4.8)
This gives
∫
E
[∇Ev · ∇Eϕ − μV vϕ]dσ − λ
∫
E
vϕ dσ = lim
k→∞
‖∇Euk‖p−1
L
N
2
2 (E)
∫
E
|vk|p−1vkϕ dσ . (4.9)
Since p > 1 and ‖∇Euk‖
L
N
2
2 (E)
→ +∞, we thus obtain
∫
E
|v|p−1vϕ dσ = 0, for any ϕ ∈ C∞0 (E0),
which implies that v = 0, a.e. in E under the measure dσ . Therefore we have
lim
k→∞
∫
E
|vk|2 dσ =
∫
E
|v|2 dσ = 0.
Taking ϕ = vk in (4.8) and noticing that ‖∇Evk‖
L
N
2
2 (E)
= 1, one has
1− lim
k→∞
∫
E
μV |vk|2 dσ = lim
k→∞
∫
E
|uk|p−1|vk|2 dσ . (4.10)
Next, from the condition given in (4.5), J (uk) → c, it follows that
1
2
− 1
2
lim
k→∞
∫
E
μV |vk|2 dσ = 1p + 1 limk→∞
∫
E
|uk|p−1|vk|2 dσ . (4.11)
Combining it with (4.10), one has from the following edge Hardy inequality:
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2
− 1 =
(
p + 1
2
− 1
)
lim
k→∞
∫
E
μV |vk|2 dσ (4.12)
<
(
p + 1
2
− 1
)
lim
k→∞
∫
E
|∇Evk|2 dσ = p + 12 − 1. (4.13)
This is a contradiction. Thus the sequence {uk} is bounded in H1,
N
2
2,0 (E). 
Lemma 4.5. Under the conditions of Lemma 4.4, the sequence {uk} has a convergent subsequence inH1,
N
2
2,0 (E).
Proof. From the results of Lemma 4.4 and Proposition 3.6, we know there exists a subsequence, still
denoted by uk , such that uk ⇀ u in H1,
N
2
2,0 (E), and uk → u in L
N
l
l for 1 < l < 2
∗ . Thus we have uk → u
in L
N
2
2 (E) and |uk|p−1uk → |u|p−1u in L
Np
p+1
p+1
p
(E) for 1 < p < 2∗ − 1.
Since the norm ‖ · ‖μ is equivalent to the norm in H1,
N
2
2,0 (E), thus from (4.4) one has
‖uk − u‖2μ =
〈
J ′(uk) − J ′(u),uk − u
〉+ λ∫
E
|uk − u|2 dσ
+
∫
E
(|uk|p−1uk − |u|p−1u)(uk − u)dσ .
Then, by condition (4.3), we know that 〈 J ′(u),ϕ〉 = 0 for any ϕ ∈ C∞0 (E0). Also, since C∞0 (E0) is
dense in H1,
N
2
2,0 (E) and J
′(uk) → 0 in H−1,−
N
2
2 (E), we deduce that〈
J ′(uk) − J ′(u),uk − u
〉→ 0, as k → +∞.
By the Hölder inequality, we have∫
E
(|uk|p−1uk − |u|p−1u)(uk − u)dσ 
∫
E
∣∣|uk|p−1uk − |u|p−1u∣∣ · |uk − u|dσ

∥∥|uk|p−1uk − |u|p−1u∥∥
L
Np
p+1
p+1
p
(E)
‖uk − u‖
L
N
p+1
p+1 (E)
.
That means ‖uk − u‖2μ → 0, as k → +∞, which completes the proof. 
The results of Lemma 4.4 and Lemma 4.5 imply that the functional J (u) satisﬁes the (PS) condi-
tion.
Using the edge Hardy inequality (3.4), the operator −E − μV , 0 < μ < ( N−1−q2 )2, is a positive
operator deﬁned on the Hilbert space H1,
N
2
2,0 (E). Thus, similarly to the result of Proposition 3.4 in [3]
(or the result of Proposition 3.1 in [8]), we have the following lemma:
Lemma 4.6. Let 0< μ < ( N−1−q2 )
2 . Then the following Dirichlet problem{−Eψ − μVψ = λψ, (t, x, y) ∈ E0,
(4.14)
ψ |∂E = 0
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as 0 < λ1  λ2  · · ·  λk  · · · , λk → +∞ as k → +∞. Also, the corresponding eigenfunctions {ψk}k1
constitute an orthonormal basis of the Hilbert spaceH1,
N
2
2,0 (E).
Proof of Theorem 1.1. First assume that 0 < λ < λ1. In this case, we may use the Mountain Pass
theorem (cf. Proposition 4.2) to prove the existence of critical point for the functional J (·).
By using the results of (4.4), Proposition 3.6 and the edge Sobolev inequality, we can deduce that,
for some positive constants c, c˜ and c0
‖u‖
L
N
p+1
p+1 (E)
= ‖u‖
H
0, Np+1
p+1,0
 c‖u‖
H1,
N
2
2,0
 c˜‖∇Eu‖
L
N
2
2 (E)
 c˜
(1−μc0)1/2 ‖u‖μ.
By (4.1), we know
J (u) = 1
2
(
‖∇Eu‖2
L
N
2
2
− μ
∫
E
V |u|2 dσ
)
− 1
p + 1‖u‖
p+1
L
N
p+1
p+1 (E)
− λ
2
‖u‖2
L
N
2
2 (E)
.
Since λ1 is the ﬁrst eigenvalue of the operator −E − μV , then
‖u‖2
L
N
2
2 (E)
 1
λ1
∫
E
|∇Eu|2 −μV |u|2 dσ .
Thus,
J (u) 1
2
(
1− λ
λ1
)
‖u‖2μ −
c1
p + 1‖u‖
p+1
μ = c1‖u‖2μ
[
1
2c1
(
1− λ
λ1
)
− 1
p + 1‖u‖
p−1
μ
]
,
where c1 = ( c˜
(1−μc0)
1
2
)p+1 > 1. Since 1> λ
λ1
> 0, we can ﬁnd
R0 =
[
p + 1
2c1
(
1− λ
λ1
)] 1
p−1
> 0,
i.e., for any 0 < R < R0,
inf‖u‖μ=R
J (u) = a(R) > 0,
which means condition (1) of Proposition 4.2 is satisﬁed.
Next, for 0< R < R0, we take u ∈H1,
N
2
2,0 (E) such that ‖u‖μ = R . Then for θ  0
J (θu) = θ
2
2
∫
E
[|∇Eu|2 −μV |u|2]dσ − θ p+1
p + 1
∫
E
|u|p+1 dσ − λθ
2
2
∫
E
|u|2 dσ .
Since p+ 1 > 2, and for θ > 0 large enough, we have J (θu) < 0. Thus, there exists θ1 > 0, and we can
ﬁnd e = θ1u such that ‖e‖μ > R and
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Here we deﬁne
Γ = {h ∈ C([0,1];H1, N22,0 (E)) ∣∣ h(0) = 0 and h(1) = e}.
Then from the continuity of Γ , it follows that
c = inf
h∈Γ
max
t∈[0,1] J
(
h(t)
)
 a(R) > 0,
where c is a local minimum. From the result of Lemma 4.5, the (PS)c condition is satisﬁed, and by
the proof of the above condition (2) of Proposition 4.2 holds. Therefore the result of Proposition 4.2
shows that c > 0 is a critical value of the energy functional J (·), which means for the case 0< λ < λ1,
the problem (1.1) has a nontrivial weak solution in H1,
N
2
2,0 (E).
Next, we consider the case of λ λ1. From Lemma 4.6, there exists k 1, such that λk  λ < λk+1.
Now we denote H = span{ψ1,ψ2, . . . ,ψk}, where ψ j is the eigenfunction corresponding to λ j . Then
Lemma 4.6 gives that H1,
N
2
2,0 (E) = H ⊕ H⊥ , where H⊥ = span{ψl | l > k}. For any w ∈ H , it thus holds
that ∫
E
[|∇Ew|2 − μV |w|2]dσ  λk
∫
E
|w|2 dσ , (4.15)
and for w ∈ H⊥ ,
∫
E
[|∇Ew|2 − μV |w|2]dσ  λk+1
∫
E
|w|2 dσ . (4.16)
In order to prove the existence of a critical point for the functional J (·) in this case, we need to
prove that J (·) satisﬁes conditions (1) and (2) in the Linking theorem (cf. Proposition 4.3), which will
be given by the following two lemmas.
Lemma 4.7. Suppose that λk  λ < λk+1 . Then there exist ρ,α > 0, such that J |∂Bρ∩H⊥  α, where H⊥ =
span{ψl | l > k}.
Proof. In the case λk  λ < λk+1, from the inequality in (4.16) and for w ∈ H⊥ , we know
J (w) = 1
2
∫
E
(|∇E w|2 − μV |w|2)dσ − 1
p + 1
∫
E
|w|p+1 dσ − λ
2
∫
E
|w|2 dσ
 1
2
(
1− λ
λk+1
)
‖w‖2μ −
1
p + 1‖w‖
p+1
L
N
p+1
p+1 (E)
.
From Proposition 3.6, the edge Sobolev inequality and the edge Hardy inequality, there exists a con-
stant c0, such that the following estimate holds:
‖w‖
L
N
p+1
(E)
 c‖w‖
H1,
N
2
2,0 (E)
 c˜‖∇Ew‖
L
N
2
2 (E)
 c˜
(1− μc0)1/2 ‖w‖μ.p+1
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J (w) 1
2
(
1− λ
λk+1
)
‖w‖2μ −
c1
p + 1‖w‖
p+1
μ = c1‖w‖2μ
(
1
2c1
(
1− λ
λk+1
)
− 1
p + 1‖w‖
p−1
μ
)
,
where c1 = [ c˜(1−μc0)1/2 ]
p+1. Let ρ0 = [ p+12c1 (1− λλk+1 )]
1
p−1 > 0, for 0< ρ < ρ0. We have
inf
w∈H⊥;‖w‖μ=ρ
J (w) = α(ρ) > 0,
then condition (1) of Proposition 4.3 is satisﬁed for the functional J (w). 
Lemma 4.8. Let λk  λ < λk+1 . Then J (·) satisﬁes condition (2) of Proposition 4.3with e = ψk+1 ∈ ∂B1 ∩H⊥
and H = span{ψ1,ψ2, . . . ,ψk}.
Proof. For any w ∈ H , we have from (4.15) that
J (w) = 1
2
∫
E
[|∇Ew|2 − μV |w|2]dσ − 1
p + 1
∫
E
|w|p+1 dσ − λ
2
∫
E
|w|2 dσ
 1
2
(
1− λ
λk
)
‖w‖2μ −
1
p + 1‖w‖
p+1
L
N
p+1
p+1 (E)
 0. (4.17)
Let the (k + 1)-th eigenfunction of −E −μV be denoted by ψk+1 := e. Then for any w ∈ H , we can
deduce that
J (w + θψk+1) → −∞, as θ → +∞. (4.18)
In fact, {ψ j} is an orthonormal basis of H1,
N
2
2,0 (E). Then for i = j we have
∫
E
[∇Eψi · ∇Eψ j − μVψiψ j]dσ = λi
∫
E
ψiψ j dσ = 0.
Assume that w =∑ki=1 aiψi ∈ H . Then for θ  1, one has
J (w + θψk+1)
= 1
2
∫
E
[∣∣∇E(w + θψk+1)∣∣2 − μV (w + θψk+1)2]dσ
− 1
p + 1
∫
E
|w + θψk+1|p+1 dσ − λ2
∫
E
|w + θψk+1|2 dσ
= J (w) + J (θψk+1) + 12
∫
E
∇Ew∇E(θψk+1) + 12
∫
E
∇Ew∇E(θψk+1)dσ
− 1
2
∫
μV w(θψk+1)dσ − 12
∫
μV w(θψk+1)dσ − λ2
∫
w(θψk+1)dσ − λ2
∫
w(θψk+1)dσE E E E
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p + 1
∫
E
|w + θψk+1|p+1 dσ + 1p + 1
∫
E
|θψk+1|p+1 dσ + 1p + 1
∫
E
|w|p+1 dσ
= J (w) + J (θψk+1) − 1p + 1
∫
E
|w + θψk+1|p+1 dσ
+ 1
p + 1
∫
E
|θψk+1|p+1 dσ + 1p + 1
∫
E
|w|p+1 dσ .
Since for a,b ∈R, p + 1 > 1, there exists dp > 0 such that
|a + b|p+1  |a|p+1 + |b|p+1 − dp
(|a|p|b| + |a||b|p).
Thus, from (4.17), we have J (w) 0. Namely, we have
J (w + θψk+1) J (w) + J (θψk+1) + dpp + 1
∫
E
[|w|p|θψk+1| + |w||θψk+1|p]dσ
 J (w) + θ
2
2
(‖ψk+1‖2μ − λ‖ψk+1‖2LN/22 (E)
)− θ p+1
p + 1‖ψk+1‖
p+1
LN/p+1p+1 (E)
+ dp
p + 1
∫
E
[|w|p|θψk+1| + |w||θψk+1|p]dσ
 J (w) + θ
2
2
{
(λk+1 − λ)‖ψk+1‖2LN/22 (E) −
2θ p−1
p + 1 ‖ψk+1‖
p+1
L
N
p+1
p+1 (E)
+ 2dp
p + 1
∫
E
[
θ−1|w|p|ψk+1| + θ p−2|w||ψk+1|p
]
dσ
}
,
where p > 1, ‖ψk+1‖
L
N
p+1
p+1 (E)
> 0. Thus we have, for θ → +∞, J (w + θψk+1) → −∞. Then there exist
R > ρ , θ1 > 1, e = ψk+1, e1 = θ1e ∈ H⊥ and A = (BR ∩ H) ⊕ {re1 | 0 < r < R}. We have J |∂ A  0 and
the second condition of Proposition 4.3 is satisﬁed. 
By the results of Lemma 4.7 and Lemma 4.8, for 0 < μ < ( N−1−q2 )
2, λk  λ < λk+1, the energy
functional J (·) satisﬁes the conditions in Proposition 4.3, for A = (BR ∩ H) ⊕ {re1 | 0 < r < R} and
Γ = {h ∈ C(A;H1,
N
2
2,0 (E)); h|∂ A = id}, and satisﬁes the (PS)c condition with c = infh∈Γ maxu∈A J (h(u)).
By the Linking theorem (Proposition 4.3), since J (u) = c  α(ρ) > 0, J (·) has a critical value c and a
nontrivial critical point u ∈H1,
N
2
2,0 (E), for the case λk  λ < λk+1. Combining these with what is done
for the case of 0 < λ < λ1, we have proved the existence of the critical point for the functional J (·) for
any λ > 0. This demonstrates the existence of nontrivial weak solution for the Dirichlet problem (1.1).
Theorem 1.1 is proved. 
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