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ABSTRACT
Recommending the right products is the central problem in rec-
ommender systems, but the right products should also be recom-
mended at the right time to meet the demands of users, so as to
maximize their values. Users’ demands, implying strong purchase
intents, can be the most useful way to promote products sales if
well utilized. Previous recommendation models mainly focused
on user’s general interests to find the right products. However,
the aspect of meeting users’ demands at the right time has been
much less explored. To address this problem, we propose a novel
Long-Short Demands-aware Model (LSDM), in which both user’s
interests towards items and user’s demands over time are incorpo-
rated. We summarize two aspects: termed as long-time demands
(e.g., purchasing the same product repetitively showing a long-time
persistent interest) and short-time demands (e.g., co-purchase like
buying paintbrushes after pigments). To utilize such long-short de-
mands of users, we create different clusters to group the successive
product purchases together according to different time spans, and
use recurrent neural networks to model each sequence of clusters
at a time scale. The long-short purchase demands with multi-time
scales are finally aggregated by joint learning strategies. Experimen-
tal results on three real-world commerce datasets demonstrate the
effectiveness of our model for next-item recommendation, showing
the usefulness of modeling users’ long-short purchase demands of
items with multi-time scales.
KEYWORDS
Long-Short Purchase Demands, Multi-time Scales, Next-Item Rec-
ommendation
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1 INTRODUCTION
Purchase demand refers to a user’s desire and willingness to pay
a price for a specific product. It implies a user’s strong purchase
intent for a product, and can be the most useful way to promote
products sales if well utilized [10, 36]. Users’ purchase demands are
time sensitive [1], hence a good recommender system should not
only be able to find the right products, but also recommend them at
the right time to meet the demands of users, so as to maximize their
values. So far, the majority of recommendation models, e.g., collab-
orative filtering [14, 19] and sequence-based models [23, 29, 43],
have mainly focused on modeling user’s general interests to find
the right products, while the aspect of meeting users’ demands at
the right time has been much less explored. Based on this consider-
ation, our aim is to learn the time-sensitive purchase demands from
users’ purchase history, and to leverage such information to better
understand the real-time demand of a user, so as to make a more
accurate prediction of the next item. To fulfill the above purpose,
we have to address two challenging issues: (1) how to characterize
the time sensitive purchase demands of users; (2) how to utilize such
purchase demands in our model for predicting next-item of users.
To characterize the time sensitive demands, inspired by the stud-
ies in marketing strategies and human behaviors [27, 30, 40], we
summarize two aspects of the time sensitive demands: termed as
long-time demands and short-time demands. Long-time demands
refer that a user purchase the same product repetitively, showing a
long-time persistent interest [5]; while short-time demands refer the
co-purchase of items [9], e.g., buying paintbrushes after pigments.
These two kinds of demands are commonly seen and had beenmuch
accounted in marketing [40]. For example, online companies e.g.,
contact lenses company Clearly1 and drug mart shoppers2 predict
the long-time repeated purchase demands of users by estimating
the service life of products user had purchased. The companies will
send emails or notifications to users after authorizations, with the
aim of reminding users to refill up products before they run out of
the products. The short-time demands are also identified as a mar-
keting strategy for promotional activities in online retail shops [10],
e.g., the system will recommend some co-purchased products after
you had bought one related products [9, 47]. Although such long-
and short-time demands of users can be estimated by some simple
quantity or statistics scenarios, in most e-commerce websites, the
service life of a large amount of products are hard to estimated,
1https://www.clearly.ca/
2https://www1.shoppersdrugmart.ca/en/health-and-pharmacy/patient-contact
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and co-purchase items may also vary due to different using or
purchasing habits of users.
For utilizing such purchase demands, we propose a novel Long-
Short Demands-awareModel (LSDM), in which both user’s interests
towards items and user’s demands over time are incorporated. To
model users’ long-short time demands, We use a time scale (detail
see in Sec. 2.2) to cluster the successive product purchases within a
time span together (i.e., short-time demands) in order to cope with
users’ repeated purchase demands of items at a certain time fre-
quency (i.e., long-time demands). However, the repeated purchase
frequencies of the same or similar products could vary greatly, e.g.,
a user may purchase milk more frequently than the detergent. Such
different purchase demands may not be easily discovered from a sin-
gle time scale which did in most session-based models [15, 18, 23].
Also, the single time scale may be insufficient to group the various
types of the co-purchase items. In our model, we design multiple-
time scales to learn from different types of long-short purchase
demands. More specifically, we propose a hierarchical neural archi-
tecture with multi-time scales in LSDM (see in Figure 1), in which
users’ purchase preferences of items over time are captured by
recurrent neural networks, and long-short purchase demands in
different time scales are address by joint learning strategies.
We found limited research about demands-aware purchase rec-
ommendations and none of that deals with the real-world purchase
data on e-commerce websites. Our contributions in this paper are
as follows:
• Wepropose a novel Long-Short Demands-awareModel (LSDM),
in which both users’ interests towards items and user de-
mands over time are incorporated. To the best of our knowl-
edge, such end-to-end neural model which automatically
incorporate users’ purchase demands into recommendation
model has been much less explored.
• We characterize two aspects of users’ purchase demands:
long-time demands (i.e., repeated purchase demands) and
short-time demands (i.e., successive purchase demands), and
incorporate them into a hierarchical architecture with multi-
time scales.
• Experimental results on three real-world commercial datasets
(Ta-Feng, BeiRen andAmazon) demonstrate the effectiveness
of our model for next-item recommendation, showing the
usefulness of modeling user long-short purchase demands
of items.
The rest of this paper is organized as follows: we first introduce
some preliminary definition in Section 2. Following it, section 3
presents our long-short demands-aware model for recommenda-
tion and section 4 introduces the experiments. Related work is
summarized in section 5. Finally, section 6 concludes this paper.
2 PRELIMINARIES
In this section, we formulate the next-item recommendation prob-
lem and give a detail explanation of some key concepts (e.g., long-
short purchase demands and time scales) in our paper.
2.1 Problem Statement
Assume we have a set of users and items, denoted by U and I
respectively. Let u ∈ U denote a user and i ∈ I an item. The number
of users and items are denoted as |U | and |I | respectively. Given
a user u, his purchase records Iu is a sequence of items sorted
by time, which can be represented as Iu = {iut1 , iut2 , ..., iutj , ..., iutn },
where iutj ∈ I is the item purchased by user u at time tj . Given the
purchase history Iu of a user u, the next-item recommendation
aims to predict the next item that u would probably buy at time
tn+1:
P(iutn+1 ) = F (i ∈ I |u, Iu ), (1)
where P(iutn+1 ) is the probability of item i ∈ I being purchased
by u at the next time tn+1, and F is the prediction function. The
prediction problem can also be formulated as a ranking problem
of all items for each user. With the ranked list of all items, we
recommend the top K items to the user.
2.2 Long-Short Purchase Demands
Purchase demands refer to a user’s desire and willingness to pay a
price for a specific product. Inspired by the studies in marketing
strategies and human behaviors [27, 30, 40], we summarize two
aspects of the time sensitive demands: termed as long-time demands
and short-time demands.
Long-time demands. Long-time demands refer to the fact that a
user purchases the same product repetitively, showing a long-time
persistent interest [5].
Short-timedemands. Short-time demands refer to the co-purchase
purchase demands of users, e.g., buying paintbrushes after pig-
ments.
Time scale. Time scale refers to a specific unit of time that divides
up the purchase history of users into meaningful periods. We for-
mulate the long-short demands with different time scales as follows:
given a user u and his purchase records Iu = {iut1 , iut2 , ..., iutj , ..., iutn },
we use time window T to define the time scale interval. With all
purchases within a time window being grouped together, the pur-
chase records of a user can be grouped into sub-sequences by time
scale T as follows:
Iu = {IuT1 , I
u
T2 , ..., I
u
Tj , ..., I
u
Tn } (2)
where IuTj = {i
u
tj , ..., i
u
tk } is a set of items within the same time
window.
Multi-time scales. Multi-time scales are composed with multiple
different time scales. As we mentioned above, for modeling users’
long-short time demands, we use time scale to cluster the successive
products together (i.e., short-time demands), and cope with users’
repeated purchase demands of items at different time frequencies
(i.e., long-time demands). However, as shown in Fig. 1, the repeated
purchase frequencies of same products could vary greatly, e.g., user
purchase pigments more frequently than the paintbrushes, which
may not be easily discovered from a single time scale. Also, the
single time scale may be insufficient to group the various types of
the co-purchase items, i.e., successively purchasing paintbrushes
after pigments ( a kind of short-time demands in a small time
scale) and a laptop and its cleaner are purchased separated by a
few products ( a short-time demand in a slightly larger time scale).
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. . .
<latexit s ha1_base64="K/eo+rN Zej5O0aJmlER3FIUPsu w=">AAADtXiczVLLTtx AEBzWeRDyAMIxFyurSD mtbC5wJOKSAwcisYBk LNSeba9HOw9rpp1oNfI 35JrwZ/mbjBcL8MIhx7 RkuVxV7SmNqqilcJQkf zZG0bPnL15uvtp6/ebt u+2d3ffnzjSW45Qbaex lAQ6l0DglQRIva4ugCo kXxeK40y++o3XC6DNa1 pgrmGtRCg4UqOnVzJC7 3hknk2Q18WOQ9mDM+jm 93h3dhEXeKNTEJTiXp UlNuQdLgktst64ahzXw BcwxC1CDQpf7Vdo2/hS YWVwaGx5N8Yp9uOFBOb dURXAqoMqtax35lJY1V B7mXui6IdR8kMIX6vbg spExmbi7ingmLHKSywC AWxGyx7wCC5zChf2HiZ 6MtE5SpYacggVylHLtd GMWBIVr/zVvhnoe+ljl voACu79p/EEVGovK9+/ Wn/VgoHJjjZRgl60/v oNZr+YDq0Sl4F7zJ6vv gSXUrVF1194Hvi/3ZGh zut7dx+B8f5Imk/Tb/v josO/1JvvAPrLPLGUH7 Ih9ZadsyjgT7Cf7xX5H B1EezaLy1jra6Hf22GA i8xeqGENa</latexit><latexit s ha1_base64="K/eo+rN Zej5O0aJmlER3FIUPsu w=">AAADtXiczVLLTtx AEBzWeRDyAMIxFyurSD mtbC5wJOKSAwcisYBk LNSeba9HOw9rpp1oNfI 35JrwZ/mbjBcL8MIhx7 RkuVxV7SmNqqilcJQkf zZG0bPnL15uvtp6/ebt u+2d3ffnzjSW45Qbaex lAQ6l0DglQRIva4ugCo kXxeK40y++o3XC6DNa1 pgrmGtRCg4UqOnVzJC7 3hknk2Q18WOQ9mDM+jm 93h3dhEXeKNTEJTiXp UlNuQdLgktst64ahzXw BcwxC1CDQpf7Vdo2/hS YWVwaGx5N8Yp9uOFBOb dURXAqoMqtax35lJY1V B7mXui6IdR8kMIX6vbg spExmbi7ingmLHKSywC AWxGyx7wCC5zChf2HiZ 6MtE5SpYacggVylHLtd GMWBIVr/zVvhnoe+ljl voACu79p/EEVGovK9+/ Wn/VgoHJjjZRgl60/v oNZr+YDq0Sl4F7zJ6vv gSXUrVF1194Hvi/3ZGh zut7dx+B8f5Imk/Tb/v josO/1JvvAPrLPLGUH7 Ih9ZadsyjgT7Cf7xX5H B1EezaLy1jra6Hf22GA i8xeqGENa</latexit><latexit s ha1_base64="K/eo+rN Zej5O0aJmlER3FIUPsu w=">AAADtXiczVLLTtx AEBzWeRDyAMIxFyurSD mtbC5wJOKSAwcisYBk LNSeba9HOw9rpp1oNfI 35JrwZ/mbjBcL8MIhx7 RkuVxV7SmNqqilcJQkf zZG0bPnL15uvtp6/ebt u+2d3ffnzjSW45Qbaex lAQ6l0DglQRIva4ugCo kXxeK40y++o3XC6DNa1 pgrmGtRCg4UqOnVzJC7 3hknk2Q18WOQ9mDM+jm 93h3dhEXeKNTEJTiXp UlNuQdLgktst64ahzXw BcwxC1CDQpf7Vdo2/hS YWVwaGx5N8Yp9uOFBOb dURXAqoMqtax35lJY1V B7mXui6IdR8kMIX6vbg spExmbi7ingmLHKSywC AWxGyx7wCC5zChf2HiZ 6MtE5SpYacggVylHLtd GMWBIVr/zVvhnoe+ljl voACu79p/EEVGovK9+/ Wn/VgoHJjjZRgl60/v oNZr+YDq0Sl4F7zJ6vv gSXUrVF1194Hvi/3ZGh zut7dx+B8f5Imk/Tb/v josO/1JvvAPrLPLGUH7 Ih9ZadsyjgT7Cf7xX5H B1EezaLy1jra6Hf22GA i8xeqGENa</latexit><latexit s ha1_base64="K/eo+rN Zej5O0aJmlER3FIUPsu w=">AAADtXiczVLLTtx AEBzWeRDyAMIxFyurSD mtbC5wJOKSAwcisYBk LNSeba9HOw9rpp1oNfI 35JrwZ/mbjBcL8MIhx7 RkuVxV7SmNqqilcJQkf zZG0bPnL15uvtp6/ebt u+2d3ffnzjSW45Qbaex lAQ6l0DglQRIva4ugCo kXxeK40y++o3XC6DNa1 pgrmGtRCg4UqOnVzJC7 3hknk2Q18WOQ9mDM+jm 93h3dhEXeKNTEJTiXp UlNuQdLgktst64ahzXw BcwxC1CDQpf7Vdo2/hS YWVwaGx5N8Yp9uOFBOb dURXAqoMqtax35lJY1V B7mXui6IdR8kMIX6vbg spExmbi7ingmLHKSywC AWxGyx7wCC5zChf2HiZ 6MtE5SpYacggVylHLtd GMWBIVr/zVvhnoe+ljl voACu79p/EEVGovK9+/ Wn/VgoHJjjZRgl60/v oNZr+YDq0Sl4F7zJ6vv gSXUrVF1194Hvi/3ZGh zut7dx+B8f5Imk/Tb/v josO/1JvvAPrLPLGUH7 Ih9ZadsyjgT7Cf7xX5H B1EezaLy1jra6Hf22GA i8xeqGENa</latexit>
Short-time demand
<latexit sha1_base64="hFYHqA0guBfIt3Z2 OQF2kY2eqaQ=">AAADw3iczVLLatwwFFXGfaTpa6ZddmM6FLLpYGfTLlNCoYsuUppJAo4ZruU7Y2 E9jHTdMBj/SKHb9pv6N5UnpoknWXTZC0LH5xxZB3GySgpHUfR7ZxTcu//g4e6jvcdPnj57Pp68OH Wmthzn3EhjzzNwKIXGOQmSeF5ZBJVJPMvKo04/+4bWCaNPaF1hqmClxVJwIE8txpOvhbH0loTCM EcFOl+Mp9Es2kx4G8Q9mLJ+jheT0feL3PBaoSYuwbkkjipKG7AkuMR276J2WAEvYYWJhxoUurTZZ G/DN57Jw6WxfmkKN+zNEw0o59Yq804FVLhtrSPv0pKalu/TRuiqJtR8kKLJ1NXFy1qGZMLuYcJc WOQk1x4At8JnD3kBFjj55/sPE90ZaZukQg05BSVylHLrdmNKgsy1/5o3Qb3y7SzSJoMMu79pvKQC jUXV9HvbnPRgoHJjjZRg121z9BcmvZoOrBKVgmut+bz5Hlh83WpVdV2+4ftwTfo2x9vdvQ1OD2Zx NIu/HEwP9/te77JX7DXbZzF7xw7ZJ3bM5oyzS/aD/WS/go9BGdiArqyjnf7MSzaYoP0Dw9xIUg= =</latexit><latexit sha1_base64="hFYHqA0guBfIt3Z2 OQF2kY2eqaQ=">AAADw3iczVLLatwwFFXGfaTpa6ZddmM6FLLpYGfTLlNCoYsuUppJAo4ZruU7Y2 E9jHTdMBj/SKHb9pv6N5UnpoknWXTZC0LH5xxZB3GySgpHUfR7ZxTcu//g4e6jvcdPnj57Pp68OH Wmthzn3EhjzzNwKIXGOQmSeF5ZBJVJPMvKo04/+4bWCaNPaF1hqmClxVJwIE8txpOvhbH0loTCM EcFOl+Mp9Es2kx4G8Q9mLJ+jheT0feL3PBaoSYuwbkkjipKG7AkuMR276J2WAEvYYWJhxoUurTZZ G/DN57Jw6WxfmkKN+zNEw0o59Yq804FVLhtrSPv0pKalu/TRuiqJtR8kKLJ1NXFy1qGZMLuYcJc WOQk1x4At8JnD3kBFjj55/sPE90ZaZukQg05BSVylHLrdmNKgsy1/5o3Qb3y7SzSJoMMu79pvKQC jUXV9HvbnPRgoHJjjZRg121z9BcmvZoOrBKVgmut+bz5Hlh83WpVdV2+4ftwTfo2x9vdvQ1OD2Zx NIu/HEwP9/te77JX7DXbZzF7xw7ZJ3bM5oyzS/aD/WS/go9BGdiArqyjnf7MSzaYoP0Dw9xIUg= =</latexit><latexit sha1_base64="hFYHqA0guBfIt3Z2 OQF2kY2eqaQ=">AAADw3iczVLLatwwFFXGfaTpa6ZddmM6FLLpYGfTLlNCoYsuUppJAo4ZruU7Y2 E9jHTdMBj/SKHb9pv6N5UnpoknWXTZC0LH5xxZB3GySgpHUfR7ZxTcu//g4e6jvcdPnj57Pp68OH Wmthzn3EhjzzNwKIXGOQmSeF5ZBJVJPMvKo04/+4bWCaNPaF1hqmClxVJwIE8txpOvhbH0loTCM EcFOl+Mp9Es2kx4G8Q9mLJ+jheT0feL3PBaoSYuwbkkjipKG7AkuMR276J2WAEvYYWJhxoUurTZZ G/DN57Jw6WxfmkKN+zNEw0o59Yq804FVLhtrSPv0pKalu/TRuiqJtR8kKLJ1NXFy1qGZMLuYcJc WOQk1x4At8JnD3kBFjj55/sPE90ZaZukQg05BSVylHLrdmNKgsy1/5o3Qb3y7SzSJoMMu79pvKQC jUXV9HvbnPRgoHJjjZRg121z9BcmvZoOrBKVgmut+bz5Hlh83WpVdV2+4ftwTfo2x9vdvQ1OD2Zx NIu/HEwP9/te77JX7DXbZzF7xw7ZJ3bM5oyzS/aD/WS/go9BGdiArqyjnf7MSzaYoP0Dw9xIUg= =</latexit><latexit sha1_base64="hFYHqA0guBfIt3Z2 OQF2kY2eqaQ=">AAADw3iczVLLatwwFFXGfaTpa6ZddmM6FLLpYGfTLlNCoYsuUppJAo4ZruU7Y2 E9jHTdMBj/SKHb9pv6N5UnpoknWXTZC0LH5xxZB3GySgpHUfR7ZxTcu//g4e6jvcdPnj57Pp68OH Wmthzn3EhjzzNwKIXGOQmSeF5ZBJVJPMvKo04/+4bWCaNPaF1hqmClxVJwIE8txpOvhbH0loTCM EcFOl+Mp9Es2kx4G8Q9mLJ+jheT0feL3PBaoSYuwbkkjipKG7AkuMR276J2WAEvYYWJhxoUurTZZ G/DN57Jw6WxfmkKN+zNEw0o59Yq804FVLhtrSPv0pKalu/TRuiqJtR8kKLJ1NXFy1qGZMLuYcJc WOQk1x4At8JnD3kBFjj55/sPE90ZaZukQg05BSVylHLrdmNKgsy1/5o3Qb3y7SzSJoMMu79pvKQC jUXV9HvbnPRgoHJjjZRg121z9BcmvZoOrBKVgmut+bz5Hlh83WpVdV2+4ftwTfo2x9vdvQ1OD2Zx NIu/HEwP9/te77JX7DXbZzF7xw7ZJ3bM5oyzS/aD/WS/go9BGdiArqyjnf7MSzaYoP0Dw9xIUg= =</latexit>
Long-time demand
<latexit sha1_base6 4="5QB0HAP+GPv/ZMctOKfzHTeglsM=">AAADw niczVLNbtQwGHQ3QEv528KRS8QKqRdWSS/lWFQ OHHooUretlEarz863G7P+CbbTamXyIogrvBNvg 7ONaLPtgSOfZHkyM45H1tBKcOuS5PfGIHrw8NH m1uPtJ0+fPX8x3Hl5anVtGE6YFtqcU7AouMKJ 407geWUQJBV4RheHrX52icZyrU7cssJcwlzxGW fgAjUdDo+0mr9zXGJcoARVTIejZJysJr4L0g6M SDfH053B94tCs1qickyAtVmaVC73YBxnApvti9 piBWwBc8wCVCDR5n4VvYnfBqaIZ9qEpVy8Ym+f 8CCtXUoanBJcade1lrxPy2o3e597rqraoWK9F J7K64tntYidjtt3iQtukDmxDACY4SF7zEowwFx 4vf8w0b2R1klXyj4nYYEMhVi7XeuFA2qbf82bo ZqHcpa5p0Cx/ZvCK1eiNih9tzf+pAM9lWmjhQC zbPzhX5h1at6zCpQSbjR/tPruWULdalm1Vb7l+ 3BDhjan6929C073xmkyTj/vjQ52u15vkdfkDd klKdknB+QTOSYTwsgl+UF+kl/Rx+hL9DWy19bB RnfmFelN9O0P7rBHyA==</latexit><latexit sha1_base6 4="5QB0HAP+GPv/ZMctOKfzHTeglsM=">AAADw niczVLNbtQwGHQ3QEv528KRS8QKqRdWSS/lWFQ OHHooUretlEarz863G7P+CbbTamXyIogrvBNvg 7ONaLPtgSOfZHkyM45H1tBKcOuS5PfGIHrw8NH m1uPtJ0+fPX8x3Hl5anVtGE6YFtqcU7AouMKJ 407geWUQJBV4RheHrX52icZyrU7cssJcwlzxGW fgAjUdDo+0mr9zXGJcoARVTIejZJysJr4L0g6M SDfH053B94tCs1qickyAtVmaVC73YBxnApvti9 piBWwBc8wCVCDR5n4VvYnfBqaIZ9qEpVy8Ym+f 8CCtXUoanBJcade1lrxPy2o3e597rqraoWK9F J7K64tntYidjtt3iQtukDmxDACY4SF7zEowwFx 4vf8w0b2R1klXyj4nYYEMhVi7XeuFA2qbf82bo ZqHcpa5p0Cx/ZvCK1eiNih9tzf+pAM9lWmjhQC zbPzhX5h1at6zCpQSbjR/tPruWULdalm1Vb7l+ 3BDhjan6929C073xmkyTj/vjQ52u15vkdfkDd klKdknB+QTOSYTwsgl+UF+kl/Rx+hL9DWy19bB RnfmFelN9O0P7rBHyA==</latexit><latexit sha1_base6 4="5QB0HAP+GPv/ZMctOKfzHTeglsM=">AAADw niczVLNbtQwGHQ3QEv528KRS8QKqRdWSS/lWFQ OHHooUretlEarz863G7P+CbbTamXyIogrvBNvg 7ONaLPtgSOfZHkyM45H1tBKcOuS5PfGIHrw8NH m1uPtJ0+fPX8x3Hl5anVtGE6YFtqcU7AouMKJ 407geWUQJBV4RheHrX52icZyrU7cssJcwlzxGW fgAjUdDo+0mr9zXGJcoARVTIejZJysJr4L0g6M SDfH053B94tCs1qickyAtVmaVC73YBxnApvti9 piBWwBc8wCVCDR5n4VvYnfBqaIZ9qEpVy8Ym+f 8CCtXUoanBJcade1lrxPy2o3e597rqraoWK9F J7K64tntYidjtt3iQtukDmxDACY4SF7zEowwFx 4vf8w0b2R1klXyj4nYYEMhVi7XeuFA2qbf82bo ZqHcpa5p0Cx/ZvCK1eiNih9tzf+pAM9lWmjhQC zbPzhX5h1at6zCpQSbjR/tPruWULdalm1Vb7l+ 3BDhjan6929C073xmkyTj/vjQ52u15vkdfkDd klKdknB+QTOSYTwsgl+UF+kl/Rx+hL9DWy19bB RnfmFelN9O0P7rBHyA==</latexit><latexit sha1_base6 4="5QB0HAP+GPv/ZMctOKfzHTeglsM=">AAADw niczVLNbtQwGHQ3QEv528KRS8QKqRdWSS/lWFQ OHHooUretlEarz863G7P+CbbTamXyIogrvBNvg 7ONaLPtgSOfZHkyM45H1tBKcOuS5PfGIHrw8NH m1uPtJ0+fPX8x3Hl5anVtGE6YFtqcU7AouMKJ 407geWUQJBV4RheHrX52icZyrU7cssJcwlzxGW fgAjUdDo+0mr9zXGJcoARVTIejZJysJr4L0g6M SDfH053B94tCs1qickyAtVmaVC73YBxnApvti9 piBWwBc8wCVCDR5n4VvYnfBqaIZ9qEpVy8Ym+f 8CCtXUoanBJcade1lrxPy2o3e597rqraoWK9F J7K64tntYidjtt3iQtukDmxDACY4SF7zEowwFx 4vf8w0b2R1klXyj4nYYEMhVi7XeuFA2qbf82bo ZqHcpa5p0Cx/ZvCK1eiNih9tzf+pAM9lWmjhQC zbPzhX5h1at6zCpQSbjR/tPruWULdalm1Vb7l+ 3BDhjan6929C073xmkyTj/vjQ52u15vkdfkDd klKdknB+QTOSYTwsgl+UF+kl/Rx+hL9DWy19bB RnfmFelN9O0P7rBHyA==</latexit>
Short-time demand
<latexit sha1_base6 4="hFYHqA0guBfIt3Z2OQF2kY2eqaQ=">AAADw 3iczVLLatwwFFXGfaTpa6ZddmM6FLLpYGfTLlN CoYsuUppJAo4ZruU7Y2E9jHTdMBj/SKHb9pv6N 5UnpoknWXTZC0LH5xxZB3GySgpHUfR7ZxTcu// g4e6jvcdPnj57Pp68OHWmthzn3EhjzzNwKIXG OQmSeF5ZBJVJPMvKo04/+4bWCaNPaF1hqmClxV JwIE8txpOvhbH0loTCMEcFOl+Mp9Es2kx4G8Q9 mLJ+jheT0feL3PBaoSYuwbkkjipKG7AkuMR276 J2WAEvYYWJhxoUurTZZG/DN57Jw6WxfmkKN+zN Ew0o59Yq804FVLhtrSPv0pKalu/TRuiqJtR8k KLJ1NXFy1qGZMLuYcJcWOQk1x4At8JnD3kBFjj 55/sPE90ZaZukQg05BSVylHLrdmNKgsy1/5o3Q b3y7SzSJoMMu79pvKQCjUXV9HvbnPRgoHJjjZR g121z9BcmvZoOrBKVgmut+bz5Hlh83WpVdV2+4 ftwTfo2x9vdvQ1OD2ZxNIu/HEwP9/te77JX7D XbZzF7xw7ZJ3bM5oyzS/aD/WS/go9BGdiArqyj nf7MSzaYoP0Dw9xIUg==</latexit><latexit sha1_base6 4="hFYHqA0guBfIt3Z2OQF2kY2eqaQ=">AAADw 3iczVLLatwwFFXGfaTpa6ZddmM6FLLpYGfTLlN CoYsuUppJAo4ZruU7Y2E9jHTdMBj/SKHb9pv6N 5UnpoknWXTZC0LH5xxZB3GySgpHUfR7ZxTcu// g4e6jvcdPnj57Pp68OHWmthzn3EhjzzNwKIXG OQmSeF5ZBJVJPMvKo04/+4bWCaNPaF1hqmClxV JwIE8txpOvhbH0loTCMEcFOl+Mp9Es2kx4G8Q9 mLJ+jheT0feL3PBaoSYuwbkkjipKG7AkuMR276 J2WAEvYYWJhxoUurTZZG/DN57Jw6WxfmkKN+zN Ew0o59Yq804FVLhtrSPv0pKalu/TRuiqJtR8k KLJ1NXFy1qGZMLuYcJcWOQk1x4At8JnD3kBFjj 55/sPE90ZaZukQg05BSVylHLrdmNKgsy1/5o3Q b3y7SzSJoMMu79pvKQCjUXV9HvbnPRgoHJjjZR g121z9BcmvZoOrBKVgmut+bz5Hlh83WpVdV2+4 ftwTfo2x9vdvQ1OD2ZxNIu/HEwP9/te77JX7D XbZzF7xw7ZJ3bM5oyzS/aD/WS/go9BGdiArqyj nf7MSzaYoP0Dw9xIUg==</latexit><latexit sha1_base6 4="hFYHqA0guBfIt3Z2OQF2kY2eqaQ=">AAADw 3iczVLLatwwFFXGfaTpa6ZddmM6FLLpYGfTLlN CoYsuUppJAo4ZruU7Y2E9jHTdMBj/SKHb9pv6N 5UnpoknWXTZC0LH5xxZB3GySgpHUfR7ZxTcu// g4e6jvcdPnj57Pp68OHWmthzn3EhjzzNwKIXG OQmSeF5ZBJVJPMvKo04/+4bWCaNPaF1hqmClxV JwIE8txpOvhbH0loTCMEcFOl+Mp9Es2kx4G8Q9 mLJ+jheT0feL3PBaoSYuwbkkjipKG7AkuMR276 J2WAEvYYWJhxoUurTZZG/DN57Jw6WxfmkKN+zN Ew0o59Yq804FVLhtrSPv0pKalu/TRuiqJtR8k KLJ1NXFy1qGZMLuYcJcWOQk1x4At8JnD3kBFjj 55/sPE90ZaZukQg05BSVylHLrdmNKgsy1/5o3Q b3y7SzSJoMMu79pvKQCjUXV9HvbnPRgoHJjjZR g121z9BcmvZoOrBKVgmut+bz5Hlh83WpVdV2+4 ftwTfo2x9vdvQ1OD2ZxNIu/HEwP9/te77JX7D XbZzF7xw7ZJ3bM5oyzS/aD/WS/go9BGdiArqyj nf7MSzaYoP0Dw9xIUg==</latexit><latexit sha1_base6 4="hFYHqA0guBfIt3Z2OQF2kY2eqaQ=">AAADw 3iczVLLatwwFFXGfaTpa6ZddmM6FLLpYGfTLlN CoYsuUppJAo4ZruU7Y2E9jHTdMBj/SKHb9pv6N 5UnpoknWXTZC0LH5xxZB3GySgpHUfR7ZxTcu// g4e6jvcdPnj57Pp68OHWmthzn3EhjzzNwKIXG OQmSeF5ZBJVJPMvKo04/+4bWCaNPaF1hqmClxV JwIE8txpOvhbH0loTCMEcFOl+Mp9Es2kx4G8Q9 mLJ+jheT0feL3PBaoSYuwbkkjipKG7AkuMR276 J2WAEvYYWJhxoUurTZZG/DN57Jw6WxfmkKN+zN Ew0o59Yq804FVLhtrSPv0pKalu/TRuiqJtR8k KLJ1NXFy1qGZMLuYcJcWOQk1x4At8JnD3kBFjj 55/sPE90ZaZukQg05BSVylHLrdmNKgsy1/5o3Q b3y7SzSJoMMu79pvKQCjUXV9HvbnPRgoHJjjZR g121z9BcmvZoOrBKVgmut+bz5Hlh83WpVdV2+4 ftwTfo2x9vdvQ1OD2ZxNIu/HEwP9/te77JX7D XbZzF7xw7ZJ3bM5oyzS/aD/WS/go9BGdiArqyj nf7MSzaYoP0Dw9xIUg==</latexit>
Long-time demand
<latexit sha1_base64="5QB0HAP+GPv/ZMct OKfzHTeglsM=">AAADwniczVLNbtQwGHQ3QEv528KRS8QKqRdWSS/lWFQOHHooUretlEarz863G7 P+CbbTamXyIogrvBNvg7ONaLPtgSOfZHkyM45H1tBKcOuS5PfGIHrw8NHm1uPtJ0+fPX8x3Hl5an VtGE6YFtqcU7AouMKJ407geWUQJBV4RheHrX52icZyrU7cssJcwlzxGWfgAjUdDo+0mr9zXGJco ARVTIejZJysJr4L0g6MSDfH053B94tCs1qickyAtVmaVC73YBxnApvti9piBWwBc8wCVCDR5n4Vv YnfBqaIZ9qEpVy8Ym+f8CCtXUoanBJcade1lrxPy2o3e597rqraoWK9FJ7K64tntYidjtt3iQtu kDmxDACY4SF7zEowwFx4vf8w0b2R1klXyj4nYYEMhVi7XeuFA2qbf82boZqHcpa5p0Cx/ZvCK1ei Nih9tzf+pAM9lWmjhQCzbPzhX5h1at6zCpQSbjR/tPruWULdalm1Vb7l+3BDhjan6929C073xmky Tj/vjQ52u15vkdfkDdklKdknB+QTOSYTwsgl+UF+kl/Rx+hL9DWy19bBRnfmFelN9O0P7rBHyA= =</latexit><latexit sha1_base64="5QB0HAP+GPv/ZMct OKfzHTeglsM=">AAADwniczVLNbtQwGHQ3QEv528KRS8QKqRdWSS/lWFQOHHooUretlEarz863G7 P+CbbTamXyIogrvBNvg7ONaLPtgSOfZHkyM45H1tBKcOuS5PfGIHrw8NHm1uPtJ0+fPX8x3Hl5an VtGE6YFtqcU7AouMKJ407geWUQJBV4RheHrX52icZyrU7cssJcwlzxGWfgAjUdDo+0mr9zXGJco ARVTIejZJysJr4L0g6MSDfH053B94tCs1qickyAtVmaVC73YBxnApvti9piBWwBc8wCVCDR5n4Vv YnfBqaIZ9qEpVy8Ym+f8CCtXUoanBJcade1lrxPy2o3e597rqraoWK9FJ7K64tntYidjtt3iQtu kDmxDACY4SF7zEowwFx4vf8w0b2R1klXyj4nYYEMhVi7XeuFA2qbf82boZqHcpa5p0Cx/ZvCK1ei Nih9tzf+pAM9lWmjhQCzbPzhX5h1at6zCpQSbjR/tPruWULdalm1Vb7l+3BDhjan6929C073xmky Tj/vjQ52u15vkdfkDdklKdknB+QTOSYTwsgl+UF+kl/Rx+hL9DWy19bBRnfmFelN9O0P7rBHyA= =</latexit><latexit sha1_base64="5QB0HAP+GPv/ZMct OKfzHTeglsM=">AAADwniczVLNbtQwGHQ3QEv528KRS8QKqRdWSS/lWFQOHHooUretlEarz863G7 P+CbbTamXyIogrvBNvg7ONaLPtgSOfZHkyM45H1tBKcOuS5PfGIHrw8NHm1uPtJ0+fPX8x3Hl5an VtGE6YFtqcU7AouMKJ407geWUQJBV4RheHrX52icZyrU7cssJcwlzxGWfgAjUdDo+0mr9zXGJco ARVTIejZJysJr4L0g6MSDfH053B94tCs1qickyAtVmaVC73YBxnApvti9piBWwBc8wCVCDR5n4Vv YnfBqaIZ9qEpVy8Ym+f8CCtXUoanBJcade1lrxPy2o3e597rqraoWK9FJ7K64tntYidjtt3iQtu kDmxDACY4SF7zEowwFx4vf8w0b2R1klXyj4nYYEMhVi7XeuFA2qbf82boZqHcpa5p0Cx/ZvCK1ei Nih9tzf+pAM9lWmjhQCzbPzhX5h1at6zCpQSbjR/tPruWULdalm1Vb7l+3BDhjan6929C073xmky Tj/vjQ52u15vkdfkDdklKdknB+QTOSYTwsgl+UF+kl/Rx+hL9DWy19bBRnfmFelN9O0P7rBHyA= =</latexit><latexit sha1_base64="5QB0HAP+GPv/ZMct OKfzHTeglsM=">AAADwniczVLNbtQwGHQ3QEv528KRS8QKqRdWSS/lWFQOHHooUretlEarz863G7 P+CbbTamXyIogrvBNvg7ONaLPtgSOfZHkyM45H1tBKcOuS5PfGIHrw8NHm1uPtJ0+fPX8x3Hl5an VtGE6YFtqcU7AouMKJ407geWUQJBV4RheHrX52icZyrU7cssJcwlzxGWfgAjUdDo+0mr9zXGJco ARVTIejZJysJr4L0g6MSDfH053B94tCs1qickyAtVmaVC73YBxnApvti9piBWwBc8wCVCDR5n4Vv YnfBqaIZ9qEpVy8Ym+f8CCtXUoanBJcade1lrxPy2o3e597rqraoWK9FJ7K64tntYidjtt3iQtu kDmxDACY4SF7zEowwFx4vf8w0b2R1klXyj4nYYEMhVi7XeuFA2qbf82boZqHcpa5p0Cx/ZvCK1ei Nih9tzf+pAM9lWmjhQCzbPzhX5h1at6zCpQSbjR/tPruWULdalm1Vb7l+3BDhjan6929C073xmky Tj/vjQ52u15vkdfkDdklKdknB+QTOSYTwsgl+UF+kl/Rx+hL9DWy19bBRnfmFelN9O0P7rBHyA= =</latexit>
In a large time scale
<latexit sha1_base6 4="K72ZNnpFTFLnGhUJtoCi9C7BU40=">AAAD0 HiczVLLbtNAFJ3GPEp4pbBEQiMiJFaR3Q0si7o BiUVBTVvJsaLryU08yjzMzBiIRhZCYsUn8Als4 Wf6Nx2nFq3TLlhyJcvH55yZOR6dvBTcujg+3ep FN27eur19p3/33v0HDwc7j46srgzDMdNCm5Mc LAqucOy4E3hSGgSZCzzOl/uNfvwJjeVaHbpViZ mEheJzzsAFajp4OvlYwYxOJv23igIVYBZIHZdI LQOB08EwHsXroVdB0oIhaedgutP7OZlpVklUjg mwNk3i0mUejONMYN2fVBZLYEtYYBqgAok28+sf qenzwMzoXJvwKEfX7OUVHqS1K5kHpwRX2E2tI a/T0srNX2Weq7JyqFgnhc/l+cHzSlCnaXNLdMY NMidWAQAzPGSnrAADzIW7/A8TXRtpk3SF7HISl shQiI3TtV46yG39r3lTVItQ1SLzOeTY7Kbwsyt QG5S+fdf+sAUdlWmjRSjdqvb7f2HaqlnHKlBKu ND8u/V3xxLqVsmyKfYl3+sLMrQ52ezuVXC0O0 riUfJ+d7gXt73eJk/IM/KCJOQl2SNvyAEZE0a+ k1/kN/kTfYi+RF+jb+fW3la75jHpTPTjDK2mTK o=</latexit><latexit sha1_base6 4="K72ZNnpFTFLnGhUJtoCi9C7BU40=">AAAD0 HiczVLLbtNAFJ3GPEp4pbBEQiMiJFaR3Q0si7o BiUVBTVvJsaLryU08yjzMzBiIRhZCYsUn8Als4 Wf6Nx2nFq3TLlhyJcvH55yZOR6dvBTcujg+3ep FN27eur19p3/33v0HDwc7j46srgzDMdNCm5Mc LAqucOy4E3hSGgSZCzzOl/uNfvwJjeVaHbpViZ mEheJzzsAFajp4OvlYwYxOJv23igIVYBZIHZdI LQOB08EwHsXroVdB0oIhaedgutP7OZlpVklUjg mwNk3i0mUejONMYN2fVBZLYEtYYBqgAok28+sf qenzwMzoXJvwKEfX7OUVHqS1K5kHpwRX2E2tI a/T0srNX2Weq7JyqFgnhc/l+cHzSlCnaXNLdMY NMidWAQAzPGSnrAADzIW7/A8TXRtpk3SF7HISl shQiI3TtV46yG39r3lTVItQ1SLzOeTY7Kbwsyt QG5S+fdf+sAUdlWmjRSjdqvb7f2HaqlnHKlBKu ND8u/V3xxLqVsmyKfYl3+sLMrQ52ezuVXC0O0 riUfJ+d7gXt73eJk/IM/KCJOQl2SNvyAEZE0a+ k1/kN/kTfYi+RF+jb+fW3la75jHpTPTjDK2mTK o=</latexit><latexit sha1_base6 4="K72ZNnpFTFLnGhUJtoCi9C7BU40=">AAAD0 HiczVLLbtNAFJ3GPEp4pbBEQiMiJFaR3Q0si7o BiUVBTVvJsaLryU08yjzMzBiIRhZCYsUn8Als4 Wf6Nx2nFq3TLlhyJcvH55yZOR6dvBTcujg+3ep FN27eur19p3/33v0HDwc7j46srgzDMdNCm5Mc LAqucOy4E3hSGgSZCzzOl/uNfvwJjeVaHbpViZ mEheJzzsAFajp4OvlYwYxOJv23igIVYBZIHZdI LQOB08EwHsXroVdB0oIhaedgutP7OZlpVklUjg mwNk3i0mUejONMYN2fVBZLYEtYYBqgAok28+sf qenzwMzoXJvwKEfX7OUVHqS1K5kHpwRX2E2tI a/T0srNX2Weq7JyqFgnhc/l+cHzSlCnaXNLdMY NMidWAQAzPGSnrAADzIW7/A8TXRtpk3SF7HISl shQiI3TtV46yG39r3lTVItQ1SLzOeTY7Kbwsyt QG5S+fdf+sAUdlWmjRSjdqvb7f2HaqlnHKlBKu ND8u/V3xxLqVsmyKfYl3+sLMrQ52ezuVXC0O0 riUfJ+d7gXt73eJk/IM/KCJOQl2SNvyAEZE0a+ k1/kN/kTfYi+RF+jb+fW3la75jHpTPTjDK2mTK o=</latexit><latexit sha1_base6 4="K72ZNnpFTFLnGhUJtoCi9C7BU40=">AAAD0 HiczVLLbtNAFJ3GPEp4pbBEQiMiJFaR3Q0si7o BiUVBTVvJsaLryU08yjzMzBiIRhZCYsUn8Als4 Wf6Nx2nFq3TLlhyJcvH55yZOR6dvBTcujg+3ep FN27eur19p3/33v0HDwc7j46srgzDMdNCm5Mc LAqucOy4E3hSGgSZCzzOl/uNfvwJjeVaHbpViZ mEheJzzsAFajp4OvlYwYxOJv23igIVYBZIHZdI LQOB08EwHsXroVdB0oIhaedgutP7OZlpVklUjg mwNk3i0mUejONMYN2fVBZLYEtYYBqgAok28+sf qenzwMzoXJvwKEfX7OUVHqS1K5kHpwRX2E2tI a/T0srNX2Weq7JyqFgnhc/l+cHzSlCnaXNLdMY NMidWAQAzPGSnrAADzIW7/A8TXRtpk3SF7HISl shQiI3TtV46yG39r3lTVItQ1SLzOeTY7Kbwsyt QG5S+fdf+sAUdlWmjRSjdqvb7f2HaqlnHKlBKu ND8u/V3xxLqVsmyKfYl3+sLMrQ52ezuVXC0O0 riUfJ+d7gXt73eJk/IM/KCJOQl2SNvyAEZE0a+ k1/kN/kTfYi+RF+jb+fW3la75jHpTPTjDK2mTK o=</latexit>
In a small time scale
<latexit sha1_base6 4="GcYcsG12t/VItGu0aNkJZIPWHw0=">AAAD0 HiczVLLbtNAFJ3GPEp4pbBEQiMiJFaR3Q0si7o BiUVBTVvJtqLryU0yyjzMzBiIRhZCYsUn8Als4 Wf6Nx2nFq3TLlhyJcvH55zxnBmdohTcujg+3ep FN27eur19p3/33v0HDwc7j46srgzDMdNCm5MC LAqucOy4E3hSGgRZCDwulvuNfvwJjeVaHbpVib mEueIzzsAFajJ4mn2sYEqzrP9WUaBWghDUcYnU MhA4GQzjUbweehUkLRiSdg4mO72f2VSzSqJyTI C1aRKXLvdgHGcC635WWSyBLWGOaYAKJNrcrw9S 0+eBmdKZNuFRjq7Zyys8SGtXsghOCW5hN7WGv E5LKzd7lXuuysqhYp0UvpDnG8+qcHJNm1uiU26 QObEKAJjhITtlCzDAXLjL/zDRtZE2SbeQXU7CE hkKsbG71ksHha3/NW+Kah6qush9AQU2f1P42S1 QG5S+fdf+sAUdlWmjhQCzqv3+X5i2at6xCpQSL jT/bv3dsYS6VbJsin3J9/qCDG1ONrt7FRztjp J4lLzfHe7Fba+3yRPyjLwgCXlJ9sgbckDGhJHv 5Bf5Tf5EH6Iv0dfo27m1t9WueUw6E/04A9yZTL g=</latexit><latexit sha1_base6 4="GcYcsG12t/VItGu0aNkJZIPWHw0=">AAAD0 HiczVLLbtNAFJ3GPEp4pbBEQiMiJFaR3Q0si7o BiUVBTVvJtqLryU0yyjzMzBiIRhZCYsUn8Als4 Wf6Nx2nFq3TLlhyJcvH55zxnBmdohTcujg+3ep FN27eur19p3/33v0HDwc7j46srgzDMdNCm5MC LAqucOy4E3hSGgRZCDwulvuNfvwJjeVaHbpVib mEueIzzsAFajJ4mn2sYEqzrP9WUaBWghDUcYnU MhA4GQzjUbweehUkLRiSdg4mO72f2VSzSqJyTI C1aRKXLvdgHGcC635WWSyBLWGOaYAKJNrcrw9S 0+eBmdKZNuFRjq7Zyys8SGtXsghOCW5hN7WGv E5LKzd7lXuuysqhYp0UvpDnG8+qcHJNm1uiU26 QObEKAJjhITtlCzDAXLjL/zDRtZE2SbeQXU7CE hkKsbG71ksHha3/NW+Kah6qush9AQU2f1P42S1 QG5S+fdf+sAUdlWmjhQCzqv3+X5i2at6xCpQSL jT/bv3dsYS6VbJsin3J9/qCDG1ONrt7FRztjp J4lLzfHe7Fba+3yRPyjLwgCXlJ9sgbckDGhJHv 5Bf5Tf5EH6Iv0dfo27m1t9WueUw6E/04A9yZTL g=</latexit><latexit sha1_base6 4="GcYcsG12t/VItGu0aNkJZIPWHw0=">AAAD0 HiczVLLbtNAFJ3GPEp4pbBEQiMiJFaR3Q0si7o BiUVBTVvJtqLryU0yyjzMzBiIRhZCYsUn8Als4 Wf6Nx2nFq3TLlhyJcvH55zxnBmdohTcujg+3ep FN27eur19p3/33v0HDwc7j46srgzDMdNCm5MC LAqucOy4E3hSGgRZCDwulvuNfvwJjeVaHbpVib mEueIzzsAFajJ4mn2sYEqzrP9WUaBWghDUcYnU MhA4GQzjUbweehUkLRiSdg4mO72f2VSzSqJyTI C1aRKXLvdgHGcC635WWSyBLWGOaYAKJNrcrw9S 0+eBmdKZNuFRjq7Zyys8SGtXsghOCW5hN7WGv E5LKzd7lXuuysqhYp0UvpDnG8+qcHJNm1uiU26 QObEKAJjhITtlCzDAXLjL/zDRtZE2SbeQXU7CE hkKsbG71ksHha3/NW+Kah6qush9AQU2f1P42S1 QG5S+fdf+sAUdlWmjhQCzqv3+X5i2at6xCpQSL jT/bv3dsYS6VbJsin3J9/qCDG1ONrt7FRztjp J4lLzfHe7Fba+3yRPyjLwgCXlJ9sgbckDGhJHv 5Bf5Tf5EH6Iv0dfo27m1t9WueUw6E/04A9yZTL g=</latexit><latexit sha1_base6 4="GcYcsG12t/VItGu0aNkJZIPWHw0=">AAAD0 HiczVLLbtNAFJ3GPEp4pbBEQiMiJFaR3Q0si7o BiUVBTVvJtqLryU0yyjzMzBiIRhZCYsUn8Als4 Wf6Nx2nFq3TLlhyJcvH55zxnBmdohTcujg+3ep FN27eur19p3/33v0HDwc7j46srgzDMdNCm5MC LAqucOy4E3hSGgRZCDwulvuNfvwJjeVaHbpVib mEueIzzsAFajJ4mn2sYEqzrP9WUaBWghDUcYnU MhA4GQzjUbweehUkLRiSdg4mO72f2VSzSqJyTI C1aRKXLvdgHGcC635WWSyBLWGOaYAKJNrcrw9S 0+eBmdKZNuFRjq7Zyys8SGtXsghOCW5hN7WGv E5LKzd7lXuuysqhYp0UvpDnG8+qcHJNm1uiU26 QObEKAJjhITtlCzDAXLjL/zDRtZE2SbeQXU7CE hkKsbG71ksHha3/NW+Kah6qush9AQU2f1P42S1 QG5S+fdf+sAUdlWmjhQCzqv3+X5i2at6xCpQSL jT/bv3dsYS6VbJsin3J9/qCDG1ONrt7FRztjp J4lLzfHe7Fba+3yRPyjLwgCXlJ9sgbckDGhJHv 5Bf5Tf5EH6Iv0dfo27m1t9WueUw6E/04A9yZTL g=</latexit>
. . .
<latexit sha1_base64="K/eo+rNZej5O0aJm lER3FIUPsuw=">AAADtXiczVLLTtxAEBzWeRDyAMIxFyurSDmtbC5wJOKSAwcisYBkLNSeba9HOw 9rpp1oNfI35JrwZ/mbjBcL8MIhx7RkuVxV7SmNqqilcJQkfzZG0bPnL15uvtp6/ebtu+2d3ffnzj SW45QbaexlAQ6l0DglQRIva4ugCokXxeK40y++o3XC6DNa1pgrmGtRCg4UqOnVzJC73hknk2Q18 WOQ9mDM+jm93h3dhEXeKNTEJTiXpUlNuQdLgktst64ahzXwBcwxC1CDQpf7Vdo2/hSYWVwaGx5N8 Yp9uOFBObdURXAqoMqtax35lJY1VB7mXui6IdR8kMIX6vbgspExmbi7ingmLHKSywCAWxGyx7wC C5zChf2HiZ6MtE5SpYacggVylHLtdGMWBIVr/zVvhnoe+ljlvoACu79p/EEVGovK9+/Wn/VgoHJj jZRgl60/voNZr+YDq0Sl4F7zJ6vvgSXUrVF1194Hvi/3ZGhzut7dx+B8f5Imk/Tb/vjosO/1JvvA PrLPLGUH7Ih9ZadsyjgT7Cf7xX5HB1EezaLy1jra6Hf22GAi8xeqGENa</latexit><latexit sha1_base64="K/eo+rNZej5O0aJm lER3FIUPsuw=">AAADtXiczVLLTtxAEBzWeRDyAMIxFyurSDmtbC5wJOKSAwcisYBkLNSeba9HOw 9rpp1oNfI35JrwZ/mbjBcL8MIhx7RkuVxV7SmNqqilcJQkfzZG0bPnL15uvtp6/ebtu+2d3ffnzj SW45QbaexlAQ6l0DglQRIva4ugCokXxeK40y++o3XC6DNa1pgrmGtRCg4UqOnVzJC73hknk2Q18 WOQ9mDM+jm93h3dhEXeKNTEJTiXpUlNuQdLgktst64ahzXwBcwxC1CDQpf7Vdo2/hSYWVwaGx5N8 Yp9uOFBObdURXAqoMqtax35lJY1VB7mXui6IdR8kMIX6vbgspExmbi7ingmLHKSywCAWxGyx7wC C5zChf2HiZ6MtE5SpYacggVylHLtdGMWBIVr/zVvhnoe+ljlvoACu79p/EEVGovK9+/Wn/VgoHJj jZRgl60/voNZr+YDq0Sl4F7zJ6vvgSXUrVF1194Hvi/3ZGhzut7dx+B8f5Imk/Tb/vjosO/1JvvA PrLPLGUH7Ih9ZadsyjgT7Cf7xX5HB1EezaLy1jra6Hf22GAi8xeqGENa</latexit><latexit sha1_base64="K/eo+rNZej5O0aJm lER3FIUPsuw=">AAADtXiczVLLTtxAEBzWeRDyAMIxFyurSDmtbC5wJOKSAwcisYBkLNSeba9HOw 9rpp1oNfI35JrwZ/mbjBcL8MIhx7RkuVxV7SmNqqilcJQkfzZG0bPnL15uvtp6/ebtu+2d3ffnzj SW45QbaexlAQ6l0DglQRIva4ugCokXxeK40y++o3XC6DNa1pgrmGtRCg4UqOnVzJC73hknk2Q18 WOQ9mDM+jm93h3dhEXeKNTEJTiXpUlNuQdLgktst64ahzXwBcwxC1CDQpf7Vdo2/hSYWVwaGx5N8 Yp9uOFBObdURXAqoMqtax35lJY1VB7mXui6IdR8kMIX6vbgspExmbi7ingmLHKSywCAWxGyx7wC C5zChf2HiZ6MtE5SpYacggVylHLtdGMWBIVr/zVvhnoe+ljlvoACu79p/EEVGovK9+/Wn/VgoHJj jZRgl60/voNZr+YDq0Sl4F7zJ6vvgSXUrVF1194Hvi/3ZGhzut7dx+B8f5Imk/Tb/vjosO/1JvvA PrLPLGUH7Ih9ZadsyjgT7Cf7xX5HB1EezaLy1jra6Hf22GAi8xeqGENa</latexit><latexit sha1_base64="K/eo+rNZej5O0aJm lER3FIUPsuw=">AAADtXiczVLLTtxAEBzWeRDyAMIxFyurSDmtbC5wJOKSAwcisYBkLNSeba9HOw 9rpp1oNfI35JrwZ/mbjBcL8MIhx7RkuVxV7SmNqqilcJQkfzZG0bPnL15uvtp6/ebtu+2d3ffnzj SW45QbaexlAQ6l0DglQRIva4ugCokXxeK40y++o3XC6DNa1pgrmGtRCg4UqOnVzJC73hknk2Q18 WOQ9mDM+jm93h3dhEXeKNTEJTiXpUlNuQdLgktst64ahzXwBcwxC1CDQpf7Vdo2/hSYWVwaGx5N8 Yp9uOFBObdURXAqoMqtax35lJY1VB7mXui6IdR8kMIX6vbgspExmbi7ingmLHKSywCAWxGyx7wC C5zChf2HiZ6MtE5SpYacggVylHLtdGMWBIVr/zVvhnoe+ljlvoACu79p/EEVGovK9+/Wn/VgoHJj jZRgl60/voNZr+YDq0Sl4F7zJ6vvgSXUrVF1194Hvi/3ZGhzut7dx+B8f5Imk/Tb/vjosO/1JvvA PrLPLGUH7Ih9ZadsyjgT7Cf7xX5HB1EezaLy1jra6Hf22GAi8xeqGENa</latexit>
Figure 1: An illustration of long-short purchase demands in different time scales. We see that the user buys pigments and
brushes repetitively (long-time demands) but with different time frequencies, and that the co-purchase (short-time demand)
of screen cleaner is due to the purchase of a laptop computer quite some time earlier, while the co-purchase of brush occurs
right after the purchase of pigment at the beginning of the sequence.
. . .
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<latexit sha1_base64="7Yu/mTZaD/II/2s4gvIc4A oOAhw=">AAADvHiczVLLatwwFFXGfSTpK2mW2ZgOhawGuxTaVUnJposuEsgkAduEK82dsbAeRpJTBuHf6KKb9rf 6N5UnJoknWWTZC0LH5xxZB3FoLbh1SfJ3YxQ9efrs+ebW9ouXr16/2dl9e2Z1YxhOmRbaXFCwKLjCqeNO4EVtEC QVeE6ro04/v0JjuVanblljIWGh+JwzcIHK8xKcz6n0ddte7oyTSbKa+D5IezAm/Rxf7o5+5TPNGonKMQHWZmlSu 8KDcZwJbLfzxmINrIIFZgEqkGgLvwrdxu8DM4vn2oSlXLxi757wIK1dShqcElxp17WOfEjLGjf/XHiu6sahYoMU nsrri+eNiJ2OuxeJZ9wgc2IZADDDQ/aYlWCAufBu/2GiByOtk66UQ05ChQyFWLtd68oBte1j82aoFqGWZeEpUO z+pvCHK1EblL7fW3/ag4HKtNFCgFm2/ugGZr1aDKwCpYRbzX9ffQ8soW6NrLsS3/F9vSVDm9P17t4HZx8maTJJT z6ODw/6Xm+SffKOHJCUfCKH5Bs5JlPCSE1+kt/kT/QlmkVVJK+to43+zB4ZTHT1D+HwRqA=</latexit><latexit sha1_base64="7Yu/mTZaD/II/2s4gvIc4A oOAhw=">AAADvHiczVLLatwwFFXGfSTpK2mW2ZgOhawGuxTaVUnJposuEsgkAduEK82dsbAeRpJTBuHf6KKb9rf 6N5UnJoknWWTZC0LH5xxZB3FoLbh1SfJ3YxQ9efrs+ebW9ouXr16/2dl9e2Z1YxhOmRbaXFCwKLjCqeNO4EVtEC QVeE6ro04/v0JjuVanblljIWGh+JwzcIHK8xKcz6n0ddte7oyTSbKa+D5IezAm/Rxf7o5+5TPNGonKMQHWZmlSu 8KDcZwJbLfzxmINrIIFZgEqkGgLvwrdxu8DM4vn2oSlXLxi757wIK1dShqcElxp17WOfEjLGjf/XHiu6sahYoMU nsrri+eNiJ2OuxeJZ9wgc2IZADDDQ/aYlWCAufBu/2GiByOtk66UQ05ChQyFWLtd68oBte1j82aoFqGWZeEpUO z+pvCHK1EblL7fW3/ag4HKtNFCgFm2/ugGZr1aDKwCpYRbzX9ffQ8soW6NrLsS3/F9vSVDm9P17t4HZx8maTJJT z6ODw/6Xm+SffKOHJCUfCKH5Bs5JlPCSE1+kt/kT/QlmkVVJK+to43+zB4ZTHT1D+HwRqA=</latexit><latexit sha1_base64="7Yu/mTZaD/II/2s4gvIc4A oOAhw=">AAADvHiczVLLatwwFFXGfSTpK2mW2ZgOhawGuxTaVUnJposuEsgkAduEK82dsbAeRpJTBuHf6KKb9rf 6N5UnJoknWWTZC0LH5xxZB3FoLbh1SfJ3YxQ9efrs+ebW9ouXr16/2dl9e2Z1YxhOmRbaXFCwKLjCqeNO4EVtEC QVeE6ro04/v0JjuVanblljIWGh+JwzcIHK8xKcz6n0ddte7oyTSbKa+D5IezAm/Rxf7o5+5TPNGonKMQHWZmlSu 8KDcZwJbLfzxmINrIIFZgEqkGgLvwrdxu8DM4vn2oSlXLxi757wIK1dShqcElxp17WOfEjLGjf/XHiu6sahYoMU nsrri+eNiJ2OuxeJZ9wgc2IZADDDQ/aYlWCAufBu/2GiByOtk66UQ05ChQyFWLtd68oBte1j82aoFqGWZeEpUO z+pvCHK1EblL7fW3/ag4HKtNFCgFm2/ugGZr1aDKwCpYRbzX9ffQ8soW6NrLsS3/F9vSVDm9P17t4HZx8maTJJT z6ODw/6Xm+SffKOHJCUfCKH5Bs5JlPCSE1+kt/kT/QlmkVVJK+to43+zB4ZTHT1D+HwRqA=</latexit><latexit sha1_base64="7Yu/mTZaD/II/2s4gvIc4A oOAhw=">AAADvHiczVLLatwwFFXGfSTpK2mW2ZgOhawGuxTaVUnJposuEsgkAduEK82dsbAeRpJTBuHf6KKb9rf 6N5UnJoknWWTZC0LH5xxZB3FoLbh1SfJ3YxQ9efrs+ebW9ouXr16/2dl9e2Z1YxhOmRbaXFCwKLjCqeNO4EVtEC QVeE6ro04/v0JjuVanblljIWGh+JwzcIHK8xKcz6n0ddte7oyTSbKa+D5IezAm/Rxf7o5+5TPNGonKMQHWZmlSu 8KDcZwJbLfzxmINrIIFZgEqkGgLvwrdxu8DM4vn2oSlXLxi757wIK1dShqcElxp17WOfEjLGjf/XHiu6sahYoMU nsrri+eNiJ2OuxeJZ9wgc2IZADDDQ/aYlWCAufBu/2GiByOtk66UQ05ChQyFWLtd68oBte1j82aoFqGWZeEpUO z+pvCHK1EblL7fW3/ag4HKtNFCgFm2/ugGZr1aDKwCpYRbzX9ffQ8soW6NrLsS3/F9vSVDm9P17t4HZx8maTJJT z6ODw/6Xm+SffKOHJCUfCKH5Bs5JlPCSE1+kt/kT/QlmkVVJK+to43+zB4ZTHT1D+HwRqA=</latexit>
Multi-time scales
<latexit sh a1_base64="NBiKBFCJXEi XQ90WnDBwn+CZiYI=">AAA Dw3iczVLLattAFJ1YfaTpy 26X3YiaQjY1UjbtMiUUum ghhTgJKMJcja+twfMQM1cN ZtCPFLptv6l/05EjmsjJos teGObonDOaw3CKSgpHSfJ 7ZxDdu//g4e6jvcdPnj57P hy9OHWmthyn3EhjzwtwKIX GKQmSeF5ZBFVIPCtWR61+9 g2tE0af0LrCXMFSi4XgQI GaDUdfakniLQmFseMg0c2G 42SSbCa+DdIOjFk3x7PR4P vF3PBaoSYuwbksTSrKPVgS XGKzd1E7rICvYIlZgBoUu txvsjfxm8DM44WxYWmKN+z NEx6Uc2tVBKcCKt221pJ3a VlNi/e5F7qqCTXvpfCFur p4UcuYTNw+TDwXFjnJdQDA rQjZY16CBU7h+f7DRHdG2i apVH1OwQo5Srl1uzErgsI1 /5o3Q70M7SxzX0CB7d80X lKJxqLy3d74kw70VG6skRL suvFHf2HWqXnPKlEpuNb85 813zxLqVquq7fIN34drMr Q53e7ubXB6MEmTSfr1YHy4 3/V6l71ir9k+S9k7dsg+sW M2ZZxdsh/sJ/sVfYxWkY3o yjrY6c68ZL2Jmj/uwEhf< /latexit><latexit sh a1_base64="NBiKBFCJXEi XQ90WnDBwn+CZiYI=">AAA Dw3iczVLLattAFJ1YfaTpy 26X3YiaQjY1UjbtMiUUum ghhTgJKMJcja+twfMQM1cN ZtCPFLptv6l/05EjmsjJos teGObonDOaw3CKSgpHSfJ 7ZxDdu//g4e6jvcdPnj57P hy9OHWmthyn3EhjzwtwKIX GKQmSeF5ZBFVIPCtWR61+9 g2tE0af0LrCXMFSi4XgQI GaDUdfakniLQmFseMg0c2G 42SSbCa+DdIOjFk3x7PR4P vF3PBaoSYuwbksTSrKPVgS XGKzd1E7rICvYIlZgBoUu txvsjfxm8DM44WxYWmKN+z NEx6Uc2tVBKcCKt221pJ3a VlNi/e5F7qqCTXvpfCFur p4UcuYTNw+TDwXFjnJdQDA rQjZY16CBU7h+f7DRHdG2i apVH1OwQo5Srl1uzErgsI1 /5o3Q70M7SxzX0CB7d80X lKJxqLy3d74kw70VG6skRL suvFHf2HWqXnPKlEpuNb85 813zxLqVquq7fIN34drMr Q53e7ubXB6MEmTSfr1YHy4 3/V6l71ir9k+S9k7dsg+sW M2ZZxdsh/sJ/sVfYxWkY3o yjrY6c68ZL2Jmj/uwEhf< /latexit><latexit sh a1_base64="NBiKBFCJXEi XQ90WnDBwn+CZiYI=">AAA Dw3iczVLLattAFJ1YfaTpy 26X3YiaQjY1UjbtMiUUum ghhTgJKMJcja+twfMQM1cN ZtCPFLptv6l/05EjmsjJos teGObonDOaw3CKSgpHSfJ 7ZxDdu//g4e6jvcdPnj57P hy9OHWmthyn3EhjzwtwKIX GKQmSeF5ZBFVIPCtWR61+9 g2tE0af0LrCXMFSi4XgQI GaDUdfakniLQmFseMg0c2G 42SSbCa+DdIOjFk3x7PR4P vF3PBaoSYuwbksTSrKPVgS XGKzd1E7rICvYIlZgBoUu txvsjfxm8DM44WxYWmKN+z NEx6Uc2tVBKcCKt221pJ3a VlNi/e5F7qqCTXvpfCFur p4UcuYTNw+TDwXFjnJdQDA rQjZY16CBU7h+f7DRHdG2i apVH1OwQo5Srl1uzErgsI1 /5o3Q70M7SxzX0CB7d80X lKJxqLy3d74kw70VG6skRL suvFHf2HWqXnPKlEpuNb85 813zxLqVquq7fIN34drMr Q53e7ubXB6MEmTSfr1YHy4 3/V6l71ir9k+S9k7dsg+sW M2ZZxdsh/sJ/sVfYxWkY3o yjrY6c68ZL2Jmj/uwEhf< /latexit><latexit sh a1_base64="NBiKBFCJXEi XQ90WnDBwn+CZiYI=">AAA Dw3iczVLLattAFJ1YfaTpy 26X3YiaQjY1UjbtMiUUum ghhTgJKMJcja+twfMQM1cN ZtCPFLptv6l/05EjmsjJos teGObonDOaw3CKSgpHSfJ 7ZxDdu//g4e6jvcdPnj57P hy9OHWmthyn3EhjzwtwKIX GKQmSeF5ZBFVIPCtWR61+9 g2tE0af0LrCXMFSi4XgQI GaDUdfakniLQmFseMg0c2G 42SSbCa+DdIOjFk3x7PR4P vF3PBaoSYuwbksTSrKPVgS XGKzd1E7rICvYIlZgBoUu txvsjfxm8DM44WxYWmKN+z NEx6Uc2tVBKcCKt221pJ3a VlNi/e5F7qqCTXvpfCFur p4UcuYTNw+TDwXFjnJdQDA rQjZY16CBU7h+f7DRHdG2i apVH1OwQo5Srl1uzErgsI1 /5o3Q70M7SxzX0CB7d80X lKJxqLy3d74kw70VG6skRL suvFHf2HWqXnPKlEpuNb85 813zxLqVquq7fIN34drMr Q53e7ubXB6MEmTSfr1YHy4 3/V6l71ir9k+S9k7dsg+sW M2ZZxdsh/sJ/sVfYxWkY3o yjrY6c68ZL2Jmj/uwEhf< /latexit>
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<latexit sha1_base64="TT5/T+94jR2TApq5Ta8exxS7aFw=">AAADuHiczVLLbtQwFHUnPEp5tbBkEzFC6mqUdEPFqqgbFiyK1GlHSqNy47mZWONHZN8AIys/wRL4Mf4GZxrRZtoFS65k+eSc4/jIOkUthaMk+b01iu7df/Bw+9HO4ydPnz3f3Xtx5kxjOU65kcbOCnAohcYpCZI4qy2CKiSeF8vjTj//gtYJo09pVWOuYKFFKThQoGbOlBQr+Ha5O04myXri2yDtwZj1c3K5N/pxMTe8UaiJS3AuS5Oacg+WBJfY7lw0DmvgS1hgFqAGhS7368Bt/CYw87g0NixN8Zq9ecKDcm6liuBUQJXb1DryLi1rqDzMvdB1Q6j5IIUv1NXFZSNjMnH3GvFcWOQkVwEAtyJkj3kFFjiFN/sPE90ZaZOkSg05BUvkKOXG7cYsCQrX/mveDPUiVLLKfQEFdn/T+JUqNBaV7/fWn/ZgoHJjjZRgV60//guzXs0HVolKwbXmP66/B5ZQt0bVXYFv+N5fk6HN6WZ3b4Ozg0maTNJPB+Oj/b7X2+wVe832WcresiP2gZ2wKeNMsu/sJ/sVvYs+R4tIXFlHW/2Zl2wwkf0DlX9EdA==</latexit><latexit sha1_base64="TT5/T+94jR2TApq5Ta8exxS7aFw=">AAADuHiczVLLbtQwFHUnPEp5tbBkEzFC6mqUdEPFqqgbFiyK1GlHSqNy47mZWONHZN8AIys/wRL4Mf4GZxrRZtoFS65k+eSc4/jIOkUthaMk+b01iu7df/Bw+9HO4ydPnz3f3Xtx5kxjOU65kcbOCnAohcYpCZI4qy2CKiSeF8vjTj//gtYJo09pVWOuYKFFKThQoGbOlBQr+Ha5O04myXri2yDtwZj1c3K5N/pxMTe8UaiJS3AuS5Oacg+WBJfY7lw0DmvgS1hgFqAGhS7368Bt/CYw87g0NixN8Zq9ecKDcm6liuBUQJXb1DryLi1rqDzMvdB1Q6j5IIUv1NXFZSNjMnH3GvFcWOQkVwEAtyJkj3kFFjiFN/sPE90ZaZOkSg05BUvkKOXG7cYsCQrX/mveDPUiVLLKfQEFdn/T+JUqNBaV7/fWn/ZgoHJjjZRgV60//guzXs0HVolKwbXmP66/B5ZQt0bVXYFv+N5fk6HN6WZ3b4Ozg0maTNJPB+Oj/b7X2+wVe832WcresiP2gZ2wKeNMsu/sJ/sVvYs+R4tIXFlHW/2Zl2wwkf0DlX9EdA==</latexit><latexit sha1_base64="TT5/T+94jR2TApq5Ta8exxS7aFw=">AAADuHiczVLLbtQwFHUnPEp5tbBkEzFC6mqUdEPFqqgbFiyK1GlHSqNy47mZWONHZN8AIys/wRL4Mf4GZxrRZtoFS65k+eSc4/jIOkUthaMk+b01iu7df/Bw+9HO4ydPnz3f3Xtx5kxjOU65kcbOCnAohcYpCZI4qy2CKiSeF8vjTj//gtYJo09pVWOuYKFFKThQoGbOlBQr+Ha5O04myXri2yDtwZj1c3K5N/pxMTe8UaiJS3AuS5Oacg+WBJfY7lw0DmvgS1hgFqAGhS7368Bt/CYw87g0NixN8Zq9ecKDcm6liuBUQJXb1DryLi1rqDzMvdB1Q6j5IIUv1NXFZSNjMnH3GvFcWOQkVwEAtyJkj3kFFjiFN/sPE90ZaZOkSg05BUvkKOXG7cYsCQrX/mveDPUiVLLKfQEFdn/T+JUqNBaV7/fWn/ZgoHJjjZRgV60//guzXs0HVolKwbXmP66/B5ZQt0bVXYFv+N5fk6HN6WZ3b4Ozg0maTNJPB+Oj/b7X2+wVe832WcresiP2gZ2wKeNMsu/sJ/sVvYs+R4tIXFlHW/2Zl2wwkf0DlX9EdA==</latexit><latexit sha1_base64="TT5/T+94jR2TApq5Ta8exxS7aFw=">AAADuHiczVLLbtQwFHUnPEp5tbBkEzFC6mqUdEPFqqgbFiyK1GlHSqNy47mZWONHZN8AIys/wRL4Mf4GZxrRZtoFS65k+eSc4/jIOkUthaMk+b01iu7df/Bw+9HO4ydPnz3f3Xtx5kxjOU65kcbOCnAohcYpCZI4qy2CKiSeF8vjTj//gtYJo09pVWOuYKFFKThQoGbOlBQr+Ha5O04myXri2yDtwZj1c3K5N/pxMTe8UaiJS3AuS5Oacg+WBJfY7lw0DmvgS1hgFqAGhS7368Bt/CYw87g0NixN8Zq9ecKDcm6liuBUQJXb1DryLi1rqDzMvdB1Q6j5IIUv1NXFZSNjMnH3GvFcWOQkVwEAtyJkj3kFFjiFN/sPE90ZaZOkSg05BUvkKOXG7cYsCQrX/mveDPUiVLLKfQEFdn/T+JUqNBaV7/fWn/ZgoHJjjZRgV60//guzXs0HVolKwbXmP66/B5ZQt0bVXYFv+N5fk6HN6WZ3b4Ozg0maTNJPB+Oj/b7X2+wVe832WcresiP2gZ2wKeNMsu/sJ/sVvYs+R4tIXFlHW/2Zl2wwkf0DlX9EdA==</latexit>
LSTM
<latexit sha1_base64="H14 ofq2tVFVQdm/Dr20Ey+onZHs=">AAADtHiczVLLbtNAFJ3GPEp 5tbBkYxEhsYrsLCjLom5YFKmIpK3kWNX15CYeZR7WzDUoGvkX2 IL4M/6GcWrROu2CJVcazfE5ZzxHo1NUUjhKkt87g+je/QcPdx/ tPX7y9Nnz/YMXZ87UluOUG2nsRQEOpdA4JUESLyqLoAqJ58Xqu NXPv6J1wugJrSvMFSy1WAgO1FInXyafLveHySjZTHwbpB0Ysm5 OLw8Gv2Zzw2uFmrgE57I0qSj3YElwic3erHZYAV/BErMANSh0u d+EbeI3gZnHC2PD0hRv2JsnPCjn1qoITgVUum2tJe/SspoW73M vdFUTat5L4Qt1dfGiljGZuH2JeC4scpLrAIBbEbLHvAQLnMJ7/ YeJ7oy0TVKp+pyCFXKUcut2Y1YEhWv+NW+GehnqWOa+gALbv2n 8RiUai8p3e+MnHeip3FgjJdh144//wqxT855VolJwrfmTzXfPE upWq6ot7w3fh2sytDnd7u5tcDYepcko/TweHo27Xu+yV+w1e8t SdsiO2Ed2yqaMs5J9Zz/Yz+hdNIt4hFfWwU535iXrTaT/ALz8Q nQ=</latexit><latexit sha1_base64="H14 ofq2tVFVQdm/Dr20Ey+onZHs=">AAADtHiczVLLbtNAFJ3GPEp 5tbBkYxEhsYrsLCjLom5YFKmIpK3kWNX15CYeZR7WzDUoGvkX2 IL4M/6GcWrROu2CJVcazfE5ZzxHo1NUUjhKkt87g+je/QcPdx/ tPX7y9Nnz/YMXZ87UluOUG2nsRQEOpdA4JUESLyqLoAqJ58Xqu NXPv6J1wugJrSvMFSy1WAgO1FInXyafLveHySjZTHwbpB0Ysm5 OLw8Gv2Zzw2uFmrgE57I0qSj3YElwic3erHZYAV/BErMANSh0u d+EbeI3gZnHC2PD0hRv2JsnPCjn1qoITgVUum2tJe/SspoW73M vdFUTat5L4Qt1dfGiljGZuH2JeC4scpLrAIBbEbLHvAQLnMJ7/ YeJ7oy0TVKp+pyCFXKUcut2Y1YEhWv+NW+GehnqWOa+gALbv2n 8RiUai8p3e+MnHeip3FgjJdh144//wqxT855VolJwrfmTzXfPE upWq6ot7w3fh2sytDnd7u5tcDYepcko/TweHo27Xu+yV+w1e8t SdsiO2Ed2yqaMs5J9Zz/Yz+hdNIt4hFfWwU535iXrTaT/ALz8Q nQ=</latexit><latexit sha1_base64="H14 ofq2tVFVQdm/Dr20Ey+onZHs=">AAADtHiczVLLbtNAFJ3GPEp 5tbBkYxEhsYrsLCjLom5YFKmIpK3kWNX15CYeZR7WzDUoGvkX2 IL4M/6GcWrROu2CJVcazfE5ZzxHo1NUUjhKkt87g+je/QcPdx/ tPX7y9Nnz/YMXZ87UluOUG2nsRQEOpdA4JUESLyqLoAqJ58Xqu NXPv6J1wugJrSvMFSy1WAgO1FInXyafLveHySjZTHwbpB0Ysm5 OLw8Gv2Zzw2uFmrgE57I0qSj3YElwic3erHZYAV/BErMANSh0u d+EbeI3gZnHC2PD0hRv2JsnPCjn1qoITgVUum2tJe/SspoW73M vdFUTat5L4Qt1dfGiljGZuH2JeC4scpLrAIBbEbLHvAQLnMJ7/ YeJ7oy0TVKp+pyCFXKUcut2Y1YEhWv+NW+GehnqWOa+gALbv2n 8RiUai8p3e+MnHeip3FgjJdh144//wqxT855VolJwrfmTzXfPE upWq6ot7w3fh2sytDnd7u5tcDYepcko/TweHo27Xu+yV+w1e8t SdsiO2Ed2yqaMs5J9Zz/Yz+hdNIt4hFfWwU535iXrTaT/ALz8Q nQ=</latexit><latexit sha1_base64="H14 ofq2tVFVQdm/Dr20Ey+onZHs=">AAADtHiczVLLbtNAFJ3GPEp 5tbBkYxEhsYrsLCjLom5YFKmIpK3kWNX15CYeZR7WzDUoGvkX2 IL4M/6GcWrROu2CJVcazfE5ZzxHo1NUUjhKkt87g+je/QcPdx/ tPX7y9Nnz/YMXZ87UluOUG2nsRQEOpdA4JUESLyqLoAqJ58Xqu NXPv6J1wugJrSvMFSy1WAgO1FInXyafLveHySjZTHwbpB0Ysm5 OLw8Gv2Zzw2uFmrgE57I0qSj3YElwic3erHZYAV/BErMANSh0u d+EbeI3gZnHC2PD0hRv2JsnPCjn1qoITgVUum2tJe/SspoW73M vdFUTat5L4Qt1dfGiljGZuH2JeC4scpLrAIBbEbLHvAQLnMJ7/ YeJ7oy0TVKp+pyCFXKUcut2Y1YEhWv+NW+GehnqWOa+gALbv2n 8RiUai8p3e+MnHeip3FgjJdh144//wqxT855VolJwrfmTzXfPE upWq6ot7w3fh2sytDnd7u5tcDYepcko/TweHo27Xu+yV+w1e8t SdsiO2Ed2yqaMs5J9Zz/Yz+hdNIt4hFfWwU535iXrTaT/ALz8Q nQ=</latexit>
Users
<latexit sha1_base64="CNxZsbuhbNtF3PiO/LGrM5VNUfY=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRmLiib Rc5Ej04hETCyTQkO2yhQ3bbbM7NSENv8GLB43x6g/y5r9xgR4UfMkkL+/NZGZemEph0HW/ndLW9s7uXnm/cnB4dHxSPT3rmCTTjPsskYnuhdRwKRT3UaDkvVRzGoeSd8Pp3cLvPnFtRKIecZbyIKZjJSLBKFrJ9431htWaW3eXIJ vEK0gNCrSH1a/BKGFZzBUySY3pe26KQU41Cib5vDLIDE8pm9Ix71uqaMxNkC+PnZMrq4xIlGhbCslS/T2R09iYWRzazpjixKx7C/E/r59h1AxyodIMuWKrRVEmCSZk8TkZCc0ZypkllGlhbyVsQjVlaDOo2BC89Zc3SadR99y699 CotW6LOMpwAZdwDR7cQAvuoQ0+MBDwDK/w5ijnxXl3PlatJaeYOYc/cD5/AOqzjrw=</latexit><latexit sha1_base64="CNxZsbuhbNtF3PiO/LGrM5VNUfY=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRmLiib Rc5Ej04hETCyTQkO2yhQ3bbbM7NSENv8GLB43x6g/y5r9xgR4UfMkkL+/NZGZemEph0HW/ndLW9s7uXnm/cnB4dHxSPT3rmCTTjPsskYnuhdRwKRT3UaDkvVRzGoeSd8Pp3cLvPnFtRKIecZbyIKZjJSLBKFrJ9431htWaW3eXIJ vEK0gNCrSH1a/BKGFZzBUySY3pe26KQU41Cib5vDLIDE8pm9Ix71uqaMxNkC+PnZMrq4xIlGhbCslS/T2R09iYWRzazpjixKx7C/E/r59h1AxyodIMuWKrRVEmCSZk8TkZCc0ZypkllGlhbyVsQjVlaDOo2BC89Zc3SadR99y699 CotW6LOMpwAZdwDR7cQAvuoQ0+MBDwDK/w5ijnxXl3PlatJaeYOYc/cD5/AOqzjrw=</latexit><latexit sha1_base64="CNxZsbuhbNtF3PiO/LGrM5VNUfY=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRmLiib Rc5Ej04hETCyTQkO2yhQ3bbbM7NSENv8GLB43x6g/y5r9xgR4UfMkkL+/NZGZemEph0HW/ndLW9s7uXnm/cnB4dHxSPT3rmCTTjPsskYnuhdRwKRT3UaDkvVRzGoeSd8Pp3cLvPnFtRKIecZbyIKZjJSLBKFrJ9431htWaW3eXIJ vEK0gNCrSH1a/BKGFZzBUySY3pe26KQU41Cib5vDLIDE8pm9Ix71uqaMxNkC+PnZMrq4xIlGhbCslS/T2R09iYWRzazpjixKx7C/E/r59h1AxyodIMuWKrRVEmCSZk8TkZCc0ZypkllGlhbyVsQjVlaDOo2BC89Zc3SadR99y699 CotW6LOMpwAZdwDR7cQAvuoQ0+MBDwDK/w5ijnxXl3PlatJaeYOYc/cD5/AOqzjrw=</latexit><latexit sha1_base64="CNxZsbuhbNtF3PiO/LGrM5VNUfY=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRmLiib Rc5Ej04hETCyTQkO2yhQ3bbbM7NSENv8GLB43x6g/y5r9xgR4UfMkkL+/NZGZemEph0HW/ndLW9s7uXnm/cnB4dHxSPT3rmCTTjPsskYnuhdRwKRT3UaDkvVRzGoeSd8Pp3cLvPnFtRKIecZbyIKZjJSLBKFrJ9431htWaW3eXIJ vEK0gNCrSH1a/BKGFZzBUySY3pe26KQU41Cib5vDLIDE8pm9Ix71uqaMxNkC+PnZMrq4xIlGhbCslS/T2R09iYWRzazpjixKx7C/E/r59h1AxyodIMuWKrRVEmCSZk8TkZCc0ZypkllGlhbyVsQjVlaDOo2BC89Zc3SadR99y699 CotW6LOMpwAZdwDR7cQAvuoQ0+MBDwDK/w5ijnxXl3PlatJaeYOYc/cD5/AOqzjrw=</latexit>
Figure 2: An overview architecture of LSDM.
Hence we use multi-time scales to model a more general long-short
purchase demands (see Sec. 3.2).
By organizing the purchase history of a user with multi-time
scales, our model is powerful to model more general successive
purchase demands (i.e., short-time demands) and repeated purchase
demands (i.e., long-time demands). The utility of multiple time
scales to observe user’s purchase sequence is well documented in
studies in marketing strategies and human behaviors [27, 30, 40],
which showed abundant evidence that human activities are largely
regulated at several time scales and the final decision is based on
interposition of them. The design of our model aims to fit these
general observations on human behaviors.
3 OUR PROPOSED MODEL
In this section, we describe our Long-Short Demands-aware Model
(LSDM) for personalized next-item recommendation. we design a
hierarchical neural architecture in LSDM with multi-time scales
(see in Figure 2). We use a sequential modeling of users’ purchase
preferences of items over time via LSTM in each time scale. The
final prediction of next-item is calculated by applying joint learning
of the long-short purchase demands with multi-time scales.
3.1 Modeling Purchase Records
Two main elements should be modeled: the sequence of purchased
items and the user’s interests.
3.1.1 Encoding Attentive Transaction Information. In each time
scale, we use a time window T (see in Eq. 2) to group all purchases
within a time window together, which is termed as a transaction.
Given a useru and his purchase records Iu = {IuT1 , I
u
T2
, ..., IuTj
, ..., IuTn
},
a transaction at stepTj is IuTj ∈ I
u . We represent the information of
the set of items ITj using an |I |-dimensional one-hot representation,
denoted by eITj ∈ R |I |×1, in which only the entry corresponding
to the item involved in the transaction ITj will be set to 1. Then a
lookup layer is applied to translate each item iTj ∈ ITj into a latent
vector
viTj =lookup(P
⊤, eiTj ), (3)
where P ∈ RD×1 is the transformation vector for lookup, and D
is the embedding dimension of each item. To obtain the represen-
tation of ITj , we adopt a concatenation operation to integrate the
information of all items in transaction ITj by
vITj =concat(viTj |iTj ∈ ITj ), (4)
where vITj ∈ R
D×|ITj | is the latent vector of transaction ITj . |ITj |
is the number of items in ITj . Since the number of items in each
transaction varies, we use a masked zero-padding value in the
embedding layer to convert each transaction to a fixed-dimension
of representation vector.
Inspired by the success of attention mechanism in capturing
the important information of previous states [23, 24], we adopt an
attention mechanism to relay user’s appetite of a transaction to
another. For a transaction ITj ∈ Iu , we assume the user’s appetite
for the transaction is aITj . a
I
Tj
∈ RD×|ITj | is initialized randomly
and learned through the training process over all transactions. We
integrate attention weights with the latent vector of the transaction
vITj as follows
v˜ITj =(vITj ⊙ aITj |ITj ∈ Iu ), (5)
where “⊙” denotes the element-wise product of two vectors. Once
we have obtained the attentive representations for each transaction
v˜IT , we introduce how to model user’s sequential behavior.
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3.1.2 Modeling User’s Sequential Behavior. Given a user u, we rep-
resent it using a |U |-dimensional one-hot representation, denoted
by eu ∈ R |U |×1. Then we apply a lookup layer to transform the
one-hot vectors of u into latent vectors
vu = lookup(W⊤, eu ), (6)
whereW ∈ RD×1 is the transformation vector for lookup.
The sequence of transactions at time granularity T of user u
is Iu = {IuT1 , I
u
T2
, ..., IuTN
}. We obtain the representation of each
attentive transaction v˜ITj in Eq. 5. The sequence of all attentive
transactions can be represented as v˜I = {v˜IT1 , v˜IT2 , ..., v˜ITN }. To
model the sequential behavior of a user, we adopt Long Short-Term
Memory (LSTM) networks [17], which have proven effective in
solving sequence learning problems [11]. The input of LSTM at
stepTj is v˜ITj . The output of LSTM (i.e., hidden state) is represented
as vhTj ∈ R
D×1. We model the interaction of user u and transaction
ITj by
v˜hTj = vu ⊙ v
h
Tj , (7)
where vu ∈ RD×1 (see in Eq. 6) is the embedding vector of user
u and v˜hTj ∈ R
D×1 is the interaction vector of user and current
transaction. By updating user’s latent vector vu at each step of
transaction, our model can learn user’s evolving interests to items
in the sequential records.
Given a user u and his or her previous transactions IuT1,TN , we
define the probability of an item i being purchased in the next
transaction IuTN+1 by a softmax function
pi = p(i ∈ IuTN+1 |u, I
u
T1,TN ) =
exp(v˜hTN · v
⊤
i )∑ |I |
j=1 exp(v˜hTN · v⊤j )
, (8)
where v˜hTN ∈ R
D×1 is the interaction vector of the user and the
transaction at stepTN (see in Eq. 7). For the whole set of items i ∈ I ,
the predicted probability can be represented as p = {pi1 ,pi2 , ...,pi |I | }.
3.2 Joint Learning with Multi-Time Scales
As introduced in Sec. 2.2, we use the time scales with different time
windowsT to capture the long and short purchase demands of users.
The different time scales can be denoted as T = {T 1,T 2, ...,T c }.
At each training epoch, the prediction results (see in Eq. 8) of the
next step at all time scales are denoted as pT = {pT 1 , pT 2 , ..., pT c },
where pT ∈ R |T×|I | is the matrix of prediction results of our long-
short demands-aware model. Then we feed pT into a joint learning
function to generate the final prediction results, denoted as
p˜ = S(pT ), (9)
where p˜ = {p˜1, p˜1, ..., p˜ |I |} is the final prediction results of our
model and S is the joint learning function.
The joint learning function S is flexible to be extended to an
arbitrarily complex method. We will discuss it in the experiment
section (see in Q3). In our experiments, we consider two kinds of
joint learning functions: linear (i.e., average, max and weighted joint
learning) and non-linear (i.e., multilayer perceptron joint learning)
functions. Given the set of time scales T = {T 1,T 2, ...,T c } and
their corresponding prediction results pT = {pT 1 , pT 2 , ..., pT c },
the four joint learning functions are defined as follows
• Average joint learning function. It uses the average of the
prediction results of all time scales.
p˜ =
∑ |T |
c=1(pT c )
|T | . (10)
• Max joint learning function. It uses a maximum operation
on the prediction results of all time scales.
p˜ =
|T |
max
c=1
(pT c ). (11)
• Weighted joint learning function. It learns user’s prefer-
ence of all items in the different time scales by the weights.
Given a time granularity T c ∈ T , we learn a weight vector
ac ∈ R |I |×1 of T c . ac is initialized randomly and learned au-
tomatically in the training process of our model. We obtain
the weighted prediction results of all time scales by
p˜ =
∑ |T |
c=1(ac ⊙ pTc )
|T | . (12)
• Multilayer Perceptron (MLP) joint learning function. This
is a non-linear joint learning function. We examine if this
function is more powerful to capture user’s preference at
different time scales. We first concatenate the prediction
results at different time scales by
P = concat(pT 1 , pT 2 , ..., pT c ), (13)
where concat is the concatenate operation of vectors. Then
a multilayer perceptron [8] is used to obtain p˜ by
ϕ1(z1) = f1(W⊤1 P + b1), (14)
......
ϕL(zL) = fL(W⊤L P + bL),
p˜ = σ (h⊤ϕL(zL)),
where Wx , bx , and fx denote the weight matrix, bias vec-
tor, and activation function for the x-th layer’s perceptron
respectively. For activation functions σ of MLP layers, one
can freely choose among sigmoid, hyperbolic tangent (tanh),
and Rectifier (ReLU), among others.
3.3 The Loss Function for Optimization
Our LSDM is optimized by a joint learning process. The objective
functions to be optimized in all time scales T = {T 1,T 2, ...,T c } is
denoted as LT = {LT 1 ,LT 2 , ...,LT c }. The objective function in our
LSDM can be defined as
LT = min(S(LT 1 ,LT 2 , ...,LT c |ΘT ) (15)
= min(S(min(R(IT 1 |ΘT 1 )),
min(R(IT 2 |ΘT 2 )), ...,min(R(IT c |ΘT c )))),
where {IT 1 , IT 2 , ..., IT c } are sequences at different time scales. The
model parameters on different time scales are {ΘT 1 ,ΘT 2 , ...,ΘT c }.
S (see in Eq. 9) and R are the learning function of LSDM and each
time scale model respectively. The parameters to be learned in
LSDM are [ΘT 1 ,ΘT 2 , ...,ΘT c ,ΘT ].
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For a time scale T c , we adopt a weighted cross-entropy as the
optimization objective at each step of LSTM:
LT c =
∑
u ∈U
∑
ITj ∈Iu
∑
i ∈ITj
( −m · yi · logpi (16)
− n · (1 − yi ) · log(1 − pi ))
whereTj is the jth transaction in time scaleT c . pi is the probability
of an item i being purchased in the next transaction (see in Eq. 8). If
an item i is purchased in the the next transaction, yi = 1, otherwise,
yi = 0.m and n are the weights of positive and negative instances
(i.e., item i is purchased or not in the next transaction). These
weights are used to cope with unbalanced number of positive and
negative examples. In our experiments, the ratio of positive and
negative instances is about 500, so we setm to 500 times higher
than n to reduce the training bias.
In our LSDM, the objective function is defined as:
LT =
∑
u ∈U
∑
i ∈ITN
(−m · yi · log p˜i − n · (1 − yi ) · log(1 − p˜i )), (17)
where p˜i is the probability of items in our LSDM (see Eq. 9).
After training, given a user’s history purchase records, we can
obtain the probability of each item i being purchased at the next
step according to Eq. 8. We than rank the items according to their
probability, and select top K results as the final recommended items
to the user.
4 EXPERIMENTS
We conduct experiments on three real-world datasets to verify the
effectiveness of our proposed model for next-item recommendation.
In particular, we aim at answering the following questions:
• Q1: Are purchase demands of users really useful for next-
item recommendation task?
• Q2: Are multi-time scales more powerful to capture the long-
short purchase demands of users?
• Q3: Is the joint learning function effectively incorporate
users’ purchase demands with multi-time scales?
In the following section, we will first introduce our experimental
settings, including datasets, baselines, and evaluation metrics. Then
we will analyze the various experimental results to answer the three
questions one by one.
4.1 Experimental Settings
4.1.1 Datasets. We experiment with three real-world datasets: Ta-
Feng3, BeiRen4 and Amazon5. Ta-Feng and BeiRen are two online
shopping datasets with real purchase records of users. These two
datasets are the only public available ones we are aware of that
contain the real purchase history of users. We also conduct ex-
periments on Amazon dataset, which is commonly used in many
recommender models. Amazon a review dataset: users’ purchase
records are collected from reviews6
3http://www.bigdatalab.ac.cn/benchmark/bm/dd?data=Ta-Feng
4http://www.bigdatalab.ac.cn/benchmark/bm/dd?data=Ta-Feng
5http://jmcauley.ucsd.edu/data/amazon/
6Note that a review usually implies a purchase, but a user may purchase an item
without leaving a review.
• Ta-Feng [43] is a grocery shopping dataset, it covers products
from food, office supplies to furniture. We use the data in
a quarter (i.e., from December 2000 to February 2001) of
shopping transactions of the Ta-Feng supermarket. Since
it is unreliable to include users with few purchase times
or limited active time for evaluation, we first remove the
products which were bought less than 15 times and then
keep users with purchase records in at least 5 weeks. We
leave 7,044 items and 1,951 users with total 90,986 purchase
records. The average number of purchase records of users are
50 and and the average times each item had been purchased
is 14.
• BeiRen [22] is an online shopping dataset. We use 4 months
(April 2013 to July 2013) in BeiRen and conduct the same data
filtering methods as conducted in Ta-Feng dataset. Finally,
we obtain 211,519 purchase records involving 3,264 users
on 5,818 items. The average number of purchase records of
users is 65.
• Amazon [12] is one of the largest Internet retailer in the
world. We only can obtain the product review records. since
users usually only post reviews after they made product
purchases, we assume that reviews onAmazon correspond to
actual purchases most of the time [3]. We use review records
in half a year (i.e., from January 1st, 2014 to June 30th, 2014).
We first remove the products which have been purchased
less than 5 times and then retain users with purchase records
in at least 5 weeks. We obtain 6,092 items and 1,443 users
with 15,811 purchases. The average number of product being
reviewed by user is 11.
4.1.2 Time Scales Selection. To implement the multi-time scale
model, we need to determine what time scales to use. As introduced
in Sec. 2.2, time scale is used to cluster the successive products
together (i.e., short-time demands), and cope with users’ repeated
purchase demands of items at a certain time frequency (i.e., long-
time demands). Inspired by the studies in marketing strategies and
human behaviors [27, 30, 40], which showed abundant evidence
that regularities structure is a defining feature of human activities,
and the strongest influence is made by daily, followed byweekly and
seasonal regular structures. It has also been found that “rhythms of
life" are superimposition of different regularities [27]. So it is well
justified to model user’s long-short purchase demands by following
these strongest rhythms, i.e., daily, weekly and seasonal. Consider-
ing the time periods in our datasets are less than half a year, in our
experiments, we select the daily and weekly scales in our model, i.e.,
daily scale and weekly scale. We also keep the original sequence
information of users’ purchase history, we call it item scale. The
usefulness of these rhythm based time scales (i.e., daily and weekly
scales) are demonstrated in the following Sec. 4.3.
4.1.3 Evaluation Metrics. Given a user, we infer the next item that
the user would probably buy at next purchase. Each candidate
method will produce an ordered list of items for the recommenda-
tion. We adopt two widely used ranking-based metrics to evaluate
the performance of a ranked list: Hit ratio at rank k (Hit@k) and
Normalized Discounted Cumulative Gain at rank k (NDCG@k).
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• Hit ratio at rank k (HR@k). Given the predicted ordered list
of items for a user, Hit@k is defined as:
Hit@k =
k∑
c=1
I(ic ,u), (18)
• NormalizedDiscounted Cumulative Gain at rankk (NDCG@k).
Given the predicted ordered list of items for a user, NDCG@k
is defined as:
NDCG@k =
k∑
c=1
I(ic ,u)
log(c + 1) (19)
where c is the position of items in the ranking list. I(ic ,u)
returns 1 if ic was adopted by user u in original dataset, and
0 otherwise.
Hit@k intuitively measures whether the test item is present
in the Top-K List, and it accounts for the position of the hit by
assigning higher scores to the hit with higher ranks. We report
the top K (i.e., K = 5 and K = 10) items in the ranking list as the
recommended set.
4.1.4 Baseline Methods Compared. We compare our model with
the state-of-the-art methods from different types of recommenda-
tion approaches, including:
• Pop. It ranks the items according to their popularity mea-
sured by the number of being purchased. This is a widely
used simple baseline.
• BPR [31]. It optimizes the MF model with a pairwise ranking
loss. This is a state-of-the-art model for item recommenda-
tion, but the sequential information is ignored in this method.
• FPMC [32]: It learns a transition matrix based on underlying
Markov chains. Sequential behavior is modeled only between
the adjacent transactions.
• HRM [43]: It employs a neural network to conduct a nonlin-
ear operations to integrate the representation of customers
and purchase history of items from the adjacent transactions.
• RRN [44]: This is a representative approach that utilizes RNN
to learn the dynamic representation of users and items in
recommender systems. Our model with sequence of items
can be regarded as equivalent to RRN model.
• NARM [23]: This is a state-of-the-art approach in person-
alized session-based recommendation with RNN models. It
uses attention mechanism to determine the relatedness of
the past purchases in the session for the next purchase. As
our datasets do not have explicit information of sessions, we
simulate sessions by the transactions within each day.
The above methods cover different kinds of the approaches in
recommender systems: BPR is a classical method among traditional
recommendation approaches; FPMC and HRM are representative
methods which utilize the adjacent sequential information. RNN
and NARM are recent methods using the whole sequential infor-
mation for recommendation. Table 1 summarizes the properties of
different methods. Our LSDM is a demands-aware model. Short-
time demands of users are model by the local sequence information
of items within a transaction, and long-time demands are captured
by the global information from the whole sequence of records.
Table 1: Properties ofmethods. P: personalized? D: deep neu-
ral network model? L: local subsequence information? G:
global whole sequence information? D: demands aware?
Pop BPR FPMC HRM RNN NARM LSDM
P
producttext1 √ √ √ √ √ √
D
producttext1 producttext1 producttext1 √ √ √ √
L
producttext1 producttext1 √ √ √ √ √
G
producttext1 producttext1 producttext1 producttext1 √ √ √
D
producttext1 producttext1 producttext1 producttext1 producttext1 producttext1 √
Other sequential methods, e.g.,DREAM [49], TransRec [11], user-
based RNN [7] and HRNN [29], are similar to our baseline methods,
so they are not included in our comparison. For sequence methods
with auxiliary information, e.g., content-based neural model [4, 39],
neural tensor factorization [45] and pattern mining based model [9,
28, 37, 47], we also do not make comparisons due to additional
information used in them.
4.1.5 Parameter Settings. The hyper parameters of each method,
with which we obtain the best prediction results, are listed below. (1)
BPR: the latent factors are 300, 300,200, the learning rates are 0.001,
0.001, 0.0005 in Ta-Feng, BeiRen and Amazon datasets respectively.
(2) FPMC: the latent factors are 32,32 and 16, the learning rates are
0.015, 0.01, 0.001 in the three datasets. (3) HRM: the embedding size
is 40, the learning rate is 0.005 and droprate is 0.5 in all datasets.
(4) RRN: The embedding size is 50, the learning rate is 0.001 in all
datasets. Batch size is set to 100, 20, 100 respectively. (5) NARM:
the embedding sizes are 25, 15, 20, with 25, 25, 20 hidden units. The
learning rates are 0.0001, 0.0008, 0.0008 and batch sizes are 256, 640,
640 in the three datasets. (6) MGASM: The embedding size is 50,
the learning rate is 0.001 in all datasets. Batch sizes are 100, 20, 100
in the three datasets respectively.
For all the methods, we take the last item of each user as the
predicting target, the penultimate item as the validation data for
model selection, and the remaining part in each sequence as the
training data to optimize the model parameters.
4.2 Performance Comparison (RQ1)
We present the results of Hit@k and NDCG@k , (i.e., k = 5 and
k = 10) on the next-item recommendation performance in Table 2.
We have the following observations:
(1) Pop is the weakest baseline in all datasets, since it is a non-
personalized method. BPR performs better than Pop, but is not
as good as FPMC, which uses adjacent sequential information of
the transition cubes. This shows that the local adjacent sequential
information is useful in predicting the next item.
(2) HRM and RRN perform better than BPR and FPMC that do
not use neural network in Ta-Feng and BeiRen datasets. It indicates
that neural network is capable of modeling complex interactions
between user’s general taste and their sequential behavior. RRN
performs better than HRM, which may lie in that RRN model uses
recurrent neural network to learn from the whole sequential data,
while HRM only utilizes the adjacent sequential information.
(3) NARM is the state-of-the-art neural model for sequential
prediction task, and performs the best among all of the baseline
methods except on Hit on BeiRen dataset. The attention mechanism
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Table 2: Performance comparison of different methods on the next-item recommendation task.
Datasets Ta-Feng BeiRen Amazon
Models Hit@5 Hit@10 NDCG@5 NDCG@10 Hit@5 Hit@10 NDCG@5 NDCG@10 Hit@5 Hit@10 NDCG@5 NDCG@10
Pop 0.0731 0.0862 0.0573 0.0663 0.1743 0.1982 0.1035 0.1109 0.0133 0.0188 0.0095 0.0114
BPR 0.0928 0.1065 0.0698 0.0822 0.1814 0.2114 0.1255 0.1367 0.0172 0.0249 0.0105 0.0121
FPMC 0.0945 0.1100 0.0772 0.0829 0.1843 0.2155 0.1273 0.1390 0.0174 0.0256 0.0102 0.0122
HRM 0.0912 0.1143 0.0770 0.0825 0.1863 0.2001 0.1082 0.1120 0.0169 0.0236 0.0121 0.0134
RRN 0.0984 0.1117 0.0720 0.0833 0.1869 0.2190 0.1317 0.1430 0.0163 0.0245 0.0114 0.0136
NARM 0.1021 0.1186 0.0789 0.0833 0.1824 0.2053 0.1487 0.1518 0.0177 0.0261 0.0117 0.0144
LSDM 0.1194* 0.1281* 0.0824* 0.0890* 0.2187* 0.2290* 0.1617* 0.1646* 0.0182* 0.0265 0.0119 0.0147
Note: LSDM uses three typical time scales, i.e., item, daily and weekly ( which discussed in Sec. 4.3) and MLP joint learning function.
“ ∗ ” indicates the statistically significant improvements (i.e., two-sided t -test with p < 0.05 ) over the best baseline.
enables NARM to attend to the most related purchases in the ses-
sions and generate more accurate results. The effect is most visible
on NDCG.
(4) Our LSDM with three typical time scales, i.e., item, daily and
weekly, and MLP joint learning function ( which will discussed in
Sec. 4.3 and Sec. 4.4) performs the best in almost all datasets. LSDM
significantly outperforms all the baseline methods on Ta-Feng and
BeiRen datasets. This indicates that the long-short purchase de-
mands information used in our model is useful in predicting the
real-time purchase demands of next item. Compared with RRN,
LSDM not only utilizes global information from the whole sequence,
but also captures some more complex local sequential information
by grouping items into transactions. Compared with NARM, the
multi-time scales of LSDM can adaptively learn from different re-
peated purchase demands and co-purchase items, which creating a
more fine-grained model for users.
(5) In Amazon dataset, although our LSDM improves the recom-
mendation performance, the results only significantly in Hit@5.
Similarly, sequence model HRM and RRN also loss advantages com-
pared with BPR and FPMC. The reason is that Amazon dataset
is a review dataset, in which the purchase records of a user are
collected from users’ reviews. Users will not write reviews after
all purchases, hence such incomplete sequence may not be well
learned by sequence models.
To further verify whether there exists repeated purchase of items
at different time scales, we calculate the percentage of users who
at least periodically purchase one item (i.e., an item is purchased
successively in at least half of all transactions). The percentages are
20.4%, 41.2%, 5.3% at time scale of days, while 43.4%, 75.0%, 10.7% at
weeks in Ta-Feng, BeiRen and Amazon datasets respectively. This
indicates that many users have repeated purchase records in pur-
chase datasets Ta-Feng and BeiRen, while the repeated purchases
are far smaller in Amazon, due to it is a review datasets with in-
complete real purchase records. Due to the incomplete sequence
information in Amazon dataset, in the following results analysis, we
only use real purchase datasets Ta-Feng and BeiRen to demonstrate
the effectiveness of our model.
4.3 Usefulness of Multi-Time Scales (RQ2)
In our LSDM, we use rhythm based time scales, i.e., daily andweekly
scales, and item scale. For demonstrate the usefulness of multi-time
scales used in our model. We address two issues:
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Figure 3: The increase percentage of no-rhythm, rhythm
based and multi-time scales models compared to only item
scale.
The effectiveness of rhythm based time scales. Following the
“rhythms of life" in society theory [27], we use daily andweekly time
scales (i.e., LSDMdaily and LSDMweekly ), termed as rhythm based
time scale in our experiments. To demonstrate the effectiveness
of these rhythm based time scales, we generate other no-rhythm
based time scales , i.e., we cluster every two, five, ten items in
the purchase sequence into a transaction. We borrow the terms
in natural language processing, call these time scales as 2-gram,
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5-gram and 10-gram scales (i.e., LSDM2−дram , LSDM5−дram and
LSDM10−дram ). We compute the increased ratios on Hit@k and
NDCG@k of the different time scales compared to the model with
item scale only (i.e., LSDMitem ).
The usefulness of multi-time scales. We further examine the
usefulness of our multi-time scales, we compare our LSDM with de-
graded LSDM, i.e., LSDMitem , LSDMitem+daily and LSDMitem+weekly .
We compute the percentage of improvement on Hit@5 and
NDCG@5 of the different methods over the model with item scale
only (i.e., LSDMitem ), and present the results in Fig. 3. We can see
that: (1) It can be observed that both rhythm based LSDM and no-
rhythm based LSDM methods are better than the model with item
scale only. This shows that much of the underlying long and short
purchase demands, e.g., co-purchase information, may fail to be
extracted from item sequence. Any time scales we consider is help-
ful to learn the long-short demands for next item prediction task;
(2) The rhythm based LSDM performs better than the no-rhythm
based model on all datasets. This indicates that the time rhythms,
i.e., daily and weekly, are really help to capture user’s purchase
demands in the next item prediction; (3) The performance of LSDM
with multi-time scales is the best, i.e., the performance of LSDM is
better than degraded LSDMitem+daily and LSDMitem+weekly . It
indicates that user’s complex purchase demands can be well cap-
tured by multi-time scales. The performance of daily scale is higher
than that of weekly scale, which indicates that the time scale of
a day is more useful than that of week on our datasets. However,
this observation is highly dependent on the data. It is possible that
larger time scale become more useful on a dataset of larger time
span (e.g., covering records of several years). Nevertheless, we can
conclude now that different time scales are useful to detect different
user purchase demands. These time scales tend to be complemen-
tary, leading to improved results when they are all considered. The
multi-time scales architecture in our model is flexible to learn from
any time time scales, e.g., the period years, which is easily to extend
if we have a longer observation of the purchase records of users.
4.4 Effects of Joint Training Strategy (RQ3)
We use a joint learning function S (see Eq. 9) to integrate the
purchase demands with multi-time scales in LSDM. In our experi-
ments, we examine different joint learning functions: average, max,
weighted and multilayer perceptron (MLP). The MLP method uses
one layer, and sigmoid as activation function. We present the results
of our LSDM with the four joint learning functions on Hit@k and
NDCG@k , (i.e., k = 5 and k = 10) in Table 3.
We can see that theMLP joint learning function performs the best
on both datasets. This implies that non-linear function (i.e.,MLP)
is more effective to capture the purchase demands information in
different time scales. To further examine the effects of joint learning,
we present the training loss and experimental performance on
Hit@5 and NDCG@5 of LSDM and degenerated model with a single
time scale (i.e., item, daily and weekly) in Fig. 4. We can see that:
(1) The training loss is smaller in LSDM than other degenerated
models, and the item scale is the worst from this perspective. (2) As
the iteration increases, LSDM tends to outperform the degenerated
models and converges faster than others; (3) The performance of
degenerated LSDM with time scale of day is better than week, and
Table 3: Comparison of different joint functions.
Evaluation Hit@5 Hit@10 NDCG@5 NDCG@10
Ta-Feng
Max 0.1148 0.1246 0.0817 0.0874
Avg 0.1180 0.1275 0.0802 0.0883
Weighted 0.1071 0.1266 0.0819 0.0872
MLP 0.1194 0.1281 0.0824 0.0890
BeiRen
Max 0.2107 0.2285 0.1496 0.1534
Avg 0.2118 0.2234 0.1598 0.1604
Weighted 0.1976 0.2242 0.1480 0.1504
MLP 0.2187 0.2290 0.1617 0.1646
the item scale is the worst. This indicates that much of the purchase
behavior may can not be observed from the item sequence, while it
is easier by using a larger time scale of day.
5 RELATEDWORK
Recommender systems have attracted a lot of attentions from the
research community and industry. According to whether the se-
quence information is used, we summarizes the related methods of
recommender system as follows.
Non-sequentialMethods. Traditional non-sequential approaches
at the early stage can be roughly divided into two categories, namely
memory-based approaches andmodel-based approaches [34].Memory-
based methods mainly rely on the neighborhood information for
collaborative filtering; whilemodel-basedmethods try to learn a pre-
diction function using the history data. Model-based collaborative
filtering methods such as matrix factorization algorithms and their
variants have been proven to be effective to address the scalability
and sparsity challenges in recommendation tasks [6, 20, 21, 31].
Recently, deep learning techniques have been successfully applied
in recommendation tasks and some pioneering studies have yielded
promising results. Deep recommendation models mainly utilize
deep learning techniques as a powerful data representation model,
in which complicated user-item interactions and auxiliary infor-
mation can be modeled in a unified representation. For example,
neural rating prediction [33], neural collaborative filtering [2, 13]
and auto-encoder based recommender [35, 42, 46]. Those traditional
approaches and the neural methods do not utilize sequential infor-
mation, which disable them to capture user’s varying appetite of
items over time.
Sequential Methods. Detecting the purchase appetites of users
and their evolution over time has been an active research topic
in recent years. The main approaches to model the sequential be-
havior of a user have been developed in different recommenda-
tion settings: next-basket recommendation [9, 32, 43, 49], session-
based [15, 16, 18, 23, 29] and direct transaction-based recommen-
dation [4, 7, 11, 38, 44, 45]. The next-basket prediction aims at
predicting what items the user could put in his basket. The items
are certainly dependent on the general interests of the user, but are
also dependent on the items that the user has purchased in both his
previous baskets and current basket. Two main approaches have
been used to address the next basket recommendation problem:
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Figure 4: Training loss and recommendation performance on Hit@5 and NDCG@5 of LSDM and degenerated models with
different time scales w.r.t. the number of iterations on Tafeng and BeiRen datasets.
Markov Chains (MC) and Recurrent Neural Network (RNN). The
Factorizing Personalized Markov Chains (FPMC) approach [32]
models both user’s sequential behavior and general tastes by con-
ducting a tensor factorization over the transition cubes. The RNN
based model, e.g., Hierarchical Representation Model (HRM) [43],
improves FPMC by employing a two-layer architecture to construct
a non-linear hybrid aggregation of the user profile vector and the
transaction representation. Dynamic REcurrent bAasket Model [49]
(DREAM) adopts RNN to model global sequential features which
reflect interactions among baskets, and uses the hidden state of
RNN to represent user’s dynamic interests over time. Session-based
sequence models are commonly used in the web page clicking sce-
narios. It is different from next basket recommendation in that
the order of clicks on items in a session is considered. RNN-based
methods [15, 16, 18, 23, 25, 29] are usually adopted to capture the
long historical records of users. In [29], the user’s characteristics
are learned by modeling user’s representation in the sequence. The
rich features of items are also incorporated into RNN model to
learn the preference of users [16]. To make more accurate pre-
diction, attention mechanism is utilized in [23] to capture user’s
main interests in the current session. Different from basket and
session-based methods, which generally cluster items explicitly into
baskets or sessions, some transaction-based approaches directly
model the sequence of transaction of items [4, 7, 11, 38, 44, 45]. In
addition, sequential patterns have also been extracted to reflect the
co-occurrences (or dependencies) of items or periodical character-
istic of item purchases [9, 26, 41, 47]. Recent work also leverage
low-rank tensor completion and product category inter-purchase
duration vector [48] to model the duration of items instead of the
time scales of purchases.
In all the above studies, we observe that the models work on
a single sequence of items, transactions or sessions. The previous
studies demonstrated that some types of purchase patterns can be
extracted from such a sequence, but none of them attempted to ex-
tract different patterns at different time scales. This latter is exactly
the goal of our study - our LSDM considers several sequences at
different time scales so as to draw a more complete picture of the
sequential behavior of the user and allows us to discover various
co-purchase patterns and repeated purchasing at different time
scales. Modeling users’ purchase with multi-time scales enables
our model to better understand the real-time purchase demands of
users and recommend the items at the right time. We will show in
our experiments that this results in better predictions.
6 CONCLUSION
In this paper, we explored the utilization of different time scales
for next-item recommendation. Our assumption was that different
long- and short time purchase demands (i.e., repetitive purchase
and co-purchase) of users can exhibit with different time scales.
This assumption was validated by the experimental results in our
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model on next-item recommendation task. Our proposed Long-
Short Demands-aware Model (LSDM) captures both user’s inter-
ests towards items and user’s demands over time. Experimental
results on three public datasets (i.e., Ta-Feng, BeiRen and Amazon)
demonstrate the effectiveness of our model. While the idea of using
multiple time scales is validated, our implementation can be further
improved, with respect to detect the best time scales from the data
automatically. It is also possible to incorporate richer information
in the recommendation process, such as attribute information of
items (i.e., category, price) and textual description of items, etc. We
will explore these avenues in the future.
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