Abstract A major challenge in turbulence-resolving flow simulations is the generation of unsteady and coherent turbulent inflow conditions. Precursor methods have proven to be reliable inflow generators but are limited in applicability and flexibility especially when attempting to couple boundary-layer dynamics with large-scale temporal variations in the direction of the inflow. Here, we propose a methodology that is capable of providing fully developed turbulent inflow for time-varying mean-flow directions. The method is a generalization of a concurrent precursor inflow technique, in which a fully developed boundary-layer simulation that uses periodic boundary conditions is dynamically rotated with the large-scale wind direction that drives the simulation in the domain of interest. The proposed inflow method is applied to large-eddy simulations of boundary-layer flow through the Horns Rev wind farm when subjected to a sinusoidal variation in wind direction at the hourly time scale.
) as well as wind-farm-ABL interactions has been an important contributor to gaining insights into the complex flow physics involved.
In the LES approach, large energy-containing turbulent-flow fluctuations are spatially and temporally resolved in the simulations. These fluctuations are particularly relevant for wind-farm-ABL interactions, as they are the source of many important phenomena critical to wind-farm operation and design, such as increased fatigue loading of the tower and blades, the recovery of turbine wakes by turbulent entrainment of high energy fluid from the shear layer above, and the temporal variability in produced power. Many studies in the field of wind energy have applied LES to canonical wind-farm cases, i.e. with periodic boundary conditions under a constant flow forcing and mean wind direction (see, e.g., Ivanell 2009; Calaf et al. 2010; Porté-Agel et al. 2011) . Such simulations are relevant to the asymptotic limit of very large wind farms. However, one is also often interested in entrance effects and the spatial development of the flow in finite-length wind farms. For such simulations, it is necessary to use realistic inflow conditions representing turbulent flow from upstream of a wind farm, unperturbed by the wind turbines (Churchfield et al. 2012a; Stevens et al. 2014b; Mirocha et al. 2014a) .
ABL turbulence directly leads to variations in the power produced by a wind turbine. However, when many turbines are distributed over a significant spatial area, these variations tend to be smoothed out, resulting from a limited spatial correlation and relatively small length scale of the turbulent fluctuations. Larger scale transients and fluctuations in wind direction and speed typically originate from mesoscale meteorological processes such as cellular convection and weather fronts (Vincent 2010) . These phenomena are characterized by length scales of typically 10 to hundreds of kilometres, with associated time scales of tens of minutes up to several hours (Orlanski 1975; Ray 1986 ). The related fluctuations in flow conditions are hence highly correlated across the entire wind farm and lead to severe power fluctuations. Porté-Agel et al. (2013) performed a large number of wind-farm LES with different steady mean wind directions, showing that even a slightly different mean wind direction involves significant variation in wake conditions of downstream turbines, which leads to large changes in wind-farm aggregate power output. In order to accurately predict wind-farm power under realistic meteorological conditions it is therefore important to be able to incorporate large-scale mean-flow transients in wind-farm LES.
In this work, we discuss the simulation of finite-length wind farms, with realistic turbulent inflow conditions, subject to transient mean-flow variations at the hourly scale. The importance of generating adequate inflow conditions for turbulence-resolving simulation strategies such as LES is illustrated by the numerous studies devoted to this topic (see, e.g., Araya et al. 2011; Dietzel et al. 2014; Muñoz-Esparza et al. 2015) . Turbulent inflow generation methods can be roughly categorized into precursor methods on the one hand and synthetic turbulence methods on the other. Keating et al. (2004) and Tabor and Baba-Ahmadi (2010) provide a detailed overview of turbulent inflow generators for LES, both illustrating the better quality of precursor-generated turbulence over synthetic inflows. The advantages of Navier-Stokes based precursor methods are however constrained by their limited geometric flexibility and inability to cope with transients in the mean-flow direction. To overcome this constraint, we propose a generalization of the classic precursor methodology that allows the generation of turbulent inflow conditions with unsteady mean-flow directions. The method maintains the key advantage of precursor simulation methods, namely to impose fully developed turbulent inflow conditions containing coherent structures, physical phase relationships and non-Gaussian statistics, while still retaining flexibility to dynamically change the flow direction at an affordable computational cost.
The outline of the paper is as follows: Sect. 2 first discusses the LES solver applied here. Section 3 contains a further discussion on turbulent inflow condition techniques as well as a comparative test case illustrating the quality of precursor-generated turbulence. Section 4 elaborates on the proposed concurrent precursor method, and Sect. 5 applies the developed method to a simulation study of the Horns Rev wind farm under time-varying mean-flow directions. Section 6 finally summarizes the methods and results.
Large-Eddy Simulation Model
The simulations are performed using the LES code SP-Wind, which has been developed at KU Leuven over recent years (see, e.g., Meyers and Sagaut 2007; Calaf et al. 2010; Goit and Meyers 2015) . The governing equations are the filtered incompressible Navier-Stokes momentum and continuity equations for neutral boundary-layer flows, i.e.,
whereũ i (i = 1, 2, 3) are the velocity field components as represented on the LES grid scale Δ. The subgrid-scale (SGS) stress tensor is defined as τ i j = u i u j −ũ iũ j , and its deviatoric component (
) is modelled with a standard Smagorinsky model (Smagorinsky 1963) , using a constant coefficient C s = 0.14. The Smagorinsky length scale λ is damped near the bottom wall to avoid excessive dissipation of kinetic energy using the damping function introduced by Mason and Thomson (1992) 
where κ = 0.4 is the Von Karman constant, z 0 is the assumed roughness length at the wall and we take n = 3. The trace of the SGS stress tensor is absorbed into the filtered modified pressure p =p/ρ − p ∞ /ρ + τ kk /3. In the precursor simulation (see further discussion below), the flow is forced through the domain with a constant imposed pressure gradient ∂ 1 p ∞ /ρ. This forcing defines a reference velocity u * = − √ H ∂ 1 p ∞ /ρ, with H being the height of the simulation domain; length and time scales are non-dimensionalized with H and H/u * respectively. To simplify notation, the LES filtering "tilde" is omitted hereafter.
The governing equations are discretized using a Fourier pseudo-spectral scheme in the horizontal (x 1 ,x 2 ) directions. For non-periodic boundary conditions, a fringe-region technique is employed (see, e.g., Spalart and Watmuff 1993; Lundbladh et al. 1999; Nordström et al. 1999 ) (see also Sect. 4.1 for further discussion). The vertical direction (x 3 ) is discretized with a fourth-order energy-conserving finite difference scheme (Verstappen and Veldman 2003) , and the top boundary is treated with a free slip condition, leading to zero shear stress and zero vertical velocity, emulating a fixed ABL height at the top of the domain. At the bottom boundary a standard equilibrium wall-stress model is used with prescribed roughness length z 0 (Piomelli and Balaras 2002; Bou-Zeid et al. 2005; Calaf et al. 2010) .
Time integration is performed using an explicit four-stage fourth-order Runge-Kutta scheme, in which the timestep is restricted by setting the maximal diffusive and advective Courant-Friedrichs-Lewy numbers equal to 0.4. Continuity is enforced by solving a Poisson equation for the pressure, while Coriolis forces and the resolved effects of molecular viscosity are neglected. Also, thermal and stratification effects are not included, hence all simulations presented here are neutral boundary-layer cases. The non-linear and SGS terms are de-aliased using the 3/2 rule (Canuto et al. 1988 ). The code is written in Fortran 2003 and parallelized using distributed memory MPI processes with a highly scalable pencil grid-partitioning method.
The turbines are represented in the simulation domain using an actuator disk model, in which the effect of a turbine on the flow is parametrized by a thrust force that is oriented perpendicular to the rotor plane (Mikkelsen 2003) . This thrust force corresponds to
where u
is the local disk-averaged and exponentially time-filtered velocity perpendicular to the rotor plane, D is the rotor diameter, and C T is the disk-based thrust coefficient. This force is distributed uniformly over the rotor disk, and filtered subsequently onto the LES grid, using a Gaussian convolution filter kernel. Details on the implementation are found in Calaf et al. (2010) and Meneveau (2010, 2013) .
Turbulent Inflow Conditions: Background and Motivation
Turbulence-resolving simulations of flows where periodic boundary conditions cannot be straightforwardly invoked carry the non-trivial problem of generating realistic turbulent inflow conditions at an acceptable computational cost. The quality of inflow turbulence has a significant influence on flow features throughout the entire simulation domain, especially in the absence of phenomena triggering turbulence development such as large-scale flow separation, transition, or unstable stratification (Keylock et al. 2011) . Comprehensive overviews of inlet conditions for LES can be found in Keating et al. (2004) and, more recently, in Tabor and Baba-Ahmadi (2010). Shur et al. (2014) provide an updated view of these methods from the point of view of turbulence generation at the interface between LES and Reynolds-averaged Navier-Stokes simulations for aeronautical applications.
In the remainder of this section, the two mainstream categories for generating turbulent inflow conditions, synthetic turbulence and precursor methods, are briefly elaborated from a wind-farm LES perspective. Furthermore, a qualitative comparison between these approaches is presented, with results advocating the use of precursor inflow methods for the applications to be considered.
Synthetic Turbulence Generation
In this approach synthetic turbulence is generated from a chosen model, before it is added to a mean inflow profile. The level of complexity of these methods ranges from (possibly filtered) random noise (see, e.g., Klein et al. 2003; Muñoz-Esparza et al. 2015) to advanced models matching physical spectra and moments that are assumed to evolve rapidly enough into realistic turbulence. Instead of random noise, one can consider a sinusoidally varying noise term with one or a few modes only (Mirocha et al. 2014b) . Most more advanced synthetic turbulence models rely on the assumption that turbulence can be specified using only low-order or one-point statistics (Keating et al. 2004 ). Moreover, they assume that mean shear and turbulence can be specified independently, even though LES studies indicate that this might lead to erroneous results (Park et al. 2014; Mehta et al. 2014) . The main advantage to most synthetic turbulence models is the low computational overhead compared to the target simulation of interest.
In the context of wind energy and ABL flows, the synthetic turbulence model developed by Mann (1998) is widely used. The model parametrizes the spectral tensor of neutral ABL turbulence. Anisotropy and linear shear are accounted for by applying rapid distortion theory to the Navier-Stokes equations in combination with an eddy-lifetime assumption. Ivanell (2009) applied Mann's model to the LES of two columns of the Horns Rev wind farm with periodic boundary conditions in the spanwise direction. The match with field measurements was relatively poor, with the LES overestimating turbine interaction in fully waked conditions, causing a significant underprediction of power in downstream rows. This effect might be attributed to the fact that synthetic freestream turbulence fails to trigger wake meandering, which alleviates full wake conditions, as suggested by Churchfield et al. (2012b) . España et al. (2011) indeed proved that the meandering process is generated by turbulent fluctuations with length scales larger than the rotor diameter, which are difficult to predict using synthetic models (see also Sect. 3.3). Moreover, streamwise vortex structures are known to play a crucial role in vertical entrainment of kinetic energy (Cal et al. 2010; Calaf et al. 2010) . Gopalan et al. (2014) constructed a mesoscale-microscale framework for wind energy applications, using the Mann spectral model to seed the mesoscale Weather Research and Forecasting (WRF) model simulations with smaller-scale turbulence at the WRF-LES interface. Storey et al. (2013 Storey et al. ( , 2014 applied the model as a background turbulence generator in a study of dynamically controlled offshore wind turbines and the operation of wind farms subject to extreme coherent gusts. Other recent examples of the application of Mann's model to wind-farm LES can be found in Troldborg et al. (2011) , Keck et al. (2013) , Breton et al. (2014) and Sarlak et al. (2015) .
Precursor Methods
Precursor methods rely on an auxiliary flow simulation, (direct or large-eddy simulation) on an independent domain for the generation of turbulent inflow conditions. The precursor often simulates a canonical flow case, such as a flat plate boundary layer, channel flow or plane mixing layer, for which periodic boundary conditions in horizontal directions can be invoked. This allows a rapid generation of turbulent structures as they are recycled through the boundary conditions, and the flow reaches a statistically stationary state after a number of flow-through times. This feature is the main reason behind the widespread popularity of periodic boundary conditions in turbulent flow simulations. For example, Spalart (1988) performed pioneering direct numerical simulation (DNS) of a developing turbulent boundary layer by introducing source terms in the governing equations that transformed the original non-periodic problem into a reference frame with periodic boundary conditions. Spalart and Watmuff (1993) modified this approach with the introduction of a so-called fringe region at the outflow boundary of the domain. In this region, artificial force terms were added to nudge the thickness of the boundary layer back to a desired value that could be used at the inlet of the domain.
The advantage of precursor methods is that turbulent inflow conditions are directly generated by the Navier-Stokes equations. This results in superior accuracy and realism over other available methods, as indicated by earlier comparative studies (Keating et al. 2004; Tabor and Baba-Ahmadi 2010) . The main disadvantage of precursor methods however is the considerable additional computational cost associated with an extra Navier-Stokes simulation. Note that, although traditional implementations of precursor methods typically generate an independent database of inflow data, concurrent precursor methods (Stevens et al. 2014a, b) and internal recycling methods (Lund et al. 1998; Mayor et al. 2002; Ferrante and Elghobashi 2004; Araya et al. 2009 Araya et al. , 2011 allow inflow conditions to be directly transferred to the inlet of the main domain.
Use of precursor methods in LES of ABL flows and finite size wind farms has been increasing in recent years. Park et al. (2014) apply a precursor type approach in order to estimate structural loading of turbines in a stable ABL. They strongly advocate the use of LES-based inflow methods because many of the aforementioned assumptions made in synthetic turbulence mod-els do not hold in atmospheric flows. Wu and Porté-Agel (2011 used precursor simulation techniques in studies on individual wind turbines as well as wind farms. Churchfield et al. (2012b) performed LES of the Lillgrund offshore wind farm, and attributed a better match with field measurements, in comparison with earlier studies, to the use of precursor-generated inflow turbulence. Stevens et al. (2014a) used a concurrent-precursor formulation to quantify power gains achieved by staggering turbines inside a wind farm.
Comparison Between Synthetic and Precursor Methods
A qualitative comparison between inflow turbulence derived from periodic simulations and synthetic turbulence methods is performed. A fully developed neutral boundary layer is simulated using a resolution of 24.5 × 24.5 × 12.5 m 3 on a domain of 16π × π × 1 km 3 . The inflow treatments considered are a white noise perturbation case (WN), a sinusoidal wave perturbation case (WP) , the Mann model for synthetic turbulence (MANN) and a classical periodic case (P). Since the boundary layer is fully developed, the periodic case is equivalent to the use of a precursor simulation. The bulk velocity is the same for every case, with U b ≈ 21.7 m s −1 . The computational cost of each of the synthetic methods (WN, WP and MANN) is negligible compared to the cost of the main LES. In practice, the precursor method however requires an additional LES, which is typically performed on a domain identical to the main domain (although, in some cases, a smaller domain can be used). This roughly doubles the computational cost compared to a single domain simulation.
The first simulation case (WN) uses simple white noise in space and time as perturbations to each of the velocity components, where the perturbations have a uniform zero-mean distribution. Simulation results were found to be relatively insensitive to the maximum amplitude of the white noise. Here, we show results obtained with a maximum amplitude of 5 m s −1 . This method obviously has no direct physical relation to turbulent flow fields and, as is wellknown for such inflow conditions, the dissipative action of the SGS model rapidly damps these fluctuations very close to the inflow plane. The second case (WP) uses sinusoidal wavelike perturbations that contain some spatial coherence as opposed to the white noise case. The perturbations have a maximum amplitude of ± 2 m s −1 . At every point, the amplitude varies also sinusoidally in time over a period of 500 s. These values were chosen based upon a study using a similar approach by Mirocha et al. (2014b) , where an amplitude of 2-3 m s −1 and a sign reversal period of 1000 s was used (note that, considering our relatively high bulk velocity, we halved the period of our sign reversal to avoid a bias to very long structures). The third case (MANN) is a widely used method in the wind energy field, and applies perturbations derived from Mann's uniform shear model of the spectral tensor in neutral ABL flows (Mann 1998) . The open source TuGen code (Gilling 2009 ) is used to generate a spatially coherent field of turbulent fluctuations. The input parameters for the Mann model are the turbulent length scale L = 33.6 m and the parameter defining the degree of anisotropy of the generated turbulence γ = 3.9, as recommended in the IEC 61400-1 standard (International Electrotechnical Comission 2005) . The factor scaling the turbulence intensity is chosen as in van der Laan et al. (2014): we take α 2/3 = 0.3 m 4/3 s −2 , where α is the Kolmogorov constant and is the viscous dissipation rate of turbulent kinetic energy. The spatial data are subsequently transformed into a time series of inflow data by invoking Taylor's frozen turbulence hypothesis. Figure 1 contains snapshots of instantaneous streamwise velocity component contours in horizontal planes at a height z = 100 m. The synthetic turbulence cases show significant and slow streamwise development of fluctuations, but they are very far from reaching the turbulence levels of the periodic simulation, and they do not reproduce the typical streamwise- Four cases are considered, from top to bottom: a white noise inflow case (WN), a sinusoidal wave perturbation inflow case (WP), a synthetic "Mann-spectrum" inflow case (MANN), and a fully periodic case (P). The final 10 % of the domain in the streamwise direction (including the fringe region) is omitted for clarity elongated turbulent structures characteristic of high Reynolds number boundary-layer flows. Specifically, it can be seen that the WN case is unable to develop any of the turbulent structures present in the periodic case. Although it is expected that, given a much longer development region, this transition to a fully-developed turbulent state will ultimately occur, covering the required domain length would be computationally prohibitive. The cases WP and MANN, on the other hand, do appear to show some of the small-scale flow features similar to the ones in the fully-developed periodic (P) simulation. Note that the three synthetic inflow cases seem to be operating at a lower mean streamwise velocity than the periodic case. This effect is due to the lack of turbulent transport of momentum towards the wall, which causes the boundary-layer profile to revert to a laminar-like state with associated lower velocities near the wall. The flow recovers partially as turbulence develops downstream in the domain. Of the three synthetic cases, the Mann model provides best results, but also this model does not fully reproduce the large-scale structures in the flow.
We provide further evidence of the high quality of precursor-generated turbulent inflow compared to synthetic methods in our simulation setting through comparison of energy spectra. The energy spectra of the streamwise velocity component as a function of spanwise wavenumber at various distances downstream of the inflow boundary are compared to those obtained from a fully-developed periodic simulation. Results are shown in Fig. 2 , with the spectra confirming the impressions obtained from the velocity field snapshots. It can be seen that the WN case starts from a uniform energy distribution across the entire spectrum. At small distances downstream of the inflow boundary, the higher wavenumber components of the perturbations (k y z > 5) are dissipated more quickly than the lower wavenumber components. This effect has often been observed before (Klein et al. 2003; Keating et al. 2004; Rana et al. 2011 ). However, even in the long development length available in the domain of our test case, the flow is unable to reach fluctuation levels comparable to the periodic case, both for the large-scale (small k y ) and small-scale (large k y ) structures in the flow. We note that the situation might be different under convective temperature conditions where shorter development lengths can be expected. The WP case performs significantly better, with the high wavenumber part of the spectrum approaching the periodic reference after 10 to 15 km (which in itself is still an expensive simulation length in LES). The low wavenumber part of the spectrum however has severe difficulty in catching up to the periodic case. This can be observed by the absence of largescale turbulent structures in Fig. 1 compared to the low and high speed streaks in the periodic domain. Moreover, the wave-like nature of the perturbations can be easily identified in the spectrum by the presence of distinct peaks at certain wavenumbers (especially near the inflow boundary). Although the strongest effects of these peaks seem to subside as we move downstream in the domain, they do seem to excite other modes, of which the oscillatory effects can still be observed even after 40 km. The wave-like perturbations thus impose a certain bias to the flow that requires very long distances to disappear.
The MANN case finally clearly outperforms the other two synthetic inflow cases. The higher wavenumber part of the spectrum increases in energy rapidly as the flow progresses through the domain, meaning that the fluctuations improve in quality by running them through a Navier-Stokes simulation, as was also reported by Gilling and Sørensen (2011) . The larger scale structures however still do not develop quickly, as was also observed in the WP case. The comparison between these example cases therefore motivates the application and further development of precursor simulation methods since, even though they involve considerable additional computational cost, the quality cannot be matched by any of the synthetic inflow methods.
The comparison thus confirms the positive features of precursor methods for spatially developing wind-farm simulations. These are preferred over synthetic methods, in particular since the streaky turbulent structure of the ABL can have an important impact on turbine-wake meandering, and the vertical entrainment of kinetic energy. concurrent precursor method of Stevens et al. (2014b) , in which turbulent inflow conditions for a target simulation are derived from an auxiliary flow simulation, running in parallel on an independent domain. The proposed method is also motivated by the limitations of the Stevens et al. (2014b) method that is restricted to a static inflow direction. Hereafter, the target domain is referred to as the main domain and the auxiliary domain is referred to as the precursor domain. We first elaborate on the mechanism of the original concurrent precursor method and its specific implementation in the SP-Wind solver; afterwards, the generalization to time-varying inflow directions is discussed.
Stationary Concurrent Precursor Method
The main concept of the concurrent precursor methodology is illustrated in Fig. 3 . The precursor domain (illustrated on the left in Fig. 3 ) applies doubly periodic boundary conditions in the horizontal directions, which facilitates the simulation of fully-developed turbulent flow fields. At every timestep, a portion of the precursor flow field is sent over to the back of the main domain (illustrated on the right in Fig. 2) . By forcing the flow field in the fringe region of the main simulation to the received values from the precursor and recycling by the periodic boundary conditions, these data are reintroduced as an inflow condition. Both simulations are run synchronously in time using the same timestep. Note that, in theory, a single plane of velocity from the precursor simulation would suffice as an inflow condition for the main simulation. Such an approach can be directly used in finite-volume or finite-element discretization methods. However, in the current study, we employ spectral discretization in horizontal planes in combination with a fringe-region method to enforce non-periodic boundary conditions (see further below). In this case, the use of a slab of data that fits the fringe region provides a more gentle transition forcing in the spectral method and avoids spurious pressure gradients in this region. It can be seen from Fig. 3 that the transition of the flow in the fringe region at the end of the main domain towards the desired inflow condition develops very smoothly. Finally, we remark that the flow in the periodic precursor domain is forced with a constant pressure gradient (−∂ 1 p ∞ ), but this is not necessary in the main simulation domain, in which the flow is forced by the imposed inflow/outflow conditions. In our pseudo-spectral LES method, the main simulation circumvents its periodic boundary conditions through the use of a fringe region technique (Spalart and Watmuff 1993; Lundbladh et al. 1999; Nordström et al. 1999) , in which flow variables are smoothly forced to desired inflow values by adding a body force to the governing equations in a so-called "fringe region" The fringe force penalizes the error between actual and desired values in the fringe region, and is constructed here as
The one-dimensional fringe force masking function λ is non-zero only inside the fringe region part of the domain. A smooth and infinitely differentiable combination of exponentials defined in (4b)-(4c) avoids the introduction of any jump discontinuities, and is therefore amenable to spectral methods without causing spurious Gibbs oscillations. The parameters x s and x e set the start and end of the fringe region, while Δ s and Δ e provide control over the smoothness of the fringe masking function. Figure 4 illustrates a masking function with typical parameters. The maximum value of the masking function λ max is chosen to be high enough to provide sufficient damping of the flow solution in the fringe region, yet low enough to satisfy the stability constraint λ max t ≤ 2.78 for fourth-order explicit Runge-Kutta time integration without decreasing the timestep (Schlatter et al. 2005) . Typical values used for the simulations in this work range from λ max = 1500 to 3000 for timesteps of the order of 5 × 10 −4 H/u * .
Variable Inflow-Direction Concurrent Precursor Method
In this subsection the generalization of the precursor methodology to varying inflow directions is presented. In the method, the fully-developed periodic boundary-layer (precursor) simulation is dynamically rotated with the (known imposed) flow direction. Because the precursor simulation runs concurrently with the main simulation, this rotation can happen during runtime without any a priori knowledge about the evolution of the mean-flow direction. That is to say, the rotation could be the outcome of a larger-scale simulation (e.g. a mesoscale simulation). Figure 5 illustrates cases with a set of desired inflow angles inclined at θ = 0 • , 30 • , and 210 • with respect to the main domain of interest. Because the precursor domain is doubly periodic, it can be continuously extended into an infinite amount of horizontally adjacent domain copies. Further, we use the convention that the mean flow in the precursor is oriented in the positive x direction. The precursor domain is hypothetically attached to the main domain at an arbitrary reference hinge point, in the illustration the top left corners of both domains (from a top view perspective), with the freedom of rotating the precursor domain around it. Inflow conditions are provided to the fringe regions of the main simulation, indicated in the left column of Fig. 5 as ("fringe slabs" ). To that end, flow-field data are extracted from the ("inflow slabs") in the precursor simulation, also marked in the figure. From the top row of Fig.  5 , it can be seen that in the case of angle θ = 0 • these regions are located in the same place in both the main and precursor domain, hence the variable inflow direction concurrent precursor method becomes equivalent to the constant inflow angle method elaborated above in Sect. 4.1. In the general case, the discrete locations from which inflow conditions are to be extracted do not coincide with grid points of the precursor domain. Therefore a simple second-order bilinear interpolation scheme is applied. By extracting data from the dynamically moving inflow slabs, after multiplication with the classical rotation matrix
inflow conditions can be derived for any given inflow angle θ . The double periodicity of the precursor domain allows us to extract continuous inflow data from inflow slabs, even if they cross any of the horizontal domain boundaries. This is done by partitioning the inflow slab every time a domain boundary is crossed and afterwards re-assembling all the regions in the correct order. This results in the complex arrangements of inflow slabs shown in the middle and right columns of Fig. 5 . Finally, when mapping the inflow slabs to the fringe slabs, a discontinuity in the reference velocity for the fringe regions is introduced in the corner of the main domain, as values to the north and east of the corner are respectively copied from the south-east and north-west in the inflow slabs. However, with the use of smooth fringe forcing functions (Eq. 4b) applied to the ("fringe corner") region, this does not cause any issues in the simulations. Finally, note that the wide range of inflow angles shown in Fig. 5 illustrates that the proposed method does not have any restrictions on maximum/minimum angles, i.e. it can be used for any possible flow direction. Figure 6 demonstrates the application of the method in a simulation for a flow angle of θ = 30 • . It is observed that the fringe regions perform very well in forcing the flow field to the data extracted from the inflow slabs of the precursor simulation. Also, note the smooth transition between the precursor domain copies in the back and the main domain. Figure 7 further illustrates the dynamics of the method for a changing mean-flow direction, both seen from the precursor reference frame, and from the main reference frame.
The proposed approach is limited by the fact that the rotation of the main domain leads to time-varying locations of the inflow slabs in the precursor domain. This effect causes artificial compression or elongation of turbulent structures in the inflow conditions. The severity of this effect can be estimated based on the height-dependent ratio ϕ(z) = Ω L h /U h (z), which should be sufficiently low. In this relation, Ω is the instantaneous imposed rate of rotation of the inflow direction, L h = (L 2 x + L 2 y ) 1/2 is the horizontal diagonal length of the main domain and
is the mean horizontal velocity component at a distance z from the bottom boundary in the precursor domain.
In order to estimate acceptable values of the parameter ϕ, we illustrate the effect of the travelling motion of the inflow slabs qualitatively in Fig. 8 for several values of ϕ. The domain size of these simulations is L x × L y × H = 2π × 2π × 1 km 3 . It can be observed in Fig. 8 that, for ϕ ≥ 1, the turbulent structures become elongated and warped (especially visible in the left-bottom corner of the domain). The severity of this warping increases with increasing ϕ. It can therefore be concluded that this method is only applicable provided that the rate of change of imposed flow direction is not excessively fast compared to the time scales of the turbulence present in the flow. A conservative upper bound for sustained rotations can therefore be estimated to be ϕ = 2/3.
As a final note, we remark that the current methodology may not be the only feasible approach to generalize precursor methods for varying flow directions. In fact, in a first attempt, we focussed on varying the driving pressure gradient in the precursor domain. Such an approach has been employed for steady flow-direction simulations of an Ekman spiral by Sescu and Meneveau (2014) , Allaerts and Meyers (2015) , and Abkar and Porté-Agel (2015) to reorient the flow to a desired direction at a given height in the spiral. Unfortunately, in unsteady situations, this leads to a large phase-lag between the pressure gradient and the mean-flow direction (that could be as long as hours), so that we did not further explore this route.
Horns Rev Wind-Farm Simulation
In this section the proposed concurrent precursor method is used in the context of a sample application where variability in inflow direction is particularly important. As mentioned before, such conditions are necessary in modelling wind farms placed in the ABL subjected to possible mesoscale variability. We illustrate the method for modelling a real wind farm, namely the Horns Rev offshore wind farm located about 15 km off the Danish western coast. This wind farm has been subject to many research studies, both numerical and experimental (see, e.g., Barthelmie et al. 2007; Peña and Hahmann 2012; Hansen et al. 2012; Porté-Agel et al. 2013 ).
Case Description and Numerical Set-Up
The farm consists of 80 Vestas V80-2MW turbines with a hub height of z h = 70 m and a rotor diameter D = 80 m. The simulation domain is illustrated in Fig. 9 . The turbines are • with respect to the north-south line. Here, we refer to a group of turbines located on the same east-west line as a column. Likewise, a group of turbines on a north-south line (with a 7 • angle) is denoted as a row. Turbines are spaced apart approximately 7D in both the streamwise (east-west) and spanwise (north-south) direction. The turbines are represented in the simulation using an actuator disk model (see Sect. 2) with C T = 1.53, corresponding to a thrust coefficient C T = 0.78 (see, e.g., Wu and Porté-Agel 2015; Stevens et al. 2015) . The dimensions of the main simulation domain are L x = L y = 10 km in the horizontal directions and L z = 1 km in the vertical direction. This relatively large domain rules out any possible upstream influence of the fringe regions on the farm (Lundbladh et al. 1999; Nordström et al. 1999) . 
Turbine arrangement 10 (E-W) ×8 (N-S) (see Fig. 9 )
Surface roughness (m) 0.01
A uniform grid of 768 × 768 × 192 grid points is used in the main domain, and the same grid size is used for the precursor domain. This leads to a resolution of Δ x = Δ y = 13 m in the horizontal directions and Δ z = 5.21 m in the vertical direction. The timestep is restricted by the advective Courant-Friedrichs-Lewy number, and fluctuates around 0.6 s. Inflow conditions are generated by a parallel auxiliary precursor simulation, as discussed in previous sections. Details of the case set-up are further summarized in Table 1 .
In the simulations, the turbines are yawed in response to the incident flow angle. The yaw controller is based on the heuristic baseline controller developed by Kooijman et al. (2003) , and later successfully applied by Storey et al. (2014) Simulation results are dimensionalized with the domain height H = 1000 m and a friction velocity of u * = 0.357 m s −1 . This leads to a wind speed of approximately 8 m s −1 at hub height (z h = 70 m), upstream of the farm. In this study, we select a roughness length z 0 = 0.01 m. Even though this value is significantly higher than the roughness length observed in typical offshore conditions, the resulting observed turbulence intensity (TI) at hub height is approximately 7.5 %. This is close to prior numerical studies Wu and Porté-Agel 2015) and experimental observations (Barthelmie et al. 2009 (Barthelmie et al. , 2010 for the Horns Rev wind farm, where TI was found to be less than 8 % for neutral atmospheric conditions. TI is defined here as ( u i u i /3) 1/2 / u hub , where brackets and overline denote horizontal and time-averaging operators respectively.
First, a statistically steady turbulent boundary layer is created by spinning up the precursor simulation from random perturbations for a time period corresponding to slightly over 20 physical hours. Afterwards, the generated field is used in both the precursor and main simulation domain. The turbines are then inserted in the main domain, and the flow is further advanced in time for roughly 1 h, so that the wind farm in the main domain also attains statistical equilibrium. This point in time is denoted as t = 0 in all figures and discussion.
We consider a set of simulations in which the mean wind direction is varied sinusoidally in time as θ(t) = 270 • − 30 • sin(2πt/T θ ), where the period of the sine wave T θ equals 1 h (case V1), 2 h (case V2), and 4 h (case V4). Moreover, we define a set of reference cases with a steady mean wind direction in the sector around the 270 • (westerly) wind direction. (2013), and experimental measurements from Barthelmie et al. (2009 Barthelmie et al. ( , 2010 are included This set consists of 15 separate LES for mean wind directions as indicated in Table 1 , and are referred to as ST hereafter. Cases V1, V2, V4 and ST270 are simulated for a time horizon of 4 h, whereas the other steady cases (ST) are performed for a period of 2 h. For the variable cases V4, V2, and V1, the imposed rotation rates lead to average ratios ϕ of approximately 0.25, 0.5, and 1, respectively. Note that, for case V1, ϕ is higher than our conservative upper bound estimate of 2/3 (see further discussion below).
Results
First a set of steady cases (ST) in a sector around the 270 • wind direction is discussed, and compared to experimental and simulation data from literature. Results of variable winddirection cases (V) are presented afterwards. Figure 10 shows the extracted power for a 270 • mean wind direction, obtained from case ST270, averaged over each turbine row and normalized by the first row. This particular wind direction is well documented in the literature, with experimental power measurements from the SCADA data of the Horns Rev wind farm (Barthelmie et al. 2009 (Barthelmie et al. , 2010 . Previous LES results are also shown (Ivanell 2009; Porté-Agel et al. 2013) . It is appreciated in Fig. 10 that our simulation results show relatively good agreement with the experimental data, as well as with the LES data from Porté-Agel et al. (2013) . The main discrepancies with the latter occur in the entrance region of the wind farm, i.e. in the second and third rows. This is related to the use of a different SGS model, and a different actuator disk model in our code: Porté-Agel et al. (2013) use a scale-dependent dynamic Smagorinsky model which is known to be less dissipative than our standard Smagorinsky model. They further also use a more advanced rotating actuator disk implementation. Further downstream, our results closely match those of Porté-Agel et al. (2013) , as well as the Horns Rev measurements. For sake of reference, the results reported by Ivanell (2009) are also included in Fig. 10 . These results were obtained using the Mann spectral model for the generation of inflow turbulence, and it is appreciated that this leads to a significant underprediction of power extraction. Later, this was attributed to a decreased triggering of wake meandering by Mann turbulence compared to precursor generated turbulence (Churchfield et al. 2012b) . Figure 11 shows top views of the flow field for the different variable wind-direction cases (V1, V2, V4) at different time instances to illustrate the flow behaviour for different wind directions. As can be expected, the distance over which the wakes are able to recover before they collide with the next turbines changes significantly with wind direction. Further focussing on case V1, for which ϕ ≈ 1 is slightly too high compared to our estimated upper limit ϕ ≤ 2/3 in Sect. 4.2, we do not observe the type of severe distortions of turbulent structures that we found earlier in Fig. 8 for too high rotation rates. However, when looking at the full range of snapshots for this case (not shown here), distortions are sometimes visible for short times near the edges of the computational domain, but they do not seem to affect the main features of the flow in the wind farm itself. This confirms however the estimate ϕ ≤ 2/3 discussed in Sect. 4.2. Figure 12 contains a summary of simulation results for the variable wind-direction cases (V). From the top row, it can be appreciated that the mean yaw angle in the wind farm follows the imposed wind direction closely for all cases, although some overshoots are observed for case V1. The middle row shows aggregate power output as a function of time, combined with case ST270. The increased variability of aggregate farm power for the variable wind-direction cases is mainly caused by the strong sensitivity of power extraction to mean wind direction, as is well-known from previous studies (see, e.g. Barthelmie et al. 2010; Porté-Agel et al. 2013) . Moreover, it is shown that cases V1 and V2 exhibit significant hysteresis effects, i.e. the waveforms of aggregate power show a strong asymmetry with leading peaks. Case V4, which is subject to slower variations, shows a more symmetric pattern.
The bottom row of Fig. 12 shows aggregate power as a function of mean wind direction. Time-averaged wind-farm power extractions obtained from the steady wind-direction cases (ST) are also shown. As may be expected, time-varying simulation results increasingly correspond to steady state cases when the rate of rotation is decreased. However, the hysteresis effects of the faster rotation cases are also clearly visible. Moreover, all cases show significant undershoots in power extraction around the fully-waked 270 • conditions. This is further explained based on Fig. 13 for case V2. The figure compares an instantaneous flow field from a steady 270 • simulation to the 270 • solution from the unsteady case after 4 h. It is observed that in the steady wind-direction simulation, high-speed channels in between the turbine columns are much more pronounced and penetrate much deeper into the farm. This can be explained by the changing wind direction in the variable case, which much better 14 Frequency spectra of extracted power φ for cases ST270, V1, V2, and V4. Cases shifted vertically for clarity of presentation. Spectra for frequencies f > 2 × 10 −3 Hz are calculated using Welch's periodogram method for better statistical convergence mixes the high-speed regions with the low-speed regions between the turbines. As a result, at an earlier stage in the simulation (θ = 270 • ) the available inflow energy in the farm was better captured by the first rows of turbines, leaving less energy in the 'high-speed' channels near the end of the farm at the later θ = 270 • instance. The reduced power extraction for the variable cases at 270 • (observed in Fig. 12 ) is a result of this process. Figure 14 shows time spectra φ of the aggregate wind-farm power for cases ST270, V1, V2, and V4. It is observed for frequencies higher than 0.02 Hz that all cases show identical spectral behaviour. Results show a Kolmogorov-type −5/3 scaling range, which transitions to a −1 range at lower frequencies. Moreover, the spectrum of case ST270 exhibits a spectral peak in the frequency range around 10 −2 Hz, which is directly related to the time for the flow to proceed from one row of turbines to the next. The existence of the peak is caused by the correlation between extracted power of turbines within the same column, which in turn is due to the advection of large-scale streamwise-oriented turbulent structures. For a more detailed analysis of this phenomenon, see Stevens and Meneveau (2014) . In the variable wind-direction cases, the peak is smeared out as here the turbine-to-turbine flow time no longer corresponds to a narrow frequency band. These cases also exhibit increased energy at the low frequency part of the spectrum, caused by the single-frequency variation in wind direction. This is also shown in the time series of aggregate farm power in Fig. 12 .
In summary, the current section provides a demonstration case for the proposed variable inflow-direction concurrent precursor method. A set of steady state reference cases at different wind directions is defined with the aim of illustrating hysteresis effects in power extraction for the variable wind-direction cases. As the rate of rotation is decreased, the latter show increased correspondence with the reference cases. However, even case V4, which exhibits the slowest variations, displays an undershoot at θ = 270 • , compared to the steady state case ST270. Even though time series of extracted farm power appear very different qualitatively, the spectral behaviour at higher frequencies is found to be identical.
Conclusions
We have addressed the long-standing issue of the generation of inflow conditions for turbulence-resolving flow simulations. The importance of high quality inflow turbulence has been reaffirmed based on a literature review and presentation of a qualitative comparison between precursor methods and a sample of synthetic inflow methods. While precursor techniques are the only methods capable of producing large-scale coherent structures and display the best quality overall, classical implementations lack the flexibility to apply them to flow cases involving variable mean inflow directions. To circumvent this limitation, a variabledirection precursor method has been developed and implemented in the SP-Wind LES solver . The approach can provide fully-developed turbulent inflow conditions to turbulence-resolving simulations for variable mean-flow directions at a computational cost that does not exceed the cost of classical precursor techniques. The method is relatively general as it can be applied to LES or DNS whenever variable inflow conditions are prescribed, provided the rate of change of imposed flow direction is not excessively fast compared to the time scales of the turbulence in the main domain of interest.
The proposed method was applied to a set of three LES of the Horns Rev wind farm, subject to an imposed hypothetical sinusoidal variation in wind direction with an amplitude of ±30 • and time periods of 1, 2, and 4 h respectively. A comparison with steady-state simulations illustrated that the cases with 1-and 2-h periods exhibit significant hysteresis effects in power extraction. Moreover, all variable wind-direction simulation cases show an undershoot of power production for westerly flow, compared to steady-state conditions. Finally, even though time series of extracted power appear very different qualitatively, spectral behaviour at higher frequencies was found to be identical.
In the current work, we developed a precursor method that supports time-varying inflow directions. However, there exists a range of other atmospheric phenomena such as coherent gusts, mean wind convergence, and updrafts or downdrafts that can also have an important impact on microscale boundary conditions. Including them in a further generalization of the precursor method is an interesting topic for future research.
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