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Abstrat. Asymptoti properties of random regular graphs are objet of
extensive study in mathematis. In this note we argue, based on theory of spin
glasses, that in random regular graphs the maximum ut size asymptotially
equals the number of edges in the graph minus the minimum bisetion size.
Maximum ut and minimal bisetion are two famous NP-omplete problems with
no known general relation between them, hene our onjeture is a surprising
property of random regular graphs. We further support the onjeture with
numerial simulations. A rigorous proof of this relation is obviously a hallenge.
1. Introdution
Maximum ut and minimal bisetion are two famous problems in graph theory. Given
a graph, i. e. a set of nodes V and a set of edges E, the goal in the maximum ut
problem is to split the set of nodes into two groups in suh a way that the number
of edges onneting the two groups is the largest possible. In the minimal bisetion
problem the goal is to split the set of nodes into two equally sized groups in suh a way
that the number of edges between the two groups is the smallest possible. Minimal
bisetion is also known under the name of graph bi-partitioning. Both these problems
are reognized as NP-omplete [1℄, and both have a large number of appliations in
omputer siene and engineering. Some intensively studied appliations of the graph
partitioning problem are iruits design [2℄, or data lustering and load balaning in
parallel omputing [3℄. For appliations of the max-ut problem see, e. g., the survey
artile in Ref. [4℄.
Random r-regular graphs are randomly hosen from all those graphs having N
nodes and the degree of eah node xed to r. Determining the asymptoti size
of their max-ut or their min-bisetion (bisetion width) are lassial problems in
random graph theory, see Refs. [5, 6, 7, 8, 9, 10℄ for the best known lower and upper
bounds. However, as far as we know, no expliit relation between the max-ut size and
bisetion width is known in the graph theoretial literature. An exeption is provided
in Ref. [10℄, where the same approximative algorithm is used to provide an upper
bound for bisetion width and lower bound for max-ut.
The main purpose of this note is to onjeture that in random regular graphs the
size of the max-ut is asymptotially equal to the number of edges minus the size of
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Figure 1. Two dierent drawings of the same randomly generated 3-regular
graph with N = 32 nodes. Left: Example of a minimal bisetion of the graph;
only 6 edges are present between the group of blue (up) and red (down) nodes.
Right: Example of a maximum ut, only 5 edges are present between two nodes
of the same olor.
the min-bisetion. Our onjeture states that in the large N limit,
|MC| = |E| − |BW |+ o(|BW |) , (1)
where |E| is the total number of edges.
In Fig. 1, we present two dierent drawings of the same 3-regular graph with
N = 32 nodes. The left side is a minimal bisetion of size |BW | = 6, the right side
shows a maximum ut of size |MC| = rN/2− 5. It illustrates that Eq. (1) is a highly
non-intuitive result, sine on a given graph there is no straightforward relation between
the set of edges in the maximum ut and the minimal bisetion. As we will show in
the rest of this note, hints of this onjeture already appeared in various forms in the
spin glass literature. Our goal is to ollet arguments for its justiation, state them
in a language that does not require knowledge of the replia or avity omputations,
provide evidene from preise numerial simulations, and most importantly, larify
the onditions under whih this onjeture holds and disuss its generalizations.
2. Statistial physis formulation of the problems
In statistial physis, max-ut and bi-partitioning an be formulated in terms of nding
the ground state of an Ising model on random r-regular graphs. For any graph, the
general Ising model Hamiltonian reads
H = −
∑
(ij)∈E
JijSiSj , (2)
where the sum extends over all edges in the graph, Jij is the interation strength, and
Si ∈ {−1,+1} are the Ising spin variables. The max-ut problem is ast as a ground
state of the anti-ferromagneti Ising model, i. e. minimization of (2) with Jij = −1 for
all (ij) ∈ E with respet to the values of the spins {Si}. The min-bisetion, or graph
bi-partitioning, is a ground state of the ferromagneti Ising model with magnetization
xed to zero, i. e. minimization of (2) with Jij = 1 for all (ij) ∈ E subjet to a
onstraint
∑
i Si = 0. Let EGS({Jij}) be the energy of the orresponding ground
state, then the size of the bisetion width and the max-ut are
|BW| = |E|+ EGS({Jij})
2
, |MC| = |E| − EGS({Jij})
2
, (3)
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where |E| is again the total number of edges.
One an interpolate between the max-ut and min-bisetion problems by taking
the interations Jij uniformly at random from a bimodal distribution
P (Jij) = ρδ(Jij + 1) + (1− ρ)δ(Jij − 1) (4)
and by xing the magnetization to zero when needed. The disorder in the interations
indues frustration on any kind of loopy lattie, in whih ase the Hamiltonian (2)
then provides a model for a spin glass [11℄. For sparse random regular graphs the
onjeture disussed here an be generalized as: The ground state energy of (2) is
asymptotially independent of ρ, i. e. in the large N limit it is
EGS({Jij}, ρ) = NeGS + o(N), (N →∞, 0 ≤ ρ ≤ 1). (5)
3. Previous results
In statistial physis of disordered systems, the replia or avity method [11, 12℄ and
a replia symmetry breaking sheme [13℄ is used to ompute the exat ground state
of Hamiltonian (2) at zero magnetization. Unfortunately, these tehniques are not
rigorous, although in many models their result have been proven, see e. g. Refs. [14, 15℄.
Using the replia method, Fu and Anderson [16℄ omputed the ground state energy
of graph bi-partitioning (ρ = 0) on dense random graphs, i. e. when the degree r = pN
(0 < p ≤ 1) is a onstant independent of the graph size N . Their result reads
EdenseGS = USKN
3
2
√
p(1− p) + o(N 32 ), (6)
where USK is the ground state energy density of the Sherrington-Kirkpatrik model
[17℄ omputed by the Parisi formula [13℄, a numerial evaluation giving USK =
−0.763219 . . .. They obtained this result by realizing that on the dense graphs the
replia equations for Hamiltonian (2) at zero magnetization are basially idential to
the replia equations for the Sherrington-Kirkpatrik model. Moreover, the minimal
bisetion of a graph G plus the maximum-ut of the omplement of G (i. e., the graph
omposed of edges that are not present in G) equals (N/2)2. Using this identity plus
Eqs. (3) and (6), we obtain that the bisetion width is the number of edges minus the
size of the max-ut |BW| = pN2/2− |MC|+ o(N3/2).
Similarly, using results on the ground state energy of the spin glass, ρ = 1/2,
Refs. [18, 19, 20, 21℄ omputed the bisetion width on sparse random regular graphs.
In the sparse ase, the size of the bisetion width is linear in the size of the system
and one therefore obtains |BW| = |E| − |MC| + o(N). This relation an be proven
rigorously on sparse random graphs with large degree in the rst two orders in the
degree, in partiular, |BW | = rN/2 + USKN
√
r + o(
√
r) + o(N) [22℄.
However, the existing literature never disusses for what ensembles of random
graphs the above results hold. A ounter-example is provided by the Erd®s-Rényi
random graphs, where every edge is present with probability α/(N−1). On the Erd®s-
Rényi random graphs the spin glass model, ρ = 1/2, and the max-ut, ρ = 1, have
a positive ground state energy above the perolation threshold, α > 1. In ontrast,
the bisetion width, ρ = 0, of an Erd®s-Rényi graph is positive only above α = 2 ln 2,
at whih point the giant omponent reahes size N/2. Thus, we need to disuss
the theoretial arguments for sparse random graphs and speify the onditions under
whih the max-ut and bisetion width are related.
Note also that on dense graphs, although onjeture (1) holds, the ground state
energy of (2) is not ρ-independent. Hene, generalization (5) holds only on sparse
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graphs. E. g., for p = 1 and ρ = 0 the ground state energy is zero, whereas for ρ = 1/2
the ground state energy is USKN
3/2
.
For ompleteness, let us note that the model (2) on random graphs without the
ondition on zero magnetization was studied in Ref. [23℄. It was found that there is an
r-dependent ritial value of 0 < ρc(r) < 1/2 suh that for ρ > ρc(r) the model with
zero magnetization or non-xed magnetization are asymptotially equivalent, and for
ρ < ρc(r) the two are dierent as the seond develops a non-zero magnetization. From
the one-step replia symmetry breaking solution, Ref. [23℄ found, e. g., ρc(3) = 0.142
and ρc(r)→ 1/2 for r →∞.
4. Theoretial arguments
We will argue that on sparse random graphs the ground state of (2) at zero
magnetization does not depend on the fration of anti-ferromagneti bonds ρ. The
main part of the argument is based on the fat that sparse random graphs (with nite
mean of the degree distribution) are loally tree like, i. e. the length of the shortest
yle passing trough a random node diverges when N →∞. On a tree, all dependene
on ρ an be "pushed" to the boundary onditions by using reursively from the root
the gauge transformations Jij → σiJijσj and si → σisi, where σi ∈ {±1} are hosen
in suh a way as to yield, say, Jij = −1 for all (ij)‡.
Note that this gauge transformation always onserves the Hamiltonian (2). So
we "only" need to disuss the dependene on the boundary onditions. There is a set
of properties on the boundary onditions that do inuene behavior in the bulk of the
tree, let us all these the relevant properties. To make the onnetion between the
system on trees and on the random graph, we need to onsider boundary onditions
on the tree having the same relevant properties as a onguration taken uniformly
at random from the zero-temperature Boltzmann measure assoiated with (2) on the
random graph.
Moreover, in order to argue in favor of our onjeture (5), we need the
relevant properties of the boundary onditions to stay unhanged after the gauge
transformation. A partiular relevant property is the total magnetization on the
boundary onditions. Note that gauge-ipping of any nite fration of random bonds
in the tree auses a random half of the spins on the boundary onditions to ip. Hene,
only the zero value of magnetization an be treated this way. This is a rst important
limitation of the onjeture (5)  the ρ-independene of the ground state of (2) at zero
magnetization does not generalize to non-zero values.
We said that all the relevant properties, not only the magnetization, of the
boundary onditions need to be onserved by the gauge transform. This entails an
impasse in the mathematial rigor of our disussion and we have to resort to non-
rigorous arguments impliit in the avity method. In the avity method approah
Mézard and Parisi [12℄ argue that the spae of ongurations and boundary onditions
an be split into states. Every state has an assoiated set of boundary onditions in
suh a way that within eah there is no dependene of the bulk properties on the preise
boundary onditions orresponding to the state. This notion is familiar from the Ising
ferromagnet in the low temperature phase, where there are two suh states. Mézard
and Parisi [12℄ treat the ase where the number of states grows exponentially with the
size of the system, this is alled replia symmetry breaking. If there is independene
‡ Any other pre-dened onguration of Jij 's would do as well.
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of the bulk on the boundary onditions, then there are no relevant properties, and an
empty set is ertainly onserved by the above gauge transformation. Thus, to nish
our argument we "only" need to show that the solution of the avity equations (that
desribe the splitting into states) is ρ-independent or, in other words, onserved by
the gauge transformation.
The avity equations are written in terms of loal magneti elds and their
distributions over the graph edges (and over the dierent states, if the orresponding
problem is glassy)§. It follows from the avity equations that, if there is a global
symmetry between positive and negative elds, then the system has to have zero
magnetization. However, the opposite is not true: requirement of zero magnetization
does now imply the distribution of elds to be symmetri around zero. The
inhomogeneity in the graph degree may lead to zero magnetization without overall
plus-minus symmetry, as an be illustrated again by the example of Erd®s-Rényi
graphs above the perolation threshold, see Ref. [24℄. There, at ρ = 0 the denser
parts of the graph are more likely to have positive (or negative) elds, and sparser
parts have exessive negative (or positive) elds. Again, suh a non-trivial symmetry
breaking is not onserved by the gauge transform and, hene, on Erd®s-Rényi graphs
the ground state of (2) may be (and in fat is) ρ-dependent. Other ensembles of
non-regular random graphs may also have this degree-utuations driven symmetry
breaking and hene no reason for validity of (5), in partiular for low values of ρ where
the equilibrium value of magnetization is not zero‖.
Random regular graphs, on the other hand, have no inhomogeneity in degree
and they loally look the same from any node in the graph. Moreover, for ρ = 0
and ρ = 1 there is no inhomogeneity in the interations Jij either, hene, the avity
elds (or their distribution over states) have to be the same on every edge. In suh
a ase, the only way to obtain zero magnetization is to have avity-eld distributions
symmetri around zero. Hene one obtains the same avity equations for both, the
graph bisetion (ρ = 0) and the max-ut (ρ = 1) problems. For the remaining values
of 0 < ρ < 1, the neighborhood of every node is dierent in terms of the set of
interations Jij . However, this dierene an be pushed to the boundary onditions
via the gauge transformation. And from the independene on boundary onditions in
every state it follows that the distribution of elds is the same on every edge.
In onlusion, the solution of the avity equations for the ground state of (2) at
zero magnetization are the same for every 0 ≤ ρ ≤ 1; this is true on any level of replia
symmetry breaking and, onsequently, the ground state energy of (2) is ρ-independent,
as long as the graph of interations is regular.
5. Numerial evidene
We use the extremal optimization (EO) heuristis [25, 29℄ to nd ground states of
(2) at zero magnetization for dierent values of ρ. The EO heuristis has been used
previously for nding ground states on random graphs for graph bi-partitioning (ρ = 0)
[26, 27, 28, 30℄, and for spin glasses (ρ = 1/2) [31, 33℄. Thus, it is perfetly suited to
approximate ground states over the entire range of 0 ≤ ρ ≤ 1.
§ In omputer siene the loal magneti elds are known as the beliefs in the belief propagation
algorithm, and dierent states orrespond to dierent belief propagation xed points.
‖ On the other hand the ρ-independene may be valid for ρ above some ritial value. For example,
the spin glass ρ = 1/2 is equivalent to the anti-ferromagnet ρ = 1 on other ensembles of sparse
random graphs where the bisetion ρ = 0 is not.
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A detailed study of the τ -EO algorithm in its appliation to graph bi-partitioning
and spin glasses is already provided in Refs. [26, 28℄, and we add only a number
of minor modiations here. EO onsiders eah vertex of a graph as an individual
variable with its own tness parameter. In the graph bi-partitioning, or for any other
0 < ρ ≤ 1, it assigns to eah vertex i a tness λi = −bi, where bi is the number
of bad (unsatised) edges onneting i to other verties. At all times an ordered
list is maintained, in the form of a permutation Π of the vertex labels i, suh that
λΠ(1) ≤ λΠ(2) ≤ . . . ≤ λΠ(N), and i = Π(k) is the label of the k-th ranked vertex in the
list. In its most elementary version, EO fores sequential updates of the momentary
worst variable i = Π(1) at any update step, irrespetive of the outome, induing
a asade of adaptive reorderings in the list. Sine all variables oupy an idential
and O(1)-sized state spae, λi = 0,−1, . . . ,−r, for r-regular graphs, the list is highly
degenerate and maintaining order or seleting variables (with fair tie-breaking rules)
is done in O(1) omputations.
To dene a loal searh of the onguration spae, we must dene a
neighborhood for eah onguration within this spae. At zero magnetization for
all 0 ≤ ρ ≤ 1, as an improvement over our previous implementation of EO for
graph bi-partitioning, we proeed here by allowing imbalaned partitions up to a
margin of ±2 verties, independent of system size N . Then, we an pursue single-
variable updates as long as the resulting onguration remains within the allowed
imbalane. Valid ground states are only aepted, if the urrent partition is perfetly
balaned (although any O(1) imbalane for inreasing N should result in idential
saling behavior). In this form, the single-ip neighborhood trivially generalizes to
spin glasses at freely utuating magnetization, for whih we simply ignore whether
partitions remain balaned within the margins or not.
Muh improved results are obtained with the following one-parameter
implementation [25℄, alled τ -EO: An integer 1 ≤ k ≤ N is drawn from a probability
distribution P (k) ∝ k−τ , 1 ≤ k ≤ N , on eah update, for xed τ . Then, the vertex
i = Π(k) from the rank-ordered list of tnesses is seleted for an unonditional update.
Over the ourse of a run (here with tmax = 0.1N
3
update steps), the osts of the
ongurations explored varies widely, sine eah update an result in better or worse
tnesses. The ost minimum of the best onguration seen during all runs for an
instane is the output of the EO-algorithm. We hoose at least three unorrelated
restarts for eah instane here. The number of restarts is automatially adjusted for
eah instane suh that twie as many runs are undertaken than was neessary to
enounter the putative ground state for the rst time. Only at larger system sizes and
degree r, when more than 10% of instanes require more than those three restarts, we
initially set the duration of eah run to up to tmax = 0.5N
3
update steps.
Note that no sales to limit utuations are introdued into the proess, sine the
seletion follows the sale-free power-law distribution over ranks P (k) and sine all
moves are aepted. Instead of a global ost funtion, the rank-ordered list of tnesses
provides the information about optimal ongurations. This information emerges in a
self-organized manner, merely by seleting with a bias against badly adapted variables,
rather than ever breeding better ones. A theoretial analysis of the optimal τ -value
is disussed at length in Refs. [28, 25, 34℄, here, some initial trials suggest optimal
values of τ = 1.2− 1.3, whih we have used throughout.
Let us all eGS(ρ,N) the ground state energy density, averaged over graphs and
disorder in interations, of (2) at magnetization xed to zero, with ρ being the fration
of anti-ferromagneti edges and N the graph size. Denote by e˜GS(ρ,N) the same
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quantity at an arbitrary magnetization. We have obtained eGS(ρ,N) on random
regular graphs of degrees r between 3 and 10, and graph sizes between N = 32 and
1024. Statistial errors of our averages have been kept small by generating a large
number of instanes for eah N and r, typially nI ≈ 106 for N ≤ 200, nI ≈ 105 for
N ≥ 256.
All our data are indeed onsistent with the onjeture that on sparse random
regular graphs the ground state energy of (2) at zero magnetization is ρ-independent
in the thermodynami limit, N → ∞. However, we also observe that the nite-size
orretion are ρ-dependent. This an be understood intuitively on the very partiular
ase of random 2-regular graphs. A random two-regular graph is basially a set of
yles of length ∼ logN . Hene, whereas the bisetion width is at most 2 edges, the
number of edges minus the max-ut size is of order N/ logN (a unit ost for every
other yle in the graph). For r ≥ 3, the nite size orretion are not that large, but
they are quite dierent for dierent values of ρ.
r e1RSB e˜GS
(
ρ = 12
)
eGS (ρ = 0) ω (ρ = 0)
3 -1.27231 -1.2716(1) -1.2704(2) 0.89
4 -1.47295 -1.472(1) -1.469(1) 0.92
5 -1.67520 -1.673(1) -1.6717(5) 0.86
6 -1.82917 -1.826(1) -1.824(1) 0.87
7 -1.99566 -1.990(3) -1.990(1) 0.85
8 -2.12681 -2.121(1) -2.120(2) 0.87
9 -2.27093 -2.2645(5) -2.263(3) 0.85
10 -2.38769 -2.378(3) -2.379(4) 0.86
Table 1. Asymptoti ground state energy per spin for dierent values of the
graph degree r. The seond olumn, e1RSB, present ρ-independent one-step
replia symmetry breaking results [35℄. The third olumn, eGS(1/2), ontains the
numerial values of the extrapolated ground state energy for the spin glass[31℄,
ρ = 1/2. The fourth and fth olumn give ground state energies eGS(0) and
saling oeients ω(0) for the graph bisetion problem obtained from innite
graph-size extrapolations aording to (7), as shown in Fig. 2. With minor
exeptions for the smallest degrees, eGS(1/2) and eGS(0) are the same within
error bars. Moreover, laking a theoretial justiation for Eq. (7), the eetive
error bars of the tted values are larger than denoted in the table.
In Tab. 1, we ompare the asymptoti ground state energy densities for dierent
values of graph degree r. The seond olumn in this table presents the ρ-independent
one-step replia symmetry breaking results for the ground state energy of (2) at zero
magnetization, omputed with the formalism developed in Ref. [35℄. Note that the
exat value for the ground state would be provided by the full-step replia symmetry
breaking sheme whih would give slightly larger values. The data in the third olumn
are taken from Ref. [31℄. In this ase the magnetization was not xed to be exatly
zero on every instane, but it is zero in density in the thermodynami limit. The data
in [31, 32℄ are onsistent with a power law saling
eGS(N) = eGS + aN
−ω . (7)
with the value of the exponent ω = 2/3 for all r. The nite-size saling for the graph
bisetion is learly not onsistent with ω = 2/3, as is illustrated in Fig. 2 separately
for odd and even values of r¶. As was noted in Refs. [31, 33℄, ground state energies
¶ Note, however, that due to possibly strong higher order orretions to (7) the values of ω in Table 1
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are strongly aeted by the existene or absene of "free spins" on graphs with purely
even or odd degrees, respetively.
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1/N2/3
-0.76
-0.74
-0.72
-0.70
-0.68
e G
S(ρ
,
N
) / 
r1
/2
r = 3
r = 5
r = 7
r = 9
fit
ρ = 0
0 0.01 0.02 0.03 0.04 0.05 0.06
1/N2/3
-0.76
-0.74
-0.72
-0.70
-0.68
-0.66
e G
S(ρ
,
N
) / 
r1
/2
r =  4
r =  6
r =  8
r =10
fit
ρ = 0
Figure 2. Plot of the resaled average ground-state energy densities, eGS(N)/
√
r,
for the bi-partitioning of random regular graph of degree r as a funtion of 1/N2/3.
Errors are smaller than symbol sizes and are omitted for larity. Non-linear ts
to eah data set aording to Eq. (7) are indiated by dashed lines. Symbols on
the ordinate (green diamond for odd r, red star for even r) mark the extrapolated
values from Table 1 (resaled by 1/
√
r) of the orresponding spin glass ground
states from Ref. [31℄. For large even and odd degree r, the extrapolated values
approah the ground state energy of the Sherrington-Kirkpatrik model USK
(blak ross). The data are onsistent with the onjeture that the spin glass
asymptoti ground states are equal to the graph bi-partitioning ones.
On the left hand side of Fig. 3, we study numerially the dependene of average
ground-state energies as a funtion of ρ at nite sizes on 3-regular graphs only. While
there are signiant dierenes in the magnitude of orretions  even on average 
for the smaller sizes, nite-size behavior soon beomes virtually independent of ρ and
appears to onverge towards the thermodynami values found onsistently at ρ = 0
and 1/2 listed in Tab. 1.
On the right hand side of Fig. 3, we address the question on how nite-size
orretions are impated by the onstraint on magnetization being xed to zero.
We ompare the average ground state energy of the anti-ferromagnet (ρ = 1) with
magnetization stritly zero and with no onstraint on magnetization. Clearly, in the
unonstrained ase the distribution of ground-state magnetizations is symmetrial
above ρc, with vanishing utuations in the thermodynami limit. Hene, the
average magnetization must be zero. Yet, at nite size, it seems oneivable that
xing the magnetization makes otherwise lower-energy states, i. e. ground states
of the orresponding unonstraint model, unattainable, whih may shift the ground
state energies of the onstraint system upwards. Indeed, as Fig. 3 demonstrates,
while indistinguishable thermodynamially, average energies inrease by large amounts
relative to the unonstraint ase espeially for small sizes. But the atual nite-size
orretions seems to be ompatible with ω = 2/3 in both ases. In our simulations,
we generate r-regular graphs in suh a way that multiple edges between idential
verties are not forbidden in their random assignment. Suh multi-linked verties
have a probability of ∼ 1/N and, although notieable at small size, do not aet any
asymptoti saling, see Fig. 3. Forbidding suh edges makes it diult to generate
valid graphs espeially at larger r and small sizes.
may be skewed.
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Figure 3. Left: The average ground state energy density for nite-size 3-regular
graphs as a funtion of the density of anti-ferromagneti bonds, ρ. The red dashed
line marks the value extrapolated for ρ = 0 or 1/2 from Tab. 1. The data are
onsistent with the onjeture that the ground state energy is asymptotially
independent of ρ. Right: Plot of average ground state energies for the purely
anti-ferromagneti spin model (ρ = 1) on 3-regular graphs as a funtion of system
size, both, at xed (M = 0) and at unonstraint magnetization. The onstraint
ase appears to extrapolate well linearly on a N−2/3 sale without any transient,
while the unonstraint ase shows a small deviation of about 5% when all data
is tted aording to Eq. (7). With blue squares, we also plot data for the same
problem with unonstraintM but disallowing multiple edges between two verties.
All other data was obtained allowing graphs with suh edges.
6. Possible generalizations
As we have argued above, the relation between max-ut and bisetion width does not
generalize (at least not straightforwardly) to the ase of non-zero magnetization (not
equally-sized groups) nor to the ase of non-regular graphs. However, it does generalize
to nite temperature properties of the Hamiltonian (2) at zero magnetization.
The relation between max-ut being the number of edges minus the bisetion
width also generalizes to the ase of hyper-graphs. In statistial physis, orresponding
models are know as models with p-spin interations, in omputer siene as the XOR-
SAT problem (boolean onstraint satisfation problem onsisting of sets of linear
equations).
An alluring but not (fully) valid generalization to disuss is the ase of Potts spins
si = 1, . . . , k. The max-ut problem is then replaed by max-k-oloring problem and
the bisetion by k-partitioning. Aording to a result by Kanter and Sompolinsky
[36℄, analogous to the one of [16℄, in dense graphs the two problems are related. Be
pN the degree of the graph, and k the number of olors, then aording to Ref. [36℄
the maximum number of non-monohromati edges is
|MaxCol| = p
2
N2
(
1− 1
k
)
+N
3
2
|U(k)|
k
√
p(1− p), (8)
whereas the minimal number of edges between groups in the best balaned k-partition
is
|k−part| = p
2
N2
(
1− 1
k
)
−N 32 |U(k)|
k
√
p(1− p). (9)
Here, U(k) is in both the expressions for the ground state energy of the fully-onneted
Potts model with k olors [37℄, numerially given in Ref. [36℄, while in the large-k limit
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it is limk→∞ U(k) =
√
(k ln k). For k = 2 the relations (8-9) redue to the Fu and
Anderson result (6).
Based on the analogy of the dense graph ase, we would thus expet a
generalization for sparse graphs, p = c/N , also for k > 2. However, for three and
more olors there is no apparent relation between the max-oloring and k-partitioning.
Whereas there are some version of the Potts glass equivalent to the oloring problem,
see e. g. Ref. [38℄, there is no obvious Gauge transform able to transfer the Potts
ferromagnet (allowing 1 out of q values) on the Potts anti-ferromagnet (allowing q− 1
out of q values). This an be seen expliitly in the dierene between the replia
symmetri equations for the two problems. In the warning-propagation sense [39℄,
the neutral warning in max-oloring is reated, if two olors have the same value of
an inoming eld and the third one has a larger value. In ontrast, in partitioning
the third value needs to be smaller. Also, the expressions for the replia symmetri
energy are dierent, even after numerial evaluation. The equivalene thus holds only
asymptotially in the rst two orders of the degree of the graph (as suggested by the
result in Ref. [36℄). This underlines the exeptional nature of our main onjeture (1)
for k = 2.
7. Conlusion
In this note we desribe, explain, and support by numerial evidene a onjeture
that on sparse random regular graphs the ground state energy value of the spin glass
Hamiltonian (2) at magnetization xed to zero does not depend on the fration of
anti-ferromagneti bonds. Although hints towards this onjeture an be found in the
existing literature, we state it as a lear mathematial onjeture understandable for
non-speialist in spin glass theory: In random regular graphs, the asymptoti size of
the max-ut equals the number of edges minus the minimal bisetion width. We also
summarize neessary onditions and limitations of this onjeture, in partiular, that
it does not generalize (at least not in a way we ould see) to non-regular graphs and
non-zero values of the magnetization. We also support the onjeture by extensive
numerial evaluations of the ground states. Finally, we are positive that this note will
be useful for the mathematial and omputer siene ommunity and that it will lead
to a proof of this onjeture in the near future.
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