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Abstract
We introduce new classes of n-by-n matrices with complex entries which can be scaled by a diagonal
matrix with complex entries to be normal or Hermitian and study the Schur-type stability properties of these
matrices.
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1. Introduction
We seek the answers to two questions. First, classify those matrices in Mn(C) which can be
scaled by a diagonal matrix with complex entries to be either Hermitian or normal. Our efforts
to answer this question are found in Sections 2 and 3. The second question is to describe the
Schur-type stability properties of these matrices. Our results are found in Section 4.
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As usual, ρ(A) denotes the spectral radius of A ∈ Mn(C), and A∗ is the conjugate transpose of
A. We write A > 0 if A is a positive definite matrix. If A ∈ Mn(C) and α is an index set contained
in {1, . . . , n}, we denote by A[α] the principal submatrix of A that contains the rows and columns
indexed by α.
We establish notation for the following sets of matrices in Mn(C):
(i) DU is the set of all diagonal unitary matrices in Mn(C).
(ii) D1 is the set of diagonal matrices D in Mn(C) such that ρ(D)  1.
(iii) D+ is the set of n-by-n positive diagonal matrices, and
(iv) Dinv is the set of invertible diagonal matrices in Mn(C).
The question of characterizing those A ∈ Mn(R) for which a matrix D ∈ D+ exists such that
AD is symmetric originated in the study of “compartment problems” in mathematical biophysics
and dielectric relaxations [7,15]. Such a matrix is said to be symmetrizable. Several character-
izations of symmetrizable matrices are presented in [10]. This problem was soon generalized to
allow the entries of A to be arbitrary real numbers or complex numbers, while restricting D to
D+ [2–5,10,13,14,16].
The next well known theorem describes those matrices in Mn(C) that can be diagonally scaled
by a positive diagonal matrix to be Hermitian. A matrix A = [aij ] in Mn(C) is strongly sign-
symmetric if for i /= j either aij = aji = 0 or aij aji > 0. A matrix A = [aij ] in Mn(C) is cycle
balanced if for any sequence i1, i2, . . . , ik ∈ {1, 2, . . . , n}, we have
ai1i2ai2i3 · · · aiki1 = ai1ik aikik−1 · · · ai2i1 .
Theorem 1.1. For A ∈ Mn(C), the following statements are equivalent:
(i) A is cycle balanced and strongly sign-symmetric.
(ii) There exists D ∈ Dinv such that D−1AD is Hermitian.
(iii) There exists K ∈ D+ such that K−1AK is Hermitian.
(iv) There exists F ∈ D+ such that AF is Hermitian.
Proof. The equivalence of (i) and (ii) is demonstrated in [13] and the remaining implications are
straight forward. 
We generalize the set of matrices described in Theorem 1.1 by defining A ∈ Mn(C) to be
Hermitiable if there is a U ∈ DU and a K inD+ such that K−1AUK is Hermitian. This condition
is easily seen to be equivalent to the existence of D ∈ Dinv such that AD is Hermitian. Example
1.2 shows that the new class of Hermitiable matrices strictly includes those matrices described in
Theorem 1.1.
Example 1.2. Let
A =
[
ei
π
2 ei
5π
4
ei
π
2 ei
π
4
]
.
If D = diag{e−i π2 , e−i 5π4 }, then AD =
[
1 1
1 −1
]
and so A is Hermitiable. However, there does
not exist F ∈ D+ such that AF is Hermitian.
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We study the set of Hermitiable matrices in Section 2. For A ∈ Mn(C), we say that A is
normalizable if there is a U ∈ DU and a K ∈ D+ such that K−1AUK is normal. Section 3
contains our results on normalizable matrices. We classify these classes of matrices in terms of
the graph associated with a matrix.
The Schur-type stability properties for A ∈ Mn(C) that we study in Section 4 are:
P1: ρ(A) < 1,
P2: U ∈ DU implies ρ(AU) < 1,
P3: T ∈ D1 implies ρ(AT ) < 1,
P4: there is a D ∈ D+ such that D − A∗DA > 0,
P5: there is a D ∈ D+ such that for every T ∈ D1, D − (AT )∗D(AT ) > 0.
If the matrices are required to have real entries it is well known that P5 ⇒ P4 ⇒ P3 ⇒ P2 ⇒ P1,
P4 and P5 are equivalent for all n, P2–P5 are equivalent when n = 2, and P1 does not generally
imply the other properties [1,11]. In Section 4, we show these results are also true in the complex
case and study the Schur-type stability properties of the classes of Hermitiable and normalizable
matrices introduced in Sections 2 and 3.
2. Hermitiable matrices
We begin by stating several equivalent definitions of a Hermitiable matrix. For this purpose,
notice that for A ∈ Mn(C) there is a canonical entry-wise decomposition into a positive scalar and
a complex number on the unit circle, except that we decompose the entry 0 into (0)(0). We write
A = |A| ◦ Aθ in which |A| = [|aij |], each entry of Aθ is on the unit circle or 0, and ◦ denotes the
entry-wise Hadamard product.
Theorem 2.1. For A ∈ Mn(C), the following are equivalent:
(i) there exist K ∈ D+ and U ∈ DU such that K−1AUK is Hermitian;
(ii) there exist D ∈ Dinv and U ∈ DU such that D−1AUD is Hermitian;
(iii) there exists D ∈ Dinv such that DA is Hermitian;
(iv) there exists E ∈ Dinv such that AE is Hermitian;
(v) there exist D,E ∈ Dinv such that DAE is Hermitian;
(vi) for the canonical decomposition A = |A| ◦ Aθ there exists K ∈ D+ and U ∈ DU such that
|A|K is symmetric and AθU is Hermitian.
Proof. (i) ⇔ (ii) can be seen by writing D ∈ Dinv as D = KV where K = |D| ∈ D+ and V ∈
DU . Note that if B = D−1AUD is Hermitian then so is VBV ∗ = K−1AUK .
(iii) ⇔ (iv) can be seen by taking E = (D∗)−1.
(iv) ⇔ (i) follows by writing |E| = K2.
(v)⇔ (iv) becauseE∗A∗D∗ = DAE if and only if (AE(D∗)−1)∗ = D−1E∗A∗ = AE(D∗)−1.
(vi) ⇔ (i) by observing thatK−1AUK = (K−1|A|K) ◦ (AθU) and recalling that forK ∈ D+,
K−1|A|K is symmetric if and only if there exists K˜ ∈ D+ such that |A|K˜ is symmetric. 
Definition 2.2. A ∈ Mn(C) is said to be Hermitiable if it satisfies any one of the equivalent
conditions of Theorem 2.1.
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It is clear that A is Hermitiable if and only if every principal submatrix of A is Hermitiable. If
A is Hermitiable, then A and Aθ must be combinatorially symmetric (that is, the (i, j) entry of A
is nonzero if and only if the (j, i) entry is nonzero). Since a reducible combinatorially symmetric
A ∈ Mn(C) is permutation similar to a direct sum of irreducible matrices we focus our attention
upon the Hermitiability of irreducible matrices.
Condition (vi) of Theorem 2.1 allows us to consider the Hermitiability of A ∈ Mn(C) in terms
of the symmetrizability of |A| and the Hermitiability of Aθ .
By Theorem 1.1, |A| is symmetrizable if and only if |A| is cycle balanced and combinatorially
symmetric. Thus, to examine A for Hermitiability we assume that |A| is symmetrizable and find
conditions on Aθ that guarantee the existence of a U ∈ DU so that AθU Hermitian.
To discuss the conditions that are needed for the Hermitiability of a matrix A, we intro-
duce the notion of a graph G(A) associated with a matrix A. The graph G(A) of an n-by-n
combinatorially symmetric matrix A has a set of vertices {v1, v2, . . . , vn} and an edge set E of
(undirected) edges defined as follows: eij = vivj is an edge of G(A) if and only if aij /= 0, i /= j ,
and i, j = 1, 2, . . . , n. We use |E| to denote the number of edges in E.
Remark 2.3. G(A) has the following properties:
(i) There is at most one edge between each pair of distinct vertices and there are no loops.
(ii) G(A) is independent of the diagonal entries of A.
(iii) G(A) is connected if and only if A is irreducible [9, p. 362].
(iv) If |E| = 0, then A is a diagonal matrix, and there exists U ∈ DU such that AU is Hermitian.
Definition 2.4. LetG(A)be the graph of a combinatorially symmetric matrixA = [aij ] inMn(C).
Let v and w be vertices in G(A).
(i) A walk from v to w has the form v0v1v2 · · · vn where v0 = v and vn = w. The trivial walk
from v to v consists of the single vertex v.
(ii) A path from v to w is a walk from v to w that does not contain a repeated vertex.
(iii) A closed walk is a walk that starts and ends at the same vertex.
(iv) A cycle is a closed walk that does not have any other repeated vertex except for the first and
last.
(v) If P = v1v2 · · · vk is a path connecting v1 to vk , then P−1 denotes the path connecting vk
to v1.
(vi) A vertex vi is a specified vertex in G(A) if and only if aii /= 0.
(vii) If G(A) has no specified vertices, then A is called a hollow matrix (A has a zero main
diagonal).
Definition 2.5. We defineAn to be the family of irreducible matrices A in Mn(C) for which |A|
is cycle balanced and combinatorially symmetric.
Let A = |A| ◦ Aθ belong to An with Aθ = [eiθjk ]. If G(A) has d specified vertices and |E|
edges, there existsU = diag[eiγ1 , . . . , eiγn ] such thatAθU is Hermitian if and only if the following
(d + |E|)-by-n system of linear equations is consistent:
γj ≡ −θjj (mod π) if ajj /= 0, and
(θlk + γk) + (θkl + γl) ≡ 0 (mod 2π) if alkakl /= 0.
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If we set
tkl = tlk = −(θkl + θlk)
for k /= l we can rewrite this system as
γj ≡ −θjj (mod π) if vj is specified (ajj /= 0), and
γk + γl ≡ tkl (mod 2π) for each edge ekl in E(aklalk /= 0). (1)
Remark 2.6. Note that U ∈ DU Hermitianizes Aθ if and only if −U Hermitianizes Aθ since
AθU = (AθU)∗ = U∗A∗θ
if and only if
Aθ(−U) = −(AθU)∗ = (−U)∗A∗θ .
We proceed to exhibit those classes of matrices inAn which are Hermitiable.
Example 2.7. Let
A =
[|a11| |a12|
|a21| |a22|
]
◦
[
eiθ11 eiθ12
eiθ21 eiθ22
]
belong to M2(C) and be combinatorially symmetric. If A is a diagonal matrix, then A is Hermitia-
ble by Remark 2.3. If both off-diagonal entries are nonzero and at least one of the diagonal entries
is zero, it is easy to find F ∈ Dinv such that AF is Hermitian. If none of the entries of A is zero,
then A is Hermitiable if and only if |A| is symmetrizable and there exists U = diag[eiγ1 , eiγ2 ]
such that AθU is Hermitian. Clearly, |A| is symmetrizable and there will exist a suitable U if and
only if the system of Eq. (1) is consistent:
γ1 ≡ −θ11 (mod π),
γ2 ≡ −θ22 (mod π),
γ1 + γ2 ≡ −θ12 − θ21 (mod 2π).
It is easily seen that a suitable U exists if and only if Aθ satisfies the condition
(θ11 + θ22) − (θ12 + θ21) ≡ 0 (mod π).
This example can easily be extended to provide a proof of the following proposition.
Proposition 2.8. Every two-by-two principal submatrix A[{k, l}] of A ∈An with all nonzero
entries is Hermitiable if and only if the entries of Aθ [{k, l}] satisfy
(θkk + θll) − (θkl + θlk) ≡ 0 (mod π).
If n > 2, then the Hermitiability of the two-by-two principal submatrices of A is not sufficient
for the Hermitiability of A as is shown in the next example.
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Example 2.9. Let A be a three-by-three complex matrix such that |A| is symmetrizable. If Aθ =
[eiθkl ] consists of the angles [θkl] for k, l = 1, 2, 3 given by⎡⎣π2 π3 0π
6 0
3π
4
π 3π4
π
2
⎤⎦ ,
it is easy to check that all two-by-two principal submatrices are Hermitiable but it is not possible
to find U ∈ DU such that AθU is Hermitian.
In Example 2.7, we found that if A ∈A2 and G(A) has one edge and at most one specified
vertex, then A is Hermitiable. The following theorem generalizes this result.
Theorem 2.10. Let A ∈ Mn(C) be a combinatorially symmetric matrix which is either hollow or
has exactly one nonzero diagonal entry. If G(A) is a tree, then A is Hermitiable.
Proof. We wish to find D ∈ Dinv such that AD is Hermitian. Suppose ajj /= 0 for some j and
choose arg(dj ) = −arg(ajj ) (or−arg(ajj ) + π ). LetN(j) = {j1, j2, . . . , jl}be the set of vertices
in G(A) adjacent to j . The corresponding system of equations used to define D is
djajmj = d¯jm a¯jjm
for m = 1, 2, . . . , l. These equations determine |dj1 |, . . . , |djl | up to |dj |. The arguments of
dj1 , dj2 , . . . , djl are determined (mod 2π ) by our choice of arg(dj ).
Next, for each ji ∈ N(j), define
N2(ji) = {v ∈ N(ji) whose distance from j is two}.
SinceG(A) is a tree, the setsN2(ji) are pairwise disjoint for i = 1, 2, . . . , l. For each nonempty set
N2(ji), a similar set of equations can be solved for a given value of dji . In general, if w ∈ Nk(v),
we define
Nk+1(w) = {u ∈ N(w) whose distance from j equals k + 1}.
For each k, these subsets of vertices are pairwise disjoint. The moduli of the corresponding
diagonal elements are uniquely determined up to |dj |, and their arguments are determined (mod
2π ) by our choice of arg(dj ). Since V is finite, this process terminates and D is determined.
If A is a hollow matrix, let vj be an arbitrary vertex. Choose dj /= 0 arbitrarily and proceed as
before. 
Remark 2.11. IfG(A) is a tree with one specified vertex, then the system of equations (1) consists
of n equations in n variables, and the proof of Theorem 2.10 shows that the rank of the coefficient
matrix is n. If there are no specified vertices, then there are n − 1 equations and the rank of the
coefficient matrix is n − 1.
Example 2.12. Let A = |A| ◦ Aθ be a hollow matrix in A3 and suppose that G(A) is a three-
cycle. If U = diag[eiα, eiβ, eiγ ], then AθU will be Hermitian if and only if α, β, and γ satisfy
system (1):
α + β = t12 + 2aπ,
α + γ = t31 + 2bπ,
β + γ = t23 + 2cπ
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for some integers a, b, and c. We may solve this system to obtain
α = t12 − t23 + t31
2
+ (a + b − c)π,
β = t23 − t31 + t12
2
+ (a − b + c)π,
γ = t31 − t12 + t23
2
+ (−a + b + c)π.
It can be easily verified that the coefficients of π all have the same parity. Therefore, either
α ≡ t12 − t23 + t31
2
(mod 2π),
β ≡ t23 − t31 + t12
2
(mod 2π),
γ ≡ t31 − t12 + t23
2
(mod 2π)
or
α ≡ t12 − t23 + t31
2
+ π (mod 2π),
β ≡ t23 − t31 + t12
2
+ π (mod 2π),
γ ≡ t31 − t12 + t23
2
+ π (mod 2π).
We refer the reader to Remark 2.6.
This example can be extended to an arbitrary odd cycle.
Lemma 2.13. If A ∈A2l+1 is a hollow matrix such that G(A) is an odd cycle, then A is Hermi-
tiable. Moreover, U = diag[eiγ1 , . . . , eiγ2l+1 ] Hermitianizes Aθ = [eiθjk ] if and only if
γj ≡ αj (mod 2π) or γj ≡ αj + π (mod 2π), (2)
where
α1 = t12 − t23 + · · · + t2l+1,12 ,
α2l+1 = t2l+1,1 − t12 + · · · + t2l,2l+12
and
αj = tj,j+1 − tj+1,j+2 + · · · + (−1)
2l+1−j t2l+1,1 + (−1)2l−j t12 + · · · + tj−1,j
2
for j = 2, . . . , 2l.
Proof. Let G(A) be the odd cycle C = v1v2 · · · v2l+1v1. There exists U = diag[eiγ1 , . . . , eiγ2l+1 ]
such that AθU is Hermitian if and only if the system of 2l + 1 linear equations in the variables
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γ1 through γ2l+1 given by (1) is consistent:
γj + γj+1 ≡ tj,j+1 (mod 2π),
γ1 + γ2l+1 ≡ t1,2l+1 (mod 2π)
for j = 1, . . . , 2l.
We claim the coefficient matrix of this system is nonsingular. For if x = [xj ] belongs to the null
space then xj+1 = −xj , j = 1, 2, . . . , 2l, and x2l+1 = −x1 imply that x2l+1 = (−1)2lx1 = −x1
and hence x = 0. Therefore, given integers bj , the system
γj + γj+1 = tj,j+1 + 2bjπ,
γ1 + γ2l+1 = t1,2l+1 + 2b2l+1π,
where j = 1, 2, . . . , 2l, has a unique solution. To solve for xj , 2  j  2l, write the system of
equations as
γj + γj+1 = tj,j+1 + 2bjπ,
γj+1 + γj+2 = tj+1,j+2 + 2bj+1π,
...
γ2l + γ2l+1 = t2l,2l+1 + 2b2lπ,
γ2l+1 + γ1 = t2l+1,1 + 2b2l+1π,
γ1 + γ2 = t12 + 2b1π,
...
γj−2 + γj−1 = tj−2,j−1 + 2bj−2π,
γj−1 + γj = tj−1,j + 2bj−1π.
The first 2l equations imply that
γj − γj−1 = tj,j+1 − tj+1,j+2 + · · · + (−1)2l+1−j t2l+1,1 + (−1)2l−j t12 + · · · − tj−2,j−1
+ (bj − bj+1 + · · · + (−1)2l+1−j b2l+1 + (−1)2l−j b1 + · · · − bj−2)2π.
Since γj−1 + γj = tj−1,j + 2bj−1π , we see that
γj = tj,j+1 − tj+1,j+2 + · · · − tj−2,j−1 + tj−1,j2 + (bj−1 + bj − bj+1 + · · · − bj−1)π
for j = 2, . . . , 2l.
Note that the integer coefficients of π , aj = bj−1 + bj − bj+1 + · · · − bj−2, for
j = 2, . . . , 2l, have the same parity since aj + aj+1 = 2bj , for j = 2, . . . , 2l.
In a similar manner, one can show that
γ1 = t12 − t23 + · · · + t2l+1,12 + (b1 − b2 + · · · + b2l+1)π,
γ2l+1 = t2l+1,1 − t12 + · · · + t2l,2l+12 + (b2l+1 − b1 + b2 − · · · + b2l )π
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and the integer coefficients aj of π have the same parity, j = 1, . . . , 2l + 1. Hence, either γj ≡
αj (mod 2π) or γj ≡ αj + π (mod 2π) where
α1 = t12 − t23 + · · · + t2l+1,12 ,
α2l+1 = t2l+1,1 − t12 + · · · + t2l,2l+12
and
αj = tj,j+1 − tj+1,j+2 + · · · + (−1)
2l+1−j t2l+1,1 + (−1)2l−j t12 + · · · + tj−1,j
2
,
where j = 2, . . . , 2l. 
Theorem 2.14. If A ∈An is a hollow matrix such that G(A) is unicyclic with one odd cycle then
A is Hermitiable.
Proof. Suppose G(A) is unicyclic with the odd cycle C = v1v2 · · · vkv1. Selecting |d1| = 1,
|d2| = | a21a12 |, . . . , |dk| = |
ak1
a1k
|, it follows from Theorem 1.1 and Lemma 2.13 that the principal
submatrix of A corresponding to C can be Hermitianized by
D′ = diag[1eiγ1 , |d2|eiγ2 , . . . , |dk|eiγk ] = diag[d1, d2, . . . , dk]
if and only if the principal submatrix of |A| corresponding to C is cycle balanced. Now visualize
G(A) as a collection of trees T1, . . . , Tk joined to vertices of C (some of the trees may be trivial).
Suppose a tree Ti is attached to the vertex i of the odd cycle. For such a tree, we apply the proof
of Theorem 2.10. The value di obtained earlier provides the starting value that is needed in the
proof of Theorem 2.10. This process extends the diagonal matrix D′ to a diagonal matrix Di
corresponding to the vertices of the cycle and the tree Ti .
Repeating this process for each such tree produces a diagonal matrix D such that AD is
Hermitian. 
We will discover that the classes of matrices described in Theorems 2.10 and 2.14 are the only
classes for which the Hermitiability of A ∈An does not depend on the entries of Aθ .
Example 2.15. Consider the hollow matrix
B =
⎡⎢⎢⎢⎢⎢⎢⎣
0 eiπ/2 eiπ 0 0 0
1 0 eiπ/2 0 0 0
1 1 0 eiπ/2 0 0
0 0 eiπ/2 0 1 1
0 0 0 1 0 1
0 0 0 1 1 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
The graph G(B) consists of two three-cycles joined by an edge. Suppose that U =
diag[eiγ1 , eiγ2 , . . . , eiγ6 ] Hermitianizes B. Now, V = diag[e−iπ/2, 1, e−iπ/2] and −V are the
only matrices in DU that Hermitianize B[1, 2, 3] and W = ±I are the only matrices in DU
that Hermitianize B[4, 5, 6] by Lemma 2.13. If U Hermitianizes B, then U must Hermitianize
B[1, 2, 3] and B[4, 5, 6]. Therefore, U must be a direct sum of ±V and ±W . But then
(BU)[3, 4] =
[
0 ±eiπ/2
±1 0
]
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corresponding to the edge joining the two three-cycles is not Hermitian, and so B is not Hermi-
tiable.
If A ∈A6 is a hollow matrix whose graph G(A) is composed of two three-cycles connected
by an edge, the next example shows that the entries of Aθ must satisfy a condition if Aθ is to be
Hermitiable.
Example 2.16. Let A = |A| ◦ Aθ be a hollow matrix inA6 whose graph G(A) is represented by
If Aθ = [eiθjk ] and U = diag[eiγ1 , . . . , eiγ6 ], then AθU will be Hermitiable if and only if the
following system of equations, given by (1), is consistent:
γ1 + γ2 ≡ t12 (mod 2π),
γ2 + γ3 ≡ t23 (mod 2π),
γ1 + γ3 ≡ t13 (mod 2π),
γ4 + γ5 ≡ t45 (mod 2π),
γ5 + γ6 ≡ t56 (mod 2π),
γ4 + γ6 ≡ t46 (mod 2π),
γ3 + γ4 ≡ t34 (mod 2π).
Since any U that Hermitianizes Aθ must Hermitianize Aθ [1, 2, 3] and Aθ [4, 5, 6], this system
will be consistent if and only if the system of equations
γ3 ≡ t31 − t12 + t232 (mod π),
γ3 + γ4 ≡ t34 (mod 2π),
γ4 ≡ t45 − t56 + t642 (mod π)
is consistent by Lemma 2.13. This is true if and only if
t31 − t12 + t23 − t34 + t45 − t56 + t64 − t43 ≡ 0 (mod 2π).
That is, Aθ is Hermitiable if and only if the arguments of the elements of Aθ satisfy this closed
walk condition corresponding to the closed walk w = v3v1v2v3v4v5v6v4v3 in G(A). Note that
the entries of B in Example 2.15 do not satisfy this condition.
Definition 2.17. Let A ∈An, and let w = v1v2 · · · vlv1 be a closed walk in G(A). Then Aθ =
[eiθjk ] satisfies a closed walk condition corresponding to w if the arguments of the entries of Aθ
satisfy
−t12 + t23 + · · · + (−1)l−1tl−1,l + (−1)l tl1 ≡ 0 (mod 2π).
Lemma 2.18. LetA ∈An be a hollow matrix such thatG(A) consists of k  2 distinct odd cycles
C1, . . . , Ck and paths P1, . . . , Pk−1 such that Pj connects Cj and Cj+1, j = 1, 2, . . . , k − 1.
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Then A is Hermitiable if and only if Aθ satisfies k − 1 closed walk conditions corresponding to
the closed walks Wj = CjPjCj+1P−1j , j = 1, . . . , k − 1.
Proof. If k = 2, then G(A) may be described as two odd cycles C1 and C2 connected by a path
P1. The argument given in Example 2.16 is easily generalized to show that Aθ is Hermitiable if
and only if Aθ satisfies the closed walk condition corresponding to W1 = C1P1C2P−11 . Note that
if C1 and C2 have a common vertex v, then W = C1C2.
If G(A) has k > 2 odd cycles, apply this argument sequentially to each subgraph of G(A)
composed of two odd cycles Cj and Cj+1 connected by the path Pj . At each stage, a new closed
walk condition corresponding to the closed walk Wj = CjPjCj+1P−1j must be satisfied by Aθ .
Therefore, A is Hermitiable if and only if k − 1 closed walk conditions are satisfied by Aθ . 
Next, we consider matrices inAn which are either hollow or have exactly one specified vertex
and such that G(A) contains exactly one cycle.
Definition 2.19. LetA ∈An be represented asA = |A| ◦ Aθ withAθ = [eiθjk ]. IfG(A) contains
an even cycle C = v1v2 · · · v2lv1, we say that A satisfies an even cycle condition corresponding
to C if
t12 − t23 + · · · + t2l−1,2l − t2l,1 ≡ 0 (mod 2π).
Notice that an even cycle condition is a special case of a closed walk condition.
Lemma 2.20. LetA ∈An either be hollow or have exactly one specified vertex. IfG(A) is an even
cycle C, then A is Hermitiable if and only if Aθ satisfies the even cycle condition corresponding
to C.
Proof. Label the vertices of the even cycle C = v1v2 · · · v2mv1 so that v1 is the specified vertex.
AθU will be Hermitian for some U = diag[eiγ1 , eiγ2 , . . . , eiγ2m ] if and only if γ1, γ2, . . . , γ2m
satisfy the system of 2m + 1 equations in γ1, γ2, . . . , γ2m given by (1):
γ1 ≡ −θ11 (mod π),
γ1 + γ2m ≡ t1,2m (mod 2π),
γj + γj+1 ≡ tj,j+1 (mod 2π)
for j = 1, 2, . . . , 2m − 1.
Using Theorem 2.10, we see that the first 2m equations have exactly two possible solutions
(mod 2π ) for γ1, γ2, . . . , γ2m depending on whether we choose γ1 = −θ11 or γ1 = −θ11 + π .
Since the equations γj + γj+1 ≡ tj,j+1 (mod 2π), j = 1, . . . , 2m − 1, imply that
γ1 + γ2m ≡ t12 − t23 + · · · + t2m−1,2m (mod 2π)
and the last equation is γ1 + γ2m ≡ t1,2m (mod 2π), the system of equations will be consistent if
and only if the even cycle condition:
t12 − t23 + t34 − · · · + t2m−1,2m − t2m,1 ≡ 0 (mod 2π)
is satisfied.
If A is a hollow matrix, choose γ1 arbitrarily and apply the argument given above. 
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Definition 2.21. Let A ∈A2l+1+p. G(A) is composed of an odd cycle C = v1v2 · · · v2l+1v1 and
a path P = vjv2l+2v2l+3 · · · v2l+1+p of length p connecting a vertex vj ∈ C to a specified vertex
v2l+1+p which does not belong to C. We say that Aθ satisfies a specified closed walk condition
corresponding to W = CPP−1 beginning at vj if
γj − tj,2l+2 + t2l+2,2l+3 − · · · + (−1)pt2l+p,2l+1+p
+ (−1)pθ2l+1+p,2l+1+p ≡ 0 (mod 2π),
where γj is described in (2), j = 1, . . . , 2l + 1.
If the single specified vertex vk belongs to C (i.e. the path P is trivial) then Aθ satisfies an odd
cycle condition if
γk + θkk ≡ 0 (mod 2π),
where γk is described in (2), k = 1, . . . , 2l + 1.
Hence, an odd cycle condition is a special case of a specified closed walk condition.
Lemma 2.22. Let A ∈A2l+1+p and assume that exactly one element on the main diagonal of A
is nonzero:
(i) If G(A) consists of an odd cycle C = v1v2 · · · v2l+1v1 connected by a path P of length p
to the single specified vertex which is distinct from C, then A is Hermitiable if and only if
Aθ satisfies the specified closed walk condition corresponding to W = CPP−1.
(ii) If G(A) is an odd cycle C = v1v2 · · · v2l+1v1 with the single specified vertex vk in C, then
A is Hermitiable if and only if Aθ satisfies the odd cycle condition corresponding to C.
Proof. (i) Label the odd cycle C = v1v2 · · · v2l+1v1 and suppose that P = vjv2l+2 · · · v2l+1+p
is a path of length p connecting C to the single specified vertex v2l+1+p which is not in C.
Let B equal the hollow matrix obtained from A by setting a2l+1+p,2l+1+p = 0. From Theorem
2.14, there exists U = diag[eiγ1 , . . . , eiγ2l+1+p ] such that BθU is Hermitian and from Lemma 2.13
we know that either γj ≡ αj (mod 2π) or γj ≡ αj + π (mod 2π), where αj is given by (2),
j = 1, 2, . . . , 2l + 1.
Suppose now that v2l+1+p is specified. ThenU will HermitianizeAθ if and only if the following
system of p + 2 linear equations in the p + 1 variables γj , γ2l+2, . . . , γ2l+p+1 is consistent:
γj ≡ αj (mod π),
γj + γ2l+2 ≡ tj,2l+2 (mod 2π),
γ2l+2 + γ2l+3 ≡ t2l+2,2l+3 (mod 2π),
...
γ2l+p + γ2l+p+1 ≡ t2l+p,2l+p+1 (mod 2π),
γ2l+p+1 ≡ −θ2l+p+1,2l+p+1 (mod π).
The first p + 1 equations are consistent by Theorem 2.10. Note that the equations
γj + γ2l+2 ≡ tj,2l+2 (mod 2π),
γ2l+1+k + γ2l+1+k+1 ≡ t2l+1+k,2l+1+k+1 (mod 2π)
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for k = 1, . . . , p − 1, imply that
γj + (−1)p−1γ2l+p+1 ≡ tj,2l+2 − t2l+2,2l+3 + · · · + (−1)p−1t2l+p,2l+p+1 (mod 2π).
Since γj ≡ αj (mod π) and γ2l+p+1 ≡ −θ2l+p+1,2l+p+1 (mod π), this system of equations will
be consistent if and only if
αj − tj,2l+2 + t2l+2,2l+3 − · · · + (−1)pt2l+p,2l+p+1
+ (−1)pθ2l+p+1,2l+p+1 ≡ 0 (mod π),
which is true if and only if Aθ satisfies the specified closed walk condition corresponding to
W = CPP−1.
(ii) Set
γk ≡ αk (mod π) ≡ −θkk (mod π). 
There is one more type of condition that a matrix inAn with more than one nonzero entry on
its main diagonal must satisfy in order to be Hermitiable.
Definition 2.23. Let A belong toAn. Assume that vj and vk are specified vertices in G(A) and
that P = vjvj1vj2 · · · vjl vk is a path connecting vj and vk in G(A). We say that Aθ satisfies a
path condition corresponding to P if
θjj − tj,j1 + tj1,j2 − · · · + (−1)l tjl ,k + (−1)l+1θkk ≡ 0 (mod π).
Lemma 2.24. Let A ∈An have exactly two nonzero entries ajj and akk on its main diagonal.
If A is Hermitiable, then A must satisfy a path condition for each path in G(A) connecting vj
and vk.
Proof. Let P = vjvj1 · · · vjl vk be a path in G(A) connecting vj and vk . To begin, we assume that
only vj is specified. Let B equal the principal submatrix of A corresponding to the path P . Since
there exists U = diag[eiγ1 , . . . , eiγn ] such that AθU is Hermitian, it follows from Theorem 2.10
that the system of equations corresponding to B, namely
γj ≡ −θjj (mod π),
γj + γj1 ≡ tj,j1 (mod 2π),
...
γjl + γk ≡ tjl ,k (mod 2π)
has a solution that is uniquely determined (mod 2π ) by our choice ofγj = −θjj orγj = −θjj + π .
If vk is also specified so that γk ≡ −θkk (mod π), it follows that
γj + (−1)lγk ≡ tj,j1 − tj1,j2 + · · · + (−1)l tjl ,k (mod 2π),
which is equivalent to the path condition
θjj + tj,j1 − tj1,j2 + · · · + (−1)l tjl ,k + (−1)l+1θkk ≡ 0 (mod π).
Therefore, if A is Hermitiable, then A must satisfy a path condition for each path connecting the
specified vertices vj and vk . 
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We have shown that if Aθ is Hermitiable, then Aθ must satisfy every closed walk condition,
every specified closed walk condition, and every path condition. Our next theorem counts the
number of conditions that are necessary and sufficient for Aθ to be Hermitiable.
Theorem 2.25. Let A ∈An:
(i) If G(A) has d > 0 specified vertices, then A is Hermitiable if and only if d + |E| − n
conditions are satisfied by Aθ .
(ii) If A is hollow and G(A) has at least one odd cycle, then A is Hermitiable if and only if
|E| − n conditions are satisfied by Aθ .
(iii) If A is hollow and G(A) has no odd cycles, then A is Hermitiable if and only if |E| − n + 1
conditions are satisfied by Aθ .
Proof. A is Hermitiable if and only if there exists U = diag[eiγ1 , . . . , eiγn ] such that AθU is
Hermitian. Such a U will exist if and only if the system of equations (1) is consistent.
(i) In this case, there are d + |E| linear equations in γ1, . . . , γn. Let T be a spanning tree of
G(A) and let B equal the principal submatrix of Aθ corresponding to T . If we choose just one of
the specified vertices, say vj , then by Remark 2.11, the coefficient matrix of the linear system has
rank n. Therefore, system (1) will be consistent if and only if d + |E| − n conditions are satisfied
by Aθ .
(ii) In this case, the systems of equations (1) has |E| linear equations in γ1, . . . , γn. Let B equal
a submatrix of Aθ corresponding to a unicyclic subgraph of G(A) consisting of a spanning tree
of G(A) and one odd cycle. It follows from Theorem 2.14 that the rank of the coefficient matrix
of systems (1) is n. Hence the system of equations (1) is consistent if and only if Aθ satisfies
|E| − n conditions.
(iii) In this case, the system of equations (1) has |E| equations in the variables γ1, . . . , γn.
Let B equal a submatrix of Aθ corresponding to a spanning tree of G(A). By Remark 2.11, B is
Hermitiable and the rank of the coefficient matrix of the linear system determined by B is n − 1.
Therefore, Aθ is Hermitiable if and only if |E| − n + 1 conditions are satisfied by Aθ . 
Corollary 2.26. Let A ∈An have d > 0 nonzero diagonal entries and suppose that G(A) is a
tree. Then A is Hermitiable if and only if d − 1 path conditions are satisfied by Aθ .
Proof. This follows from Lemma 2.24 and Theorem 2.25. 
We proceed to show that the conditions in Theorem 2.25 may be chosen to be closed walk
conditions, specified closed walk conditions, or path conditions. Assume that A ∈An has |E|
edges and d specified vertices.
Case 1. If G(A) is a tree and d = 0 or d = 1, then A is Hermitiable by Theorem 2.10, and if
d > 1 then, using Corollary 2.26,A is Hermitiable if and only if d − 1 path conditions are satisfied
by Aθ .
Case 2. In this case, we assume that G(A) has no odd cycles and that |E| > n − 1. Let B equal a
submatrix of Aθ corresponding to a spanning tree T of G(A). If d = 0, then by Remark 2.11, B is
Hermitiable and the rank of the linear system determined by B is n − 1, and by Theorem 2.14, Aθ
is Hermitiable if and only if |E| − n + 1 conditions are satisfied by Aθ . Let {en, en+1, . . . , e|E|}
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be the set of edges of G(A) that do not belong to T . Since G(A) has no odd cycles and T is a
spanning tree for G(A), at least one new even cycle is formed each time one of these edges is
added to T . Hence, the |E| − n + 1 conditions are even cycle conditions by Lemma 2.20.
If d = 1, then either the specified vertex belongs to an even cycle and no additional condition
is required by Lemma 2.20, or the specified vertex does not belong to an even cycle. It is straight
forward to show that no additional condition is required in this instance. Hence Aθ will be
Hermitiable if and only if |E| − n + 1 even cycle conditions are satisfied by Theorem 2.25 and
the argument given above.
If d > 1, the system (1) corresponding to Aθ is consistent if and only if d + |E| − n conditions
are satisfied by Theorem 2.25. These conditions consist of |E| − n + 1 even cycle conditions and
d − 1 path conditions by Lemma 2.20 and Corollary 2.26.
Case 3. We now assume that G(A) has at least one odd cycle.
Step 1. To begin, we assume the number of specified vertices equals zero. Choose G(B) to be a
subgraph of G(A) such that its connected components are entirely composed of odd cycles and
is maximal in the sense that if G(F) is another subgraph of G(A) with this property then the
number of vertices of G(F) is less than or equal to the number of vertices of G(B).
Lemma 2.27. Suppose the graph G(A) of A ∈An is entirely composed of odd cycles. Then no
two distinct odd cycles share a common edge in G(A).
Proof. Assume C1 = v1v2 · · · v2l+1v1 and C2 = v1v2w3 · · ·w2m+1v1 are two distinct odd cycles
that share the edge e12. But then the cycle C = v1v2l+1v2l · · · v2w3 · · ·w2m+1v1 has 2l + 1 +
2m + 1 − 2 edges. Since G(A) has no even cycles, this is not possible. 
Lemma 2.28. Let A ∈An be a hollow matrix whose graph G(A) consists of k  2 odd cycles
having a single vertex in common.ThenA is Hermitiable if and only if k − 1 closed walk conditions
are satisfied by A.
Proof. Let G(A) be composed of the odd cycles C1, . . . , Ck , k  2, having a common vertex v.
Let B1, . . . , Bk be the principal submatrices of Aθ whose graphs are C1, . . . , Ck , respectively.
Lemma 2.13 guarantees the existence of diagonal unitary matricesUj such thatBjUj is Hermitian,
j = 1, . . . , k. Each Uj assigns a value γ (j)v to the variable corresponding to v in the systems of
equations (1). Since we must have γ (r)v ≡ γ (s)v (mod 2π) if r /= s, Aθ will be Hermitiable if and
only if k − 1 conditions are satisfied. Each of these conditions is a closed walk condition by
Lemma 2.18, and we are done. 
Lemma 2.29. Let A ∈An be a hollow matrix whose graph G(A) is composed entirely of odd
cycles. If G(A) has |E| edges, then Aθ is Hermitiable if and only if Aθ satisfies |E| − n closed
walk conditions.
Proof. Since A ∈An, G(A) is connected (see Remark 2.3). Suppose that C1, . . . , Ck are the
odd cycles that comprise G(A) and let Bj , j = 1, . . . , k be the principal submatrices of Aθ cor-
responding to C1, . . . , Ck , respectively. By Lemma 2.27, the cycles have no shared edges. Using
Lemma 2.13, determine diagonal unitary matrices Uj such that BjUj is Hermitian, j = 1, . . . , k.
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For each vertex v in G(A) define r(v) to equal the number of cycles that have v in common.
If r(v) = l and Cj1 , . . . , Cjl are the l cycles having v in common, the principal submatrix of
A corresponding to the union of these cycles is Hermitiable if and only if l − 1 closed walk
conditions are satisfied by Lemma 2.28. Since Aθ is Hermitiable if and only if |E| − n conditions
are satisfied by Theorem 2.25 and Aθ is Hermitiable if and only if every principal submatrix of
Aθ is Hermitiable, the number of conditions
|E| − n =
∑
v∈V
[r(v) − 1]
and the conditions are all closed walk conditions by Lemma 2.28. 
Recall that if A is a hollow matrix inAn, then G(B) is a maximal subgraph of G(A) that is
entirely composed of odd cycles. If we apply Lemma 2.29 to each connected component of G(B),
we see that the subset of equations in (1) corresponding to G(B) is consistent if and only if the
correct number of closed walk conditions are satisfied.
Step 2. We continue to assume that A is a hollow matrix in An and that G(B) is a maximal
subgraph of G(A) that is entirely composed of odd cycles. Next, we choose a subgraph G(B˜) of
G(A) having the following properties:
(i) G(B) is a subgraph of G(B˜).
(ii) G(B˜) contains all the vertices of G(A).
(iii) G(B˜) is connected.
(iv) If G(F) is any subgraph of G(A) that satisfies properties (i)–(iii), then G(B˜) has fewer
edges than does G(F).
Notice that if B1, . . . , Bl are the connected components of G(B), then G(B˜) will contain
these components as well as l − 1 paths, each connecting a distinct pair of components of G(B).
Since G(B˜) is connected and contains all the vertices of G(A), G(B˜) may in addition contain
a collection of trees, each having a vertex in common with one of the components of G(B). By
Theorem 2.14, these trees require no additional conditions, and by Lemma 2.18, each of the l − 1
paths requires that a closed walk condition be satisfied. Therefore, the subset of equations in (1)
corresponding to G(B˜) is consistent if and only if the correct number of closed walk conditions
are satisfied.
Step 3. Assume that G(B˜) has |E′| edges and let S be the subset of the system of equations (1)
corresponding to G(B˜). We have shown that this |E′|-by-n system of equations is consistent if
and only if Aθ satisfies |E′| − n closed walk conditions. If B˜ is the principal submatrix of A
corresponding to G(B˜), let U = diag[eiγ1 , . . . , eiγn ] Hermitianize B˜θ . Now, add the remaining
edges of G(A) to G(B˜) one at a time. Let emq be such an edge joining vm and vq . Choose an odd
cycle C in G(B˜) such that the distance from vm to C is less than or equal to the distance from
vm to any other odd cycle in G(B˜) and choose an odd cycle H in G(B˜) such that the distance
from vq to H is less than or equal to the distance from vq to any other odd cycle in G(B˜). Choose
v ∈ C so that P = vvj1vj2 · · · vjk−1vm is a shortest path from C to vm and choose w ∈ H such
that Q = wvs1vs2 · · · vsl−1vq is a shortest path from H to vq . Since v is a vertex of the odd cycle
F , the value of γv in U (say α) is given by Lemma 2.13. Likewise, the value β of γw is known.
It is straight forward to show that
γm ≡ (−1)kα + (−1)k−1tv,j1 + · · · + tjk−1,m (mod π)
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and
γq ≡ (−1)lβ + (−1)l−1tw,s1 + · · · + tsl−1,q (mod π).
Since γm + γq ≡ tm,q (mod 2π), we must have
(−1)kα + (−1)k−1tv,j1 + · · · + tjk−1,m − 2tm,q
+ tq,sl+1 − · · · + (−1)l−1tw,s1 + (−1)lβ ≡ 0 (mod 2π).
This condition is equivalent to the closed walk condition corresponding to
C(PvmvqQ)H(PvmvqQ)
−1
.
Thus far, we have shown that if A is a hollow matrix inAn, then A is Hermitiable if and only if
Aθ satisfies |E| − n closed walk conditions (recall that even cycle conditions are a special case).
Step 4. Assume A ∈An has d > 0 specified vertices. If d = 1, then AθU will be Hermitian if
and only if |E| − n closed walk conditions and one specified closed walk condition are satisfied
by Lemma 2.22 and Theorem 2.25.
If d > 1, then AθU will be Hermitian if and only if |E| − n closed walk conditions, one
specified walk condition, and d − 1 path conditions are satisfied by Aθ by Theorem 2.25, Lemmas
2.22 and 2.24.
We have proved the following theorem:
Theorem 2.30. Let A ∈An have d > 0 specified vertices and |E| edges.
(i) Suppose that G(A) has no odd cycles. There exist |E| − n + 1 closed walk conditions and
d − 1 path conditions such that A is Hermitiable if and only if Aθ satisfies these conditions.
(ii) If G(A) has at least one odd cycle, there exist |E| − n closed walk conditions, one specified
walk condition, and d − 1 path conditions such that A is Hermitiable if and only if Aθ
satisfies these conditions.
3. Normalizable matrices
Definition 3.1. A ∈ Mn(C) is said to be normalizable if there exist U ∈ DU and K ∈ D+ such
that K−1AUK is normal.
Note that if A is Hermitiable then A is normalizable.
Lemma 3.2. Let A ∈ Mn(C). The following conditions are equivalent:
(i) A is normalizable.
(ii) There exist U ∈ DU and K ∈ D+ such that K−1UAK is normal.
(iii) There exist P ∈ D+ and U ∈ DU such that
P−1APA∗P−1 = U∗A∗P−1AU.
Proof. (i) ⇔ (ii) since normality is unitary similarity invariant. For (i) ⇔ (iii), choose P =
K2. 
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Example 3.3. Let
A =
⎡⎣1 i 02 2 1
0 4 −i
⎤⎦ .
If
P =
⎡⎣1 0 00 2 0
0 0 8
⎤⎦
and
U =
⎡⎣−i 0 00 3−4i5 0
0 0 1
⎤⎦ ,
then P−1APA∗P−1 = U∗A∗P−1AU so that A is normalizable by Lemma 3.2.
Let A = [alj ] = [|alj |eiθlj ] be a three-by-three tridiagonal matrix whose entries are complex
numbers. From Lemma 3.2, we know that A is normalizable if and only if there exist P ∈
D+ and U ∈ DU such that P−1APA∗P−1 = U∗A∗P−1AU . Let P = diag[p1, p2, p3], U =
diag[eiw1 , eiw2 , eiw3 ], and set corresponding elements equal on the left and right hand sides of this
equation. The resulting equations corresponding to the elements on the main diagonal are
|a21|2
p2
= |a12|
2p2
p21
, (3)
|a12|2
p1
+ |a32|
2
p3
= p1|a21|
2
p22
+ |a23|
2p3
p22
(4)
and
|a23|2
p2
= |a32|
2p2
p23
. (5)
These conditions require that A be combinatorially symmetric. If a12 and a23 are not zero then
p1 = |a12||a21| , p2 = 1 and p3 =
|a32||a23| satisfy these equations. If, for example, a12 = a21 = 0 we
choose p1 = p2 = 1 and p3 = |a32||a23| . The off-diagonal elements give the additional requirements
ei(w1−w2)
[
a11a¯12
p1
+ a21a¯22
p2
]
= a21a¯11
p2
+ a¯12a22
p1
, (6)
ei(w2−w3)
[
a22a¯23
p2
+ a32a¯33
p3
]
= a32a¯22
p3
+ a¯23a33
p2
, (7)
ei(w1−w3)
[
a21a¯23
p2
]
= a¯12a32p2
p1p3
. (8)
Our choices for p1, p2 and p3 force the moduli of the left and right hand side of each equation to
be equal. Furthermore, the left and right hand sides of each equation are either both zero or both
nonzero. If these terms are not equal to zero, choose w1, w2 and w3 such that Eqs. (6) and (7) are
satisfied. Thus
ei(w1−w2) = |a12|a21a¯11 + |a21|a¯12a22|a21|a11a¯12 + |a12|a¯22a21 = e
iα (9)
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and
ei(w2−w3) = |a23|a32a¯22 + |a32|a¯23a33|a32|a22a¯23 + |a23|a¯33a32 = e
iβ. (10)
Eq. (8) will be satisfied if
ei(w1−w3) = ei(θ23+θ32−θ12−θ21) = eiδ. (11)
Therefore, the requirements are
w1 − w2 = α (mod 2π),
w2 − w3 = β (mod 2π),
w1 − w3 = δ (mod 2π).
If δ = (α + β) (mod 2π), thenU = diag[ei(α+β), eiβ, 1] is a solution. IfP = diag
[ |a12||a21| , 1, |a32||a23|],
then P−1APA∗P−1 = U∗A∗P−1AU . If, for example, a11a¯12
p1
+ a21a¯22
p2
= 0 set w1 = δ, w2 = β,
and w3 = 0. There is no condition that A must satisfy in this case.
If α, β and δ are given by Eqs. (9)–(11), we have proved the following fact:
Theorem 3.4. Let A ∈ M3(C) be a combinatorially symmetric tridiagonal matrix. A is normal-
izable if and only if δ ≡ (α + β) (mod 2π).
Corollary 3.5. If A ∈ M2(C) is combinatorially symmetric then A is normalizable.
Proof. If a12 /= 0 choose P = diag
[ |a12||a21| , 1] and U = diag[eiα, 1], where α is defined in Eq. (9).
Then Condition (iii) of Lemma 3.2 is satisfied so that A is normalizable. If a12 = 0 then A is
Hermitiable and hence normalizable. 
4. Stability properties of diagonally scaled matrices
For A ∈ Mn(C) define R(A) = {B = AD:D ∈ D1}. Note that R(A) = R(AU) for any U ∈
DU . If the diagonal matrices are real then R(A) is a polytope of matrices generated by the extreme
points {AS: S ∈ DU with real entries}.
We are interested in the following types of stability.
Definition 4.1. Let A ∈ Mn(C) :
P1: A is Schur stable if ρ(A) < 1.
P2: A is diagonally unitary stable if ρ(AU) < 1 for all U ∈ DU .
P3: A is Schur D-stable if ρ(B) < 1 for all B ∈ R(A).
P4: A is diagonally stable if there exists a D in D+ such that D − A∗DA > 0.
P5: A is simultaneously diagonally stable if there exists a D in D+ such that D − B∗DB > 0
for all B ∈ R(A).
It is clear that P3 ⇒ P2 ⇒ P1. The following example shows that P1 does not imply P2 for
n  2.
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Example 4.2. The matrix
A =
[
− 34 e
iπ
6 12 e
iπ
3
− 12 34 e
iπ
2
]
is Schur stable, but
AU =
[
− 34 e
iπ
6 12 e
iπ
3
− 12 34 e
iπ
2
][
eiπ 0
0 1
]
=
[
3
4 e
iπ
6 12 e
iπ
3
1
2
3
4 e
iπ
2
]
is not Schur stable.
We do not know whether or not P2 ⇒ P3 or P3 ⇒ P4 in the complex setting. If we restrict the
problem to matrices whose entries are real numbers we know the following. For three-by-three
matrices with real entries, P2 ⇒ P3 [6, Theorem 2.7]. However, if n  4, the following example,
discovered by Siegfried M. Rump, shows that this implication need not hold.
Example 4.3 [6, p. 5]. The matrix
A = 1
7.5
⎡⎢⎢⎣
32 −39 −27 19
40 36 35 41
48 −40 40 25
−21 −14 −8 −35
⎤⎥⎥⎦
is diagonally unitary stable, but A is not Schur D-stable.
The next example shows that if n  3, then P3 need not imply P4.
Example 4.4 [1, p. 93]. The matrix
A =
⎡⎣0.97701 −0.32047 −0.0896000.07282 0.66868 0.389559
0.15153 −0.27886 0.697892
⎤⎦
is Schur D-stable, but A is not diagonally stable.
We proceed to show that P4 ⇒ P3 and that properties P4 and P5 are equivalent for complex
matrices.
Definition 4.5. If x = (xi) ∈ Cn we define |x| = (|xi |) and say that |x|  |y| if |xi |  |yi |, i =
1, 2, . . . , n.
A vector norm n(·) on Cn is said to be monotone if |x|  |y| implies n(x)  n(y) for all
x, y ∈ Cn, and absolute if n(x) = n(|x|) for all x ∈ Cn.
Theorem 4.6 [8, p. 310]. Let n(·) be a vector norm on Cn and let N(·) be the induced matrix
norm on Mn(C). The following conditions are equivalent:
(i) n(·) is a monotone norm on Cn.
(ii) n(·) is an absolute norm on Cn.
(iii) If D = diag{d1, . . . , dn},D ∈ Mn(C), then N(D) = max1in |di | = ρ(D).
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If B ∈ Mn(C) is diagonally stable then there exists a D = diag{d1, . . . , dn} in D+ such that
D − B∗DB > 0. It is easy to observe that n(x) =
(∑n
i=1 di |xi |2
) 1
2 is an absolute norm on Cn
and
N(B) = max
x /=0
{x∗B∗DBx} 12
{x∗Dx} 12
< 1.
We proceed to show that P4 ⇒ P3, and that properties P4 and P5 are equivalent for complex
matrices.
Theorem 4.7. If A ∈ Mn(C) is diagonally stable then A is Schur D-stable.
Proof. By our remarks above there exists an absolute norm n(·) on Cn such thatN(A) < 1. IfD ∈
D1, then ρ(AD)  N(AD)  N(A)N(D) < 1 by Theorem 4.6. Hence A is Schur D-stable. 
Theorem 4.8. B ∈ Mn(C) is diagonally stable if and only if B is simultaneously diagonally
stable.
Proof. It is enough to prove diagonally stable implies simultaneously diagonally stable. Assume
D − B∗DB > 0 for some D = diag{d1, . . . , dn} inD+. Let C = BE belong to R(B). If N(·) is
the matrix norm induced by n(x) =
(∑n
i=1 di |xi |2
) 1
2
, then N(C) = N(BE)  N(B)N(E) < 1
using Theorem 4.6 and the remark following the theorem. Therefore, D − C∗DC > 0 for all
C ∈ R(B) which implies that B is simultaneously diagonally stable. 
We are ready to explore the stability properties of normalizable matrices. For A ∈ Mn(C), the
operator norm ‖A‖ = √ρ(A∗A).
Theorem 4.9. Let A ∈ Mn(C). If there exists U ∈ DU and K ∈ D+ such that ρ(AU) < 1 and
B = K−1AUK is normal, then AU is diagonally stable.
Proof. Since ρ(B) = ρ(AU) < 1 and B is normal it follows that ρ2(B) = ‖B‖2 < 1 which is
true if and only if I − B∗B > 0. Thus
I − (K−1AUK)∗(K−1AUK) > 0 ⇔ I − KU∗A∗K−1K−1AUK > 0
⇔ K[(K−1)2 − U∗A∗(K−1)2AU ]K > 0
⇔ (K−1)2 − U∗A∗(K−1)2AU > 0.
Since (K−1)2 is in D+ it follows that AU is diagonally stable. 
Theorem 4.10. If A ∈ Mn(C) is normalizable and diagonally unitary stable then A is simulta-
neously diagonally stable.
Proof. It follows from Theorems 4.8 and 4.9 that AU is simultaneously diagonally stable. Since
R(AU) = R(A) it follows that A is simultaneously diagonally stable. 
Definition 4.11. For A ∈ Mn(C) define ρˆ(A) = max{ρ(AU):U ∈ DU }.
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Definition 4.12. A ∈ Mn(C) is said to be ρˆ-submultiplicative if, for every diagonal matrix D ∈
Mn(C), ρ(AD)  ρˆ(A)ρ(D).
Theorem 4.13. Suppose A is normalizable. Then A is ρˆ-submultiplicative.
Proof. If K−1AUK = N is a normal matrix for a U ∈ DU and K ∈ D+ then ρ(N) = ρ(AU) =
‖N‖. For every diagonal matrix D ∈ Mn(C)
ρ(AD) = ρ(KNK−1U−1D)= ρ(KNU−1DK−1) = ρ(NU−1D)
‖N‖‖U−1D‖ = ‖N‖ρ(D) = ρ(AU)ρ(D).
Thus ρ(AD)  ρˆ(A)ρ(D) and A is ρˆ-submultiplicative. 
We now prove that properties P2 though P5 are equivalent in M2(C). The following theorem
is known for real matrices.
Theorem 4.14 [11, p. 62]. If A ∈ Mn(R) and |A| is Schur stable then A is diagonally stable.
For the sake of completeness we include a proof of Theorem 4.14 for the complex case. Here
are the tools needed for the proof.
Definition 4.15. The set Zn ⊂ Mn(R) is defined as
Zn = {C = [cij ]: cij  0 if 1  i, j  n and i /= j}.
C ∈ Mn(R) is called an M-matrix if C ∈ Zn and (λ) > 0 for every eigenvalue λ of C. A ∈
Mn(C) is quasi-dominant if there exists a positive vector d = (d1, . . . , dn) such that di |aii | >∑
j /=i dj |aij |, 1  i  n.
Proposition 4.16 [12, p. 24]. Let A ∈ Mn(C) be a quasi-dominant matrix with positive entries
on the main diagonal. Then all the eigenvalues of A have positive real part.
Theorem 4.17 [9, p. 114]. Let A ∈ Zn. A is an M-matrix if and only if the main diagonal entries
of A are positive and A is quasi-dominant.
Proposition 4.18 [11, p. 66]. Let A ∈ Mn(C) and let |A| be Schur stable. Then I − |A| is an
M-matrix.
Proposition 4.19 [11, p. 67]. Let A ∈ Mn(R) be a nonnegative matrix. I − A is an M-matrix if
and only if A is diagonally stable.
Theorem 4.20. Let A ∈ Mn(C) and assume |A| is Schur stable. Then A is diagonally stable.
Proof. By Propositions 4.18 and 4.19 there exists a P ∈ D+ such that B = P − |A|TP |A| > 0.
Since B ∈ Zn,B is an M-matrix with positive entries on the main diagonal. Thus B is quasi-
dominant by Theorem 4.17. A comparison of the entries of P − |A|TP |A| and P − A∗PA shows
that P − A∗PA is also quasi-dominant with positive diagonal entries. By Proposition 4.16 the
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Hermitian matrix P − A∗PA has positive eigenvalues so that P − A∗PA is positive definite.
Hence A is diagonally stable. 
The next result is an easy consequence of Theorem 4.20.
Corollary 4.21. Let A ∈ Mn(C) be a Schur stable triangular matrix. Then A is diagonally stable.
Proposition 4.22. Let A ∈ M2(C). If A is diagonally unitary stable then A is simultaneously
diagonally stable.
Proof. Use Corollary 3.5 and Theorem 4.10. 
Theorem 4.23. Let A ∈ M2(C). The following conditions are equivalent:
(i) A is diagonally unitary stable;
(ii) A is Schur D-stable;
(iii) A is diagonally stable;
(iv) A is simultaneously diagonally stable.
Proof. Follows from Proposition 4.22, the remark after Definition 4.1, Theorems 4.7 and 4.8. 
In the last two results we explore the stability properties of the classes of matrices that were
introduced in Section 2.
Theorem 4.24. Let A ∈ Mn(C) be a combinatorially symmetric matrix such that G(A) is a tree
with at most one specified vertex. If A is diagonally unitary stable then A is simultaneously
diagonally stable.
Proof. Use Theorems 2.10 and 4.10. 
Theorem 4.25. Let A ∈ Mn(C) be a combinatorially symmetric hollow matrix such that G(A) is
unicyclic with one odd cycle. If |A| is cycle-balanced and if A is diagonally unitary stable, then
A is simultaneously diagonally stable.
Proof. Theorems 2.25 and 4.10 combine to give this result. 
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