Abstract-Reversible circuits are an emerging technology where all computations are performed in an invertible manner. Motivated by their promising applications, e.g. in the domain of quantum computation or in the low-power design, the synthesis of such circuits has been intensely studied. However, how to automatically realize reversible circuits with the minimal number of lines for large functions is an open research problem.
I. INTRODUCTION
Reversible computation is an emerging technology that has established itself as a promising research area. In reversible circuits all computations are performed in an invertible manner, i.e. bijections are realized. This reversibility opens up new prospects for computation technology. For example, the domain of quantum computation -a new way of information processing which enables to solve certain problems exponentially faster compared to conventional methods [1] -profits from enhancements in this area, because every quantum circuit inherently is reversible. For low-power design, reversible logic offers interesting advantages since almost zero power dissipation will only be possible if computation is reversible [2, 3] .
Motivated by these applications, researchers started to develop new design methods for such circuits. The number of circuit lines is a major criterion. This is particularly caused by the fact that, in the domain of quantum computation, each circuit line is represented by so called qubits -a highly limited resource. Furthermore, the number of lines has a close relation to the reliability of the circuit. Thus, it is well-accepted that the number of lines in reversible circuits should be kept as small as possible.
Accordingly, synthesis of reversible circuits focused on determining realizations with the minimal number of lines. To this end, the function to be synthesized has been represented in terms of permutations, truth-tables, or similar descriptions (see e.g. [4, 5] ). Using such function representations, minimality of the circuit lines can easily be ensured. However, these approaches suffer from the poor scalability caused by the exponential growth of the respective data-structures. As a result, only small functions can be synthesized with them.
In order to overcome this limitation, approaches exploiting more compact function representations, namely Exclusive Sum of Products (ESOP) or Binary Decision Diagrams (BDDs), have been introduced [6, 7] . While these methods enable synthesis of large functions, they generate circuits whose number of lines is way beyond the optimum 1 . Optimization approaches aiming at the reduction of the number of circuit lines have been proposed to address this drawback [9] . However, until today only synthesis approaches exist that either guarantee the minimality of the number of circuit lines but are not scalable or enable synthesis of large functions at the expense of a high amount of additional circuit lines.
In this paper, a synthesis approach is proposed that provides a compromise between these contradictory properties. Instead of applying non-scalable function descriptions (permutations, truth-tables) or data-structures not directly aimed at the representation of reversible functions (ESOPs, BDDs), we make use of Quantum Multiple-valued Decision Diagrams (QMDDs) [10] . QMDDs are tree-like data-structures that offer a compact representation for permutation matrices. Since permutation matrices are used to describe reversible functions, QMDDs are an ideal data-structure to efficiently store and manipulate them. In fact, many relevant reversible functions can be represented in polynomial space using QMDDs, while e.g. truth tables always require an exponential amount.
Given a QMDD that represents the function to be synthesized, the general idea of the proposed approach is to apply reversible gate operations so that every vertex of the tree is transformed into a corresponding identity structure. Then, these gates can be composed into a circuit realizing the given function. The respective transformations are not trivial; however, we show that basically the application of two transformation rules lead to the desired results.
Overall, a synthesis approach is introduced that relies on concepts that are complementary to existing ones. As confirmed by experimental evaluations, this enables the automatic synthesis of large functions with the minimal number of circuit lines for the first time. Furthermore, the quantum cost of the resulting circuits are reduced by 50% on average compared to an existing state-of-the-art synthesis method.
(a) Reversible circuit 000  001  010  011  100  101  110 The remainder of this paper is structured as follows. The next section briefly reviews the core concepts of reversible circuits as well as the applied QMDD data-structure. Afterwards, Section III introduces the general idea as well as the main concepts of the proposed approach before the actual algorithm is described in detail in Section IV. Section V shows the correctness and completeness of the approach. Finally, Section VI reports experimental results, while Section VII concludes the paper and provides an outlook on future work.
II. BACKGROUND
To keep this paper self-contained, the following section briefly reviews the basics on reversible functions and circuits. Afterwards, the QMDD data-structure is introduced which is utilized to compactly represent and synthesize reversible functions.
A. Reversible Functions and Circuits
A Boolean function f : IB r → IB r is reversible if it is bijective, i.e. if each input pattern is uniquely mapped to a corresponding output pattern. The synthesis problem is defined as the task of determining a reversible circuit for a given function f .
Reversible circuits differ from conventional circuits, since e.g. fanout and feedback are not directly allowed [1] . Usually, they are built as a cascade of reversible gates including e.g. the Toffoli gate [11] , the Fredkin gate [12] , or the Peres gate [13] . In this paper, we focus on circuits composed of Toffoli gates. The cost of reversible circuits is usually measured by quantum cost as introduced by Barenco et al. in [14] . The quantum cost of a single reversible gate depends on the number of control lines. For example, a Toffoli gate with one or no positive control line has quantum cost of 1, while a Toffoli gate with two positive control lines has quantum cost of 5. In general, the quantum cost of a Toffoli gate with |C i | positive control lines amount to at most 2 |Ci|+1 − 3, i.e. this value increases exponentially in the worst case. If negative control lines occur, the same cost metric is applied except for the case where the Toffoli gate is entirely composed of negative controls. Then, the cost is increased by two [15] .
Besides quantum cost, also the number of circuit lines is an important metric. Since for quantum computation each circuit line is represented by qubits, this value should be kept as small as possible. In this paper, we consider synthesis of reversible circuits with the minimal number of circuit lines.
B. Quantum Multiple-valued Decision Diagrams
Common canonical representations for reversible functions are truth tables and permutation matrices. In the following, these representations are briefly reviewed leading to the more compact QMDD data-structure which is utilized in this paper.
A reversible function with r variables describes a permutation σ of the set {0, . . . , 2 r − 1}. This permutation can also be described using a permutation matrix, i.e. a 2 r × 2 r matrix F = [f i,j ] 2 r ×2 r with f i,j = 1 if i = σ(j) and 0 otherwise, for all i = 0, . . . , 2 r − 1. That is, each column (row) of the matrix represents one possible input pattern (output pattern) of the function. If f i,j = 1, then the input pattern in column j maps to the output pattern in row i. Fig. 1(a) is given in Fig. 1(b) . From this truth table, the permutation matrix shown in Fig. 1(c) is obtained. As can be seen, the size of a permutation matrix grows exponentially with respect to the number of input/output variables. However, QMDDs [10] provide an efficient data-structure which enables a much more compact representation of permutation matrices. An important property of a QMDD is that all paths from the root vertex to an 1 -terminal have the same length and traverse the vertex labels in the same order. Thus, each of these paths can be referenced by the unique sequence of the traversed edge labels. Given a QMDD F , we call a path π from the root vertex to an 1 -terminal an 1-path and denote it as π ∈ F . An empty path is referred to as ε. Using 1-paths, the function represented by the QMDD can be determined as illustrated by the following example. Fig. 1 
Example 2 The truth table of the function realized by the circuit in

Example 4 Consider again the QMDD depicted in
(d).
The path npn (marked bold starting from the first outgoing edge of x1 in Fig. 1(d Fig. 1 
(b)) of that function.
Overall, permutation matrices, and, therefore, reversible functions, can efficiently be represented using QMDDs. Moreover, e.g. due to the sharing of vertices, QMDDs are much more compact than exponentially large truth table-or matrixrepresentations. Thus, they enable the treatment of significantly larger functions. Furthermore, operations (e.g. the application of a Toffoli gate to a given function) can easily be performed on the QMDD data-structure. For a more detailed treatment on QMDDs, we refer to [10] .
III. MAIN CONCEPTS OF THE SYNTHESIS APPROACH
This section presents the main concepts of the proposed synthesis methodology including the general idea as well as the applied transformation rules. While this covers the basic concepts, the actual algorithm is provided in the next section.
A. General Idea
The task of the proposed synthesis approach is to determine a reversible circuit g 1 . . . g d representing the function given in terms of a QMDD F . The respective gates of the desired circuit can be represented by permutation matrices and, thus, also by QMDDs T 1 , . . . , T d . Since the composition of a reversible function with its inverse leads to the identity function (i.e. since F × F −1 = I), the synthesis problem can be formulated as the search for Toffoli gates
In other words, the main goal of the proposed synthesis approach is to determine a sequence of Toffoli gates so that their application to F leads to a QMDD representing the identity.
Clearly, the determination of the respective Toffoli gates is crucial. However, the regular structure of a QMDD representing the identity can be exploited for this purpose. Consider for example Fig. 3 showing a QMDD representing the identity function over two variables. As can be seen, all p -and nedges of this QMDD point to the 0 -terminal, while all n-and p-edges always point to the same child vertex (this is because only 0 to 0 and 1 to 1 mappings occur in an identity matrix). Accordingly, Toffoli gates should be determined in such a way that they establish this structure throughout a given QMDD F . Possible cases illustrating how this can be achieved are given in the following example. Fig. 4 Overall, given a QMDD F , the general idea of the proposed approach is to apply Toffoli gates so that every vertex of F (as illustrated in Fig. 5(a) ) is transformed into a corresponding identity structure (i.e. a vertex as illustrated in Fig. 5(b) ). Then, the applied Toffoli gates can be composed into a circuit realizing F . While Example 5 only illustrated two special cases, generic transformation rules have been developed that establish the desired identity structure for any given QMDD. These rules are introduced in detail in the next section.
Example 5 Consider the QMDD on the left-hand side of
B. Transformation Rules
The purpose of the transformation rules is to transform any given QMDD vertex such that it represents the submatrix A 0 0 B (see Fig. 5 ). Therefore, succeeding paths of a vertex either need to be swapped or shifted. (a) Swapping In the following, we refer to these paths as follows:
Definition 3 Let v be a vertex of a given QMDD. An e-path with e ∈ {n, p , n , p} is a path that starts in v with an e edge and results in the 1 -terminal.
In order to perform the respective swaps and shiftings, two generic rules are sufficient. Fig. 6(b) ) and each time an n-or n -edge is traversed a negative control line is added (see e.g. Fig. 6(c) ). In the remainder of the paper, we refer to a path addressing a specific vertex v as μ. This rule has already been illustrated above in Example 5.
Using the swapping rule, all paths that start in a vertex v are modified. However, often only selected paths should be modified (e.g. in the case where all succeeding paths point to a non-terminal and, thus, swapping is not sufficient to generate the identity structure). As a result, another rule is introduced which enables the shifting of specific paths only. negative control line will consider only paths who contain an outgoing n-or n -edge. As an example, consider Fig. 6(d) Note that the applied control lines will always affect two edges, i.e. p and p in case of a positive control line and n and n in case of a negative control line. However, it is sufficient to consider the n-and p -edges only. This is because after shifting e.g. all p -paths to the n-edge, not only the p -edge will point to the 0 -terminal, but also the corresponding n -edge. This is evidenced by the following theorem. 
Theorem 1 Let M be a permutation matrix M =
the sub-matrix represented by a p -edge) entirely is set to 0 if and only if C (i.e. the sub-matrix represented by an n -edge) entirely is set to 0.
Proof. A permutation matrix has exactly one 1-element per row and column. If B = 0, then for each of the first 2 r−1 rows, there must be a 1 in A and for each of the last 2 r−1 rows, there must be a 1 in D. Since a binary unitary matrix does not contain more than 2 r 1's, C must be 0. The opposite direction follows analogously.
Based on the general concepts outlined above, the main flow of the proposed synthesis algorithm can be summarized. This is done in the next section.
IV. ALGORITHM
The formal algorithm of the proposed synthesis approach is described in the following. Afterwards, an example illustrates the application. Algorithm Q (QMDD-based synthesis) . This algorithm outlines the main flow of the proposed approach. Q1. [Traverse graph.] Traverse the QMDD from the root vertex to the 1 -terminal in a breadth-first-manner. For each visited vertex v apply step Q2. Q2. [Apply transformations.] Transform v, such that the identity structure as in Fig. 5 results. This can be done by processing Algorithm P on v with μ being the path from the root vertex to v. Algorithm P is described in detail at the end of this section.
It is important to understand the order in which the respective vertices are considered. For this purpose, consider Fig. 7 showing boxes illustrating (sub-)matrices to be considered by the algorithm. At the beginning, the algorithm considers the root vertex, i.e. the vertex representing the whole matrix (shadowed in Fig. 7 ). Applying Step Q2, the QMDD is transformed so that this vertex is structured as shown in Fig. 5(b) (i.e. the p -and n -edge point to the 0 -terminal). As a result, only two succeeding vertices (representing the top-left and the bottom-right sub-matrix) are left to be considered (see second box in Fig. 7) . In order to individually address them, positive and negative control lines are applied according to the μ-path as already illustrated in Rule 1 and incorporated in the transformation rules. As an example, in the second step of Fig. 7 the same algorithm is applied to the resulting two sub-matrices once by assigning μ to n and once by assigning μ to p. This process is recursively applied until all vertices have been transformed into the identity structure.
The following definitions formalize the correlation between edges and control lines. Overall, due to the breadth-first-traversal, Step Q2 can exploit that the considered vertex v is always reached by p and n edges (as also illustrated in Fig. 7 ) and, thus, the application of Toffoli gates can be controlled by the corresponding c(μ). Having that, in each vertex v of a given QMDD the following Algorithm P used in Step Q2 is applied:
Algorithm P (Shifting paths from p to n). This algorithm modifies a vertex v in a QMDD F such that its p -edge points to the 0 -terminal. Without loss of generality it is assumed that v is labeled x i and that v can be reached from the root vertex using a path μ consisting of n-and p-edges only. Let Π μ = {π | μπ ∈ F } be all paths in F from v to the 1 -terminal.
P1. [Swap gate?] If |{π |
i.e. if there are more 1-paths going through the p -edge than through the n-edge, apply a Toffoli (c(μ),
be all paths that go through p and have a signature that is not present via a path through n. For each π ∈ U , apply a Toffoli gate (c(μ) ∪ c(π), x i ) After applying this algorithm, all p -paths of the considered vertex v are shifted to the n-edge (i.e. p does point to the 0 -terminal). Then, according to Theorem 1, also the npath of v is pointing to the 0 -terminal, i.e. the desired identity structure has been established and Algorithm Q can continue with the next vertex. Fig. 8 . Algorithm applied to the QMDD in Fig. 1(d) Example 6 Fig. 8 illustrates the application of the proposed algorithm by means of the QMDD from Fig. 1(d) 
V. COMPLETENESS AND CORRECTNESS
In this section the completeness and the correctness of the algorithm is shown.
Theorem 2 The algorithm described in Section IV terminates for each QMDD F that represents a permutation matrix.
Proof. We assume that Algorithm P terminates and first prove that the main algorithm terminates under that condition. A QMDD consists of a finite number of vertices. Therefore, also the number of vertices per level is finite. It is sufficient to show, that once a vertex is brought to the form that its p and n edge point to the 0 -terminal, this will not be changed by successive steps. Algorithm P sets target lines only on the considered vertex v or on successive vertices. Since all gates are controlled at least by the signature of μ, no other vertex which is at the same level as v is transformed by this. Since additionally a breadth-first traversal is performed, already considered vertices are never modified afterwards.
It is left to show that Algorithm P terminates. The Steps 1 to 3 of Algorithm P are straightforward. Therefore, it remains to prove that a path going through p can always be made unique. There must be a signature s that is not represented by a path going through n, since if that would be the case according to Theorem 1 p must point already to 0 . Controlling the gate with x + i in that step prohibits paths from being changed going through the n edge. Setting a positive control line on the respective line from vertex v can thus transform the paths going through p independently, resulting in a path representing signature s.
Hence, the algorithm to transform F to the QMDD representing the identity matrix using Toffoli gates is complete.
The algorithm is correct by construction since the QMDD is transformed in each step according to the applied gate. If the identity matrix results, than the sequence of gates represent a reversible circuit realizing the initial function.
VI. EXPERIMENTAL EVALUATION
The QMDD-based synthesis method as introduced above has been implemented in C++ and evaluated on different benchmark functions. In this section, the obtained results are presented. We distinguish between two evaluations. First, the results obtained by the proposed approach are compared to previous work, namely the transformation-based synthesis method [5] and the BDD-based synthesis method [7] 2 . Afterwards, results showing the scalability of the proposed approach are discussed. All experiments have been conducted on a 2.66 GHz Intel Core 2 Duo processor with 3 GB of main memory running Linux 2.6. The timeout was set to 2 000 CPU seconds.
A. Comparison to Previous Synthesis Approaches
Both the transformation-based method [5] and the BDDbased method [7] represent state-of-the-art synthesis approaches with respective pros and cons (e.g. minimal number of circuit lines but poor scalability in case of the transformation-based approach versus low quantum cost and good scalability but a large number of circuit lines in case of the BDD-based approach). The proposed QMDD-based synthesis approach provides a promising compromise between these contradictory properties.
In order to show this, all three approaches have been experimentally compared by means of a set of benchmark functions taken from RevLib [17] . The results are presented in Table I . The first column denotes the name of the respective benchmark. Afterwards, the number of lines (r), the number of gates (d), and the quantum cost (QC) of the circuits obtained by the respective synthesis approaches are reported. Column t denotes the run-time in seconds required to generate these results. The columns ΔQC TBS and ΔQC BDD report the absolute difference of the quantum cost measured for the circuits obtained by the transformation-based method and by the BDD-based method, respectively, compared to the circuits obtained by the proposed QMDD-based method. Finally, column Δr BDD reports the differences in the number of circuit lines between the BDD-based method and their minimal value (as ensured by both, the transformation-based and the QMDDbased method).
First of all, it can be seen that run-time is not a crucial factor. If the respective data-structure (i.e. the truth-table, the BDD, or the QMDD) can be built, all synthesis approaches generate the respective circuits very fast. However, the quality of the results vary significantly.
Obviously, the BDD leads to the best results with respect to quantum cost. But this comes at a high price: a very large number of circuit lines which is way beyond the optimum. In particular in the domain of quantum computation, where circuit lines are represented by qubits, this is crucial.
In contrast, both the transformation-based synthesis approach and the QMDD-based synthesis approach lead to circuits with the minimal number of circuit lines. As a consequence, larger quantum cost have to be accepted 3 . But applying the proposed QMDD-based method, this amount can significantly be reduced. In fact, on average circuits with 50% less quantum cost are generated in comparison to the transformation-based approach. Besides that, the QMDDbased method provides much better scalability as shown in the next section.
B. Scalability of the QMDD-based Method
So far, no synthesis approach for large functions has been proposed which ensures the minimality of the number of circuit lines. Accordingly, no established benchmark set including large reversible benchmarks is available. Because of this, we show the scalability of the proposed QMDD-based method by means of structural examples (including the toffoli and the graycode function as well as arithmetic operations such as the adder, the increase module, or the multiplier) enriched by a set of automatically generated random functions. Since all these functions cannot efficiently be processed by the transformation-based method anymore (assuming a timeout of 2 000 CPU seconds), only the results obtained by the QMDDbased method are discussed in the following.
The results are presented in Table II . Again, the columns denote the number of lines (r), the number of gates (d), the quantum cost (QC) of the obtained circuits as well the runtime (t) required to generate the respective results.
As can be seen, functions including up to 100 variables can automatically be synthesized with the minimal number of circuit lines. The run-time varies depending on the respective benchmark. While for example the increase operation or the graycode function can be generated very efficiently, random functions or the mutliplier do not perform that well. However, it is left for future work to (theoretically) analyze for which functions QMDDs perform well or not. At this point, we assume that, similar to BDDs [19] , different classes of functions exist that either show a positive or a negative behavior with respect to their synthesis capability.
Overall, the QMDD-based method is the first automatic synthesis approach which is applicable to larger functions and at the same time guarantees the minimal number of circuit lines. VII. CONCLUSIONS AND FUTURE WORK Ensuring the minimal number of circuit lines during synthesis of reversible circuits is crucial. However, existing synthesis approaches are either only applicable to small functions or lead to circuits that are way beyond the minimum of the lines. In this paper, we proposed a complementary method which overcomes these limitations. Therefore, QMDDs are utilized, that serve as an ideal data-structure to efficiently store and manipulate reversible functions. Given a QMDD representing the function to be synthesized, Toffoli gates are applied so that every vertex of the QMDD is transformed into an identity structure. Afterwards, the applied Toffoli gates are composed to a circuit realizing the desired function. Experimental results showed that in comparison to similar approaches, circuits with 50% less quantum cost result on average. Furthermore, circuits with the minimal number of lines can automatically be realized for the first time for large functions.
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In this sense, the proposed approach provides a new synthesis methodology that also builds the basis for further research. In particular, future work will focus on the theoretical analysis of the proposed approach. As shown in the experimental evaluations, some functions can efficiently be realized using the QMDD methods while other functions do not perform that well. Besides that, also the direct application of the presented ideas to quantum circuits is promising. However, although QMDDs are also capable to represent dedicated quantum operations, the corresponding transformation rules are much harder to develop.
