Crop recognition is one of the key processes for robotic weeding in precision agriculture, which remains an open problem due to the unstructured field environment and the wide variety of plant species. It becomes especially challenging when the weeds are prominent and overlap with the crop plants. This paper presents a novel method for recognizing crop plants of field images with a high weed presence. This method segments crop plants from overlapped weeds based on the visual attention mechanism of the human visual system using a convolutional neural network. The network utilizes ResNet-10 as backbone, while introducing side outputs and short connections for multi-scale feature fusion. The Adaptive Affinity Fields method is adopted to improve the segmentation at object boundaries and for fine structures. To train and test the network, a field image dataset has been created which consists of 788 color images with manually segmented annotations. The images are captured under challenging conditions with extremely high weed pressure. The experimental results show that the proposed method can accurately segment crops from weeds and soil, with mean absolute errors less than 0.005 and F-measure scores exceeding 97%. In terms of efficiency, the proposed method can process up to 169 images per second when accelerated by a NVIDIA RTX 2080Ti graphics processing unit (GPU), and operate at approximately 5.6 Hz in a Jetson TX2 embedded computer. The results indicate that the proposed method has the potential to provide an efficient solution for recognizing crop plants, even in the presence of severe weed growth. The code and the dataset are available at https://github.com/ZhangXG001/Real-Time-Crop-Recognition.
I. INTRODUCTION
Weed control plays an important role in agricultural production since uncontrolled weeds can have significant effects on crop yield and quality. Environmental and commercial pressures are pushing growers away from a reliance on the uniform spaying of herbicides. Robotic weed control is The associate editor coordinating the review of this manuscript and approving it for publication was Feng Lin.
regarded as a viable alternative to reduce the environmental loading of agrochemicals by performing precise mechanical weeding [1] or targeted herbicide spraying [2] . One of the key processes for robotic weeding is the fast and accurate localization of crop plants or weeds.
When conducting the crop recognition by means of computer vision, one of the main challenges comes from weed infestations, since weeds and crops have much in common in terms of appearance. Many previous works have studied the difference between crops and weeds on various features and have developed diverse methods for crop/weed discrimination (see literatures listed in the ''Related Work'' section). Usually, those methods can perform well on images where weeds appear individually and contain ample feature information, such as the condition depicted in Fig. 1(a) . However, when weeds grow into prominent features and overlap with each other and the crop plants, as shown in Fig. 1(b) , it is quite difficult to accurately separate the crops from the weeds in the images. In this case, few of the existing methods can achieve satisfactory performance: weeds become connected regions in images, which complicates the feature extraction and filtering. Only a few researches have been reported toward this challenging situation. Therefore, recognition of crops in weedy conditions remains an open problem.
In our previous work [3] , an image processing method has been proposed for fast crop/weed discrimination in fields with high weed pressure. A Mahalanobis distance classifier is built to classify crop and weed pixels in field images based on their differences in hue and saturation. The classifier has been integrated into a crop detection framework proposed earlier [4] and has achieved significant improvement over the original method. However, the performance of the method heavily depends on the extent of difference in color between crops and weeds.
When considering how human eyes identify crop plants surrounded by numerous weeds, one fact is that there is strong initial attraction to the individual crop plants, allowing their rapid distinction from the surrounding weeds. This is the case even though the kinds of crops and weeds have not been encountered before. It is mainly due to the visual attention mechanism of the human vision system which enables the rapid orientation towards salient objects in a cluttered visual scene [5] . As crop plants usually appear as larger and sparser objects (e.g., Fig. 1 ), in comparison to dense randomly distributed weeds, the crop plants become salient areas in field images. This phenomenon is particularly evident in transplanted fields, where crops have grown for several weeks before transplanted into the fields and thus have a distinct advantage in size over the weeds. It is worth mentioning that transplantation has been the main plant establishing technique in modern agricultural production systems for many crops like cabbage, cauliflower, tomatoes, brinjal and chilies, owning to its multiple benefits in increasing yields and quality, and decreasing costs, inputs and environmental impact.
The phenomenon inspires the development of a visualattention-based method for recognizing crop plants in the presence of severe weed growth. In this research, a visual attention model for crop detection is proposed, taking advantage of deep learning technology. The output of the model is a saliency map where the intensity of each pixel represents its probability of belonging to salient objects (i.e., crop plants). By applying a threshold processing on the saliency maps, the crop regions can be segmented from the surrounding weeds and soil. The contribution of this research can be summarized as follows:
1) A novel strategy for crop recognition in fields with high weed infestation levels is devised based on the visual attention mechanism. It detects crop plants based on their saliency in the images, which is invariant to species of crops and weeds, and thus provides a more general method than those using hand-crafted features (e.g., color, shape, texture).
2) A deep CNN framework is proposed to detect salient regions (i.e., crop plants) in field images. The network possesses side-output structures with short connections for extracting multi-scale features, while taking advantage of the Adaptive Affinity Fields [6] to improve the segmentation at object boundaries and for fine structures. The network is lightweight, efficient, and able to accurately segment crop plants from weedy backgrounds.
3) A field image dataset is created to train and evaluate the proposed method. It contains 788 images that have been captured from cauliflower fields with high weed pressure. High-quality pixel-wise annotated label images are provided with the dataset. This dataset is open-source to enable future researches, including rigorous comparative studies.
The rest of the paper is organized as follows. Section II briefly reviews the related works on plant recognition. Section III provides a detailed description of the visualattention-based crop recognition method devised in this research. Section IV describes the datasets, evaluation metrics, and implementation details of the new method. In Section V, the experimental results are listed and discussed. Section VI summarizes this research.
II. RELATED WORK
Many researchers have applied computer vision technology to autonomous weeding systems and explored various methods to detect crops or weeds in digital images since 1980s. Traditional methods usually separate crops from weeds and soil based on features including: color [3] , [7] , [8] ; shape [9]- [11] ; texture [12] - [14] ; depth [15] , [16] ; spatial distribution [4] , [17] , [18] ; and combinations of these features. However, these methods use manually identified features, based on the prior knowledge of existing datasets, which limits their generalization abilities.
With the development of deep learning technologies, convolutional neural network (CNN) based methods have presented valuable results in crop/weed classification and recognition applications. Potena et al. [19] present a multistep visual system based on RGB and near infra-red (NIR) images for a crop/weed classification employing two different CNN architectures. A lightweight CNN performs the vegetation extraction, and a deeper CNN further distinguishes the detected vegetation into crops and weeds. The method reaches an average precision of 98%. Tang et al. [20] construct a CNN for the identification of soybean and three kinds of weeds. A K-means unsupervised feature learning method is employed as a pre-training process for a better initialization of weights in the network, which helps to achieve a higher correct identification rate. Hall et al. [21] propose a rapidly deployable weed classification system for precision weed management. Plant clustering and selective labelling are conducted on the training data before they are used as input to the CNN-based weed classifier. As a result, the classifier can be rapidly specialized to a new field and operate without prior weed species knowledge. Milioto et al. [22] propose a CNN-based method for crop/weed discrimination that combines end-to-end semantic segmentation networks with existing vegetation indices. The experimental results indicate that their method generalizes well and can operate at around 20 Hz. Lammie et al. [23] investigate weed species classification methods for robotic weed control using the binarized DNNs accelerated by graphics processing units (GPUs) and field programmable gate arrays (FPGAs). They demonstrate that the FPGA-accelerated binarized networks significantly outperform their GPU accelerated counterparts in terms of power consumption and efficiency, whilst losing only 1.17% of validation accuracy. Although many deeplearning-based methods have achieved considerably high accuracy and relatively good efficiency, very few of the existing methods are oriented to the high-weed-pressure situation. However, in the real agricultural environment, weeds can grow very fast and become prominent features due to warm wet weather and inadequate management. In such case, crop recognition would be much more challenging than usual situations.
CNN architectures require a large amount of data to obtain the best performance. Currently, only a few open-source field image datasets can be found. This is mainly caused by the diversity of plant species and field conditions, and that the process of labeling for field images is challenging and extremely time consuming. One of the publicly available field image datasets is created by Chebrolu et al. [24] , which contains 5 TB of data including images captured by a 4-channel multi-spectral camera and a RGB-D sensor, and data from other sensors. It has become a widely used dataset in the crop/weed recognition research area. Di Cicco et al. [25] propose a method that can procedurally generate large synthetic training datasets for crop/weed recognition, randomizing the key features of the field environment (i.e., crop and weed species, type of soil, lighting condition). It is hopeful to reduce the human intervention in the labeling phase, saving the time and the effort needed to train a deep learning model. However, the synthetic datasets cannot edge out real datasets completely. At this time, largescale, high-quality, open-source datasets are still badly in need for benchmarking and to promote the technical progress in this research area.
III. PROPOSED METHOD
The visual attention mechanism enables humans and primates to rapidly select the attractive and interesting regions or objects from a complex scene. It has great potential to be applied in a variety of visual tasks. However, visual attention has rarely been used in agricultural applications. For the crop/weed recognition application, Wu et al. [26] propose a visual attention model to segment rapeseed plants from weeds and soil. Visual features such as color, intensity, and orientation are extracted and combined linearly to generate saliency maps. This is followed by applying a region growing operation to acquire the entire regions for the crop plants. In recent years, the performance of hand-crafted feature based visual attention models have been surpassed by deeplearning-based models [27] .
An effective salient object detection model has three key characteristics: accurately extracts the salient regions; has a low computational burden; and is broadly applicable to different scenes and scales of spaces. At present, one of the stateof-the-art salient object detection models is the DSS model proposal by Hou et al. [28] . The model is a fully convolutional neural network extended from the HED [29] architecture by introducing short connections to its side-output structures, as shown in Fig. 2 . Such a structure allows the model to better make use of the features extracted within different levels and scales, thereby locating salient objects and their boundaries accurately. DSS has produced state-of-the-art accuracy on five widely tested salient object detection benchmarks, and has shown good efficiency (0.08 seconds per image). Given its remarkable performance, DSS has been selected as the fundamental network in this research.
Although DSS has achieved outstanding performance results, its architecture, consisting of a backbone network (VGGNet [30] or ResNet-101 [31] ) and side-output layers, incurs a heavy burden on the memory and computational resources. For the crop recognition task in this research, since the saliency objects and their backgrounds are limited to crop plants and weedy soil, respectively, lightweight design and analysis are carried out to enhance the efficiency of DSS while retaining its accuracy.
To further improve the segmentation performance at object boundaries and for fine structures, the Adaptive Affinity Fields method is adopted. This method helps the network capture and match the semantic relations between neighboring pixels in the label space during training.
A. NETWORK ARCHITECTURE
Hou et al. [28] have provided a rough description of the ResNet version of DSS, in which the original backbone network (VGG16) is replaced with ResNet-101. The authors report a performance improvement on the testing datasets in FIGURE 2. Illustration of the modification to the HED architecture. HED is used for edge detection, while DSS is designed for salient object detection. As can be seen, a series of short connections are introduced to the DSS network to fuse the features extracted in different levels and scales. terms of the F-measure score. The ResNet version of DSS is employed in this research as the saliency object detection approach to extract the crop plants from weedy background; further improvements are made which are described later in this paper.
The overall architecture of the network is illustrated in Fig. 3 . The inputs of the network are color images with a uniform resolution, e.g., 400 × 300 pixels. The backbone network (ResNet) extracts features of different scales within its five convolutional stages, i.e., Conv1, Conv2_x, Conv3_x, Conv4_x, and Conv5_x. To enable the further extraction of multi-scale features, five side outputs are connected to the backbone at conv1, res2c, res3b3, res4b22, and res5c, respectively. On the front end of each side output, there are three successive convolutional layers, within which the first two are followed by a ReLU layer, and the last one is a 1 × 1 convolutional layer. The blocks named ConvS1_1, ConvS2_1, ConvS3_1, ConvS4_1, and ConvS5_1 in Fig. 3 represent these successive convolutional layers, whose detailed settings are listed in Table 1 . Thereafter, short connections are built over different side outputs by up-sampling feature maps from the deeper side outputs and concatenating them to the feature maps of the shallower side outputs. The concatenated feature maps in the shallower side outputs are then convoluted by 1 × 1 convolutional kernels. The blocks named ConvS1_2, ConvS2_2, and ConvS3_2 in Fig. 3 represent the 1 × 1 convolutional layers. The short connection structure can be formulated as
where r is up-sampled to the same size as the input image by means of in-network bilinear interpolation as implemented in [32] . The sigmoid function is applied to the up-sampled activation, which yields the final prediction map of each side output. The cross-entropy loss is calculated over all of the pixels in a training image X = {x j , j = 1, . . . , |X|} and the ground truth
where W and w (m) denote the layer parameters of the backbone network and the mth side output, respectively. Pr z j = 1 | X; W , w (m) is the probability of the activation value at location j in the mth side output. The total loss of the side outputs is calculated as
where w = {w (m) , m = 1, 2, . . . , 5}, and α m denotes the weight of the mth side loss. Subsequently, the up-sampled activations of the side outputs are concatenated and convoluted by a 1 × 1 convolutional kernel (equivalent to the weighted summation). Thus, the activations from the different side outputs are fused. By applying the sigmoid function to the resulting activation of the fusion operation, another prediction map is generated. The loss function here is defined as
where f m is the fusion weight of the mth side output, h(·) denotes the sigmoid function, and σ (·, ·) represents the cross-entropy loss between the fused map and the corresponding label, which has the same form as (2) . The total loss is thus calculated as
Instead of averaging the fusion prediction map and the side-output prediction maps to produce the final output map as described in [28] , in our case, the fusion prediction map is taken as the final output of the network. Therefore, the final prediction map can be calculated as
B. LIGHTWEIGHT DESIGN OF DSS
Owing to the highly modularized structural design, ResNets have emerged as a family of deep CNN architectures by stacking different numbers of Residual Units (also called ''building blocks''), e.g., ResNet-18, ResNet-34, ResNet-50, ResNet-101, ResNet-152 [31] . In order to achieve a lightweight design of DSS, the original backbone (ResNet-101) is replaced with a series of shallower ResNets, i.e., ResNet-10, ResNet-18, ResNet-34, and ResNet-50. Note that ResNet-10 is not a standard ResNet; its structure is not presented in the original literature on ResNets [31] .
According to the principles of the ResNet design, ResNet-10 is constructed by removing half of the Residual Units in convolutional stages Conv2_x, Conv3_x, Conv4_x, and Conv5_x in ResNet-18. The architecture of the customized ResNet-10 design is shown in Table 2 . It is worth mentioning that the reformed structure of the Residual Unit in [33] is applied on all of the ResNets used in this work, which makes training easier and provides a more general approach.
As the convolution operations in the five side outputs also bring considerable computational burden, channel reduction is conducted on the first two convolutional layers of each side output. Four versions of channel reductions are designed as shown in Table 3 . The performances of the modified DSS models with different backbones and side-output settings are presented in Section V.
C. PREDICTION REFINEMENT
In recent years, Conditional Random Field (CRF) methods [34] , [35] , and Generative Adversarial Network (GAN) methods [36] , [37] , have become the two main approaches for improving the semantic segmentation performance. This improvement is accomplished by incorporating structural reasoning into the prediction methods. Lately, Ke et al. [6] have proposed the Adaptive Affinity Fields (AAF) method, which can enhance the performance of a segmentation model by incorporating geometric regularities into the model and learning local relations with adaptive ranges. As AAF only impacts network learning during training, requiring no extra parameters or inference processes during testing, it is much more efficient than CRF and easier to train than GAN.
The mechanism of AAF is the introduction of a pairwise affinity loss to the segmentation models, in order to capture and match the relations between neighboring pixels in the label space. Additionally, it learns the neighborhood size, i.e., the most appropriate kernel size of affinity loss, for each semantic category using adversarial learning. The pairwise affinity loss is defined based on Kullback-Leibler (KL) divergence between binary classification probabilities. For pixel i and its neighbor j within the neighborhood size, a grouping force and a separating force are computed. These values are computed depending on whether they belong to the same category c in ground-truth label map y or not. A non-boundary term L ibc affinity for the grouping force as well as a boundary term L ibc affinity for the separating force in the prediction mapŷ are defined as
whereŷ j (c) is the prediction probability of j in category c, D KL denotes the KL divergence betweenŷ j (c) andŷ i (c), and m KL is the margin for KL divergence at the boundaries. To assign the most suitable kernel size of affinity loss to each category, an adaptive approach is needed. It is done by optimizing the weights with respect to different kernel sizes for each category during training, rather than directly selecting the kernel sizes. Here, a size-adaptive affinity field loss is defined with weights over a set of affinity loss kernel sizes for each category to be optimized during training: where wb ck /w bck denotes the weight of a non-boundary/ boundary affinity loss with kernel size k × k (k = 3, 5, 7, according to [6] ) on a specific class channel c, and Lb ck affinity /L bck affinity represents the corresponding nonboundary/boundary affinity loss.
The weight optimization process proceeds synchronously with the optimization of the segmentation model in a manner of adversarial learning: while the latter attempts to minimize the total loss, the former tries to maximize the total loss to capture the most critical neighborhood sizes. When this approach is applied to the DSS model in this research, the size-adaptive affinity field loss is calculated on the fusion prediction map, and the adversarial learning process can be formulated as
where D is the DSS model, D * is the optimization goal, L total is the total loss of D defined in (5) , w AAF denotes the trainable weights for affinity loss with respect to different kernel sizes and classes, and λ is the weight for balancing L total and L AAF .
IV. EXPERIMENTS
The experiments of this research can be divided into three parts. Firstly, an experiment has been conducted to demonstrate that crop plants in field images present saliency which can be perceived by a visual attention model. Secondly, to determine the best lightweight DSS design for the crop recognition task, a comparison of models with different backbones and channel reduction levels has been carried out. Thirdly, to evaluate the accuracy and efficiency of the proposed method, it has been compared with two of the best crop recognition methods currently available [16] , [22] . In this section, the datasets, evaluation metrics, and implementation details for the experiments are described, and the results are presented in Section V.
A. DATASETS
There are two datasets used in the experimental evaluation of this research, i.e., the MSRA-B dataset and a selfbuilt field image dataset. The widely used dataset built by Chebrolu et al. [24] has not been employed since the crops VOLUME 7, 2019 in that dataset are sown in drill instead of transplanted. As a result, the crops and broadleaf weeds have similar sizes; the crops do not present saliency over the weeds in the images. The MSRA-B dataset has been built for the purpose of training and testing salient object detection models. It contains 5,000 images from hundreds of different categories with pixel-wise binary annotations contributed by [38] , [39] . Each of the images contains a salient object or a distinctive foreground object, such as a person, a face, a car, an animal, a road sign, etc. These salient objects differ in category, color, shape, and size. Due to its diversity and large quantity, MSRA-B has been one of the most widely used datasets in salient object detection research. In our experiments, 2500, 500, and 2000 of the images in MSRA-B are used for training, validation, and testing, respectively, which is the same division as in [28] .
A self-built dataset, named CWF-788, containing 788 images of transplanted cauliflowers in weedy fields along with high-quality labels is employed to train and test the networks used in the experiments. The images have been captured on May 23rd 2018 (sunny) and June 13th 2018 (cloudy) in two different plots of fields in Tongzhou, Beijing. The cauliflower plants have respectively grown for approximately 7 and 5 weeks since being transplanted into the fields. The plants have grown slowly in the early stage due to low temperatures. No herbicide has been applied to either of the fields. The images captured on May 23rd have partial shadows cast on the leaves of the plants and weeds. A digital camera (Canon PowerShot SX150 IS) and two smart phones (iPhone 6 and Huawei Note 8) have been used for image acquisition. The resolutions of the images output from those devices are 1200 × 1600, 2448 × 3264, and 4160 × 3120, respectively. The crop region in each label image has been finely extracted with more than 400 points manually selected on its contour. The 788 images in CWF-788 are divided into three parts: 400, 88, and 300 images are used for training, validation and testing, respectively. There is no overlap between any two subsets.
B. EVALUATION METRICS
When evaluating the effects of applying different backbones and channel reduction levels to DSS, the F-measure and mean absolute error (MAE) metrics are employed which are widely used metrics in salient object detection. To quantitatively compare the proposed method with a leading-edge crop recognition method in [22] which is a semantic segmentation model, the common semantic segmentation metric, intersection over union (IoU), is adopted to evaluate the pixel-wise accuracy of the methods.
When a saliency map S is converted into a binary mask M using a threshold (127.5 is used), the Precision and Recall can be computed by comparing M with the ground-truth G:
However, neither Precision nor Recall can fully evaluate the quality of a saliency map. To improve the evaluation, the F-measure metric is used which is calculated as the weighted harmonic mean of Precision and Recall with a non-negative weight β 2 :
As suggested in many salient object detection works, e.g., [27] , [28] , β 2 is often set to 0.3. The MAE score can be calculated as (13) whereŜ andẐ denote the continuous saliency map and the ground truth, respectively. Both of these are normalized to [0, 1].
Since there are only two categories in the binary mask M , i.e., background and crop, the IoU score on either of the categories can indicate the segmentation accuracy. Therefore, the IoU score can be computed as
where n cc is the number of correctly predicted crop pixels, n bc is the number of background pixels that are predicted as crop pixels, and N c is the total number of crop pixels.
As crop recognition systems are expected to work in realtime, the efficiency of the crop recognition method is an important measure. Thus, the real-time performance of the proposed method has been evaluated by measuring the average processing time for each image. The models involved in the experiments are trained and tested in a workstation accelerated with a NVIDIA GTX 2080Ti GPU. Furthermore, one of the models has also been deployed and tested in a NVIDIA Jetson TX2 embedded computer.
C. IMPLEMENTATION DETAILS
The implementation of our models is based on the publicly available TensorFlow developed by Google. The hyperparameters of the models include: short connection weights r (m) i (all set to 1), loss weight for each side output α m (1), and fusion layer weights f m (all set to 0.2) according to [28] ; margin for KL-Divergence m KL (set to 3), and AAF loss weight λ (set to 1) according to [6] . The initial learning rate is set to 1e-4, which is much larger than that in [28] (1e-8), since the backbone networks used in this research are not pretrained and require a large learning rate for fast convergence. The Adam optimizer is used for training the models which makes the training process more straightforward in comparison to using a Stochastic Gradient Descent (SGD) optimizer. It sometimes happens that some the of side outputs would collapse into empty foreground regions, i.e., predictions close to 0 or 1, during training when using the SGD optimizer. The kernel weights in all of the convolutional layers are initialized with Xavier initializer [40] , which improves the performance slightly compared with using the Gaussian initializer as in [28] . All the input images are resized to a resolution of 400 × 300 when conducting the lightweight design selection, and 512 × 384 when comparing with Milioto's methods. The minibatch size is set to 5, which helps to achieve slightly better performance than using the batch size of 10 as in [28] , in our practice. Random left-right as well as up-down flipping are applied to all of the training images for data augmentation.
V. RESULTS AND DISCUSSION
In this section, the experimental results are presented and discussed progressively, corresponding to the three parts of the experiments.
A. SALIENCY OF CROP PLANTS
To prove that the crop plants present saliency in the field images and can be detected by a general visual attention model, the original VGGNet-version DSS [28] is trained for 60 epochs with the training set of MSRA-B dataset (no field image included). The trained model is tested with the test images in CWF-788. The learning rate is set with an exponential decay; the decay step is 8000 and the decay rate is 0.1. The results are depicted in Fig. 4 (fifth line) .
As can be seen from the results, the crop regions are all high-lighted, while most of the weeds and soil are set to black, regardless of the variations in size, position, and lighting condition of the crop plants. The MAE and F-measure scores are 0.031 and 0.871, respectively. Since the model is trained on a general dataset without field images, the results demonstrate that the crop plants present saliency in field images and can be detected by a general salient object detection model. However, the details extracted in the crop regions are limited, and some non-crop objects, such as the irrigation pipe (third line, third picture in Fig. 4) , are misrecognized. The misrecognition result is intuitively reasonable as the color of the irrigation pipe is significantly different from the other parts of the image and thus it presents as a salient object. To achieve better segmentation and prevent the aforementioned misrecognition, the model can be trained with field images that only annotate crop plants as salient objects, i.e., introduce task-driven guidance in training the model.
B. COMPARISON OF DIFFERENT STRUCTURES AND REFINEMENT METHODS
To compare different lightweight designs and refinement methods, a list of DSS models with different backbones, channel reduction levels, and refinement methods are trained and tested with CWF-788. The results, shown in Table 4 , are obtained by averaging the results of three repeated tests. When training the models, the learning rate is set with an exponential decay with a decay rate of 0.1. The decay step is 4000 for the models without AAF and 7000 for the model with AAF. All of the models without AAF are trained for 80 epochs, with the exception of the ResNet-101 version, which converges slower and is trained for 100 epochs. When AAF is applied, the training procedure lasted much longer (120 epochs).
Generally, all the models have reached high F-measure scores (approximately 97%) and small MAE scores (less than 0.01), which means that the prediction maps output from the models match the labels quite well. All of the standard deviation (STD) values are very small: less than 0.001 for MAE scores, and less than 0.0025 for F-measure scores.
The STD values indicate that all the models perform stably in the repeated tests. Part of the resulting images can be seen in the last three lines in Fig. 4 . The models can correctly eliminate the non-crop objects, such as irrigation pipes, while extracting almost the entire crop region in each image. What's more, the models also show good robustness to the changing light and severe weed infestations, which are the main disturbances for machine vision systems in the fields. As the models can correctly classify about 97% pixels according to the F-measure scores, we assume they are very hopeful to meet the demand for crop recognition accuracy in practical applications, according to our survey results after consulting a commercial robotic weeding technology supplier and a number of farmers. (An object-wise plant recognition accuracy of 95% would be widely accepted in most practical applications. We estimate the requirement for pixel-wise segmentation can be a bit lower, say 90%, since a correct object-wise recognition can be achieved when most pixels of this object is correctly classified. For example, in [19] , the pixel-wise crop/weed segmentation accuracy of over 92% can contribute to an object-wise crop/weed segmentation accuracy of over 98%.)
The performance results of models with different backbones (No. 1 to No. 5) show changes in the backbone network have little influence on the MAE and F-measure scores. However, deeper backbone networks lead to longer runtimes, both in training and test procedures. Training the ResNet-10 version (No. 5) only takes 26 minutes, which is about 30% of the time for training the ResNet-101 version (No. 1). Thus, ResNet-10 is considered as the most suitable backbone for DSS on the crop recognition task.
As to the effect of channel reduction, it can be seen from the results (No. 6 to No. 9) that the more channels in the side outputs are removed, the less time it takes in training and testing. When CR1 is applied on the model with ResNet-10 as the backbone (No. 6), the MAE and F-measure scores of the model have little change. However, when further channel reduction is applied (CR2, CR3, or CR4), the performance degrades (No. 7 to No. 9), though faster image processing speed can be achieved. Therefore, when an application requires higher accuracy, CR1 is preferred. When a higher framerate is needed to run real-time image processing with limited computing resource, the other versions of channel reductions can be considered.
For better evaluation of the AAF based refinement, a comparison is conducted between models using AAF and CRF [34] , respectively. These results are presented in No. 10 and No. 11 in Table 4 . The parameters in CRF are the same as those listed in [28] . The results show that both CRF and AAF bring significant improvements to the performances of the models in terms of the MAE and F-measure scores. As illustrated in Fig. 5 , when CRF or AAF is applied, the output of the model possesses a clearer and more accurate contour of the crop region. Such an improvement can help to provide more precise cues for accurately locating the stems of crop plants, and decrease the risk of crop damage caused by the weeding robot's end effectors. According to the results, the advantages of AAF are obvious. Firstly, AAF can better improve the model to produce precise predictions of the contours and detailed structures, such as the petioles, and even the holes on leaves that are not annotated Table 4 on which CRF is applied. (e) Prediction map from model No. 11 in Table 4 on which AAF is applied.
in the label images. This characteristic of AAF helps to achieve better MAE scores in comparison to CRF. Secondly, AAF requires no additional runtime during inference, while CRF takes substantial time (about 257 ms in the workstation) to process an image. For real-time crop recognition applications, the efficiency of the image processing algorithm is important. To this end, AAF is apparently a superior refinement method.
To further test the real-time performance of the proposed method, the model in No. 11 in Table 4 is deployed on a Jetson TX2 embedded computer. The average processing time for each image is approximately 180 ms. Accordingly, the proposed method can operate at 169.5 Hz on the workstation and 5.6 Hz on the embedded computer. The efficiency of 169.5 Hz is much faster than the framerate of a regular digital camera, and can easily meet the requirement of the robotic weeding system we used in [4] for real-time processing (30 Hz is enough). It is worth noting that 5.6 Hz can still meet the realtime constraints required by some robotic weeding system, such as the one used in [19] which requires processing more than one image per second.
C. COMPARISON WITH OTHER METHODS
Firstly, the proposed method is quantitatively compared with the leading-edge CNN-based crop/weed discrimination method proposed in [22] by Milioto et al., and its variant. Milioto's method combines existing vegetation indices with an end-to-end semantic segmentation network to perform pixel-wise crop/weed classification, and achieves high accuracy and good efficiency. Recently, Milioto and Stachniss [41] propose an open-source training and deployment framework for semantic segmentation in various scenes, which includes a variant of their crop/weed discrimination method. Both of these methods are trained and tested on our CWF-788 dataset, performing crop/background segmentation. As their networks do not support the 400 × 300 resolution of input images, the images in CWF-788 are resized to 512 × 384 and used for all of the tests involved in this part of experiments. IoU and F-measure scores are computed to compare the accuracies of the methods. The average processing time for each image is also measured. The results are shown in Table 5 , where each result is obtained by averaging the results of three repeated tests.
The results show that the proposed method achieves better IoU and F-measure scores than either of Milioto's methods. This is probably due to the multi-scale feature fusion structure of DSS and the AAF, which enable the model to extract salient regions with different scales better, and produce more precise predictions at the boundaries and detailed structures. Also, it can be seen that the STD values of our method are relatively small compared to the other two methods, which demonstrates the stability of our method. The key difference between a semantic segmentation method and a salient region detection method is that the former needs to be either retrained or fine-tuned when working on a different scene with new object categories, while the latter can be used in different scenes as long as the objects present saliency. Since saliency is a common feature of most transplanted crops, the proposed method can be applied to a wide variety of crops and present good generalization ability, which is a very important characteristic for practical applications. Thus, the proposed method can be used in a new field with different kinds of crops and weeds without retraining or tuning. However, if a training dataset contains a wide variety of crops and field conditions, the proposed model can achieve a better generalization performance. As to the efficiency, the proposed method consumes less time for processing each frame of the images. Thus, the conclusion is that the proposed method is better both in terms of accuracy and efficiency in comparison with Milioto's methods.
Additionally, the proposed method is qualitatively compared with the method devised by Li and Tang [16] , which uses 3D imaging for crop recognition in weedy fields. The two methods are both designed to segment and recognize crop plants from weedy backgrounds. As to Li's method, the detection rate of broccoli plant from each image is reported to exceed 84.3%, which means more than 10% of the crop plants are missed. The proposed method is not likely to miss as many crop plants, since the crop regions are well preserved and the backgrounds are almost completely removed in the resulting images. In addition, Li's method requires a more complex image acquisition system, including a 3D ToF camera and a cover or umbrella when working in strong sunlight. The resolution of their ToF camera is 144 × 176, which is relatively low in comparison with common 2D images, which limits the accuracies of crop recognition and localization. Unlike Li's method, the proposed method can process images acquired by various devices under different lighting conditions. The disadvantage of the proposed method is that it requires a dataset covering a wide variety of crops and field conditions to obtain the optimal performance in different fields, while the procedure of making such a dataset is time consuming and expensive.
VI. CONCLUSION
In this paper, a novel method for recognizing crop plants in fields with high weed pressure is proposed. Taking advantage of the saliency of transplanted crops in weedy fields, the visual attention mechanism is employed to segment crop plants from weeds and soil. A new framework for crop recognition is constructed by tailoring the DSS model according to the characteristics and requirements of robotic weeding applications. A lightweight design of DSS is proposed by changing the backbone network and applying a channel reduction on the side outputs. To further improve the performance of the modified DSS model, the Adaptive Affinity Fields is adopted to refine the output of the model. A high-quality field image dataset is built to train and test the method. The experimental results demonstrate that the proposed method can accurately segment crop plants from the weedy backgrounds in real-time. As the saliency of transplanted crop plants is species-independent, the method is general, and can be applied to different crops. Based on the performance results, the proposed method appears to have the potential to make autonomous precision weeding systems work effectively under challenging conditions.
