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GLOBAL SOLUTIONS FOR THE TWO-COMPONENT
CAMASSA–HOLM SYSTEM
KATRIN GRUNERT, HELGE HOLDEN, AND XAVIER RAYNAUD
Abstract. We prove existence of a global conservative solution of the Cauchy
problem for the two-component Camassa–Holm (2CH) system on the line,
allowing for nonvanishing and distinct asymptotics at plus and minus infinity.
The solution is proven to be smooth as long as the density is bounded away
from zero. Furthermore, we show that by taking the limit of vanishing density
in the 2CH system, we obtain the global conservative solution of the (scalar)
Camassa–Holm equation, which provides a novel way to define and obtain
these solutions. Finally, it is shown that while solutions of the 2CH system
have infinite speed of propagation, singularities travel with finite speed.
1. Introduction
The two-component Camassa–Holm (2CH) system, which was first derived in
[23, Eq. (43)], is given by
ut − utxx + κux + 3uux − 2uxuxx − uuxxx + ηρρx = 0,(1.1a)
ρt + (uρ)x = 0,(1.1b)
for constants κ ∈ R and η ∈ (0,∞), or equivalently
ut + uux + Px = 0,(1.2a)
ρt + (uρ)x = 0,(1.2b)
where P is implicitly defined by
(1.3) P − Pxx = u2 + κu+ 1
2
u2x + η
1
2
ρ2.
We here study the Cauchy problem on the line where the equations (1.2)–(1.3) are
augmented with initial conditions (u, ρ)|t=0 = (u0, ρ0). The equations have been
derived as a model for shallow water by Constantin and Ivanov [5], where it is
shown that η positive and ρ nonnegative is the physically relevant case.
The purpose of this paper is twofold: First of all we want to show the existence of
a global and conservative solution of the 2CH system by suitable modifying recent
results [9] for the (scalar) Camassa–Holm (CH) equation
(1.4) ut − utxx + κux + 3uux − 2uxuxx − uuxxx = 0,
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(which one obtains by taking ρ identically zero in (1.2)–(1.3), or (1.1)). It turns
out that the solution of (1.2)–(1.3) is regular as long as the initial density ρ0 is
bounded away from zero (Theorem 6.1 and Corollary 6.2). This contrasts the case
of the CH equation where one in general encounters weak solutions only. Secondly,
we study the limit of the global conservative solution of the 2CH system for a
sequence ρn0 of initial densities tending to zero as n→∞. We find that the solution
of the 2CH system approaches the global conservative solution of the Camassa–
Holm equation (Theorem 6.3). This offers an alternative approach to the study
of conservative solutions, and a novel way to define conservative solutions. This is
interesting because the CH equation enjoys two distinct classes of solutions, denoted
dissipative and conservative solutions, respectively. In brief terms, the conservative
solution preserves energy, while energy decreases for dissipative solutions. Both
classes will in general have weak solutions rather than smooth solutions. To identify
and characterize the two classes has turned out to be rather involved, see, e.g.,
[1, 2, 18, 19, 8, 10], and references therein. The approach in this paper characterizes
conservative solutions as limits of smooth (classical) solutions of the 2CH system.
This is novel.
The 2CH system (1.2)–(1.3) has been studied extensively, from many different
points of view, making a complete list of references too long. However, we here
mention that Wang, Huang, and Chen [25] have studied conservative and global
solutions of the 2CH system using a change of variables similar to the one employed
here. The results here are more detailed and precise. In particular, we establish
the semigroup property of the solutions and the continuity of the semigroup with
respect to a new distance which is introduced. The vanishing density limit is not
discussed in [25]. Escher, Lechtenfeld, and Yin [6] established a short-time existence
theory for solutions using Kato techniques in the case η = −1 and κ = 0. In the
same paper it is shown that solutions may blow up in final time. Our approach
does not apply to the case with η negative. Constantin and Ivanov [5] showed that
the solution for small initial data (or, more precisely, for ρ0 close to a constant and
small u0) remains smooth. We here extend this result to data of arbitrary size,
provided the density is bounded away from zero initially. A remarkable property
of the system, which is shown in [13], is that when ρ0(x) > 0 for all x ∈ R, the
solution exists globally in time. In Theorem 6.1 we establish a local smoothing
effect of the variable ρ, thereby extending the result of [13]. In particular, we show
how the characteristics govern the domain of smoothness.
For other related results pertaining to the present system, please see [13, 14, 15].
In addition to the 2CH system discussed in the present paper, there exists several
other two-component generalizations of the CH equation, see, e.g., [3, 7, 11, 12, 16,
20, 24]. For traveling wave solutions see [5, 4, 21, 22].
Let us next describe the content of this paper more precisely. While we in this
paper treat the case of arbitrary (nonvanishing) asymptotics of the initial data (and
thereby of the solution), in the sense that
lim
x→±∞
u0(x) = u±∞ and lim
|x|→∞
ρ0(x) = ρ∞,
we here, in order to make the presentation in the introduction more transparent,
assume vanishing asymptotics for u, that is, u±∞ = 0. Furthermore, we assume
η = 1 and κ = 0. We first make a change from Eulerian to Lagrangian variables and
introduce a new energy variable. The change of variables, which we now will detail,
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is related to the one used in [18] and, in particular, [9]. Assume that u = u(x, t) is
a solution, and define the characteristics y = y(t, ξ) by
yt(t, ξ) = u(t, y(t, ξ))
and the Lagrangian velocity by
U(t, ξ) = u(t, y(t, ξ)).
By introducing the Lagrangian energy density h and density r by
h(t, ξ) = u2x(t, y(t, ξ))yξ(t, ξ) + ρ
2(t, y(t, ξ))yξ(t, ξ), r(t, ξ) = ρ(t, y(t, ξ))yξ(t, ξ),
we find that the system can be rewritten as
yt = U,
Ut = −Q,
ht = 2(U
2 − P )Uξ,
rt = 0,
where the functions P and Q are explicitly given by (3.12) and (3.13), respectively.
We then establish the existence of a unique global solution for this system (see
Theorem 3.6) which forms a continuous semigroup in an appropriate norm. In
order to solve the Cauchy problem we have to choose the initial data appropriately.
To accommodate for the possible concentration of energy we augment the natural
initial data u0 and ρ0 with a nonnegative Radon measure µ0 such that the absolutely
continuous part µ0,ac is µ0,ac = (u
2
0,x + (ρ0 − ρ0,∞)2) dx. The precise translation of
these initial data is given in Theorem 4.9. One then solves the system in Lagrangian
coordinates. The translation back to Eulerian variables is described in Theorem
4.10. However, there is an intrinsic problem in this latter translation if one wants
a continuous semigroup. This is due to the problem of relabeling; to each solution
in Eulerian variables there exist several distinct solutions in Lagrangian variables
as there are additional degrees of freedom in the Lagrangian variables. In order
to resolve this issue to get a continuous semigroup, one has to identify Lagrangian
functions corresponding to one and the same Eulerian solution. This is treated
in Sec. 4. The main existence theorem, Theorem 5.2, states that for u0 ∈ H1 and
ρ0 ∈ L2 and µ0 a nonnegative Radon measure with absolutely continuous part µ0,ac
such that µ0,ac = (u
2
0,x + (ρ0 − ρ0,∞)2) dx, there exists a continuous semigroup Tt
such that (u, ρ, µ)(t) = Tt(u0, ρ0, µ0) is a weak global and conservative solution of
the 2CH system. In addition, the measure µ satisfies
(u2 + µ)t + (u(u
2 + µ))x = (u
3 − 2Pu)x,
weakly. Furthermore, for almost all times the measure µ is absolutely continuous
and µ = (u2x + (ρ− ρ∞)2) dx.
In order to analyze the case where we consider a sequence of initial densities ρn0
tending to zero as n→∞, we need to have a sufficiently strong stability result. To
that effect, we have the following result, Theorem 6.3. Consider a sequence of initial
data (un0 , ρ
n
0 , µ
n
0 ) such that u
n
0 → u0 in H1(R), ρn0 − ρn0,∞ → 0 in L2(R), ρn0,∞ → 0,
with ρn0 ≥ dn > 0 for all n. Assume that the initial measure is absolutely continuous,
that is, µn0 = µ
n
0,ac = ((u
n
0,x)
2 + (ρn0 − ρn0,∞)2) dx. Then the sequence un(t) will
converge in L∞(R) to the weak, conservative global solution of the Camassa–Holm
equation with initial data u0.
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Finally, we want to address the regularity issue. Consider an open subset I of R.
We say that (u, ρ, µ) is p-regular on I if
u ∈W p,∞(I), ρ ∈ W p−1,∞(I) and µac = µ on I.
A surprising feature of the 2CH system is that while it has an infinite speed of
propagation [17], singularities travel with finite speed. This is the content of the
following theorem, Theorem 6.1. Assume that the initial data (u0, ρ0, µ0) is p-
regular on an interval (x0, x1) such that ρ
2
0 ≥ c > 0 on (x0, x1). Then the solution
(u, ρ, µ)(t) is p-regular on the interval given by the characteristics emanating from
(x0, x1). More precisely, it is p-regular on the interval (y(t, ξ0), y(t, ξ1)), where ξ0
and ξ1 satisfy y(0, ξ0) = x0 and y(0, ξ1) = x1 and are defined as
ξ0 = sup{ξ ∈ R | y(0, ξ) ≤ x0} and ξ1 = inf{ξ ∈ R | y(0, ξ) ≥ x1}.
Thus we see that regularity is preserved between characteristics.
2. Eulerian coordinates
We consider the Cauchy problem for the two-component Camassa–Holm system
with arbitrary κ ∈ R and η ∈ (0,∞),
ut − utxx + κux + 3uux − 2uxuxx − uuxxx + ηρρx = 0,(2.1a)
ρt + (uρ)x = 0,(2.1b)
with initial data u|t=0 = u0 and ρ|t=0 = ρ0. We are interested in global solutions
for initial data u0 with nonvanishing and possibly distinct limits at infinity, that is,
(2.2) lim
x→−∞
u0(x) = u−∞ and lim
x→∞
u0(x) = u∞.
Furthermore we assume that the initial density has equal asymptotics which need
not to be zero, that is,
(2.3) lim
x→±∞
ρ0(x) = ρ∞.
More precisely we introduce the spaces
(2.4)
H∞(R) = {v ∈ L1loc(R) | v(x) = v¯(x)+v−∞χ(−x)+v∞χ(x), v¯ ∈ H1(R), v±∞ ∈ R},
where χ denotes a smooth partition function with support in [0,∞) such that
χ(x) = 1 for x ≥ 1 and χ′(x) ≥ 0 for x ∈ R, and
(2.5) L2const(R) = {g ∈ L1loc(R) | g(x) = g∞ + g¯(x), g¯ ∈ L2(R), g∞ ∈ R}.
Subsequently, we will assume that
(2.6) u0 ∈ H∞(R), ρ0 ∈ L2const(R).
Introducing the mapping Iχ from H
1(R)× R2 into H1loc(R) given by
Iχ(u¯, c−, c+)(x) = u¯(x) + c−χ(−x) + c+χ(x)
for any (u¯, c−, c+) ∈ H1(R) × R2, yields that any initial condition u0 ∈ H∞(R) is
defined by an element in H1(R)× R2 through the mapping Iχ. Hence we see that
H∞(R) is the image of H
1(R) × R2 by Iχ, that is, H∞(R) = Iχ(H1(R)× R2).The
linear mapping Iχ is injective. We equip H∞(R) with the norm
(2.7) ‖u‖H∞ = ‖u¯‖H1 + |c−|+ |c+|
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where u = Iχ(u¯, c−, c+). Then H∞(R) is a Banach space. Given another partition
function χ˜, we define the mapping (˜¯u, c˜−, c˜+) = Ψ(u¯, c−, c+) from H
1(R) × R2 to
H1(R)× R2 as c˜− = c−, c˜+ = c+ and
(2.8) ˜¯u(x) = u¯(x) + c−(χ(−x) − χ˜(−x)) + c+(χ(x) − χ˜(x)).
The linear mapping Ψ is a continuous bijection. Since
Iχ = Iχ˜ ◦Ψ,
we can see that the definition of the Banach space H∞(R) does not depend on the
choice of the partition function χ. The norm defined by (2.7) for different partition
functions χ are all equivalent.
Similarly, one can associate to any element ρ ∈ L2const(R) the unique pair (ρ¯, k) ∈
L2(R)×R through the mapping J from L2(R)×R to L2const(R) which is defined as
(2.9) J(ρ¯, k) = ρ¯+ k.
In fact J is bijective from L2(R)×R to L2const(R), which allows us to equip L2const(R)
with the norm
(2.10) ‖ρ‖L2
const
= ‖ρ¯‖L2 + |k|,
where we decomposed ρ according to ρ = J(ρ¯, k). Thus L2const(R) together with
the norm defined in (2.10) is a Banach space.
Note that for smooth solutions, we have the following conservation law
(2.11) (u2 + u2x + ηρ
2)t + (u(u
2 + u2x + ηρ
2))x = (u
3 + κu2 − 2Pu)x.
Moreover, if (u(t, x), ρ(t, x)) is a solutions of the two-component Camassa–Holm
system (2.1), then, for any constant α ∈ R we easily find that
(2.12) v(t, x) = u(t, x− αt) + α, and τ(t, x) = √ηρ(t, x− αt),
solves the two-component Camassa–Holm system with κ replaced by κ − 2α and
η = 1. Therefore, without loss of generality, we assume in what follows, that
limx→−∞ u0(x) = 0 and η = 1. In addition, we only consider the case κ = 0 as one
can make the same conclusions for κ 6= 0 with slight modifications.
3. Global solutions in Lagrangian coordinates
The aim of this section is to rewrite the two-component Camassa–Holm system
as a system of ordinary differential equations in a suitable Banach space, such that
we can prove global existence of solutions therefore.
3.1. Equivalent system. Rewrite the two-component Camassa–Holm system as
the following system
ut + uux + Px = 0,(3.1a)
ρt + (uρ)x = 0,(3.1b)
where P is implicitly defined by1
(3.2) P − Pxx = u2 + 1
2
u2x +
1
2
ρ2.
Introduce the subspace H0,∞(R) of H∞(R) as
H0,∞(R) = Iχ(H
1(R)× {0} × R).
1For κ nonzero (3.2) is simply replaced by P − Pxx = u2 + κu+
1
2
u2
x
+ 1
2
ρ2.
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Then we obtain, using (3.2), under the assumption that ρ ∈ L2const(R) and u ∈
H0,∞(R) that the function P can be expressed through
P (x) = c2χ2(x) +
1
2
∫
R
e−|x−z|(2cχu¯+ u¯2 +
1
2
u2x + 2c
2χ′2 + 2c2χχ′′)(z)dz(3.3)
+
1
2
k2 +
1
2
∫
R
e−|x−z|(
1
2
ρ¯2 + kρ¯)(z)dz.
In particular, P ∈ H∞(R) and especially Px ∈ L2(R).
We introduce the Lagrangian variables and rewrite the governing equations (3.1)
with respect to these variables. Let the characteristics y(t, ξ), which can be decom-
posed as y(t, ξ) = ζ(t, ξ) + ξ, be defined as the solutions of
(3.4) yt(t, ξ) = u(t, y(t, ξ))
for some given initial function y(0, ξ). We define
(3.5) U(t, ξ) = u(t, y(t, ξ)),
which can be decomposed as
(3.6) U(t, ξ) = U¯(t, ξ) + c(t)χ ◦ y(t, ξ),
where U¯ ∈ H1(R) and c ∈ R. In addition, we define h ∈ L2(R) formally as
(3.7) h(t, ξ) = u2x(t, y(t, ξ))yξ(t, ξ) + ρ¯
2(t, y(t, ξ))yξ(t, ξ),
so that (u2x(t, x) + ρ¯
2(t, x))dx = y#(h(t, ξ)dξ), and r ∈ L2const(R) as
(3.8) r(t, ξ) = ρ(t, y(t, ξ))yξ(t, ξ).
Moreover, r can be decomposed as
(3.9) r(t, ξ) = r¯(t, ξ) + k(t)yξ(t, ξ),
so that ρ(t, x)dx = k(t) + y#(r¯(t, ξ)dξ). Here y# denotes the pushforward.
2 We
have
(3.10) yξh = U
2
ξ + r¯
2.
The system (3.1)–(3.2) rewrites
yt = U,(3.11a)
Ut = −Q,(3.11b)
ct = 0,(3.11c)
ht = 2(U
2 +
1
2
k2 − P )Uξ,(3.11d)
rt = 0,(3.11e)
kt = 0,(3.11f)
where the functions P (t, ξ) and Q(t, ξ) are given by
(3.12)
P (ξ) =
1
4
∫
R
e−|y(ξ)−y(η)|((2U¯2 + 4cU¯χ ◦ y)yξ + 2kr¯ + h)(η) dη + c2g ◦ y(ξ) + 1
2
k2,
2The push-forward of a measure ν by a measurable function f is the measure f#ν defined as
f#ν(B) = ν(f
−1(B)) for any Borel set B.
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and
(3.13)
Q(ξ) = −1
4
∫
R
sign(ξ−η)e−|y(ξ)−y(η)|((2U¯2+4cU¯χ◦y)yξ+2kr¯+h)(η) dη+c2g′◦y(ξ),
where
(3.14) g(x) = χ2(x) +
1
2
∫
R
e−|x−z|(2χ′2 + 2χχ′′)(z) dz.
Equations (3.11a), (3.11b), (3.11d), and (3.11e), follow directly from (3.1)–(3.2).
The value of the energy density (u2 + u2x + ρ
2exit) is essentially controlled by the
variable h, and the evolution equation for h, (3.11d), follows from the conservation
law (2.11), which yields
(u2x + ρ
2)t + (u(u
2
x + ρ
2))x = 2(u
2 − P )ux.
Equations (3.11c) and (3.11f) state that the asymptotics do not evolve in time.
Formally, it comes from the fact that, if all functions are smooth and the derivatives
decay sufficiently fast, then
lim
x→±∞
ut(x) = − lim
x→±∞
(uux + Px) = 0,
and
lim
x→±∞
ρt(x) = − lim
x→±∞
(ρux + uρx) = 0.
The variables y, U , and r given by (3.4), (3.5) and (3.8) can be seen as the
standard Lagrangian variables for the equation. However, to carry out our analysis
we need to introduce the variables ζ, U¯ and r¯, which are derived from the former
variables and, in addition, belong to the appropriate Banach spaces. In those
variables the system of governing equation writes
ζt = U,(3.15a)
U¯t = −Q− c(χ′ ◦ y)U,(3.15b)
ht = 2(U
2 +
1
2
k2 − P )Uξ,(3.15c)
r¯t = −kUξ,(3.15d)
ct = 0,(3.15e)
kt = 0.(3.15f)
3.2. Existence and uniqueness of solutions of the equivalent system. Let
V be the Banach space defined by
V = {f ∈ Cb(R) | fξ ∈ L2(R)}
where Cb(R) = C(R) ∩ L∞(R) and the norm of V is given by ‖f‖V = ‖f‖L∞ +
‖fξ‖L2 . We define the Banach space E by
E = V ×H0,∞(R)× L2(R)× L2const(R),
and
(3.16) E¯ = V ×H1(R)× R× L2(R)× L2(R)× R.
Then E is in isometry with E¯ and we define
(3.17) ‖(ζ, U, h, r)‖E =
∥∥(ζ, I−1χ (U), h, J−1(r))∥∥E¯ .
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However, all partition functions give rise to equivalent norms (cf. [9, Sec. 6]). For
convenience, we will often abuse the notations and denote by the same X the two
elements (y, U¯ , c, h, r¯, k) and (y, U, h, r) where, by definition, U = U¯ + cχ ◦ y and
r = r¯+ kyξ. Furthermore, we will occasionally write (ζ, U¯ , c, h, r¯, k) and (ζ, U, h, r)
for X .
The investigation in [9, Sec. 3] of g defined by (3.14) showed that g ∈ H0,∞(R)
with limx→∞ g(x) = 1. Moreover, g is monotonically increasing and g
′ ∈ H1(R).
This yields the following result.
Lemma 3.1. For any X = (ζ, U, h, r) in E, we define the maps Q and P as
Q(X) = Q and P(X) = P , where P and Q are given by (3.12) and (3.13), respec-
tively. Then, P − 12k2 − U2 is a Lipschitz map on bounded sets from E to H1(R)
and Q is a Lipschitz map on bounded sets from E to H1(R). Moreover we have
(3.18) Qξ = −1
2
h− (U2 + 1
2
k2 − P )yξ − kr¯,
(3.19) Pξ = Q(1 + ζξ).
Proof. The structure of the involved functions is similar to the ones in [9]. We
therefore refer to the proof of [9, Lemma 3.1]. 
Theorem 3.2. Given X0 = (ζ0, U0, h0, r0) ∈ E, then there exists a time T depend-
ing only on ‖X0‖E such that (3.15) admits a unique solution in C1([0, T ], E) with
initial data X0.
Proof. Solutions of (3.15) can be rewritten as
X(t) = X0 +
∫ t
0
F (X(τ))dτ,
where F : E → E is defined by the right-hand side of (3.15). The integrals are
defined as Riemann integrals of continuous functions on the Banach space E. Using
Lemma 3.1 we can check that F (X) is a Lipschitz function on bounded sets of E.
Since E is a Banach space, we use the standard contraction argument to prove the
theorem. 
Differentiating (3.11) and (3.15), we obtain
yξ,t = Uξ,(3.20a)
Uξ,t =
1
2
h+ (U2 +
1
2
k2 − P )yξ + kr¯,(3.20b)
ht = 2(U
2 +
1
2
k2 − P )Uξ,(3.20c)
rt = 0,(3.20d)
and
ζξ,t = Uξ,(3.20e)
U¯ξ,t =
1
2
h+ (U2 +
1
2
k2 − P )yξ + kr¯ − cχ′′ ◦ yyξU − cχ′ ◦ yUξ,(3.20f)
r¯t = −kUξ.(3.20g)
We now turn to the proof of the existence of global solutions of (3.15). To that
end we consider initial data that belongs to E ∩ ([W 1,∞(R)]2 × [L∞(R)]2), where
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W 1,∞(R) = {f ∈ Cb(R) | fξ ∈ L∞(R)}. Given (ζ0, U0, h0, r0) ∈ E ∩ ([W 1,∞(R)]2 ×
[L∞(R)]2), we consider the short-time solutions (ζ, U, h, r) ∈ C([0, T ], E) of (3.15)
given by Theorem 3.2. Using the fact that Q and P − 12k2 − U2 are Lipschitz on
bounded sets and, since X ∈ C([0, T ], E), we can prove that P − 12k2 − U2 and Q
belong to C([0, T ], H1(R)). Hence we now consider P − 12k2 − U2 and Q as given
functions in C([0, T ], H1(R)). Then, for any fixed ξ ∈ R, we can solve the system
of ordinary differential equations
d
dt
α(t, ξ) = β(t, ξ),(3.21a)
d
dt
β(t, ξ) =
1
2
γ(t, ξ) + [(U2 +
1
2
k2 − P )(t, ξ)](1 + α(t, ξ)) + kδ(t, ξ),(3.21b)
d
dt
γ(t, ξ) = 2(U2 +
1
2
k2 − P )β(t, ξ),(3.21c)
d
dt
δ(t, ξ) = −kβ(t, ξ),(3.21d)
which is obtained by substituting ζξ, Uξ, h, and r¯ in (3.20) by the unknowns α,
β, γ, and δ, respectively in [L∞(R)]4. We have to specify the initial conditions for
(3.21).
Let A be the following set
A = {ξ ∈ R | |ζ0,ξ| ≤ ‖ζ0,ξ‖L∞ , |U0,ξ(ξ)| ≤ ‖U0,ξ‖L∞ , |h0| ≤ ‖h0‖L∞ , |r0| ≤ ‖r0‖L∞}.
By assumption we have thatA has full measure, that is, meas(Ac) = 0. For ξ ∈ A
we define (α(0, ξ), β(0, ξ), γ(0, ξ), δ(0, ξ)) = (ζ0,ξ(ξ), U0,ξ(ξ), h0(ξ), r¯0(ξ)). However,
if ξ ∈ Ac, we set (α(0, ξ), β(0, ξ), γ(0, ξ), δ(0, ξ)) = (0, 0, 0, 0).
Lemma 3.3. Given some initial condition X0 = (ζ0, U0, h0, r0) ∈ E∩([W 1,∞(R)]2×
[L∞(R)]2), we consider the solution X = (ζ, U, h, r) ∈ C1([0, T ], E) of (3.15) given
by Theorem 3.2. Then X ∈ C1([0, T ], E∩([W 1,∞(R)]2× [L∞(R)]2)). The functions
α(t, ξ), β(t, ξ), γ(t, ξ), and δ(t, ξ) which are obtained by solving (3.21) for any fixed
given ξ with the initial condition specified above, coincide for almost every ξ and
for all times t with ζξ, Uξ, h,and r¯, respectively, that is, for all t ∈ [0, T ], we have
(3.22) (α(t, ξ), β(t, ξ), γ(t, ξ), δ(t, ξ)) = (ζξ(t, ξ), Uξ(t, ξ), h(t, ξ), r¯(t, ξ))
for almost every ξ ∈ R.
Thus this lemma allows us to pick a special representative for (ζξ, Uξ, h, r¯) given
by (α, β, γ, δ), which is defined for all ξ ∈ R and which, for any given ξ, satisfies
the ordinary differential equation (3.21). In what follows we will of course identify
the two and set (ζξ, Uξ, h, r¯) equal to (α, β, γ, δ).
Proof. The proof is similar to the one of [18, Lemma 2.4] and hence we refer the
interested reader there. 
We define the set G as follows.
Definition 3.4. The set G is composed of all (ζ, U, h, r) ∈ E such that
(ζ, U, h, r) ∈ [W 1,∞(R)]2 × [L∞(R)]2,(3.23a)
yξ ≥ 0, h ≥ 0, yξ + h > 0 almost everywhere,(3.23b)
yξh = U
2
ξ + r¯
2 almost everywhere,(3.23c)
where we denote y(ξ) = ζ(ξ) + ξ.
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The set G is preserved by the flow and for initial data in G we obtain global
solutions.
Lemma 3.5. Given initial data X0 = (ζ0, U0, h0, r0) in G, let X(t) = (ζ(t), U(t), h(t), r(t))
be the short-time solution of (3.15) in C1([0, T ], E) for some T > 0 with initial data
(ζ0, U0, h0, r0). Then
(i) X(t) belongs to G for all t ∈ [0, T ],
(ii) for almost every t ∈ [0, T ], we have yξ(t, ξ) > 0 for almost every ξ ∈ R.
Proof. The proof follows the same lines as in [18, Lemma 2.7]. We prove only
(3.23c). From the governing equations, for any given ξ ∈ R, we get
d
dt
(yξh) = Uξh+ 2yξ(U
2 +
1
2
k2 − P )Uξ,
d
dt
U2ξ = 2Uξ(
1
2
h+ (U2 +
1
2
k2 − P )yξ + kr¯)
and
d
dt
r¯2 = −2kr¯Uξ.
Hence, ddt (yξh− U2ξ − r¯2) = 0 and (3.23c) is proved. 
We are now ready to prove global existence of solutions to (3.15).
Theorem 3.6. For any X0 = (y0, U0, h0, r0) ∈ G, the system (3.15) admits a
unique global solution X(t) = (y(t), U(t), h(t), r(t)) in C1(R+, E) with initial data
X0 = (y0, U0, h0, r0). We have X(t) ∈ G for all times. If we equip G with the
topology inducted by the E-norm, then the mapping S : G × R+ → G defined as
St(X¯) = X(t)
is a continuous semigroup. More precisely, given M > 0 and T > 0, there exists a
constant CM which only depends on M and T such that, for any two elements Xα,
Xβ ∈ G such that ‖Xα‖E ≤M , ‖Xβ‖E ≤M , we have
(3.24) ‖StXα − StXβ‖ ≤ CM ‖Xα −Xβ‖
for any t ∈ [0, T ].
Proof. The proof follows closely the one of [9, Theorem 3.7], and hence we will only
prove (3.24). Therefore, one can show as in [9, Theorem 3.7], that
(3.25) Γ(t) =
∫
R
U¯2yξdξ + ‖h‖L1 ,
satisfies
(3.26)
d
dt
Γ(t) ≤ C(Γ(t) + 1),
where C denotes some constant dependent on c (independent of time) and the
partition function χ we choose. Thus Gronwall’s inequality yields
(3.27) Γ(t) + 1 ≤ (Γ(0) + 1)eCt,
where C depends on c and the partition function χ. Moreover,
(3.28) Γ0 ≤
∥∥U¯0∥∥2L2 + ∥∥U¯0∥∥L∞ ∥∥U¯0∥∥L2 ‖ζ0,ξ‖L2 + ‖h0‖L1 .
Hence Γ(t) only depends on t, the partition function χ and ‖X0‖E . Thus, using the
estimates derived in [9, Theorem 3.7], one obtains that ‖St(Xα)‖E depends only
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on ‖X0‖E , t, and the partition function χ we choose. Using that F is Lipschitz
continuous, we finally end up with (3.24). 
4. From Eulerian to Lagrangian coordinates and vice versa
Definition 4.1. The set D is composed of all pairs (u, ρ, µ) such that u ∈ H0,∞(R),
ρ ∈ L2const(R) and µ is a positive finite Radon measure whose absolutely continuous
part, µac, satisfies
(4.1) µac = (u
2
x + ρ¯
2) dx.
Definition 4.2. We denote by G the subgroup of the group of homeomorphisms
from R to R such that
f − Id and f−1 − Id both belong to W 1,∞(R),(4.2a)
fξ − 1 belongs to L2(R),(4.2b)
where Id denotes the identity function. Given κ > 0, we denote by Gκ the subset
Gκ of G defined by
(4.3) Gκ = {f ∈ G | ‖f − Id‖W 1,∞ +
∥∥f−1 − Id∥∥
W 1,∞
≤ κ}.
Lemma 4.3 ([18, Lemma 3.2]). Let κ ≥ 0. If f belongs to Gκ, then 1/(1 + κ) ≤
fξ ≤ 1 + κ almost everywhere. Conversely, if f is absolutely continuous, f − Id ∈
W 1,∞(R), f satisfies (4.2b) and there exists d ≥ 1 such that 1/d ≤ fξ ≤ d almost
everywhere, then f ∈ Gκ for some κ depending only on d and ‖f − Id‖W 1,∞ .
We define the subsets Fκ and F of G as follows
Fκ = {X = (y, U, h, r) ∈ G | y +H ∈ Gκ},
and
F = {X = (y, U, h, r) ∈ G | y +H ∈ G},
where H(t, ξ) is defined by
H(t, ξ) =
∫ ξ
−∞
h(t, τ)dτ,
which is finite since, from (3.23c), we have h = U2ξ+r¯
2−ζξh and therefore h ∈ L1(R).
For κ = 0, we have G0 = {Id}. As we shall see, the space F0 will play a special role.
These sets are relevant only because they are preserved by the governing equation
(3.15) as the next lemma shows. In particular, while the mapping ξ 7→ y(t, ξ) may
not be a diffeomorphism for some time t, the mapping ξ 7→ y(t, ξ)+H(t, ξ) remains
a diffeomorphism for all times t.
Lemma 4.4. The space G is preserved by the governing equations (3.15). More
precisely, given κ, T ≥ 0, and X0 ∈ Gκ, we have
St(X0) ∈ Gκ′ ,
for all t ∈ [0, T ] where κ′ only depends on T , κ, and ‖X0‖E .
Proof. See [18, Lemma 3.3]. 
For the sake of simplicity, for any X = (y, U, h, r) ∈ F and any function f ∈ G,
we denote (y ◦ f, U ◦ f, h ◦ ffξ, r ◦ ffξ) by X ◦ f .
Proposition 4.5. The map from G×F to F given by (f,X) 7→ X ◦ f defines an
action of the group G on F .
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Proof. See [18, Proposition 3.4]. 
Since G is acting on F , we can consider the quotient space F/G of F with respect
to the action of the group G. The equivalence relation on F is defined as follows:
For any X,X ′ ∈ F , we say that X and X ′ are equivalent if there exists f ∈ G such
that X ′ = X ◦ f . We denote by Π(X) = [X ] the projection of F into the quotient
space F/G, and introduce the mapping Γ: F → F0 given by
Γ(X) = X ◦ (y +H)−1
for any X = (y, U, h, r) ∈ F . We have Γ(X) = X when X ∈ F0. It is not hard
to prove that Γ is invariant under the G action, that is, Γ(X ◦ f) = Γ(X) for
any X ∈ F and f ∈ G. Hence, there corresponds to Γ a mapping Γ˜ from the
quotient space F/G to F0 given by Γ˜([X ]) = Γ(X) where [X ] ∈ F/G denotes the
equivalence class of X ∈ F . For any X ∈ F0, we have Γ˜ ◦ Π(X) = Γ(X) = X .
Hence, Γ˜ ◦Π|F0 = Id |F0 . Any topology defined on F0 is naturally transported into
F/G by this isomorphism. We equip F0 with the metric induced by the E-norm,
i.e., dF0(X,X
′) = ‖X −X ′‖E for all X,X ′ ∈ F0. Since F0 is closed in E, this
metric is complete. We define the metric on F/G as
dF/G([X ], [X
′]) = ‖Γ(X)− Γ(X ′)‖E ,
for any [X ], [X ′] ∈ F/G. Then, F/G is isometrically isomorphic with F0 and the
metric dF/G is complete.
Lemma 4.6. Given α ≥ 0. The restriction of Γ to Fα is a continuous mapping
from Fα to F0.
Proof. See [18, Lemma 3.5]. 
Remark 4.7. The mapping Γ is not continuous from F to F0. The spaces Fα
were precisely introduced in order to make the mapping Γ continuous.
We denote by S : F × [0,∞)→ F the continuous semigroup which to any initial
data X0 ∈ F associates the solution X(t) of the system of differential equations
(3.15) at time t. As indicated earlier, the two-component Camassa–Holm system
is invariant with respect to relabeling. More precisely, using our terminology, we
have the following result.
Theorem 4.8. For any t > 0, the mapping St : F → F is G-equivariant, that is,
(4.4) St(X ◦ f) = St(X) ◦ f
for any X ∈ F and f ∈ G. Hence, the mapping S˜t from F/G to F/G given by
S˜t([X ]) = [StX ]
is well-defined. It generates a continuous semigroup.
Proof. See [18, Theorem 3.7]. 
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We have the following diagram:
(4.5) F0 Π // F/G
Fα
Γ
OO
F0
St
OO
Π // F/G
S˜t
OO
4.1. Mappings between the two coordinate systems. Our next task is to
derive the correspondence between Eulerian coordinates (functions in D) and La-
grangian coordinates (functions in F/G). The set D however allows the energy
density to have a singular part and a positive amount of energy can concentrate on
a set of Lebesgue measure zero.
We define the mapping L from D to F0 which to any initial data in D associates
an initial data for the equivalent system in F0.
Theorem 4.9. For any (u, ρ, µ) in D, let
y(ξ) = sup {y | µ((−∞, y)) + y < ξ} ,(4.6a)
h(ξ) = 1− yξ(ξ),(4.6b)
U(ξ) = u ◦ y(ξ),(4.6c)
r(ξ) = ρ ◦ y(ξ)yξ(ξ).(4.6d)
Then (y, U, h, r) ∈ F0. We denote by L : D → F the mapping which to any element
(u, ρ, µ) ∈ D associates X = (y, U, h, r) ∈ F given by (4.6).
Proof. The proof follows the same lines as the one of [18, Theorem 3.8], which we do
not repeat here. We give some more details about the variable ρ and its Lagrangian
counterpart r, which are specific to the Camassa-Holm system. As in [18, Theorem
3.8], we obtain that
(4.7) (u2x ◦ y + ρ¯2 ◦ y + 1)yξ = 1
for allmost every ξ such that yξ 6= 0. From (4.7), it follows that 0 ≤ yξ ≤ 1 and
hyξ = (uξ ◦ y)2y2ξ + (ρ¯ ◦ y)2y2ξ , which implies (3.23c). It remains to prove that
r¯ ∈ L2(R) ∩ L∞(R). We have∫
R
r¯(ξ)2 dξ =
∫
R
ρ¯(y(ξ))2y2ξ dξ ≤
∫
R
ρ¯(y(ξ))2yξ dξ =
∫
R
ρ¯(x)2 dx <∞
and
r¯2 = ρ¯2 ◦ y y2ξ ≤ ρ¯2 ◦ y yξ ≤ 1.

Reversely, to any element in F there corresponds a unique element in D which
is given by the mapping M defined below.
Theorem 4.10. Given any element X = (y, U, h, r) ∈ F . Then, the measure
y#(r¯(ξ) dξ) is absolutely continuous, and we define (u, ρ, µ) as follows
u(x) = U(ξ) for any ξ such that x = y(ξ),(4.8a)
µ = y#(h(ξ) dξ),(4.8b)
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ρ¯(x) dx = y#(r¯(ξ) dξ),(4.8c)
ρ(x) = k + ρ¯(x).(4.8d)
We have that (u, ρ, µ) belongs to D. We denote by M : F → D the mapping which
to any X in F associates the element (u, ρ, µ) ∈ D as given by (4.8). In particular,
the mapping M is invariant under relabeling.
Proof. Most of the proof follows closely [18, Theorem 3.11]. That the definition
of u is well-posed follows exactly as in [18, Theorem 3.11]. Next we prove that
y#(r¯(ξ) dξ) is absolutely continuous and satisfies (4.8c) for ρ¯ ∈ L2(R). In addition,
we will see that ρ¯ ◦ yyξ = r¯ whenever yξ 6= 0. Let λ = y#(r¯(ξ) dξ). For any
continuous function with compact support φ, we have, using the change of variables
x = y(ξ), ∫
R
φ(x)dλ(x) =
∫
R
r¯φ ◦ y dξ =
∫
{ξ∈R | yξ(ξ) 6=0}
r¯√
yξ
φ ◦ y√yξ dξ,
because r¯(ξ) = 0 for almost every ξ such that yξ = 0. Hence,∫
R
φ(x)dλ(x) ≤
(∫
{ξ∈R | yξ(ξ) 6=0}
r¯2
yξ
dξ
)1/2(∫
R
φ2 dx
)1/2
≤
(∫
R
h dξ
)1/2
‖φ‖L2 ≤ ‖h‖1/2L1 ‖φ‖L2 ,(4.9)
where we used that r¯2 ≤ hyξ, see (3.23c). It follows that λ is absolutely continuous,
we write λ = ρ¯dx, and (4.9) also implies that ρ¯ ∈ L2(R) with ‖ρ¯‖L2 ≤ ‖h‖
1
2
L1 . By
the definition of ρ¯, we have that, for any set B,
(4.10)
∫
B
ρ¯(x) dx =
∫
y−1(B)
ρ¯ ◦ yyξ dξ =
∫
y−1(B)
r¯ dξ
Define
Z = {ξ ∈ R | y is differentiable at ξ and yξ(ξ) = 0
or y is not differentiable at ξ},
For any B˜ ⊂ Zc, we have y−1(y(B˜)) = B˜. Indeed, assume the opposite. Then,
there exists ξ0 ∈ B˜ and ξ1 ∈ B˜c such that y(ξ0) = y(ξ1). Since y is increasing, it
implies that yξ(ξ0) = 0, which contradicts the fact that ξ0 ∈ Zc. Thus, (4.10) gives∫
B˜
ρ¯ ◦ yyξ dξ =
∫
B˜
r¯ dξ,
and it follows that
(4.11) ρ¯ ◦ yyξ = r¯
on Zc. Finally, it is left to show that µac = u
2
x + ρ¯
2. We can use (4.11) and the
proof follows the same line as in [18, Theorem 3.11]. 
Finally, in order to show that the equivalence classes in Lagrangian coordinates
are in bijection with the set of Eulerian coordinates, it is left to prove the following
theorem.
Theorem 4.11. The mappings M and L are invertible. We have
L ◦M = IdF/G and M ◦ L = IdD .
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Proof. Given [X ] in F/G, we choose X = (y, U, h, r) = Γ˜([X ]) as a representative
of [X ] and consider (u, ρ, µ) given by (4.8) for this particular X . Note that, from
the definition of Γ˜, we have X ∈ F0. Let X˜ = (y˜, U˜ , h˜, r˜) be the representative of
L(u, ρ, µ) in F0 given by the formulas (4.6). We claim that (y˜, U˜ , h˜, r˜) = (y, U, h, r)
and therefore L ◦M = IdF/G. Let
(4.12) g(x) = sup{ξ ∈ R | y(ξ) < x}.
It is not hard to prove, using the fact that y is increasing and continuous, that
(4.13) y(g(x)) = x
and y−1((−∞, x)) = (−∞, g(x)). For any x ∈ R, we have, by (4.8b), that
µ((−∞, x)) =
∫
y−1((−∞,x))
h dξ =
∫ g(x)
−∞
h dξ = H(g(x))
because H(−∞) = 0. Since X ∈ F0, y +H = Id and we get
(4.14) µ((−∞, x)) + x = g(x).
From the definition of y˜, we then obtain that
(4.15) y˜(ξ) = sup{x ∈ R | g(x) < ξ}.
For any given ξ ∈ R, let us consider an increasing sequence xi tending to y˜(ξ) such
that g(xi) < ξ; such sequence exists by (4.15). Since y is increasing and using
(4.13), it follows that xi ≤ y(ξ). Letting i tend to ∞, we obtain y˜(ξ) ≤ y(ξ).
Assume that y˜(ξ) < y(ξ). Then, there exists x such that y˜(ξ) < x < y(ξ) and
equation (4.15) then implies that g(x) ≥ ξ. On the other hand, x = y(g(x)) < y(ξ)
implies g(x) < ξ because y is increasing, which gives us a contradiction. Hence, we
have y˜ = y. It follows directly from the definitions, since yξ + h = 1, that h˜ = h,
U˜ = U , |¯˜r| = |r¯|, and d˜ = d. If yξ(ξ) = 0, then ¯˜r(ξ) = 0 = r¯(ξ). We use (4.11)
and get ¯˜r(ξ) = ρ¯(y˜(ξ))y˜ξ = ρ¯(y(ξ))yξ = r¯ if yξ(ξ) 6= 0. Thus we have proved that
L ◦M = IdF/G.
We now turn to the proof that M ◦L = IdD. Given (u, ρ, µ) in D, we denote by
(y, U, h, r) the representative of L(u, ρ, µ) in F0 given by (4.6). Then, let (u˜, ρ˜, µ˜) =
M ◦L(u, ρ, µ). We claim that (u˜, ρ˜, µ˜) = (u, ρ, µ). Let g be the function defined as
before by (4.12). The same computation that leads to (4.14) now gives
(4.16) µ˜((−∞, x)) + x = g(x).
Given ξ ∈ R, we consider an increasing sequence xi which converges to y(ξ) and
such that µ((−∞, xi)) + xi < ξ. The existence of such a sequence is guaranteed by
(4.6a). Passing to the limit and since F (x) = µ((−∞, x)) is lower semi-continuous,
we obtain µ((−∞, y(ξ))) + y(ξ) ≤ ξ. We take ξ = g(x) and get
(4.17) µ((−∞, x)) + x ≤ g(x).
From the definition of g, there exists an increasing sequence ξi which converges to
g(x) such that y(ξi) < x. The definition (4.6a) of y tells us that µ((−∞, x))+x ≥ ξi.
Letting i tend to infinity, we obtain µ((−∞, x)) + x ≥ g(x) which, together with
(4.17), yields
(4.18) µ((−∞, x)) + x = g(x).
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Comparing (4.18) and (4.16) we get that µ = µ˜. It is clear from the definitions
that u˜ = u. Using (4.11), we get ρ˜(y)yξ = r = ρ(y)yξ and therefore ρ˜ = ρ. Hence,
(u˜, ρ˜, µ˜) = (u, ρ, µ) and M ◦ L = IdD. 
5. Continuous semigroup of solutions
We define Tt as
Tt =M ◦ St ◦ L.
The metric dD is defined as
dD((u1, ρ1, µ1), (u2, ρ2, µ2)) = dF0(L(u1, ρ1, µ1), L(u2, ρ2, µ2)).
Definition 5.1. Assume that u : [0,∞)× R→ R and ρ : [0,∞)× R→ R satisfy
(i) u ∈ L∞loc([0,∞), H∞(R)) and ρ ∈ L∞loc([0,∞), L2const(R)),
(ii) the equations
(5.1)
∫∫
[0,∞)×R
[
− u(t, x)φt(t, x) +
(
u(t, x)ux(t, x) + Px(t, x)
)
φ(t, x)
]
dxdt
=
∫
R
u(0, x)φ(0, x)dx,
(5.2)∫∫
[0,∞)×R
[
(P (t, x)−u2(t, x)−1
2
u2x(t, x)−
1
2
ρ2(t, x))φ(t, x)+Px(t, x)φx(t, x)
]
dxdt = 0,
and
(5.3)∫∫
[0,∞)×R
[
− ρ(t, x)φt(t, x) − u(t, x)ρ(t, x)φx(t, x)
]
dxdt =
∫
R
ρ(0, x)φ(0, x)dx,
hold for all φ ∈ C∞0 ([0,∞) × R). Then we say that u is a weak global solution of
the two-component Camassa–Holm system. If u in addition satisfies
(u2 + u2x + ρ
2)t + (u(u
2 + u2x + ρ
2))x − (u3 − 2Pu)x = 0
in the sense that∫∫
(0,∞)×R
[
(u2(t, x) + u2x(t, x) + ρ
2(t, x))φt(t, x)
+ (u(t, x)(u2(t, x) + u2x(t, x) + ρ
2(t, x)))φx(t, x)(5.4)
− (u3(t, x)− 2P (t, x)u(t, x))φx(t, x)
]
dxdt = 0,
for any φ ∈ C∞0 ((0,∞) × R), we say that u is a weak global conservative solution
of the two-component Camassa–Holm system.
Theorem 5.2. The mapping Tt is a continuous semigroup of solutions with respect
to the metric dD. Given any initial data (u0, ρ0, µ0) ∈ D, let (u(t, · ), ρ(t, · )), µ(t, · ))) =
Tt(u0, ρ0, µ0). Then (u, ρ) is a weak solution to (1.1), and µ is a weak solution to
(u2 + µ+ ρ2 − ρ¯2)t + (u(u2 + µ+ ρ2 − ρ¯2))x = (u3 − 2Pu)x.
For almost every time, µ is absolutely continuous, and in that case µ = (u2x+ ρ¯
2) dx.
Proof. The proof follows closely the one for the Camassa–Holm equation with non-
vanishing asymptotics, and we therefore refer to [9, Theorem 5.2].

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6. Regularity and uniqueness results
Given (u, ρ, µ) ∈ D, p ∈ N and an open set I, we say that (u, ρ, µ) is p-regular
on an open set I if
u ∈W p,∞(I), ρ ∈ W p−1,∞(I) and µac = µ on I.
By notation, we set W 0,∞(I) = L∞(I). The variable ρ has a regularizing effect,
as the following theorem shows. Even if the 2CH system has an infinite speed of
propagation, see [17], we obtain the hyperbolic feature that discontinuities travel at
finite speed. The regularity is preserved in intervals defined by the characteristics.
Theorem 6.1. We consider the initial data (u0, ρ0, µ0). Assume that (u0, ρ0, µ0)
is p-regular on a given interval (x0, x1) and
(6.1) ρ0(x)
2 ≥ c > 0
for x ∈ (x0, x1). Then, for any t ∈ R+, (u, ρ, µ)(t, ·) is p-regular on the interval
(y(t, ξ0), y(t, ξ1)), where ξ0 and ξ1 satisfy y(0, ξ0) = x0 and y(0, ξ1) = x1 and are
defined as
ξ0 = sup{ξ ∈ R | y(0, ξ) ≤ x0} and ξ1 = inf{ξ ∈ R | y(0, ξ) ≥ x1}.
Proof. We consider first the case p = 1. Let (y0, U0, h0, r0) = L(u0, µ0, ρ0). Since
y0 is surjective and continuous, we have y0(ξ0) = x0 and y0(ξ1) = x1. We denote
I = (x0, x1) and J = (ξ0, ξ1). Since µ is absolutely continuous on I, we get from
(4.6a) that, for any ξ ∈ J ,
µ((−∞, y0(ξ0)]) + µac((y0(ξ0), y0(ξ))) + y0(ξ) = ξ
so that
µ((−∞, y0(ξ0)]) +
∫ y0(ξ)
y0(ξ0)
(u20x + ρ¯
2
0) dx + y0(ξ) = ξ.
We differentiate this relation with respect to ξ and obtain that
(6.2) y0ξ(ξ) =
1
(1 + u20x + ρ¯
2
0) ◦ y0(ξ)
.
Hence,
(6.3) y0ξ(ξ) ≥ 1
1 + C
for any ξ ∈ J and for a constant C which depends only on ‖u0‖W 1,∞ (I) and
‖ρ0‖L∞(I), both quantities being bounded when (u0, ρ0, µ0) is p-regular in I. By
the definition of r0, we have ρ0(y0(ξ))y0ξ(ξ) = r0(ξ) and, therefore, it follows from
(6.3) and assumption (6.1) that, for any ξ ∈ J , r0(ξ) ≥ c1 for some constant c1 > 0.
By (3.20d) and (3.23c), we have
(6.4) c21 ≤ r20(ξ) = r2(t, ξ) = (r¯ + kyξ)2 = r¯2 + yξ(2r¯ + yξ) ≤ yξ(h+ 2r¯ + yξ)
for any t ∈ [0, T ] and ξ ∈ J . In Lemma 3.5, it is shown that
‖ζ(t, ·)‖W 1,∞ + ‖U(t, ·)‖W 1,∞ + ‖h(t, ·)‖L∞ + ‖r(t, ·)‖L∞ ≤ C1
for some constant C1 which depends on the initial data. Then, (6.4) yields yξ(t, ξ) ≥
c2 for some constant c2 > 0. It follows that for each t ∈ [0, T ], the mapping
y(t, ·) : (ξ0, ξ1) 7→ (y(t, ξ0), y(t, ξ1)) is a Lipschitz homeomorphism and its inverse
18 K. GRUNERT, H. HOLDEN, AND X. RAYNAUD
y−1 is also Lipschitz. We denote the interval (y(t, ξ0), y(t, ξ1)) by I
t. By the
definitions of Theorem 4.10, it follows that
(6.5) u(t, x) = U(t, y−1(t, x)) and ρ(t, x) =
r(t, y−1(t, x))
yξ(t, y−1(t, x))
for x ∈ It. Hence, u(t, ·) ∈ W 1,∞(It) and ρ(t, ·) ∈ L∞(It). Since µ = y#(h(ξ) dξ)
and y−1 is Lipschitz on It, we have
µ(t, A) =
∫
y−1(A)
h(t, ξ) dξ =
∫
A
h ◦ y−1
yξ ◦ y−1 dx =
∫
A
(u2x(t, x) + ρ¯(t, x)
2)dx
for any subset A of It. Hence, µ = µac in I
t. Let us now consider the case
p > 1. It follows from (6.2) that y0 ∈ W p,∞(J). Since U0(ξ) = u0 ◦ y0(ξ) on J ,
we get U0 ∈ W p,∞(J). Similarly, (4.6b) and (4.6d) yield h0 ∈ W p−1,∞(J) and
r0 ∈ W p−1,∞(J). The key point is that, due to the quasilinear structure of the
equivalent system (3.20), this regularity is preserved by the flow. By differentiating
Q given by (3.13), we observe that ∂pξQ is quasilinear in ∂
p
ξ y, ∂
p
ξU , ∂
p−1
ξ h and
∂p−1ξ r¯, that is, it can be written as
(6.6) ∂pξQξ = a1∂
p
ξ yξ + a2∂
p
ξUξ + a3∂
p−1
ξ h+ a4∂
p−1
ξ r¯ + a5
where {ai}5i=1 are functions that are bounded in L∞(J) by a constant depending
only on ‖y − Id‖Wp−1,∞(J), ‖U‖Wp−1,∞(J), ‖h‖Wp−2,∞(J), ‖r¯‖Wp−2,∞(J), ‖P‖L∞(J)
and ‖Q‖L∞(J). The same property holds for P . One checks directly that the system
(3.20) inherits the same quasilinearity property, that is, the pth derivative of each
term on the right-hand side can be written as a linear combination of ∂pξ y, ∂
p
ξU ,
∂p−1ξ h and ∂
p−1
ξ r¯ as in (6.6). Then, we use Gronwall’s lemma and an induction
argument on j = 1, . . . , p to prove, that if
(ζ(t, ·), U(t, ·), h(t, ·), r(t, ·)) ∈ W j,∞(J)×W j,∞(J)×W j−1,∞(J)×W j−1,∞(J)
holds for t = 0, then it remains true for t ∈ [0, T ], for j = 1, . . . , p. Using (6.5), we
conclude that u ∈ W p,∞(It) and ρ ∈W p−1,∞(It). 
Corollary 6.2. If the initial data (u0, ρ0, µ0) ∈ D satisfies u0, ρ0 ∈ C∞(R), µ0 is
absolutely continuous and ρ20(x) ≥ d > 0 for all x ∈ R, then u, ρ ∈ C∞(R × R) is
the unique classical solution to (3.1).
These classical solutions can be used to obtain the global conservative solution
of the Camassa–Holm equation (1.4). We consider only initial data for which µ0 is
absolutely continuous.
Theorem 6.3. Let u0 ∈ H∞(R). We consider the approximating sequence of initial
data (un0 , ρ
n
0 , µ
n
0 ) ∈ D given by un0 ∈ C∞(R) with limn→∞ un0 = u0 in H∞(R),
ρn0 ∈ C∞(R) with limn→∞ ρn0 = 0 in L2const(R), (ρn0 )2 ≥ dn for some constant
dn > 0 and for all n and µ
n
0 = ((u
n
0,x)
2 + (ρ¯n0 )
2) dx. We denote by (un, ρn) the
unique classical solution to (3.1) in C∞(R+×R)×C∞(R+×R) which corresponds
to this initial data. Then for every t ∈ R+, the sequence un(t, ·) converges to u(t, ·)
in L∞(R), where u is the conservative solution of the Camassa–Holm equation (1.4)
with initial data u0 ∈ H∞(R).
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Proof. The proof relies on the stability of the semigroup of solutions and on the
Lemmas 6.4 and 6.5 below, which compare the topology of D with standard topolo-
gies. From Lemma 6.4, it follows that (un0 , ρ
n
0 , µ
n
0 ) converges to (u0, 0, µ0) in D. By
the stability of the semigroup with respect to D, we have that, for any t ∈ R+,
(un(t), ρn(t), µn(t)) converges to (u(t), 0, µ(t)) in D. Then, Lemma 6.5 gives that
un(t, ·) converges to u(t, ·) in L∞(R). 
In order to complete the proof of the previous and main theorem, we show the
following lemmas.
Lemma 6.4. The mapping
(6.7) (u, ρ) 7→ (u, ρ, (u2x + ρ¯2)dx)
is continuous from H0,∞(R) × L2const(R) into D. In other words, given a sequence
(un, ρn) in H0,∞(R)×L2const(R) which converges to (u, ρ) in H0,∞(R)×L2const(R),
then (un, ρn, (u
2
n,x + ρ¯
2
n)dx) converges to (u, ρ, (u
2
x + ρ¯
2)dx) in D.
Proof. The proof follows the same lines as the one of [18, Proposition 5.1], which
we will not repeat here. Here we focus on showing that r¯n → r¯ ∈ L2(R). Note
that we know already from the convergence in Eulerian coordinates that |kn − k|
converges to 0.
We write gn = u
2
n,x + ρ¯
2
n and g = u
2
x + ρ¯
2. Let Xn = (yn, Un, hn, rn) and
X = (y, U, h, r) be the representatives in F0 given by (4.6) of L(un, ρn, (u2n,x+ρ¯2)dx)
and L(u, ρ, (u2x + ρ¯
2)dx), respectively. In particular, we have
(6.8)
∫ y(ξ)
−∞
g(x) dx + y(ξ) = ξ ,
∫ yn(ξ)
−∞
gn(x) dx + yn(ξ) = ξ
and, after taking the difference between the two equations, we obtain
(6.9)
∫ y(ξ)
−∞
(g − gn)(x) dx +
∫ y(ξ)
yn(ξ)
gn(x) dx + y(ξ)− yn(ξ) = 0.
Since gn is positive,
∣∣∣y − yn + ∫ yyn gn(x) dξ
∣∣∣ = |y − yn| + ∣∣∣∫ yyn gn(x) dξ
∣∣∣ and (6.9)
implies
|y(ξ)− yn(ξ)| ≤
∫ y(ξ)
−∞
|g − gn| (x) dx ≤ ‖g − gn‖L1 .
Since un → u in H0,∞(R) and ρn → ρ ∈ L2const(R), also gn → g in L1(R) and it
follows that ζn → ζ ∈ L∞(R). The measures (u2x + ρ¯2)dx and (u2n,x + ρ¯2n)dx have,
by definition, no singular part and therefore
(6.10) yξ =
1
g ◦ y + 1 and yn,ξ =
1
gn ◦ yn + 1
almost everywhere. Hence,
ζn,ξ − ζξ = (g ◦ y − gn ◦ yn)yn,ξyξ
= (g ◦ y − g ◦ yn)yn,ξyξ + (g ◦ yn − gn ◦ yn)yn,ξyξ.(6.11)
Since 0 ≤ yξ ≤ 1, we have
(6.12)
∫
R
|g ◦ yn − gn ◦ yn| yn,ξyξ dξ ≤
∫
R
|g ◦ yn − gn ◦ yn| yn,ξ dξ = ‖g − gn‖L1 .
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For any ε > 0, there exists a continuous function l with compact support such that
‖g − l‖L1 ≤ ε/3. We can decompose the first term on the right-hand side of (6.11)
into
(6.13) (g ◦ y − g ◦ yn)yn,ξyξ = (g ◦ y − l ◦ y)yn,ξyξ
+ (l ◦ y − l ◦ yn)yn,ξyξ + (l ◦ yn − g ◦ yn)yn,ξyξ.
Then, we have∫
R
|g ◦ y − l ◦ y| yn,ξyξ dξ ≤
∫
|g ◦ y − l ◦ y| yξ dξ = ‖g − l‖L1 ≤
ε
3
,
and, similarly, we obtain
∫
R
|g ◦ yn − l ◦ yn| yn,ξyξ dξ ≤ ε/3. Since yn → y in L∞(R)
and l is continuous with compact support, we obtain by applying the Lebesgue
dominated convergence theorem, that l ◦ yn → l ◦ y in L1(R), and thus we can
choose n big enough so that∫
R
|l ◦ y − l ◦ yn| yn,ξyξ dξ ≤ ‖l ◦ y − l ◦ yn‖L1 ≤
ε
3
.
Hence, from (6.13), we get that
∫
R
|g ◦ y − g ◦ yn| yn,ξyξ dξ ≤ ε so that
lim
n→∞
∫
R
|g ◦ y − g ◦ yn| yn,ξyξ dξ = 0,
and, from (6.11) and (6.12), it follows that ζn,ξ → ζξ in L1(R). Since Xn ∈ F0,
ζn,ξ is bounded in L
∞(R), we finally get that ζn,ξ → ζξ in L2(R) and, by (4.6b),
hn → h in L2(R).
We are now ready to show that r¯n → r¯ in L2(R). By definition we have r¯n =
ρ¯n ◦ ynyn,ξ and r¯ = ρ¯ ◦ yyξ, so that
‖r¯n − r¯‖2L2 = ‖ρ¯n ◦ ynyn,ξ − ρ¯ ◦ yyξ‖2L2
(6.14)
=
∫
R
(ρ¯n ◦ yn)2yn,ξ(yn,ξ − yξ)dξ +
∫
R
ρ¯n ◦ ynyn,ξ(ρ¯n ◦ yn − ρ¯n ◦ y)yξdξ
+
∫
R
ρ¯ ◦ ynyn,ξ(ρ¯n ◦ y − ρ¯ ◦ y)yξdξ +
∫
R
(ρ¯ ◦ y)2yξ(yξ − yn,ξ)dξ
+
∫
R
ρ¯ ◦ yyξ(ρ¯ ◦ y − ρ¯ ◦ yn)yn,ξdξ +
∫
R
ρ¯ ◦ yyξ(ρ¯ ◦ yn − ρ¯n ◦ yn)yn,ξdξ.
The first and the fourth term have the same structure, and we therefore only treat
the first one. Hence
(6.15)
∥∥(ρ¯n ◦ yn)2yn,ξ(yn,ξ − yξ)∥∥L1 ≤ ‖yξ − yn,ξ‖L1
because (ρ¯n ◦ yn)2yn,ξ ≤ h ≤ 1 and thus it tends to 0 as n → ∞. In order to
investigate the fifth term we will use that ρ¯ ∈ L2(R) and therefore for any ε > 0
there exists a continuous function l˜ with compact support such that
∥∥∥ρ¯− l˜∥∥∥
L2
≤
ε/(3 ‖ρ‖L2). Thus we can write
‖ρ¯ ◦ yyξ(ρ¯ ◦ y − ρ¯ ◦ yn)yn,ξ‖L1 ≤
∥∥∥ρ¯ ◦ yyξ(ρ¯ ◦ y − l˜ ◦ y)yn,ξ∥∥∥
L1
+
∥∥∥ρ¯ ◦ yyξ(l˜ ◦ y − l˜ ◦ yn)yn,ξ∥∥∥
L1
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+
∥∥∥ρ¯ ◦ yyξ(l˜ ◦ yn − ρ¯ ◦ yn)yn,ξ∥∥∥
L1
≤ ‖ρ¯‖L2 (2
∥∥∥ρ¯− l˜∥∥∥
L2
+
∥∥∥l˜ ◦ yn − l˜ ◦ y∥∥∥
L2
).
Since yn → y ∈ L∞(R) and l˜ is continuous with compact support, we obtain
by Lebesque’s dominated convergence theorem that l˜ ◦ yn → l˜ ◦ y in L2(R). In
particular, we can choose n big enough so that ‖ρ¯ ◦ yyξ(ρ¯ ◦ y − ρ¯ ◦ yn)yn,ξ‖L1 ≤ ε.
Since ε can be chosen arbitrarily small we obtain in particular that
(6.16) lim
n→∞
‖ρ¯ ◦ yyξ(ρ¯ ◦ y − ρ¯ ◦ yn)yn,ξ‖L1 = 0.
This immediately implies that also the second term tends to zero using ρ¯n ◦ yn −
ρ¯n ◦ y = (ρ¯n ◦ yn − ρ¯ ◦ yn) + (ρ¯ ◦ yn − ρ¯ ◦ y) + (ρ¯ ◦ y − ρ¯n ◦ y). As far as the third
(and the last) term is concerned, we can conclude as follows
‖ρ¯ ◦ ynyn,ξ(ρ¯n ◦ y − ρ¯ ◦ y)yξ‖L1 ≤ ‖ρ¯ ◦ ynyn,ξ‖L2 ‖(ρ¯n ◦ y − ρ¯ ◦ y)yξ‖L2
≤ ‖ρ¯‖L2 ‖ρ¯n − ρ¯‖L2 ,
which again tends to zero since by assumption ρ¯n → ρ¯ ∈ L2(R). Hence all terms
in (6.14) tend to 0 as n→∞ and therefore r¯n → r¯ ∈ L2(R).
Finally we want to point out that when proving Un,ξ → Uξ in L2(R), one has
that
(6.17) U2n,ξ = hn − h2n − r¯2n,
and a corresponding identity holds for Uξ which allows us to conclude as in [18,
Proposition 5.1].

Lemma 6.5. Let (un, ρn, µn) be a sequence in D that converges to (u, ρ, µ) in D.
Then
un → u in L∞(R), ρ¯n ∗⇀ ρ¯, kn → k ∈ R, and µn ∗⇀ µ.
Proof. We denote by Xn = (yn, Un, hn, rn) and X = (y, U, h, r) the representative
of L(un, ρn, µn) and L(u, ρ, µ) given by (4.6). For any x ∈ R, there exist ξn and ξ,
not necessarily unique, such that x = yn(ξn) and x = y(ξ). We set xn = yn(ξ). We
have
(6.18) un(x) − u(x) = un(x)− un(xn) + Un(ξ)− U(ξ)
and
|un(x)− un(xn)| =
∣∣∣∣∣
∫ ξn
ξ
Un,ξ(η) dη
∣∣∣∣∣
≤
√
ξn − ξ
(∫ ξn
ξ
U2n,ξ dη
)1/2
(Cauchy–Schwarz)
≤
√
ξn − ξ
(∫ ξn
ξ
yn,ξhn dη
)1/2
(from (3.23c))
≤
√
ξn − ξ
√
|yn(ξn)− yn(ξ)| (since hn ≤ 1)
=
√
ξn − ξ
√
y(ξ)− yn(ξ)
≤
√
ξn − ξ ‖y − yn‖1/2L∞ .(6.19)
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From |y(ξ)− ξ| ≤ µ(R), we get
|ξn − ξ| ≤ 2µn(R) + |yn(ξn)− yn(ξ)| = 2 ‖hn‖L1 + |y(ξ)− yn(ξ)|
and, therefore, since hn → h in L1(R) (because h = U2ξ + r¯2 − hζξ) and yn → y in
L∞(R), |ξn − ξ| is bounded by a constant C independent of n. Then, (6.19) implies
(6.20) |un(x)− un(xn)| ≤ C ‖y − yn‖1/2L∞ .
Since yn → y and Un → U in L∞(R), it follows from (6.18) and (6.20) that un → u
in L∞(R). By weak-star convergence, we mean that
(6.21) lim
n→∞
∫
R
ρ¯nφdx =
∫
R
ρ¯φ dx
for all continuous functions with compact support. It follows from (4.8b) that
(6.22)
∫
R
ρ¯nφdx =
∫
R
r¯nφ ◦ yn dξ and
∫
R
ρ¯φ dx =
∫
R
r¯φ ◦ y dξ.
Since yn → y in L∞(R), the support of φ ◦ yn is contained in some compact which
can be chosen independently of n and, from Lebesgue’s dominated convergence
theorem, we have that φ ◦ yn → φ ◦ y in L2(R). Hence, since r¯n → r¯ in L2(R),
lim
n→∞
∫
R
φ ◦ ynr¯n dξ =
∫
R
φ ◦ yr¯ dξ,
and (6.21) follows from (6.22) Similarly one can show that µn converges weakly to
µ. Finally, that kn converges to k is obvious by the definition of convergence in
Eulerian coordinates. 
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