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Abstract 
Let R = (Ye, . . . . r,) and S = (sl, . . . . s,) be two nonnegative integral vectors, and let %Y(R, S) 
denote the class of all m x n matrices of O’s and l’s having row sum vector R and column sum 
vector S. We prove that if s1 = s2 = ... = s, = 1, the interchange graph G(R,S) of Q(R,S) is 
hamiltonian. 
1. Introduction and definitions 
Let m and n be two positive integers, and let R = (rl, . . . , r,) and S = (sl, . . . , s,) be 
two nonnegative integral vectors. Denote by 42(R, S) the set of all m x n matrices of O’s 
and l’s with row sum vector R and column sum vector S. Let A be an m x n matrix of 
O’s and l’s, and let 1 < iI < ... < i,< m and 1 <j, < ... <j, < n. Then, A(il, . . ..i.; 
j,, . . ..j4) denotes the p x q submatrix of A formed by the elements lying in rows 
it , . . . , i, and columns j,, . . . , j,. Let A E %(R, S) and suppose there exist integers i, j, k, 1 
such that A[i, j; k, l] is one of 
[:, e] and [‘: k]. 
Then, an interchange at A is a transformation which replaces one of the above two 
submatrices of A by the other. The resulting matrix clearly belongs to %(R,S). 
Following [2], we define the interchange graph G(R,S) of !&(R,S) as follows: 
the vertices are the matrices in 42(R, S) and two such matrices A and B are joined by 
an edge if and only if one of them can be obtained from the other by a single 
interchange. 
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Many results were obtained for interchange graphs. The readers may see, for 
example, [2,4]. Brualdi [2] posed the following question: Does the interchange graph 
G(R,S) have a hamiltonian cycle? In general, it is a very hard problem. To our 
knowledge, there is no publications on this question. In this short note, we give 
a positive answer to this question for a type of G(R, S) with S = (1, . . . . 1) or 
(m-l,... ,m - l), or R = (1, . . . . 1) or (n - 1, . . . . n - 1). 
We need the following terminology. 
Let N, be a set with cardinality n and let 9 be the set of all subsets of N, with 
cardinality < k. Then (N,,9) forms a matroid, called the uniform matroid of rank 
k and is denoted by Uk,,. The basis set of Uk,, is given by g(U,,,) = {X 1 X s N, and 
1x1 = k}. 
Let A4 be a matroid, and let $9(M) be the basis set of M. The matroid basis graph 
G(M) of M is defined as follows: the vertices are the bases of M and two such bases are 
joined by an edge if and only if their symmetric difference is of cardinality 2. 
From [8-111 we know that the matroid basis graph is a (0, 1)-polyhedron graph. It 
has many nice structural properties, including hamiltonicity. 
For the other terminology and notations, we follow [l]. 
2. Main results 
Throughout this section we assume that S = (1, . . . , 1) and R = (rI, . . . , r,). Obvious- 
ly, the row with all l’s or O’s can be deleted from a matrix A of %(R,S) without 
affecting the graph G(R, S). For any A E %(R, S), each column of A is some unit vector 
ei = (ai, ...) a,,JT with ai = 1 and aj = 0 for any j # i. Since R = (rI, . . . . r,,J, A has 
exactly ri columns being Q’S for i = 1, . . . , m. 
If we regard each row vector of A as the range of the characteristic function for some 
subset of the column index set N, (n = I’!= 1 Vi) = (1, . . . . n}, i.e. for a subset T E N,, 
fT(i) = 1 if i E T and 0 if i E N,\T, then each A of @(R, S) corresponds to an (rl, . . . , r,)- 
partition of N, denoted by an m-tuple (U,, . . . , U,), where Ui has as its characteristic 
function the ith row vector of A. Conversely, from each (rl, . . . . r,)-partition 
(U i, . . . . U,) of N, we can obtain a matrix A of %(R, S) by taking the ith row as the 
range of the characteristic function of Ui. So, this A has exactly ri columns being ets 
for i= 1 , . . ., m. Clearly, if we define a mapping 4 from %!(R, S) into the set of 
(rl, . ._, r,)-partitions of N, such that 4(A) equals the corresponding partition 
(U,, . . . , U,), then d, is a bijection. 
Furthermore, each interchange at A corresponds to an interchange of a pair of 
columns of A which are distinct unit vectors. Therefore, an interchange at A corres- 
ponds to an exchange of a pair of elements belonging to two different components Ui 
and Uj of the corresponding partition (U,, . . . . U,), and vice versa. Hence, the 
following lemma follows immediately. 
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Lemma 2.1. IfS = (1, . . . . 1) and R = (rl, . . . , rm), then the interchange graph G(R, S) is 
isomorphic to the following (defined) graph G(rl, . . . , r,; N,) (n = EYE 1 ri): the uertices are 
the(r,, . . . . r,)-partitions of N, and two such partitions (U 1, . . . , U,) and (VI, . . . , V,) are 
joined by an edge ifund only ifEy= 1 lUi\ Vi1 = 2. 
In what follows, we give the main results. 
Theorem 2.2. If m = 2, G(R,S) is isomorphic to the uniform mutroid basis graph 
G(U,,,,). Therefore, it is hamiltonian, unless it is the complete graph K1 or K,. 
Proof. Since m = 2, by Lemma 2.1 we know that G(R, S) is isomorphic to 
G(rI, r,; NJ. Note that for every vertex (U,, U,) of G(rI,r,; NJ, Uz is completely 
determined by U1, From this fact, we obtain that G(r,,rz; N,) is isomorphic to 
G(U,,,,). 0 
Since the columns of all O’s or all l’s can be deleted without affecting the graph 
G(R, S), without loss of generality, we can always assume that the column sum vector 
s = (1, . ..) 1) for m = 2. Therefore, for m = 2, by [S-l l] all the graphs G(R, S) are 
hamilton-connected and edge-pancyclic, unless they are K1 or Kz. 
Theorem 2.3. If S = (1, . . . . l), then the graph G(R, S) is hamiltonian. 
Proof (By induction on m, the number of rows). If m = 2, Theorem 2.2 gives the result. 
Suppose the conclusion holds for m = k - 1 and let m 3 k 3 3. Since G(R, S) is 
isomorphic to G(r,, . . . , rk; NJ by Lemma 2.1, it suffices to prove that G(r,, . . . , r,; N,) 
is hamiltonian. 
First, we give a partition of the vertex set of G(rI, . . . . rk; N,), according to the first 
component, i.e. two vertices (U,, . . . , U,) and (V,, . . . . V,) are in the same class if and 
only if U1 = VI. We simply call it the U,-class. The following facts are obvious. 
(1) If IU1\V,[ 3 2, then in G(r,, . . . . rk; NJ there are no edges between the U,-class 
and the V,-class. 
(2) If U1 = VI, then in G(rI, . . . . rk; NJ a vertex (U,, . . . . U,) is adjacent to another 
vertex (VI, . . . . Vk) if and only if in G(r,, . . . . rk; N,\U,) the vertex (U,, . . . . Uk) is 
adjacent to (Vz, . . . , V,). 
(3) If IU1\VIl = 1, then in G(rI, . . . . rk;N,) the vertex (U,, . . . . U,) is adjacent to 
(Vi, . ..> Vk) if and only if there exists an i E (2, . . . , k} such that (Ui\ Vi1 = 1 and Uj = Vj 
forj# 1 or i. 
(4) Let UI\VI = {x} and V,\UI = {y>. Then XEU~=~ Vi and y~l,J:=~ U,. We 
establish a bijection f on N, as follows: 
2 f x,y; 
Vz E N,, f(z) = ;, z = x; 
X, z = y. 
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Now we usefto construct another mapping gXY of the U,-class into the Vr-class as 
follows: g&Jr, . ..) U,) = cf[U,-j, . ..) f[U,]), wheref[T] denotes the range of the set 
T under the mapping _/Y 
It is not difficult to check that gXY is a graph isomorphism of G(rZ, . . . ,rk;N,\U1) 
onto G(r,, . . . , r,; N,\V’,). 
(5) The set of first components U1 of all the vertices of the graph G(rr, . . . . rk;N,,) 
forms the basis set of the uniform matroid Url,,. Therefore, G(Url,,) is the matroid 
basis graph. From (4), we know that if Ur is adjacent to Vi in the matroid basis graph, 
then there is a graph isomorphism gXv of G(r,, . . . , rk; N,\ U,) onto G(rz, . . . , rk; N,\ Vi). 
Since the matroid basis graph is hamiltonian, we can find a hamiltonian path in the 
matroid basis graph . Let the hamiltonian path be P, (t = (::)). Then, traveling along 
P,, we obtain a sequence of graph isomorphisms gXY 
Finally, let P, = U: Uf *** U: and gi,i+i be the graph isomorphism of 
G(r 2, . . . . rk; N,\U\) onto G(r2, . . . . rk; N,\U’;+ ‘) for i = 1, . . . . t - 1. Now we identify 
the corresponding vertices under the mapping gi,i + i. From (2)-(4) it is easy to see that 
G(r 1, ..*, rk; N,) has a spanning subgraph isomorphic to P, x G(r2, . . . , rk; N,\U,) (car- 
tesian product). Since k 2 3, we have t 3 3 and IV(G(r,, . . . . rk; N,\Ur))l > 2. By the 
induction hypothesis, G(r2, . . . ,rk; N,\U,) is K2 or has a hamiltonian cycle C, 
(4 = (n - r1)!/r2! ... rk!). Therefore, G(rl, . . . . rk; NJ has a spanning subgraph isomor- 
phic to P, x K2 or P, x C,. Obviously, any one of the two Cartesian products is 
hamiltonian. 0 
Actually, we can analogously prove that G(R, S) is edge-hamiltonian, i.e. every edge 
is contained in a hamiltonian cycle. However, G(R, S) is not pancyclic. For example, if 
m = n,wehaver, = ... = rm = 1. Then G(R, S) is isomorphic to a graph the vertices of 
which are permutations and in which two permutations are adjacent if and only if one 
of them can be obtained from the other by an interchange of a pair of elements. This 
graph is called the graph of the “strong Bruhat order” on S,. It is easily seen that the 
graph is bipartite and thus does not have odd cycles. 
Farber et al. [IS] introduced the concept of the k-ary edge-disjoint spanning tree 
graph of a graph: the vertex set is {(El, . . . , Ek, E, + 1) 1 El, . . . , Ek are spanning trees of 
the graph and El,...,Ek,Ek+l form a partition of the edge set of the graph}; 
(E 1, . ..>&.&+I) and (F,, . . . . Fk,Fk+r) are adjacent if and Only if CF+tIEi\Fil = 2. If 
we consider a matroid and its bases instead of a graph and its spanning trees, we 
obtain the k-ary element-disjoint basis graph of a matroid. 
Corollary 2.4. For the uniform matroid Uk,“, the so-called m-ary element-disjoint basis 
graph is hamiltonian. 
Proof. If we take rl = ... = r,,, = k in Theorem 2.3, we get the result. 0 
This gives a positive answer to a question posed in [S] for uniform matroids. 
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Corollary 2.5. Ifs = (m - 1, . . . . m - l), then G(R,S) is hamiltonian. 
Proof. In [4] it is pointed out that G(R, S) is isomorphic to G(R’,S’), where 
s’ = (1, . . . . 1). By Theorem 2.3 the conclusion follows. 0 
3. Concluding remark 
From (l)-(4) in the proof of Theorem 2.3, we know that G(R, S) is isomorphic to the 
generalized Cartesian product of G(r,, . . . , r,;N,\U,) and G(U,,,,) when S = (1, . . . . l), 
see [6]. Theorem 2.2 of [6] says that the connectivity of the generalized Cartesian 
product is at least the sum of the connectivities of the two graphs. Theorem 1 of [7] 
says that the connectivity of a matroid basis graph is its minimum degree. By these 
two theorems and induction on m, it is not difficult to show that the connectivity of 
G(R, S) equals its minimum degree. Hence, we give an answer to problem 3.8 of [2] for 
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