A new algorithm for fast curve parameter estimation based on the generalized Radon transform is proposed. The algorithm works on binary images, obtained, e.g., by edge ltering or deconvolution. The fundamental idea of the suggested algorithm is the use of a precondition map to reduce the computational cost of the generalized Radon transform. The pre-condition map is composed of irregular regions in the parameter domain, which contain peaks that represent curves in the image. To generate the pre-condition map, a fast mapping procedure named image point mapping is developed. As the image point mapping scheme maps image points into the corresponding parameter values in the parameter domain, it is possible to improve computational e ciency be recognizing image points with value zero. Initially, the suggested algorithm estimates the pre-condition map and subsequently applies the generalized Radon transform within the regions speci ed by the pre-condition map. The required parameter domain sampling and the resulting blurring are also investigated.
Introduction
A recurring problem in computer image processing is the identi cation of curves with speci c shapes. The transform developed by Hough 1] for detection of complex patterns in binary f0; 1g digital images has been discussed by several authors, e.g., 2], 3] and generalized for multidimensional pattern detection in 4] . The Hough transform can be deduced 5] as a special case of a more general transform, known as the Radon transform 6]. The Radon transform is a mapping from an image domain to a parameter domain, where the parameters characterize the curves to be identi ed. The Radon transform can be generalized to handle arbitrary curves 7] . The Hough version of the generalized Radon transform detects speci c values of parameters, as spatially extended curves are transformed to produce spatially compact features in the parameter domain. In this way, the generalized Radon transform converts a di cult global detection problem in the image domain into a more easily solved local peak detection problem in the parameter domain.
In recent years progress has been made to understand and increase the speed of the generalized Radon transform 8, 9, 4]. Investigations concerning both the traditional and more recent generalized Radon transform for curve identi cation schemes point out two problems with respect to computational cost. First, the estimation schemes are not capable of exploiting image points with zero value (zero image points), and second, estimation is computationally expensive, as it estimates unneeded information. This is a consequence of parameter estimation, in areas of the parameter domain where curve parameters are very unlikely.
The basis for curve parameter estimation as described in this paper is a binary image. The binary image can be produced in several ways, e.g., by edge ltering or deconvolution.
In this paper, a new algorithm for fast curve estimation, called the FCE-algorithm, is presented. The key idea of the FCE-algorithm is to pre-condition the parameter domain, creating irregular regions corresponding to the parameter regions of interest. Furthermore, the FCEalgorithm takes advantage of zero image values in generating the pre-condition map. Initially, the FCE-algorithm identi es regions of the parameter domain which contain peaks representing curves in the image. Subsequently, it estimates a traditional generalized Radon transform within these regions.
The identi cation of hyperbolas is of particular interest within seismic signal processing. Over the years the seismic industry has developed a method of recording seismic signals resulting in images in which the investigated re ections produce curves. The recording geometry of seismic data acquisition results in signals having the same geometrical mid point between source and receiver, see, e.g., 10]. The set of signals corresponding to the same mid point is called a common mid point gather (CMP-gather). A common technique in seismic data analysis for estimation of hyperbola parameters is velocity analysis, e.g., 11]. Within the presented work some features from velocity analysis are incorporated, however, the presented method has less computational cost.
Recently, the multipulse excited speech coding technique, which was originally proposed by Atal et al 12] , has been suggested for seismic deconvolution by Cookey et al. 13 ]. Basically, the multipulse model for speech assumes the speech signal to be a result of several impulses transformed by the shape of the vocal tract lter. In seismic deconvolution, the input signal is often modeled as an all-pole impulse and the layered earth re ectivity model is considered as an impulse train, see, e.g., 14]. Thus, the multipulse technique can be used to map seismic signals in a CMP-gather into a binary image, where the image value is set to one in case of a re ection and zero otherwise. The re ections represent information concerning the geological structure of the subsurface.
The traditional generalized Radon transform is described in section 2. Creation of the preconditioning map is described in section 3, where the image point mapping procedure is developed. In section 4, parameter domain sampling is discussed and section 5 describes parameter domain blurring, which is a result of discretization. The FCE-algorithm is presented in section 6, and is applied to two numerical examples for detection of hyperbolas in section 7. Regarding notation, scalars are denoted by letters, and vectors by bold-faced letters.
The Generalized Radon Transform
Let f( ; t) be a continuous signal of the continuous variables and t and let denote andimensional parameter vector de ned as = ( 1 ; : : : ; i ; : : : ; ) (1) where ( ; t) is called the image domain, the parameter domain, and f( ; t) the image.
The Continuous Generalized Radon Transform
Let F( ) denote the continuous generalized Radon transform of f( ; t), de ned as (2) where t = ( ; ) denotes the transformation curve. The generalized Radon transform is the integration of f( ; t) along the transformation curve.
Other de nitions of the generalized Radon transform can be found in the literature 5], 6]. Equation 2 can be interpreted as a generalization of the Slant Stacking technique used in geophysics, e.g., 7], but the new ideas presented in this paper can be modi ed to con rm with this literature.
The Discrete Generalized Radon Transform
Let j denote the -dimensional discrete index parameter vector de ned as j = (j 1 ; : : : ; j i ; : : : ; j )
The correspondence between the index vector j and the sampled version of the parameter vector can be written as = j = (j); where i = i (j i ) (4) where i (j i ) is a parameter sampling function.
If a uniform sampling of the parameter domain is chosen, the function i can be written 
t = t n = t min + n t; n = 0; 1; : : : ; N ? 1
where min and t min denote the lower limits and and t the sampling interval of and t, The fundamental di erence between GRT and IPM is, that GRT requires rounding in the image domain, whereas IPM rounds in the parameter domain, as schematically shown in Figure  1 .
Parameter domain 2 1 Parameter domain The computational complexities of GRT and IPM, respectively, are
where (M N) r indicates that only a reduced number of image points (nonzero values) are to be transformed. In Equation 15 , the cost to test for nonzero values is assumed to be negligible. The major advantage of IPM over GRT is the ability of IPM to ignore image points with a value of zero, making IPM especially well suited for sparse binary images.
If the absolute value between two successive j values is greater than one, i.e., j d (m; n; j r + ") ? d (m; n; j r )j > 1 (16) where vector " contains zeros at all ? 1 entries and holds unit value at entry i, i.e., " i = 1, it is seen that IPM will map the image point (m; n) into a perforated hypercurve, i.e., a hypercurve containing missing sections. Identi cation of curve parameters can be di cult due to the presence of perforation holes depending on the shape and depth of the holes. For = 2 the perforation problem can be eliminated simply by adding d(m; n) to D(j) for the parameter values skipped between two successive parameter vectors. Consider, for example, the hyperbolic transformation curve as illustrated in Figure 2 , where the parameter domain is described by (j 1 ; j 2 ) = (s; z). and (s ; z ). However, following the inverse transformation curve along the z axis also gives the two intervening points (s ; z + 2) and (s ; z + 1). One way of handling such intervening points is to add the value of the image point to the parameter points skipped between two successive parameter points on the inverse transformation curve. Therefore, in this example, d(m ; n ) must be added to the skipped parameter points (s ; z + 2) and (s ; z + 1) when following the s axis.
Parameter Domain Sampling
For a given image d(m; n) an exact determination of i , i;min and J i , which match the image, is, in general, not possible. However, some guidelines can be stated. First, some of the parameters will be bounded by the underlying physics, e.g., i;min and i;max will normally be limited. Second, the parameter domain can be limited by requiring that at least a fraction of the image points addressed by the transformation curve d (m; j) lie inside the image, i.e., M?1 X m=0 I ft min < ( m ; ) < t max g > M; 8 (17) where 0 < < 1, and If g equals 1 when the logical expression is true and 0 otherwise.
Concerning use of the GRT, the sampling intervals i can be chosen by requiring that maxfj ( ; + i ) ? ( ; )jg = t 8 ; ; i (18) where i is a -dimensional vector containing zeros at all entries except entry i which is i .
Equation 18 states that two adjacent -vectors give t = ( ; ) values which cannot be separated by more than one sample in the t-direction. This design criterion is not optimal as it leads to an unnecessarily dense sampling of certain parts of the parameter domain, however, it can be used as an upper sampling rate limit. Increasing the sampling rate of the parameter domain above a certain limit will not improve the resolution obtained by GRT as adjacent j vectors will result in the same curve n = d (m; j). For GRT, a coarse sampling cannot guarantee a given curve will be detected, due to the fact that no transformation curve d (m; j) can be guaranteed to follow the image curve perfectly.
Use of IPM with a dense parameter domain sampling according to Equation 18 produces curves j = d (m; n; j r ) for (m; n) values corresponding to an image curve which do not intersect in a parameter point j, but will spread out over several parameter points. The reason for this spread is the individual treatment of image points as regions of zero size and not regions of, e.g., rectangular shape. This spread can be compensated by the use of a coarse sampling of the parameter domain. In addition, a coarse sampling will lead to a lower computational cost. Summarizing, GRT requires a dense parameter domain sampling, while IPM gives rise to blurring in the parameter domain in the case of dense parameter domain sampling, but works well with a coarse sampling of the parameter domain. This observation is the basis for the curve parameter estimation algorithm, presented in section 6. Let t denote the sampling interval of t and let t be a given uncertainty of t, e.g., = 0:5. For a parameter vector = (j) to lie inside a band of width 2 t, symmetrically positioned around the image curve t = ( ; 0 ), it must satisfy the following inequality t ? t < ( ; ) < t + t Several parameter vectors will correspond to image points within the band speci ed in Equation 21. Therefore, in general, a band in the image around a given curve described by the parameter vector 0 will give rise to a region in the parameter space which consists of parameter vectors that correspond to curves inside the image band. These regions are named clusters and the corresponding image curve with parameter 0 is called a center curve. An example of a curve band around a center curve and the corresponding parameter cluster is illustrated in Figure 3 . Unfortunately, the center curves are normally unknown, and it is impossible to determine the clusters. However, it is possible to determine whether two parameter sets 1 and 2 belong to the same cluster. If two parameter vectors belong to the same cluster they must satisfy j ( ; 1 ) ? ( ; 2 )j < 2 t; 2 min ; max ]
Parameter domain points may be gathered into regions or clusters, with the guarantee that all possible image curves will be represented by only one cluster in the parameter domain. This partitions the parameter domain into irregular regions, which re ect the information level of the image. Clustering can also be used to estimate parameter uncertainties, e.g., the maximum and minimum parameter value within the cluster can be used to give an estimate of the parameter uncertainty as, e.g., It is well-known that direct use of the GRT is computationally expensive, and gives a lot of unnecessary information concerning estimation of curve parameters. In the light of the characteristics of GRT and IPM, a fast curve parameter estimation algorithm, the FCE-algorithm, is proposed which simultaneously estimates all parameters of curves having a speci c shape, e.g., lines or hyperbolas. The FCE-algorithm uses IPM as a pre-conditioning procedure for GRT by selecting the regions of interest in the parameter domain. IPM is suitable for a rapid determination of regions of interest, as it works well on a coarsely sampled parameter domain and is capable of ignoring image points with a value of zero. Another important circumstance is that GRT relates the uncertainty on the estimated curve parameters to the image domain sampling, while IPM relates it to the parameter domain sampling. The FCE-algorithm is shown in Figure  4 , and is summarized as follows:
1. Design the discrete parameter domain, i.e., choose i;min , J i and i . 7. Finally, the identi ed parameters are clustered into common image curves.
The resampling process takes each parameter point corresponding to the sampling interval 0 and extends it to several parameter points corresponding to the sampling interval , i < 0 i . Thus, the FCE-algorithm operates initially in a coarsely sampled parameter domain, using IPM for determination of regions of interest. Subsequently, the sampling is re ned to the required level and GRT is applied within the regions of interest.
The signi cance levels 1 and 2 must be chosen to re ect the parameter domain values, that can be accepted as peaks corresponding to curves in the image. In general, the precise values of 
Example 1
In this example, the image is composed of eight hyperbolas, assembled into four groups of two hyperbolas each, as shown in Figure 6 . Using GRT according to the settings in Table 1 leads to eight peaks in the parameter domain as shown in Figure 7 . Thus, although the eight curves intersect and are very close, GRT is able to separate the curves in the parameter domain into eight separate peaks. The FCE-algorithm is used for fast detection of the interesting regions in parameter domain resulting from GRT. The following ve gures show each step of the FCE-algorithm. Figure 8 shows the coarsely sampled parameter domain obtained using IPM with v = 4 and v t 0 = 2.
The parameter domain is thresholded using a signi cance level 1 = 0:5, and the resulting binary parameter domain is shown in Figure 9 .
The binary parameter domain is then resampled to a full size parameter domain as shown in Figure 10 .
Comparing this pre-condition map with Figure 7 , indicates that all regions containing curves are contained within the pre-condition map. Next, Figure 11 shows the parameter domain obtained by using GRT within the regions speci ed by the pre-condition map.
Finally, the pre-conditioned GRT parameter domain is thresholded using a threshold level 2 = 0:75, and the result is shown in Figure 12 .
The estimated parameter vectors are given in Table 2 , where the clustering process has used a value of = 1:5. As seen from Table 2 , eight groups of curve parameters are found, and the estimated curve parameters are rather close to the true parameters. 
Example 2
To demonstrate the performance of the FCE-algorithm in the presence of noise, an example based on a noise corrupted synthetic CMP-gather is given. The subsurface model is a pure acoustic (compressional waves only) horizontally layered subsurface consisting of four nite layers and in nite top and bottom layers. The synthetic CMP-gather is produced by use of ray tracing 10]. The resulting CMP-gather is composed of 29 re ection curves, shown in Figure 13 , where each vertical line represents a trace and the signal values are illustrated using grey scale. The parameters for both image and parameter domains are given in Table 3 .
In Figure 14 the corresponding true re ection curve parameters are shown, that is the values of t 0 and corresponding to the 29 re ection curves.
Next, the multipulse technique 12] is used to map the seismic signals in the CMP-gather into a binary image, shown in Figure 15 . As seen, the mapping process results in erroneous re ections, i.e., re ections without correlation over traces. Furthermore, the re ection curves have gaps, intersect and in cases are very close. These problems are caused by the fact that the multipulse technique is a one dimensional process.
Applying the FCE-algorithm to the binary image gives the IPM estimated parameter domain shown in Figure 16 , using v t 0 = 2 and v = 4.
Applying GRT on the parameter domain region speci ed by the resampled and thresholded IPM estimated parameter domain, with 1 = 0:5, results in the GRT parameter domain shown in Figure 17 . Finally, Figure 18 shows the estimated curve parameters, where a signi cance level of 2 = 0:5 in the nal threshold process and = 1:5 in the clustering process have been used. Comparing Figure 18 with Figure 14 , which shows the true re ection curves, all re ection curves are seen to have been found, and the accuracy of the estimated re ection curves is good. The deviations of the curve parameters are less than 2 10 ?3 s for t 0 and 1:5 10 ?6 s=m for . 
Conclusion
A new algorithm for fast curve parameter estimation, named the FCE-algorithm, has been presented. The algorithm identi es curve parameters by operating on a binary image, obtained, e.g., by edge ltering or deconvolution. The fundamental idea of the algorithm is the use of pre-conditioning to reduce the computational cost of the traditional generalized Radon transform. The pre-conditioning map determines regions of the parameter domain which contain peaks, and the generalized Radon transform is applied only in these regions. As the size of the regions is less than the full parameter domain, the pre-conditioning map reduces the computational costs when applying the generalized Radon transform. For fast generation of the pre-conditioning map, a generalization of the Hough transform named image point mapping has been developed. Image point mapping is computationally e cient by taking account of image points with value zero. The required parameter domain sampling and the resulting parameter domain blurring have been investigated.
The FCE algorithm was successfully applied to the identi cation of hyperbolas in seismic images and two numerical examples have been presented. One example demonstrates the potential of the algorithm for fast and accurate parameter estimation, and the other example illustrates the robustness of the algorithm with noise.
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A Clustering Using Hyperbolic Transformation Curves
In the case of hyperbolic transformation curves the exact shape of the parameter domain blurring can be calculated.
Let q denote a binary variable, q 2 f+1; ?1g. Thus Figure 19 (left) shows a hyperbolic center curve (t 0;0 ; 0 ) with an uncertainty of 2 t. Figure 19 (right) shows the shape of the corresponding cluster, which is bounded by four elliptical curves.
It should be noted that the cluster shape is highly dependent on the center curve (t 0;0 ; 0 ). 
