We study the asymptotic behaviour of the manic orthogonal polynomials with respect to the Gegenbauer-Sobolev inner product (f, s)s = (f, g) + AU', 9') where (f, g) = s:, f(x)g(x)(l -x~)'-"~ d x with CI> -i and 1>0. The asymptotics of the zeros and norms of these polynomials are also established.
with CI > -i and 12 0. Clearly, if A = 0 we have the classical Gegenbauer inner product, thus in the sequel we suppose A > 0. The inner product (., .)s is positive definite and thus the corresponding sequence of orthogonal polynomials exists. Furthermore, if we denote by Q?)(X) the nth manic orthogonal polynomial with respect to (., .)s then deg Q,")(X) = yt and QF)( -x) = (-1 >"Q~)(x). The Gegenbauer-Sobolev orthogonal polynomials and their algebraic properties have been studied by Perez in [8] . These polynomials constitute a particular case of the so-called symmetrically coherent pairs of measures, first studied in [2] .
Denote by C~')(x) the manic classical Gegenbauer polynomial of degree n, orthogonal with respect to (f, s> = s_', f(x)g(x)( 1 -x2)a-"2 dx, a>-;.
The asymptotic behaviour of CA") is well known, and is easily obtained from [9, (8.21.9) ]: uniformly on compact subsets of C \ [-1, 11,
when YE --+ 00, where Q(x) = ;(x + dm), with dm > 0 when x > 1. Then the strong asymptotics of the Gegenbauer-Sobolev polynomials can be derived from the asymptotic behaviour of the ratio Q?)(x)/@)(x), along with the properties of their zeros. The zeros have been studied by Meijer in [7] and Perez [8] , but the asymptotic behaviour of the zeros with the largest absolute value was unknown. From our result, it follows that all the zeros accumulate in [-1, l] when IZ + co.
The following theorem establishes the desired relative asymptotics.
Theorem 1. With the notation introduced above,
uniformly on compact subsets of 52 = c\[-1,
11.
Proof. Formula (2) is a direct consequence of the two-term relation between the GegenbauerSobolev and the Gegenbauer manic orthogonal polynomials obtained by Iserles et al. in [2] ,
where {dn-2(,I)} is a sequence of real positive numbers and
With the notation 
Eq. (3) can be rewritten as
which uniquely defines the sequence {K} of analytic mnctions in Q, with the initial values Ya= Yi = 1. It is clear that
In [8] (see also [2] ) it was proved that
and by (4) P! n 2+$ Furthermore, from (1 ),
uniformly on compact subsets of 0. Combining (7) and (9) we obtain that there exists noun such that 1%(x)1 < ;, n Bno.
(6) Using (8), (9) ;Z,_,(x) + B, n >n2.
For n >n2, Z n+2r = (;)%+2B
(1 -$).
Taking limits when Y + cc in (13) we obtain that Z,(X) is uniformly bounded for all n sufficiently large. Moreover, 0 < 1 Y,(n)1 <Z,(x), for all iz E N. Hence, Y,(X) is uniformly bounded, and taking limits in ( 
On the other hand, the polynomials RF)(x) = C,, @) -cr12C,'$ that appear on the right-hand side of (3) satisfy (see (3.3.4 
) in [S])
(R?'(x))' = Kzc;"r (x) 9 n>2.
Hence, the corresponding extremal property of ,&p) means that @ < (R$qx), RF'(x)), = k,'"' + ( {1;*12)2k;2 + IZn2@, .
Using the inequalities (17) and (19) the result (16) follows. In particular, taking limits in (16) when n + oc), lim 4+'@) = A lim 4"-'k'"' II-a n2 n+o3
n-1.
It remains to use the explicit formula for k:") in order to obtain the desired asymptotics. 0
Finally, we make some remarks on the behaviour of the zeros of Q?)(x). First, strong asymptotics of QF) implies weak asymptotics. That is, if we associate with each Q?)(X) its enumeration measure (i.e. the discrete unit measure with equal positive masses at their zeros, according to their multiplicity) then (20)
(the equilibrium distribution on [-1, 11) in the weak-* topology.
Moreover, it is known (see [8] ) that the zeros of Gegenbauer-Sobolev orthogonal polynomials Q?)(x) are real and simple, and that they interlace with the roots of the Gegenbauer orthogonal polynomials C,'")(x). Furthermore, for a 2 i they are all contained in the interval [-1, l] and for --i <: CI < i there is at most a pair of roots symmetric with respect to the origin outside the interval [ -1, I]. Theorem 1 implies a stronger assertion. [-1, 11 , that is, Proof. It is sufficient to observe that Q~)(xJC,")( x is a sequence of analytic functions in C\[-1, l] ) and Q(x) is analytic and has no zeros in C\[-1, 11. Hence, the zeros of Q?)(x) cannot accumulate outside [-1, 11. On the other hand, (20) shows that they must be dense in [-1, 11. 0
Corollary 1. All the roots of Q?)(x) accumulate at

