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Povzetek
Koli£ina podatkov vne²enih v razli£ne ra£unalni²ke sisteme nara²£a zelo
hitro, zato je pomembno, da jih znamo pravilno interpretirati in jih organi-
zirati. Z nara²£anjem koli£ine podatkov postaja potreba po hitrej²em proce-
siranju vedno ve£ja, saj je izra£unana kon£na informacija nepomembna, £e
je do ciljnega akterja v ra£unalni²kem sistemu pri²la prepozno.
Graﬁ£ni procesorji so se do £asa pisanja diplomskega dela razvili do te
mere, da ne omogo£ajo le specializiranega dela z ra£unalni²ko graﬁko, ampak
tudi splo²nonamensko procesiranje podatkov. Tudi splo²nonamenske proce-
sorje ºe nekaj let izdelujejo v ve£jedrnih izvedenkah, saj je ekonomsko ceneje
izdelovati £ipe z ve£ jedri, kot z enim samim hitrim.
Diplomsko delo obravnava pregled trenutnega stanja podro£ja paralelnega
izvajanja ra£unanskih operacij in ocenjevanje prihranjene elektri£ne energije
za enako opravljeno delo s procesiranjem na graﬁ£ni kartici. Test obsega
testiranje dveh razli£nih aplikacij na dveh operacijskih sistemih. Aplikacija
potujo£ega trgovskega potnika je predstavljena kot primer za prikaz gole
procesne mo£i procesorjev, modula za geoinformacijski sistem pa kot pri-
mer resni£no koristne aplikacije. Zaklju£ek obsega ²e predloge izbolj²av na
programski ravni za ²e bolj²o izkori²£anje procesne mo£i CPE in GPE.
Klju£ne besede: splo²nonamensko ra£unanje na graﬁ£nih procesorjih (GPGPU),
OpenCL, CUDA, podatkovne baze, paralelno izvajanje programske kode,
GPE, ve£jedrna CPE
Abstract
The amount of data recorded in various computer systems is increasing
rapidly, therefore it is important to know how to interpret and organize
them correctly. With the increase of the quantity of data, the need for faster
processing is increasing as well, since calculated ﬁnal information is irrelevant
if it is delivered to the ﬁnal actor in the computer system too late.
By the time of writing this diploma thesis, graphics processing units
have developed to the point where they enable not only specialized com-
puter graphics manipulation but also general-purpose data processing. For
some years now, general-purpose processors have been made in multicore
models, since it is economically cheaper to make chips with more cores than
to make them with one fast core.
The thesis presents an overview of the current situation in the ﬁeld of
parallel computing operations execution, and an estimate of electric energy
savings at the same amount of work done, by processing on graphics card.
The test includes tests of two diﬀerent applications on two operating systems.
The application of a travelling sales representative is presented as an example
of a display of pure processing power of processors, and the two modules for
geoinformation system as an example of a genuinely useful application. The
conclusion of the thesis includes suggestions for improvements at program
level for yet better exploitation of processing powers of CPU and GPU.
Key words: General purpose computing on graphics processing units (GPGPU),
OpenCL, CUDA, Databases, parallel code execution, GPU multicore CPU
Slovar
Bruteforce Angle²ki izraz za na£in re²evanja problemov, ki se omejuje na
golo ra£unsko zmogljivost procesiranje.
CPU Centralna procesna enota je osrednji procesor ra£unalni²kega sistema.
V angle²£ini se zanj uporablja kratica CPU (Central Processing Unit),
v sloven²£ini pa CPE (Centralna Procesna Enota).
HPC Veja v ra£unalni²tvu, ki se ukvarja z visikozmogljivim procesiranjem
med katere se po letu 2007 pri²teva tudi splo²nonamensko procesira-
nje na graﬁ£nih karticah. Kratica HPC izhaja iz angle²£ega jezika in
pomeni High-Performance Computing.
GPGPU Angle²ka kratica za General Purpose GPU, kar se v slovenski jezik
prevaja kot graﬁ£ni procesor za splo²nonamensko procesiranje.
GPU Angle²ka kratica za graﬁ£ni procesor (Graphics Processing Unit). V
sloven²£ini obstaja analogno poimenovanje GPE (Graﬁ£na Procesna
Enota).
Opravilo Najve£krat se to besedo v ra£unalni²kem izrazoslovju v angle²£ini
poimenuje kot task. Opravilo je neka smiselna celota, ki pa je lahko
del£ek nekega ve£jega opravila.
HyperThreading Tehnologija podjetja Intel, ki ine ﬁzi£no procesorsko je-
dro predstavi kot dva. Omenjena tehnologija pride do izraza predvsem
v aplikacijah, ki zmorejo u£inkovito izkori²£ati ve£ procesorskih jeder.
Namen tehnologije je, da se ºe na najniºjem nivoju optimizira efektiv-
nost procesiranja procesorskega jedra.
Pomnilnik s samodejnim popravljanjem napak Pomnilniki v streºni-
²kih sistemih morajo dostikrat zadostiti pogoju, da zaznajo in samo-
dejno popravijo dolo£eno ²tevilo napak, ki so posledica kozmi£nih ºar-
kov. V angle²£ini se take pomnilnike poimenuje s kratico ECC, kar
pomeni Error Checking & Corrention.
Predpomnilnik Predpomnilnik je obi£ajno hiter a prostorsko omejen po-
mnilnik, ki se arhitekturno nahaja bliºje procesorju z namenom, da
mu hitreje zagotavlja podatke, kot £e bi jih bral naposredno iz najve-
£jega (in posledi£no najpo£asnej²ega) pomnilnika. Predpomnilnik se v
angle²£ino prevaja kot cache.
Programski vmesnik Vmesnik, ki abstrahira in skrije dolo£ene tehni£ne
implementacije nasptornega sistema z namenom poenostavljene inte-
rakcije z njim. V angle²£ini se ponavadi to poimenuje s kratico API
(Application Programming Interface).
Renderiranje Izris oz upodobitev nekega graﬁ£nega modela v rasterski iz-
gled (video ali stati£no sliko) glede na osvetlitev in materiale, ki so
deﬁnirani v omenjenem modelu. Tako upodabljanje je s stali²£a proce-
sne mo£i zelo intenzivno.
Streaming Multiprocessor Enota ve£ih procesorskih jeder pri graﬁ£nem
£ipu, ki so zdruºeni v eno enoto. Vsak na£rtovalec graﬁ£nih £ipov
ta termin poimenuje malenkost druga£e, vendar gra v praksi za zelo
podobno enoto graﬁ£nega procesorja.
£epec Programska koda, ki se v ve£ programskih nitih paralelno izvaja na
graﬁ£nem £ipu. V angle²£ini je ²£epec poimenovan z izrazom kernel.
TDP Kratica, ki v angle²£ini pomeni Thermal Design Power se v sloven²£ino
prevaja kot toplotni pe£at. V praksi to pomeni koliko energije najve£
lahko porablja nek £ip v £asovni enoti. Toplotni pe£at se meri v merski
enoti Watt.
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Poglavje 1
Uvod
e od pojava elektronskih ra£unalni²kih sistemov potreba po hitrej²em pro-
cesiranju podatkov nara²£a zelo hitro. Koli£ina podatkov v ve£ini informacij-
skih sistemov se podvoji v manj kot 24 mesecih [1], zato morajo tudi procesne
enote, ki procesirajo vse te podatke v uporabniku koristno informacijo, po-
ve£evati svojo zmogljivost vsaj tako hitro, kot nara²£a koli£ina podatkov.
Na hitro rast koli£ine podatkov v ra£unalni²kih sistemih najbolj vpliva
pove£evanje enot za shranjevanje podatkov. Tem se je na dve leti kapaciteta
podvajala, cena na enoto pa se je v enakem obdobju pribliºno razpolovila.
[2]
Najbolj znani predstavniki naprav za shranjevanje so magnetni trdi diski,
ki pa jih v zadnjem obdobju vse bolj izpodrivajo naprave s pomnilni²kimi
celicami, t.i. bliskovnimi pomnilniki. Slednji nimajo gibljivih sestavnih delov,
kot jih imajo klasi£ni magnetni trdi diski, kar precej pove£a zanesljivost in
predvsem hitrost delovanja.
V drugem poglavju sta na kratko predstavljeni arhitekturi ve£jedrnega
osrednjega procesorja (CPE) in graﬁ£nega procesorja (GPE). Poznavanje
razli£nih zgradb procesorjev je pomembno, saj ponazarja, zakaj je smiselno
razvijati namenske procesorje za razli£ne vrste problemov.
Tretje poglavje predstavlja za£etke in razvoj paralelnega procesiranja po-
datkov na osrednjem procesorju. Ra£unalni²kega sistema si skorajda ni mo-
13
go£e predstavljati brez splo²nonamenskega osrednjega procesorja in dokler
so bili na trgu prisotni le-ti, se je hitrost procesiranja morala pove£evati zelo
hitro. S tem so snovalci procesorske arhitekture hitro pri²li na idejo o mo-
ºnosti paralelnega procesiranja, ki pa prina²a manj²e in ve£je teºave. Teh se
dotaknemo v enem od podpoglavij.
etrto poglavje je posve£eno splo²nonamenskemu procesiranju na graﬁ£-
nih procesorjih. Izraz splo²nonamensko procesiranje se v tem primeru ne
sme ravno primerjati s tistim na osrednjem procesorju, saj je to mi²ljeno le
v kontekstu, da so graﬁ£ni procesorji dobili moºnost ra£unanja podatkov,
ki niso strogo vezani na graﬁ£na izrisovanja. V enem izmed podpoglavij pa
so predstavljena najbolj uporabljana okolja za razvoj aplikacij s paralelnim
procesiranjem na graﬁ£nem procesorju.
Peto poglavje opisuje na£ine hranjenja podatkov in probleme povezane
s tem. S paralelnim procesiranjem namre£ ne pridobimo veliko, £e procesor
ve£ino £asa £aka na dostavo podatkov. Hranjenje podatkov je predstavljeno
tako s strojnega stali²£a (pomnilni²ke hierarhije in trajno hranjenje podatkov
v ra£unalni²kih sistemih), kot tudi s stali²£a programske opreme (hranjenje
v razli£nih tipih podatkovnih baz).
V ²estem poglavju so predstavljeni geografski informacijski sistemi, saj
je v poglavju s testiranjem energetske u£inkovitosti in hitrosti procesiranja
eden izmed testov narejen tudi v brezpla£nem sistemu GRASS. Slednji ima
nek modul napisan za splo²nonamenski in graﬁ£ni procesor.
Sedmo poglavje predstavlja jedro diplomskega dela, saj zajema testiranje
hitrosti procesiranja na sodobnih graﬁ£nih karticah in ve£jedrnem osrednjem
procesorju. Vsaka strojna komponenta je na kratko predstavljena s poja-
snilom, zakaj je primerna za testiranje. Z dobljenimi podatki lahko bralec
dobi predstavo o razmerjih hitrosti procesiranja istega problema (v para-
lelni izvedbi) na osrednjem in graﬁ£nem procesorju. Med samim merjenjem
sem naletel na zanimive ugotovitve in teºave, ki so prav tako opisane v tem
poglavju.
Zadnje (osmo) poglavje je kratek splo²ni komentar k primerjavi paralel-
14
nega procesiranja na osrednjem in graﬁ£nem procesorju ter kak²ne so napo-
vedi razvoja na podro£ju strojne opreme.
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Poglavje 2
Zgradba in delovanje procesorjev
Centralne procesne enote (CPE) so na trgu prisotne najdlje in predstavljajo
nepogre²ljivi del vsakega ra£unalni²kega sistema. Graﬁ£ne procesne enote
(GPE) so se pojavile v osemdesetih letih prej²njega stoletja, hitreje pa so se
za£ele razvijati v devetdesetih letih. Do pribliºno leta 2007 so bile graﬁ£ne
kartice namenjene le izrisovanju graﬁ£nih elementov na zaslon, od takrat da-
lje pa je njihova arhitektura postala bolj ﬂeksibilna in se tem koristna za
procesiranja, ki so po naravi in algoritmih podobna tistim za izris graﬁke.
Poglavje je osredoto£eno na opis zgradbe sodobnih ve£jedrnih splo²nonamen-
skih ter graﬁ£nih procesorjev.
2.1 Ve£jedrni CPE
Po letu 2000 je na trgu frekvenca pojavljanja procesorjev (tudi najdraºjih)
za£ela mo£no upadati. Med procesorji arhitekture Intel x86 je kot enojedrni
CPE imel najve£jo urno frekvenco Pentium 4 670 (kodno ime jedra Prescott),
in sicer 3.8GHz. Intel je imel sicer v pripravi ²e razli£ico s 4.0GHz, vendar
ta ni nikoli ugledala lu£i sveta zaradi prevelikih teºav z odvajanjem toplote.
[3] Na tem mestu velja omeniti ²e dejstvo, da je podjetje Intel imelo smele
na£rte s serijo procesorjev Pentium 4 ob lansiranju na trg, saj so si obetali
frekvence do 10GHz. [4] Tudi drugi proizvajalci hitrih CPE-jev so naleteli na
16
identi£ne teºave z vi²anjem frekvence ure, zato so po letu 2005 tudi v splo²ni
rabi postali zelo popularni ve£jedrni procesorji.
Odlo£itev za ve£jedrne procesorje je izklju£no ekonomske narave, saj bi
bilo pove£evanje frekvence ure ekonomsko nesmiselno. Dobljena hitrost je
ob porabi energije za nadzarovanje toplotnega segrevanja £ipov precej zane-
marljiva. Nasprotno pa je smiselno vgrajevanje ve£ih identi£nih sredic jeder
znotraj enega ﬁzi£nega procesorja.Na tak na£in se je ²tevilo procesnih enot
sicer res hitro pove£alo, vendar pa to ne vpliva nujno na hitrej²e izvajanje
neke aplikacije. V kolikor je znotraj enega procesorja ve£ jeder, to navadno
pomeni, da imajo le-ta tudi manj²o urno frekvenco. Aplikacije, ki so proce-
sirale problem, ki je po naravi paralelen so tako hitro dobile posodobljeno
verzijo, ki izkori²£a ve£ jeder, pri ostali aplikacijah pa pospe²ek ni bil opazen.
Ena od prednosti ve£jedrnih procesorjev je tudi, da se naenkrat izvaja
ve£ instanc programa, vsaka na svojem jedru. Na tak na£in se podatkov
ne procesira hitreje, vendar samo ve£ v enakem £asu, kar pa ni nujno vedno
koristno. V naslednjih obdobjih se je ²tevilo jeder, prav tako pa je hitro rasla
tudi frekvenca ure pri Intel-ovih procesorjih. Intel je namre£ saj je skupaj
s prehodom na ve£jedrne procesorje pre²el tudi na popolnoma prenovljeno
arhitekturo £ipov (imenovano Core). Arhitektura Netburst (Pentium 4) je
imela predolge cevovode, da bi jo lahko ²e naprej u£inkovito razvijali. Ve-
£jedrni procesorji pa ºal s seboj prinesejo tudi kak²no teºavo, ki je v dobi
enojedrnih izvedenk ni bilo. Ena izmed takih je naprimer predpomnilnik
(angl. cache) znotraj procesorja.
Obi£ajno je hierarhija CPE realizirana tako, kot prikazuje slika 2.1. Vsako
jedro ima svoj pomnilnik na najniºjem nivoju (imenovan L1), naslednji v
organizaciji arhitekture pomnilnikov (L2 in ponekod ²e L3) pa so ºe skupni
za celotni procesor. Lo£eni predpomnilniki prinesejo teºavo, saj se neko
procesorsko jedro ne zaveda, kaj je shranjeno v L1 pomnilniku drugega jedra.
Re²itev so usklajevalni mehanizmi, ki pa spet zahtevajo svojo realizacijsko
logiko, ki pa je manj zapletena od re²itve, kjer bi L1 ºe od nivoja pomnilnika
bila skupna vsem jedrom.
17
Slika 2.1: Tipi£na zgradba 4-jedrnega CPE procesorja
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2.2 Zgradba GPE
Graﬁ£ni procesor je v nekaterih pogledih grajen ravno nasprotno kot tradi-
cionalni osrednji procesor v ra£unalni²kem sistemu.
Osrednji procesor ima malo jeder (²e ne tako dolgo nazaj samo enega), ki
pa so hitra. CPE je z vidika programerja bolj primeren, saj tako odpadejo
vsi problemi in (precej) teºji algoritmi, ki so povezani z ve£imi procesorskimi
jedri in dostopi do podatkov.
Graﬁ£ni procesor je sestavljen iz ve£ tiso£ procesnih enot, ki so precej
po£asnej²e od enega jedra v splo²nonamenskem procesorju, vendar koli£ina
le-teh v dolo£enih ra£unalni²kih problemih kot odtehta hitrost enega samega
splo²nonamenskega procesorja (oz. ve£ njih).
Ve£ procesnih enot je zdruºenih v en multiprocesor, ki se ga najve£krat po-
imenuje s kratico SM, kar je okraj²ava za Streaming Multiprocessor. Pri pod-
jetju Nvidia tak multiprocesor znotraj graﬁ£nega £ipa ozna£ujejo kot SMX.
Za poimenovanje termina SM ²e ni prevoda v sloven²£ino, vendar bi ga lahko
prevajali kot ve£procesorska graﬁ£na enota. Multiprocesor znotraj graﬁ£nega
£ipa zmore naenkrat izvajati ve£ blokov kode naenkrat, kar je pomembno,
kadar se v programski kodi pripravlja klic za izvajanje procesiranja nad po-
datki preko graﬁ£nega £ipa. Zmoglivej²e graﬁ£ne kartice (£ipi) imajo ve£
multiprocesorjev.
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Razvoj tehnologije v ra£unalni²ki industriji je naletel na hudo teºavo pre-
grevanja [5] in prekomerne porabe elektri£ne energije hitrih procesorjev. Za-
radi vseh teh problemov se je razvoj ra£unalni²ke strojne opreme (natan£neje
procesorjev) spremenil in se za£el premikati v smer ve£jedrnega procesorja.
S to spremembo je bilo mnogo dobrih algoritmov, ki so bili pisani za eno
procesorsko jedro obsojenih na korenito spremembo ali pa celo na£rtovanje
popolnoma novega algoritma [6]. Za programerja je tak na£in manj spre-
jemljiv, saj je potrebno ve£ £asa posvetiti meritvam in testiranju izvajanja
ra£unalni²kega programa na ve£ procesorjih kot pa semantiki samega algo-
ritma.
Na sliki 2.2 je prikazana zgradba sodobnega graﬁ£nega procesorja, ki je v
osnovi podobna pri vseh proizvajalcih teh procesorjev. Vsak graﬁ£ni £ip ima
ve£ enot SM, slednji pa ve£ procesorkih jeder. tevilo SM-jev in koli£ina jeder
v njih se konstantno spreminja z novimi generacijami graﬁ£nih procesorjev.
Koliko procesorskih jeder bo vsebovala enota enota SM, koliko bo celotno
²tevilo SM-jev v graﬁ£nem procesorju in kak²na bi hitrost posameznih jeder
znotraj SM-jev se odlo£ajo pri dizajniranju nekega £ipa. Proizvajalci pri
razvoju tehnologije vedno i²£ejo najbolj²a razmerja, da dobijo v povpre£ju
za vse vrste procesiranj £imbolj²e rezultate. V kolikor se procesorje izdeluje
po naro£ilu, oz. se ºeli pospe²iti dolo£eno vrsto procesiranja, se ²tevilo SM-
jev, jeder in hitrosti le-teh prilagodi problemom, ki se jih bo re²evalo.
20
Slika 2.2: Primer zgradbe graﬁ£nega £ipa
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Poglavje 3
Paralelno procesiranje na CPE
Paralelno procesiranje v svetu ra£unalni²tva pomeni hitrej²e re²evanje nekega
problema, kjer pri enaki vhodni koli£ini podatkov porabi neka funkcija manj
£asa da te podatke obdela in pretvori v izhodno informacijo. Poleg tega pa
se za pojmom paralelnega procesiranja skriva tudi hitrost odziva ra£unalnika
uporabniku. Procesor namre£ ni popolnoma zaposlen z izvajanjem operacij,
zato del aplikacije, ki komunicira z uporabnikom, ni neodziven. Velja ome-
niti, da je zgoraj opisano funkcionalnost mogo£e dose£i ºe v ra£unalni²kem
sistemu z enim procesorjem, ki ima eno ﬁzi£no jedro. V tem primeru procesor
preklaplja med razli£nimi opravili v zelo kratkih £asovnih intervalih, kar pa
je za uporabnika vseeno povsem transparentno. Dobimo vtis izvajanja ve£ih
opravil hkrati, kar v ra£unalni²kem ºargonu poimenujemo multiprogramira-
nje.
Namen tega poglavje je predstaviti paralelno procesiranje na centralni
procesorski enoti.
3.1 Paralelizem na nivoju bitov
Paralelizem na nivoju bitov spada na za£etek razvoja paralelnega procesi-
ranja. Pri tovrstnem procesiranju v nekih £asovnih intervalih podvajamo
dolºino ra£unalni²ke besede, njegovi za£etki pa segajo v leto 1970. Zatem je
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sledilo obdobje, v katerem so pomen dobili dalj²i procesorski ukazi. Tako so
4-bitnim procesorjem sledili ²e 8, 16 in 32-bitni. Slednji so bili dolgo najpo-
gosteje uporabljani, v zadnjem desetletju pa so se mnoºi£no za£eli pojavljati
64-bitni procesorji na arhitekturi x86, ki je nazaj kompatibilna. Pri tem velja
omeniti, da gre za raz²iritev obstoje£e arhitekture, poimenovane x86_64, ki
jo je trgu najprej predstavilo podjetje AMD. Intel je imel pripravljeno svojo
razli£ico 64-bitne arhitekture, ki pa ni nikoli pri²la na trg, saj je bila zaradi
nekompatibilnosti s prvotno zelo raz²irjeno arhitekturo x86 nekonkuren£na
AMD-jevi re²itvi. Omeniti velja, da se je Intelova razli£ica 64-bitne arhi-
tekture pojavila v procesorjih serije Itanium [7], ki pa nikoli ni zaºivela v
masovni proizvodnji. Omejena je bila namre£ le na streºni²ki segment ra£u-
nalnikov, vendar se tudi tam ni uveljavila, saj za to procesorsko arhitekturo
ni bilo pisanih programov.
Pomen paralelnega procesiranja na navoju bitov je, da z dalj²anjem dol-
ºine procesorske besede nara²£a ²tevilo bitov, ki jih procesor lahko procesira
v enem urinem ciklu. V praksi to pomeni, da 8-bitni procesor porabi ve£
urnih ciklov za se²tevanje 32-bitnih ²tevil kot 32-bitni procesor, ki to isto
nalogo opravi v eni periodi.
Zaenkrat se zdi, da je omenjeni na£in paralelnega izvajanje zaklju£il z
razvojem, saj ne kaºe, da bi se kdaj v srednji prihodnosti pojavili procesorji
z dalj²imi besedami. Prehod iz 32-bitnih na 64-bitne procesorje je bil bolj
kot zaradi same hitrosti procesiranja opravljen zaradi omejitve naslavljanja
koli£ine pomnilnika (232 = 4GB) in ker je taka koli£ina v dana²njem £asu
cenovno zelo ugodna.
3.2 Paralelizem na nivoju procesorskih ukazov
Od sredine osemdesetih let prej²njega stoletja, ko razvoj paralelizma na ni-
voju bitov ni ve£ napredoval, so za£eli raziskovanjem paralelnega izvajanja
na nivoju procesorskih ukazov.
Takrat so bili ºe jasno prisotni procesorji s cevovodi [8]. Velik del raziskav
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je bil usmerjen v to, kako s preureditvijo procesorskih ukazov dose£i hitrej²e
izvajanje programa ob predpostavki, da se izvajanje programa navzven ne
spremeni. (Ob istih vhodnih podatkih daje identi£en izhod kot program, pri
katerem ukazi niso urejeni v drugem (neoptimalnem) vrstnem redu). Vedeti
je potrebno, da so bili takrat na trgu mo£no prisotni procesorji z dolgimi
cevovodi (predvsem Intelova arhitektura) [9], pri katerih se je zaradi cevo-
vodnih nevarnosti, in s tem £akanj ciklov urinih period, dalo s preureditvijo
ukazov precej pospe²iti izvajanje programa . Dalj²i kot je procesorski ce-
vovod, ve£ je lahko v nekem trenutku cevovodnih nevarnosti, kar pomeni
da so s preureditvijo tudi pohitritve lahko ve£je. Na tak na£in se do neke
mere lahko optimizira izvajanje programa, vendar kompleksnost algoritmov
za preurejanje procesorskih ukazov pri (zelo) dolgih cevovodih raste zelo hi-
tro. Procesor z enim od najdalj²ih cevovodov je bil Pentium 4 (31-stopenjski
cevovod) [10], kar je v primerjavi z dana²njimi procesorji serije Intel Core (12
do 14-stopenjski cevovod) [11] resni£no precej dalj²e. Ob tem velja izposta-
viti dejstvo da je moºno z dalj²imi cevovodi, in s tem preprostej²imi fazami
znotraj ukaza, na precej laºji na£in dvigovati frekvenco procesorske ure.
Raziskave vzporednega izvajanja na nivoju procesorjev so se pojavile tu-
diz razlogom, da bi se vrstni red ukazov pri programih, ki so bili napisani za
starej²e procesorje, izvorne kode pa ni bilo na voljo, optimiziral za novej²e
arhitekture. Posebni primeri procesorjev, ki spadajo v to kategorijo vzpo-
rednega procesiranja so t.i. superskalarni procesorji, ki lahko izvajajo ve£
ukazov hkrati, a samo, £e so podatki med sabo neodvisni.
Dana²nji procesorji v ve£ini primerov nimajo pretirano dolgega cevovoda,
zato se so se pojavile nove ²tudije kako izbolj²ati vzporedno izvajanje na
procesorju.
Bistvo paralelizma na nivoju procesorskih ukazov je torej, da procesor v
nekem trenutku izvaja ve£ ukazov naenkrat in ne zaporedno enega za drugim.
Omenjeni pristop pa je prinesel ve£je teºave v procesorske arhitekture zaradi
razveljavljanja ºe za£etih ukazov [12].
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3.3 Vzporedno procesiranje podatkov
Programske zanke predstavljajo velik del programov in zato izrazito vplivajo
na £as izvajanja programa. Vzporedno procesiranje nad podatki velikokrat
nastopa v primeru, ko se neka operacija zgodi nad ve£ podatki hkrati. Taka
vrsta procesiranja je v svetu ra£unalni²tva znana pod kratico SIMD (Single
Instruction Multiple Data). Obstajajo ²e druge vrste vzporednega izvajanja
operacij nad podatki, npr. hkratno izvajanje ve£ ukazov na istimi podatki
(MISD  Multiple Instruction Single Data) ter izvajanje ve£ ukazov hkrati
nad ve£ podatki (MIMD  Multiple Instruction Multiple Data), ki pa niso
tako raz²irjene kot SIMD.
Sodobni procesorji arhitekture x86 imajo SIMD zbirke ukazov kot so
MMX, SSE itd., torej gre za ve£ razli£ic, ki so nastajale skozi £as, pri £e-
mer vsaka razli£ica vsebuje vse ukaze prej²njih.
Primer programske zanke (v Microsoft C#), ki se jo da izvajati vzporedno:
int result[] = new int[100];
for(int i=0; i<100; i++)
{
result[i] = i*2;
}
O£itno je, da med podatki ni nobenega prepletanja (kar je vizualno po-
nazorjeno tudi na sliki 3.1), zato se v takih primerih algoritem lahko izvaja
vzporedno.
Spodnji primer prikazuje algoritem, v katerem nastopajo med seboj od-
visne spremenljivke in ga zato ni mogo£e izvajati vzporedno.
int number1 = 0;
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Slika 3.1: Identi£na operacija, ki jo je kot tako moºno izvajati vzporedno nad
mnoºico vhodnih podatkov.
int number2 = 3;
int sum = 0;
while(sum < 20)
{
sum = number1 + number2;
number1 = number1 + 2;
number2 = number1;
}
Spremenljivka number1 se mora najprej pove£ati (izra£unati v program-
ski zanki), preden spremenljivka number2 dobi njeno vrednost. V vsakem
obhodu while zanke pa morajo biti tudi vrednosti spremenljivk number1 in
number2 enake pri vsaki ponovitvi programa. Ta zahteva pa ni avtomati£no
izpolnjena pri vzporednem izvajanju, saj operacijski sistem dodeljuje izvanja-
nje le-teh procesorju. Tako je od trenutnega stanja ra£unalni²kega sistema
odvisno, katera programska nit se bo prej izvajala.
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3.4 Vzporedno procesiranje ve£ razli£nih opra-
vil hkrati
Ra£unalni²ki programski problem se lahko re²uje tudi na na£in, pri katerem
se ga razbije na manj²e, obvladljive dele (primer je prikazan na sliki 3.2), ki
pa sami zase predstavljajo neko zaokroºeno celoto. Tak pristop razbijanja
na podprobleme je znan pod imenom deli in vladaj (divide and conquer).
Tako razbita opravila (ang. task) lahko izvajamo vzporedno, £e le niso
pogojena na na£in, pri katerem se mora neko opravilo izvesti do konca pre-
den se za£ne drugo. Podatki nad katerimi izvajamo tako vrsto vzporednega
procesiranja, so lahko isti za vsa opravila ali razli£ni.
Vzporedno procesiranje ve£ razli£nih opravil hkrati (oz. angle²ko task ba-
sed parallelism) je mo£no odvisen od problema, ki ga procesiramo. Algoritmi
za re²evanje programskih problemov, ki se jih bodisi ne da vzporedno proce-
sirati (npr.: vhod nekega opravila je izhod prej²njega in se naslednje opravilo
ne more za£eti preden se kon£a prej²nje) bodisi je teºavnost takega algoritma
precej prevelika in kon£na ocenjena pohitritev (najve£ja moºna, povpre£na,
najniºja) dopu²£ajo zelo malo moºnosti za vzporedno izvajanje opravil.
Zna£ilno za vzporedno procesiranje ve£ (razli£nih) opravil hkrati je, da
nara²£anje koli£ine vhodnih podatkov ne vpliva na hitrost programa na enak
na£in kot se to dogaja pri nevzporednem procesiranju.
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Slika 3.2: Slikovna ponazoritev razdelitve problema na podprobleme, ki so
med seboj neodvisni.
3.5 Teºave v povezavi s paralelnim izvajanjem
Prej omenjena ozka grla in velika razhajanja v hitrostih razli£nih ra£unal-
ni²kih komponent pridejo ²e mo£neje do izraza, £e imamo v ra£unalni²kem
sistemu ve£ hitrih procesorjev, ki zmorejo vzporedno izvajati programsko
kodo. Bralnih in pisalnih dostopov do komponent, ki hranijo podatke (diski,
pomnilnik) je zato ²e mnogo ve£. Tudi to, da ra£unalni²ke komponente, ki
hranijo podatke niso bistveno hitrej²e kot izvedenke za ²iroko potro²njo (npr.
pomnilniki DRAM s samodejnim popravljanjem napak (ECC), ki so name-
njeni streºnikom z visoko zanesljivostjo delovanja in navadnimi izvedenkami,
ki omenjene lastnosti nimajo vgrajene), predstavlja teºavo. Enako velja za
magnetne trde diske. Trdi diski z vrtenjem 15.000 obratov na minuto sicer so
hitrej²i od trdih diskov za ²iroko potro²njo s 7.200 obrati, vendar pa se razlika
dostopnih £asov v primerjavi z DRAM-i ²e vedno meri v ve£ stotiso£kratni
razliki.
Tako velike hitrostne razlike je teºko odpravljati ali jih z ustreznimi algo-
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ritmi dostopanja izni£iti. Eden on na£inov re²evanja omenjenega problema
je pomnilni²ka hierarhija, ki je predstavljena na sliki 3.3.
Narava ra£unalni²ke opreme za shranjevanje pa je taka, da je naprava
zasedena, ko bere ali pi²e podatke. To povzro£i ²e huj²e ozko grlo v ve£pro-
cesorskem (oz dovolj je ºe tudi en sam procesor z ve£imi ﬁzi£nimi jedri na eni
silicijevi rezini) sistemu, saj se zahteve lahko generirajo z ve£ih procesorjev
isto£asno. Slednji bodo tako ²e dlje £akali na zahtevan podatek oz. operacijo
pisanja podatka.
Na tem mestu velja izpostaviti veliko prednost pomnilnikov DRAM in
tudi diskov SSD z bliskovnimi celicami. Poleg ve£ tiso£krat niºjega £asa v
primerjavi z magnetnimi trdimi diski, je ²e precej bolj enakomeren in predvi-
dljiv (izra£unljiv) £as dostopa. as branja in pisanja pri magnetnem trdem
disku sta precej odvisna od trenutnega poloºaja glave in vrtenja plo²£e. Na-
vaden (tovarni²ki) povpre£en dostopni £as namre£ predvideva, da se mora
plo²£a v trdem disku zavrteti za pol obrata, kar se statisti£no sicer izkaºe kot
pravilno, vendar to nikakor ni nujno. Prav lahko se zgodi, da se mora plo²£a
zavrteti za skoraj cel obrat. Nasproten primer je, kadar je (v sodobnih trdih
diskih) informacija ºe v predpomnilniku in kontroler v trdem disku sploh ne
izda ukaza za iskanje na magnetni plo²£i. as, ko dobi procesor podatek iz
predpomnilnika diska, je znatno hitrej²i, ni pa moºno predvideti, kdaj se bo
to zgodilo, saj je to popolnoma odvisno od prej²njih in trenutnega stanja
ra£unalni²kega sistema.
Upo²tevanje vsega tega pri delovanju trdega diska vodi v zapletene algo-
ritme optimizacije dostopa (npr. branja in pisanja). Za DRAM pomnilnike
in ﬂash celice je zna£ilno, da je dostopni £as do vsake celice enako hiter,
hkrati pa ima ²e prednost zaporednega dostopa do podatkov. Ti se namre£
nahajajo na isti sledi na plo²£i diska in se berejo zaporedno, ko se disk vrti.
Pri pomnilni²kih celicah sicer ni magnetne plo£e, ki bi se vrtela, vendar pa
se podatki zapisani v isti vrstici v £ipu preberejo naenkrat. V ra£unalni²kem
svetu je tak na£in znan pod imenom burst mode (zaporedni na£in).
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Slika 3.3: Slika prikazuje komunikacije med razli£nimi vrstami pomnilnikov
v ra£unalni²ki arhitekturi pri procesorjih z ve£imi procesorskimi jedri.
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Poglavje 4
GPGPU in programska okolja
V slede£em poglavju je opisano eno izmed najhitreje razvijajo£ih se podro-
£ij znotraj visoko zmogljivega ra£unalni²tva (angle²ka kratica HPC), ki se
je pojavilo okrog leta 2007. V ra£unalni²kem ºargonu to podro£je poimenu-
jemo splo²nonamensko procesiranje na graﬁ£nih procesorjih, najpogosteje pa
se uporablja kar angle²ka kratica GPGPU. Predstavljena bodo tudi najbolj
znana programska okolja za razvoj aplikacij, ki za procesiranje ne-graﬁ£nih
problemov izkori²£ajo graﬁ£ni procesor.
4.1 GPGPU
Graﬁ£ne kartice oz. graﬁ£ni £ipi so na trgu prisotni ºe kar nekaj let - vse
od osemdesetih let prej²njega stoletja -, vendar so sposobnost izvajanja splo-
²nega procesiranja dobili ²ele v zadnjem £asu. Primarno so te ra£unalni²ke
naprave ²e vedno namenjene delu z ra£unalni²ko graﬁko, npr. delu razli£-
nimi CAD programi za risanje na£rtov zgradb, strojev in drugih podobnih
objektov, delu z multimedijskimi vsebinami, obdelavi digitalnih video vsebin,
upodabljanju (angl. rendering) graﬁ£nih objektov, obdelavi digitalnih foto-
graﬁj in vektorskih graﬁk, igranju ra£unalni²kih iger, vizualizaciji podatkov
ipd. Vse te tehni£ne zmoºnosti pa so usmerjene v preozek krog uporabnikov.
Najve£ uporabnikom, ki so v stiku z ra£unalniki in niso strokovnjaki na enem
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izmed teh podro£ij, zado²£ajo tudi najmanj zmogljivi graﬁ£ni £ipi. Ti so v
£asu pisanja diplomske naloge najve£krat integrirani kar v osrednjo centralno
procesno enoto (CPE).
Graﬁ£ni £ip je sicer res procesor za posebne (specializirane) namene, ven-
dar je sama zasnova takega procesorja, ki jo natan£nejo opi²emo v nadaljnih
poglavjih, primerna tudi za ne-graﬁ£ne ra£unske probleme. To dokazujejo
tudi programska orodja, pri katerih je del procesiranja prestavljen na gra-
ﬁ£ne procesorje. Primer takih orodij so naprimer aplikacije podjetja Adobe
[13]. S tehnolo²ko zrelostjo proizvajalcev, pa tudi s trenutnim stanjem tehno-
logije v polprevodni²ki industriji, so se pojavili tudi ekonomski razlogi, da se
raz²iri uporabo graﬁ£nih procesorjev GPE (ang., Graphics Processing Unit).
S tem se CPE razbremeni, poleg tega pa se izrazito pospe²i izvajanje nekega
programa oz. aplikacije. Kljub omenjenima prednostima procesiranje z GPE
prihrani elektri£no energijo, kar je pri stalno delujo£ih (velikih) ra£unalni²kih
sistemih zelo pomembno.s [14].
Graﬁ£ni procesor je po zgradbi zelo podoben velikim superra£unalnikom
z ogromnim ²tevilom splo²nonamenskih procesorjev (CPE), ki so skupaj po-
vezani preko hitre ra£unalni²ke mreºe, le da je vse na eni sami kartici [15].
S tem do neke mere odpade skrb za mreºo, vsaj dokler ne za£nemo s po-
vezovanjem ve£ih ra£unalni²kih sistemov med seboj. Graﬁ£na kartica lahko
nekatere programske probleme re²i v enakem £asu kot ra£unalni²ki sistem
z ve£imi vozli²£i. Vozli²£e predstavlja en ra£unalnik znotraj ra£unalni²ke
mreºe. Komunikacijo med graﬁ£nim £ipom z velikim ²tevilom jeder in nje-
govim pomnilnikom (najbolj uporabljan je danes RAM tipa GDDR5 z efek-
tivnimi hitrostmi do pribliºno 6GHz [16]) lahko primerjamo s komunikacijo
vozli²£ (ra£unalnikov) v velikem sistemu. Hitrosti prenosa podatkov znotraj
take mreºe se gibljejo od nekaj sto megabajtov do nekaj gigabajtov na se-
kundo pri najzmoglivej²ih mreºah [17]. Komunikacija med pomnilnikom na
graﬁ£ni kartici in njenim £ipom pa danes zna²a tudi do 300GB/s (tudi sko-
raj do 600GB/s, £e ima graﬁ£na kartica ﬁzi£no dva £ipa na sebi) [18], torej
govorimo od 2 do 3 velikostnih razredih razlike v hitrosti.
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Slika 4.1: Primerjava zgradba splo²nonamenskega procesorja (CPE) in gra-
ﬁ£nega procesorja (GPE).
http://www.pny-europe.com/data/sitedynamic/Image/gpu-computing-feature.jpg
Nezanemarljiv podatek je tudi zakasnitev oz t.i. latenca pri komunikaciji.
Navadno se zakasnitev znotraj lokalne mreºe velikega ra£unalni²kega sistema
meri v milisekundah [19], oz. pri mreºni opremi proizvajalca InﬁniBand celo
v mikrosekundah [20], dostopanje graﬁ£nega £ipa do njegovega RAM po-
mnilnika pa se meri v nanosekundah. Tudi tukaj je razlike za ve£ velikostnih
razredov, £eprav ne toliko, kot pri surovi hitrosti prena²anja podatkov v blo-
kih. Na tem mestu velja omeniti primerjavo zakasnitve splo²nonamenskega
procesorja (CPE) do glavnega pomnilnika (ki je danes ponavadi tipa DDR).
Zaradi nekoliko ve£je razdalje med CPE in pomnilnikom RAM ta zakasni-
tev danes tipi£no zna²a med 40 do 50ns [22]. Sodoben CPE se odziva na
prekinitve nekako med 10-15ns [21]).
Razlog, da so pri komunikaciji graﬁ£nega £ipa z njegovim pomnilnikom
RAM zakasnitve ve£je, ti£i v dejstvu, da je graﬁ£ni £ip namenjen procesira-
nju £imve£je koli£ine podatkov v £imkraj²em £asu, £etudi zaradi omenjene
usmeritve £ipa trpi odzivnost. CPE je s stali²£a odzivnosti narejen ravno
obratno kot graﬁ£ni £ip. Hitrost odziva je velika, zakasnitve so torej nizke,
vendar zaradi prekinitev ne premore velike prepustnosti podatkov.
Iz omenjene lastnosti graﬁ£ne kartice sledi dejstvo, da mora programer
pri razvoju in implementaciji algoritma skrbeti, da ra£unanje nad podatki
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4.2 Programska okolja za pisanje GPGPU apli-
kacij
4.2.1 CUDA (Nvidia)
Platforma imenovana CUDA (ang. Compute Uniﬁed Device Architecture)
je programska platforma podjetja Nvidia za pisanje programske opreme, ki
na enostavnej²i na£in nudi dostop do graﬁ£nih procesorjev in graﬁ£nih kartic
serije GeForce in Quadro.
Platforma se je v prvi kon£ni razli£ici pojavila ºe leta 2007, trenutno pa
je na trºi²£u peta razli£ica. Navadno z novo generacijo graﬁ£nih £ipov, ki
so identi£ni tako na karticah GeForce kot Quadro, pride tudi nova verzija
CUDA platforme. Privzeti programski jeziki za pisanje v CUDA so C, C++
in Fortran, ki jih raz²irja in prireja podjetje Nvidia. Obstajajo seveda ²e
programska okolja CUDA-o za druge programske jezike (npr. Java, Python,
C#), ki pa niso razviti in podprti s strani Nvidie, vendar omogo£ajo uporabo
graﬁ£nih procesorjev v vi²jem programskem jeziku kot so C/C++ in Fortran.
CUDA je zaprta platforma, ki je omejena le na graﬁ£ne procesorje podje-
tja Nvidia. Prav tako je trenutno dominantna platforma za razvoj program-
ske opreme, ki izkori²£a graﬁ£ne procesorje za splo²nonamensko ra£unanje.
Na trºi²£u se je pojavila prva in bila dobro marketin²ko promovirana.
4.2.2 OpenCL (Khronos group)
Programsko okolje OpenCL (Open Computing Language) je v nasprotju
s platformo CUDA popolnoma odprta in do tega trenutka ºe podprta od
vseh ve£jih razvijalcev graﬁ£nih £ipov (AMD, Nvidia, Intel, ARM) tako v
segmentu streºnikov in (graﬁ£nih) delovnih postaj kot tudi na mobilnih plat-
formah (tabli£ni ra£unalniki).
Za razvoj je zadolºena organizacija Khronos Group, ki je poznana pred-
vsem po odprti knjiºnjici za graﬁko OpenGL. Organizacija Khronos Group
netrivialne ra£unske operacije (npr. integrali, odvodi).
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skrbi in razvija ²e druge odprte platforme (bolje re£eno, da skrbi za program-
ske vmesnike) za multimedijske potrebe pri ra£unalni²tvu.
Primarni programski jezik je tudi tu industrijsko uveljavljena in prirejena
izpeljanka C-ja in C++-a. Uporaba OpenCL-a po£asi a vztrajno nara²£a.
Njegov razvoj zavira podjetje Nvidia, saj je OpenCL neposredna konkurenca
re²itvi CUDA. Razvoj prevajalnikov za OpenCL pri Nvidii je precej neakti-
ven, kar je jasno razvidno iz dejstva, da zelo poredko posodobijo prevajalnike
v svojih gonilnikih (imenovanih ForceWare).
Podjetje AMD je na omenjenem razvoju precej bolj dejavno, vendar v
£asu pisanja veliko programerjev, ki programirajo v OpenCL platformi opaºa
nestabilno delovanje prevajalnikov [23], kar se jasno odraºa v precej pogo-
stih teºavah pri prevajanju OpenCL kode. Prevajalnik se zaradi neznanih
razlogov pri prevajanju pogosto sesuje, kot re£emo v ra£unalni²kem ºargonu.
4.2.3 DirectCompute (Microsoft)
Microsoft-ov DirectCompute je del ve£je knjiºnjice, namenjen delu z ra£u-
nalni²ko graﬁko in je del DirectX-a od desete verzije dalje. Na voljo je le
operacijskima sistemoma Windows in Windows Server od Viste (oz. Win-
dows Server 2008) naprej.
DirectCompute podpirajo graﬁ£ni £ipi (kartice), ki podpirajo vsaj Di-
rectX verzije 10, kar pomeni, da je zaenkrat pokrit le segment graﬁ£nih de-
lovnih postaj, namiznih ra£unalnikov in prenosnih ra£unalnikov.
4.2.4 Ostala programska okolja
C++ AMP (Microsoft)
Microsoft-ov C++ AMP (Accelerated Massive Parallelism) je programska
knjiºnjica namenjena programerjem jezika C++. V njem razvijalci program-
ske opreme na laºji na£in izkori²£ajo paralelizem na nivoju podatkov. Sistem,
na katerem se bo izvajala taka aplikacija, bo sam prevzel £imbolj²ega izvajnja
paralelizma nad podatki. Knjiºnjica je implementirana na osnovi DirectX 11
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in omogo£a, da osrednji procesor izvede programsko kodo, ki je graﬁ£ni pro-
cesor ne more. Taka koda se optimizira tudi z ukazi tipa SSE, ki so zna£ilni
za osrednje procesorje Intel-ove arhitekture x86.
BrookGPU
Omenjeni prevajalnik je razvit na univerzi v Stanfordu in prav tako opravlja
prevajanje in izvajanje programske kode na sodobnih graﬁ£nih £ipih podjetij
Nvidia, AMD in Intel v operacijskih sistemih Microsoft Windows, Apple Mac
OS in Linux. V praksi ni nikoli zaºivel, saj je namenjen u£enju programiranja
na graﬁ£nih procesorjih.
4.3 Izvajanje programske kode na GPE
Programska koda, ki je napisana za izvajanje na graﬁ£nem procesorju, se ne
za£ne izvajati samodejno, ampak mora osrednji procesor (CPU) najprej iz-
vesti kodo, s katero naloºi potrebne podatke na graﬁ£no kartico. Programska
koda se tako deli na dva dela. Ta lo£nica v kodi obenem predstavlja tudi
lo£nico med strojno opremo na kateri se del kode izvaja (oz. se bo izvedel).
Gostitelj
Gostitelj (angl. Host) je strojna oprema, ki izvede potrebne korake, da gra-
ﬁ£ni £ip dobi podatke nad katerimi potem izvaja ra£unanje. Vlogo gostitelja
prevzame osrednji procesor (CPE), ki izvaja t.i. serijsko kodo. To ne po-
meni, da osrednji procesor ne sme imeti ve£ jeder oz. da samo eno jedro
znotraj procesorja izvaja serijsko kodo. Serijska koda je glavni del programa,
ki vsebuje klice na graﬁ£ni procesor.
Naprava (na kateri se procesira)
S pojmom naprava (angl. Device) je mi²ljena strojna oprema, kjer se bo
izvajalo paralelno procesiranje. To je najve£krat graﬁ£na kartica, ni pa nujno.
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Slika 4.2: Potek procesiranja s CUDA napravo
4.4 Efektivnost orodij za programiranje v GPGPU
okoljih
eprav je nekatere serijske algoritme mogo£e idejno zelo lahko prevesti v
paralelen algoritem (npr. ra£unanje oddaljenosti to£k med seboj ali razda-
lja od neke referen£ne to£ke), je veliko primerov tudi takih, kjer preprosta
preslikava med zaporednim (serijskim) algoritmom in paralelno izvedenko ne
obstaja. V£asih velika pohitritev sploh ni mogo£a, saj je del algoritma ne-
mogo£e pretvoriti v paralelno obliko. To je t.i. Amdahl-ov zakon, ki ga v
praksi ni mogo£e prese£i.
Problemi, ki jih zelo preprosto (celo trivialno) prevedemo v paralelno
obliko, so v angle²kem jeziku znani pod poimenovanjem embarrassingly pa-
rallel. V £asu pisanja diplomskega dela uradni prevod za omenjeno ºargonsko
39
poimenovanje ²e ne obstaja, bi ga pa lahko opisali kot trivialno pretvarjanje
algoritma v paralelno izvedenko. Ker so se GPGPU okolja za razvoj apli-
kacij v ²ir²i mnoºi£ni uporabi pojavila ²elepar let nazaj, se ²e vedno mo£no
razvijajo. Implementacija algoritmov, ki jih je teºje prevesti v paralelne raz-
li£ice, ²e vedno zahteva nesorazmerno ve£ £asa in napora pri razvoju, kot pa
je potem dejansko pridobljena hitrost kon£nega ra£unanja oz. upravi£enost
iz kak²nega drugega ekonomskega stali²£a.
Tudi programerjev, ki so ve²£i pisanja in razvijanja aplikacij v GPGPU
okolju, je v £asu pisanja diplomske naloge relativno malo, sploh v primerjavi
s spletnimi programerji, in zato so temu primerno dragi. Na za£etku razvoje
vsake nove tehnologije so omenjene lastnosti razlog, da za£ne le-ta v splo²no
rabo pronicati po£asi, saj stro²kov dela ni mogo£e v celoti naenkrat prenesti
na produkt, preden bi ta za£el povra£ati (gledano iz ekonomskega stali²£a).
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Poglavje 5
Hranjenje podatkov
5.1 Lokacija hranjenja
Pri velikih ra£unalni²kih sistemih, kjer se aplikacija izvaja na ve£ ra£unalni-
kih, se pojavijo enaki problemi, kot pri pomnilni²ki hierarhiji znotraj enega
ra£unalnika. Razlika je le v tem, da celoto kamor se podatki shranjujejo
tvorijo skupaj. Tak prostor se najve£krat poimenuje pool (ang.) ali deljeni
podatkovni prostor (angl. distributed shared storage).
Omeniti velja, da deljeni prostor, ki ga uporabljajo vsi ra£unalniki znotraj
sistema, niiso nujno magnetni trdi diski. Zaradi vse ve£je uporabe podatkov-
nih baz, ki hranijo podatke v pomnilniku (angl. In-Memory Database), je
deljeni prostor lahko tudi pomnilnik ali kak²na druga ra£unalni²ka kompo-
nenta za shranjevanje podatkov. V primeru pomnilnika oz. komponent, ki
ob izgubi napajanja izgubijo podatke, je nujno zagotoviti sistem neprekinje-
nega napajanja (angl. UPS). Druga moºnost je da programska oprema sama
skrbi, da se spremembe v deljenem pomnilniku odraºajo tudi na napravah
za shranjevanje, torej tudi ob izgubi napajanja obdrºijo informacijo. Take
naprave so navadno magnetni trdi diski in SSD-ji. V kolikor je uporabljen
drugi princip shranjevanja, mora programska oprema za programerje in raz-
vijalce na takem sistemu delovati transparentno. Dostop je moºen samo do
deljenega pomnilnika, medtem ko se spremembe samodejno shranjujejo npr.
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²e na magnetne trde diske.
5.2 Ozka grla
Z oddaljenostjo od procesorja postaja, podobno kot pri pomnilni²ki hierar-
hiji, po£asnej²a tudi komunikacija. Povezave med ra£unalniki se ne merijo
ve£ v centimetrih, ampak v metrih ali celo ve£jih enotah. Ob vsem tem se-
veda nara²£ajo tudi dostopni £asi do skupnih virov podatkov, zato se tudi
tukaj izkori²£a na£elo £asovne in prostorske lokalnosti podatkov. Podatki
na niºjem nivoju v hierarhiji se sinhronizirajo z zamikom in ne takoj, ko
se na katerem izmed niºjih nivojev zgodi sprememba stanja nekega podatka
ali mnoºica podatkov. Tako se prepre£i prekomerna raba vodila in s tem
povezane teºave, predvsem enormno vi²anje odzivnega £asa nad dolo£enim
odstotkom zasedenosti vodila. S po²iljanjem ve£ih podatkov hkrati se na-
mre£ lahko izkori²£a ²e ena lastnost, poznana s prenosov podatkov znotraj
ra£unalnika, in sicer t.i. neprekinjeni prenos (angl. burst mode), ki omogo£a
prenos velikega bloka podatkov z enim samim potrjevanjem. Tako se pove£a
izkoristek komunikacijskega kanala, saj ve£ji deleº komunikacije predstavljajo
podatki in precej manj²i deleº potrjevanje pravilnosti prenosa.
5.3 Vrste podatkovnih baz
Najbolj raz²irjen tip podatkovnih baz so relacijske podatkovne baze, vendar
²e zdale£ niso edine. V zadnjih letih se predvsem zaradih druºabnih omreºjih
(npr. Facebook, Twitter...) pojavlja potreba po druga£nem tipu podatkovnih
baz. Spremembe, ki jih uporabnik naredi morajo biti v istem trenutku vidne
uporabnikom na razli£nih koncih sveta. Podatkovne baze, ki jih uporabljajo
socialna omreºja in pripadajo skupini NoSQL nerelacijskih podatkovnih, sicer
niso ves £as popolnoma sinhronizirane med seboj. To se pri objavi nekega
uporabnika na socialnem omreºju vidi, ko del preostalih uporabnikov ºe vidi
objavo, drugi pa jo bodo ²ele £ez nekaj £asa, navadno ekaj sekund ali nekaj
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minut kasneje.
Omenjena funkcionalnost je za uporabnike sicer sprejemljiva, s tehnolo-
²kega stali²£a pa to pomeni precej²nje prihranke ra£unske mo£i pri sinhroni-
zaciji, saj slednje pri ve£ TB velikih bazah lahko pomeni velik padec hitrosti
aplikacije.
Podatkovne baze NoSQL so najve£krat tipa klju£-vrednost (angl. key-
value), kar pomeni da se pri poizvedovanju sklicijemo na klju£, da dobimo
njegovo podatkovno vrednost. Taka zasnova baze se precej dobro, oz. bolje
pri enaki strojni opremi glede na relacijski tip baze, obnese pri realno£a-
snem analiziranju ogromnih koli£in podatkov, kjer struktura samih podat-
kov ni tako pomembna. Zavedati se je potrebno, da stik tabel v relacijski
podatkovni bazi predstavlja £asovno potratno operacijo, ki skupaj s koli£ino
podatkov hitro nara²£a. V kolikor taka funkcionalnost pri neki aplikaciji
ni potrebna, se s prehodom na kak²no od NoSQL baz ogromno pridobi na
hitrosti poizvedb. [24]
Drug tip NoSQL baz, ki pridejo do izraza v GIS sistemih, so graf (angl.
graph) baze. Kot je ºe iz imena razvidno, v takih bazah nastopajo vozli²£a
in povezave med njimi. Vsako vozli²£e si lahko predstavljamo kot objekt z
neko vrednostjo in z lastnostmi, ki so zna£ilna za vozli²£a grafa. Tudi po-
vezave imajo deﬁnirane lastnosti, ki npr. povedo kolik²na je razdalja med
vozli²£ema, ali pa npr. £e imamo opravka s cestnim omreºjem, kak²en je
naklon med vozli²£ema in kolik²na je dovoljena hitrost voºnje. Z graf tipom
podatkovne baze NoSQL pa jasno nismo omejeni na strogo geografske rela-
cije. Z grafom namre£ lahko nazoorno predstavimo model druºabnih omreºij,
in ga tako uporabljajo npr. za prilagoditev marketinga in ogla²evanja to£no
dolo£enemu krogu ljudi.
Poleg same hitrosti med povezavami in objekti, je zapis v graf bazi tipa
NoSQL za uporabo veliko bolj doma£ kot relacijske baze, predvsem za pro-
gramiranje v objektno usmerjenih programskih jezikih.
NoSQL graf tip baze ima tudi Oracle-ov Spatial and Graph, ki je na voljo
kot dodatek k njihovi relacijski podatkovni bazi.
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5.4 Podatkovne baze v pomnilniku (angl. In-
memory database)
S trenutnim stanjem polprevodni²ke tehnologije in razmerji med dostopnimi
£asi za razli£ne komponente v ra£unalni²kem sistemu, so se pojavilev tudi
podatkovne baze, ki se primarno nahajajo v pomnilniku. V primerjavi s tr-
dimi diski imajo samo dve pomanjlkjivosti. Ena je ta, da ob izgubi napajanja
pomnilnik izgubi podatek, £esar si v ra£unalni²kem sistemu ne smemo privo-
²£iti, zato so bodisi taki ra£unalniki priklopljeni na stalno napajanje (angl.
UPS) oz. se pomnilniku kako druga£e zagotovi stalno napetost bodisi se v
ozadju spremembe baze ves £as sinhronizirajo na napravo, ki ohrani podatke
tudi ob izpadu elektri£ne napetosti - npr. trdi disk, £eprav ga vse pogosteje
zamenjujejo naprave z bliskovnimi celicami.
44
Poglavje 6
GIS sistemi
6.1 O GIS sistemih
GIS je kratica za Geographic Information System. Za£etki GIS sistemov se-
gajo v leto 1968, ko je angle²ki geograf dr. Roger F. Tomlinson objavil £lanek
o geogfrafskem informacijskem sistemu za regionalno planiranje. Ra£unalni-
²ka kartograﬁja je sicer obstajala, vendar v druga£ni obliki. Tomlinson je
postavil temelje ve£plastne predstavitve geografskega podro£ja (npr.: plast
vegetacije, plast cestnega omreºj.), na osnovi njegove teorije pa je nastal prvi
geografski informacijski sistem v Kanadi, ki se je imenoval CGIS. Sam je bil
tudi vodja projekta, sistem pa so poganjali veliki centralni ra£unalniki (angl.
mainframe), saj je bila koli£ina podatkov zaradi njihove ve£plastnosti zelo
velika.
Sistem CGIS ni nikoli dosegel komercialne rabe, ampak je sluºil kot odli-
£en model nadaljnemu razvoju tovrstnih sistemov. Plasti so postavljene nad
koordinatni sistem. Takrat se ²e ni govorilo GPS koordinatah, te so namre£
uvedli ²ele v sedemdesetih letih prej²njega stoletja.
Po pojavu GPS-a, s katerim smo pridobili standarden koordinatni sis-
tem za ves planet, se je v osemdesetih za£elo pojavljati veliko GIS sistemov.
Med njimi velja izpostaviti MIDAS, ki je bil prvi GIS sistem za takratni
Microsoft-ov DOS. Kasneje je bil preimenovan v MapInfo in prirejen za ²e
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bolj uporabljan operacijski sistem Microsoft Windows. Geografski informa-
cijski sistemi so v ve£ini primerov prirejeni potrebam stranke (podjetja), ki
ga je kupilo oz. pla£uje najemnino. Omenjeno dejstvo pravzaprav ni nobena
posebnost, saj so ve£inoma vsi informacijski sistemi (npr. proizvodni IS, BI
sistemi) prirejeni individualnim potrbam in posebnostim stranke.
V dana²nji dobi hitrih internetnih povezav, brezºi£nega prenosa podatkov
in majhnih ra£unalnikov (mobilni telefoni, tabli£ni ra£unalniki), so se GIS
sistemi ²e bolj uveljavili zaradi aplikacij, ki beleºijo na²o trenutno lokacijo in
npr. izrisujejo pot, ki smo jo naredili v dolo£enem £asu.
Ker je mobilnih naprav veliko in vsaka izmed njih ponavadi kominucira
s streºnikom podjetja, ki je aplikacijo razvilo, mora biti ra£unalni²ki sistem
zares strojno zelo zmogljiv in imeti ²iroko podatkovno povezavo s spletom,
da lahko zadosti vsem potrebam sprejemenja, oddajanja in analiziranja po-
datkov.
6.2 Zahteve po strojnih ra£unalni²kih kompo-
nentah pri sistemih GIS
Po pregledu strojnih zahtev za namestitev GIS sistema (oz. kot dodatka k
obstoje£i bazi) sem samo pri aplikaciji Manifold zasledil, da zna izkori²£ati
sodobne graﬁ£ne kartice preko ogrodij za splo²nonamensko ra£unanje na gra-
ﬁ£nih karticah (GPGPU). Omenjena aplikacija zna izkori²£ati CUDA jedra
na graﬁ£nih procesorjih podjetja Nvidia.
Pri ostalih produktih (med drugim tudi ArcGIS, ki trenutno velja za enega
najve£jih GIS sistemov) pa ni nikjer omenjeno, da s primerno graﬁ£no kar-
tico oz. £ipom pri nekaterih ra£unskih operacijah dosegajo bistveno hitrej²e
procesiranje podatkov. Razlog je verjetno, da se tako veliki in obseºni sis-
temi, kot si GIS teºje prilagajajo novih tehnologijam v strojni in programski
opremi. Podjetja, ki razvijajo tak²ne sisteme, so namre£ bolj konzervativna
in se raje posluºujejo ºe dobro uveljavljenih in zanesljivih tehnologij, ki bodo
zagotovo ²e nekaj £asa prisotne na trºi²£u.
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Obdobje splo²nonamenskega procesiranja na graﬁ£nem £ipu se je za£elo
okrog leta 2006, ko je Nvidia izdala prvo kon£no verzijo razvojnega okolja
CUDA. Od takrat je sicer minilo ºe nekaj let, vendar se v komercialnih pro-
duktih programske opreme uveljavlja ²ele v zadnjem letu ali dveh. OpenCL je
bil v prvi kon£ni razli£ici lansiran na trg ²ele leta 2009, zato je ²ele v zadnjem
letu za£elo malo hitreje nara²£ati ²tevilo aplikacij, ki izkori²£ajo zmogljivost
graﬁ£nega £ipa preko tega odprtokodnega ogrodja.
6.3 Projekt CudaGIS
CudaGIS je projekt, ki se v £asu pisanja diplomske naloge intenzivno razvija.
Javno dostopna razli£ica aplikacije sicer ²e ni na voljo, vendar so razvijalci ºe
demonstrirali posamezne dele funkcionalnosti. Namen projekta je razdeliti
GIS sistem na vsebinsko zaokroºene celote (module) in potem te module po-
stopno prevajati iz zaporednih (serijskih) algoritmov v vzporedne. Sodelujo£i
v projektu so ºe demonstrirali obetavne pospe²itve izvajanja nekaterih ope-
racij na GIS sistemih. Implementacije algoritmov v CUDA (Nvidia) okolju
so v primerjavi z implementacijo na navadnih splo²nonamenskih procesor-
jih (CPU) hitrej²e v povpre£ju od 10 do 40-krat, podatki pa so hranjeni na
navadnih magnetnih trdih diskih.
e so podatki in podatkovne strukture hranjene v pomnilniku RAM, so
hitrostne razlike izvajanja med graﬁ£nimi £ipi (GPU) in splo²nonamenskimi
£ipi (CPU) celo od 1000 do 10.000-krat hitrej²e in tako dobre rezultate razvoj
tehnologije le redko doseºe.
Nikjer sicer ni zapisano koliko in katere splo²nonamenske procesorje ter
graﬁ£ne kartice so uporabili, da bi se izra£unalo najve£jo moºno porabo elek-
tri£ne energije in s tem izmerilo energetsko u£inkovitost ra£unanja. Smisleno
je predpostaviti, da je konﬁguracija graﬁ£nih kartic med delom porabljala ve£
energije kot konﬁguracija s splo²nonamenskimi procesorji. Vendar kljub ne-
katerim t.i. embarrassingly parallel pretvorbam algoritmov je mogo£e verjeti,
da so za isto opravljeno delo graﬁ£ne kartice porabile bistveno manj energije
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za delovanje.
6.4 Projekt GRASS GIS
Projekt GRASS GIS je eden najbolj popularnih GIS sistemov, ki pa so ²e
za²£iteni z GNU licenco, torej je programsko opremo mogo£e do dolo£ene
mere opredeliti kot odprto. Za£etki segajo ºe v leto 1984, kar ²e dodatno
potrjuje kvaliteto, ki jo ima sistem ²e danes.
Ena mo£nej²ih strani GRASS sistema so nedvomno dodatki (ang. Ad-
dons), ki jih lahko razvija vsak, poleg tega pa so voljo ²ir²i javnosti. Sistem
modulov je pregleden, saj je razdeljen na rasterski in vektorski del, ki sta
lahko predstavljena v dveh ali treh dimenzijah. V podmapi raster se tako
nahajajo programski moduli za delo z 2D rasterskimi mapami in slikami, v
mapi raster3d programski dodatki za delo s 3D graﬁko, v mapi vector pa
moduli za obdelavo informacije v vektorski obliki. Programski moduli so
ve£inoma spisani v programskih jezikih C, C++ in Python. Slednji je po-
pularen skriptni jezik, ki se ga v kak²nem izmed programskih ogrodij (angl.
framework) uporablja tudi pri sodobnih spletnih aplikacijah. Tudi poime-
novanje modulov je precej dobro, saj se mape za posamezen modul za£nejo
s primernim za£etkom okraj²ave (za raster r, za 3D raster r3 in za vektor
v), ki mu sledita pika in ime funkcije. Na tak na£in se lahko kasneje mo-
ºno razviti paralelno sprogramirane programske izvedenke modula. V mapi
raster tako obstaja modul compress (r.compress), ki kompresira in dekompre-
sira rasterske zemljevide. e bi kdo ºelel implementirati to funkcionalnost,
da bi izkori²£al CUDA tehnologijo graﬁ£nih £ipov podjetja Nvidia, bi lahko
naprimer naredil programski modul r.compress.cuda. Ostali uporabniki bi
tako lahko uporabili knjiºnico, £e bi le njihov ra£unalni²ki sistem razpolagal
s primerno strojno opremo. V tem primeru bi to seveda bila dovolj sodobna
graﬁ£na kartica podjetja Nvidia).
Omenjeni pristop k prepisovanju strojne opreme ni primeren le za sisteme
tipa GIS, ampak tudi za ostale, saj je potrebno sprogramirati oz. doprogra-
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mirati le tiste module, ki izrazito doprinesejo k hitrosti samega izvajanja.
ele po realizaciji le-teh se doprogramira module, ki manj doprinesejo hi-
trosti. Naslednja prednost takega pristopa je tudi moºnost izbire primerne
izvedenke za uporabnikov ra£unalni²ki sistemi, t.j. izbira lahko kodo, ki
se izvaja serijsko ali paralelno paralelno). Seveda se da primernost strojne
opreme, v na²em primeru je to zmoºnost izvr²evanja CUDA in/ali OpenCL
kode, ugotavljati tudi na programski na£in in uporabniku predlagati ustrezne
nastavitve.
Tretja dobra lastnost pristopa pa je, da razvoj modulov s serijsko kodo
ne vpliva na razvoj modula s paralelno kodo. Projektu tako ni potrebno
stati, da se velik del aplikacije prepi²e v paralelne module, £e je to slu£ajno
potrebno.
6.5 Splet in paralelno procesiranje na klientu
Spletni brskalniki so v zadnjih letih dobili javascript kode, ki so za red ve-
likosti hitrej²e od prej²njih. Prav tako se je mo£no pohitril in razvil CSS
(ang. Cascading Style Sheets), ki ga uporabljamo za oblikovanje. Aplikacije,
ki niso preve£ zahtevne za klienta oz. intenzivne za izvajanje, hitro preselile
v spletne brskalnike, kjer lahko potekajo tudi samo lokalno znotraj mreºe. S
tem operacijski sistem name²£en na ra£unalniku ni ve£ predstavljal skrbi.
Procesno intenzivne aplikacije, predvsem tiste za delo z graﬁko (npr. GIS
sistemi), ²e vedno ne morejo te£i znotraj brskalnika, ki v takih primerih
deluje kot programska oprema in s tem posnema ra£unalni²ko neodvisno
platformo. Programiranje za splet namre£ ne nudi dovolj nizkega dostopa
do strojne opreme, ki je nujen, da se algoritni ustrezno optimizirajo in da
med programsko opremo in strojno opremo ni preve£ abstrakcijskih plasti.
V bliºnji prihodnosti se to lahko spremeni, saj nekatera velika podjetja (npr.
Nokia, Mozilla, Samsung in Motorola) razvijajo odprt standard, ki je poznan
pod imenom WebCL in pri katerem gre za povezovanje OpenCL platforme z
javascript jezikom. Javascript koda se bo tako lahko preko OpenCL okolja
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izvajala na graﬁ£ni kartici. Povezava med graﬁ£no kartico in javascript-om
pa bo graﬁ£ni gonilnik, ki bo skrbel za pretvorbo javascript-a v OpenCL
kodo.
Vsi sodobni in odprti spletni standardi, ki se pojavljajo z namenom, da
spletni brskalnik za dolo£eno funkcionalnost ne bi ve£ potreboval namen-
skega vti£nika (ang. plug-in), ampak bi ºe sam spletni brskalnik vseboval
kot del svojega jedra novo funkcionalnost, delajo samostojno. Tak²na je
tudi ﬁlozoﬁja WebCL-a. V £asu pisanja diplome tudi najzgodnej²e preizku-
sne in predogledne razli£ice najbolj priljubljenih spletnih brskalnikov (Goo-
gle Chrome, Mozilla Firefox, Microsoft Internet Explorer, Apple Safari in
Opera) omenjenega standarda ²e ne podpirajo. Na voljo so le preizkusni
vti£niki, ki se jih teºko dobi, in demonstracijski videi, ki prikazujejo razli£ne
simulacije npr. me²anja teko£in z navadnim javascript-om in javascript-om,
ki uporablja OpenCL. Rezultati so presenetljivo dobri, vendar po pregledu
omenjenega podro£ja sklepam, da bosta pretekli ²e najmanj dve leti, preden
se bodo pojavili brskalniki, ki bodo imeli v sebi integrirano zmoºnost WebCL
platforme.
WebCL bi lahko pomenil edega od ve£jih prelomov (ne pa tudi edinega
moºnega), da se GIS sistemi iz programske opreme, ki je vezana na operacij-
ski sistem, preseli v spletni brskalnik. Problemati£na bi lahko bila koli£ina
podatkov, ki se mora prena²ati po mreºi. Serverji bi sicer lahko bili bolj raz-
bremenjeni, saj bi podatke brez obdelave le poslali klientu, vendar bi koli£ina
le teh ob po£asni povezavi povzro£ila dolgotrajno £akanje.
ez nekaj let bodo tudi mobilne naprave dovolj zmogljive, da bodo zmo-
gle prera£unati ogromno koli£ino podatkov (recimo nad velikim rasterskim
zemljevidom). Kompresija bo v takih primerih klju£na in se bo morala izva-
jati tako na strani streºnika kot na strani klienta, £e bo ²lo za dvostransko
izmenjavo podatkov. Algoritmi za kompresijo so pove£ini serijske narave in
jih ni moºno hitro in u£inkovito izvajati na graﬁ£nem £ipu. Kljub temu zna
ovira postati pomnilnik, saj se ga pri kompresiji intenzivno naslavlja in je pri
mobilnih napravah (mobilnih telefonih, tabli£nih ra£unalnikih) zaradi var£e-
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vanja z energijo precej po£asen glede na zmogljivost in razvitost graﬁ£nih
£ipov.
51
Poglavje 7
Testiranje energetske
u£inkovitosti procesiranja
7.1 Testni ra£unalnik
Testni ra£unalnik je bilo potrebno sestaviti premi²ljeno, saj se poraba ener-
gije med splo²nonamenskimi procesorji (CPE) in graﬁ£nimi karticami (GPE)
precej razlikuje. Najzmoglivej²e med graﬁ£nimi karticami imajo navadno ma-
ksimalno energetsko porabo med 250W in 300W (npr.: Nvidia GeForce GTX
690 ima 300W.), najzmoglivej²i procesorji za namizne ra£unalnike pa le okrog
95W (npr. Intel Core i7 3770K). Serverske izvedenke procesorjev so lahko
tudi mo£nej²e, nekje do 150W, zelo redko ve£.
Primerjava energetske var£nosti ne bi bila smislena, £e bi graﬁ£na kartica
lahko porabljala bistveno ve£ energije kot osrednji procesor. To je prva od
dveh klju£nih stvari, ki sem ji namenil ve£jo pozornost. Najve£jo deklarirano
porabo £ipa ali kartice se v svetu ozna£uje s kratico TDP (ang. Thermal
Design Power). Drugi pomemben dejavnik je starost samega £ipa. Pri testni
ra£unalni²ki konﬁguraciji sem bil pozoren, da sta graﬁ£na kartica in osrednji
procesor na trg pri²la pribliºno isto£asno.
Testni ra£unalnik je imel slede£e strojne komponente:
52
  	
    	

    
 		    
     ! "#$ ""
""
""
%&$ & ' %() '$ * +,


 -. &) '.+ %# '$ -		 #  .
ﬁ 

 /*  0+ %" 
 /*  0+  1# 
 /*  0+
 1#&
   	
	 
  .    23,$ 2 . *   343, *.2,
 *  .*3,  * 3, 56
  	
 	
7  47 .  742, ..,  233   ,.$ 

 2  *.   4 ,  2372$ 2 .  6 4  2 
-		$ 4 5 8 8 9( ..$ 4 5   2$6666  

3  34 ..2 ..$ 3 *3.    333 * 
$ 2, 3 .3   *73 , 72  +3 3 2
 * *.36
:     7  47    	

 . *
  7 3  ;  343 3. *  
 .*3
 +.3 .3   << ((( 2*    +3  +

.3 3  '*6 =3  47 3 * 3+34 .  
$ 2 .  7.  .3 * .2   5 &e6 /3*53
 47  3  ,2 .3 * %e 7$ 23    

 *  ., 4 *$ 2 3, 7 3  * $  *53, *,
   7 346

  
  	
   
     
 	
	   
  ﬂ 	

 
 
    
	
 	  	      	

  



   
 
  
   
  
	

 
 

  
    
  
 


 
 	

      !	

"
 #$ 

  
	 	
     
 
	
    
  
 
	 

 
  	
 	
	 
% $	 & 
' (')*+ 	 	 	
  
 
'

 
 
, 	
 	
  !%" ))- 
 ,

  
 
 $. /
 !  & 
) ())*+" 
  
	
   ))-   
 	 	 

#01 
      
  
 	
  

   
 
	 % & 
) ())*+   
  
 2.
 !
 3 ﬁ
   
 5 


" & 
' (')*+  
 3 ﬁ
    
 	

2.
 
 
  
  3 
  
 6

  
 


  
 & 
' 6  (3#2
& 
)  ('#
+   
	 	
 2.
 
 

 
 	 

 
,	  
 
  
, 
 
 

 	

 


   	
	   	

 
 
  
  

 ﬁ
 
 
  


  	   

 ﬁ

 
 
   
 	
 '*e $
 ﬁ
 
 
  	 

,


 
	
 ! 0(" 
    
 ﬁ

  	
,     
     

'3
  	
	 
 	 	
 	 
  ﬁ	
  	 	



 	  
	 	
    
 	    
   !	  "      #
 		 
  $	

   	 	
  ﬁ	
  
 	  
   ﬁ	 "  
   
 
%
  
 
 
		 &'(()" '(()$ 	 '(()*+" 	  	%
 
 	  
 	  ,  
  
      


		"    	 
	 	 

  	   
  	
 
- '.
    /     &
	  0+ 			 	
 	

		/  ﬁ	  & $e+   * 1 
	
'(() )21 
		 & 13 # 	
+"  4 56(2   # 	

*7013+ 	 48%	
 	
  
	
  
		

9  		   8	 	

 	  	
 	 
 


$*:
  	
 
!		
 ﬁ	
 
  "   	   
	
	
 - 9   	 	      
		 
 
   -"  
      

  
		
"  

 
   
 #
 	   
  
 
    "    -   		

  8	 
   	 7	 ,ﬁ 
 ';<4*
		
 	
 	
 	 
	"    ﬁ	 "  
 

  /	
   e
!		
 
  "   	 
	  


 '; 48 &	
  
 56(2 " 	
 

 

 	
  


**
   	
 	 	
  	    	 		
	 
  
  
 
	   	!
	"  	 	 	#	 $%&' (

") 	 	* 	!    	 	   	+ !)	, 
 	 ) 	  + !
 	  	  *   )+   	 $%'  
	 + + 	
 	*
		*
	 	
	"	   	 $%&' -	
	
 *  .& 	 	 /
		
	 0'.1! 
  

 		
	 '''1!
-	
 	   	 +    (  		
	 		
	 %''.1!
 	
 2	 	  	 3'03 ! 
	  +  !+  )	   
+ 	!) 
 "ﬁ*
5 5 *	  	 	 
  "
5  
 "
  	
 
6 	 	   
*
	 * 	
	
	"  	 	!) 	
      )2 	   	  	 +  	) 3'03 
5		 !
	 
	   ) /
7  0% 	 	 / 		
	 0''%1! 

  
		
	 		
	 %''.1! 
 3%+
 	!  

 8
 	
 + 	 09:
/	
 + ! )  	 	 "+  ''e
  	 

 ﬁ 
   

 
;!	 (<
	 
	 
  	
	"	 5 
	* +  
	  
	"
 "ﬁ*
 * 8	 	
 	 	  	  
	*  )
 +
"ﬁ*
	" * 
  	 
	" 	 
=  1:8#-  	   
 	*	
 
*
  + +2
 

  	
	
5   5 	
	" 	  /		
 	   	
+		
 ! 
	
    
 +		
   	 
 
	   
	"
 "ﬁ*
 *
>    	 ! +!) 
	 	
	 
	*	 +	 	
	" 
%
cesorja, ki je za ta procesor 77W. Integrirani graﬁ£ni £ip se da izklopiti v
BIOS-u mati£ne plo²£e, kar sem tudi storil, saj sem v ra£unalniku vedno
imel eno lo£eno graﬁ£no kartico.
Smiselno se mi zdi, da se pri energetski primerjavi maksimalno porabo
integriranega graﬁ£nega £ipa od²teje, saj predstavlja kar velik deleº celotne
porabe. Poraba posameznih sklopov procesorja Intel Core i5 3570K:
CPE sklop: do cca 50W TDP
iGPE sklop: do cca 27W TDP
7.3 Testna programska oprema in rezultati te-
stiranja
7.3.1 Problem potujo£ega trgovskega potnika
Problem potujo£ega trgovskega potnika je eden bolj znanih algoritmov, ki
se ga lahko re²uje z golo ra£unsko mo£jo (t.i. bruteforce). as procesiranja
za£ne s£asoma nara²£ati eksponentno. Zanimivo je, da je tudi na sodobnih
procesorjih £as procesiranja z algoritmom surove ra£unske mo£i relativno
dolg ºe pri majhnem ²tevilu mest (npr. 10).
Opisati velja, na kak²en na£in se problem potujo£ega trgovskega potnika
iz popolnoma serijskega algoritma pretvori v paralelnega. tevilo permutacij
se pove£uje s ²tevilom mest in se ga izra£una po formuli
stevilo permutacij = n!,
kjer je n ²tevilo vseh mest. Vsaka permutacija predstavlja zaporedje
mest. V programski zanki se za vsako permutacijo kli£e metoda, ki izra-
£una dolºino poti. Permutacije so med seboj neodvisne in zato se jih lahko
ra£una ve£ naenkrat. Za izvedbo programa, ki uporablja vsa procesorska
jedra splo²nonamenskega procesorja v sodobnih verzijah programskega oko-
lja Microsoft .NET Framework od verzije 4.0 naprej, obstaja knjiºnjica TPL
(Task Parallel Library), ki poenostavi pisanje programske kode. Ta se iz-
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vaja na ve£ procesorskih jedrih splo²nonamenskega procesorja. Programerju
se tako ni potrebno ukvarjati z nizkonivojskimi mehanizmi, ki dodeljujejo
kode procesorskim jedrom na optimalen na£in, ampak za to nalogo poskrbi
samo izvajalno okolje. Paralelna oblika algoritma za ve£ jeder splo²nonamen-
skega procesorja izra£una razdaljo za ve£ permutacij se ra£una hkrati. Okolje
.NET Framework poskrbi, da so vsa procesorska jedra kar se da optimalno
zasedena. Pri izvedbi algoritma v paralelni obliki z graﬁ£nim procesorjem
je paralelizacija problema podobna, le da tu vsaka programska nit na gra-
ﬁ£nem procesorju ra£una svojo permutacijo. Glede na zasnovo graﬁ£nega
procesorja so niti zdruºene v bloke, kjer ima en blok tipi£no najve£ 512 ali
1024 niti, odvisno od generacije graﬁ£nega procesorja. e je glede na ²te-
vilo mest permutacij ve£, kot je lahko programskih niti v enem bloku, potem
je problem potrebno razbiti. Tudi ²tevilo blokov v graﬁ£nem procesorju je
strojno omejeno, saj imajo sodobni graﬁ£ni procesorji tipi£no lahko 231 − 1
blokov (starej²i graﬁ£ni procesorji pa 65535). Na graﬁ£nem £ipu se torej
lahko isto£asno izvaja mnogo ve£ programskih niti kot na ve£jedrnih splo-
²nonamenskih procesorjih, torej se na graﬁ£nem £ipu izvaja ra£unanje razdalj
za ve£ permutacij kot na ve£jedrnem CPE.
V grafu 7.1 je razvidno, kako hitro s pove£evanjem ²tevila mest permutacij
za£ne nara²£ati £as procesiranja. Pri algoritmu, ki tako strmo eksponentno
nara²£a pri malo dodanih podatkih, je o£itno kako dobro se obnesejo graﬁ£ni
£ipi napram splo²nonamenskim CPE enotam. Celo graﬁ£na kartica GeForce
210, ki je iz²la pribliºno 3 leta pred Intel Core i5 3570K ter ºe ob bila pred-
stavnik najniºjega cenovnega in zmogljivostnega razreda, mo£no dominira
pri ra£unski mo£i. Omeniti velja, da kljub precej ve£ji porabi CPE proce-
sorja Intel Core i5 3570K (v uporabi vsa 4 ra£unska jedra), po ra£unskih
zmogljivostih ni primerljiv graﬁ£ni kartici GeForce 210.
S tem sem pokazal, da kljub ve£letni razliki izida na trg tudi najbolj
zmogljivi splo²nonamenski procesorji (npr. Intel Core procesorji), ne mo-
rejo dohajati graﬁ£nih kartic (naj)niºjega cenovnega razreda pri procesiranju
paralelnih ra£unskih algoritmov.
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V ra£unalni²kih sistemih, ki so namenjeni paralelnemu procesiranju, so
skoraj vedno vgrajene graﬁ£ne kartice vsaj srednjega zmogljivostnega ra-
zreda, ki imajo najve£jo porabo energije 150W ali ve£, medtem ko imajo
med procesorji tako visoko energijsko porabo samo najbolj zmogljivi proce-
sorji v streºni²kem segmentu.
Iz grafa 7.1 je razvidno tudi, da pri problemu trgovskega potnika in temu
podobnim paralelnim problemom ena graﬁ£na kartica procesira hitreje, kot
mnogo sodobnih ve£jedrnih procesorjev skupaj, £etudi ti koristijo vsa proce-
sorska jedra.
Slika 7.1: Nara²£anje £asa procesiranja pri problemu trgovskega potnika
Pri zelo majhnem ²tevilu obiskanih mest procesiranje na graﬁ£nih kar-
ticah tudi na ve£ih procesorskih jedrih CPE enote traja dlje. Razlog je v
kopiranju med glavnim in graﬁ£nim pomnilnikom (pri izvajanju na GPE)
ter prevelikih reºijskih stro²kih izvajanja na ve£ih jedrih splo²nonamenskega
procesorja CPE. Omenjena odstopanja na grafu niso razvidna, saj se to do-
gaja pri zelo majhnih £asih procesiranja in ²e pri takem ra£unanju je razlika
vsega nekaj tiso£ink sekunde.
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Odlo£il sem se, da algoritem poºenem na primerih do vklju£no 11 mest,
ker v primeru CPE enote bi pri dvanajstem mestu ºe tako narastel £as pro-
cesiranja, da bi bila razlika med npr. GeForce GTX650 in GTX680 komaj
opazna. Sliki 7.2 in 7.3 prikazujeta obremenjenost procesorskih jeder pri
problemu potujo£ega trgovskega potnika pri ve£jem ²tevilu mest.
Slika 7.2: Izvajanje programa TSP na enem procesorskem jedru (od dveh).
Slika 7.4 prikazuje procesiranje programa TSP na graﬁ£ni kartici. V pro-
gramu MSI Afterburner (levo programsko okno) se lepo vidi ²pica, ki pove,
kdaj je graﬁ£na sprocesirala dani problem. Za primerjavo je v programu
Task Manager (desno) prikazano ²e stanje osrednjega procesorja v trenutku,
ko je problem TSP procesirala graﬁ£na kartica. Razvidno je, da sicer zah-
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Slika 7.3: Izvajanje programa TSP na vseh procesorskih jedrih (2 jedri).
teve po procesni mo£i CPE nara²£ajo, vendar ²pica ni velika, predvsem pa
je £asovno gledano za tako velik problem zelo kratkotrajna. Kljub temu, da
se algoritem izvaja na graﬁ£ni, so ²e vedno prisotni t.i. reºijski stro²ki, ki jih
mora sprocesirati osrednji procesor.
Iz povedanega jasno sledi, da £etudi se program izvaja na graﬁ£ni kartici
(ali ve£ njih) je hitrost CPE procesorja pomembna, saj se zna zgoditi, da bo
graﬁ£na kartica delo opravljala hitreje kot bo CPE opravljal reºijske stro²ke.
Slednje je mogo£e precej zmanj²ati, £e se enote dela naredi primerno velike za
paralelno procesiranje in se jih pi²e kot t.i. ²£epce, ki se izvajajo na graﬁ£nem
£ipu).
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Slika 7.4: Prikaz obremenjenosti graﬁ£nega in osrednjega procesorja med
procesiranjem r.cuda.los.
7.3.2 Ra£unanje vidnega polja v neki to£ki razgleda LOS
(Line-of-Sight, GRASS GIS)
Pri ra£unanju vidnega polja v neki to£ki razgleda sem se pri procesiranju na
graﬁ£nih karticah osredoto£il ²e na razmerja med reºijskimi stro²ki (kopi-
ranja med glavnim in graﬁ£nim pomnilnikom, dostava podatkov iz hrambe)
in £asom samega procesiranja na graﬁ£ni kartici (graﬁ£nem £ipu GPE).
V geografskem informacijskem sistemu GRASS GIS se nahaja modul
Line-of-Sight, ki ra£una vidljivost pri neki vhodni GPS to£ki, vi²ini nad tlemi
ter parametru, ki ponazarja najve£jo zra£no razdaljo od izbrane to£ke. To
pomeni, da £e je vidljivost iz neke izbrane to£ke (in neke vi²ine nad tlemi)
ve£ja kot jo omejimo s parametrom najve£je razdalje, se bo preprosto gledalo
samo do dolo£ene najve£je razdalje v vidnem polju.
Algoritem programskega modula r.cuda.los deluje tako, da se za£ne izva-
janje ra£unanja pri to£ki interesa (POI) in se nato pomika proti ºeljeni to£ki.
Podro£je ra£unanja se razdeli na majhne dele (imenovane rezine). Za vsako
rezino na zemljevidu se ra£una razdaljo in kot pod katerim opazovalec na
to£ki interesa vidi to rezino. Za vsako rezino prevzame izra£un svoja pro-
gramska nit. Ra£unanje omenjenih podatkov, ki je za vsako rezino neodvisno,
se zato lahko izvaja vzporedno. Zaradi omenjenega dejstva tudi organizira-
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nost niti po blokih nima pravega pomena. Modul r.cuda.los izkori²£a globalni
pomnilnik katerega slabost je nekaj po£asnej²i dostop v primerjavi z delje-
nim (shared) pomnilnikom, vendar to ne igra neke bistvene vloge, saj ve£ji
deleº £asa predstavlja branje in zapisovanje zemljevida na disk. Uporaba glo-
balnega pomnilnika je prakti£no nujna zaradi velikih zemljevidov. Vhodni
podatki v modul r.cuda.los so enaki za vse rezine in jih kot take ni potrebno
prera£unavati (se shranijo kot konstante). V programski zanki se s pomika-
njem po koordinatah x in y (izra£une opravljajo niti z indeksi x in y, kar je
pomensko precej analogno pomikanju po zemljevidu) pribliºuje ºeljeni kon£ni
to£ki in opravlja ºe omenjene izra£une, ki predstavljajo vidnost to£ke.[25]
e si izberemo tako to£ko, kjer je v resni£nem svetu odli£en (dolg raz-
gled), lahko z omejevanjem najve£je razdalje razgleda opazujemo nara²£anje
£asa procesiranja. Omenjeno lastnost lahko dobro izkoristimo za primerjavo
hitrosti procesiranja med CPE in GPE procesorji.
Modul LOS v sistemu GRASS GIS ne glede na ²tevilo jeder v splo²nona-
menskem procesorju CPE vedno koristi samo eno, kar sem opazil na moni-
torju porabe sistemskih sredstev.
Ra£unanje vidnega polja se uporablja pri postavljanju raznih telekomu-
nikacijskih oddajnikov in anten, da se s kar najmanj oddajniki/antenami s
signalom najbolje ter najmo£neje pokrije neko zemeljsko podro£je. Za proce-
siranje vidnega polja obstaja tudi aplikacija napisana v CUDA okolju (avtor
aplikacije je Andrej Osterman), ki sicer ni modul programske opreme GRASS
GIS, vendar zna brati podatke v obliki kot jih ima GRASS GIS. Tudi vho-
dni parametri CUDA izvedbe modula LOS so prakti£no identi£ni tistim v
sistemu GRASS GIS.
Na sliki 7.5 so primerjave £asov celotnega procesiranja na razli£nih pro-
cesorjih. Omeniti velja, da je procesiranje CPE (Intel Core i5 3570K) enote
omejeno na samo eno procesorsko jedro (od ²tirih), ker LOS modul ni spisan
za ve£jedrne CPE enote.
Testiral sem na vidnih poljih omejenih s 50m, 5000m, 10000m, 20000m in
50000m. Od vklju£no najve£je razdelje 10000m naprej sem CPE Intel Core
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i5 3570K izklju£il iz testiranja, saj bi bili £asi procesiranja tako veliki, da se
rezultatov £asov procesiranja na graﬁ£nih karticah nebi ve£ opazilo.
Slika 7.5: Primerjava procesiranja modula LOS na CPU in GPE
Iz pri£ujo£ega grafa £asov procesiranja na sliki 7.5 je razvidno, da tudi
graﬁ£ne kartice, ki so starej²e in so (naj)niºjega zmogljivostnega razreda ter
posledi£no potrebujejo za delovanje najmanj energije, dominirajo nad sodob-
nim zmogljivim CPE procesorjem.
etudi bi modul LOS v sistemu GRASS GIS koristil vsa 4 jedra, bi v
teoriji bil £as procesiranja najve£ 4-krat manj²i (v praksi pa skoraj sigurno
ne bi pri²lo do 4-kratnega pospe²ka). V takem primeru bi CPE Intel Core
i5 porabljal cca 45W energije (naj ²e enkrat opomnim, da upo²tevam le
energijo, ki jo daje splo²nonamenski sklop CPE procesorja), kar je malenkost
manj kot graﬁ£na kartica GeForce GTX650 in ve£ kot kartici GeForce GT610
in GeForce 210 (obe najve£ 30W energije), ki je kar 3 leta starej²a kot Core
i5 3570K.
Med testiranjem se mi je pojavila zanimiva anomalija, saj je v CUDA
izvedenki LOS modula sistema GRASS GIS precej starej²a GeForce 210 kon-
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stantno procesirala hitreje kot model GeForce GT610, kljub temu da sta obe
kartici najniºjega zmogljivostnega razreda. Kasneje sem ugotovil, zakaj je
temu tako. CUDA izvedenko LOS modula sem prevedel za vse verzije t.i.
compute arhitekture gaﬁ£nih £ipov. Kartica GeForce 210 ima najstarej²o
arhitekturo (najniºjo verzijo) in ne podpira dvojne natan£nosti pri ²tevilih,
kar se je v vi²jih (novej²ih) verzijah arhitekture dodalo.
CUDA izvedenka LOS modula pa operira s ²tevili tipa double, torej s
plavajo£o vejico z dvojno natan£nostjo. Prevajalnik CUDA sicer prevede tak
program za arhitekturo compute 1.1, ki jo ima graﬁ£na kartica GeForce 210,
vendar pri prevajanju javi opozorilo. Vse operacije z dvojno natan£nostjo
potem prevajalnik pretvori v enojno natan£nost, tako da se aplikacija brez
teºav izvaja na starej²i arhitekturi graﬁ£nega £ipa. Tu pa se potem pojavi
razlika med GeForce 210 in Geforce GT610. Koli£ina vhodno/izhodnih ope-
racij pri ra£unanju z dvojno natan£nostjo v primerjavi z enojno precej naraste
(ve£ja kot je surova ra£unska razlika med omenjenima karticama). Mo£nej²i
izvedenki, kot sta npr. modela Geforce GTX650 in GeForce GTX680, sta
hitrost ra£unanja napram modelu GeForce 210 kompenzirala v precej ve£jem
²tevilu CUDA jeder v samem £ipu in tudi v precej vi²jih urinih frekvencah.
Hitrost samega procesiranja (samo £as izvajanja na t.i. ²£epcih) na gra-
ﬁ£nih karticah je prikazano na grafu 7.6.
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Slika 7.6: asi izvajanja modula r.cuda.los na graﬁ£nih karticah
Zanimivo je primerjati, kolikokrat se je pove£al £as procesiranja kernel-ov
(jeder) med najve£jo razdaljo 50m in 50000m.
Graﬁ£na kartica Pove£anje £asa procesiranja
GeForce 210 19.3x
GeForce GT610 6.3x
Geforce GTX650 8.9x
GeForce GTX680 10.4x
GeForce GTX650 in GTX680 imata oba RAM tipa GDDR5 (GTX650
5GHz efektivno in GTX680 6GHz efektivno), kar pomeni, da je RAM na mo-
delu GTX680 pribliºno 20% hitrej²i kot na modelu GTX650, toda GTX680
ima natanko 4-krat ve£ CUDA jeder kot model GTX650, pri obeh pa je fre-
kvenca samih jeder prakti£no enaka. To pomeni, da je vpliv hitrosti RAM-a
pri modelu GTX680 bistveno ve£ji kot pri modelu GTX650.
Pri manj zmogljivih karticah kot sta GeForce 210 in GT610 je ²tevilo
CUDA jeder in frekvence le-teh tako majhno, da z vidika hitrosti zadostujejo
66
celo starej²i tipi RAM-a. Naslednji zanimiv podatek je razmerje med £asom
izvajanja (procesiranja) na kernel-ih in med £asom kopiranja iz sistemskega
pomnilnika ra£unalnika v graﬁ£ni in nazaj po kon£anem procesiranju. Pri
vseh modelih graﬁ£nih kartic sem opazil, da je £as prena²anja podatkov v
obe smeri, torej iz sistemskega pomnilnika v graﬁ£ni pomnilnik in obratno,
enak. Graf 7.7 prikazuje odstotek £asa prena²anja med pomnilnikoma (se²te-
vek obeh prenosov) glede na £as procesiranja ²£epcev. Z ve£anjem najve£je
razdalje vidnega polja namre£ nara²£a tudi koli£ina podatkov za ra£unanje.
Opomba k interpretaciji grafa: Se²tevek £asov prenosa med graﬁ£nim in
glavnim pomnilnikom v obe smeri in £as procesiranja zna²a 100%. Torej,
£e je na grafu pri neki razdalji vrednost 2.5% pomeni, da se je 2.5% £asa
porabilo za prenose med pomnilnikoma (cca 1,25% v vsako smer), 97.5% pa
za procesiranje ²£epcev na graﬁ£ni kartici.
Slika 7.7: Razmerje med £asom procesiranjanja na GPE in prena²anjem vse-
bine med glavnim pomnilnikom in pomnilnikom na graﬁ£ni kartici
Poudariti velja, da prenosi med sistemskim in graﬁ£nim ramom na£eloma
predstavljajo majhen deleº £asa v primerjavi s £asom procesiranja, vendar
67
je vseeno mogo£e opaziti nara²£anje, kar pomeni, da deleº £asa prenosov
med pomnilnikoma nara²£a. Ta ugotovitev ne presene£a, saj se hitrosti tako
graﬁ£nih kot sistemskih pomnilnikov pove£ujejo precej po£asneje, kot nara²£a
²tevilo procesorjev znotraj graﬁ£nih £ipov. Prav tako same frekvence, kljub
mo£nemu pove£evanju procesorskih jeder, nara²£ajo pribliºno enako hitro kot
frekvence pomnilnikov.
Iz grafa je razvidno, da ºe vstopni modeli srednjega cenovnega razreda
graﬁ£nih kartic, ki imajo pomnilnik samo pribliºno 20% po£asnej²i od naj-
hitrej²ih izvedenk, v£asih potrebujejo hitrej²i pomnilnik. Model GeForce
GTX680 s samo 20% hitrej²im opmnilnikom od modela GTX650 in 4-krat
ve£jim ²tevilom CUDA jeder samo potrjuje hipotezo o (pre)po£asnem pove-
£evanju hitrosti pomnilnika.
Zadnja je primerjava deleºev dostavljanja podatkov iz strojne opreme, ki
trajno hrani podatke. Kot je ºe zapisano, se je podatke hranilo na SSD-ju
Samsung 840 Basic, ki je bil na mati£no plo²£o priklopljen preko vodila SATA
6Gbps (dostikrat poimenovan tudi SATA III).
Na grafu 7.8 je prikazan deleº £asa branja podatkov iz SSD-ja v glavni
sistemski pomnilnik ra£unalnika. Kot hitrost prenosa po vodilu SATA 6Gbps
sem vzel 550MB/s, ki je najve£ja prakti£no doseºena hitrost po omenjenem
vodilu (merjeno z ve£ sinteti£nimi programi za testiranje hitrosti diskov).
Treba je omeniti, da so v praksi hitrosti branja in pisanja lahko precej niºje,
predvsem pri slednjem, vendar sem se vseeno odlo£il, da ilustriram najbolj²e
sceniraije v prid hrambam podatkov in vodilom, ki prena²ajo podatke do
sistemskega pomnilnika. Iz grafa je kljub temu razvidno, da deleºi branja iz
SSD-ja predstavljajo precej vi²ji odstotek £asa kot kopiranje istih podatkov
med pomnilnikoma.
Opomba k interpretaciji grafa: as procesiranja ²£epcev in branja podat-
kov iz SSD-ja predstavlja 100%. e je pri neki razdalji vrednost razmerja
15% pomeni, da se je 15% vsega £asa porabilo za branje podatkov iz SSD-ja,
ostalih 85% pa za procesiranje ²£epcev in prena²anje med pomilnikoma.
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Slika 7.8: Razmerje med £asom procesiranja ²£epcev na GPE in branja da-
toteke iz diska SSD.
Iz grafa 7.8 je razvidno, da ºe pri graﬁ£ni kartici niºjega srednjega zmo-
gljivostnega razreda deleº £asa branja podatkov iz SSD-ja nara²£a s koli£ino
podatkov. Deleº (oz odstotek) £asa tu ºe predstavlja pomemben del k celoti
procesiranja. V realnosti so ti deleºi lahko ²e bistveno ve£ji, saj sem vzel naj-
hitrej²e moºno dostavljanje podatkov iz SSD-ja preko vodila SATA 6Gbps.
Tudi za strojno opremo, ki trajno hrani podatke, velja, da se hitrost dostopa
in same prenosne hitrosti pove£uje precej po£asneje kot se pove£uje zmo-
gljivost procesorjev, kljub temu, da se je ta v zadnjih letih mo£no povi²ala
zaradi prehajanja iz klasi£nih magnetnih trdih diskov na enote SSD.
Branje podatkov iz datote£nega sistema na SSD-ju si lahko interpreti-
ramo tudi kot poizvedbo na podatkovno bazo (lahko relacijsko ali kak²no
drugo tipa NoSQL). Branje podatkov iz podatkovne baze je v ve£jih in pro-
dukcijskih sistemih dandanes prakti£no nujno in edino pravilno. V takem
primeru bi k deleºu £asa branja podatkov lahko pri²teli ²e izvajanje poi-
zvedbe nad podatkovno bazo ter po moºnosti prenos preko ra£unalni²kega
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omreºja, ki je lahko precej po£asno. V takem primeru bi se deleº dostave
podatkov ²e bolj pove£al. V primeru procesiranja polja vidljivosti sem zaradi
preprostosti bral iz navadnega datote£nega sistema in ne iz kake podatkovne
baze na oddaljenem ra£unalniku. Na tak na£in sem tudi dobil precej bolj
zanesljive podatke, saj bi v nasprotnem primeru moral upo²tevati ²e stanje
omreºja in podatkovne baze, kar bi lahko precej zmanj²alo natan£nost merje-
nja, saj nekaterih dogodkov ni mogo£e predvideti. Poenostavitev kljub temu
ne zmanj²a pomena prenosov podatkov iz podatkovnih shramb.
7.4 Izbolj²ave hitrosti procesiranja podatkov
Izbolj²ave, ki omogo£ijo hitrej²ege procesiranje in zato bolj²o izkori²£enosti
strojne opreme, so moºne na ve£ podro£jih.
7.4.1 Pove£evanje ²tevila procesorjev in hitrosti
tevilo procesorjev v graﬁ£nih karticah se bo nedvomno pove£evalo ²e naprej,
saj to zagotavljata oba velika proizvajalca graﬁ£nih £ipov (AMD in Nvidia).
Tudi frekvence samih procesorjev po£asi rastejo, kar ²e dodatno pripomore
k hitrej²emu procesiranju.
Ve£ji del £asa se porabi za druge operacije (prenosi med pomnilnikoma
in predvsem iz diska v glavni pomnilnik ra£unalni²kega sistema), kar po-
meni da vi²anje hitrosti samega procesiranja ni zadosti in si lahko to dejstvo
razlagamo s pomo£jo Amdahl-ovega zakona.
7.4.2 Hitrej²i prenosi med glavnim pomnilnikom in po-
mnilnikom graﬁ£ne kartice
Kot je razvidno iz grafov v prej²njih poglavjih, se za kopiranje ve£je koli£ine
podatkov iz glavnega pomnilnika v pomnilnik graﬁ£ne kartice (pred procesi-
ranjem) in nato nazaj v glavni pomnilnik (po kon£anem procesiranju)porabi
ve£ £asa. Hitrosti glavnega pomnilnika in pomnilnika na graﬁ£nih karticah
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se sicer pove£ujejo, vendar ²e zdale£ ne tako hitro kakor zmogljivost graﬁ£nih
£ipov. V podjetju Nvidia so razvoj usmerili v to, da bi lahko graﬁ£ni £ip
(kartica) direktno dostopal do glavnega pomnilnika ra£unalni²kega sistema,
ne da bi bilo potrebno kopirati podatkov med pomnilnikoma. Postavi se
vpra²anje, £e ne bo potem ozko grlo kar osrednji pomnilnik, saj ga lahko so-
dobni graﬁ£ni £ip naslavlja ²e hitreje kot osrednji procesor. Omenjeni na£in
bi najbrº pri²el prav pri procesiranju manj²ih koli£in podatkov, pri katerem
bi se s kopiranjem med pomnilnikoma izgubilo ve£ £asa, kot bi ga graﬁ£ni
£ip porabil zaradi dalj²ega procesiranja na nekoliko po£asnej²em osrednjem
pomnilniku.
Kopiranje med pomnilnikoma poteka z maksimalno hitrostjo, saj se pre-
na²ajo celi bloki podatkov, ki si v pomnilniku sledijo zaporedno. Osrednji
pomnilnik tako lahko koristi t.i. page mode na£in, ki pove£a hitrost prenosov
tudi do 10-krat. Zaenkrat je to tudi najhitrej²i moºen na£in dostopanja do
pomnilnika. V prihodnosti ni pri£akovati, da bi se asinhronski deli pomnil-
nikov bistveno pohitrili, kar tudi lahko predstavlja teºavo.
Druga moºnost so t.i. skladovni pomnilniki, ki jih podjetje Nvidia ºe
omenja v prihajajo£ih generacijah graﬁ£nih kartic. Razlog za nastanek skla-
dovnega pomnilnika je, da se trenutno proizvodni proces pove£uje po£asneje
kot v£asih, kar pomeni, da se tudi kapacitete pomnilnikov pove£ujejo po-
£asneje, zato so proizvajalci pomnilnikov bili primorani najti novo re²itev.
Pomnilni²ki £ip se dviguje ²e v vi²ino in s tem pridobi dodatne plasti, torej
ve£ prostora. Napajanje tako grajenega pomnilni²kega £ipa je po navedbah
proizvajalcev precej u£inkovitej²e, napoveduje pa se tudi dvig hitrosti po-
mnilnika. Tako se bo lahko isto£asno naslavljalo ve£ plasti znotraj enega
£ipa pomnilnika.
Pri poganjanju programov z razli£nimi parametri sem opazil, da se s pre-
nosom majhne koli£ine podatkov med sistemskim in graﬁ£nim pomnilnikom
prena²a, manj²a tudi hitrost prenosa podatkov. Vedeti je potrebno, da ima
funkcija cudamemcpy() v ozadju reºijske stro²ke alokacije prostora ipd., zato
je kljub kopiranju majhne koli£ine podatkov, £as izvajanja t.i. reºijskih stro-
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²kov velik.
7.4.3 Kompresiranje podatkov pred prenosi med pomnil-
nikoma
Med glavnim pomnilnikom in pomnilnikom graﬁ£ne kartice se ponavadi pre-
na²a ogromna koli£ina podatkov. Koli£ina podatkov za prenos se lahko
zmanj²a, £e se pred prenosom podatke kompresira in nato, ko prispejo na
cilj, spet odkompresira. Pred procesiranjem je cilj graﬁ£ni pomnilnik, po
procesiranju pa glavni pomnilnik.
Pri tej izbolj²avi se pojavita dva ve£ja problema. Splo²no kompresiranje,
ki naj bi se izvajalo avtomatsko npr. na nivoju strojne opreme ali program-
skega okolja, ne daje tako dobrih rezultatov kot namensko. Dober primer so
naprimer video datoteke, ki jih kompresira nek enkoder in jih predvajalniki
zmorejo predvajati tudi v kompresirani obliki, in pa splo²no kompresiranje,
ki ga ponujajo aplikacije kot so WinZIP, 7-Zip, WinRAR,. . . . Drugi ve-
£ji problem so sami algoritmi za kompresijo podatkov, ki so pove£ini serijske
(zaporedne) narave. Kljub ²tevilnim poskusom algoritma, ki bi v osnovi dajal
dobre rezultate in bi bil paralelen, (²e) ni. Obstajajo le paralelne izvedenke
serijskih algoritmov, ki sicer precej dvignejo hitrost samega kompresiranja
podatkov, vendar na ra£un niºje kompresije. Stopnja kompresije, ki jo vzpo-
redno izvaja ve£ procesorjev, je manj²a od stopnje kompresije, ki jo izvaja eno
samo procesorsko jedro. Tega ni teºko razumeti, saj se morajo podatki, ki bi
jih radi kompresirali, razdeliti v manj²e dele, nato vsak procesor nad njimi
izvaja kompresijo. Ve£ kot je teh procesorjev, manj²e so enote kompresira-
nja, pri manj²i enoti pa je tudi u£inkovitost stiskanja manj²a. V primeru, ko
stiskanje opravlja eno samo procesorsko jedro, se kompresija vr²i nad vsemi
podatki.
Stiskanje podatkov pred kopiranjem na drug pomnilnik mora biti hitra
operacija, saj se v nasprotnem primeru porabi ve£ £asa, kot £e bi prena²ali kar
nestisnjene podatke. V kolikor programer meni, da bi s stiskanjem podatkov
skraj²al £as prenosa med pomnilnikoma, mora tudi sam poskrbeti za to.
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Moºnost je, da graﬁka izvaja procesiranje nad stisnjenimi podatki, vendar
mora za to poskrbeti programer, je pa ta pristop v praksi redko uporabljan,
saj je zahteven za implementacijo in najve£krat neuporaben za nadaljno upo-
rabo v drugih aplikacijah.
7.4.4 Hitrost zajema podatkov namenjenih za procesi-
ranje
Procesiranje pa ne zajema samo dogajanja, ko so podatki ºe shranjeni v
pomnilniku ra£unalni²kega sistema. Navadno so podatki shranjeni v podat-
kovni bazi (relacijski ali NoSQL bazi), pred procesiranjem pa je potrebno
narediti poizvedbo in tako dobiti podatke, ki so relavantni za obdelavo na
graﬁ£nem procesorju. To je pomembno, kadar ra£unalni²ki sistem izvaja
procesiranje nad t.i. ºivimi podatki in to predstavlja kontinuiran proces v
poslovnem okolju (npr. spremljanje prometa).
as procesiranja na graﬁ£nem £ipu lahko predstavlja majhen odstotek
celotnega £asa, £e podatki niso dovolj hitro dostavljeni iz strani podatkovne
baze. Dodaten problem predstavljajo tudi hitrosti prenosnih poti, £e so po-
datki v drugem ra£unalni²kem sistemu. V prihodnjih letih bo zato precej
pomembno, da bo podatkovna baza v kar se da velikem deleºu v glavnem
pomnilniku oz. da bo ra£unalni²ki sistem operiral s podatkovno bazo v po-
mnilniku, v ozadju pa bodo spremembe shranjevale na podatkovni medij, ki
ob izgubi napajanje ne izgubi ²e podatkov (trdi diski, ﬂash diski). V siste-
mih, kjer konstantna sinhronizacija podatkov ni bistvena, se lahko namesto
relacijske podatkovne baze uporabi primerno bazo tipa NoSQL in se tako ²e
s procesiranjem poizvedb porabi manj ra£unalni²kih sredstev, kot bi jih za
enako delo porabili pri relacijski bazi.
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Poglavje 8
Zaklju£ek
V prihodnosti se bo po pri£akovanju razkorak med GPE in CPE ²e pove£al,
saj ²tevilo jeder v osrednjih procesorjih nara²£a po£asi, enako velja za fre-
kvence samih jeder znotraj procesorja, medtem ko je dogajanje na podro£ju
razvoja graﬁ£nih £ipov ravno nasprotno. tevilo procesorjev znotraj graﬁ£-
nega £ipa se v letu in pol podvoji, kljub temu pa relativno hitro raste tudi
sama frekvenca teh procesorjev. Proizvajalci graﬁ£nih procesorjev napovedu-
jejo hitro pove£evanje zmogljivosti graﬁ£nih £ipov v bliºnji in srednji priho-
dnosti, kar posledi£no pomeni ve£je ²tevilo jeder. Slednji so ºe v prototipnih
fazah ali fazi razhro²£evanja. Na podro£ju razvoja osrednjih procesorjev, tj.
procesorjev, ki ponujajo najvi²jo zmogljivost in tistih v mobilnih napravah, je
slika druga£na. Oba najve£ja proizvajalca CPE enot omenjenega hitrostnega
razreda namre£ ºe dlje £asa pove£ujeta obdobje med izdajami novih serij.
Prav tako tudi same pohitritve niso ve£ tako izrazite, kot so bile naprimer
pred letom 2000.
Prednost pisanja paralelnih algoritmov za CPE procesorje napram graﬁ£-
nim procesorjem je, da trenutno obstajajo razhro²£evalniki (ang.: debugger),
ki so veliko bolj dodelani in programerju prijazni. Prav tako je druga£no tudi
pisanje kode, saj podatkov ni treba nalagati iz osrednjega pomnilnika v gra-
ﬁ£ni in po kon£anem procesiranju spet nazaj.
Zaradi omenjenega dejstva je Intel razvil produkt, torej splo²nonamenski
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procesor, ki ima ogromno jeder in je realiziran v obliki karti£ne re²itve. Jedra
samega procesorja imajo nizko frekvenco, vendar jih je na silicijevi rezini ve£
10. Najhitrej²i CPE procesorji z visoko frekvenco danes tipi£no nimajo ve£
kot 6 jeder oz. posledi£no 12 logi£nih procesorjev pri Intel-ovih procesorjih
zaradi tehnologije Hyper-Threading, ki operacijskemu sistemu ra£unalnika
pokaºe 2 logi£ni jedri za eno ﬁzi£no jedro.
Slika 8.1: Intel-ova ve£jedrna karti£na re²itev Xeon Phi.
http://images.anandtech.com/doci/6265/Intel_Xeon_Phi_PCIe_Card.jpg
Testiranje z omenjenim produktom ºal ni bilo mogo£e, saj je v £asu pisa-
nja na trºi²£u ²e ni bil pogost. Najve£ji toplotni pe£at, ki ga oddaja ta kartica
je na nivoju najhitrej²ih graﬁ£nih kartic (225-300W) in ima 57-61 jeder (od-
visno od modela), frekvence 1.1-1.2GHz in cene od $1600 do preko $4000.
Omenjeni produkt bi bila zanimivo primerjati z graﬁ£nimi karticami pri im-
plementaciji algoritma trgovskega potnika, saj je arhitektura jeder identi£na
kot pri obi£ajnih osrednjih procesorjih. Primerjava z modulom r.los GIS sis-
tema GRASS bi bila nesmiselna, saj je ta, kot sem ºe omenil, pisan za eno
procesorsko jedro in bi se zaradi po£asnosti enega samega jedra Xeon Phi
odrezal porazno.
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