To implement deep neural networks on small embedded devices, conventional techniques use channel pruning looking considering manual compression rate per layer to reduce parameters. Besides it is difficult to consider the relationships between layers and it takes a lot of time for deeper models. For addressing these issues, we propose a new channel pruning technique based on attention that can evaluate the importance of channels. We improved the method with the criterion to allow the automatic channel selection using a single compression rate for the entire model. Experimental results showed that a parameter reduction of 90.8% and FLOPs reduction of 79.4% was achieved with an accuracy degradation of around 1% for the compressed ResNet-50 model on the CIFAR-10 benchmark.
Introduction
Convolutional neural networks (CNNs) have brought about great advances in tasks such as object recognition, object detection, and semantic segmentation in several years. However, the number of parameters required for CNNs that have good generally performance tends to be very large, which imposes memory requirements and computational cost that exceed the capabilities of mobile and compact devices. To solve the problems, various techniques [1] [2] [3] [4] [5] [6] have been proposed for making CNNs more efficient and increasing the speed of inferencing. In these works, network pruning is an important approach for removing redundant parameters from the models.
Research into the pruning methods are roughly divided at two levels: the neuron level and the channel level. At the neuron level, the number of parameters is reduced by severing connections between spatial neurons in the convolutional layer or the neurons in the fully connected layer. However, since this method non-structurally increases the sparsity of the weighted matrix being pruned, it is difficult to improve memory access speed during inference without efficient implementation. At the channel level, the connections of all structural elements that respond to a particular channel are dropped for input and output channels in the convolutional layer. In other words, pruning is performed in sets of groups. This method differs from the neuron level in that it does not require any special implementation since the shape of the weighted matrix is reduced. However, since deletions are performed in sets of groups, the influence on the precision is great and the problem setup is more difficult than with neuron-level methods. Furthermore, channel-level pruning methods have several difficulties that requires designing the criteria for evaluating the importance of channels and setting the compression rate for each layer. Especially, the latter is the serious problem because the many existing methods [7] [8] [9] [10] need them as the pruning hyperparameters. In general, the problem will be more difficult in case of using deeper models.
In this paper, we propose a channel-level pruning method for pre-trained models. Figure 1 shows an overview of our approach. In this method, the importance of channels is evaluated using neural networks (we call attention modules) connected immediately before all target layers in the pre-trained model. Although these attention modules need to be trained, the modules are able to infer the importance of the channels. Furthermore, it is optimized in all levels of layers since the attention module for a lower level is trained by considering the error gradient of the pre-trained model and the Figure 1 : Left: Overview of our pruning approach. 1) Attention modules are added between all pretrained convolutional layers and are trained without updating any of the parameters of the pre-trained layers. 2) After training, statistics are calculated from the inner outputs of the attention modules (after applying the softmax function) using training data and are used to prune redundant channels in the target layers. 3) All added attention modules are removed and the target layers are fine-tuned to restore pruning damage. Right: The building blocks of a single attention module. gradient of the upper-level attention module. With criteria in previous research, the optimization of each level was executed independently and the correlations between layers were not considered. The major contribution of this simple approach is that it requires only one compression rate for each pre-trained model, not one for each layer. In other words, the number of channels reduced in each layer is automatically adjusted to satisfy the compression rate for the entire model. A single compression rate makes it possible to leave some arbitrariness for the deployment environment.
Related Work
Pruning: There has been much research into the problem of network pruning. Han et al. [11] showed that the performance can be recovered by retraining a model after performing neuron-level pruning. After this useful findings, various pruning methods that were later developed made active use of this scheme. The model compression method is to use the 1 -norm of the weights criterion and sparsely connect neurons where the norm is less than some threshold value, then apply quantization and Huffman coding. However, since the setting of the compression rate for the pruning part was decided heuristically, there was still room for optimization. In the channel-level pruning method, Li et al. [7] similarly performed selection of redundant channels using 1 -norms of per-channel weights. To decide the compression rate for each layer, they analyzed the degree of degradation of precision depending on the number of channels that were deleted. However, since the compression rates decided by the user, they were not necessarily optimal. Luo et al. [8] found redundant channels by using the reconstruction error of each layer as the criterion, which compares the output before and after excluding certain channels and identifies channels with smaller error as more important. Since channels are selected in each layer, the relationships between layers cannot be considered and the compression rates need to be set by hand. Furthermore, a lot of time is needed for retaining each layer. A pruning method that imposes constraints on the goal function and leads to sparsity is the structured sparsity learning method proposed by Wen et al. [12] . This method learns a sparse model at the neuron/channel level by group lasso regularization. However, since this method requires modifications to the goal function and model, it cannot be applied to already trained models. Similarly, He et al. [9] solved the optimization problem of minimizing the reconstruction error in each layer by assigning a variable to each channel as a method that uses lasso regularization. At this time, the channels are selected sparsely by imposing 1 regularization on the assigned variables. However, the degree of sparsity to give to each layer needs to be decided after performing analysis of the model, the same as in [7] . Attention: The attention mechanism [13] is able to explicitly propagate positions to reference, spatially or in series, during the process of the model generating output. Recent developments have worked to increase the accuracy of image recognition by applying this mechanism. Wang et al. [14] applied attention in spatial and channel directions for ResNet [2] . Hu et al. [15] introduced attention in only channel directions to increase the performance of recognizing features by emphasizing channels according to the input. In the proposed method, the effect of emphasizing channels according to the input is applied to redundant channel selection in pruning.
Approach
In CNNs, the dimensionality of the convolutional filter for the l ∈ {1, . . . , L}th layer is represented by a fourth-order tensor of C l × D l × H l × W l , where C l is the number of filters, D l is the number of channels, and H l and W l are the width and height, respectively, of the kernel. As shown in Figure  2 , in general channel-level pruning schemes, redundant channels are first selected and then removed by some kind of criterion from the C l dimensional feature maps obtained by applying the level l filter. By removing several dimensions from the feature maps in this way, the dimensions C l and D l+1 of the corresponding filters can also be reduced. After removing part of the filters, the damage from pruning can be restored through performing fine-tuning of the model by using the training data. Although our approach also follows this scheme, we introduce a new criterion for the selection of redundant channels.
Pruning Strategy with Attention
First, attention modules are connected immediately before all of the convolutional layers in the pre-trained model. The role of the attention modules is to emphasize channels that contribute to reducing the loss function in the C l feature maps output by the pre-trained target layer. More specifically, the attention modules generate C l scalar vectors that collectively represent the importance of each channel from the feature maps, and emphasis is achieved by applying these to the feature maps again. There are examples of implementations of this method of applying self-attention to channels in existing research [14, 15] . The attention modules are trained under the same conditions (same training data and same loss function are used) as the environment where the pre-trained model was trained. However, the weights of the pre-trained model are not updated at all during this training process. Keeping the weights constant causes the attention module to search for a solution the reduces the loss function under conditions of only being able to scale each of the input channels to nearly all of the layers of the pre-trained model. Although this means that multiple attention modules are connected when there are three or more convolutional layers in the pre-trained model, the training of these is performed simultaneously. The attention module that in a lower layer thus performs optimization based on not only the gradient from the pre-trained model but also the gradient from the attention module that in the upper-layer attention module. In other words, the layers are optimized overall since the relationships with other layers are considered. Optimization methods in the conventional layer-by-layer way [7] [8] [9] 11] do not have this property.
We now describe the structure of the attention modules. First, depth-wise convolution is executed independently on the channels [16] and applied to the input feature maps, and the spatially common reaction is extracted. Next, global average pooling [17] , point-wise convolution, and a ReLU activation function [18] are applied to emphasize the relationships between channels [15] . Finally, the softmax function, mitigation factor integration, and clipped ReLU [19] are applied. The details are given later.
Pruning Criteria
We hypothesize that there is some regularity in the emphasizing pattern applied to the channel by the attention network, with some general channels always selected and some channels not selected. A general channel is a channel that contributes to the recognition performance of all classes in object recognition. In contrast, non-general channels refer either do not contribute to the recognition of any classes or have weak influence to the specific classes. By using a channel-level pruning strategy of keeping only general channels and pruning non-general channels, we expect to produce a model that has less performance degradation after fine-tuning than models pruned in other ways. Naturally, since the behavior of attention varies according on the input data, it cannot be used as-is as a channel-level pruning selection criterion. We therefore propose using the attention statistics output by the attention modules in order to obtain a criterion for selecting general channels. The attention statistic is a quantity found by element-wise averaging of the output of the softmax function of the attention modules over all training data. It is defined as follows.
Here, s l,c,i is the output of the softmax function, c ∈ {1, . . . , C l } is the index of the channel, and D is the set of training data. Furthermore, we take a l,c ∈ A l as described later. A l is the partial set of the channels in the attention statistics for the lth layer, and |A l | = C l . In fact, the magnitude relationship between all channels output by the attention modules that belong to a layer needs to be emphasized. For example, in [14, 15] , although the application of standardization and sigmoid functions independently to each channel is used to construct the scaling vector, it is difficult to obtain a clear difference in the statistical quantity when comparing between channels. In the case of adjusting the inputs to the pre-trained model, this is because when the pre-trained model is assumed to be fully optimized using nearly 1 for all values gives the best accuracy. We therefore introduce the softmax function into the structure of the attention module as a constraint that emphasizes the magnitude relationship between channels. The output of the softmax function has the same number of elements as the dimensionality of the input channels, and it can be viewed as a categorical distribution. Because the sum of the categorical distribution is 1, emphasizing certain channels requires deemphasizing others. This is a desirable property for emphasizing the magnitude relationships between channels.
A Trick for Training the Attention Modules
Training the attention modules might perform poorly if the output of the softmax function is applied to the input feature maps as-is. This is because the constraints on the pre-trained model with fixed parameters are too tight. If we assume that all of the channels of the input feature maps that belong to the lth layer have the same importance and the attention module is able to perfectly infer this, then the element values of output will all be 1/C l . In other words, the feature maps become smaller depending on the magnitude of C l . Now, since the gradient is kept low each time a module spans across multiple layers, the gradient of the attention modules near the input layer disappears, and the learning breaks down. We therefore relax this constraint by applying a mitigation factor, defined as follows, to the output elements of the softmax function.
Here, α ∈ [0, 1] is the strength of the constraint on the softmax function. If we assume that all the output elements of the attention module are 1/C l when α = 0, then all of the channels of the feature maps are completely unaffected by the attention module (i.e., an identity projection), and the gradient can also propagate without decreasing. However, in the case of α → 1, it approaches the output from the softmax function alone. The important effect is that the value of α gradually increases from the initial value each time the attention module weights are updated to strengthen the constraints. This effect enables possible to avoid a breakdown of learning and to obtain a solution emphasizing the magnitude relationship. Although the performance against the test data becomes deteriorated from the original pre-trained model as α is increased, since the aim of this process is for training the attention modules, this degradation is not a problem as long as the optimization is successful under the given constraints. Note that the strength of the constraints varies depending on how much the value of α is ultimately increased. Furthermore, if the effect of the mitigation factor in the training process is large (i.e., α is small), then the inference of the attention modules may exceed the upper bounds of the softmax function. Since the aim is to gradually approach the softmax function, we provide the same range ([0, 1]) as the softmax function by applying the clipped ReLU activation function [19] .
A Unique Compression Rate for All Layers
The compression rate in our approach r ∈ [0, 1] is proportional to the sum of the number of channels contained in all layers. Note that this ratio is unique, and the channel compression rate does not need to be set for each layer. In general, when the other criteria are used for evaluating the importance of channels, it is difficult to directly compare channels that belong to different layers. However, attention statistics can be compared because they are normalized by the softmax function. We therefore set a common threshold for the attention statistics that in all layers and prune on channels below that threshold. For the threshold value for each layer, weighting is performed depending on differences in the number of channels so as to give t/C l . The value of t ∈ [0, T ] is found by solving the problem formulated as follows.
Numerical methods can solve this easily and a single compression rate can be converted into a compression rate for each layer. Furthermore, for the automatic selection of the number of channels in each layer, if we remember that the shape of the convolutional kernels depends on the number of channels (or filters) in the previous and next layers, then we should note that the size of the kernel varies depending on the combination in the these layers. We expect that the distribution become flat as important channels increase. The proposed method aims to prevent important channels with flat distribution from being pruned and redundant channels with non-flat distribution from remaining.
Experiments
We evaluated the proposed method against the CIFAR-10/100 dataset [20] . First, we show the relationship between the reduction in accuracy and number of parameters versus compression rate for the VGG model [21] . Next we evaluate the effectiveness by comparing with conventional pruning criteria. Finally, we report the results for a large-capacity model, ResNet-50 [2] .
VGG-10 Model on CIFAR-10 / 100
We use VGG-10, which uses up to the 10th layer of VGG-16 [21] as the pre-trained model for investigating the pruning performance. Although the original VGG-16 contained a few fully connected layers, VGG-10 is composed of only convolutional layers by replacing fully connected layers with global average pooling same as [8] . Furthermore, batch normalization was used in this model. In the model structure, attention modules were connected immediately before all of the convolutional layers except the first layer of the VGG-10 model. In the proposed method, the attention modules were trained for 50 epochs. During this time, the value of α was increased linearly at each iteration, from 0 to the target value. The initial value of the weighting of the attention modules all used the constant 0.01. Furthermore, we train the attention modules with the momentum SGD fixed at a learning rate of 0.01. Next, in order to stabilize the solution with the target value at α, the learning rate was changed to 0.001 and the model was trained for another 50 epochs. After training the attention modules, the given compression rate was applied and channel pruning was executed to search for t that satisfies Equation 3. After pruning, attention modules were removed from the architecture and fine tuning was performed for 200 epochs in order to recover the degraded accuracy. During the fine tuning, the learning rate was set to 0.001 and was then multiplied by .01 after 50 epochs. The batch size was set to 128 in all training. Furthermore, horizontal flip, image expansion [22] , and random crop were used for data augmentation. Figure 3 shows the results for the accuracy and number of model structure parameters from applying pruning methods with different compression rates and different pruning criteria to the same WeightNorm [7] Reconstruction [8] (a) Evaluation on CIFAR-10. WeightNorm [7] Reconstruction [8] (b) Evaluation on CIFAR-100. According to the previous works [7, 8] , we set the same compression rates in all target layers. Note that our approach uses only a single compression rate constraining the total channels. pre-trained model. The various results are for the proposed method (we called "AttentionStats") for the cases where α was increased to three different values (α = 0.2, 0.5, 0.8) within 50 epochs, and for two existing state-of-the-art methods as re-implemented by us. The first is the 1 -norm of weights criterion [7] (hereinafter called "WeightNorm"), and the other is a method using the reconstruction error criterion [8] (hereinafter called "Reconstruction"). In the WeightNorm training, all layers were batch pruned, and then fine-tuning was performed for 100 epochs. Like the proposed method, the learning rate started from 0.001 and was changed to 0.0001 after 50 epochs. However, in Reconstruction training, pruning and fine-tuning need to be performed layer-by-layer. This fine tuning was performed for 20 epochs per layer with CIFAR-10 and 40 epochs with CIFAR-100, and then was performed for only 100 epochs after the final pruning. Although the compression rates needs to be set on each layer in the existing methods, this work shows the case of setting each layer to a uniform value from 10% to 70% and increasing in steps of 10% for the comparison of methods for setting the compression rates. Although the proposed method also applies the same compression rate, the required number of settings is only one. First, look at the results for CIFAR-10, the proposed method successfully reduced the number of parameters while limiting the decrease in accuracy compared with the existing methods at all compression rates. Since the redundancy of the VGG-10 model for the problems is large, this confirms that it was able to be effectively reduced. In contrast, in the existing method, as the compression rates of all layers increases, the accuracy greatly decreases. This shows that the existing methods are highly depending on the compression ratio. These criteria are less practical since they are not able to judge how much to reduce each layer without performing time-consuming analysis. In the CIFAR-100 results, a decrease in accuracy of 1% or more was observed no matter which method was used. However, even when the redundancy was low, the proposed method was able to maintain the accuracy better than the other methods, keeping the decrease in accuracy around 4%. Table 1 shows the results of comparing with the existing methods using compression rates set on the basis of sensitivity analysis [7] . Furthermore, the proposed method describes a model that has values close to the accuracy of the existing methods by selecting a compression rate. The results show our approach was able to nearly achieve performance of hand-crafted tuning, with a single compression rate. This indicates our automatic channel selection method successfully. From the perspective of the number of floating point operations (FLOPs), (in this paper, the FLOPs is the number of operations only in the convolutional or linear layer), the proposed method was slightly worse. This is because our method preferentially deletes output layer channels over input layer channels.
Performance Comparison

Inside the Attention Statistics
Figure 4a shows 9 attention statistics corresponding to the channels for dimensions C 1 = 64 to C 9 = 512 in each convolutional layer in the VGG-10 model. The horizontal axis shows the number of channels and the vertical axis shows the element averaged categorical probability. The channels have been rearranged in ascending order. These attention statistics directly show the importance of each layer. For example, since conv1_2 has a shape that is closer to flat than other distributions, the importance of all of the channels is relatively high, and the effect on the accuracy is large. * Compression rates in all layers were set to the same as in [7] , determined by sensitivity analysis of the CIFAR-10 dataset. Furthermore, the distribution in conv4_2 is heavily biased towards some channels, which indicates that there is a large number of redundant channels. The structure of the VGG-10 model is set to have more channels nearer the output-layer side, and it is clear that these are redundant. By comparing the results of CIFAR-10 and CIFAR-100 we confirmed that the redundancy contained in the trained VGG-10 model differs depending on the complexity of the problem. For example, look at conv4_1, it is clear that the CIFAR-10 distribution is more biased than CIFAR-100, and the importance of some channels is high. In contrast, the CIFAR-100 distribution is only weakly biased, with other channels also contributing to the accuracy. Since the method proposed in this paper decides the threshold value for pruning based on the ratio to the number of channels, it does not emphasize the channels in conv4_1 for pruning in CIFAR-100 as much as in CIFAR-10. As a result, our approach prunes independently of the complexity of the problem. Figures 4b and 4c show the attention statistics for each class. Note that values are on a logarithmic scale and the channels have been sorted in ascending order by layer. This visualization shows that the response to particular classes is weak and that non-general channels as assumed in the section 3.2 exist. Furthermore, many of these are observed in output-side layers. Since the average is used in our method, channels that are weak over all classes are pruned preferentially over channels with weak response to particular classes. In contrast, there are many general channels that have a weak dependence on particular classes on the input-layer side. As a result, the output-layer side channels tend to be removed more than the input-layer side.
ResNet-50 Model on CIFAR-10 / 100
The ResNet-50 [2] model was applied to the CIFAR-10/100 dataset. Since this model has many more parameters than VGG-10, it also might have large redundancy for these datasets. We used the pre-trained model whose the shortcut connections are replaced with zero-padding [23] . To reduce the input channels in the first layer of the residual branch that has three convolutional layers, a sampler [9] Note that the 50th layer is the fully-connected one.
for discarding an arbitrary number of input channels at the start of the branch is introduced. In our work, pruning is not performed on the first convolutional layer, where the effect is large. Attention modules were trained for 100 epochs and fine-tuning was performed for 200 epochs at a learning rate of 0.001. In the fine tuning, the learning rate was multiplied by 0.5 every 50 epochs. Data augmentation was performed under the same conditions as the VGG-10 experiment. A uniform value of α = 0.02 was used for the mitigation factor target. Table 2 shows the results of pruning when different compression rates were set. First, in CIFAR-10, we achieved a great reduction in the number of parameters and number of FLOPs with an accuracy degradation of around 1% for the case of r = 75%. The numbers of parameters and FLOPs are smaller than the results for the VGG-10 model. Figure 5 shows the compression rates of the channels for each layer for CIFAR-10. Although mainly output-side channels are reduced, intermediate channels around the 23rd layer are also selected for pruning. Furthermore, when the compression rate is large, both layers that are preferentially selected and layers that are not are observed. For example, although the compression rates for the 10th and 11th layers were around the same with r = 65%, when the compression rate was changed the 11th layer was compressed preferentially. This is because the relative merit relationship between layers was considered as an effect of the attention statistics. In CIFAR-100, the compression rate is slight low because it consumes more capacity than CIFAR-10. However, a 76.5% reduction in parameters was achieved with an accuracy degradation of less than 1%. This is more compact than the VGG-10 original model. The proposed method was confirmed to be able to effectively compress contained redundancy with ResNet-50, which has much more capacity than VGG-10.
Conclusion
In this paper, we proposed a new pruning method based on attention. This method trains attention modules inserted immediately before target pre-trained layers to learn the importance of the channels. After training, we can obtain pruning criteria from the inferences of the modules by taking statistics using the training data. Attention module is trained in one-shot not in layer-by-layer manner. The model is optimized as a whole: not in layers, because the relationships between layers are reflected. And the criteria are comparable between layers, because they are normalized. We apply the comparability to automate the setting of compression rates of each layer (except one) over the entire model, whereas channel compression rates were set on each layer in conventional methods.
We conducted experiments using the CIFAR-10/100 benchmark on the VGG-10 and ResNet-50 model. The result showed that the nearly same performance can be achieved as models that use compression rates optimized by hand. The analysis of attention statistics showed that there exist channels with a weak response to all classes and channels with a weak response to particular classes. The proposed method was able to prevent accuracy degradation while achieving effective compression by preferentially pruning the redundancy of these channels.
