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1. INTRODUCTION 
A linear dynamic system with constant coefficients is often represented by 
the set of equations 
dx. 
--$ = ail% + aig2 + ..* + a&, (i = 1, 2 ,..., n). (1.1) 
Here the xi(t) are the state coordinates, the aij are real constants, and t is 
time. Inivector-matrix notation the system is 
dx Ax 
z== * U-2) 
For the system to be asymptotically stable it is necessary and sufficient that 
its characteristic equation have only roots with negative real parts [ 1, Chap. 51; 
[2, Chap. 131. Conditions for a characteristic polynomial to have only zeros 
with negative real parts can be expressed in terms of the coefficients of the 
polynomial as one or other of the known sets of stability criteria [3-51. 
For an account of such stability criteria see [l, Chap. 151 and [6]. 
Thus to investigate the stability of system (1.2) one could evaluate the 
characteristic equation (multiplied by (- 1)” to make the coefficient of the 
highest power positive) 
(-l)“IA-M 
as a polynomial equation 
/ =o (1.3) 
p,P + p,-,X+1 + .** 
71 
+p, =o, (1.4) 
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and then substitute for the p’s in the Hurwitz determinants: 
H,= PP- k-3 
Pn Pn-2 
Pm-1 Pe-3 Pw-5 
H3= P, Pm-2 Pn-4 
0 PC, Pn-3 
Pn-1 Pn-3 Pn-5 
P, Pn-2 P?l-4 
H = ' P,-, P,-3 n 
0 Pn P?l-2 
. . . 
0 . . 
(1.5) 
. . . 0 
. . . 0 
. . . 0 
. . . 0 * 
PO 
For stability it is necessary and sufficient that (with p, > 0) 
Hi > 0 (i = 1, 2 ,..., n). (1.6) 
A difficulty with this procedure is that the coefficients pi of the character- 
istic polynomial are complicated functions of the elements aiL of the matrix A. 
Thus the Hurwitz determinants have elements which are themselves sums 
of determinants. For n > 2 the Hi become extremely cumbersome; e.g., 
H2 = 
for n = 3 the expression for H, is 
- (all + a22 + a33) - 
1 al2 
I::: i - a22 
H3 being even more involved. 
all al2 aI3 
a21 a22 a23 
a31 a32 a,, 
; (1.7) 
The question arises whether one can obtain alternative determinantal 
stability criteria in which the elements of the determinants are simpler 
functions of the aid. A similar problem was posed by Bellman [7], who 
asked if one could obtain determinantal criteria without calculating the 
characteristic polynomial of A. 
Bass [8], in an unpublished paper, pointed out that one can avoid cal- 
culating the characteristic polynomial of A by using the stability criteria of 
Lyapunov [9]. However Lyapunov’s determinants, having elements which 
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are themselves ratios of determinants, are as unwieldy algebraically as the 
Hurwitz determinants. In the present paper some alternative solutions will 
b e given. 
For some sets of sz@cient conditions for a matrix to have only characteristic 
roots with negative real parts see [l, Chap. 13, Section 31, [2, Chap. 13, 
Section 91, and [IO, Chap. 31. 
2. EQUATIONS OF ROOT-PAIR-SUMS 
Clifford [l l] mentioned that one could obtain stability criteria by forming 
an equation whose roots are the sums of the characteristic roots taken in 
pairs and by determining the conditions for all the real roots of this equation 
to be negative. Routh [3] carried out Clifford’s proposed procedure. In the 
next section the theorem given by Routh will be stated and proved (it is not 
the same as the better known Routh’s algorithm); and some related theorems 
will be given. 
Suppose the roots of the characteristic equation (1.4) are A, , A, ,..., A, . 
We can distinguish various kinds of equations whose roots are sums of the 
characteristic roots taken in pairs. First, there is the equation 
PkPk + qk-lpk-l + *-* + qo = 0, (2.1) 
whose roots are given by the n2 values 
p = Ai + hj (i = l,..., n; j = l)...) n), w-4 
and whose degree is 
k = n2. (2.3) 
We call (2.1) the$rst equation of root-pair-sums. 
Next there is the equation 
rJ + Y&lL"d-l + * - - + r. = 0 
whose roots are given by the $ n(n + 1) values 
p = hi + xj (i = 1, 2 ,..., n;j = 1, 2 ,..., i), 
and whose degree is 
(2.4) 
(2.5) 
/=1+2+3+-*+n=++z+l). 
We call (2.4) the second equation of root-pair-sums. 
Finally there is the equation 
(2.6) 
(2.7) 
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whose roots are given by the i n(n - I) values 
p = Ai fh, (i :: 2, 3,..., n;j = 1, 2,..., i 
and whose degree is 
m- 1 $2+3+...$ (n-I)-&n(n- 
We call (2.7) the third equation of root-pair-sums. 
Thus in (2.1) the repeated values of p 
h + hj and hj + 4 
I), (2.8) 
1). (2.9) 
occur. In (2.4) such repetitions are omitted. (2.7) has roots of the same form 
as (2.4), except that values 
hi + hi = 2hi (2.10) 
are omitted. 
3. STABILITY CRITERIA IN TERMS OF THE EQUATIONS OF 
ROOT-PAIR-SUMS 
Routh worked with what we have called the third equation of root-pair- 
sums, and gave the following stability criteria. 
THEOREM 1 (Routh [3]). Let the equation 
p,P + p,-$-1 + *.* + p, = 0 (3.1) 
have real coeficients and p, > 0. Let 
s&L” + S&p--l + *a* + so = 0 (3.2) 
be the third equation of root-pair-sums of Eq. (3.1), i.e., let the roots of (3.2) 
be the 4 n(n - 1) (= m) aalues 
p = Ai + xj (i = 2, 3 ,..., n;j = 1, 2 ,..., i - I), (3.3) 
where A, , A, ,..., A, are the roots of Eq. (3.1). Let s, > 0. Then for the roots of 
Eq. (3.1) to have all their real parts negative it is necessary and sujkknt that 
the coejicients p, , p, ,..., P,-~ and s,, , s1 ,..., smP1 should all be positive. 
PROOF. Suppose the real roots of (3.1) are (11~ , 01s ,... and the complex roots 
are p1 j+, , /3a &jr2 ,... . Then (3.1) is 
p,(A - 011) (A - 4 *‘* (A2 - 2/Q + A2 + n”> 
x (X2 - 215,x + (f?,z + y22) -*- = 0. (3.4) 
If 011 , a2 ,... and A , B2 ,... are all negative, the factors in (3.4) are all poly- 
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nomials (of degree 0, 1 or 2) with positive coefficients. Thus when multiplied 
out, (3.4) is a polynomial with positive coefficients. Hence it is necessary 
that P, , pl ,..., p,-i should be positive. 
If the real parts of the roots of (3.1) are all negative, then from (3.3) so 
are the real parts of the roots of (3.2). H ence, by the same reasoning as above, 
it is necessary that s,, , s1 ,..., s,-i should be positive. 
To prove sufficiency, note that if p, , p, ,..., p,-i are all positive, the left 
side of (3.1) is positive for h > 0, i.e., (3.1) has no positive or zero real roots. 
Similarly if so, si ,..., s,-i are all positive, (3.2) has no positive or zero real 
roots. But from (3.3) the real roots of (3.2) include the values Z/3,, 2fl, ,..., 
i.e., twice the real parts of the complex roots of (3.1). Hence ifp,, p, ,..., p,-i , 
so , Sl ,.*.,sm-1 are all positive, the real parts of the roots of (3.1) are all 
negative. This completes the proof of Theorem 1. 
Note that methods are available (see, e.g., [3, Chap. 21) for expressing the 
coefficients so , s1 ,..., s,,-~ as functions of p, , p, ,..., p, . Thus Theorem 1 
yields stability criteria in terms of the coefficients of (3.1). 
THEOREM 2. Let the equation 
p,P + p,-,P1 + *.. + p, = 0 
have real coefficients. Let 
(35) 
QkCLk + 4k-1ll.“-l + ‘.’ + qo = 0 (3.6) 
be the$rst equation of root-pair-sums of Eq. (34, i.e., let the roots of (3.6) be 
the n2( = k) values 
p =Xi+hj (i=1,2 ,..., n;j=1,2 ,..., n), (3.7) 
where A, , A2 ,..., A, are the roots of Eq. (3.5). Let qk > 0. Then for the roots of 
Eq. (3.5) to have all their real parts negative it is necessary and suficient that 
the coeficients q. , qI ,..., qkel should all be positive. 
PROOF. If the real parts of the roots of (3.5) are all negative, from (3.7) 
so are all the real parts of the roots of (3.6). Hence (as in the proof of Theo- 
rem 1) the coefficients of (3.6) q. , q1 ,..., qkmI must all be positive. 
Conversely, if q. , q1 ,..., qkP1 are all positive, the left side of (3.6) is positive 
for all p > 0, i.e., (3.6) has no positive or zero real roots. But from (3.7) the 
real roots of (3.6) include twice the real parts of all the roots of (3.5). Hence 
if 40 , ql ,..., qK-i are all positive the real parts of the roots of (3.5) are all 
negative. 
THEOREM 3. Let the equation 
p,P + p,-p-1 + * -* + PO = 0 (3.8) 
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have real coeficients. Let 
r& + rc-I#-l + a** + ru = 0 (3.9) 
be the second equation of root-pair-sums of Eq. (3.8), i.e., let the roots of (3.9) 
be the 4 n(n + 1) (= G) values 
p = hi +xj (i = 1, 2 ,..., n; j = 1, 2 ,..., i), (3.10) 
where AI , h, ,..., h, are the roots of Eq. (3.8). Let rd > 0. Then for the roots of 
Eq. (3.8) to have all their real parts negative it is necessary and su#cient that 
the coe@cients r0 , rl ,..., rlP1 should all be positive. 
PROOF. The proof is essentially the same as the proof of Theorem 2. 
Note that Theorems 1 and 3 each give a set of 3 n(n + 1) inequalities as 
stability criteria. It seems possible that there is redundance’ in each set (if 
n > l), since according to the Routh-Hurwitz stability criteria only n 
inequalities are required. In Theorem 2, which gives a set of n2 inequalities, 
there may be even greater redundance. One might expect the large number of 
inequalities to be a serious embarrassment, but in usual applications this is 
not so (see further discussion in Sections 13 and 15). 
4. KRONECKER PRODUCTS 
Our aim is to find matrices whose characteristic roots (eigenvalues, latent 
roots) are the sums of the characteristic roots, taken in pairs, of the matrix A, 
and whose elements are simple functions of the elements of A. Questions 
of this sort are discussed in Chapter 12 of Bellman’s book on matrices [2]. 
It turns out that an appropriate starting point is the problem of finding a 
matrix whose characteristic roots are the products (rather than sums) of the 
characteristic roots of two matrices A and B. One solution of this problem is a 
matrix which is called the Kronecker product of A and B. Another name for 
this matrix is the direct product of A and B (see [ 121). 
The Kronecker product is defined as follows. Let A be an M-dimensional 
matrix (aij) and B an N-dimensional matrix (bij). The MN-dimensional 
matrix C defined by 
1 (4.1) 
1 All the criteria are both necessary and sufficient. However the satisfaction of 
some of them may imply the automatic satisfaction of the others. In this case we 
call the latter redundant criteria. 
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is called the Kronecker product of A and B and written (in the notation of 
StCphanos [ 131) 
A x B = &B). (4.2) 
Other notations sometimes used for Kronecker products are A - x B 
and A @B. 
It can be shown (see, e.g., [2, Chap. 12, Sections 4 and 51) that if the 
characteristic roots of A and B are A1 , A, ,..., A, and p1 , p2 ,..., t+,, then the 
characteristic roots of the Kronecker product A x B are hipCLj (i = 1,2,..., m 
j = 1) 2,. . . , N). 
The main interest of Kronecker products in the context of our stability 
problem is that they lead to the definition of Kronecker sums, which are 
discussed in the next section. 
5. KR~NEcRER SUMS 
The result that the characteristic roots of the Kronecker product A x B 
are Air,* is a special case of the following theorem due to Stephanos [13] and 
quoted by MacDuffee [12]. 
THEOREM 4 (Stephanos [13]). Let the characteristic roots of the matrices 
AandBbeh,,X, ,..., XMand~L1,pg ,..., pN respectively. Then the characteristic 
roots of the matrix 
c h,,Ap x Bg (5.1) 
8.9 
(where x denotes Kronecker product) are the MN values 
c h&&q (i = 1, 2 ,..., M; j = 1, 2 ,..., N). (5.2) 
P.4 
We shall not go into the proof of this, as it will suffice for us to prove the 
following special case: 
COROLLARY (Stephanos [13]). Th e c h aracteristic roots of the matrix 
D=AxI~+I,xB (5.3) 
are the MN values 
xi + Pj (i = 1, 2 ,..., IM;j = 1,2 ,..., N). (5.4) 
PROOF OF COROLLARY. The basis of the following proof was given by 
Bellman [14], [2, Chap. 12, Section 121. 
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Consider the system 
FULLER 
dx 
z = Ax, 
where Y is an M-vector, and also the system 
dr 
z = BY, 
(5.5) 
(5.6) 
where y is an N-vector. Assume to begin with that the characteristic roots of 
A and B are distinct. Then the solution of (5.5) gives the component xP as a 
linear combination of the terms edtt (i = 1,2,..., M). Similarly the component 
yU is a linear combination of the terms eUjt (j = 1,2,..., N). Hence xVyq is a 
linear combination of the terms e(Ai+Uj)t (i = 1, 2 ,..., M; j = 1, 2 ,..., N). 
Let us define the column vector x as having the MN components 
x - z)n - xDyq , ordered as follows: 
Then if x(t) obeys some linear time-invariant differential equation the latter 
must have characteristic roots hi + pi (z’ = 1,2 ,..., M; j = 1, 2 ,..., N). Let 
us seek the differential equation satisfied by z(t). 
We have 
dz 
9Q = $ (x,y,) = XD % + %y, 
dt 
(p = 1, 2 )..., M; q = 1, 2 ,...) N). 
If we regard (5.8) as representing the column vector dz/dt, the first term on 
the right of (5.8) re p resents a column vector with the MN components 
dy, X”-&- (p= I,2 ,..., qq= 1,2 ,..., N), 
which, partitioned into M subvectors, is 
(p = 1, 2,..., M) 
= xsBy = Bx,y (p = 1, 2,..., M) (5.11) 
= WG, , -G ,..., +,J (p = 1, 2 ,...) 1M). (5.12) 
(5.10) 
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For each value of p, (5.12) re p resents a column subvector. The complete 
column vector composed of these subvectors is 
= [IM x B] x. (5.14) 
Similarly, the second term on the right of (5.8) represents a column vector 
with the MN components 
(p = 1, 2 ,..., M; q = 1, 2 ,..., N), (5.15) 
which, partitioned into M subvectors, is 
(p = 1, 2,..., M) (5.16) 
= (a& + $&? + *-- + U,MXM)Y (p = 1, 2,..., M) (5.17) 
(p = 1, 2 ,..., M). (5.18) 
For each value of p, (5.18) represents a column subvector. These M sub- 
vectors constitute the column vector 
= [A x IN] z. 
-@Ml, zA42 ,..., ~MN)‘. 1 (5.19) 
(5.20) 
Thus the two terms on the right of (5.8) represent the column vectors 
(5.14) and (5.20), respectively; i.e., (5.8) can be written 
dz=Dz 
dt ’ 
(5.21) 
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where D is the A&V-dimensional square matrix defined by 
D==AxI,+I,xB. (5.22) 
It was mentioned above that the components of z(t) are linear combinations 
of the terms e(~i+~~Jt. Hence the characteristic roots of D are 
hi + PLj (i = 1, 2 ,..., M;j = 1, 2 ,..., N). (5.23) 
We have proved this for the case when h, , ha ,..., XM , p1 , pa ,..., pN are 
distinct. Since the characteristic roots of a matrix are continuous functions 
of its elements, the result (5.23) still holds when h, ,..., &, pr ,..., t+,, are not 
distinct. This completes the proof of the corollary. 
Bellman [2] calls the matrix D defined by (5.22) the Kronecker sum of A 
and B. 
EXAMPLE. As an example of a Kronecker sum, consider the case when A 
and B are each of dimension 2. Then 
D=AxI,+I,xB (5.24) 
(5.25) 
a11 + hl 42 al2 0 
b 21 all + b 22 0 al2 = 
a21 0 az2 + bll b ’ 
(5.27) 
12 
0 a 1 b 1 a22 + b22 1 
and the characteristic roots of D are h, + p1 , /\r + pa , ha + p1 , and h, + pa . 
Let us now consider the Kronecker sum of A with itself. We see that this 
sum has characteristic roots 
Xi + hj (i=1,2 ,..., M;j=1,2 ,..., M). (5.28) 
Thus we have found how to construct a matrix whose characteristic equation 
is the first equation of root-pair-sums of the characteristic equation of A 
(see Section 2). 
Stanfield [15] has used the Kronecker sum of a matrix with itself in the 
treatment of certain multivariable control problems. 
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6. STABILITY CRITERIA IN TERMS OF THE KRONECKER SUM 
The following theorem is an immediate consequence of Theorem 2 and 
the fact just demonstrated that the characteristic equation of the Kronecker 
sum of A with itself is the first equation of root-pair-sums of the character- 
istic equation of A. 
THEOREM 5. Let A be a real square matrix of dimension n. Let D be the 
Kronecker sum of A with itself, i.e., let D be the square matrix of dimension 
k = n2 defined by 
D=Ax&,+I,xA V-5.1) 
(where x denotes Kronecker product). Then for the characteristic roots of A 
to have all their real parts negative, it is necessary and su$i?cient hat in (- l)k 
times the characteristic polynomial of D, namely, 
(--l)“ID-4, (6.2) 
the coeficients of Ai (i = 0, l,..., k - 1) should all be positive. 
This theorem is of academic interest, as being the analogue in matrix terms 
of Theorem 2. However it is of little practical use because the dimension of D, 
namely 9, increases rapidly with n. 
EXAMPLE. For the matrix 
A = a11 2 [  21 (6.3) 
to have only characteristic roots with negative real parts, it is necessary and 
sufficient that in the polynomial 
2a,, - h aI2 a12 0 
a21 all + a22 - h 0 al2 
a21 0 all + a22 - h a12 
(6.4) 
0 a21 a21 2a,, - X 
the coefficients of ho, Ar, X2 and X3 should all be positive. 
7. LYAPUNOV MATRICES 
We now wish to find a matrix whose characteristic equation is the second 
equation of root-pair-sums of the characteristic equation of a given matrix. 
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Thus, given a matrix A with (unknown) characteristic roots X, , X, ,..., X, , 
we wish to find a matrix E with characteristic roots 
hi + hj (i = 1, 2 ,..., n;,i = I, 2 ,..., i). (7.1) 
Lyapunov [9, Sections 17-191 showed how to construct such a matrix, 
in treating a somewhat more general problem. Further discussion of this 
matrix was given by Bass [S, unpublished], and Hahn [16]. Bellman [17], 
[2, Chap. 13, Section 51 and MacFarlane [18] used the matrix in the calcula- 
tion of quadratic performance integrals. MacFarlane [18] gave an explicit 
formula for the matrix. 
Lyapunov’s construction of the matrix was essentially as follows. The rate 
of change of a quadratic form X’UX when x(t) satisfies (1.2) is itself a quadratic 
form, namely, 
x’(A’U + UA) x = x’ Vx, say. (7.2) 
In (7.2) the symmetric matrix 
V=A’U+ UA (7.3) 
has elements which are linear combinations of the elements of U. To express 
this linear relation let us write the elements of U which are on and below 
the main diagonal as a column vector u with f n(n + 1) elements, say in the 
order 
(%I; u21, %2; 1131 , %2, u33;...; %l > %2 I---% %J (7.4) 
and let us write the elements of V similarly as a column vector v 
with 4 n(n + 1) elements. Then 
v =Lu, (7.5) 
where the square matrix L is of dimension 4 n(n + I), and its elements are 
found by equating the elements of the left and right sides of (7.3). We shall 
call the matrix L (whose elements are linear combinations of the elements 
of A) a Lyapunov matrix. 
Lyapunov’s proof that L has the characteristic roots (7.1) was somewhat 
indirect. We shall follow a different path (similar to that in Section 5) when 
constructing a Lyapunov matrix, enabling us to use a more direct derivation 
of its characteristic roots. As a consequence, the matrix E we shall construct 
will turn out to be, not the Lyapunov matrix associated with A, but rather 
that associated with the transpose A’. Since the difference between E and L 
is insignificant we shall apply the term Lyapunov matrix to E also. 
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8. DERIVATION OF A LYAPUNOV MATRIX 
Assume, to begin with, that the characteristic roots of A are distinct. Then 
the solution of the system 
gives the component x1, as a linear combination of the terms 
eAit (i = 1, 2,..., n). Hence x9x* is a linear combination of the terms 
e(‘*+‘Jt (i = 1, 2 ,..., n;j = I,2 ,..., i). (8.2) 
Let us define the column vector w as having the 4 n(n + 1) components 
W Bq = x,x, (p = 1, 2 ,..., n; q = 1, 2 ,...) p) 
arranged, for definiteness, in the following order 
(8.3) 
w = (x12; x2x, ) x22; x2x1 ) X$2 , x32;...; x,x, , x,x, )..., x,2)‘. (8.4) 
Then if w(t) obeys some linear time-invariant differential equation, (8.2) 
implies that the latter must have characteristic roots (hi + hi) (i = 1, 2,..., n; 
j = 1, 2,..., i). Let us seek the differential equation obeyed by w(t). 
We have 
g (x+q) = 4 x* + XD 2 
=g n aDiwq + 1 a,p,xi . i-l (8.6) 
In (8.6) let us arrange the order of the factors in the products xix* and x,xi 
so that the latter are in the form xr.xx, where T > s (to conform with (8.3)). 
Then (8.6) is 
(8.7) 
i.e., 
w-9 
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The coefficient of w,, on the right of (8.8) is, for p > q, 
aDs if Y = q and s<q 
%w if r 3 q (r #P) and s=y 
and 
e %w Pa*TS = \ 
+ a,, if Y=p s=q 
i 
a,s if r==p and s d P 0 f 4) (8.9) 
a Qr if r>P and s=p 
0 otherwise, 
and, for p = q, 
e 
and S<P 
and s=p 
and s=p 
Thus (8.8) is one component of the vector equation 
dw 
dt=Ew, 
(8.10) 
where E, the Lyapunov matrix, is a square matrix of dimension t n(n + 1) 
whose elements are defined in the following way. The rows of E are labelled 
pq (p = 1, 2 ,...) n; q = 1, 2 ,...) p) and the columns of E are labelled rs 
(r = 1, 2 )...) n; s = 1, 2 ,...) r). The element at the intersection of the pqth 
row and the rsth column is given by (8.9) if p > q and by (8.10) if p = q. 
The components w&t) are linear combinations of the terms e(A,+Aj)t 
(i = 1, 2 ,..., n;j = 1, 2 ,..., ;) (see (8.2) and (8.3)). Hence the characteristic 
roots of E are 
Xi + hj (i = 1, 2,**., ?Z;j = 1, 2,*.*, i)* (8.12) 
We have shown this for the case when the hi are distinct. Since the character- 
istic roots of a matrix are continuous functions of its elements, the result 
holds also when the hi are not distinct, and may be stated as follows: 
THEOREM 6 (essentially due to Lyapunov [9]). Let the characteristic 
roots of the matrix A = (aij), of dimension n, be )L1, AZ ,..., h, . Let E be the 
square matrix (es,&, of dimension 4 n(n + l), with rows labelled pq 
(p = 1,2 ,...) n; q = 1,2 ,..., p), columns labelled rs (r = 1,2 ,..., n; s = 1, 2 ,..., Y), 
and elements esu,TS given by (8.9) if p > q and by (8.10) ifp = q. Then the 
characteristic roots of E are & + ni (i = 1,2 ,..., n; j = 1, 2 ,..., i). 
EXAMPLE. When n = 2 
A = [“” I;;] , 
a21 
(8.13) 
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the Lyapunov matrix E is 
2% 2% 0 
E= a21 Q22 + a11 a12 . 
I 
(8.14) 
0 2a2, 2a2, 
If A has characteristic roots A, , A,, then E has characteristic roots 
24,h +x2,2x, * 
9. STABILITY CRITERIA IN TERMS OF THE LYAPUNOV MATRIX 
The following theorem is an immediate consequence of Theorems 3 
and 6. 
THEOREM 7. Let A = (aii) be a real square matrix of dimension n. Let 
E = (e,,,,,) be theLy a P unov matrix constructed from A, i.e., let E be the square 
matrix of dimension Z! = 4 n(n + 1) with rows labelled pq (p = 1,2,..., n; 
q = 1, 2 ,..., p), columns labelled rs (r = 1, 2 ,..., n; s = 1, 2 ,..., r), and elements 
ePp,rs given by (8.9) for p > q and by (8.10) for p = q. Then for the character- 
istic roots of A to have all their real parts negative, it is necessary and suficient 
that in (- l){ times the characteristic polynomial of E, namely, 
(-l)tIE--~,I, (9.1) 
the coejkients of hi (i = 0, I,..., L - 1) should all be positive. 
This theorem improves somewhat on Theorem 5, since the dimension of E 
is less than that of D. 
EXAMPLE. For the matrix 
A = ;: aa:: I 1 (94 
to have only characteristic roots with negative real parts, it is necessary and 
sufficient that in the polynomial 
- I 2a,, 0 - h 24, a21 a11 + a22 -A a12 (9.3) a2, 0 - 2a,, h 
the coefficients of ho, Al and A2 should all be positive. 
86 FULLER 
10. BIALTERNATE PRODUCTS 
Our aim is now to find a matrix whose characteristic equation is the third 
equation of root-pair-sums of the characteristic equation of a given matrix. 
Thus, given a matrix A with (unknown) characteristic roots Xi , h, ,..., h, , 
we wish to find a matrix F with characteristic roots 
hi +hj (i = 2, 3 )..., n; j = 1, 2 ,...) i - 1). (10.1) 
In the same way as in Section 4, it is appropriate to begin by considering a 
matrix whose characteristic roots are products (rather than sums) of the 
characteristic roots of matrix A. Stephanos [13] gave as a solution to this 
problem a matrix which he called the &alternate product of A with itself. 
The bialternate product is defined as follows. Let A be an n-dimensional 
matrix (a,!) and B an n-dimensional matrix (bij). Let F be an m = Q n(~z - l)- 
dimensional matrix (f,,,rJ whose rows are labelled pp (p = 2, 3,..., n; 
4 = 1, 2 ,..., p - l), whose columns are labelled YS (r = 2, 3 ,..., n; 
s = 1, 2,..., r - 1) and whose elements are 
(10.2) 
Then F is the bialternate product of A and B, and is written, in the notation 
of StCphanos, as 
F=A.B. (10.3) 
In particular the bialternate product of A with itself is 
F=A.A, (10.4) 
where 
(10.5) 
i.e. the elements of F are the various minors of second order of the deter- 
minant of A. 
As shown by Stephanos [13] and also by Bellman 12, Chap. 12, Section 141 
the characteristic roots of F = A . A are the + n(n - 1) products 
AiAi (i = 2, 3 )..., n;j = 1, 2 )..., i - 1). (10.6) 
11. BIALTERNATE SUMS 
The result that the characteristic roots of the bialternate product A . A 
are h,hj is a special case of the following theorem given by Stephanos: 
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THEOREM 8 (Stephanos [13]). Let the characteristic roots of the n-dimen, 
sional matrix A be X, , h, ,..., h, . Then the characteristic roots of the matrix 
1 h,Ap . Aq (11.1) 
iv.q 
(where * represents bialternate product) are the 4 n(n - 1) values 
4 c h,,(@‘Q + h&n) (i = 2, 3 ,..., n;j = 1, 2 ,..., i - 1). (11.2) 
8.4 
We shall not go into the proof of this, as it will suffice for our purposes to 
prove the following special case: 
COROLLARY (essentially given by Stephanos [13]). The characteristic 
roots of the matrix 
G=2A.I,, (11.3) 
are the 9 n(n - 1) dues 
Ai + 4 (i = 2, 3 ,..., n;j = 1, 2 ,..., i - 1). (11.4) 
Note that with (11.3) written as 
G=A.I,+I;A, (11.5) 
we see that the above corollary is an analogue for bialternate products of 
the corollary to Theorem 4 for Kronecker products. 
PROOF OF COROLLARY. A proof via differential equations could be con- 
structed, but would not be as straightforward as the corresponding proofs in 
Sections 5 and 8. Instead a direct algebraic verification will be given, along 
the same lines as the proof given by Bellman [2, Chap. 12, Section 141 of 
result (10.6). 
As usual we begin by assuming that the matrix A has distinct characteristic 
roots X, , & ,..., h, . For each h, there is a corresponding characteristic vector 
(eigenvector) (xri, xai ,..., x,“), i.e., 
hixpi = a,,xli + aD2xJ + *** + a,,xni (i = I, 2 ,..., n;p = 1, 2,..., n). 
(11.6) 
Let us define 
Then 
(11.8) 
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Expanding the two determinants and then regrouping the terms into two 
different determinants, we write (11 A) as 
Substitution from (11.6) in (11.9) yields 
(11.10) 
(11.11) 
i.e., 
Let us define y as a column vector with $ n(n - 1) components ye9 
(p = 2, 3 ,..., n; Q = I, 2 ,..., p - 1). Then (11.12) is one component of the 
vector equation 
(hi + Aj)yij = GyQ, (11.13) 
where G is a square matrix of dimension fr n(n - 1) whose elements will 
be subsequently determined explicitly from (11.12). (11.13), which holds for 
i = 2, 3 ,..., n; j = 1, 2 ,..., i - 1, states that the characteristic vectors of G 
are the yij, and the characteristic roots of G are hi + Ai . 
To specify the elements g,,,,, of G more explicitly we use the following 
relations, which follow from (11.7): 
and 
ii _ ij 
YTS - - Ysr (11.14) 
y;; = 0. (11.15) 
(11.14) and (11.15) enable us to write the right side of (11.12) as a linear 
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combination of the components yf: with r > s, in conformity with the above 
definition of the vector y. Thus (11.12) is 
(11.16) 
The coefficient of yfi on the right of (11.16) is (with p > q and r > s) 
g,ll,m = 
- a,, if r=q 
a9r if r#P and s=q 
a99 + aqq if r=p and s = q (11.17) 
aqs if r=p and s+q 
- a,, if s=p 
0 otherwise. 
With the rows of G labelled pq (p = 2, 3 ,..., n; q = 1,2 ,..., p - 1) and the 
columns of G labelled rs (r = 2, 3 ,..., n; s = 1,2 ,..., r - l), (11.17) gives 
the element at the intersection of the pqth row and the rsth column. 
Finally we have to verify that (as has been anticipated by the notation) 
the matrix G determined by (11.17) is the same as the G defined by (11.3) 
in the corollary. The general element of the latter G is, from (10.2), (10.3), 
and (11.3), 
where Sij is the Kronecker delta defined by 
sij = ; I ;: 
i#j 
i= j. 
(11.18) 
If r = q, in (11.18) S,, is unity and the other S’s are zero (since s < r and 
p > q) so that (11.18) is then 
g sq,rs = - ups if r = q. (11.20) 
This checks with the first line of (11.17). In the same way it may be checked 
by inspection that (11.18) is the same as (11.17) for all the other cases listed 
in (11.17). Therefore the matrix G of the corollary is the same as that deter- 
mined by (11.17). 
We have thus proved the corollary for the case when Ai , A, ,..., A, are 
distinct. Since the characteristic roots of a matrix are continuous functions of 
its elements, the corollary is also valid when A, , A, ,..., A, are not distinct. 
This completes the proof of the corollary. 
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By analogy with the definition of Kronecker sum in Section 5, let us call 
the matrix G given by (11.3) or equivalently by (11.17) or (I 1.1 S), the bialter- 
nate sum of A with itself. We have now found how to construct a matrix 
whose characteristic equation is the third equation of root-pair-sums of the 
characteristic equation of A (see Section 2). 
EXAMPLE. When n = 2, the bialternate sum of 
with itself is 
A = [;:: Q] (11.21) 
G = razz + %I (11.22) 
and the characteristic root of G is A, + ha . 
EXAMPLE. When 7t = 3, the bialternate sum of 
a11 a12 a13 
A = ~2~ a22 a 3 i 1 a31 '32 a33 (11.23) 
with itself is 
a22 + a11 '23 - a13 
G= aa2 a33 + a11 a12 9 1 ’ (11.24) - a31 a21 a33 + a22 
and the characteristic roots of G are A, + A, , A, + ha , Aa + A1 . 
12. STABILITY CRITERIA IN TERMS OF THE BIALTERNATE SUM 
The following theorem is an immediate consequence of Theorem 1, the 
corollary to Theorem 8, and Eqs. (11.17) and (11.18). 
THEOREM 9. Let A = (Q) be a real square matrix of dimension n > 1. 
Let G = (gNQrS) be the bialternate sum of A with itself, i.e., let 
G=2A.I,, (12.1) 
(where . denotes bialternate product), i.e., let G be the square matrix of dimension 
m = + n(n - 1) with rows labelled pq (p = 2, 3 ,..., n; q = 1, 2 ,..., p - l), 
columns labelled rs (t = 2, 3 ,..., n; s = 1, 2 ,..., T - l), and elements given by 
(11.17) or equivalently by (11.18). Thenfor th e c h aracteristic roots of A to have 
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all their real parts negative, it is necessary and su#icient that in (- 1)” times 
the characteristic polynomial of A, namely, 
(-l)“IA--&I, (12.2) 
and in (- 1)” times the characteristic polynomial of G, namely, 
(-l)“lG-~4/, (12.3) 
the coejicients of hi (i = 0, I,..., n - 1) and pi (i = 0, I,..., m - 1) should all 
be positive. 
This theorem improves somewhat on Theorems 5 and 7, since the dimen- 
sion of G is less than the dimensions of D and E respectively. 
EXAMPLE. For the matrix 
(12.4) 
to have only characteristic roots with negative real parts, it is necessary and 
sufficient that the coefficients of A0 and A1 in 
a 11 - h al2 
a21 a22 ---A 
(12.5) 
and the coefficient of p” in 
- (a22 + all - 4 (12.6) 
should be positive; i.e., it is necessary and sufficient that 
(12.7) 
a22 + all < 0, a22 + all < 0. 
Note that the last two of conditions (12.7) coincide, i.e., one or other of 
them is redundant, and the necessary and sufficient conditions can be reduced 
to 
EXAMPLE. For the matrix 
(12.8) 
aI1 al2 a13 
A = a21 a22 a23 [ 1 +il a32 a33 (12.9) 
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to have only characteristic roots with negative real parts, it is necessary 
and sufficient that the coefficients of ho, hr and h2 in 
%I -A a12 a13 
- 
azl a 22 - h ‘23 (12.10) 
a31 a32 a33 -A 
and the coefficients of PO, p1 and p2 in 
a22 + all - CL ‘23 - a13 
- 
‘32 a33 + a11 - P a12 (12.11) 
- a31 a21 a33 + a22 - CL 
should be positive. These necessary and sufficient conditions are 
a11 a12 a13 
-PO = ‘21 ‘22 a23 < ’ I I a31 ‘32 a33 
- P, = a33 + a22 + a11 < 0, 
022 + a11 a23 - a13 
- so Ez ‘32 a33 + aI1 aI2 <o 
- a31 a21 a33 + a22 
Sl = a33 + a11 a12 a22 + alI - al3 
a21 a33 + a22 I I + - a31 a33 + a22 
(12.12) 
(12.13) 
(12.14) 
(12.15) 
a22 + all 
+ 1 a32 
‘23 
a33 + a11 
>o (12.16) 
- s2 = (a22 + 4 + (a33 + 4 + (a33 + a,,> < 0. (12.17) 
We can see as follows that there is redundance in the set of criteria (12.12)- 
(12.17). From (12.14) and (12.17) 
s2 = 2P2 (12.18) 
so that (12.17) is redundant. Also, from (12.13), (12.14), and (12.16) 
Sl -P22 +Pl (12.19) 
so that s, > 0 ifp, > 0; i.e., (12.16) is redundant. Also, from (12.12), (12.13), 
(12.14), and (12.15), it can be verified that 
PlP2 = PO + so (12.20) 
so that p, > 0 if p, > 0, p, > 0 and so > 0. Hence (12.13) is redundant. 
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Thus the set of necessary and sufficient conditions for matrix (12.9) to 
have only characteristic roots with negative real parts can be reduced to 
(12.21) 
all + az2 + a33 < 0 (12.22) 
a22 + a11 a23 - a13 
a32 a33 + all a12 < 0. (12.23) 
- a31 azl @33 + az2 
13. CRITICAL CRITERIA 
In many practical applications, the system is known to be stable for certain 
values of the design parameters, and the problem is to find how far these 
parameters can be changed without incurring instability. In this case it is 
unnecessary to examine all the Hurwitz criteria [19,20]. In fact when the 
system passes from a region of stability to the border of stability, the Hurwitz 
determinant H, changes from positive to zero. It is thus sufficient2 to examine 
the behavior of H,, , and we call the corresponding criterion 
a critical criterion. 
H, > 0 (13.1) 
As pointed out by Hurwitz [4], H, and Hnml satisfy the identity 
H, = P,,H,-~ . (13.2) 
Thus when H, becomes zero, p, or H,-, (or both) become zero. Therefore 
in investigating the boundary of the stability region we may replace the 
critical criterion (13.1) by the pair of critical criteria 
PO > 0 (13.3) 
H,-, > 0. (13.4) 
a If the parameters are changed so that the system passes far enough into the region 
of instability, it is possible for H, to become first negative and then positive again. 
In the meantime another Hurwitz determinant Hi will have become negative, so 
that to ascertain instability in this case it is necessary to examine other determinants 
than H,, . This situation is not usually of practical interest, since the corresponding 
parameter values are in the interior of the region of instability. 
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It is easily verified that (13.3) and (13.4) arc critical criteria. Thus when 
the system passes to the boundary of stability, either a real characteristic 
root passes to zero or a complex conjugate pair of characteristic roots passes 
to the imaginary axis (or both). In the first case p, becomes zero, because, 
from (1.4), 
p, = (- l)“p,XrA, *.a A, . 
In the second case H,-r becomes zero, because 
(13.5) 
H,-, = (- l)kncn-l) p;-’ ‘c (Ai + A,), (13.6) 
i<i 
a formula usually ascribed to Orlando [21], although it is implicit3 in the work 
of Routh [3]. In (13.6) the product is of the 3 n(n - 1) root-pair-sums 
4 + hj (i = 1, 2 )..., n;j = 1, 2 )...) i - 1). (13.7) 
In the same way as for the Hurwitz criteria, only certain of the stability 
criteria given in the present paper are critical. Thus the fact that each of our 
sets of criteria involves as many as n2 or 4 n(n + 1) conditions is usually 
no drawback in practice. 
Let us derive the critical criterion corresponding to the stability criteria of 
Theorem 5. Since the Kronecker sum matrix D has characteristic roots 
Xi + hj (i = 1, 2 ,..., n; j = 1, 2 ,..., n), we have 
I D I = fi (hi + 4.). (13.8) 
i.j=l 
Therefore 1 D 1 becomes zero when a real hi becomes zero or a complex 
conjugate pair of the hi becomes imaginary. Therefore, of the criteria of 
Theorem 5, 
(-l)“lDI>O (13.9) 
is the critical criterion. 
Note that (13.8) can be written 
k=l ifj 
l...?Z 
= 2”h,h, ... A, I-I (A$ + hj) t [ j<i 1 
(13.10) 
(13.11) 
* See Routh’s Chap. 2, Section 9 in Ref. 3. Of course Routh did not call the deter- 
minant on the left of (13.6) a Hurwitz determinant (Hurwitz had not then written 
his paper). See Gantmacher [l, Chap. 1.5, Section 7j for a proof of formula (13.6). 
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From (13.2), (13.5), (13.6), and (13.11), we find that the determinant of the 
Kronecker sum matrix satisfies 
1 D 1 = (- 2)3+,H,2e1 = (- 2)” HnHnel . (13.12) 
(Here and subsequently H, and Nnml are the Hurwitz determinants associated 
with the characteristic polynomial 
(-l)nIA--XI,1 (13.13) 
thus p,, = 1.) 
Similarly, of the stability criteria of Theorem 7, 
(- l)+n(n+l) 1 E 1 > 0 (13.14) 
is the critical criterion, since 
I E I = fi (Ai + 4). (13.15) 
j$i 
Also, from (13.15), the determinant of the Lyapunov matrix satisfies 
/ E 1 = (- l)Wn+l) 2y,,H,-, = (- l)M+l) 2”H, . 
Similarly, let us consider Theorem 9. We have 
(13.16) 
which becomes zero when 
sum matrix G satisfies 
I A I = h,h, ..n h, , (13.17j 
a real root hi becomes zero; and the bialternate 
I G I = fi (Ai + A,), (13.18) 
j<i 
which becomes zero when a complex conjugate pair of the hi becomes 
imaginary. Hence, of the stability criteria of Theorem 9, only 
(- 1)” I A I > 0 (13.19) 
(- l)fn(n-1) I G 1 > 0 (13.20) 
are critical criteria. Note also that, from (13.18), the determinant of the 
bialternate sum matrix satisfies 
1 G 1 = (- l)t’+l) Hnwl . (13.21) 
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Finally let us note a relation between the determinants of the Kronecker 
sum matrix, the Lyapunov matrix, and the bialternate sum matrix: 
~D~=IEIiGI. 
This follows from (13.11), (13.15), and (13.18). 
(13.22) 
14. DISPROOF OF A CONJECTURE 
Bellman [17] conjectured that the determinant of what we have called the 
Lyapunov matrix / E 1, could be factored into the criterion functions of a 
complete set of n stability criteria. This is true for n = 1, 2. In fact for n = 2, 
from (13.16), 
I E I = - ~P,H, (14.1) 
and a set of stability criteria is 
p,-/Al>0 
HI= -trA >O. (14.2) 
However the conjecture is invalid for n > 2. Thus consider the case when A 
is a companion matrix [12, Section 141, so that the elements of A are 0, 1 
and - pi . Then the factors of I E I must be polynomials in the pi and hence 
symmetric polynomials4 in the hi. From (13.5), (13.6), and (13.16), I E / 
has only two such factors, namely p, and H,-, . Thus if n > 2, 1 E 1 cannot 
be expressed as the product of n criterion functions. 
15. REDUNDANT CRITERIA 
As shown in Section 13, in usual practice we do not have to take into 
account all the necessary and sufficient criteria in a given set of stability 
criteria. Nevertheless, the numbers of criteria in Theorems 5, 7 and 9 are 
large, being a2 or & n(n + 1). It is thus of academic interest to ask whether 
they involve redundant criteria, and if so, whether each set can be reduced 
to n necessary and sufficient criteria. A few comments on this question will be 
offered. 
In the examples illustrating Theorem 9 it was found that for n = 2 and 
n = 3 the criteria can indeed be reduced to n in number. Also Routh [3, 
4 See B&her [22, Chaps. 1 and 181 for treatment of polynomials and symmetric 
polynomials in several variables. 
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Chap. 2, Section 61 showed that for n = 4 the criteria of Theorem 1 can be 
reduced in number to five, namely (with p, = s, = I), 
PO > 0 (15.1) 
PI > 0 (15.2) 
P2 > 0 (15.3) 
P3 > 0 (15.4) 
‘0 -PP,P2P3 -Pl” -POP32 > O* (15.5) 
We can further reduce these criteria as follows. If (15.1) and (15.5) hold, then 
PlP2P3 >O* (15.6) 
Hence if any two of p, , p, , p, are positive, so is the third. Hence any one of 
criteria (15.2), (15.3), and (15.4) is redundant; i.e., a set of necessary and 
sufficient conditions for stability is given by the four criteria: (15. I), (15.5), 
and any two of (15.2), (15.3), (15.4). 
These few results suggest that in general it may be possible to reduce the 
number of criteria to n. In attempting to verify this conjecture for other 
values of n, one might find it helpful to consider the criteria of LiCnard and 
Chipart (see [l, Chap. 15, Section 131). 
16. CONCLUSIONS 
Theorems 5, 7, and 9 provide determinantal stability criteria for the system 
dx Ax 
z= * (16.1) 
The determinants involved have elements which are simple linear combina- 
tions of the elements of A. In usual practice only one or only two determi- 
nants, corresponding to the critical criteria, have to be evaluated. In these 
cases it is sufficient to examine the behavior of 1 A 1 and of the determinant 
1 G j of the bialternate sum of A with itself. (1 G 1 is of lower order than 1 D I 
or 1 E 1 , so it is better to use (13.19) and (13.20) than (13.9) or (13.14).) 
The problem of bt o aining similar stability criteria but without redundant 
members remains to be solved. 
Necessary and sufficient conditions for the characteristic roots of a matrix 
to be restricted in other ways, e.g., to be all real, or to be all inside the unit 
circle, could perhaps be found by methods similar to those of the present 
paper. 
5 The criteria of Litnard and Chipart did not become well known to English- 
speaking workers until the translation of Gantmacher’s book appeared in 1959. The 
writer [23] gave criteria in 1957 which he then thought were novel, but which turned 
out to be criteria of LiCnard and Chipart. 
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