Two scales are used in AHP to measure the ratios h ij a (Saaty 1980) . First, the respondent has to mark on a dichotomous scale which element in the present paired comparison he or she prefers. Then, a 9-point rating scale is used to transform his or her preference strength, expressed by verbal judgments, into numerical preference values ranging from 1 (" i and j are equal") to 9
(" i is absolutely better than j "). In consumer surveys, however, we often noticed that people do not understand the artificial separation of the direction and the strength of preferences, and thus, the use of two scales. Therefore, a bipolar scale is used in PCPM which measures both the direction and the strength of preference simultaneously. The 9-point bipolar scale is depicted in According to Saaty (1980) , the extent to which h w reflects the stated paired comparisons h ij a can be captured by the so-called consistency index:
This term measures the relative deviation of the collected judgments from the consistent approximation resulting from the eigenvalue problem (A3). In perfectly consistent ratio preference networks the principal eigenvalue 
TAKING INTO ACCOUNT THE NUMBER-OF-LEVEL EFFECT IN PCPM
The normalization of h w implies that the average preference weight h n h h i h i 1 1 w w n = = ∑ decreases when further elements are included in sub-problem h . Since the respondents can be assumed to be unaware of this fact, the eigenvalue approach has to be aligned to the number of attribute levels such that on average, each level yields the same weight. Therefore, we simply multiply the preference weights h i w with the number of elements h n in the sub-problem they belong to. With this in mind, we define the aligned preference weights:
Thus, the basic function for computing the overall utility of stimulus m x reads as follows:
w(c )I m with I h, m 0, otherwise
DESIGNING EFFICIENT INCOMPLETE RATIO PREFERENCE NETWORKS
In large sub-problems, the number of paired comparisons increases exponentially with the number of the elements h n . Miyake et al. (2003) propose a simple and effective method to select a small subset of these paired comparisons which is called two-cyclic design.
This set of pairs makes up a one-cyclic design defining the pairs to be compared by the respondent (W8) ( )
A one-cyclic design is sufficient to estimate the resulting preference weights if, and only if, each element is included in exactly two paired comparisons, i.e., the corresponding pairwise comparison matrix is irreducible. The solid line in Figure A1 displays such a one-cyclic design satisfying this criterion. Considering sub-problems with h n 5 ≥ , there exist h n 2 different one- z 1 = and z 2 = ) meet this criterion for all sub-problems with h n 5 ≥ . Figure A1 shows the corresponding paired comparisons of a sub-problem including 10 elements. Here, the paired comparisons of the first one-cyclic design (with z 1 = ) are depicted by the solid line while the dotted line displays the second one-cyclic design (with z 2 = ). Two-cyclic designs for subproblems including varying numbers of elements can be developed analogously.
Please note that the inclusion of incomplete comparisons affects the eigenstructure of the resulting pairwise comparison matrix. Usually, the consistency index decreases with increasing numbers of missing paired comparisons. This effect can be taken into account by calculating the average consistency index RI of random reciprocal matrices of the same size and the same missing paired comparisons when measuring the consistency ratio h CR .
USING PREFERENCE DIFFERENCE NETWORKS TO ESTIMATE PREFERENCE WEIGHTS
Interval scales are used instead of ratio scales to measure the respondents' preference weights in In sub-problems comprising many elements, the missing comparisons ij a can be calculated in a preference difference network. Analogously to the ratio preference network, a missing paired comparison is calculated by means of the arithmetic mean of the connecting paths between the respective elements i and j :
The above procedure works as long as at least one connecting path a by the arithmetic mean of all connecting paths h j 2,..., n ∀ = , irrespective whether the element is missing or not (see Equations A6 and A7). These estimates are then used for the calculation of the preference weights as outlined above.
THE IMPACT OF ERRONEOUS PAIRED COMPARISONS IN INCOMPLETE RATIO PREFERENCE NETWORKS -A MONTE CARLO SIMULATION STUDY
Due to the multiplicity of connecting paths, complete ratio preference networks can be used for the elicitation of robust preferences, even in the case of substantial errors in the paired comparisons (Scholz, Meißner, and Wagner 2006) . In incomplete ratio preference networks however, the number of connecting paths between two elements is reduced which can harm the accuracy and robustness of the elicited preferences.
Monte Carlo simulations have been carried out to assess the impact of these measurement errors for varying numbers of collected paired comparisons. Let . Table A1 ). Since the applied 9-point scale only allows discrete values, the stated preferences ij a are always rounded to the adjacent scale value.
The design of the Monte Carlo simulations was as follows: First, 100 fully consistent ratio preference networks, including ten elements each, were constructed to minimize the impact of varying true preference weights true w . Then, the above-sketched distortion was applied to these ratio preference networks and 100 runs were carried out for each initial pairwise comparison matrix. We systematically varied the number of paired comparisons from the minimum ( n 1 9 − = ) to the maximum ( n(n 1) / 2 45 − = ) by randomly deleting the unused preference ratios.
Finally, the mean absolute error (MAE) between the true preference weights true w and the weights resulting from the eigenvalue approach was computed for each run to assess the impact of distortion. The results are displayed in Figure A2 and show a significant decrease in measurement error when increasing the number of paired comparisons. In fact, with each additional paired comparison, further elementary paths are added to the ratio preference network, which leads to an increasingly robust and accurate estimation of the preferences values.
Obviously, high numbers of different elementary paths between any two elements of the ratio preference network are leveling out even substantial noise in the preference judgments. Although the simulations do not identify a univocal solution regarding the optimal number of paired comparisons, diminishing returns for each additional paired comparison can be substantiated. 
COMPARISONS
As outlined above, we use the two-cyclic design by Miyake et al. (2003) to reduce the set of paired comparisons to an efficient subset including only 2n comparisons. Here, each element is included in four paired comparisons (see Figure A1 ). If there is an erroneous paired comparison, 3 further comparisons can smooth this effect. Noticably, this number of paired comparisons can only be gathered in sub-problems that include at least n 5 = elements (since n(n 1) / 2 2n 5 − < = holds for n 4 ≤ ). Therefore, we recommend collecting the maximum number of paired comparisons in smaller sub-problems.
