of MCQTl parameters and thus boost the QTl discovery. We developed clusthaplo, an r package (http://cran.rproject.org/web/packages/clusthaplo/index.html), which aims to cluster haplotypes using a genomic similarity that reflects the probability of sharing the same ancestral allele. Computed in a sliding window along the genome and followed by a clustering method, the genomic similarity allows the local clustering of the parent haplotypes. Our assumption is that the haplotypes belonging to the same class transmit the same ancestral allele. So their putative QTl allelic effects can be modeled with the same parameter, leading to a parsimonious model, that is plugged in MCQTl. Intensive simulations using three maize data sets showed the significant gain in power and in accuracy of the QTl mapping with the ancestral allele model compared to the classical MCQTl model. MCQTl_lD (clusthaplo outputs plug in MCQTl) is a versatile and powerful tool for QTl mapping in multiple related families that makes use of linkage and linkage disequilibrium (web site http://carlit.toulouse.inra.fr/MCQTl/).
Introduction
Since the work of lander and Botstein (1989) , the detection and the mapping of loci affecting quantitative traits (Quantitative Trait loci or QTl) using genetic markers have led to a number of interesting results in the dissection of the genetic architecture of complex traits. For decades, especially in plant populations where genetic crosses can be easily controlled, the QTl analyses were largely conducted within large bi-parental family. However, as highlighted by Blanc et al. (2006) , the use of multiple descendants and particularly multiple connected populations allows to explore a larger allelic diversity and to address complex behavior of the QTl within different genetic backgrounds.
The first attempt to model QTl effect in multiple connected or related populations was by rebai and Goffinet (1993) in a diallel design within a frequentist framework. The QTl was assumed to be a fixed effect and a diallel modeling served for its allelic effects. This type of model was further extended to any multi-cross design in Jourjon et al. (2005) by the use of a so-called connected model that assumes that the allelic effect of the founders of the multiple connected populations is identical over the populations. In this framework, the marker regression approach (Haley and Knott 1992) allows a robust linear model for QTl detection and a fast computation task while having asymptotically all the qualities of a maximum likelihood approach (rebai et al. 1995) . Multiple QTl models can be studied using cofactor-based methods, MQM (Jansen 1994), MIM (Kao et al 1999) or iQTlm algorithm (Charcosset et al. 2001) . Within the Bayesian framework, a hierarchical modeling allowing to analyze any known pedigree was proposed nearly simultaneously for multi-allelic QTls (Yi and Xu 2001) or biallelic ones (Bink et al. 2002) . However, the MCMC algorithm that is computationally demanding and difficult to prune is necessary to detect and estimate multiple QTls. Despite its simplicity, the use of the identical-by-descent (IBD) status of the QTl alleles between descendants, that was proposed by Xie et al. (1998) within the mixed model framework for independent families, was the last to be adapted to connected populations in Crepieux et al. (2005) . In this framework, the single QTl variance is estimated using ASreMl (Gilmour et al. 1995) . However, extension to multiple QTls is not fully developed.
A way to enhance the feasibility of QTl fine mapping is to combine linkage mapping with linkage disequilibrium analysis of the founders of the multi-cross designs. Several statistical methods that include population genetics concepts to model the evolution of the linkage disequilibrium between markers and the causal mutation appear simultaneously in combined methods of linkage disequilibrium and linkage analysis (lDlA mapping). Meuwissen et al. (2002) used the evolution model to predict the IBD probabilities of the parents at the QTl and plugged these probabilities within the mixed linear model for linkage mapping. Perez-enciso (2003) used the same evolution model in a full Bayesian framework. In a frequentist framework, Farnir et al. (2002) proposed a model based on the WrightFisher evolution of the QTl and marker allelic frequencies that was plugged within the usual mixture model of linkage analysis. However, software applications of these above methods were largely developed for the half-sib design of animal breeders and were not adapted to the plant breeding designs.
In parallel, new populations that allow to enhance QTl fine mapping have been developed as the maize nested association mapping (nAM) population (Yu et al. 2008) or the Arabidopsis Thaliana multi-parent advanced generation intercross (MAGIC) (Kover et al. 2009 ). However, until recently, the nAM population has been analyzed with the joint linkage model which has a mean family parameter and intra-family hierarchical QTl parameters (li et al. 2011) giving as many QTl parameter as founders. The MAGIC population has also been analyzed with one QTl parameter per founder. These models did not take advantage of shared IBD alleles of the founders that should be predicted using the linkage disequilibrium and thus did not combine linkage mapping and linkage disequilibrium analysis.
With the lower cost of genotyping, all the descendants of a multi-cross design could be genotyped for a highly dense marker map, even if this will cause high redundancy information due to the small expected number of recombinations. With highly dense map, the inference of the QTl alleles by linkage within a cross is no longer necessary or it can be approximated by a simple imputation on missing marker genotypes. So, the data can be analyzed with the unified mixed model of association (Yu et al. 2005) . In this model, the QTl is assumed to be bi-allelic and identity-bystate alleles at the QTl position are assumed to be identical over all the populations. This is the most parsimonious model but it has been showed that it is not always the most powerful model and that complex traits should be analyzed by different multi-or bi-allelic QTl models to capture the complexity of allelic variation (Bardol et al. 2013) .
MCQTl (Jourjon et al. 2005 ) is a software application dedicated to QTl mapping in multi-population design. It implements the tools of the frequentist framework (the marker regression approach (Haley and Knott 1992) , the multiple QTl detection by iQTlm algorithm (Charcosset et al. 2001) , the threshold by permutation (Doerge and Churchill 1996) . It has been applied to the dissection of the architecture of a number of traits these two recent years (see Cadic et al. (2013 ) for sunflower, Fournier-level et al. (2013 ) for A. Thaliana, lagunes espinoza and Julier (2013 1 3
and Moreau et al. (2012) for Medicago, Pauly et al. (2012) for ray -grass, lariepe et al. (2012) for maize, among others). In the MCQTl model, the number of model parameters is directly related to the number of parental alleles. The goal of the MCQTl_lD extension is to reduce the number of these parameters. This goal is important from a statistical point of view, since the power of a statistical test is inversely related to the number of parameters. Fortunately, it is a reasonable goal from a genetics point of view, since plant breeding populations were created from a small base of ancestors, so only a small number of ancestral alleles is segregating in these populations.
To achieve this goal, we developed clusthaplo, an r package (r Development Core Team 2008) , that permits to group the parent lines of multi-cross designs using a genomic similarity that reflects the probability of sharing the same ancestral allele. Computed using a sliding window along the genome and followed by a classical method of clustering, the genomic similarity allows the local clustering of the parents. Our assumption is that the parents belonging to the same class transmit the same ancestral allele. So their putative QTl allelic effects can be modeled with the same parameter, leading to a parsimonious model that should be powerful and accurate. We also extended MCQTl (Jourjon et al. 2005 ), a stand-alone Java and C++ software application that runs on linux operating system, to allow it to be fed by clusthaplo outputs. This extension was named MCQTl_lD and it was developed to lessen the number of model parameters following the clustering computed by clusthaplo.
To reach conclusions on the effective interest of the parent clustering, intensive simulations were conducted on real multi-cross designs, reflecting the extent of variation between a design composed with few large families and a design composed with many small families.
Method
The MCQTl connected model is the marker regression model (Haley and Knott 1992) with genetic cofactors, previously detected QTl for example, and a scanned putative QTl. The genetic effects of QTl and cofactors are assumed to be identical over the families which corresponds to a genetic assumption of no interaction between allelic effect and genetic background.
let d denote the descendant family of two parent lines i, j, the phenotypic value Y dn of the nth individual in this family is modeled by
where μ d is the global mean of the descendant family d, L − 1 is the number of genetic cofactors, p l dn,ij is the probability of the dnth individual having genotype ij at the QTl or cofactor locus l given marker information, α i l and α j l are the additive effects of the ith and jth parent at locus l, and ǫ dn the residual error. The model is presented as a purely additive QTl model but a more complex model involving dominance is implemented in MCQTl.
Clusthaplo is an r package (r Development Core Team 2008). It is designed to perform clustering of haplotypes that ought to share a ancestor. It is based on a pairwise similarity measure computed for every pair of haplotypes using a sliding window along the genome. For the markers inside a window, we build a weighted graph having the haplotypes as nodes and the pairwise haplotype similarities as edge weights. Then, the haplotype clustering for the position at the center of the window is obtained by building the transitive closure of the filtered graph. We propose two different methods for the graph filtering step. One is based on Hidden Markov model (HMM) and the second on computing a threshold by simulations.
After the clusthaplo analysis, at each scanned locus l, each parent i is assigned to a cluster cl that is assumed to be an ancestral allele. let f l be the function that assigns the parent lines at their corresponding cluster at position l, i.e. The Fisher test is the most usual test for QTl detection in a linear model. However, due to the local clustering of parent lines which changes along the genome, the degrees of freedom of the Fisher test change from place to place.
The implication in an MCQTl_lD detection scan is that QTl will have more chance to be detected on loci with a local clustering with few classes. To avoid this problem, we changed the QTl detection test in MCQTl. Instead of comparing the Fisher tests between scanned positions, we compared their p values. We transformed the p value with the −log 10 () function for practical and readability reasons.
Clusthaplo and MCQTl can be run using, each, a different marker map. That of clusthaplo is the one used to genotype the parent lines and is generally a high-density map. That of MCQTl is the genetic consensus map that allows the joint QTl linkage mapping of the multiple families.
To link both analyses, the two marker maps are aligned, so at least two markers per chromosome are mandatory to
anchor the map alignment. In case of multiple anchors they have to be roughly colinear between the two maps. The QTl scan positions along the genome are defined by the consensus map and a fixed progression step as per MCQTl. The scanned positions are the loci where clusthaplo computes the similarity score between the parent haplotypes and provides a clustering of them. Clusthaplo outputs XMl files suited for MCQTl_lD.
The only change to perform an MCQTl_lD analysis is to add in the parameter file an XMl tag specifying the names of these XMl files.
li and Jiang's similarity score li and Jiang (2005) proposed a new haplotype similarity measure that generalizes several haplotype similarity measures already published. It combines through weight functions the number of alleles alike-in-state between a pair of haplotypes, and the length of their longest common genome segment.
let t be a particular locus of the genome and the center of the sliding window. We denote by h i t and h j t the part of two haplotypes h i and h j that belongs to the sliding window, and by h t i_k with k ∈ [1, K] the alleles of the haplotype i at the kth markers within the sliding window (respectively, for haplotype h j ). Assuming that the genetic or physical marker map is known, let x k t be the distance of the marker k to the locus t. Then, the li and Jiang's similarity score at the locus t is:
where I(a,b) = 1 if allele a and b are alike-in-state and I(a, b) = 0 otherwise. w 1 (x) and w 2 (x) are two non-increasing
weight functions (except for w 2 in the vicinity of x = 0 since li and Jiang (2005) imposed w 2 (0) = 0 to resemble to a length measure previously defined) and l′ and r′ are the marker indexes located at the left and the right of the locus t that mark the boundary of the longest common segment within the sliding window.
notice that we slightly modified the li and Jiang's similarity score to be able to compute the similarity at a locus t which is not necessarily a marker position. This is motivated by the use of this similarity score during the whole genome scan for QTl detection that can be performed anywhere on the genome.
As highlighted by li and Jiang (2005), due to the two weight functions, the similarity score definition is very flexible. It gives a score that is robust against recent marker mutations and genotyping/haplotyping errors. It is also able to apprehend partial sharing from a ancestral haplotype in common due to historical recombination events. let s t map be the maximum value of the similarity score in the window t which is equal to the similarity of an haplotype with itself (s t i,i ) assuming no missing data. The similarity score is normalized to the interval [0, 1] using s t map so it does not increase with the length of the sliding window and the number of markers within the window, leading to
extended li and Jiang's similarity score
While it presents good properties, the major flaw of the similarity score is that it offers poor reliability when it is calculated upon regions with too few markers. When the sliding window does not include enough markers, it is necessary to get the missing information about the haplotype relatedness from another source. Hence, we extended the li and Jiang's similarity score to incorporate prior knowledge on the relatedness of the haplotypes. If the pedigree of all haplotypes is known, the kinship coefficient can be a good information to incorporate in the score. When the pedigree is unknown, this coefficient can be estimated using all the markers in the genome.
The new similarity score S t i,j ∈ [0, 1] is computed using both kinship and marker information. let K i,j ∈ [0, 1] be the kinship coefficient between the haplotypes i and j, s t i,j the normalized li and Jiang's similarity score at the scanned position t and P t ∈ [0, 1] a weight function depending on locus t, the new similarity score is defined by:
While the li and Jiang's similarity score is varying with the locus t, the kinship is an average estimate of the genetic correlation between the haplotypes that does not depend on t. Since the kinship does not stress the similarity variations along the haplotype, the li and Jiang's similarity score is considered as the most accurate estimation of the local similarity between haplotypes when enough marker information is available.
The P t function rates the reliability of the li and Jiang's similarity score. When the similarity score is highly reliable, we want P t ≈ 1 so S t i,j ≈s t i,j , otherwise when the li and Jiang's similarity score is highly unreliable, since computed on very few markers, P t should be close to 0 and so
li and Jiang's similarity score is judged reliable when computed on a window with a high density in markers. We suggest to use the similarity score s t map as a measure of this reliability. Indeed, when both the weight function w 1 (x) and w 2 (x) are constant, the marker density within the sliding window is proportional to s t map . Moreover, as w 1 (x) and w 2 (x) are assumed to be non-increasing functions, for a given density within the window, s t map increases as the markers are closer to the locus t. So, the similarity score s t map is a good candidate to rate the reliability of the li and Jiang's similarity score and its capacity to estimate a local similarity.
let s * map = max t s t map be the overall maximum value of the similarity score along the genome. Hence, we choose to measure the reliability of li and Jiang's similarity score P t ∈ [0, 1], with respect to the test position t, by: P t is the function of the markers map, the test position t, the length of the sliding window and the choice of the weight functions w 1 (x) and w 2 (x).
Given the eqs. (1) and (2), the new similarity score S t i,j ∈ [0, 1], with respect to the test position t, is:
This similarity score is a generalization of the li and Jiang's similarity score. It ensures an optimal use of the available information: the prior knowledge contained in the kinship coefficients and the local similarity score with respect to each test position. Moreover, the use of the P t reliability score introduces an accurate balance in the use of both scores. However, when a part of the genome is very densely marked, the parts of the genome that are considerably less dense get a reliability weight close to zero. The similarity scores between haplotypes are then close to their kinship coefficients and so do not reflect the local similarity. To avoid this type of problem, we sightly transform the extended score by computing the maximum of s t map only on sparse windows. The P t reliability function is computed using only the sparse density windows and let equal to 1 within the non-sparse windows. The required number of markers within the sliding window cuts the windows in these two groups. It is a parameter controlled by the user. The kinship coefficients can be provided by the user. However if they are not, the default kinship coefficient between two haplotypes is the alike-in-state measure using the whole genome marker information.
There are different weight functions implemented in clusthaplo for w 1 and w 2 . The simplest are the 1 and 0 constant functions. The other functions are probability density functions that are adapted to the window length in such a way that the total weight of the window is 0.95. The exponential density function was chosen because the linkage disequilibrium between two loci decreases at an exponential rate at each generation. Its λ parameter is calculated to have 0.475 probability on the window positive part. Then, the function is symmetrized leading to 0.95 for the whole window. The laplace density function that has the same form but does not put a weight equal to 1 at the middle of the window is implemented and its λ parameter is used to fit the function to the window length. The Gaussian density function with its variance parameter and the uniform density function with its support parameter are also implemented.
Clustering the haplotypes
Clustering of the haplotypes is performed at each locus along the chromosome by building the transitive closure of a filtered weighted graph which is a method similar to the threshold IBD model of Bink et al. (2012) . At each locus, we build a complete connected graph the nodes of which
are the haplotypes. Its edges are weighted by either the similarity score of the haplotype pair or their (0, 1) state obtained by HMM that is described below. Given a threshold, the filtering step is performed by removing the edges with a weight below the threshold or a 0 state in the HMM. Then the transitive step is performed by putting in the same class all the haplotypes that are still linked in the graph. The number of classes is varying along the genome from 1 (all haplotypes in the same class) to the initial number of haplotypes (no clustering). each class of haplotypes is then assumed to transmit the same ancestral allele.
Hidden markov models
For a pair of haplotypes, we can look at the observation series S t i, j for t = 1, . . . , T as the outputs of an HMM with hidden states 1 when the pair of haplotypes shares the same ancestral allele and 0 when it does not. Assumptions for a HMM are not fulfilled by the observation series S t i,j . Indeed the conditional independence of S t i,j given the hidden state is correct if the windows used to compute the similarity measure do not overlap which is not the case for a sliding window. Moreover, the stationary assumption that the transition from the hidden state 0 to the hidden state 1 (reciprocally from 1 to 0) does not depend on t is correct only if the locations t are regularly spaced. This can be slightly false since the test positions in clusthaplo are computed given a fixed step progression but are forced to be located at each marker of the MCQTl consensus map. Despite these illicit assumptions, we performed a number of HMM analyses and found that they gave very interesting classification results. However, we observed that a two-state HMM gave sometimes very poor fit compared to models with three or four states. So, we decided to fit the data with a HMM having two, three or four hidden states and to choose the best model according to their BIC score. Whatever the model chosen, the output of the HMM analysis is 0 or 1 for an haplotype pair at each locus. The loci having the state with the highest similarity scores are put in the 1 class, the others in the 0 class.
Threshold computation methods
Two methods using intensive simulations are proposed to compute a threshold that controls the risk of deciding that two haplotypes are related though they are not. each method proceeds in the same way. A set of haplotypes is simulated and the similarity scores for all the pair of haplotypes are computed using the same marker map, scanned loci and window length as the analysis on the initial data set. The process is repeated a number of times and all the computed score values are pooled to form an empirical distribution that mimics the null distribution of the similarity scores for a set of independent haplotypes. This empirical null distribution is used to find the empirical quantile associated to a given type I error. The two methods differ on how they simulate the unrelated or independent haplotypes. equilibrium sampling
The equilibrium sampling simulates random haplotypes assuming that all the markers are at equilibrium with equifrequencies of their alleles.
The equilibrium assumption could lead to a inaccurate threshold when the marker density is very high and particularly when a lot of markers share the same locus. Indeed, with more and more markers in equilibrium sharing the same locus, the similarity score between two random haplotypes has a high probability to be equal to zero, so the null distribution is largely skewed toward zero, and the (say 95 %) quantile is then small, resulting in too much clustering of the haplotypes.
Mosaic sampling
The equilibrium assumption is too strong with dense marker map and the assumption of equifrequency is always wrong. However, in most case, the limited number of haplotypes does not permit to get an accurate estimate of allele frequencies. Moreover, haplotypic blocks should be considered in a dense map. The mosaic sampling is the method proposed to solve these two problems. The mosaic method mimics the evolution of an isolated population from founders that are the set of initial haplotypes. With no mutation and no migration, the allele frequencies do not change. With a long-time evolution, the isolated population tends to be composed of nearly unrelated individuals if the number of initial founders is high. We model the crossing-over by the usual Poisson law. Assuming the independence of the crossing-overs along the genome and along the genealogy, the numbers of breaks in a chromosome of length L c Morgan during N G generations is a Poisson law of parameter equal to N G L c . This law is used to sample the number of breaks per chromosome. The break positions are sampled using an uniform law along the chromosome. Then, each block between breaks (considering that the start and the end of the chromosome are special breaks) is formed by the marker information of an equivalent block randomly drawn from the founders. This sampling process is repeated to generate a new set of haplotypes that are a mosaic of initial founder haplotypes.
Treatment of missing marker data
Clusthaplo provides three ways of dealing with missing data, false, true or non-assigned options. During the computation of the similarity score, when the comparison between the allele carried by each haplotype at a given locus involves a missing data, the result of the comparison is always false, the locus weight is not added to the similarity, true, the locus weight is added, or non-assigned, the locus weight is not added. So, for the part of the similarity score concerning the alike-in-state allele comparison, the false and non-assigned options give the same result. The limits of the longest common segment between two haplotypes are defined by successive identical alleles around the center of the window. Differences between the false and non-assigned options occur when missing data are encountered at the center of the window, the false option gives a longest common segment of null length whereas the nonassigned option begins the longest common segment at an informative position close to the window center.
Material
Three maize (Zea mays l.) data sets served to compare QTl detection using MCQTl to the same analysis using the clusthaplo plug-in and MCQTl_lD. These three sets represent three contrasted designs from a small number of large-size families to a huge number of medium-/small-size families:
1. The Syngenta design was a complete half-diallele of four parent lines with six F3 families of large size. There were in average 144 genotyped individuals per family (minimum size 141, maximum size 148). The family consensus map had a marker density of about one marker per 3.1 cM, 514 markers in total for a map of 1,584 cM. One SnP every 1.65 cM in average was used to genotype the parent lines. 2. The euralis2007 design was a partially connected design with 12 parent lines and 8 F2 families of size ranging from 60 to 182 (124 in average). 3. The euralis2005 design was a connected design of 16 parent lines and 21 families of both F2 and F3 types (18 F3 families and 3 F2 families). A total of 928 observed individuals were obtained with small-to medium-size families (minimum size 21, maximum size 87).
For the euralis designs, the family consensus map had 511 markers with a marker density of about 1 marker every 4 cM. The genetic map of the parent lines had 4,005 markers with an average one marker every 0.5 cM. The three designs, the crosses made between parent lines and the number of genotyped and phenotyped individuals within each cross are presented in the Supplementary data.
The comparison between MCQTl and MCQTl_lD was based on simulated data. Before the simulation, each design was analyzed by clusthaplo, and the local clustering obtained with a progression step of one cM was used both to simulate the QTl and for the MCQTl_lD analysis. A single biallelic QTl was simulated and a single chromosome was used for the comparative study. Given a QTl locus, we used the local clustering to assign to the parent lines belonging to the biggest class the mutated QTl allele; all other parent lines received the wild-type allele. In case of two or more biggest classes, we randomly chose one class. For each descendant family, we assigned to each descendant a QTl genotype given its parental alleles using a random draw that follows the probabilities of its QTl genotype given its markers. The phenotype of each descendant was simulated with a Gaussian law of mean 0 and variance 1 and an additive QTl effect linked to the mutated allele is added to the phenotype value. We simulated a single QTl at 100 loci on the densest chromosome of the descendant genetic map. We replicated each QTl locus 200 times. For each design, two values for the QTl mutated allele were used (0.15, 0.25 for Syngenta and euralis2007; 0.25, 0.35 for euralis2005). In total we analyzed 120,000 data sets with the two methods.
The QTl detection was conducted with the iQTlm method (Charcosset et al. 2001) using an additive QTl model. The 10 % detection threshold of each method was obtained using 5000 permutations (Doerge and Churchill 1996). The window length around the scan position to avoid spurious close QTl was set to 10 cM.
We calculated the precision of each method as the proportion of replicates where a detected QTl was located around the simulated QTl; replicates with no detected QTl were not included. We used four values for this surrounding interval (1, 2, 5, and 10 cM) and computed the precision for 100 simulated positions from the beginning of the chromosome. The p value of a one-side paired t-test between the precisions of the methods for the simulated positions was used to conclude for the significant superiority of MCQTl_lD in mapping QTl. We investigated the correlation of the difference in precision between MCQTl and MCQTl_lD at each QTl position with the fact of being on a marker or not, the empirical power of each method, the variability of the locus information at the putative QTl and the number of ancestral alleles which is proportional to the decrease in model parameters.
Results
Clusthaplo results for clusthaplo were obtained with the euralis2007 data set that represents an intermediate design between a few families of large size and many families of small size.
We investigated the impact of clusthaplo parameters on the average number of ancestral alleles and the number of changes in haplotype clustering ( Table 1) .
As expected, the window length had the strongest impact on the clustering result. Other parameters only showed small differences. It is difficult to highlight a clear impact of the window length. However, the smaller was the length, the less stable was the clustering along the genome. Concerning the average number of ancestral alleles, the behavior of the li and Jiang's similarity score is simpler to explain than the extended one. With medium to large window, this average number decreased with the window length for the former. And it tends to the average marker alleles when the window becomes tiny. On the opposite, with the extended li and Jiang's similarity score, the average number of ancestral alleles fluctuated with the window length. And it tends to a number of ancestral alleles that is linked to the average relatedness when the window becomes tiny. The policies to handle missing marker data did not exhibit differences between non-assigned and false options for the allele comparisons. This was due to the marker data set which did not contain long segment of missing data. Indeed, when missing data occur isolated, the non-assigned and false options give the same similarity score. When the choice for na.replace was true, the average number of ancestral alleles decreased while the number of clustering increased. Between the w 1 weight functions that have an exponential decay, the exponential, Gaussian and laplace functions ranged from the stronger clustering to the weaker when the w 2 weight function was uniform. However, when the w 2 weight function was constantly equal to 1, the above w 1 weight functions did not show differences for the average of ancestor alleles and only small differences for the number of clustering changes. This is expected since, a 1 w 2 weight is high compared to the exponential, Gaussian and laplace w 1 weight, so these combinations give much more importance to the longest common segment compared to the alike-in-state alleles.
The extended li and Jiang's similarity score led to a decrease in average number of ancestral alleles compared to the non-extended score. The reason of this decrease is due to the euralis2007 data set that is composed of highly related parent lines. The alike-in-state kinship on sparse windows tends to increase the similarity score for highly related haplotypes. On the contrary, it is an identity kinship matrix that models the independence for the computation of the threshold by the equilibrium sampling. This identity kinship matrix had an opposite effect on the similarity score compared to the euralis2007 kinship matrix. Both effects were added to produce stronger clustering.
We then analyzed the difference between the threshold computation methods. It is clear that the equilibrium sampling gives the smallest threshold and thus increases the clustering, since the equilibrium between markers and the equal allele frequencies are assumptions that produce the most entropic situation. The mosaic sampling is more adapted to the haplotype data set. Its behavior is illustrated by Fig. 2 . We showed that the mosaic threshold converges to a limit when the number of generations of the mosaic sampling increased. This limit was attained with about 500 generations in the euralis2007 design. We also showed that the equilibrium and the mosaic thresholds became close together with increasing generations, when the size of the initial haplotype population is large enough and the map is cleaned of non polymorphic markers and markers located at the same position. Indeed, these above markers could not be mixed up by the mosaic sampling, so they induced differences between the equilibrium and the mosaic thresholds. This is highlighted in Fig. 2 , by the increasing of the initial haplotype population size (from 12 to 192). We simulated a F5 population which is a population of strong relatedness and we sampled 6 or 96 diploid individuals to create the initial haplotype population. With 12 haplotypes, the mosaic threshold did not converge to the equilibrium threshold whereas with 192 haplotypes the equilibrium and the mosaic thresholds became close together with increasing generations in the mosaic sampling. Figure 3 illustrates the difference between the three clustering methods on an haplotype pair. Although we observed an overall consistency, it is clear that HMM method tends to make longer shared segments than equilibrium and mosaic methods. This was confirmed by 91.2 clustering changes in average over the parameter cases studied in Table 1 (limited to a window length of 20 cM and for the extended score) compared to 143.4 for the equilibrium clustering method. Adding that the HMM method is much faster to compute, it should be the chosen clustering method for its stability. However, we do not chose it as the default method to limit the dependency of our package to another r package since we used the rHmm package (http://www.r-project.org, http://r-forge.rproject.org/projects/rhmm/) to estimate the HMM models and to cluster the haplotypes. The second reason is that rHmm has huge difficulty to estimate the HMM models when the window length is small since the similarity score fluctuates too much and thus is far from a HMM signal in that cases.
MCQTl_lD
The comparison between MCQTl and MCQTl_lD was based on 120,000 simulated data sets: 100 QTl loci, each with 200 replications, two values for the QTl mutated allele for each design (0.15, 0.25 for Syngenta and euralis2007; 0.25, 0.35 for euralis2005).
The parent clustering gave in average 3.39 ancestral alleles for four parent lines with the Syngenta data set which was coherent to the pedigree information we got. Indeed, only two of the four parent lines share a close ancestor. The euralis designs which contained more related parent lines gave very different numbers: 5.83 (5.93) ancestral alleles for 12 (16) parent lines with the euralis2007 (respectively, euralis2005).
The thresholds of the 10 % type I error, obtained by 5,000 permutations, were equal to 2.47, 2.27, and 2.12, respectively, for Syngenta, euralis2007, and euralis2005 designs using MCQTl. They increased, respectively, to 2.54, 2.64, and 2.64 using MCQTl_lD. This is due to a test process that has a less autocorrelation function with MCQTl_lD compared to that of MCQTl. Indeed, the change in the number of parameters from locus to locus in MCQTl_lD has a tendency to lessen the correlation between consecutive tests. So, as the Bonferroni correction increases with the number of independent tests, the genome-wide threshold increases in MCQTl_lD. Table 2 presents the precision averaged over the simulated positions and the p value of one-side paired t-test between the precisions of the two methods as well as the detection power. The results clearly showed that there was a gain both in precision and power as we analyzed the data with MCQTl_lD instead of MCQTl. This gain was limited while significant in a design with a small number of large families but was high in a design with a large number of small families. The highest gains were for surrounding intervals of 2 and 5 cM. The increase was around 8 % points for a surrounding interval of 2 cM in the Syngenta design and jumped to 25 % points for a surrounding interval of 5 cM in the euralis2005 design. Table 2 presents average results that hide a high variation from position to position. This fact is illustrated by Fig. 4 where the precision gain of MCQTl_lD over MCQTl is plotted for the euralis2007 design and a value of the mutated allele of 0.25 (similar behaviors were obtained for the other designs and other mutated allele values). It was then of interest to find the main features that could explain this high variability over positions of the precision gain. We investigated the correlation of the precision gain at each position with the fact of being on a marker or not, the empirical power, the variability of the locus information at the putative QTl and the number of ancestral alleles which is proportional to the decrease in model parameters. The number of ancestral alleles was a significant explanation for both the gain in power and the gain in precision (see Table 3 ). However, none of the other features were correlated to the above gains for small surrounding intervals (1 and 2 cM) and there was no clear picture for the other surrounding intervals and the gain in power (see Supplementary data).
Discussion
We have presented a method and an r package, named clusthaplo. Its aim is to use a pairwise similarity measure locally along the genome. This measure reflects the alikein-state status of alleles and the length of the longest common segment to cluster the haplotypes and to assign to each haplotype a probable ancestral allele corresponding to its class in the clustering. Clusthaplo outputs are readable by MCQTl and the ancestral alleles are plugged in the model replacing the parental alleles. Hence, the number of model parameters is lessened and a significant boost in the detection accuracy is achieved. The pairwise similarity measure is based on the one proposed by li and Jiang (2005) . Its flexibility is allowed by the use of two weight functions, one for the alike-instate allele comparison and one for the longest common segment. As the genetic population theory predicts an exponential decay of the linkage disequilibrium per generation, we have implemented in clusthaplo three different functions with exponential decay, an exponential, Gaussian and laplace function. These functions should be used in the computation of the alike-in-state part of the similarity score since they are adapted to the decay of linkage disequilibrium and so could not put strong weight on a allele that appears to be identical in two haplotypes by chance or by genotyping errors. The two other weight functions give the same weight (1 or a constant different to 1 for the Uniform function) to all the marker loci. They should be used to the longest common segment part of the similarity score to reflect the length of this shared segment. We showed that the choice of the weight functions led to few differences in clustering. We implemented by default exponential and Uniform functions as they led to one of the strongest and more stable clustering of the haplotypes.
We extended the similarity measure of li and Jiang (2005) to increase its reliability when computed with few markers by making use of known information on the haplotype relatedness as the kinship coefficients. By default, the kinship coefficients are computed by the average of the alike-in-state alleles with all the marker information. We showed with a highly related population that this extended similarity measure led to a stronger clustering compared to the li and Jiang's one.
The pairwise similarity measure is computed by sliding a window along the genome. We showed that the length of the window has a strong impact on the clustering. This length should be chosen regarding the relatedness of the haplotypes. A highly related population is known to share long haplotype blocks, so the window should span large segments to exhibit local differences in the genome. On the opposite, independent haplotypes should be studied with smaller window length.
At each scan locus, haplotypes are assigned a class by the transitive closure of a weighted filtered graph whose nodes are the haplotypes and weights, the pairwise similarities. Two methods are proposed to filter the graph; a threshold computed by simulations of nearly independent haplotypes to control the risk of false link between haplotypes or a fitted HMM. We showed that the HMM method is more stable in the clustering leading to longer common blocks than the threshold method. Two sampling strategies are implemented to compute a threshold, the equilibrium and the mosaic sampling. The mosaic sampling depends on a parameter that should be chosen around 500 to achieve convergence. We showed that the equilibrium sampling gives always a smaller threshold value than the mosaic sampling as the equilibrium sampling mimics the most entropic situation with independent and equifrequent bi-allelic markers. This threshold value should be preferred if the goal is to cluster the haplotypes as much as possible.
The current implementation of MCQTl_lD was developed to analyze usual type of populations derived from two inbred lines such as BC, HD, F2 to F7 families or rIl populations. For each parent lines of the multi-cross design, clusthaplo outputs an assignation to a class or what we call an ancestral allele per scan locus. This 0-1 assignation is not necessary for the marker regression model and its plug-in function. It is possible to feed MCQTl_lD with a smoother function, like for instance the local IBD probabilities of having received each ancestral alleles.
When using clusthaplo with w 1 = 1, w 2 = 0 and a threshold close to 1, the clustering finds the different haplotypes present within the sliding window. So with this rough choice, MCQTl_lD model is a multi-allelic QTl with one parameter per local haplotypes as was proposed by Jansen et al. (2003) . Other choices of the weight functions and clustering methods lead to cluster the local haplotypes regarding their pairwise similarities and lead to the ancestral allele model. We can also imagine reducing the window length to get only one locus in it. With this type of tiny window and only SnP markers, bi-allelic QTls are modeled by MCQTl_lD leading to a joint linkage association model with by-family means to model the population structure and linkage marker regression coefficients at the SnP loci. Moreover, the so-called disconnected model in MCQTl (Jourjon et al. 2005 ) is the homoscedastic linear approximation of the joint linkage model used to analyze the nAM population (Yu et al. 2008; li et al. 2011 Bardol et al. (2013) .
MCQTl_lD offers a QTl model featuring a versatility that is not found in other application softwares. The marker regression model, implemented in MCQTl_lD, has the general properties of linear model, which include the robustness to non linear residuals and it was proved to be asymptotically equivalent to the QTl mixture model (rebai et al. 1995) . This model benefits of the robust method of permutation tests (Doerge and Churchill 1996) . Finally, dominance parameters and epistasis QTls can be included in the model. These interactions QTl effects are already implemented in MCQTl and can be analyzed more precisely in MCQTl_lD thanks to the clusthaplo plug-in.
Conclusion
MCQTl_lD and clusthaplo are unique software tools that permits to analyze multiple related families to detect and localize QTl. They implement a QTl mapping method that makes use of both linkage and linkage disequilibrium. The linkage disequilibrium is taking into account by clusthaplo that clusters the family parents and assigns to each of them at each position along the genome a probable ancestral allele. MCQTl_lD uses these probable ancestral alleles to lessen the number of its model parameters.
Clusthaplo uses a pairwise similarity measure computed in a sliding window along the genome to cluster the parent haplotypes. This measure reflects the alike-in-state status of alleles and the length of the longest common segment. We have implemented different options to compute this similarity measure. We showed that the window length has a strong impact on the clustering and gave insights to chose this length.
We carried out intensive simulations on three real genetic data sets, that represent three contrasted designs from a small number of large-size families to a huge number of medium-/small-size families. We showed that MCQTl_lD outperforms the classical linkage mapping analysis of MCQTl. The maximum gain in power and in accuracy was obtained for the design with a huge number of medium-/small-size families. In that design, the number of detected QTl in a narrow interval of 2 cM around the simulated QTl was more than doubled.
