Abstract. The rapid development of data center brings huge energy consumption problems. In order to solve this problem, we intend to use renewable energy such as solar energy to power the datacenters. When using solar energy to power the data centers, as the solar energy changes by climate, seasons, weather conditions and other factors, its power is a kind of relatively unstable energy, in order to adapt to this kind of unstable energy, datacenters at runtime need to regulate their load to adapt to energy changes. We adjust the load on server by trading off task precision with server workload. This paper focuses on the approximate computing applications, using loop perforation technique for the application of precision adjustment, and tests the hardware resource usage of the application under current precision. The change of the average hardware resource utilization as the application precision changes is also analyzed.
Introduction
The normal application will return a reliable and accurate result to meet the requirements of the user. However, in some areas such as search engine and video applications, it is not very necessary to get an accurate result for the users. When users are using search engines to search, it is feasible to reduce the workload of the search engine and return a relatively satisfactory result to the user. Similarly, for video applications, the occasionally dropped frames will not be observed by users, but can save a lot of energy. Therefore, the adjustment of the accuracy of the application of video will be of great significance for energy conservation and emission reduction under the premise of satisfying the user's demand.
Related Work
At present, the research on approximate computing is mainly about the algorithm design, precision quantization and energy consumption research of approximate program. Han J [1] et al. summarized the research progress in this field in recent years, including the design of approximate algorithm block, relative error calculation and program accuracy calculation. M Shafique et al. [2] proposed a new framework based on approximate computing to dynamically estimate the power consumption in high-performance video coding process, and comprehensively analyzed the coding effect and energy consumption of multiple video streams in multiple approximation modes. Chippa V K et al. [3] study the inherent characteristics of the 12 applications, and present new framework to study the tolerance of application, called the Application Resilience Characterization (ARC). Zhang Q [4] et al. proposed a lightweight precision estimator ApproxIt, which can capture the accuracy of each iteration's calculation results and use that precision to guide the selection of approximate calculation patterns in the next iteration. Roy P et al. [5] proposed a new framework ASAC, which analyzed the input and output data of the program to ensure the correctness of the data with critical impact, and the correctness and completeness of the remaining data had little impact on the output results, so the accuracy of these data could be reduced. Raha A et al. [6] proposed a new framework RnR to solve two important problems in approximate computing field, which can automatically identify the approximate variables in the application, and analyze the importance of the variable to the output result. Sidiroglou-douskos S et al. [7] analyzed the procedures of parsec-3.0 benchmark suit using the loop perforation technique, studied the program segments that could perform the loop perforation operation, and quantified the accuracy of the program. Zhong L [8] conducted a study on the inherent fault tolerance of the approximate calculation program, and selected several typical applications to identify the approximate parts in these programs. Nair R [9] proposed the approximate calculation methods of hardware design, data collection and data processing for some low-power embedded devices, so as to ensure the service quality and reduce the running power consumption to prolong the working time of the equipment. Moons B [10] et al. proposes an approximate computing method for convolutional neural network which can reduce the power consumption of the program by 30 times, while the accuracy is reduced to 99%. Yazdanbakhsh A [11] et al. provided A set of benchmark suit for approximate computing research, which is called axbench.
Introduction of Loop Perforation
Loop perforation is a common way to adjust the accuracy of the application, reducing the accuracy of the program's running results by running a subset of the initial calculation amount of the original application .The mechanism of loop perforation is described as follow:
The common loop in the application is like this:
For (int i=0; i<n; i++) { body; };
The loop which is modified by loop perforation is: The initial value of the loop control variable i in the first program is 0, and the loop will run n times in total. The loop control variable i in the second program is 0, but the program runs n/t times, and the t is the loop jump variable. By setting different t values, the loop can skip some calculation process and only run a subset of the calculation amount of the original program, which makes the program's accuracy drop.
Application Selection and Mechanism analysis

Parsec3.0
In this paper we select bodytrack, ferret and canneal from parsec3.0 benchmark suit as approximate computing application. The input and output data analyze of these three applications are as below:
Bodytrack: this is a computer-vision app, using an annealed particle filter to track the movement of the human body. The program produces two files representing the body position vector data files and corresponding BMP image files representing the human actions in the image. In this paper, the accuracy of the application is quantified by using the body position vector data file produced by the application under different precision conditions.
Bodytrack tracks the movement of the body's specific parts (head, torso, arms, and legs) when the body passes through a scene, and the loop in the Update() method of the ParticleleFilter class is used to control the above mentioned methods of controlling monte carlo and particle annealing steps. For each new frame, bodytrack needs to recalculate the position vector of the body, and calculate the correctness of the new position vector relative to the old position. The InsideError() method in the Imagemeasuating class is used to calculate the correctness of the position in the old and new frame images. The GetObservation() method in the TrackingModelTBB class, reads the data from the new frame, and performs some image processing work, such as the edge test and binary image creation and so on [7] [12].
Ferret: this is an image search engine application that analyzes the content of an input image and finds the 10 most similar images in a given image database. The input of this program is the query image and the given image database. The result is a list of number that represents 10 images similar to a given image in the database. In this article, we used the number of ten similar images returned by the search engine to quantify the accuracy of the program.
Ferret is an image search engine. After entering a picture, ferret needs to analyze the contents of the image. According to the analysis results, the search energy will search the query image in a given image database and return the 10 images closest to the input image. The Ferret program firstly divides the input images, extracts the feature vectors of the segmented image blocks, and compares the feature vectors of the extracted feature vectors with the image blocks in the database to determine the similarity of the two images. When comparing a given image with a picture in a database, some candidate images need to be selected from the database. The LSH_query_bootstrap() function is used to determine the candidate images in the image database. When the function is used for loop perforation, the images in the partial image database will be omitted. LSH_query_merge () is used to arrange the array of images that have been checked out [7] .
Canneal: this program uses simulated annealing algorithm to minimize routing cost in the chip design. The input of the application is the synthetic netlist of chip, and the program outputs a number that represents the total routing cost of the chip. This paper uses this number to quantify the program precision.
Canneal applications use a simulated annealing algorithm to minimize the routing cost in chip design. The input data is a chip design route netlist, and canneal uses this routing information for computing the total routing cost. The run() method is used to calculate the routing cost and determine whether the optimal solution has been obtained for the routing cost. The reload() method is used to construct a new state variable using the Mersenne twiste random number generator [7] [12] .
Accuracy Quantization
After the application is modified by the loop perforation, the accuracy of the application will change, we use the relative error model to quantify the accuracy of the application, which is based on the output of the original program, and the difference between the output after the loop perforation and the original program output. The application precision model is as follows:
wherein ‫ݐݑݐݑ‬ is the output of the ith running result, ‫ݐݑݐݑ‬ is the output of original application, considering that an application requires multiple tests to get a more accurate value, you need to average the results of the i results.
We performed loop perforation operation on cycles, and recorded the running time of the modified program, and the experimental results were shown in Table 1 . This paper uses the Pose.txt file to quantify the precision of bodytrack. The Pose file contains the 124 action character data of human in images. We use the original output ‫܍ܛܗܘ‬ ‫ܔ܉ܖܑܑܚܗ‬ as baseline, and calculate the relative error of ‫܍ܛܗܘ‬ ‫ܔ܉ܖܑܑܚܗ‬ and ‫܍ܛܗܘ‬ ‫ܘܔ‬ , the ‫݁ݏ‬ is the output of current application whick has been modified by loop perforation. ‫܋܋܉‬ ‫ܓ܋܉ܚܜܡ܌ܗ܊‬ is the accuracy of current application. The precision quantization formula is shown in Eq.(2).
The precision of the bodytrack program in different loop jump variable t values is shown in Table  2 . We selected the value of loop jump variable t from 1 to 4. When t reaches 5, the drop in accuracy is too severe, so the range of t is set from 1 to 4. We performed loop perforation operation on these loops, and recorded the running time of the modified program, and the experimental results were shown in Table1.
According to the above research on ferret program, the output file of ferret program is 10 picture numbers with the highest similarity to the given image in a given database. Therefore, after modified by loop perforation, comparing with the original output, ferret will return 10 different image numbers. So consider the following steps to quantify the accuracy of the ferret:
1) input a query image and run the original ferret, record the 10 returned image numbers, use these numbers to build a set of original output ‫ۯ‬ ܑ ‫ܔ܉ܖܑܑܚܗ‬ .
2) use loop perforation to modify ferret, and input the same image to current ferret, record the new 10 returned image numbers, use these numbers to build a set of modified output ۰ ܑ
‫ܘܔ‬
Defining a new collection ۱ ܑ
‫ܚܗܚܚ܍‬ , the values of ۱ ܑ ‫ܚܗܚܚ܍‬ will be obtained by Eq.(3):
(3) 3) calculate the accuracy of the ferret program by using the relative error formula as Eq. (4) shows
The above steps are the process of quantifying ferret accuracy. According to the above steps, we use 256 images as input, the experimental data obtained are shown in Table 3 . We selected the value of loop jump variable t from 1 to 5, we performed loop perforation on these loops, and recorded the running time of the modified program, and the experimental results were shown in Table 1 .
According to the above research on canneal, the output file is a number which represents the total routing cost of chip, so we use the routing cost to quantify the accuracy of canneal. The relative error formula for canneal is as Eq (5):
The experimental data obtained are shown in Table 4 . 
Application Accuracy and Hardware Resource Usage Modeling
The server's power consumption is closely related to the server's hardware resource utilization, so we try to build the model of application precision and server hardware resource usage. Our experiment platform information is shown as Table 5 . We first modify the application by loop perforation, and run the application on the platform, and record the CPU usage and memory usage, since the hardware resource utilization of the server is in dynamic change, we conducted five experiments on one application and averaged the hardware resource utilization of the five experiments, and obtained relatively stable and accurate utilization of hardware resources.
When the precision of application changes, the change of hardware resource utilization is shown in the Table 6 . By observing these data, we can find that the CPU usage and memory usage are changed with the change of application accuracy. bodytrack CPU utilization changes rapidly but ferret and canneal CPU utilization change less. The memory usage of these three applications all change less, so we consider to use the runtime to calculate the average hardware usage, the average hardware usage is as shown in Eq. (6) .
wherein ‫܍܉ܛܝ‬ ‫ܔ܉܍ܚ‬ ‫ܜ‬ is the real hardware usage of application when the loop jump variables is t, ‫܍ܕܑܜ‬ ‫ܔ܉܍ܚ‬ ‫ܜ‬ is the real runtime of application when the loop jump variable is t, ‫܍ܕܑܜ‬ ‫ܠ܉ܕ‬ is the runtime of original application which is not be modified by loop perforation. ‫܍܉ܛܝ‬ തതതതതതതത ‫ܜ‬ is the average hardware usage of application.
We use this equation to unify the utilization of hardware resources at different precision to a unique time scale. So we can clearly determine the changes of various kinds of hardware resource utilization, the average hardware resource usage of each application are shown as Table 7 . We can observe that the CPU usage and memory usage of each application changed clearly, we use the CPU average usage as output and the accuracy as input, using Multiple linear regression method to build the model of application accuracy and CPU average usage. The models of each application are as follows. Eq. (7)- (9) are the models of bodytrack, ferret and canneal respectively, reflecting the relationship of the average CPU utilization and the application accuracy. Similarly, Eq. (10)- (12) are the models for the three applications reflecting the relationship of the average CPU utilization and the application accuracy. 
Modeling Accuracy Verification
The loop perforation test is performed once again for each program. Each program is tested twice, and the test results are quantified by the precision quantization method, and the average CPU utilization and memory average utilization rate of the current accuracy are tested. Tested data are shown as below: These data are all real experimental data. We use the accuracy of each application as input, use the corresponding model to calculate the average CPU usage and memory usage of each application, and compare the output of model and real experimental data to verify the accuracy of model. The comparison results are shown below: Through the above data, we can see that the modeling effect is good, and the relative error of all models is within 10%.
Summary
In this paper, three applications, bodytrack, ferret and canneal, were selected as the research target. We analyzed their mechanisms respectively, and identified their loop segment which can be modified by loop perforation. We use loop perforation technique to modify these loop segment in each application, and record their output. Then, we use the relative error model to quantify the accuracy of each application. We also test the hardware resource usage of each application at different accuracy. Furthermore, we modeled the relationship between application accuracy and hardware resource usage and verified the modeling results. The verification results show that the accuracy of these models is mostly within 10%, and the modeling effect is good.
