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Background
Many current application domains of machine learning and artificial intelligence involve 
knowledge discovery from text, such as sentiment analysis, document ontology and 
spam detection. Humans have years of experience and training with language, enabling 
them to understand complicated, nuanced text passages with relative ease. Text classi-
fiers attempt to emulate or replicate this knowledge so that computers can discriminate 
between concepts encountered in text. Learning high-level concepts from text, such as 
those found in many applications of text classification, is a difficult task due to the many 
challenges associated with text mining and classification. A common approach to this 
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machine learning task is to find a way to represent text, such as human-engineered fea-
tures extracted from the text, then using this representation with training data to train 
a classifier. In the current text classification paradigm, human researchers create an 
approach for extracting features from text by looking at words, phrases, parts of speech, 
other morphological features, employing a lexicon, and mapping relations between 
words to determine concept families and semantic similarities. These different types of 
features may be used separately or combined into a single feature space in an attempt 
to build a representation capturing the complexity of language. Unfortunately, these 
approaches are often language or even task dependant [1] and may contain less informa-
tion than the original text. Thus, this approach may yield feature engineering that is only 
applicable to a narrow range of text classification tasks.
One of the most commonly used method of feature engineering in text is the bag-of-
word approach. A word vector is constructed from the data by parsing the data (text 
documents), identifying the words used throughout all documents and making a vec-
tor with entries representing each word, then ascribing values to this vector for each 
instance or document using word presence of frequency. While this approach has been 
demonstrated to be effective, it is far from ideal. Word placement within a sentence is 
not preserved and contextual indicators that may change the meaning of a word are 
absent from the final feature space. Additionally, a very large number of words can be 
identified with many being infrequent or unique to a single document leading to a high 
dimensional, sparse feature space. This increases computational costs and can degrade 
performance due to overfitting. While high dimensionality may be addressed with fea-
ture selection techniques [2], this approach to text understanding eliminates the major-
ity of information that humans use when reading and writing text.
More complicated approaches have been devised and combined (or used in place of ) 
the bag-of-words approach, such as grouping words by semantic concepts [3], the addi-
tion of part of speech tags [4], detecting grammatical patterns [5], and word ontology 
driven natural language processing (NLP) [6]; however, these feature spaces still contain 
less information than the original text as the full structure and context of the text is not 
preserved. Additionally, as features may be designed with key domain knowledge, more 
complicated feature engineering methodologies result in a text understanding solu-
tion that is less versatile and may be restricted to a single text domain. While additional 
information from the text can be turned into features, the burden of engineering fea-
tures from text still falls upon the human researcher. A researcher implements a feature 
engineering methodology to extract features they believe will be useful; however, this is 
ultimately an educated guess. The resulting feature space is an incomplete representa-
tion of the text and may be missing valuable information that may not be easily identifi-
able to the researcher.
Deep neural networks provide an alternative approach for text mining tasks and 
feature extraction. High-level features can be learned automatically, allowing for the 
removal of human bias in feature engineering and the preservation of more information 
as the original data can be used for training. As features are learned as part of the train-
ing process of a deep neural network, researchers are not required to provide any spe-
cialized domain knowledge to the network making this family of approaches language 
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and task independent. Instead, large volumes (potentially petabytes) of data are lever-
aged to train through repeated example.
Convolutional neural networks (CNN) are a family of neural networks that have been 
shown to be among the best solutions for training computers in tasks of computer vision. 
Krizhevsky et  al. [7] developed a deep CNN that outperformed all previously existing 
approaches for image object recognition on the ImageNet dataset, due to its ability to 
detect high-level, abstract features for image detection. Additionally, they have recently 
been demonstrated to be able to learn high-level text concepts from character-level rep-
resentations of text [1] in a manner similar to how they learn features from and can clas-
sify images. CNNs do not need any prior knowledge of the data to train a classifier as 
complex features can be learned automatically when training the network. This makes 
them well suited to text classification, since they do not need any prior knowledge of lan-
guage. Starting from raw, character-level text data, abstract language concepts, includ-
ing words, syntax, grammar and semantic similarities, are learned automatically. Zhang 
et  al. [1] demonstrated using deep CNNs with character-level data representations of 
text outperforms approaches using higher level human generated text representations 
such as bag-of-words. As the network is trained from raw text no information is lost in 
constructing features. Also, since the network can be trained from character-level text 
representations, data dimensionality is less of an issue as there are less commonly used 
characters compared to words.
In this paper, we investigate the use of our new embedding for character-level rep-
resentation of text classification tasks for use with CNNs and network design consid-
erations due to the adoption of this embedding approach. First, we explain our new 
character embedding approach and demonstrate that it greatly reduces memory use 
and network training time due to greatly reducing the size of the initial input received 
by the network. We show that it outperforms the previous character embedding for the 
task of binary tweet sentiment classification, i.e. determining if tweets convey positive 
or negative sentiment. We also show that our character embedding can employ a larger 
alphabet at little to no additional cost, further enhancing performance, as training time 
scales logarithmically with alphabet size instead of linearly. Furthermore, we also explore 
network design implications due to using our new embedding. Namely, our embedding 
results in matrix representations of text instances where one dimension is much greater 
than the other. In this scenario, convolutional layers with padding are required to allow 
deeper networks to be trained.
This paper demonstrates the effectiveness of a new character embedding designed for 
training CNNs and explores how neural network design may be impacted by its adop-
tion. To the best of our knowledge, text classification using character-level representa-
tions and deep neural networks has been previously investigated by only one research 
group [1], and we are the first to propose a more compact character embedding and 
to investigate its implications on neural network design. We show that our character 
embedding greatly reduces computational costs and training time, and improves clas-
sification performance. Additionally, we also show that using padded convolutional lay-
ers allows our embedding to be used with networks of arbitrary depth and the use of 
padding does not negate the benefits of our character embedding. Thus, our proposed 
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character embedding can be adapted to any big data domain where high-level under-
standing of text is required, such as sentiment analysis, webpage ontology and topic 
classification.
The remainder of this paper is organized as follows. “Related works” section provides 
an overview of related work in text mining and deep learning. “Character-level text rep-
resentations” section describes our newly created embedding for character-level repre-
sentation. “Convolutional neural network design” section describes how convolutional 
neural networks work and design considerations that must be made on account of our 
new embedding. “General methodology” section provides details on the experimental 
methodology used to train and evaluate networks. “Experimental results” section pre-
sents results for our embedding and the use of padded layers. Finally, conclusions and 
future work are contained in “Conclusion” section.
Related works
Deep learning has been used for many text mining tasks including various non-classifi-
cation natural language processing tasks, aiding in feature extraction prior to applying a 
separate machine learning algorithm, and end-to-end classification on word-level text 
representations. More recently, it has been shown that learning from character-level text 
representations may allow better performing classifiers to be trained [1]. The remainder 
of this section provides details on applications and current state of deep learning in text 
mining.
One of deep learning’s most popular applications in text mining is to perform seman-
tic indexing of text. In semantic indexing, relationships between words and/or phrases 
are found and a condensed feature space of abstracted data representations can be 
generated. As an example of this, Google’s Word2vec provides an automated means 
of extracting semantic representations from big data. Word2vec uses a large-scale text 
corpus as input and produces vector representations of words by constructing a vocab-
ulary and learning how to describe words outside the vocabulary from those inside it 
[8]. Word2vec has been combined with big data tools to produce a publicy available 
dictionary from a 100 million word text corpus from Google News [9] and provides a 
300-dimensional vector representation of each word. However, bag-of-words has been 
shown to outperform Word2vec, in some instances such as Amazon review polarity and 
Yahoo answer topic prediction, despite its simplicity and high dimensionality [1].
Long short term memory (LSTM) networks are a popular deep neural network design 
for learning tasks with sequential data. This makes them a logical choice for text clas-
sification tasks as the data can be represented as a sequence of of words of characters. 
Using a LSTM network has been demonstrated to be effective for a wide range of text 
classification tasks, including sentiment, and can outperform traditional learners such 
as SVM [10]. While LSTMs can produce models with high performance, they are also 
slow to train and prone to over-fitting [11]. Due to their sensitivity to network architec-
ture changes and hyper-parameter tuning, training a LSTM network can be considerably 
more challenging than using a CNN. Additionally, LSTMs are slower to train than CNNs 
as there is no equivalent to NVIDIA’s CuDNN library [12] to greatly accelerate the train-
ing of LSTMs.
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CNNs have been used to perform a variety of natural language processing tasks, 
including part-of-speech tagging, named entity extraction, identification of seman-
tic roles, and linking semantically similar words [13]. More recently, CNNs have been 
used for end-to-end discriminative text classification tasks involving the identification 
of high-level concepts prevalent throughout an entire document; however, most imple-
mentations are built on top of existing feature engineering and extraction methodolo-
gies. Kim [14], demonstrated training a CNN on top of static, pre-made word vectors 
performs well for sentence classification tasks. Additionally, a network with a single 
convolutional layer performed better than any traditional learner, such as Multinomial 
Naïve Bayes and support vector machine (SVM), on their benchmarking datasets. CNNs 
have also been used to aid feature extraction from text. Poria et al. [15] built higher level 
features from textual data, represented by a 306 dimensional vector consisting of a word 
vector and part of speech values, by training a CNN. They used output of the penulti-
mate fully connected layer to create features to use with other classifiers and found the 
features produced by the network allowed better classifiers to be trained and using a 
different learner for classification, such as SVM, performed better than relying on the 
CNN’s final output layer for classification.
Recently, Zhang and LeCun [1] proposed a novel approach for text learning tasks 
where they were able to use CNNs to train classifiers by representing text in an image 
like, character-level fashion. This enabled them to train a deep convolutional neural net-
work for text classification tasks involving high-level concepts from scratch with no prior 
feature engineering or extraction. They accomplished this by employing 1-of-m embed-
ding, where each character is represented by a vector of size m, where m is the number 
of characters in their alphabet. Each character in a text instance was represented as a 
character vector and the instance as a sequence of character vectors. When visualized, a 
braille like output is generated. Using this embedding, they fed their data into a network 
with six 1D temporal convolutional layers and three fully connected layers. Their results 
showed training a deep CNN from character-level data outperformed networks trained 
on data with features generated with bag-of-words, bag-of-centroids and the deep learn-
ing approach Word2Vec.
We build on the work of Zhang and LeCun [1] by providing a new character embed-
ding methodology for text classification with CNNs, demonstrate that our new charac-
ter embedding greatly reduces training time, memory use and improves classification 
performance. Additionally, we demonstrate any restrictions to network design imposed 
by this embedding approach can be alleviated through the use of padded convolutional 
layers.
Character‑level text representations
While no feature extraction needs to be performed, as we are teaching our CNNs to read 
from scratch, character-level data must still be represented in a manner that is accept-
able as input for our networks. For this purpose we propose a new character embed-
ding offering greatly reduced memory consumption and training time. We benchmark 
our approach against the embedding used by Zhang and LeCun [1]. We also investigate 
using different sized character alphabets.
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Zhang and LeCun use character-level text representations to train CNNs by employ-
ing 1-of-m embedding. With this embedding, each character is represented as an m 
sized vector where all values are zero except the entry corresponding to the position in 
the alphabet of the found character (which has a value of 1). Each instance is then repre-
sented by a sequence of m sized vectors with length l, where m is the alphabet size and l 
is the length of the character sequences. The sequence length, l, is a pre-defined constant 
which is chosen to suit the specific classification task as it is determined by the docu-
ment character length. The algorithm for this embedding is presented in Algorithm 1  .
Text encoded in this fashion generated a sparsely populated matrix, as seen by our visu-
alizations of 1-of-m embedding in Fig. 1a, b. In these figures, each character is a column 
and the full image is created by binding the sequence of characters together to create an 
m × l image. Zhang and LeCun used an alphabet of 70 characters (m = 70). This alpha-
bet includes all 26 lowercase English letters, 10 digits, the new line command and 33 
other characters [1].
Characters not contained in this alphabet are represented as a vector of zeroes. This 
embedding turns each character into a vector of length 70 with one non-zero entry (one 
black pixel in the column). For example, “a” would be 1000...0 (a 1 followed by 69 0s). 
Zhang and LeCun note sequences of characters encoded in this manner are visually sim-
ilar to braille.
We also chose to use the larger UTF-8 alphabet1 which contains 256 distinct charac-
ters (m = 256). Using this alphabet preserves far more information from our raw text 
data than the 70 character alphabet of Zhang and LeCun. Using the UTF-8 alphabet 
allows us to distinguish between lowercase and uppercase letters, something that is not 
done with the 70 character alphabet. This is advantageous since capitalization has been 
found to be beneficial for the detection of sentiment in tweets [5].
Algorithm 1 1-of-m encoding algorithm
1: procedure 1–of–m–Embedding
2: maxlen = maximum character length ∀ instances
3: a = Alphabet length
4: for i ∈ training instances do
5: T = sequence of characters ∈ i
6: m = a×maxlen array of zeros
7: for j in range 0 to length(T ) do
8: u = alphabet position of T [j]
9: m[u, j] = 1
Algorithm 2 Log-m embedding algorithm
1: procedure Log–m–Embedding
2: maxlen = maximum character length ∀ instances
3: for i ∈ training instances do
4: T = sequence of characters ∈ i
5: m = 8×maxlen array of zeros
6: for j in range 0 to length(T ) do
7: u = UTF8 representation of T [j]
8: b = binary array representation of u
9: for k in range 0 to length(b) do
10: m[k, j] = b[k]
1 UTF-8 includes unicode characters U+0000 to U+00FF. For the complete UTF-8 alphabet see: http://www.utf8-chart-
able.de/.
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Our proposed embedding is inspired by 1-of-m embedding, but achieves a much 
smaller, denser representation reducing memory use, network input layer size and train-
ing time. The premise behind our representation is that instead of having a single non-
zero value in our character embedding vector, we can have multiple non-zero values. 
Our new approach functions as follows. Each character in our chosen alphabet is given 
an integer value. Characters in our instances are then replaced by the corresponding 
integer. We then find the equivalent binary representation of a character’s integer value, 
then turn this sequence into a vector of 0s and 1s. The exact embedding process for each 
instance is provided in Algorithm 2. Using this approach, an alphabet with n bits can be 
represented with n-dimensional character vectors. Thus, as the 256 unicode characters 
found in UTF-8 can be represented as an 8-bit integer, we can use a 8-dimensional vec-
tor to represent all characters in the UTF-8 alphabet. For example, within the UTF-8 
alphabet, the letter “a” has an integer value of 97. This is equal to the binary represen-
tation “01100001” which we then turn into the 8-dimensional vector (0,1,1,0,0,0,0,1). 
Using 1-of-m embedding with the UTF-8 alphabet each character vector would be 
256-dimensional.
Our new embedding can also be visualized and doing so creates braille-like results; 
however, it is far denser than Zhang and LeCun’s 1-of-m embedding and its verti-
cal dimension is far smaller, as seen in Fig.  1. Applying our approach to any alphabet 
size, such as the 70 used by Zhang and Chen, reduces character vector size from m to 
log2(m) . Thus, using 256 characters requires a vector of size 8, while using 70 requires 
a vector of size 7. From this, we see that greatly increasing alphabet size has minimal 
impact on the size of character vectors using our embedding approach. As it reduces 
vector size from m to log2(m) we choose to call it log-m embedding. In our experiments 
comparing 1-of-m embedding and log-m embedding, we chose alphabets of 70 and 256 
Fig. 1 Visualization of the four character embeddings and alphabet size combinations for a randomly 
selected tweet. Black pixels indicate a value of 1 while grey represent 0. Left 1-of-25. Top–right 1-of-70. Middle–
right Log-256. Bottom–right Log-70
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characters and denote the four approaches as log-70, log-256, 1-of-256 and 1-of-70 for 
the remainder of the paper.
Notably, the resulting vector for each character with this embedding is 1/16th the size 
of the one produced by 1-of-m embedding for the UTF-8 alphabet since it only requires 
a vector of length log2(m) instead of length m. Thus, the resulting matrix representa-
tions of each instance contain fewer values and requires less memory. Additionally, as 
the input layer of a CNN must match the dimension of instances from the input data 
a smaller input layer with less neurons can be employed. Thus, using log-m embed-
ding results in a network containing far less total neurons, for the same depth and layer 
parameters, as 1-of-m embedding, greatly reducing training costs.
Convolutional neural network design
Convolutional neural networks consist of sparsely connected convolutional layers fol-
lowed by fully connected dense layers (these dense layers are equivalent to a multilayer 
perceptron neural network). Convolutional layers are sparsely connected. Neurons in 
these layers are connected to a small region of the previous layer known as the receptive 
field, instead of the entire previous layer as is found in a dense layer. The most common 
receptor field sizes are small, such as 3× 3 or 5× 5 neurons. By being sparsely connected 
CNNs view and learn local correlations. The convolutional layers in the network are fol-
lowed by several densely connected layers with the last layer containing one neuron for 
each possible classification outcome.
Several key hyper parameters control the behavior of the convolutional layers and 
number of neurons in the final network including number of filters, stride and padding. 
Neurons in each layer learn a weight vector to create a feature map. These weights are 
determined by applying numerous filters, which have a small receptive field size and are 
convolved across the dimensions of the data to create an activation map of the filter. 
Multiple filters can be applied so that more features can be extracted by connecting mul-
tiple neurons to each region of the previous layer. Stride is the distance between recep-
tive fields on the input volume. Padding refers to adding a border of zeroes around the 
input volume. Typically, an nxn instance would be reduced in dimension by the applica-
tion of a convolutional layer when output to the subsequent layer. For example, a 3× 3 
convolution would reduce an n× n instance to (n− 2)× (n− 2). This occurs because 
the convolution can not be moved to the extreme edges of the instance as it would have 
null inputs. Adding padding can eliminate this size reduction as it allows filters to be 
applied to the edges of the original input volume. Training iterations (epochs) employs 
gradient decent to learn network parameters. As each convolutional layer is a view of the 
neurons of the previous layer, stacking layers allows a larger region of the initial input 
to be viewable by neurons in deeper layers. For example two 3× 3 layers will result in 
a network that has 5× 5 views as each layer transforms 3× 3 views to a single output 
neuron.
Convolutional layers are also accompanied by an activation function. We use a recti-
fied linear units (ReLU) layer as it promotes nonlinear responses [16]. We also strate-
gically place an additional type of layer, the max pooling layer, between convolutional 
layers. The max pooling layer conducts non-linear down sampling by eliminating non-
maximal values, thus reducing computation for upper layers as many can be discarded 
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[17]. We use a pool size of 2× 2, which halves both dimensions of the input field for our 
next layer.
For our study, we created two sets of CNNs. The first set consists of three networks 
designed for comparison of our different data representations. Three networks were 
required as we have three very different input dimensions, 8× l, 70× l, and 256× l, 
where l is the maximum instance length, and three networks were designed in an inves-
tigation of how our new embedding might impact network design. In our first set of 
networks, each network consists of three convolutional layers followed by three fully 
connected layers. Our convolutional layers used a 3× 3 receptive fields (filter size), 
with a stride of 1 and no padding, followed by three fully connected layers to match 
the networks used by Zhang and Lecun [1]. We used 32 filters based on preliminary 
experimentation.
When using 1-of-m embedding, a 2× 2 max pooling layer is placed after every convo-
lutional layer (3 in total), while only a single max pooling layer is included in the network 
for log-m embedding. Due to having an input volume of 8× l, less max pooling layers 
could be used with for log-m embedding. Since each max pooling layer halves both 
dimensions of the input for the next layer and stacking three 3× 3 convolutional lay-
ers creates an effective receptive field of 7× 7, max pooling could not be performed on 
the 8× l input volume generated by log-m embedding between each convolutional layer. 
Only one max pooling layer could be used in this network and it is placed between the 
convolutional and fully connected layers. When using log-70 embedding, we padded the 
character vectors with an extra zero to make them 8 dimensional instead of 7 so that the 
same network architecture could be used for both log-m approaches.
The first two fully-connected layers consist of 512 neurons. Each is followed by a drop-
out layers, with p = 0.5, that helps avoid overfitting [18]. Since we are performing binary 
sentiment classification, the final fully-connected layer contains two neurons using the 
softmax logistic function [19]. We use binary cross entropy [20] to create our loss func-
tion to evaluate the network using gradient descent after each epoch. Parameters and 
architecture for our networks are provided in Table 1.
As noted above, when using log-m embedding for our two alphabet sizes, we have an 
input volume of 8× l. Without padding, each convolutional layer reduces the dimension 
by 2. Thus, after three layers we are looking at an (8− 3 ∗ 2)× (l − 3 ∗ 2) or 2× (l − 6) 
volume. Since we have a dimension of 2 in one direction, no further convolutional layers 
with 3× 3 filters can be applied. This sets a limit of three for the maximum number of 
3× 3 convolutional layers that can be used with this embedding. By using padding, this 
limit can be removed. Since padding adds a border of zeroes around our input volume 
to prevent its dimension from being reduced by each convolutional layer, we no longer 
have a limit to the number of layers employed. Thus, we can design a network similar to 
AlexNet [7], one of the highest performing network architectures for image classifica-
tion. This architecture consists of stacking three 3× 3 convolutional layers, followed by 
a 2× 2 max pooling layer. Again, our small dimension (8) imposes a limit on the num-
ber of layer stacks we can have due to max pooling. After our first max pooling layer, 
we have a 4 × (l/2) volume, after the second we have a 2× (l/4) volume and no further 
3× 3 convolutions can be performed. Thus, for the deepest network, we can construct 
an architecture consisting of three convolutional layers followed by a max pooling layer, 
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three more convolutional layers, a second max pooling layer, then the fully connected 
layers.
Using additional convolutional layers should improve classifier performance as higher-
level features will be extracted. As we are curious about the benefits of using padded 
layers to build deeper networks on data where one dimension of input volume is small, 
comparing a six layer network against a three layer network is unfair. Thus, we designed 
two networks, one using padding and one with no padding, that are otherwise equal. 
Each network consists of three 3× 3 convolutonal layers, 128 filters on each layer, fol-
lowed by a 2× 2 max pooling layer, then two fully connected layers with 1024 neurons 
and a final output layer of two neurons. Parameters for the convolutional layers are pro-
vided in Table 1.
General methodology
This section provides details on our data, system environment and experimental design 
for evaluating our character embedding and the impact of padding in convolutional 
layers.
Table 1 Neural network parameters for  networks used to  test character embeddings 
and padded vs. non‑padded convolutonal layers
1-ofm vs. log(m) embedding
log-m 1-of-m
Convolutional layer Number of filters Filter Pool Number of filters Filter Pool
1 32 3× 3 – 32 3× 3 2× 2
2 32 3× 3 – 32 3× 3 2× 2
3 32 3× 3 2× 2 32 3× 3 2× 2






Convolutional layer Number of filters Filter Pool Number of filters Filter Pool
1 128 3× 3 – 128 3× 3 –
2 128 3× 3 – 128 3× 3 –
3 128 3× 3 2× 2 128 3× 3 2× 2
4 128 3× 3 – – – –
5 128 3× 3 – – – –
6 128 3× 3 2× 2 – – –
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Data set
We use instances from the sentiment 140 corpus [21] as training, validation and test 
data. For evaluation of different character embedding, we created our dataset by ran-
domly sampling (without replacement) 50,000 positive and 50,000 negative instances to 
create a balanced dataset of 100,000 instances. The corpus contains 1.6 million instances 
with positive or negative class labels and was generated by collecting and labeling tweets 
using emoticons. While using additional instances would result in better classifiers, this 
number was sufficient to train an effective classifier and demonstrate the differences 
between embeddings, while being small enough to train numerous models. When inves-
tigating padding, we elected to use the entire corpus (1.6 million tweets).
Albeit each tweet should be 140 characters or less, our longest tweet from the 
100,000 randomly sampled tweets was 182 characters in length so we chose l = 182 
and appended zero vectors to pad short tweets have the correct length. When using all 
tweets max length was found to be 374 and l was set to be 374. Tweets should be limited 
to 140 characters; however as the corpus is encoded with UTF-8 embedding, charac-
ters outside the range of UTF-8 are depicted as a string of characters resulting in the 
observed text lengths. Furthermore, we choose l to be defined by the longest document 
in our data (182 for experiments on embedding, 374 for experiments with padding), 
since our text is short. For a text corpus with longer documents and greater variation in 
document length, it may be more appropriate to select an l that is shorter than the long-
est document to avoid excessive padding, truncating the few longer instances as needed.
When training and evaluating our networks, we split our data into three partitions. 
First, it was split into training (90%) and test (10%). Test data is never seen by the net-
work until after it has finished training as is used to perform a final performance evalu-
ation. Training data was further split, with 20% set aside for validation of each epoch to 
optimize the network through back propagation with gradient decent. The remaining 
training data is used to train the parameters of the network. Every time a network is 
trained, the instances selected for each partition are randomized. Thus, every experi-
mental run trains a different network. Tables 2 and 3 provide full details for the size of 
each partition and the resulting shape of our data for experiments on embedding and 
padding.
Experimental design, training and validation
For testing embedding, each network was trained for 100 epochs with experiments 
repeated 20 times to eliminate bias, due to chance split when creating training, valida-
tion and test partitions. This allows us to conduct tests for statistically significant dif-
ferences in classification performance between the different character embedding 
methods. However, 1-of-m embedding with 256 characters was only trained once to 
allow comparisons of training time due to its computational resource requirements. For 
our experiments on using padded convolutional layers, each network was trained for 10 
epochs and experiments were not repeated due to computational cost, since this experi-
ment is a demonstration that padding enables our proposed character embedding to be 
used with deep networks while still offering faster training than 1-of-m embedding with 
un-padded layers.
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We present classification results using accuracy as our performance metric. Accuracy 
is defined by the number of correctly identified instances divided by the total number of 
instances when our trained model is applied to the test data partition. This is an appro-
priate metric as the data is balanced and both classes are of equal importance.
Experiments were conducted on a cluster node with 20 Intel Xeon Cores, 128 GB of 
RAM and a NVIDIA Tesla K20 GPU accelerator running Scientific Linux 6.5. Networks 
were constructed using Theano 0.8.0 [22, 23] with NVIDIA CUDA 7.5 [24], Lasagne 
0.2.dev1 [25] and the NVIDIA CuDNNv4 library [12] and compiled using GCC 5.2.0 and 
NVCC with the flag –use_fast_math.
Experimental results
Embedding approaches
Results, presented in Table 4, are the average of 20 runs using randomly generated train-
ing, validation and test partitions for each run. Average accuracy and average training 
time per epoch are displayed for each embedding approach. The results with the highest 
average accuracy and fastest training time are highlighted in bold The highest accuracy 
was achieved using log-256 embedding, followed by log-70 embedding. 1-of-70 has very 
similar accuracy compared to using 1-of-256 embedding.
Both log-m with an alphabet of 70 or 256 allow the network to be trained approx-
imately 4.85× faster than 1-of-70 and 5.76× faster than 1-of-256. It is not surprising 
that log-m embedding enables the network to be trained considerably faster than 1-of-
m embedding as a much smaller input layer is used leading to a network with far less 
parameters. Additionally, changing training batch size could lead to further reduction 
in training time. In our tests we did not optimize the batch size for different representa-
tions; however, as data has a smaller memory footprint using log-m embedding, training 
Table 3 Dimension of each instance’s using the four different character embeddings.
Experiment Embedding Dimension
Embedding log-70 8 × 182
log-256 8 × 182
1-of-70 70 × 182
1-of-256 256 × 182
Padding log-256 8 × 374
Table 2 Training, validation and test partition sizes for data
Experiment Partition Num. of instances % of data
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batch sizes can be increased which could reduce I/O operations between the CPU and 
GPU.
Training time for networks using 1-of-256 encoded data is only slightly longer than 
1-of-70, indicating that training time is not linearly proportional to the size of input, 
since we should observe it taking approximately three times as long to train if the rela-
tionship was linear. This is most likely due to the sparsity of 1-of-256 embedding and the 
efficiency of the CUDNN library for performing convolutions on sparse matrices.
Differences between character embeddings, excluding 1-of-256, were statistically 
tested using a one factor ANalysis Of VAriance (ANOVA) and a Tukey Honestly Signifi-
cant Difference (HSD) tests [26]. The ANOVA test, Table 5, shows there are significant 
differences between character embedding approaches as p-value is less than 0.05. Table 6 
presents the results of the Tukey HSD test and shows that both log-m embeddings are 
significantly better than 1-of-70; however, there is no significant difference between our 
two alphabet sizes.
Impact of padding convolutions
For our experiments comparing padded vs. non-padded convolutional layers, the full 
sentiment140 corpus was used. Thus, classifier accuracy is higher than was observed 
when testing the four embedding approaches. Results, presented in Table 7, show that 
there is little difference in accuracy between using padded vs non-padded convolutional 
layers (0.2%); however, doubling the number of layers result in 2.2–2.4% increase in 
classification accuracy. Thus, using padding to enable deeper networks to be trained is 
beneficial.
Comparing training time, it is observed that using padding results in the network 
taking 2.72× as long to train despite achieving similar classification performance. The 
increase in training time is due to the use of padding causing the input volume for sub-
sequent layers to not be reduced by each convolutional layer. When using no padding, 
dimension is reduced by 2 for each of the three convolutional layers, then halved by the 
max pooling layer. This results in the input’s volume of 8× 374 being reduced to 1× 184 
before the fully connected layers. When using padding, only max pooling provides any 
Table 4 Results for 1‑of‑70, 1‑of‑256, log‑70 and log‑256
Best results in italic
Embedding Alphabet size Time per Epoch Accuracy
log-m 70 13.5s 73.106
256 13.5s 74.945
1-of-m 70 65.5s 69.845
256 77.7s 69.748
Table 5 ANOVA results for 1‑of‑70, log‑70 and log‑256 embedding
Factor Df Sum Sq Mean sq F value Pr (>F)
Embedding 2 266.85 133.42 14.00 0.0000
Residuals 57 543.34 9.53
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dimension reduction, thus an input volume for the fully connected layers is 4 × 187 and 
requires approximately four times as many neural connections.
Adding an additional three convolutional layers and one max pooling layer slows 
training by a factor of 1.20. This is a far smaller increase in training time than switch-
ing from non-padded to padded convolutions. The presence of a second max pooling 
layer prevents training time from greatly increasing by offsetting the cost of calculating 
weights for the additional convolutional layers and associated filters through reducing 
input volume for the fully connected layers by an additional factor of 2. Compared to the 
unpadded 3 layer network, the padded 6 convolutional layer network takes 3.26× longer 
to train for a 2.2% increase in performance.
Conclusion
Convolutional Neural Networks have been shown to be effective for text mining tasks 
including feature extraction and classification, and recently have been used to enable a 
classifier to be trained from character-level text data due to their ability to automati-
cally identify and extract high-level concepts and features from text. Training from char-
acter-level data has the advantage of requiring no feature engineering or pre-training. 
Additionally, this approach has been shown to outperform training networks from data 
represented by previously extracted features [1]. In this study, we devised a new method 
of character embedding to facilitate faster training of deep convolutional neural net-
works from character-level representations of text data, discuss how it changes network 
architecture and investigate using padding to building deep networks when using this 
type of character embedding.
We present and demonstrate our new character embedding and show that it performs 
better than previous approaches. In our first set of experiments, we train networks using 
our new embedding approach and a previously defined method of embedding, 1-of-m, 
and measured the accuracy and training time of each approach. The results demonstrate 
our new character embedding approach, denoted as log-m, greatly reduces training time 
by 4.85 to 5.75× and reduces memory use by up to a factor of 16. Furthermore, using 
log-m embedding resulted in significantly better classification performance compared to 
1-of-m embedding.
Table 7 Results comparing padded vs. non‑padded CNNs
Best results in italic
Padding Conv layers Training time Test loss Accuracy
No 3 25.219s 0.39671 82.316
Yes 3 68.719s 0.39559 82.099
Yes 6 82.196s 0.35322 84.519
Table 6 HSD results for 1‑of‑70, log‑70 and log‑256 embedding
Rank Data_rep Group Average accuracy stdev
1 log-256 a 74.945 2.455
2 log-70 a 73.106 4.712
3 1-of-70 b 69.844 0.603
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When comparing padded vs. non-padded convolutional layers, we found little differ-
ence in classification performance; however, using padding to enable creation of deeper 
networks increased training time by 2.72×, and using padding while doubling the num-
ber of convolutional layers increased training time by 3.26×.
Though padding increases training time, it allowed us to build a network with six con-
volutional layers resulting in a 2.2–2.4% increase in classification accuracy. We observed 
using six convolutional layers required less than 20% more time to train than the pad-
ded CNN with three layers. Additionally, the reduction in training time when using 
log-m embedding more than offsets the cost of padding. Thus, the combination of log-m 
embedding with padded convolutional layers allows networks using popular deep CNN 
architectures, such as AlexNet, to be trained with higher classification accuracy in less 
time than 1-of-m embedding. Additionally, these results should apply to more recent 
networks architectures, such as the inception model [27], as the use of padding enables 
arbitrarily deep networks to be constructed from any input layer size.
While our experiments were conducted on tweet sentiment data, our approach can be 
applied to all text classification tasks. 1-of-m encoding has already been demonstrated 
to work in multiple text classification domains [1]. Future work should continue to 
investigate network design when using log-m embedding and performance of on longer 
text documents should be investigated. Also, while padding allows deep networks to be 
constructed with a variety of architectures, it does increase training time. Mixing pad-
ded and non-padded layers may help improve training time. Alternatively, non-square 
convolutional filters and max pooling layers could be implemented to allow deeper net-
works to be trained without relying on padding and should be investigated. Experiments 
should be extended to include text in other languages, since our proposed embedding 
should be far more efficient than 1-of-m embedding or word embeddings when using 
text with thousands of unique characters, such as Chinese.
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