Real-time traffic signal control with environmental objectives has been a difficult challenge due to (1) the highly dynamic and uncertain nature of road traffic and their emission profile; (2) the need for generating timely and robust decisions for large-scale networks; (3) the incorporation of multi-source and heterogeneous data; and (4) the balance between traffic and environmental objectives. To address these challenges, this paper proposes a real-time traffic signal control framework based on a nonlinear decision rule (NDR), encapsulating an artificial neural network (ANN),which is integrated with realistic traffic and emission modeling via agent-based microsimulation. The implementation of the NDR method is divided into an off-line module and an on-line module. The off-line module trains the ANN and the NDR using historical traffic data, which amounts to a stochastic optimization with traffic and environmental objectives. The on-line module efficiently implements the trained NDR, whose performance is guaranteed by the off-line training. Simulation study of the proposed signal control framework in a real network in West Glasgow demonstrates the advantage of the proposed method over the current signal control parameters in terms of alleviating congestion and reducing traffic emissions.
Introduction
Urban traffic signal controls play an essential role for traffic management to reduce congestion and alleviate adverse environmental impacts. Different traffic signal control strategies have been developed and deployed in large scale in the past several decades (Sunkari, 2004) , ranging from traditionally pre-timed signal control systems based on historical traffic information to fully responsive systems that frequently update signal control parameters and/or phasing schemes according to real-time traffic conditions. Some typical examples of the latter include SCOOT (Hunt et al., 1982) , SCAT (Lowrie, 1982) , OPAC (Gartner, 1983) , PRODYN (Henry, 1983) , TRANSYT and RHODES. In the real world, traffic flows may vary significantly at road intersections even in the same time period of the day and day of the week. As a result, the capability to handle uncertain flow patterns on a network level is crucial in the design of adaptive signal controls (Yin, 2008; Papatzikou and Stathopoulos, 2015; Liu et al., 2015; He et al., 2014; Feng et al., 2015; Christofa et al., 2016; Smith et al., 2013) . The objectives of adaptive signal control strategies include minimization of (weighted) vehicle/pedestrian delay (He et al., 2014; Sun et al., 2006; Zhang et al., 2010) , minimization of passenger delay (Christofa and Skabardonis, 2011; Christofa et al., 2016) , minimization of number of stops (Lucas et al., 2000) , maximization of total throughput (Chang and Sun, 2004; Han et al., 2014) .
This paper focuses on real-time adaptive signal control on realistic traffic networks, while taking into account exhaust emissions including total carbon and Black Carbon (BC). Total carbon is closely related to the emission of CO2, the primary greenhouse gas contributing to the climate change. BC is produced through incomplete combustion of carbonaceous materials, and causes serious health concerns such as respiratory problems, heart attacks and lung caners (U.S. Environmental Protection Agency, 2012; Janssen et al., 2013) . It is known that the total carbon emissions are highly dependent on the engine load and vehicle speed, while emissions of BC and NOx are more sensitive to vehicle dynamics (such as acceleration and idle) and vehicle technology (Zhang et al., 2011) . Therefore, to accurately account for these different emission mechanisms in a dynamic and uncertain control environment poses a significant challenge.
The accurate modeling of different species of exhaust emissions requires high-fidelity and high-resolution traffic model and data, which provide detailed and critical information on vehicle speed, acceleration, deceleration, fleet composition, and emission factors. However, the computational burdens associated with these models typically render real-time and large-scale application of signal control and optimization infeasible. On the other hand, the decentralization of controls, in which the signal control parameters are determined at individual intersections, offers viable solutions but do not guarantee global optimality due to the lack of coordination.
In seek of a global optimal, real-time signal control strategy with multiple objectives including vehicle emissions with high fidelity and resolution, this paper proposes a novel nonlinear decision rule (NDR) approach based on artificial neural networks. The key novelty is that all the expensive computations are performed in an off-line environment through simulationbased optimization based on traffic microsimulation (S-Paramics) and high-fidelity emission modeling using AIRE and COPERT IV models (Mascia et al., 2016) . The aim of the off-line optimization is to train the NDR such that its on-line (i.e. real-time) operation can be continuously improved. In addition, the on-line operation of the NDR is computationally efficient as all the optimizations are performed off line. As we shall see later, some other advantages of this framework include:
• flexible data input for real-time decision: The system architecture allows a range of data types, spatial coverage, and temporal resolution;
• flexible scope and resolution of controls: Different signal parameters (cycle time, green split, offset) at one or several intersections can be controlled simultaneously in real time;
• user defined objectives and priorities: As the training of the NDR is based on simulation, the proposed framework can include various traffic and environmental performance indicators; and
• explicit incorporation of uncertainties: Demand variations and uncertainties inherent in traffic dynamics can be accounted for during the training of the NDR, so that the resulting real-time controls are robust agains traffic uncertainties.
The proposed framework is tested for a real-world network located in Glasgow, Scotland, as part of the CARBOTRAF project (Mascia et al., 2016) . Simulation-based validation of the signal controls in a real-time environment indicates a reduction of network-wide delay by 68%, total carbon and black carbon emissions by 4% and 3%, respectively, and 1% reduction of network throughput. The proposed signal control also significantly reduces network queuing by intelligently allocating traffic in space and time, taking into account potential re-routing behaviors of drivers.
The rest of this paper is organized as follows. Section 2 offers an overview of real-time signal controls in the literature. Section 3 outlines the general model for the NDR approach as well as implementation details of its components. Section 4 details a case study of a real-world network and demonstrates the effectiveness of the proposed control strategies. Finally, Section 5 offers some concluding remarks.
Literature Review
In real-world traffic networks, traffic demands may vary significantly even in the same time period of the day and day of the week. As a result, the capability to handle stochastic flow patterns while maintaining a sound performance on a network level is crucial for the design of effective signal controls. Numerous studies are dedicated to designing adaptive or robust signal control algorithms or systems. Yin (2008) develops a pre-timed signal control model by aiming to minimize the average delay and maintain sound performance against the worst-case scenario. On the network-wide level, Liu et al. (2015) propose a linear decision rule approach for real-time signal control. The linear decision rule relies on closed-form transformation from the state space to the control space, which is feasible in a real-time decision environment. Such a transformation can be trained via an off-line procedure, which is formulated as a distributionally robust optimization problem. Han et al. (2016) propose a MILP approach to optimize signal timings that reduce network congestion as well as vehicle emissions. The MILP is developed using a robust optimization approach based on a macroscopic approximation of the relationship between link dynamics and emission rates. Zhang et al. (2010) consider daily variations of the traffic demand in the optimization of pre-timed signal controls, by using a stochastic programming model that is informed by a range of demand scenarios and their corresponding probabilities of occurrence. Ukkusuri et al. (2010) proposes a robust system optimal signal control model with an embedded cell transmission model, to account for uncertainty of future transportation demand.
From an optimization point of view, a well-defined function is required to relate the signal parameters to specific objective being optimized. As mentioned earlier, specific objectives in the literature include the minimization of (weighted) vehicle/pedestrian delay (He et al., 2014; Sun et al., 2006; Zhang et al., 2010) , minimization of passenger delay (Christofa and Skabardonis, 2011; Christofa et al., 2016) , minimization of number of stops (Lucas et al., 2000) , maximization of total throughput (Chang and Sun, 2004; Han et al., 2014) . On the other hand, the incorporation of environmental objectives such as emission and fuel consumption has been less widely studied. Han et al. (2016) propose a signal optimization method that takes advantage of a macroscopic relationship between link occupancy and vehicle emission rate. Their study is based on the Lighthill-Whitham-Richards kinematic wave model, from which vehicle-derived emissions are calculated. Through robust optimization, the authors are able to reformulate signal optimization problems with emission constraints/objectives as a mixed integer linear program. Ji et al. (2014) also have developed a method to optimize transit signal priority scheme by alleviating impact on exhaust emission and reducing traffic vehicle delay. However, it finds, in many cases, traffic and emission objectives are not aligned very well with each other, especially when traffic network is complicated and traffic dynamics are nonlinear. Thus, in order to keep trade-off between both objectives, developing a biobjective optimization model for traffic signal setting has gained popularity. Stevanovic et al. (2015) propose a novel integration method in order to solve multi-objective traffic signal optimization. The method can keep a balance between mobility, safety, and exhaust emission by communicating between models in the integration method. Chen et al. (2012) mentioned that vehicle emissions are affected by a variety of factors; vehicle type, vehicle operation time and condition (idle speed, acceleration, and deceleration). So, the instantaneous vehicle emission model based on detailed vehicle dynamics is more appropriate for this kind of study. Most of these aforementioned signal optimization strategies rely on either simplified vehicle dynamics (such as the kinematic wave model) or fleet composition (e.g. single commodity). It is widely known that an accurate depiction of traffic emissions requires extensive knowledge of the detailed vehicle movements, vehicle types, as well as relevant emission factors (Mascia et al., 2016) . However, such information is very difficult to obtain especially on a network-wide scale during a real-time operational environment, and most signal optimization algorithms tend to resort to heuristics. In addition, the potential trade-off between traffic performance and environmental impact has not been properly understood in an on-line decision-making context.
The environmental impact of traffic signal control strategies has been investigated and accounted for in a number of recent studies. Lin et al. (2013) consider vehicle mean speed and the number of vehicle stops to simultaneously reduce vehicle delay and traffic emissions for urban traffic networks by applying model predictive control (MPC). Similarly, Jamshidnejad et al. (2017) use the MPC with a gradient-based control optimization approach to smooth vehicle flows, in order to reduce traffic congestion and emissions simultaneously. Chang and Hui (2016) develop a traffic emission control model considering signal timing and emission pricing. The model, based on particle swarm optimization, is able to optimize intersection traffic and link-based emissions. Zhang et al. (2013) use the cell transmission model to describe traffic dynamics and vehicle emissions, and devise a signal optimization scheme that takes into account pollutant dispersion affected by weather conditions. Zhou and Cai (2014) develop a multi-objective optimization method based on microscopic traffic simulation at a single intersection, A modal emission and fuel consumption model is used in conjunction with the genetic algorithm to minimize vehicle delay, exhaust emission and fuel consumption at the same time. Osorio et al. (2015) propose a meta-model, simulation-based approach to optimize fixed timing for dynamic traffic networks by incorporating dynamic traffic assignment models. The response surface methodology is shown to significantly reduce the computational burden typically associated with microscopic traffic and emission models.
Recent advancement in artificial intelligence, both in theory and computational architecture, has led to the emergence of a number of machine learning (ML) based approaches for traffic signal controls, such as neural networks (NNs) and reinforcement learning (RL). In particular, multi-agent approach using NN has been applied to minimize average vehicular delay time and average stoppage time (Srinivasan et al., 2006) , improve the reactivity of traffic control and capacity of traffic network (Castro et al., 2017) , alleviate traffic congestion (Samah et al., 2013) , optimize driving policies (Wiering, 2000) , and improve traffic control decision-making (Hauser and Scherer, 2001; Sundaram et al., 2015) . On the other hand, RL is used to develop multi-agent traffic control architecture to optimize phase timing (Balaji et al., 2010) , reduce queue length and the number of stops (Li et al., 2016) , and minimize the average delay and congestion at intersections (Arel et al., 2010; Cai et al., 2009 ).
NDR Based Control Framework
The nonlinear decision rule (NDR) approach for real-time signal control problems is detailed in this section. In presenting the model we first employ a generic representation without relying on any specific network configuration or control preferences, which highlights the flexibility and robustness of the proposed method. This is done in Section 3.1. Implementation details of the model pertaining to the case study of this paper will be presented in Section 3.2. Finally, the off-line training of the NDR based on simulation-based optimization will be detailed in Section 3.3.
The generic model
The traffic network of interest may be described by a state vector q that changes with time. In a specific network, the vector q may represent traffic quantities such as flow, density, speed, and travel time, which may be measured with different types of sensors such as loop detectors, GPS, and cameras. In addition, we allow q to encapsulate multiple time periods; e.g. see (3.4). The NDR stipulates the following form of the control:
where x represents the set of parameters of the NDR to be optimized in the off-line training, u denotes the set of feasible signal control parameters to be implemented. Θ is assumed to be a nonlinear mapping in this paper. P Ω [·] denotes the projection onto the set Ω of feasible signal control parameters, which may be characterized by linear or nonlinear constraints. For example, Ω may be characterized by fixed cycle time, maximum/minimum green time, and signal offsets, all of which may be expressed linearly. In this case, the projection operator P Ω [·] reduces to a quadratic program. A NDR of the form (3.1) can yield timely decisions, which allow real-time operation as it involves analytical or closed-form transformations, and its efficacy can be improved to a target degree of optimality through the off-line training of the parameters x. We let Φ(q, u) = Φ q, P Ω [Θ(x, q] be an arbitrary network performance measure, which depends on the system state q and the control u, along with some inherent uncertainties in the traffic system. For example Φ may be the delay at a particular junction, or the total emission along a certain corridor. Without loss of generality, we assume that Φ is subject to minimization.
The problem of optimal NDR can be formulated as
However, note that q is a stochastic variable that varies on a daily basis. For example, q can be the vector of time-varying demands of an arterial network, which vary from day to day. Therefore, a robust feedback control policy such as (3.2) must take into account the uncertainties in the system. With this in mind, the off-line training of the decision rule may be formulated as the following stochastic optimization problem:
where the objective is to minimize the expectation of the performance measure with uncertain network states q.
Implementation details
Building on the generic model presented in Section 3.1, this section presents some implementation details pertaining to the case study of the real-world traffic network in Glasgow presented in Section 4.
Traffic network state variables
We begin with the state variable q, which captures the network-wide traffic state in terms of different measurements (flow, density, speed, etc.) obtained from an internet of sensors. Specifically, for the Glasgow case study, the network state is represented by flow data collected by 41 loop detectors at a resolution of 2 min. Assuming a discrete time step of 2 min, at the time step t (t is an integer), we define
where 0 ≤ m < n ≤ t are prescribed integers. On the right hand side of (3.4) each row corresponds to one loop detector, and each column represents one single time step. The integer n is used to indicate the number of past time steps considered when making decisions at the current time step t; m is used to account for the fact that data collected in the most recent time intervals may not be immediately available for decision making due to limited capacities of data transmission and computation (Han, 2017) .
NDR based on artificial neural networks
In this paper, the nonlinear decision rule Θ(· , ·) is instantiated as an artificial neural network (ANN) in which the number of layers and neurons, as well as the activation functions, are fixed. Figure 1 shows the conceptual structure of the ANN. To guarantee stability and fast computational time for the real-time operation, feedforward neural network is employed because it is loop free (Abu-Mostafa, 1989) . The weights of the connections among neurons are treated as the parameters x in (3.1), which is to be optimized by the off-line training.
In the case study, we employ a control resolution of 10 min, which means that the signal parameters will be dynamically adjusted every 10 min, depending on the flow information collected in the past 10 min. Therefore, the input layer consists of 41 × 5 = 205 input variables as there are 41 loop detectors collecting flow data at 2-min resolution; see Figure  3 (b) for the locations of the loop detectors. The neural network for the NDR consists of two hidden layers with respectively 100 and 50 neurons, and the activation function is Sigmoid. Moreover, the sensitivity of the neural network with regard to the input variables can be affected by the number of layers and nodes, activation functions and weights, which can cause slow convergence (Fu and chen, 1993) . To decrease the sensitivity, each of input variable is preprocessed with a normalization to [−1, 1] . Finally, the output is generated and used for computing signal control in (3.1).
Figure 1: The structure of the neural network.
Projection onto the feasible control set
The signal control parameters typically include cycle time, phasing plans, green times, allred, and offset . For simplicity, and also bound by real-world safety considerations (Mascia et al., 2015) , the cycle time and phasing plans are assumed fixed in this paper; that is, they are not subject to optimization. Therefore, the control variables reduce to the set of phase green times for each intersection, denoted g = (g 1 , g 2 , . . . , g N ) T . The green times g i of all the phases must satisfy the following constraints:
where g min and g max denote minimum and maximum green times, respectively; T cycle is the fixed cycle time, and ∆ includes amber (all-red) time and pedestrian phase time, which are fixed for safety reasons. Given the green timesĝ = (ĝ 1 ,ĝ 2 , . . . ,ĝ N ) T as output of the neural network Θ(x, q), which do not necessary satisfy (3.5), the minimum 2-norm projection P Ω onto the feasible set can be formulated as the following quadratic program:
subject to the linear constraints (3.5). Applying the KKT conditions (Friesz, 2010) , we can explicitly express the solution as:
where we employ the notation
and the dual variable λ is such that
which can be found by numerically solving the algebraic equation (3.7). Note that in reality the maximum and minimum green times may vary across different signal phases, in which case the formulae above remain valid.
Off-line optimization of the NDR
This section presents details of the simulation-based optimization procedure, which serves as the off-line module to train and optimize the NDR; i.e. the neural network presented in Section 3.2.2. The main purpose is to find the optimal (or near optimal) solutions of the optimization problem (3.3), which is recapped here:
The inherent stochasticity in the network states q can be handled in different ways such as using robust optimization and stochastic optimization, with varying degrees of conservatism and computational complexity; see Bertsimas et al. (2011); Liu et al. (2015) and Han (2017) for more discussions. In this paper, due to the potentially expensive evaluation procedure, which is done through microscopic traffic and emission simulations, we propose a Monte-Carlo type evaluation method. Specifically, the overall optimization procedure can be characterized into two levels. The upper-level problem is to find the optimal parameters x to minimize the expectation shown in (3.8). As the objective function is involves black-box simulation and uncertainties that are difficult to characterize, we employ the Particle Swarm Optimization method to heuristically solve for x. On the other hand, the lower-level problem seeks to evaluate the expected network performance measure with given control parameters x and inherently stochastic states q.
Particle Swarm Optimization
We use the Particle Swarm Optimization (PSO) (Banks et al., 2007) for the heuristic search, which offers an efficient and flexible trade-off between optimality of the solution and computational overhead. PSO is based on the social behavior of a group of animals, called a swarm. In a swarm, the animals are represented as particles, and can collaborate and share information to adjust their positions in the search for a certain location. The adjustment of their positions is based on the swarm's collective memory on the best location attained so far (hereafter referred to as "gbest"), and the individual memory of the best location that the particle has attained so far (hereafter referred to as "pbest"). As a result of the position adjustment, the particles tend to converge to either G or P j . Although the performance of PSO varies depending on the domain of applications or parameters chosen, research shows evidence of PSO or its variations outperforming well-established metaheuristics such as genetic algorithm, ant colony optimization, simulated annealing, and tabu search.
Given the objective function to be minimized, denoted f (·), and the feasible domain S, the following pseudo code summarizes the PSO procedure.
Input. Population size N , {ω k : k ≥ 0} ⊂ (0, 1), c 1 , c 2 > 0.
Step 0. Let k = 0. Randomly initialize the particles' positions X 0 i and velocities V 0 i , 1 ≤ i ≤ N . Initialize "pbest" P 0 i and "gbest" G 0 as follows:
Step 1. Update the velocities and positions: for all 1 ≤ i ≤ N ,
where r 1 and r 2 are random numbers uniformly generated within [0, 1].
Step 2. Evaluate the objective values f (X k+1 i ) for all 1 ≤ i ≤ N .
Step 3. Update "pbest" and "gbest":
Step 4. If the stopping criterion is met (e.g. no improvement in the objective within a given number of consecutive iterations), terminate the algorithm with output G k+1 . Otherwise, let k = k + 1, and go to Step 1.
Training procedure
The off-line training of the NDR amounts to a simulation-based optimization procedure, which requires PSO to be carried out in conjunction with the Monte-Carlo approach that repetitively assesses the effectiveness of a given NDR with microsimulation. The work flow of the simulation-based optimization is outlined in Figure 2 , with individual components explained below.
• Particle Swarm Optimization. The PSO is an agent-based search method. In each iteration of the PSO a number of agents conduct independent search by evaluating, for a given NDR, the corresponding objective value, which is averaged over K independent simulation runs with different random seeds. In the case study presented in Section 4, the PSO employs a population size of N = 5, and the algorithm is terminated if no improvement is made on the objective within 20 iterations or when the total iteration number reaches 45.
• Traffic Simulation. The microscopic traffic simulation is performed with the S-Paramics software (S-Paramics, 2011), which not only calculates various traffic key performance indicators (KPIs) such as delay and throughput, but also produces fine-granular vehicle trajectories at a resolution of half second, which are used as input of emission modeling. The number of traffic simulation (and emission estimation when relevant) that needs to be performed within one PSO iteration is equal to N × K where N is the population size (independent search agents) and K is the number of random seeds used to populate stochastic traffic demands in the simulation.
• Emission estimation. A main feature of the proposed real-time signal control framework is the consideration of environmental impact caused by exhaust emissions from vehicles. The AIRE (Analysis of Instantaneous Road Emissions) model (AIRE, 2011) is employed to estimate the total carbon, NOx, and black carbon. AIRE is a subsidiary software program that interfaces with S-Paramics and post-processes the output of the traffic simulation. Through built-in Instantaneous Emissions Modeling (IEM) tables, AIRE is able to generate estimated value of vehicle emission for each simulated road vehicle (Transport Scotland, 2011).
• Weighted objective. To simultaneously reduce traffic congestion and emissions, we formulate a multi-objective optimization through a scalarization of the form
where n 1 and n 2 are normalizing factors, w is the relative weight.
• Advanced control interface. ACI is a method of accessing the traffic model via external program and exchanging information. In S-paramics, it uses a component protocol called SNMP (Simple Network Management Protocol) to achieve that. Through this protocol, external program can organize, collect, and modify traffic information to change the condition of traffic model (S-Paramics, 2011). For example, in this paper, the ACI has two main functions; parameter/data exchange and simulation synchronization. First, the program will access real-time (in simulation) traffic data to monitor the performance of the traffic network. This information will be saved and used for the responsive signal optimization procedure. Second, the information will be sent to S-paramics for the synchronization purpose, as the right signal timings need to be implemented in the right time during the simulation. The ACI model has been developed by using visual basic application (VBA), which is an integral part of our experiment set up and facilitates the information exchange and control among different models.
Case Study in Glasgow 4.1 Simulation of the test site
The proposed real-time signal control framework has been applied to a real-world test network in Glasgow, Scotland. The traffic simulation modeling was conducted within the EU-funded CARBOTRAF project, which aims to support adaptive traffic management for reducing urban congestion and associated environmental and health impacts. The study area is the west part of Glasgow (see Figure 3 ) with 14 signalized intersections and 478 links. There are 21 zones (Figure 3(a) given rise to 420 origin-destination pairs. A typical demand scenario for the test network was generated for 7:30-9:30am of a typical working day (Monday-Thursday) within the S-Paramics simulation software. The microscopic model has been built using the OS-ITN network to represent the supply, and a seeded demand matrix obtained from loop detectors that represent the within-day and day-to-day variability of traffic (Mascia et al., 2015) . For the baseline control scenario, we also obtain the traffic signal plans provided by Glasgow City Council. The baseline model has been fully calibrated and validated using a combination of loop detector and floating car data (Mascia et al., 2015) .
To accurately capture vehicle emissions at a fine-granular level, the microsimulation adopts a vehicle fleet composition based on the Annual Average Daily Flow data for Glasgow from the Department for Transport. The different vehicle types include car/taxi, bus, van, light goods vehicles and heavy goods vehicles. Moreover, road gradient has been explicitly modeled based on the Digital Elevation Model as it has been shown to play a significant role in carbon emissions (Sobrino et al., 2016) .
Control scenarios
The on-line performance of the proposed NDR framework is tested in simulation of the realworld traffic network in West Glasgow. To assess the performance of the proposed framework in a statistically significant way, 30 independent random simulation runs are performed with 30 random seeds (which are different from the seeds used in the off-line training module). To investigate the extent of traffic and environmental impact of the proposed real-time signal controls, our experiment includes three test scenarios with varying controllability; that is, one, three, or eight signal intersections can be controlled dynamically within the NDR framework: When not dynamically controlled, the default signal settings follow those provided by the Glasgow City Council, which were used to control the actual network. The proposed signal controls will be compared with the following benchmark:
(4) Glasgow City [GC] : the fixed signal timing provided by the Glasgow City Council derived from static OD route flow information.
As shown in Figure 4 , intersection A in the network is considered by [JL] , which is the key junction of a radial route connecting West Glasgow to the city center, and provides access to local destinations such as the hospital and university. The scenario [CL] considers coordination of the three signal junctions along the Byres corridor.
[NL] simultaneously controls all the major signalized intersections in the test network, thereby taking into account the global effect of locally controlled intersections, and making sure that the resulting traffic flows are globally optimal. By comparing each of the three scenarios with [GC], our experiment not only evaluates the performances of the proposed signal controls in terms of different key performance indicators (KPIs), but also demonstrates the benefit of network-wide coordination of the signal controls.
In accordance with the control scenarios above, we conduct multi-objective optimization by minimizing the average delay, total carbon emission, black carbon emission, and a weighted combination of these objectives. This allows us to understand the potential trade-off between traffic efficiency and environmental impact. 
Test results and discussion
Simulation results are evaluated against four key performance indicators (KPIs) including:
• network average delay, which is defined as the difference between the actual travel time of a trip minus the free-flow time when the traffic load is close to zero;
• network throughput, defined to be the number of vehicles completing their trips by the end of the simulation period;
• average vehicles in queue, which is defined on a link level; and
• network-wide total carbon and black carbon emissions.
Due to the stochastic nature of microsimulation, each test scenario is implemented with 30 independent random runs. Figure 5 shows the average number of vehicles in queue on each link of the network, which is a direct and intuitive indicator of network congestion. In the case of [GC], significant congestion is seen along the Byres corridor, especially on the northern entrance. For the proposed methods, widening the scope of the signal controls ([JL] to [CL] to [NL] ) tend to mitigate the congestion on the network level overall. However, minor spatial trade-offs of congestion can be seen, for example, between [CL] and [JL] . Through a coordinated control of the three intersections A, B and C, [CL] effectively reduces the congestion on the Byres corridor, especially on the northern entrance (including the Great Western Rd.) compared to [JL] . However, more significant queueing on the southeast part of the network results from the [CL] , possibly due to (1) lack of direct control of that area; and (2) increased traffic flow on the Dumbarton Rd. as a result of improved Byres corridor. Such trade-off of congestion at different parts of the network reveals the complexity of network-wide adaptive signal control as drivers' route choices are affected by real-time traffic conditions . Finally, [NL] eliminates all the major queuing on the network and achieves the highest efficiency in terms of vehicle queues. Nevertheless, even in this case some queuing still remains along the northern corridor (Great Western Rd.); this is due to the lack of sufficient sensor coverage along this main corridor; see Figure 3 (b) , and the proposed signal controls are not fully informed by the traffic states there. Figure 6 shows the performances of the four control scenarios mentioned in Section 4.2 in terms of vehicle delay, vehicle throughput, total carbon and black carbon emissions. Table 1 further summarizes the mean values of these performance measures. It is clear that the proposed signal control method at all three control scopes significantly outperforms the existing signal control at Glasgow. Among all four KPIs vehicle delay has the most drastic improvement, from around 28 seconds per vehicle to below 10 seconds. This is followed by total carbon and network throughput, with up to 27 kg reduction and 74 veh increase, respectively. The decrease in total carbon emission is likely caused by increased travel speeds as a result of reduced congestion, as total carbon emission is highly dependent on the vehicle speed and tends to increase at low driving speeds (Lefebvre et al., 2011) . The decrease of black carbon is comparatively less significant with 1.5 2.2 g reduction. Black carbon forms during incomplete combustion of carbonaceous fuels, and is primarily caused by sudden acceleration and brake of vehicle movements (Mascia et al., 2016) . Optimized signal offsets, which are beyond the scope of this paper, may be employed to effectively reduce BC emission by minimizing vehicle stops.
It is also clear from Figure 6 and Table 1 that the benefits of the proposed real-time signal control are pronounced when the control scope increases, and that a network-wide coordination of signal controls has the potential to improve the network performance in terms of all the KPIs considered in this paper.
Figure 6: Box plot summary (with 30 random simulation runs) of the performance of the four control scenarios in terms of average network delay, total carbon emission, black carbon emission, and throughput. Next, we examine the local benefits in terms emission reduction at the eight junctions and the Byres corridor (see Figure 4) . We focus on the comparison between [GC] and [NL] where the latter seeks to minimize both delays and total carbon emissions. Table 2 presents the local improvements at the junction level as well as the corridor level, which shows more pronounced local improvements than the network level (see Table 1 ). The localized improvements at the eight junctions are indicated in Figure 7 . It can be seen that the improvements vary across different junctions, and that the proposed signal controls perform better in reducing black carbon than total carbon, as the former is more sensitive to vehicle dynamics such as stop-and-go episodes, which are highly related to signal control parameters. In terms of the computational performance of the off-line training, Figure 8 shows the scalarized objective value (3.9) for the minimization of both delay and total carbon emission. The maximum PSO iteration number is set to be 45, and the algorithm terminates if no improvement on the objective is made within 20 consecutive iterations. It can be seen that improvement made at local level (junction, corridor) is relatively significant compared to improvement made on the network level. This is caused by (1) lower dimensionality of the decision space for [JL] and [CL]; and (2) possible network 'rebound' effect for the [NL] scenario, where the coordination of network signal controls leads to changed route choices and locally different traffic demand. Table 3 presents the computational times for the off-line training for several control scenarios. It can be seen that the maximum iteration number (45) is reached in most of these cases, indicating a slow PSO convergence due to the probabilistic agent-based search. In addition, the computational time is proportional to the iteration number. Note that, in a complete PSO iteration, the traffic simulation and emission estimation are required to be repeated N × K times, where N = 5 is the number of search agents and K = 10 is the number of random seeds used in the training. Figure 8: Scalarized objective value for the simultaneous minimization of delay and total carbon emission, at each PSO iteration.
Conclusion
This paper develops and implement using traffic simulation a nonlinear decision rule (NDR) approach for on-line traffic signal control with environmental objectives. The NDR approach is based on feed-forward multilayer neural network to efficiently handle vehicle dynamics and emissions. The optimality of the NDR associated with a given objective can be trained in the off-line procedure using simulation-based optimization. Particle swarm optimization is employed to solve the off-line optimization problem, which is the computationally expensive part of the NDR framework, and the on-line implementation of the trained NDR is quite efficient and can accommodate real-time decision requirements. This is a key advantage of the NDR approach. As a case study, the applicability and effectiveness of this approach has been sufficiently demonstrated using microscopic traffic simulation and emission estimation based on a realworld traffic network in west Glasgow, for which the traffic and emission models have been set up and calibrated based on an EU project (http://www.carbotraf.eu). The NDR approach uses historical traffic flows as input of the off-line training phase, which are populated by the microsimulation with different random seeds. The test phase is conducted in a simulated environment, and three levels of signal controls are considered; namely junction level, corridor level, and network level. The performance of the proposed NDR approach is assessed in terms of travel delay, throughput, total carbon and black carbon emissions. The results are promising, showing up to 68% delay reduction, 4% and 3% reductions of total carbon and black carbon, and 1% of network throughput.
The potential of the NDR for real-time traffic control goes beyond the reported case study as it can accommodate a wide variety of data types, control resolutions, and optimization objectives, which have been elaborated in Section 3. Further research is under way to explore its applications in other types of traffic controls such as variable message sign, ramp metering, and information provision.
