done so only indirectly [but see , 15] , by modulating speech intelligibility using background 23 noise [16, 17] , noise vocoding [5, 18] , or reversed speech [3, 19, 20] . These studies revealed a 24 link between delta and theta band tracking and intelligibility, by relating neural markers to 25 acoustic speech properties during listening to continuous speech [2, 3, 15] . Some of these 26 studies have also demonstrated widespread low-frequency tracking across the brain, going 27 beyond auditory cortex and encompassing prefrontal and motor areas [3, 16] . However, it 28 remains uncertain whether and where the tracking of speech by dynamic brain activity is 29 necessary for comprehension at the single trial level. 30
In the present study, participants performed a comprehension task on natural, structurally 31 identical sentences embedded in noise. Sentences consisted of a set of words that were 32 randomly combined and therefore semantically unpredictable, but meaningful. Using 33 magnetoencephalography (MEG) we analysed speech tracking (quantified by mutual 34 information, MI) in source-localised data at the single trial level. We then directly tested theTo determine whether these effects are specific to those time-scales extracted from the 69 stimulus corpus, we performed several control analyses. First, we performed post-hoc t-tests 70 at the peak grid points of each cluster to see whether phrasal and word effects are indeed 71 significant only for the respective time-scales ( Figure 1C) with: ***: p < .001, **: p < .01, *: p < .05, n.s.: not significant. Second, we also compared MI between correctly and incorrectly comprehended trials in 92 seven generic, 2-Hz wide frequency bands (from 0 -8 Hz, in 1-Hz steps) to confirm that the 93 above intelligibility-related effects are indeed specific to those frequency bands matched to 94 the specific temporal structure of the speech material. This is an important control, as most 95 previous studies use generic bands with a predefined fixed frequency spacing. Significant 96 comprehension effects were found in two bands (supplemental Figure S2A) . For the 1 -3 97
Hz band, MI was larger for comprehended than uncomprehended trials in a cluster centred 98 around auditory cortex (T sum (19) = 1,078.85, p cluster = .030). For the 2 -4 Hz band, MI was 99 larger in a cluster covering middle and inferior temporal cortex (T sum (19) = 751.93, 100 p cluster = .046). 101
Third, using post-hoc statistics, we also verified that MI at the previously identified peak grid 102 points (see Figure 1B ) differed between correct and incorrect trials only in those sub-bands 103 that match the stimulus-specific time-scales (supplementary Figure S2B) . Notably, the 104 motor cortex was not found to mediate a comprehension effect in any of the generic bands. 105
Phase-amplitude coupling in the motor cortex 106 Rhythmic brain activity represents neuronal excitability changes [21] . In auditory areas, this 107 mechanism has been suggested to reflect a segmentation of the incoming sensory stream 108 [22, 23] . But what is the role of slow excitability changes in the motor system? The motor 109 system plays a role in the temporal prediction of rhythms and beats [24, 25, 26, 27] . Previous 110 studies have suggested that these predictions rely on the coupling of delta-phase to rhythmic 111 activity in the beta band [24, 28, 29] . We therefore hypothesised that speech entrainment at 112 the phrasal scale, and its perceptual relevance, is directly linked to phase-amplitude coupling 113 with motor cortical beta activity. Indeed, we found that the coupling of the phase of phrasal-114 scale activity (0.6 -1.3 Hz) to beta power was significantly stronger for correctly vs. 115 incorrectly comprehended trials in our motor cluster (t(19) = 2.96, p FDR = .032; see Figure  116 2A). In contrast, there was no such cross-frequency coupling for the phase of word-scale 117 activity relative to beta power (t(19) = 1.14, p FDR = .356), or of phrasal-phase to either alpha 118 The motor system predicts phrasal timing using beta oscillations 148 We show that speech tracking at the phrasal time-scale is relevant for comprehension in left 149 motor areas. The premotor cortex, and the motor system generally, has been associated 150 with generating temporal predictions [30, 31, 32, 33, 34] and the processing of rhythms and 151 beats [25, 26, 27 ]. In the current stimulus corpus, the timing of phrasal elements was relatively 152 predictable, as sentences followed the same structure. The phrasal structure was also 153 defined by prominent pauses between phrasal elements (evident in the clear peak in the 154 frequency spectrum, supplementary Figure S3A ). On the other hand, words (and therefore 155 syllables and phonemes) were not semantically, or temporally, predictable due to the 156 scrambling of words across sentences. The motor system likely exploited the temporally 157 predictive phrasal information for parsing and segmenting the sentences, therefore 158 facilitating comprehension. Yet, it is possible that this mechanism is not specific to the 159 phrasal structure per se. Instead, it could be that the motor system would exploit any 160 
Specificity of linguistic time-scales

185
An analysis of 2-Hz wide generic bands showed that 1) the motor system was not predictive 186 for comprehension in any generic band, 2) the 1 -3 Hz band yielded a similar pattern as the 187 word time-scale with which it overlaps, and 3) the 2 -4 Hz band also overlapped with the 188 effect at the word time-scale, albeit less so (supplemental Figure S2) . These results suggest 189 that perceptually relevant speech tracking in the motor system is specific to the phrasal time- In the present study, the average speech rate was ~130 words/minute. In two other studies 227 that reported speech rate, it was considerably higher, at ~160 words/minute [16] and ~210 228 words/minute [19] . The rate of syllables is typically associated with frequencies between 4 229 and 8 Hz [7, 48] . In the present study it was 2.8 -4.8 Hz, and in another study it was even 230 lower at 2 -4 Hz [1] . These differences demonstrate that, even in experimental contexts, 231 speech rates can deviate from the assumed standard. Furthermore, a recent study has 232
shown that the auditory system is not limited by traditionally imposed frequency bands [36] . 233
It therefore is highly beneficial to calculate stimulus-specific speech statistics for speech 234 tracking analyses, instead of applying generic frequency bands. 235
Not all speech tracking processes are relevant for comprehension 236 Our results regarding overall speech tracking (compared with surrogate data) replicate 237 previous reports of wide-spread speech-to-brain entrainment at multiple time-scales [3, 16] . 238
However, in our data only speech tracking in specific bands within the delta frequency range 239 was directly relevant for perception. This is in line with different functional roles for speech 240 tracking below and above 3 Hz [49] . In particular, speech tracking at the syllabic and 241 phonetic scales did not differ between trials with correct and incorrect comprehension. 242
Although, for the participants to comprehend target words correctly, at least some syllables 243 must have been encoded phonetically. It could be that the use of a noisy background 244 prevented the robust encoding of individual syllables or phonemes, therefore reducing the 245 tracking at these time-scales or reducing the statistical power in detecting between-trial 246 differences. However, auditory entrainment also occurs for sub-threshold stimuli [50] , 247
suggesting that under some circumstances the presence of entrainment per se is not a 248 sufficient marker for the relevant processes to influence perception. Additional work is 249 required to understand whether speech tracking at the syllabic and phonetic time-scales is 250 indeed a robust marker of the actual neural encoding of these features, or whether only 251 speech tracking at time-scales below the syllabic rate directly indexes functionally andperceptually relevant processes. Furthermore, the left-lateralised comprehension effects at 253 slow time-scales stand in contrast with bilateral overall speech tracking at these scales 254 (supplemental Figure S1) . This supports the notion that "early" acoustic processes are 255 bilateral, whereas "higher-order" speech comprehension is left-lateralised [51] . 256 257
Materials and Methods
258
Participants and data acquisition determined with a staircase procedure that was designed to yield a performance of around 294 70% correct. For the staircase procedure, only the 18 possible target words were used 295 instead of whole sentences. Participants were presented with single target words embedded 296 in noise and subsequently saw two alternatives on screen. They indicated by button press 297 which word they had heard. Depending on whether their choice was correct or incorrect, the 298 noise level was increased or decreased (one-up-three-down procedure) until a reliable level 299 was reached. The average signal-to-noise ratio across participants was approximately -6 dB. 300
Experimental design
301
The 180 sentences were presented in four blocks with 45 sentences each. In each block, 302 participants either indicated the comprehended adjective or the comprehended number, 303 resulting in two 'adjective blocks' and two 'number blocks'. The order of sentences and 304 blocks was randomised for each participant. The first trial of each block was a 'dummy' trial 305 that was discarded for subsequent analysis; this trial was repeated at the end of the block. 306
After each sentence, participants were prompted with four target words (either adjectives or 307 numbers) on the screen. They then had to indicate which one they heard by pressing one of 308 four buttons on a button box. After 2 seconds, the next trial started automatically. 309
Each block lasted approximately 10 minutes, and participants could rest in between blocks. 310
The session, including instructions, questionnaires, preparation, staircase procedure, and 311 four blocks, took approximately 3 to 3.5 hours. 312
Speech pre-processing
313
For each sentence, we computed the wideband speech envelope at a sampling rate of 314 150 Hz following procedures of previous studies [3,4,55,56]. Acoustic waveforms were first 315 filtered into eight frequency bands (between 100 -8,000 Hz; third order Butterworth filter; 316 forward and reverse) that were equidistant on the cochlear frequency map [56] . From these 317 eight individual bands, the wideband speech envelope was extracted by averaging the 318 magnitude of the Hilbert transformed signals from each band.
To define the time-scales on which to probe speech encoding, we evaluated the rates of 320 phrases, words, syllables, and phonemes in the stimulus material. For this, the duration 321 between onsets of linguistic categories (here: phrases, words, and phonemes) was 322 calculated. The exact onset timing was extracted from the speech signals using Penn 323
Phonetics Lab Forced Aligner [P2FA; 57]. Phrases were defined as the first two clauses in 324 each sentence (for example, [I have heard] and [on Tuesday night]). These phrases had 325 distinct pauses (see Fig. 1A for an example sentence) that determined the rhythm of the 326 sentence (also visible in the frequency spectrum in supplemental Figure S3A) . The syllable 327 rate is generally difficult to assess [14, 58] . Here, we chose to count the actually produced 328 syllables for each sentence. Finally, time-scales were converted to frequencies and the 329 specific frequency bands for each category were then defined as the minimum and 330 maximum frequencies across all 180 sentences. This led to the following bands: 0.6 -1. . The four experimental blocks were pre-processed separately. Single 337 trials were extracted from continuous data starting 2 sec before sound onset and until 10 sec 338 after sound onset. MEG data were denoised using the reference signal. Known faulty 339 channels (N = 7) were removed before further pre-processing. Trials with SQUID jumps 340 (3.5% of trials) were detected and removed using Fieldtrip procedures with a cutoff z-value 341 of 30. Before further artifact rejection, data were filtered between 0.2 and 150 Hz (fourth 342 order Butterworth filters, forward and reverse) and down-sampled to 300 Hz. Data were 343 visually inspected to find noisy channels (4.37 ± 3.38 on average across blocks and 344 participants) and trials (0.66 ± 1.03 on average across blocks and participants). Finally, heart 345 and eye movement artifacts were removed by performing an independent component 346 analysis with 30 principal components. Data were further down-sampled to 150 Hz to match 347 the sampling rate of the speech signal. 348
Source localisation
349
Source localisation was performed using Fieldtrip, SPM8, and the Freesurfer toolbox. We 350 acquired T1-weighted structural magnetic resonance images (MRIs) for each participant. 351
These were co-registered to the MEG coordinate system using a semi-automatic procedure 352 between correct and incorrect trials were compared using the same method and parameters 384 as for the comparison between overall MI and surrogate MI. 385
To examine the specificity of the effects, we compared MI between correct and incorrect 386 trials for all peak grid points in both frequency bands (i.e., phrasal and word time-scales). 387
Peak grid points were those with the largest t-values in each cluster, and the largest 388 summed t-values for the overlap of grid points. This led to six comparisons (three differentgrid points × two frequency bands). MI values were compared using dependent samples t-390 tests, corrected for multiple comparisons using the FDR method [63] . 391
Phase-amplitude coupling
392
To examine the hypothesis that beta-power is coupled with delta-phase in the motor cluster 393 and that this is related to comprehension, we quantified phase-amplitude coupling (PAC) 394 using the mutual information between beta-power and delta-phase. Phase and power were 395 derived from Hilbert-transformed time series, and filtered in the phrasal (0.6 -1.3 Hz) and 396 beta band (13 -30 Hz). Phase was expressed as a unit magnitude complex number. To get 397 an equal number of trials for correct and incorrect trials, we again took 80% of trials of the 398 smaller sample, concatenated trials, and repeated the calculation 50 times. This was done 399 for all grid points within the motor cluster (N = 205), and then averaged across grid points 400 and iterations. PAC was compared between correct and incorrect trials across participants 401 using a dependent sample t-test. 402
We performed three control analyses within the motor cluster to address the frequency 403 specificity of the effect. First, we analysed PAC between phrasal phase (0.6 -1.3 Hz) and 404 alpha-power (8 -12 Hz) as well as theta-power (4 -8 Hz). Second, we analysed PAC 405 between the word phase (1.8 -3 Hz) and beta-power. All p-values were corrected for 406 multiple comparisons using the FDR method [63] . 407
To address the spatial specificity of the delta-beta PAC coupling, we also performed a 408 whole-brain analysis. Based on the results in the motor cluster, we hypothesised that PAC 409 should be larger in correct than incorrect trials. PAC between phrasal delta-phase (0.6 -1.3 410 Hz) and beta-power (13 -30 Hz) was compared between correct and incorrect trials, again 411 equalling sample sizes by using 80% of trials of the smaller sample and repeating the 412 analysis 20 times. PAC MI was averaged across all iterations and then compared between 413 correct and incorrect trials across participants using a dependent sample t-test for each grid 414 point. To correct for multiple comparisons, we used the same parameters for cluster 415 correction as in all previous analyses, except that the significance level to choose significant 416 clusters was one-sided, due to the clear hypothesis. 
