In this paper we are interested in multifractional stable processes where the self-similarity index H is a function of time, in other words H becomes time changing, and the stability index α is a constant. Using β-negative power variations (−1/2 < β < 0), we propose estimators for the value of the multifractional function H at a fixed time t 0 and for α for two cases: multifractional Brownian motion (α = 2) and linear multifractional stable motion (0 < α < 2). We get the consistency of our estimates for the underlying processes with the rate of convergence.
Introduction
Multifractional processes have been presented in order to overcome some limitations for some applications of the fractional Brownian motion because of the constancy in time of its self-similarity index H. In these processes, the path regularity can now vary with the time variable t. The well-known example is mutilfractional Brownian motion which was introduced by A. Benassi et al. in [8] and independently by R.F. Peltier and J. Lévy Véhel in [20] , where the self-similarity index H of fractional Brownian motion is replaced by a multifractional function H(t), permitting the Hurst index to change in a prescribed manner. This flexible stochastic model permits local regularity and long range dependence to be separated to give sample paths that are both highly correlated and irregular. In the last twenty years, many multifractional processes have been introduced and investigated, see e.g., [3] , [5] , [7] , [9] , [10] , [13] , [14] , [15] , [18] , [19] , [21] , [22] , [23] , [24] .
Therefore, the statistical estimation of the multifractional function H at a value of variable time t for multifractional processes, has been interested by many authors since about two decades. In the statistical literature on this topic, the value of H(.) at a fixed time t 0 , is built via [1] , [4] , [6] , [7] , [9] , [10] , [17] , [18] . One can mention the work of R.F. Peltier and J. Lévy Véhel (see [20] ) for the estimation of the multifractional function of a multifractional Brownian motion, based on the average variation of the sampled process. In the case of Gaussian multifractional Brownian motion, strongly consistent estimators of H(t 0 ) has been presented in [7] , using generalized quadratic variations of this process. For a more general Gaussian setting than that of the latter process, the increment ratio method is used to get the estimation of H(t 0 ), see e.g, [5] . Recently, the corresponding estimation problem of the stability function and the multifractional function for a class of multistable processes was considered in the discussion paper of R. Le Guével, see [18] , based on some conditions that involve the consistency of the estimators. For linear multifractional stable motions, in [1] , the authors presented strongly consistent estimators of the multifractional function H(.) and the stability index α using wavelet coefficients when α ∈ (1, 2) and H(.) is a Hölder function smooth enough, with values in a compact subinterval [H, H] of (1/α, 1). One can refer to [2] , in the setting of the symmetric α-stable non-anticipative moving average linear multifractional stable motion, for an almost surely and L p (Ω), p ∈ (0, 4], consistent estimator of the multifractional function H(.) when α ∈ (1, 2).
The aim of this work is to construct consistent estimators for the value of the multifractional function H(.) at an arbitrary fixed time t 0 and for the stability index α, using β-negative power variations (−1/2 < β < 0) for multifractional Brownian motions (α = 2) and linear multifractional stable motions (0 < α < 2). This framework has been introduced recently in a paper by T.T.N. Dang and J. Istas (see [12] ) to estimate the Hurst and the stability indices of a H-self-similar stable process, in the context H and α are constants, based on the fact that β-negative power variations have expectations and covariances for −1/2 < /β < 0. The authors showed that using these variations, one can obtain the estimate of H without a priori knowledge on α and vice versa, the estimator of α can be ascertained without assumptions on H. In this paper, to estimate the value of H(.) at t 0 , using this new framework requires no a priori knowledge on α, but only a weak a priori condition on the supremum of function H(t). We also get the consistent estimator for the stability index α for the underlying processes. Moreover, the rate of convergence of our estimates is given.
The remainder part of this article is organized as follows: in the next section, we present the setting and main results to construct the estimators for H(.) at a fixed time t 0 and for α for two cases: multifractional Brownian motion (α = 2) and linear multifractional stable motion (0 < α < 2). In Section 3, we gather all the proofs of the main results presented in Section 2. These proofs make use of several lemmas which are introduced and proved in Subsection 3.1.
Settings and main results
Definition 2.1. Linear multifractional stable motion and multifractional Brownian motion. Let 0 < α ≤ 2 and H : U → (0, 1) be an infinite differentiable function on a closed interval U ⊂ R. Let
where M α is a symmetric α-stable random measure on R which control measure ds is Lebesgue measure. When 0 < α < 2, the process X(t) is called a linear multifractional stable motion (see, e.g., [15] ). The
Gaussian case (α = 2) is covered where M (du) is the standard Gaussian measure W (du) on R, the process then is called a multifractional Brownian motion (see, e.g., [24] ).
Let X(t) be the process defined by (1) and t 0 be a fixed point in U . We now construct estimators of H(t 0 ) and α. Let L ≥ 1, K ≥ 1 be fixed integers, a = (a 0 , . . . , a K ) be a finite sequence with exactly L vanishing first moments, that is for all q ∈ {0, . . . , L}, one has
with convention 0 0 = 1. For example, here we can choose K = L + 1 and
The discrete variations △ p,n X with respect to the sequence a are defined by
Let γ be fixed such that
Define a set ν γ,n (t 0 ) and its cardinal by
Here we can choose n ∈ N large enough such that
Let β ∈ (−1/2, 0) be fixed and
Let H n (t 0 ) is defined by
We will prove later that H n (t 0 ) is a consistent estimator of H(t 0 ) of the multifractional stable process defined by (1) at a fixed time t 0 where t 0 ∈ U . We now present a consistent estimator of α. We define first auxiliary functions ψ u,v , h u,v , ϕ u,v before introducing the estimator of α, where u > v > 0. Let ψ u,v : R + × R + → R be the function defined by
where
Let h u,v : (0, +∞) → (−∞, 0) be the function defined by
Let ϕ u,v : R → [0, +∞) be the function defined by
where h u,v is defined as in (12) . One can see [12] for the elementary results on functions
The estimator of α is defined by
where ψ u,v , ϕ u,v are defined as in (11) and (13) 
Estimation of the multifractional function H
We are in position to construct a consistent estimator, with the rate of convergence, for value of the multifractional function H(.) at a fixed time t 0 for linear multifractional stable motion (0 < α < 2) and multifractional Brownian motion (α = 2). We first give some definitions as follows.
Let β ∈ (−1/2, 0), t 0 ∈ U be fixed, set
where C β is defined by
Multifractional Brownian motion (α = 2)
We consider the case α = 2 of the multifractional stable process defined by (1): multifractional Brownian motion. For t 0 ∈ U fixed, we get a consistent estimator for H(t 0 ) with rate of convergence d n defined by
The result is given via the following theorem. 
n are defined by (9) , (18) and (20), respectively.
2.
where H n (t 0 ) is defined by (10) and O P is defined by:
Proof. See Subsection 3.2
Linear multifractional stable motion (0 < α < 2)
We now investigate the case 0 < α < 2 of the linear multifractional stable motion defined by (1). Let t 0 be a fixed point in U . Let
We obtain a consistent estimator of H(t 0 ) via the following theorem.
Theorem 2.2. Let X be a linear multifractional stable motion defined by (1) with
n are defined by (9) , (18) and (23), respectively.
2.
where H n (t 0 ) is defined by (10) .
Proof. See Subsection 3.3.
Estimation of the stable index α
For the multifractional stable process defined by (1), we consider the stable index α as a constant and α ∈ (0, 2]. Now we will present a consistent estimator for α in this case. Recall that α n is defined by (14) :
The results on estimating α is presented via the following theorem.
Theorem 2.3. Let X be a multifractional stable process defined by (1) . Let t 0 ∈ U be fixed, then α n is a consistent estimator of α, moreover
, where α n is defined by (14) , d n is defined by (20) for the case of multifractional Brownian motion (α = 2) and d n is defined by (23) for the case of linear multifractional stable motion (0 < α < 2).
Proof. See Subsection 3.4.
Proofs
This Section is devoted to the proofs of theorems presented in Section 2.
Auxiliary results
We present here some results related to discrete variations of linear multifractional stable motion and multifractional Brownian motion. These results will be used to prove main results.
Lemma 3.1. Let X be a multifractional stable process defined by (1). For
with the notation ||f || α = (
where γ, M t 0 are defined by (5) and (17) , respectively.
Remark 3.1. From Lemma 3.1 and since H(t 0 ) < γ, it follows that
Therefore, there exist n 0 ∈ N and constants
Proof. We have
By changing variable s ′ = s+k n and using the fact that K p=0 a p = 0, one can write
Then following Lemma 4.7.2 in [21] , one has
where (15), (16), respectively. We now will prove that C * can be bounded by a constant. Using the change of variable
It follows that
For ||f 1 (k, n, s)|| α , applying Lemma 2.7.13 in [21] , one obtains
where x ∧ y = min{x, y}. Now we consider R |f (k, n, s) − g(k, n, s)| α ds. Applying again K times Lemma 2.7.13 in [21] , for 0 < α ≤ 2, one gets
Similarly to the proof of Theorem 7.4 in [15] , let h − , h + be fixed such that 0 < h − < H(t) < h + < 1 for all t ∈ U . With s = 0, s = k+p n , applying the mean value theorem, since k ∈ ν γ,n (t 0 ), one obtains
where H(.) is on a line segment connecting H( k+p n ) and H(t 0 ) and
where c 1 and c 2 are appropriate constants, see [15] . Then R K 1 (t, s) α ds < +∞ and uniformly bounded for t ∈ U . Combining with (32), it follows that there exists a constant C > 0 such that
From (29), (31), (33) and since H(t 0 ) < γ, there exists a running constant C > 0 such that
From (30) and (34), it follows that C * can be bounded by a constant. We now consider
Thus, there exist n 0 ∈ N and constants 0
For 0 < α ≤ 2, α = 1, the mean value theorem gives
Lemma 3.2. Let X be a multifractional stable process defined by (1) . For 0 < α ≤ 2 and k ∈ ν γ,n (t 0 ), then
and
Proof. Since
Following Theorem 4.1 in [12] and using the change of variable y 1 = yσ k,n , one can write
It follows that
Applying the mean value theorem and Remark 3.1, we get
where θ ∈ (M 1 , M 2 ). Combining with Lemma 3.1, for n ≥ n 0 , it follows that
. One also gets
Since υ γ,n = #ν γ,n , one obtains
Lemma 3.3. Let X be a linear multifractional stable process defined by (1). Then there exists a constant
Proof. Since −1/2 < β < 0, from Theorem 4.1 in [12] and Lemma 3.1, for n ≥ n 0 , we can write
where C 2β is defined by (19) and M 1 is defined as in Remark 3.1. Applying Cauchy-Schwarz's inequality, one gets
Then we deduce
Proof of Theorem 2.1
To prove Theorem 2.1, we first present the following lemma. 
Proof. Let
where f (k, n, s) is defined by (15) . One has
where g(k, n, s) is defined by (16) . It follows that
We will find the bound for each term I 1 , I 2 , I 3 , I 4 . For I 4 , one has
Making the change of variable s = s 1 /n, one obtains
Let s 2 = s 1 − k, then
Similar to the proof of Lemma 3.6 in [16] , we can prove that there exists K > 0 such that for |k − k ′ | ≥ K, one has
Now we work with I 2 . Applying Cauchy-Schwarz's inequality, then
Moreover, from (29) and (33), Moreover, we have
where M t 0 is defined by (17) , C is a constant. Thus
Similarly, we also get
For I 1 , applying Cauchy-Schwarz's inequality, then
Combining with (38), (39), (40), one gets
On the other hand, let
Since X(t) is a centered Gaussian variable (see e.g. [11] ), then
However, from Lemma 3.1 and Remark 3.1, for n ≥ n 0 , |k − k ′ | ≥ K and M 1 < σ k,n (u) < M 2 , using (42) and the fact that
Since
Together with Lemma A.1 in [12] , there exist a constant C such that
Thus, one gets
Moreover, from Remark 3.1, there exists
. Then using the fact that
combining with (42)
One gets the conclusion. Now we come back to the proof of Theorem 2.1.
Proof of Theorem 2.1.
One gets
where d n is defined by (20) . For ǫ > 0 fixed, using Markov's inequality, we get
Since lim
From (47), one also gets
From the proof of the latter part, then one gets
Since φ is continuous, using the continuous mapping theorem, it induces
Proof of Theorem 2.2
We first present the following lemma.
where C * (η) is a constant depending on η.
where f (k, n, s) is defined by (15) Since 0 < α/2 < 1, following Lemma 2.7.13 in [21] , one gets
Now we will find the bound for each term I 1 , I 2 , I 3 , I 4 . For I 4 , we have
ds.
Making the change of variable s = s 1 /n, it induces
Following Lemma 3.6 in [16] , then there exists K > 0 such that for |k − k ′ | ≥ K, one has
To find a bound for I 2 , one can apply Cauchy-Schwarz's inequality and obtains
Moreover, from (29) and (33), we have
Similarly, one also gets
For I 1 , applying Cauchy-Schwartz's inequality, then
Combining with (51), (52), (52), one gets
Let
One has
For n ≥ n 0 , from Lemma 3.1 then
Combining with (55), it follows that
Since H(t 0 ) < γ < 1 and
then there exist n 1 , k 0 ∈ N, n 1 ≥ n 0 and η such that for
where C(η) is a constant depending on η. Thus, one obtains
where M t 0 , M t 0 ,β , C β are defined by (17) , (18) and (19) 
Moreover, from where d n is defined by (20) for multifractional Brownian motion and by (23) for linear multifractional stable motion. Combining with (58) and the fact that ϕ −β 1 ,−β 2 •ψ −β 1 ,−β 2 is differentiable at (M t 0 ,β 1 , M t 0 ,β 2 ), we apply Lemma 4.10 in [12] and get the conclusion.
