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Abstract
A self-repelling random walk of a token on a graph is one in which
at each step, the token moves to a neighbor that has been visited least
often (with ties broken randomly). The properties of self-repelling random
walks have been analyzed for two dimensional lattices and these walks
have been shown to exhibit a remarkable uniformity with which they visit
nodes in a graph. In this paper, we extend this analysis to self-repelling
random walks on mobile networks in which the underlying graph itself is
temporally evolving. Using network simulations in ns-3, we characterize
the number of times each node is visited from the start until all nodes have
been visited at least once. We evaluate under different mobility models
and on networks ranging from 100 to 1000 nodes. Our results show that
until about 85% coverage, duplicate visits are very rare highlighting the
efficiency with which a majority of nodes in the network can be visited.
Even at 100% coverage, the exploration overhead (the ratio of number of
steps to number of unique visited nodes) remains low and under 2. Our
analysis shows that self-repelling random walks are effective, structure-
free tools for data aggregation in mobile ad-hoc networks.
1 Introduction
A self-repelling random walk is one in which at each step the walk moves towards
one of the neighbors that has been least visited [1]. Self-repelling random walks
were introduced in the 1980s and have been studied extensively in the physics
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1 INTRODUCTION
literature. One of the striking properties of self-repelling random walks is the
remarkable uniformity with which they visits nodes in a graph. This has been
studied formally in terms of the variance of the number of visits at each node
during sufficiently long instances of a self-repelling random walk [2]. More pre-
cisely, let ni(t, x) be the number of times a node i has been visited, starting from
a node x. The quantity studied in [2] is the variance (1/N)(
∑
i
(ni(t, x)− µ)2),
where µ = (1/N)(
∑
i
ni(t, x)). The study in [2] shows that this variance is
bounded by values less than 1 even in lattices of dimensions 2048× 2048.
In this paper, we seek to extend this analysis for self-repelling random walks
that execute on mobile networks (MANETs) where the underlying graph itself
is temporally evolving. Our motivation for this study is the applicability of
self-repelling random walks for data aggregation problems in MANETs. The
goal of data aggregation is to compute statistical summaries (such as max, min,
average, count) across nodes in a network. In networks where nodes are static
and links are stable, data aggregation can be achieved by collecting data along
fixed routing structures such as trees or network backbones [3, 4]. However, in
mobile networks, routing has proven to be quite challenging beyond scales of a
few hundred nodes primarily because topology driven structures are unstable
and are likely to incur a high communication overhead for maintenance [5].
Therefore, structure-free techniques are more appropriate for data aggregation
in mobile networks and random walks are an appropriate candidate for the same.
The idea in this paper is to introduce a token in the network that successively
visits all nodes in the network using a random walk traversal and computes the
overall aggregate. Each time a token visits a node, information from the node
can be added into the aggregate and the token can be passed to the next node.
But, traditional random walks may be too slow in covering all nodes in the
network because they may get stuck in regions of already visited nodes. On the
other hand, the uniformity property of self-repelling random walks is interesting
because it implies that the token is likely to spread towards unvisited areas in the
network. As a result, the aggregate computation can be quite efficient because
the number of duplicate visits to the same nodes would be small. Our aim
in this paper is to quantify how efficiently self-repelling random walks traverse
nodes in a mobile network starting from zero nodes visited until all nodes have
been visited at least once.
It is important to clarify that the tokens used in self-repelling random walks
are essentially memory-less. In other words, the token does not carry informa-
tion about which nodes have been visited. Instead, the nodes themselves carry
this information. Each node locally counts how many times it has been visited.
The token following a self-repelling random walk only chooses the ”best” node
to visit next based on the information it receives at each step. Therefore, the sig-
naling overhead is minimal and does not grow with neighborhood density. Nodes
can suppress their request as soon as they hear another request from a node with
fewer and equal number of visits. This is what make self-repelling random walks
a very attractive tool for data aggregation in mobile ad-hoc networks
We simulate self-repelling random walks using ns-3 in mobile ad-hoc net-
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works ranging in size from 100 to 1000 nodes under different mobility models
and node speeds (described in Section 2). We study the coverage characteris-
tics of self-repelling random walks using two metrics. The first is the number
of times each node is visited at different phases of the random walk starting
from when the walk begins until all nodes have been visited at least once. This
metric captures the uniformity with which nodes are visited. The second is the
exploration overhead which is defined as the ratio of number of steps of the ran-
dom walk to the number of unique nodes that are visited in the network. This
metric captures the overhead of re-visiting already visited nodes in the network
as the token moves towards 100% coverage. Our results show that even at 100%
coverage, the exploration overhead remains low highlighting that they can be
used for efficient data aggregation in MANETs.
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Figure 1: Distribution of number of visits at each node at different stages of ex-
ploration of a self-repelling random walk (network size 100,400 and 1000 nodes)
2 Model
We simulate a mobile network of N nodes using ns-3, each with communication
range R, independently and uniformly deployed over a square region of sides√
A resulting in a network density ρ = N/A of the deployed nodes. We let R to
be large enough so that the network remains connected whp. This is referred
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to as the connectivity threshold in terms of communication range R and has
been shown to be R2 = θ(log(N)/ρ) [6]. For our simulations, we adjust the
deployment area and communication range such that R2 = log(N)/ρ.
We consider 2 different mobility models for the nodes. The first is a ran-
dom direction mobility model (with reflection) [7] in which, at each interval a
node picks a random direction uniformly in the range [0, 2pi] and moves with
a constant speed that is randomly chosen in the range [vl, vh]. At the end
of each interval, a new direction and speed are calculated. If the node hits a
boundary, the direction is reversed. Motion of the nodes is independent of each
other. An important characteristic of this mobility model is that it preserves
the uniformity of the distribution of node locations: given that at time t = 0
the position and orientation of users are independent and uniform, they remain
uniformly distributed for all times t > 0 provided the users move independently
of each other [8]. The other mobility model we consider is 2-d random waypoint
where such uniformity assumptions may not hold [8]. Here, each mobile node
randomly selects one location in the simulation area and then travels towards
this destination with constant velocity chosen randomly from [vl, vh] [9] . Upon
reaching the destination, the node stops for a duration defined by the pause
time. After this duration, it again chooses another random destination and the
process is repeated. We set the pause time to 2 seconds between successive
changes.
We consider average node speeds in the range of 3 to 15 m/s. For the
deployment density that we have chosen, a mapping between node speed and
the average link changes per node per second is listed in Table 1. This table
quantifies the link instability caused by node mobility at different node speeds.
As seen in Table 1, the network structure is rapidly changing at the speeds
chosen for evaluation.
Table 1: Mapping between node speed and link changes per node per second
Size 3m/s 7m/s 11m/s 15m/s
100 1 3 5 7
300 2 6 7 9
500 3 7 10 12
1000 3 8 12 14
A token is introduced at a random location in the network and executes a
self-repelling random walk. At each step, it moves to a neighbor that has been
visited least often (with ties broken uniformly at random). We track the number
of times each node has been visited and the exploration overhead (as defined in
Section 1) until all nodes have been visited.
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Figure 2: Analysis of exploration overhead of a self-repelling random walk in a
MANET
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3 Analysis
3.1 Coverage uniformity
In Fig. 1(a), Fig. 1(b) and Fig. 1(c),we show the number of times each node is
visited when the random walk has finished visiting 50% of the nodes, 75% of
the nodes and 85% of the nodes. We observe that most of the nodes are just
visited once and this result holds even at 1000 nodes. These graphs highlight the
uniformity with which nodes are visited as self-repelling random walks progress.
The random walk is not stuck in regions of already visited nodes - instead,
it spreads towards unvisited areas. Otherwise, one would have observed more
duplicate visits to the previously visited nodes.In Fig. 1(d), we analyze the
distribution of number of visits at each node when 100% coverage is attained.
Here, we see that most nodes are visited 2 or 3 times and the distribution falls
off rapidly after that.
3.2 Exploration overhead
In Fig. 2(a), we plot the exploration overhead as a function of coverage percent-
age and observe that this ratio remains close to 1 until about 80% and then
rises towards 2. Further, in Fig. 2(b), we see that the exploration overhead at
80% coverage stays close to 1 irrespective of network size. These results show
that self-repelling random walks can achieve partial coverage in only O(N) steps
where N is the number of nodes in the network. At 100% coverage, we observe
a small rise in exploration overhead as a function of network size. This trend is
logarithmic indicating that the total number of steps to finish visiting all nodes
grows as O(Nlog(N)). The exploration overhead stays under 2 even at a net-
work size of 1000 nodes. These results show that self-repelling random walks
6
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Figure 5: Impact of mobility models and speed on a self-repelling random walk
can be used to traverse all nodes of a mobile ad-hoc network quite efficiently
and consequently they can be used for applications such as data aggregation.
3.3 Comparison with pure random walks
In this subsection, we compare the performance of self-repelling random walks
with pure random walks in which at each step, the next node to visit is chosen
uniformly at random without consideration of the prior visits to the same node.
In Fig. 3(a), we plot the number of visits to each node until all nodes are visited
at least once for a 500 node network. In comparison with Fig. 3(b), we observe
that the tail of the distribution is much longer and the number of duplicate visits
is much higher for pure random walks. Consequently, in Fig. 4(a), we observe
that the exploration overhead is significantly lower for self-repelling random
walks as compared to pure random walks. In Fig. 4(b), we see that even at
partial coverage, pure random walks have a steadily rising exploration overhead
that is much larger than 1. On the other hand the exploration overhead for
self-repelling random walks stays close to 1 throughout.
3.4 Impact of speed and mobility models
In Fig. 5(a), we show the exploration overhead at 100% coverage for two dif-
ferent mobility models and observe that they are quite similar although the
random waypoint mobility model does not maintain the uniformity in distribu-
tion of nodes in the MANET at all times. In Fig. 5(b), we show the exploration
overhead as a function of average node speed. We see that under high mobility,
overhead is largely unaffected.
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4 Related Work
Random walks and their cover times (time taken to visit all nodes) have been
studied extensively for different types of static graphs [10,11]. Self-avoiding and
self-repelling random walks are variants of random walks which bias the walk
towards unvisited nodes. The unformity in coverage of such random walks in
2-d lattices has been pointed out in [2]. Our paper extends the analysis of self-
repelling random walks for application in MANETs that are modeled as time
varying random geometric graphs. The idea of locally biasing random walks
and its impact in speeding up coverage has been pointed out in [12] for static
networks. In contrast, this paper experimentally analyzes self-repelling random
walks on top of mobile networks.
5 Conclusions and future work
We have analyzed the coverage characteristics of self-repelling random walks in
mobile ad-hoc networks under different mobility models and network sizes. Our
results highlight the efficiency with which self-repelling random walks can be
used to visit all nodes in a network and hence can be used for problems such as
data aggregation without the need for expensive network structures. Our results
have been verified on 2 different mobility models and networks upto 1000 nodes
at different node speeds. Until 85% coverage, the exploration overhead remains
close to 1 and thus duplicate node visits are extremely rare. Even at 100%
coverage, the exploration overhead remains under 2 for network sizes up to
1000.
One of our observations is that going from 85% to 100% coverage, the over-
head rises somewhat steeply and the overhead also grows slowly with network
size. We are exploring complementary strategies which can avoid this long tail
in convergence and keep the exploration overhead close to 1 irrespective of net-
work size, thus resulting in an O(n) time / messages to visit all nodes where n
is the number of nodes in the network.
References
[1] C. Byrnes and A. J. Guttman. On self-repelling random walks. Journal of
Physics A: Mathemaical and General, 17(17):3335–3342, 1984.
[2] H. Feund and P. Grassberger. How a random walk covers a finite lattice.
Physica, A(192):465–470, 1993.
[3] V. Naik, A. Arora, P. Sinha, and H. Zhang. Sprinkler: A Reliable and
Energy Efficient Data Dissemination Service for Extreme Scale Wireless
Networks of Embedded Devices. IEEE Transactions on Mobile Computing,
6(7):777–789, 2007.
8
REFERENCES REFERENCES
[4] O. Gnawali, R. Fonseca, K. Jamieson, D. Moss, and P. Levis. Collection
tree protocol. In Proceedings of the 7th ACM Conference on Embedded
Networked Sensor Systems, SenSys ’09, pages 1–14, 2009.
[5] V. Kulathumani, A. Arora, M. Sridharan, K. Parker, and B. Lemon. On
the repair time scaling wall for manets. IEEE Communications Letters,
PP(99):1–4, 2016.
[6] C. Avin. Random Geometric Graphs: An Algorithmic Perspective. PhD
thesis, Los Angeles, CA, USA, 2006. AAI3240866.
[7] J. Y. Le Boudec and M. Vojnovic. Perfect simulation and stationarity of
a class of mobility models. In IEEE 24th Annual Joint Conference of the
IEEE Computer and Communications Societies (INFOCOM), volume 4,
pages 2743–2754 vol. 4, 2005.
[8] P. Nain, D. Towsley, B. Liu, and Z. Liu. Properties of random direction
models. In IEEE 24th Annual Joint Conference of the IEEE Computer and
Communications Societies (INFOCOM), volume 3, pages 1897–1907 vol. 3,
2005.
[9] T. Camp, J. Boleng, and V. Davies. A survey of mobility models for ad
hoc network research. Wireless Communication and Mobile Computing
(WCMC): Special issue on mobile ad-hoc networking, 2:483–502, 2002.
[10] L. Lovascz. Random walks on graphs: A survey. Combinatorics, Paul
Erdos 80, 1993.
[11] G. Ercal and C. Avin. On the cover time of random geometric graphs.
Automata, Languages, and Programming, 3580(1):677–689, 2005.
[12] C. Avin and B. Krishnamachari. The power of choice in random walks:
An empirical study. In Proceedings of the 9th ACM International Sympo-
sium on Modeling Analysis and Simulation of Wireless and Mobile Systems,
MSWiM ’06, pages 219–228, 2006.
9
