We show that necessary and sufficient conditions of optimality in periodic optimization problems can be stated in terms of a solution of the corresponding HJB inequality, the latter being equivalent to a max-min type variational problem considered on the space of continuously differentiable functions. We approximate the latter with a maximin problem on a finite dimensional subspace of the space of continuously differentiable functions and show that a solution of this problem (existing under natural controllability conditions) can be used for construction of near optimal controls. We illustrate the construction with a numerical example.
Introduction and Preliminaries
Consider the control system y ′ (t) = f (u(t), y(t)), t ∈ [0, S], ( where Y is a given compact subset of R m . In this paper we will be dealing with an optimal control problem inf (u(·),y(·))
where g(u, y) : U × R m → R 1 is a given continuous function and inf is sought over the length of the time interval T and over the admissible pairs on [0, T ] that satisfy the periodicity condition y(0) = y(T ). Problems of this kind are called periodic optimization problems. They present a significant mathematical challenge and they have been extensively studied in the literature (see, e.g., [7] , [10] , [16] , [18] ). An important feature of the periodic optimization problems is that they are closely related to so-called long run average optimal control problems. In particular, it can be shown that, under certain conditions, the optimal value of the periodic optimization problem (1.3) is equal to the limit inf in (1.5) being sought over all admissible pairs on [0, S] (see, e.g., [12] , [13] and [18] ). Both problem (1.3) and problem (1.5) can be rewritten in terms of minimization over occupational measures generated by the corresponding admissible pairs. Let P(U × Y ) stand for the space of probability measures defined on the Borel subsets of U × Y . A measure γ ∈ P(U × Y ) is called the occupational measure generated by this pair if it satisfies the equation Note that C 1 in the expression above stands for the space of continuously differentiable functions φ (·) : R m → R 1 , and ▽φ (y) is the gradient of φ (y). Note also that both the objective function in (1.9) and the constraints in (1.10) are linear in the "decision variable" γ, and, hence the problem (1.9) is one of infinite dimensional (ID) linear programming (see [1] ). It can be readily shown (see Section 3 in [16] ) that 11) whereco in the first expression stands for the closed convex hull. Also, it has been established that, under nonrestrictive conditions, the following relationship is valid (see Theorem 3.1 in [10] , Theorem 2.1 in [14] and Proposition 5 in [16] as well as related earlier results in [5] , [11] , [19] , [20] , [25] [23], [24] ) lim S→∞ ρ H (coΓ (S),W ) = 0, (1.12) where ρ H (·, ·) is the Hausdorff metric generated by the weak * convergence topology (see a precise definition at the end of this section). From (1.12) it, of course, follows that lim S→∞ G(S) = G * (1. 13) and, if (1.4) is valid, then the latter implies that
14)
The validity of the equality (1.14) is the key assumption of the present paper. Provided that it is satisfied, necessary and sufficient optimality conditions for the periodic optimization problem (1.3) are stated in terms of the Hamilton-Jacobi-Bellman (HJB) inequality, and our main focus is on solving the latter approximately. More specifically (similarly to [17] , where infinite horizon optimal control problems with time discounting criterion were considered), we show that smooth approximate solutions of the HJB inequality exist and that they can be used for the construction of a near optimal control in (1.3). The paper is organized as follows. In Section 2 that follows this introduction, we define the HJB inequality and show that it can be used to formulate necessary and sufficient conditions of optimality for the periodic optimization problem (1.3) (Proposition 2.1) . In Section 3, we introduce a variational maximin problem that is equivalent to the HJB inequality and consider approximating maximin problems, solutions of which exist (under natural controllability conditions) and solve the HJB inequality approximately (see Proposition 3.7). In Section 4, we state a result (Proposition 4.1) establishing that solutions of the approximating maxmin problems can be used for construction of a near optimal control in the periodic optimization problem (1.3). In Section 5, we give the proof of this result and in Section 6, we illustrate theoretical developments with a numerical example. The solution of the latter is obtained with a linear programming based algorithm similar to one described in [17] . This algorithm is described in Section 7 and its convergence (under a non-degeneracy assumption that is less restrictive than one used in [17] ) is established in Section 8.
Let us conclude this section with some comments and notations. Note, first of all, that the space P(U × Y ) is known to be compact in the weak * topology (see, e.g., [4] or [22] ). Being closed, the set W is compact in this topology, and a solution of the problem (1.9) exists as soon as W is not empty.
Let us endow the space P(U × Y ) with a metric ρ,
, where h j (·), j = 1, 2, ... , is a sequence of Lipschitz continuous functions which is dense in the unit ball of C(U ×Y ) (the space of continuous functions on U ×Y ). Note that this metric is consistent with the weak convergence topology of P(U ×Y ). Namely, a sequence γ k ∈ P(U ×Y ) converges to γ ∈ P(U ×Y ) in this metric if and only if
(1.17)
Necessary and sufficient conditions of optimality based on the HJB inequality
The Hamilton-Jacobi-Bellman (HJB) equation for the long run average optimal control problem is written in the form (see, e.g., Section VII.1.1 in [3] )
where H(p, y) is the Hamiltonian
The equation (2.1) is equivalent to the following two inequalities
As follows from the result below, for a characterization of an optimal control in the periodic optimization problem (1.3), it is sufficient to consider functions that satisfy only the second inequality in (2.3), and we will say that a function ψ(·) ∈ C 1 is a solution of the HJB inequality on Y if
Note that the concept of a solution of the HJB inequality on Y introduced above is essentially the same as that of a smooth viscosity subsolution of the HJB equation (2.1) considered on the interior of Y (see, e.g., [3] ). 
Proof. Note that from (2.2) and (2.4) it follows that
Let us prove the backward implication first. Assume that G per = G * and (u(t), y(t)) is a solution of the periodic optimization problem (1.3). That is,
Observe that, due to the periodicity,
(2.10) From (2.9) and (2.10) it follows that
By (2.8), from (2.12) it follows that
Hence, by (2.8),
The latter implies (2.6). Also, by definition of the Hamiltonian (see (2.2)), from (2.13) it follows that 15) which (along with the fact that (2.4) is satisfied) prove (2.7). Let us now prove the forward implication. That is, let us assume that (u(t), y(t)) satisfies (2.6) and (2.7), and show that (u(t), y(t)) is an optimal pair and that G * = G per . From (2.6) and (2.7) it follows that
By integrating both sides of the above equality and dividing by T , one obtains 17) which, by (2.10), implies that
Hence (see (1.11)), G per = G * and (u(t), y(t)) is optimal. REMARK. Note that the difference of Proposition 2.1 from similar results of optimal control theory is that a solution of the HJB inequality (rather than that of the HJB equation) is used in the right-hand-side of (2.6), with the relationship (2.7) indicating that the HJB inequality takes the form of the equality on the optimal trajectory. Note also that, due to (2.4), the equality (2.7) is equivalent to the inclusion 
Proof. As has been shown in [10] , the problem (3.1) is dual with respect to the IDLP problem (1.9), and the equality (3.2) follows from the theorem establishing this duality (see Theorem 4.1 in [10] ; note that from this theorem it also follows that supmin in (3.1) is bounded if and only if W = / 0). 
4).
Proof. Let ψ(·) ∈ C 1 be a solution of the HJB inequality (2.4). By (3.1) and (3.2), the inequality min y∈Y H(▽ψ(y), y) > G * can not be valid. Hence, (3.3) is true. Conversely, it is obvious that if ψ(·) satisfies (3.3), then it satisfies (2.4).
A solution of the maximin problem (3.1) may not exist, and below we introduce (following [10] ) an "approximating" maximin problem. A solution of this problem exists (under non-restrictive conditions) and solves (3.1) approximately. [21] ). Note that it will always be assumed that ▽φ i (y), i = 1, 2, ..., N (with N = 1, 2, ...), are linearly independent on any open set Q. More specifically, it is assumed that, for any N, the equality
is valid if and only if
Define the finite dimensional space D N ⊂ C 1 by the equation
and consider the maximin problem
which will be referred to as the N-approximating maximin problem. Note that, due to the definition of the Hamiltonian (2.2), from (3.6) it follows that
Proof. It is obvious that, for any N ≥ 1,
Hence, lim N→∞ µ * N exists, and it is less than or equal to G * . The fact that it is equal to G * follows from the fact that, for any function ψ(·) ∈ C 1 and for any δ > 0, there exist N large enough and ψ δ (·) ∈ D N such that 
is a solution of the N-approximating maximin problem (3.6) .
Proof. The proof follows from the following two lemmas.
Lemma 3.8. Assume that, for
is valid only if υ i = 0, ∀i = 1, ..., N. Then a solution (3.12) of the N-approximating maximin problem (3.6) exists.
Lemma 3.9. If the system (1.1) is locally approximately controllable on Y , then the inequality (3.14) is valid only if
υ i = 0.
Proof of Lemma 3.8 . For any
satisfies the inequality
Hence,
Let us show that the sequence υ k , k = 1, 2, ..., is bounded. That is, there exists
Dividing (3.17) by υ k and passing to the limit along the subsequence {k l }, one can show that
. Hence, by the assumption of the lemma,υ = (υ i ) = 0, which is in contradiction with (3.19) . Thus, the validity of (3.18) is established.
Due to (3.18) , there exists a subsequence υ k l , l = 1, 2..., such that there exists a limit lim
Passing to the limit in (3.17) along this subsequence, one obtains
where
is an optimal solution of the N-approximating maximin problem (3.6).
Proof of Lemma 3.9. Assume that
and the inequality (3.14) is valid. For arbitrary y ′ , y ′′ ∈ Y 0 , there exists an admissible pair (u(·), y(·)) such that y(0) = y ′ and y(S) = y ′′ . From (3.14) it follows that
Since y ′ , y ′′ are arbitrary points in Y 0 , the above inequality allows one to conclude that φ (y) = const ∀y ∈ Y 0 ⇒ φ (y) = const ∀y ∈ clY 0 , the latter implying that ▽ψ(y) = 0 ∀y ∈ int(clY 0 ) and, consequently leading to the fact that υ i = 0, i = 1, ..., N (due to the linear independence of ▽φ i (y)).
REMARK. Note that from Proposition 3.4 it follows that solutions of the Napproximating problems (the existence of which is established by Proposition 3.7)) solve the maximin problem (3.1) approximately in the sense that, for any δ > 0, there exists N δ such that, for any N ≥ N δ , 24) where ψ N (·) is a solution of the N-approximating maximin problem (3.6).
Construction of a near optimal control
In this section, we assume that a solution ψ N (·) of the N approximating problem (3.6) exists for all N large enough (see Proposition 3.7) and we show that, under certain additional assumptions, a control u N (y) defined as a minimizer of the problem min
is near optimal in the periodic optimization problem (1.3). The additional assumptions that we are using to establish this near optimality are as follows. Assumption I. The equality (1.14) is valid and the optimal solution γ * of the IDLP problem (1.9) is unique. Also, a T * -periodic optimal pair (u * (·), y * (·)) (that is, the pair that delivers minimum in (1.3)) exists.
REMARK. Note that, due to (1.14), the occupational measure generated by (u * (·), y * (·)) is an optimal solution of the IDLP problem (1.9). Hence, if γ * is the unique optimal solution of the latter, it will coincide with the occupational measures generated by (u * (·), y * (·)).
Assumption II. The optimal control u * (·) : [0, T * ] → U is piecewise continuous and, at every discontinuity point, u * (·) is either continuous from the left or it is continuous from the right.
Assumption III.
there exists an open ball Q t ⊂ R m centered at y * (t) such that the solution u N (y) of the problem (4.1) is unique for y ∈ Q t and that u N (·) satisfies Lipschitz conditions on Q t (with a Lipschitz constant being independent of N and t); (ii) The solution y N (·) of the system of differential equations
which satisfies initial condition y(0) = y * (0) exists. Moreover this solution is unique and is contained in Y for t ∈ [0, T * ];
(iii) The Lebesgue measure of the set A t (N) 
for almost all t ∈ [0, T * ] and
In addition, if there exists a T * -periodic solutionỹ N (t) of the system (1.1) obtained
then the pair (u N (t),ỹ N (t)) is a near optimal solution of the periodic optimization problem (1.3) in the sense that
The proof of Proposition 4.1 is given in Section 5.
In conclusion of this section, let us introduce one more assumption, the validity of which implies the existence of a near optimal periodic admissible pair (see the last part of Proposition 4.1).
Assumption IV. The solutions of the system (1.1) obtained with any initial values y i , i = 1, 2 and with any control u(·) satisfy the inequality
Note that from Lemma 3.1 in [13] it follows that if Assumption IV is satisfied and if ξ (T * ) < 1, then the system
(the latter is the system (1.1), in which the control u N (t) = u N (y N (t)) is used) has a unique T * -periodic solution. Denote this solution asỹ N (T ).
Proposition 4.2. Let Assumptions I,II,III and IV be satisfied and let
and the T * -periodic pair (u N (t),ỹ N (t)) is a near optimal solution of the periodic optimization problem (1.3) 
in the sense that (4.7) is valid.
The proof is given in Section 5.
Proofs of Propositions 4.1 and 4.2
Consider the semi-infinite (SI) dimensional LP problem
and φ i (·) are as in (3.5) . Note that
Consequently, from the fact that W is assumed to be non-empty, it follows that the sets W N , N = 1, 2, ... are not empty. Also (as can be easily seen), the sets W N are compact in the weak * topology. Hence, the set of optimal solutions of (5.1) is not empty for any N = 1, 2, .... 
Proof. The validity of (5.4) is proved in Proposition 3.5 of [16] . The validity of (5.5) follows from (5.4). 
Note that every extreme point of the optimal solutions set of (5.1) is an extreme point of W N and that the latter is presented as a convex combination of (no more than N + 1) Dirac measures (see, e.g., Theorem A.5 in [23] ). That is , if γ N is an extreme point of W N , which is an optimal solution of (5.1), then there exist 
Proof. The validity of (5.9) was proved in Theorem 5.2 (ii) of [9] . Let us prove (5.10) and (5.11) (note that the argument we are using is similar to that used in [17] ).
Due to (5.9) and due to the fact that ψ N (y) is an optimal solution of (3.6) (see (3.11)), 
That is,
The latter is equivalent to (5.10) and (5.11). 14) where In fact, if (u, y) ∈ clΘ * , then there exists a sequence t i , i = 1, 2, ..., such that (u, y) = lim i→∞ (u * (t i ), y * (t i )), with (u * (t i ), y * (t i )) ∈ B r (u, y) for some i large enough. Hence, there exists α > 0 such that (u * (t ′ ), y * (t ′ )) ∈ B r (u, y), ∀t ′ ∈ (t i − α,t i ] if u * (·) is continuous from the left at t i , and (u
Lemma 5.4. Let Assumptions I and II be satisfied and let γ N be an optimal solution of (5.1) that is presented in the form (5.8). Then
is continuous form the right at t i . Since γ * is the occupational measure generated by the pair (u * (t), y * (t)) (see Remark after Assumption I), the latter implies (5.15).
Assume now the statement of the lemma is not valid. Then there exist a number r > 0 and sequences:
where d((u, y), Q) stands for the distance between a point (u, y) ∈ U × Y and a set
By (5.7), the latter implies that
From (5.6) it follows that
Consequently (see, e.g., Theorem 2.1 in [6] ),
The latter contradicts (5.15) and thus proves the lemma. Proof of Proposition 4.1. Let t ∈ [0, T * ] be such that u N (·) is Lipschitz continuous on Q t . By (5.14), there exists Hence, 
from the equation
one obtains
It is easy to see that 
Let us introduce the notation
and rewrite the inequality (5.24) in the form
which, by the Gronwall-Bellman lemma (see, e.g., p.218 in [3] ), implies that 
The latter implies (4.4) (due to (5.28), (5.29) and due to (5.21)). To finalize the proof, note that from (4.6) it follows that
where L is a Lipschitz constant. The latter implies (4.7) (due to (4.4), (4.5) and (4.6)).
Proof of Proposition 4.2. For any
which, by the Gronwall-Bellman Lemma, implies that
Due to Assumption IV and the periodicity conditionỹ N (0) =ỹ N (T * ), the following relationships are valid:
Note that y N (0) = y * (0) = y * (T * ). Hence (see also (4.5)),
Substituting the above inequality into (5.30) one obtains
This proves (4.10). The validity of (4.7) is established as above.
Numerical example (swinging a nonlinear pendulum)
Consider the problem of periodic optimization of the nonlinear pendulum
with the controls being restricted by the inequality |u(t)| ≤ 1 and with the objective function being of the form
By re-denoting x(t) and x ′ (t) as y 1 (t) and y 2 (t) respectively, the above problem is reduced to a special case of the periodic optimization problem (1.3) with
and with
(note that the set Y is chosen to be large enough to contain all periodic solutions of the system under consideration). The SILP problem (5.1) was formulated for this problem with the use of the
2). Note that in this case the number N in (5.2) is equal to (J + 1) 2 − 1. This problem and its dual were solved with the algorithm proposed in [17] for the case J = 10(N = 120). In particular, the coefficients λ N i 1 ,i 2 defining the optimal solution of the corresponding N-approximating maximin problem
were found (note the change of notations with respect to (3.12)), and the optimal value of the SILP was evaluated to be ≈ −1.174. In this case the problem (4.1) takes the form
The solution of the latter leads to the following representation for u N (y):
Substituting this control into the system (1.1) and integrating it with the ode45 solver of MATLAB allows one to obtain the periodic (T * ≈ 3.89) state trajectorỹ Figure 1 ) and the control trajectory u N (t) (see Figure 2 ). The value of the objective function numerically evaluated on the state control trajectory thus obtained is ≈ −1.174, the latter being the same as in SILP (within the given proximity). Note that the marked dots in Fig. 1 correspond to the concentration points of the measure γ N (see (5.8) ) that solves (5.1). The fact that the obtained state trajectory passes near these points and, most importantly, the fact that the value of the objective function obtained via integration is the same (within the given proximity) as the optimal value of the SILP problem indicate that the admissible solution found is a good approximation of the optimal one.
Algorithm for numerical solution of the SILP problem
In this section, we describe an algorithm for solving the SILP problem (5.1). It finds the optimal solution γ N of the SILP problem via solving a sequence of finite dimensional LP problems, each time augmenting the grid of Dirac measures concentration points with a new point found as an optimal solution of a certain nonlinear optimiza- For simplicity, let us denote
T f (u, y). Thus our SILP problem G * N can be rewritten as follows
Let points x l ∈ X, l = 1, ..., M (note that M ≥ N + 1) be chosen to define an initial grid Ω 0 on X. That is Ω 0 = {x l ∈ X, l = 1, ..., M}.
At every iteration a new point is defined and added to this set. Assume that after k iterations, the points x M+1 , ..., x M+k have been defined and the set Ω k has been constructed. Namely,
The iteration k + 1 (k = 0, 1, ...) is described as follows:
(i) Find an optimal solution of the LP problem
Also find an optimal solution λ k = (λ k 0 , λ k i , i = 1, ..., N) of the problem dual with respect to (7.3). The latter being of the form
(7.5)
(ii) Find an optimal solution x M+k+1 of the problem
is an optimal solution of the problem (7.5). (iii) Define the set Ω k+1 by the equation
Here and in what follows, k stands for the number of an iteration. Note that, by construction
In the next section, we establish that, under certain regularity (non-degeneracy) conditions, the optimal value G k of the problem (7.3) converges (as k tends to infinity) to the optimal value G * N of the problem (5.1) (see Theorem 8.7 below).
Convergence of the algorithm
Let X = {x 1 , x 2 , ..., x N+1 } ∈ X N+1 and let γ(X) = {γ j (X), ∀ j = 1, ..., N + 1} ≥ 0 satisfy the system of N + 1 equations
Assume that the solution of the system (8.1) is unique (that is, the system is nonsingular) and define
Also, let λ (X) = {λ 0 (X), λ 1 (X), ..., λ N (X)} be a solution of the system
and let
Proof By the definition of µ * N (see (3.7)), a(X) ≤ µ * N . Also, due to the duality theorem (see (5.9)) µ
Note that, by multiplying the j th equation in (8.3) by γ j (X) and by summing up the resulted equations over j = 1, ..., N + 1 one can obtain (using (8.1) and (8.2)) that
The later and (8.7) proves (8.5). 
Assume that X is regular and examine the case when
Denote by A(X) the (N + 1) × (N + 1) matrix of the system (8.1). That is
where columns H(x j ), j = 1, 2, ..., N + 1 are defined as follows
Using this notations, the solution γ(X) of the system of equations (8.1) will be written in the form 14) where b = (1, 0, 0, ..., 0) T . Similarly, the solution of the system (8.3) is defined as follows 15) where c(X)
stand for the set of the optimal solutions of the problem (8.4). That is,
Choose an arbitraryx ∈ B(X) and consider the system of equations 17) where θ ≥ 0 is a parameter and γ j (θ ), j = 1, 2, ..., N + 1 are defined by the value of this parameter. Note that this system also can be presented in the form
Let also G(X, θ ) be defined by the equation
Observe that, by multiplying the j th equation in (8.3) by γ j (θ ) and summing up the resulted equations over j = 1, ..., N + 1 one can obtain (using (8.17) and (8.19))
Due to (8.4), (8.8 ) and the fact thatx ∈ B(X), from (8.20) it follows that
By (8.13), the bigger value of θ is, the better is the resulted value of the objective function G(X, θ ). The value of θ is, however, bounded from above by θ (X,x)
de f = A −1 (X)H(x) (this constraint being implied by (8.18) ). Thus, the improvement, induced by replacing one of the columns of A(X) with the column H(x) in accordance with Simplex Method (see [8] ) is determined by the following expression
Let us denote min 
of the column in A(X) by H(x) (according to Simplex Method) leads to the improvement of the objective value no less then V (X). That is,
Proof. The proof is obvious. Note that if X is regular, then any X ′ ∈ D r def = {X ′ : X ′ − X < r} (where r > 0 is small enough) will be regular as well, with η(X ′ ) being continuous function of X ′ and β (X ′ ,x) being continuous function of X ′ andx. Lemma 8.5. Let X be regular. Then the function β (·) is upper semicontinuous at X. That is, lim
Proof. Let us first of all show that
That is, if ∀x l ∈ B(X l ) and lim
The fact that x l ∈ B(X l ) means that
Passing to the limit as l → ∞ in (8.28) one can obtain (having in mind that λ (·) and a(·) are continuous function in a neighbourhood of X), one obtains the equality
The latter proves (8.27 ) and thus establishes validity of (8.26). To prove (8.25) let X l → X as l → ∞. Recall that 
32)
for any X ′ such that ||X ′ − X|| ≤ r 0 , where V (·) is defined by (8.23 ).
Proof To prove (8.32) let us show that V (·) is lower semicontinuous at X. According to (8.23) , That is, {γ k 1 , ..., γ k N+1 } are basic components of an optimal basic solution of the problem (7.3).
Let Λ ⊂ X N+1 stand for the set of cluster (limit) points of {X k }, k = 1, 2, .... If a(X) = λ 0 (X), then by (8.12), G(X) = G * N and, hence, the validity of (8.38) follows from (8.41) and (8.42 ). Let us prove that (ii) leads to a contradiction. Observe that, due to (8.41),
for l large enough. On the other hand, due to (8.39)
for l large enough, with r 0 being as in Lemma 8.6. Hence, by this lemma and by (7.7),
The latter contradicts (8.43 ). Thus, the inequality −λ 0 (X) + a(X) < 0 can not be valid and (8.38) is proved. Also, by Corollary 8.2, from the fact that −λ 0 (X) + a(X) = 0 it follows that ∑ N+1 j=1 γ j (X)δ x j is an optimal solution of the SILP problem (5.1) and ∑ N i=1 λ i (X)φ i (y) is an optimal solution of the N-approximating problem (3.7).
REMARK. Note that the assumption that there exists at least one regular X ∈ Λ is much weaker than one used in proving the convergence of a similar algorithm in [17] , where it was assumed that the optimal solutions of the LP problems (7.3) are "uniformly non-degenerate" (that is, they remain greater than some given positive number for k = 1, 2, ...; see Proposition 6.2 in [17] ).
