There has been an intensive research on a good MAC protocol design for wireless sensor networks with stationary nodes in which they all aim at making some wise trade offs between the network performance parameters and energy efficiency as the main design principle in WSN. But almost none of these MAC protocols, except a few, have addressed mobility in their structure which poses many new challenges to the MAC concept in wireless sensor networks. This paper collaborates on a little enhancement on MS-MAC, a mobility adaptive MAC protocol, in WSN. The MS-MAC protocol handles mobility by proactively increasing the frequency of the Sync period inside the active zone. However this increase is based on a static approach which forms the active zone with a constant value of R and appears to be problematic when the border node becomes mobile as well. In this paper we aim at optimizing the value of R by dynamically increasing or decreasing it according to the distance the border node takes from the border region. We expect that this dynamic approach increases the energy efficiency by preventing the nodes inside the virtual clusters going into the active zone unnecessarily but yet at the cost of an increased latency.
Introduction
Wireless Sensor Networks or WSN for short is a challenging research area with a number of characteristics and constraints that differentiate this type of network from that of traditional MANET and Cellular networks. The need for energy-efficient operation of a wireless network of resource-scarce devices has prompted the development of novel protocols in all layers of the communication stack. Energy efficiency has been considered as the single most important design challenge in sensor networks.
Hence, the WSN-specific M\AC protocols typically trade off classical performance parameters (throughput, latency, and fairness) for a reduction in energy consumption. Given that the radio is the most power consuming component of a typical sensor node, large gains can be achieved at the data link layer where the MAC protocol is controlling the usage of the radio [1] . However, these protocols, which are customized for stationary networks, may not work well in mobile scenarios, such as a patient assistance system which monitors patients' health conditions via wearable bio-sensors, workers equipped with sensor device in disaster recovery situation, soldiers in battle field, and provides them with appropriate care when needed. Mobility in wireless sensor networks poses unique challenges to the medium access control (MAC) protocol design. Sensor networks have high network dynamics; nodes may fail due to hardware failure or battery consumption, other new nodes may join the network. The network topology is affected by such node joins or failures. We define these regular network topology changes as weak mobility. Sensor networks with static nodes can also exhibit weak mobility. More than one node may concurrently fail or join the network. Such concurrent node joins and failures are, generally, more difficult to handle, by the M\AC protocol, than individual ones. Further, the sensor nodes may physically move from their location, either because of motion in the medium (e.g. water, air) or by means of special motion hardware in the mobile sensor nodes. We define concurrent node joins/failures and physical mobility of nodes as strong mobility. Designing a MAC protocol that gives consideration to 'mobility' has been well identified as an open research challenge in sensor networks for quite some time and yet even the most recent MAC protocols appearing in the literature except two do not consider mobility at all. The only two M\AC protocols that have mobility aware techniques are MS-MAC [2] and MMAC [3] . Basically these protocols result in more energy efficiency and improve successful transmission rate in scenarios with mobile sensors but each considers a different method to address the mobility. This paper collaborates on adding a dynamic approach to recently proposed MS-MAC protocol to insure a decent reduction in energy consumption while undergoing a percentage of delay.
The rest of the paper is organized as follow. Section 2 provides an overview of the previous related works. Section 3 discusses a detailed statement of the problem and the proposed dynamic approach. Section 4 presents the AR-1, the mobility prediction algorithm used in our proposal. Section 5 is our expected results and section 6 concludes the paper and offers the future work.
Related Work
In wireless sensor networks, energy is the primary design constraint. Much work has been proposed to address mobility at the network layer, taking into account the energy constraint, such as [4] . In our opinion, since majority of energy consumption is for idle-listening at the data link layer, significant energy saving could be achieved if mobility handling is addressed right at this layer. Handling mobility in wireless sensor networks at the link layer centers around how to create new connections quickly for mobile sensors (how quickly is an application specific consideration) while maintaining a low energy consumption level. Mobility awareness is crucial in addressing this challenge.
There have been many different MAC protocols in the literature which are classified into two main categories, Contention-based and TDMA-based. S-MAC [5] being the very first MAC protocol for WSN is a contention-based one which forms virtual clusters to address idle listening, in which nodes are synchronized together and they only wake up for a very short time at the beginning of each cycle to communicate in a contention-based mode. Nodes need to be time-synchronized only in each virtual cluster rather than network wide. Nodes on the border of the two clusters can communicate directly with each other, as long as they know the schedules of the both clusters. However under current S-MAC implementation, there is no effective support for mobility. To create a new connection with a new node running a different schedule, a node has to wait for next synchronization period of 10 seconds which appears in a semi-regular time interval of 5 minutes. Papers on T-MAC [6] showed that SMAC, with fixed sleep and awake periods, does not perform well with variable traffic loads. T-MAC and TRAMA [7] introduced traffic-adaptive dynamic sleep and awake periods for sensor nodes. Traffic-adaptive mechanisms were also later introduced in S-MAC [5] . The proposed MS-MAC [2] protocol is an extension to S-MAC which will be discussed later. The frame time in S-MAC, TRAMA and T-MAC is fixed whereas MMAC adapts a mobility-adaptive dynamic time frame. MMAC is a scheduled MAC protocol based on TRAMA which uses a distributed contention based algorithm that imparts transmission rights to nodes at particular time slots based on traffic information and mobility pattern of the nodes. MMAC caters for both weak and strong mobility. It dynamically adjusts the MAC time frame according to mobility and its performance is equivalent to that of TRAMA in static sensor network environments. This paper introduces a dynamic approach to MS-MAC.
Dynamic approach to MS-MAC A. S-MAC Protocol
The proposed MS-MAC protocol is an extension to S-MAC. S-MAC is basically a CSMA/CA MAC protocol, based on IEEE 802.11. [8] SMAC introduces periodic coordinated sleep/wakeup duty cycles, thus extending the battery lifetime for sensor nodes. Nodes do not have to use the same sleep/wakeup schedules for the entire network, but they are divided into virtual clusters, in which nodes follow same schedules. In each virtual cluster nodes wake up at the same time to transmit/receive. If a node does not have any packet to transmit and there are not any packets addressed to it, it goes back to sleep again. Data transmission follows the carrier sense and RTS/CTS procedure proposed in IEEE 802.11 to overcome the hidden node problem. Virtual cluster formation is a random process, depending on the time when nodes first turn on. Basically, the one that wakes up later will adopt the schedule of its first neighbor as the primary schedule, and the size of virtual clusters keep on increasing as new nodes turn on. When a node that already has some neighbors sees new neighbors with different schedules, it should work as a border node and it will keep the schedules of new neighbors as well. The border node uses these secondary schedules to communicate with nodes belonging to other virtual clusters. To avoid time drift, nodes need to be resynchronized periodically. After a predefined number (ten) of cycles, each node broadcasts its schedule, so that its neighbors can update that information in their schedule tables. To avoid two neighbor nodes being unable to see each other (for example, due to SYNC packet corruption, interference, or because the medium keep busy and SYNC packets can not be sent in time), each node periodically follows the neighbor discovery scheme. For this scheme, the synchronization period (10 seconds) is repeated every 5 minutes if the node has at least one neighbor. It is repeated more often when the node does not have any neighbors, for instance, every 30 seconds instead of every 5 minutes. The SMAC protocol described above works well when the network is mainly stationary, in which case the connection formations and brake-ups are not frequent. If a mobile node wants to set up a new connection with a new node in a different cluster, it has to wait for a new synchronization period (which is 10 seconds every 5 minutes), to be able to detect the SYNC message from the new node. The S-MAC proposal to increase the frequency of synchronization period of a mobile node to twice a minute, when the mobile node does not have any connection, does quicken the time it takes for a mobile to create new connections with new neighbors. However, this is a "reactive" scheme that gets activated only when all connections with the mobile have been lost. The time it takes for a node to create a new connection is large. This can be as long as 30 seconds (waiting for the next synchronization period) plus any timeout period (of several minutes) before a node discovers that it does not have any neighbors left. During this time, the mobile node is disconnected from the network, resulting in a high packet loss rate, or even an unworkable situation.
B. MS-MAC Protocol
The proposed Mobility aware Sensor MAC protocol is designed as an extension to SMAC and is more suitable for mobile sensor network setting. Instead of passively waiting for connections to be lost before actively searching for new neighbors, MS-MAC proactively activates the neighbor search mechanism based on the mobility information. Getting into a new virtual cluster without knowing the new schedule is a undesirable situation for the mobile sensor as it has to wait for long time for the next synchronization period (by default it is 5 minutes) during which the mobile is disconnected from the entire network. To reduce the chance of a mobile node crossing the border region without detecting the new schedule of the new cluster they introduce active zones as an overlap area of an Rhop neighborhood around the mobile node and the border node inside the target virtual cluster. A higher value of R will increase the size of the active zone, supporting better node mobility, but on the other hand, it is more likely to increase the chance of a node going to the active state unnecessarily, i.e., consuming more energy. In the active zone, nodes immediately go into synchronization period without waiting for the next scheduled synchronization period. In addition, nodes in the active zone also repeat this synchronization period more often than in normal operation at an interval of 30 seconds instead of 5 minutes. These nodes in the active zone aim at expediting new connection setups with new neighbors for mobile nodes transparently while moving from between clusters.
C. Dynamic Approach/Methodology
Forming the active zone in MS-MAC is based on a static approach where the value of R is constant and the border node is assumed to be static (figure l.a and figure lb). But this scenario becomes problematic in applications where the border node inside the target virtual cluster tends to be mobile as well, in which having a predefined value of R becomes impossible. This scenario will be discussed in more details in next sections. In this paper we try to propose an algorithm for dynamically adjusting the value of R for the mobile border node. In order to come up with a value for R which can always cover the border region one way is to set it to the possible maximum value, i. e. the maximum distance it may take from the border region but over provisioning the value of R so that it can always cover the border region will face the problem of getting many sensor nodes unnecessarily involved inside the active zone and thus leading to more power consumption (figure 2). As illustrated in figure 2 , when the border node is in SI, i. e. far from the border region, that over provisioned radius of R will well cover the border region so that it can have an overlap with the R-hop neighbourhood of the mobile node M. But this maximum value of R causes an undesired situation when the border node resides in the border region, S2, and will unnecessarily get many nodes involved in that big overlap area in synchronization periods. Therefore the best solution is to come up with a dynamic approach which always drives the best value of R for the mobile border node.
We use a mobility prediction technique, already used by Muneeb Ali and Zartash. A. U in the MMAC protocol [3] . This technique is explained in section 4. By using this mobility prediction technique we can easily predict the distance of the border node from the border region and set the value of R as the border node approaches the border region. By predicting the number of hop counts to the border region, the border node will set its current value of R to the number of hop counts it has to reach the border region. The further it gets from the border region the greater the value of R will be. The mobile node can take a constant value for R since it does not take different directions and once it decides to move towards the predicted virtual cluster it does not change its trajectory. Therefore the value of R may not be the same for both the border node and the mobile node as they may have different mobility behaviors. When the border node tends to be static the value of R is same for both of the nodes just as illustrated in Fig. l .a and Fig. 1 . b, but when the border node is getting distance from the border region this distance will be calculated by a mobility prediction technique discussed in next section and will set the R proportional to that so that it can always cover the border area with an optimized value of R to welcome the mobile node arriving its virtual cluster (figures 3.a and 3.b). In this approach we assume that all the border nodes are mobile and therefore there is no static substitute for the mobile border node to welcome the mobile node from the neighbouring virtual cluster. However we can always find the nearer mobile border node to form the active zone with the approaching mobile node. This will always guarantee that the value of R will be adjusted to its required minimum for the border node and thus conserving more energy. 
Mobility Prediction Algorithm
We use location information to predict the mobility behavior of sensor nodes. Localization is a well studied problem in wireless sensor networks [9, 10] . Most sensor network applications require that nodes are aware of their physical location. We use the integrated scheme for estimating the mobility state and model parameters of a user based on a firstorder autoregressive model of mobility proposed by Zaidi and Mark, that accurately captures the characteristics of realistic user movements in wireless networks. Estimation of the mobility parameters is performed by applying the Yule-Walker equations to the training data. Estimation of the mobility state, which consists of the position, velocity, and acceleration of the mobile station, is accomplished via an extended Kalman filter using measurements from the wireless network. The integration of mobility state and model parameter estimation results in an efficient and accurate real time mobility tracking scheme that can be applied in a variety of wireless networking applications. This scheme uses the AR-1 model for mobility estimation. The AR models are autoregressive models used for estimations. Zaidi and Mark have shown that these models can be used to estimate mobility in wireless networks [11, 12] (2) where A is a 6 x 6 transformation matrix, the vector ctw is a 6 x I discrete-time zero mean, white Gaussian process with autocorrelation function Ro,(k) = 6kQ, where 60 1 and 6k = 0 when k #& 0. The matrix Q is the covariance matrix of ctw. The values for matrix A and the covariance matrix Q are estimated based on training data using the Yule-Walker equations [13] . and then sends F(u, Fi + I)in the header of every signal and data packet generated by a. The head node always keeps the radio to listen mode and collects F (u, Fi + 1) for each node that transmitted a data or signal packet during Fi. The last frame slot is reserved for a BROADCAST from the head. This BROADCAST from the head sends all stored F(u, Fi + 1) to the member nodes. This ensures that each node a has 'best-effort' knowledge of the predicted mobility states of its current and potential two-hop neighbors. We define this knowledge as besteffort because clearly the head would not have information about a node P that would actually move into the two-hop neighborhood of a but has yet to transmit anything. The head node would get mobility information of such a node P as soon as it transmits a packet.
Expected Results
We compare our dynamic approach to the static one used in MS-MAC where they set the default value of R to 2. We consider a situation in which the mobile node is in the 2 hop neighborhood of its virtual cluster and approaching the target virtual cluster, therefore the number of hop counts or the distance it is taking from the border region is reducing. As it can be seen from the graph shown in figure 4 , the energy consumed in the dynamic approach will be decreased especially when the mobile node gets closer to the border region and has a distance of less than 2 hops from the border area, because now we have the possibility of adjusting the value of R from 2 to 1 dynamically as the mobile node approaches the border region and therefore less sensor nodes will be involved inside our active zone in compare with the static scheme. 
Conclusion
We demonstrated our dynamic approach to MS-MAC which increases the energy efficiency by preventing the nodes getting unnecessarily involved inside the active zones. The proposed mechanism is based on computing the distance of the border node from the border region. It has been tried to show the effect of border nodes' mobility on forming the active zones and to adjust its area to its best size by optimizing the value of R using a predefined mobility prediction technique. However a wise trade-off should be made between the energy consumption and the increased latency that nodes may undergo due to modifying the R value and its computational tasks. More future works can be centered on situations where all the border nodes are assumed to be mobile, in which case we should be able to choose the nearest mobile border node to form the active zone with the arriving mobile node. 
