Unmanned aerial vehicle (UAV) technology has reached a level of maturity that enables autonomous flight missions. However, due to certain safety shortcomings, UAVs are generally not able to fly autonomously outside the line of sight in shared airspace. This is a major barrier to the industry's growth and development 1 .
Figure 1. Prototype of the multi-camera vision system to detect intruder aircraft.
In our first prototype, we used five wide video cameras (see Figure 1) . For the computation, we used a multiple-core foveal processor in a field programmable gate array (FGPA). The processor comprises three major blocks. The first is a pre-processor, which segments the image into sky and terrain background areas, and it identifies potential locations of the intruder aircraft. The second block is a foveal unit, which further processes the images of these locations. While the pre-processor is dealing with the entire image, the foveal unit processes small windows (fovea) around the potential location. The third unit is the FPGA processor, which manages the two processor blocks, the data flow, and the communication. It is also responsible for decision-making. We used a solid state drive to save the video flow during the test and verification flights. 4 However, this would not be included in the final device.
Algorithmically, the challenge is to identify and track very small spots on a complex image. We applied different algorithms in the various image regions according to the edge density of the background. 5 For low edge density (clear sky or low contrast gray clouds) we used an intra-frame method to detect high-contrast small spots that are not located on cloud boundaries. For high edge density regions (mostly terrain background), we used inter-frame techniques (see Figure 2) . Here, we
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Figure 2. Intruder aircraft in front of low-contrast cloud and highcontrast terrain backgrounds.
cut the image into segments, and calculated the displacement of these. Then, we applied subtractive detection of the moving objects.
We collected flight video data with our system. The intruder aircraft were either distant large descending airliners, Cessna class small planes, or other UAVs. The detection rates on these scenarios depended on the size of the intruder aircraft and the cloud contrast. In the best case, when the intruder size was 4x5-7x4 pixels, and it was flown against a mixed cloudy and blue sky background, the intruder was found in 94.3% of the frames. The worst case, when the spot size was between 3x2 -6x3 in front of strongly structured clouds, the detection rate was 86.4%. In all cases, there were some false tracks detected as well. However, it was easy to discard them because they were moving, which means that they were not on a collision course.
In summary, we are developing a multi-camera vision system prototype for UAVs that can identify intruder aircraft on a collision course. The system is capable of detecting and tracking multiple targets, and identifying those on a hazardous track.
In future work, we aim to team up with an industrial partner to implement our prototype as a low-cost, ultra-light, miniature flyable system.
