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Abstract
This paper is concerned with the inverse source problem of re-
constructing an unknown acoustic excitation from phaseless measure-
ments of the radiated fields away at multiple frequencies. It is well
known that the non-uniqueness issue is a major challenge associated
with such an inverse problem. We develop a novel strategy to over-
come this challenging problem by recovering the radiated fields via
adding some reference point sources as extra artificial sources to the
inverse source system. This novel reference source technique requires
only a few extra data, and brings in a simple phase retrieval formula.
The stability of this phase retrieval approach is rigorously analyzed.
After the reacquisition of the phase information, the multi-frequency
inverse source problem with recovered phase information is solved by
the Fourier method, which is non-iterative, fast and easy to imple-
ment. Several numerical examples are presented to demonstrate the
feasibility and effectiveness of the proposed method.
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1 Introduction
The inverse source problems concerning the reconstruction of an unknown
source from measurements of the radiated field arise naturally in a broad
range of scientific and engineering applications, such as antenna synthesis
[5, 13], acoustic tomography [4, 23] and medical imaging [1, 3, 6, 12, 19].
Recently, much attention [5, 11, 13, 14, 15, 16, 31] has been focused on the
inverse source problem of determining an acoustic source. Motivated by
uniqueness and stability results, several numerical methods for solving the
multi-frequency inverse source problem have been proposed. We refer inter-
ested readers to [2, 8, 9, 16, 26, 30] for the sampling method, the continuation
method, the eigenfunction expansion method and the Fourier method, etc.
Most existing reconstruction algorithms require the measurements of full
data (both the intensity and phase information). However, in many practical
applications, the measurements of the full data cannot be obtained, but
instead only the intensity or modulus information of the data is available.
This is particularly the case in the high-frequency regime. Hence, there are
growing efforts devoted to the recovery with phaseless data. Recently, in [7],
the authors presented the continuation method for an inverse source problem
with the phaseless measurements. Several numerical methods for the inverse
scattering from phaseless data can be found in [10, 20, 21, 29].
This paper is concerned with the two dimensional inverse problem of
reconstructing an acoustic source from multi-frequency phaseless data. More
precisely, we describe the mathematical model of the inverse problem in what
follows.
Let S be a source to the homogeneous Helmholtz equation
∆u+ k2u = S in R2, (1)
where k ∈ R+ is the wavenumber. Assume that S is independent of k and
S ∈ L2(R2), suppS ⊂⊂ V0, (2)
and the radiated field u satisfies the Sommerfeld radiation condition
∂u
∂r
− iku = o (r−1/2) , r = |x| → ∞, (3)
where V0 is a rectangle centered at the origin. Then, there is a unique solution
u satisfying the Helmholtz equation (1) and the radiation condition (3). In
2
addition,
u(x) = −
∫
V0
Φk(x, y)S(y) dy, Φk(x, y) :=
i
4
H
(1)
0 (k|x− y|), (4)
where H
(1)
0 is the Hankel function of the first kind of order zero. In the
following, we also employ u(x, k) to indicate the dependence of the radiated
field u(x) on the wavenumber k. Assume that the radiated fields are measured
on the acquisition curve ΓR := {x ∈ R2 : |x| = R} and V0 ⊂⊂ BR := {x ∈
R2 : |x| < R}. Then the inverse problem considered in this paper is stated
as follows:
Problem 1.1 (Phaseless multifrequency inverse source problem). Let N ∈
N+ and KN be an admissible set consisting of a finite number of wavenumbers.
Then the inverse source problem is to construct an approximation for the
source S(x) from the multifrequency phaseless data {|u(x, k)| : x ∈ ΓR, k ∈
KN}.
There is a major difficulty in solving this problem: non-uniqueness, i.e.,
the approximation cannot be uniquely determined. This is due to the fact
that the sources S(x) and −S(x) produce the same phaseless data∣∣∣∣
∫
V0
Φk(x, y)S(y) dy
∣∣∣∣
for all k ∈ R+ and x ∈ R2.
This paper is devoted to overcoming this difficulty by decomposing Prob-
lem 1.1 into two subproblems: first, recovering the phase information of the
radiated fields and next reconstructing the source term. Motivated by the
reference ball technique in inverse scattering problems [22], we develop a ref-
erence source technique to retrieve the phase information of the measured
data. To this end, we incorporate some artificially added point sources, re-
spectively, as additional reference sources into the inverse source system, and
derive a system of equations for the radiated fields, which can be solved di-
rectly. Moreover, we choose the point sources with suitable locations such
that the absolute value of the determinant of the coefficient matrix admits
a positive lower bound, which ensures the stability of the system. Then we
can reconstruct the source from the recovered radiated fields by using the
Fourier method developed in [30].
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The outline of this paper is as follows. In the next section, we present
the reference source technique and establish a phase retrieval formula for the
radiated fields. Section 3 is devoted to analyzing the stability of the method.
Section 4 serves as a brief review of the Fourier method. In Section 5, we
present several numerical examples to show the effectiveness and efficiency
of the proposed method. Finally, some concluding remarks are included in
Section 6.
2 Reference source technique and phase re-
trieval formula
We begin this section with some notation and definitions that are used in
the paper. Without loss of generality, let
V0 = (−a, a)2, a > 0.
Let m be a positive integer and ϑµ = µπ/m for µ ∈ R. Denote
Bj :={r(cos θ, sin θ) : 0 ≤ r ≤ R, ϑ2j−2 ≤ θ ≤ ϑ2j}, j = 1, · · · , m,
Γj :={R(cos θ, sin θ) : ϑ2j−2 ≤ θ ≤ ϑ2j}, j = 1, · · · , m.
Then, we have
BR =
m⋃
j=1
Bj and ΓR =
m⋃
j=1
Γj .
The geometrical configuration is illustrated in Figure 1.
For each j (j = 1, · · · , m), take two points zj,ℓ := λj,ℓR(cosϑ2j−1, sinϑ2j−1),
where λj,ℓ ∈ R,
√
2a/R ≤ |λj,ℓ| < 1 and ℓ = 1, 2. Let δj,ℓ (j = 1, · · · , m, ℓ =
1, 2) be the Dirac distributions at points zj,ℓ, and introduce the scaling factors
cj,ℓ,k :=
‖u(·, k)‖j,∞
‖Φk(·, zj,ℓ)‖j,∞ , j = 1, · · · , m, ℓ = 1, 2, (5)
where ‖ · ‖j,∞ := ‖ · ‖L∞(Γj). Then Ψj,ℓ(x, k) := −cj,ℓ,kΦk(x, zj,ℓ) satisfies the
following inhomogeneous Helmholtz equation
∆Ψj,ℓ + k
2Ψj,ℓ = cj,ℓ,kδj,ℓ in R
2.
4
Figure 1: An illustration of the geometrical setting for the reference source
technique. The locations of zj,ℓ, ℓ = 1, 2, are marked by small red points.
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Further, vj,ℓ := u+Ψj,ℓ is the unique solution to the problem

∆vj,ℓ + k
2vj,ℓ = S + δj,ℓ, in R
2,
∂vj,ℓ
∂r
− ikvj,ℓ = o
(
r−1/2
)
, r = |x| → ∞.
Since the phase retrieval technique is designated for the Fourier method
[30] in this paper, we recall the following definition of admissible frequencies.
Definition 2.1 ([30]). Let N ∈ N+ and k∗ ∈ R+ be a small wavenumber
such that 0 < k∗R < 1. Then the admissible set of wavenumbers is given by
KN :=
{π
a
|ℓ| : ℓ ∈ Z2, 1 ≤ |ℓ|∞ ≤ N
}⋃
{k∗}.
With these preparations, we introduce the phase retrieval problem in this
paper:
Problem 2.1 (Phase retrieval). Given N ∈ N+ and the phaseless data
{|u(x, k)| : x ∈ ΓR, k ∈ KN},
{|vj,ℓ(x, k)| : x ∈ Γj, k ∈ KN}, j = 1, · · · , m, ℓ = 1, 2,
recover the radiated fields {u(x, k) : x ∈ ΓR, k ∈ KN}.
Now, we turn to the description of our phase retrieval method. For sim-
plicity, we denote
uj,k(·) := u(·, k)|Γj , vj,ℓ,k(·) := vj,ℓ(·, k)|Γj , ℓ = 1, 2,
for each fixed j = 1, · · · , m and k ∈ KN .
Since H
(1)
0 (z) = J0(z) + iY0(z) for z ∈ C \ {0}, we have
Re(Ψj,ℓ(x, k)) =
cj,ℓ,k
4
Y0(krj,ℓ), Im(Ψj,ℓ(x, k)) = −cj,ℓ,k
4
J0(krj,ℓ),
where rj,ℓ = |x−zj,ℓ|, J0 and Y0 are the Bessel function of the first and second
kind of order 0, respectively. Then, by using the phaseless measurements
|uj,k|, |vj,1,k| and |vj,2,k|, we obtain
(Re(uj,k))
2 + (Im(uj,k))
2 = |uj,k|2, (6)(
Re(uj,k) +
cj,1,k
4
Y0(krj,1)
)2
+
(
Im(uj,k)− cj,1,k
4
J0(krj,1)
)2
= |vj,1,k|2, (7)(
Re(uj,k) +
cj,2,k
4
Y0(krj,2)
)2
+
(
Im(uj,k)− cj,2,k
4
J0(krj,2)
)2
= |vj,2,k|2. (8)
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Further, by subtracting (6) from (7) and (8), respectively, we have
Y0(krj,1)Re(uj,k)− J0(krj,1)Im(uj,k) = fj,1,k, (9)
Y0(krj,2)Re(uj,k)− J0(krj,2)Im(uj,k) = fj,2,k, (10)
where
fj,ℓ,k =
2
cj,ℓ,k
(|vj,ℓ,k|2 − |uj,k|2)− cj,ℓ,k
8
∣∣∣H(1)0 (krj,ℓ)∣∣∣2 , ℓ = 1, 2.
Thus, by a simple calculation, we derive the phase retrieval formula on Γj
Re(uj,k) =
det(ARj,k)
det(Aj,k)
, Im(uj,k) =
det(AIj,k)
det(Aj,k)
, (11)
where the function matrices Aj,k, A
R
j,k and A
I
j,k are defined as follows
Aj,k =
(
Y0(krj,1) −J0(krj,1)
Y0(krj,2) −J0(krj,2)
)
, ARj,k =
(
fj,1,k −J0(krj,1)
fj,2,k −J0(krj,2)
)
AIj,k =
(
Y0(krj,1) fj,1,k
Y0(krj,2) fj,2,k
)
Therefore, the radiated field uj,k can be recovered from uj,k = Re(uj,k) +
iIm(uj,k) for j = 1, · · · , m.
In this paper, the parameters R,m and λj,ℓ for ℓ = 1, 2 are taken as
follows:
m ≥ 10, λj,1 = 1
2
, k∗ =
π
30a
, τ ≥ 6,

R = τa, λj,2 =
1
2
+
π
2kR
, if k ∈ KN\{k∗},
R = 6a, λj,2 = −3
2
, if k = k∗.
(12)
The choice of the parameters (12) will make formula (11) meaningful or
the equations (9) and (10) uniquely solvable, which will be discussed in the
next section.
However, formulas (11) cannot be used directly in computation since, in
general, only the noisy data can be measured. Therefore, at the end of this
section, we describe the algorithm with perturbed data.
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Algorithm PR: Phase retrieval with reference point sources
Step 1 Take the parameters R,m and λj,ℓ for j = 1, · · · , m, ℓ = 1, 2
as in (12);
Step 2 Measure the noisy phaseless data {|uǫ(x, k)| : x ∈ ΓR, k ∈
KN} and compute the scaling factors cǫj,ℓ,k for j =
1, · · · , m, ℓ = 1, 2 and k ∈ KN ;
Step 3 Introduce the reference point sources cǫj,ℓ,kδj,ℓ, j =
1, · · · , m, ℓ = 1, 2, respectively, to the inverse source system
S, and collect the phaseless data {|vǫj,ℓ(x, k)| : x ∈ Γj, k ∈
KN} for j = 1, · · · , m, ℓ = 1, 2;
Step 4 Recover the radiated field {uǫ(x, k) : x ∈ Γj, k ∈ KN} for
j = 1, · · · , m from formula (11).
3 Stability of phase retrieval
In this section, we analyze the stability of the phase retrieval method. We
start with the following asymptotic expansion of the Hankel functionsH
(1)
0 (z).
Lemma 3.1. Let t > 0, then the following estimate holds∣∣∣∣∣H(1)0 (t)−
√
2
πt
ei(t−π/4)
∣∣∣∣∣ ≤ t
−3/2
4
√
2π
. (13)
Proof. From the integral representations of H
(1)
ν (z) (see [28, Section 7.2] and
[24, Chapter 7, Section 13.3]) and the assumption t > 0, we have
H
(1)
0 (t) =
√
2
πt
ei(t−π/4)
Γ(1
2
)
∫ ∞
0
e−ss−1/2
(
1 +
is
2t
)−1/2
ds (14)
where Γ(·) denotes the Gamma function
Γ(x) :=
∫ ∞
0
e−ssx−1 ds.
Since (
1 +
is
2t
)−1/2
= 1− is
4t
∫ 1
0
(
1 +
isτ
2t
)−3/2
dτ. (15)
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and t > 0, s ≥ 0, τ ≥ 0 in (15), it is readily to see
∣∣∣∣1 + isτ2t
∣∣∣∣
−3/2
≤ 1. (16)
Substituting (15) into (14) and using (16), we deduce∣∣∣∣∣H(1)0 (t)−
√
2
πt
ei(t−π/4)
∣∣∣∣∣ ≤
√
2
πt
1
Γ(1
2
)
∫ ∞
0
e−ss−1/2
s
4t
∫ 1
0
∣∣∣∣1 + isτ2t
∣∣∣∣
−3/2
dτds
≤
√
2
πt
1
4tΓ(1
2
)
∫ ∞
0
e−ss1/2ds
=
√
2
πt
Γ(3
2
)
4tΓ(1
2
)
=
t−3/2
4
√
2π
,
which leads to the estimate (13). The proof is complete.
With Lemma 3.1, we are in a position to derive an estimate on det(Aj,k),
which shall be of critical importance in our subsequent stability analysis.
Theorem 3.1. Under (12), we have the following estimate
| det(Aj,k)| ≥


M
kR
, if k ∈ KN\{k∗},
M∗, if k = k∗,
j = 1, · · · , m, (17)
where M = 1− 7
20τ
and M∗ = 4
9
.
Proof. We divide the proof into two cases.
Case (i): k ∈ KN\{k∗}.
It is clear that
k ≥ kmin := min
k∈KN\{k∗}
k =
π
a
.
And from (12), we see
λj,2 ≤ 1
2
+
π
2kminτa
=
τ + 1
2τ
<
2
3
.
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By using the definition rj,ℓ = |x−zj,ℓ| for ℓ = 1, 2 and x = R(cos θ, sin θ) ∈ Γj ,
we have
rj,ℓ = R
√
1 + λ2j,ℓ − 2λj,ℓ cos(θ − ϑ2j−1) ≥ (1− λj,ℓ)R, (18)
which, together with (12), yields
krj,1 ≥kR(1− λj,1) ≥ kminR
(
1− 1
2
)
=
π
2
R
a
=
τπ
2
, (19)
krj,2 ≥kR(1− λj,2) > kminR
(
1− 2
3
)
=
τπ
3
, (20)
and
k(rj,1 − rj,2) =k
r2j,1 − r2j,2
rj,1 + rj,2
=kR2(λj,2 − λj,1)2 cos(θ − ϑ2j−1)− (λj,1 + λj,2)
rj,1 + rj,2
=
π
2
R
2 cos(θ − ϑ2j−1)− (λj,1 + λj,2)
rj,1 + rj,2
=
π
2
2 cos(θ − ϑ2j−1)− λj,2 − 12√
5
4
− cos(θ − ϑ2j−1) +
√
1 + λ2j,2 − 2λj,2 cos(θ − ϑ2j−1)
=:
π
2
ϕ(θ, λj,2).
Further, from ϑ2j−2 ≤ θ ≤ ϑ2j , m ≥ 10 and a direct calculation, we have
∂ϕ
∂θ
{
≥ 0, if ϑ2j−2 ≤ θ ≤ ϑ2j−1,
≤ 0, if ϑ2j−1 ≤ θ ≤ ϑ2j .
This means ϕ(ϑ2j , λj,2) ≤ ϕ(θ, λj,2) ≤ ϕ(ϑ2j−1, λj,2) = 1, ∀λj,2 ∈ (12 , 23 ]. In
addition,
ϕ(ϑ2j , λj,2) ≥
2 cos( π
10
)− λj,2 − 12√
5
4
− cos( π
10
) +
√
1 + λ2j,2 − 2λj,2 cos( π10)
≥ 2 cos(
π
10
)− 2
3
− 1
2√
5
4
− cos( π
10
) +
√
1 + (1
2
)2 − 2 · 1
2
cos( π
10
)
≈0.67255
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Hence,
0.3363π ≤ k(rj,1 − rj,2) ≤ π
2
. (21)
Denote
α(t) := J0(t)−
√
2
πt
cos
(
t− π
4
)
, β(t) := Y0(t)−
√
2
πt
sin
(
t− π
4
)
. (22)
Then by using (13), we obtain
√
|α(t)|2 + |β(t)|2 ≤ t
−3/2
4
√
2π
, t > 0. (23)
From (11) and (22), it is readily to see that
det(Aj,k) =J0(krj,1)Y0(krj,2)− J0(krj,2)Y0(krj,1)
=
2
πk
√
rj,1rj,2
sin (k(rj,2 − rj,1)) + γ(s1, s2),
where sℓ = krj,ℓ (ℓ = 1, 2), and
γ(s1, s2) =
√
2
πs2
(
α(s1) sin
(
s2 − π
4
)
− β(s1) cos
(
s2 − π
4
))
−
√
2
πs1
(
α(s2) sin
(
s1 − π
4
)
− β(s2) cos
(
s1 − π
4
))
+ α(s1)β(s2) + α(s2)β(s1).
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Further by using (23), (19) and (20), we derive
|γ(s1, s2)| ≤
√
2
πs2
(|α(s1)|+ |β(s1)|) + |α(s1)β(s2)|
+
√
2
πs1
(|α(s2)|+ |β(s2)|) + |α(s2)β(s1)|
≤
√
2
πs2
s
−3/2
1
4
√
π
+
√
2
πs1
s
−3/2
2
4
√
π
+ 2
s
−3/2
1
4
√
2π
s
−3/2
2
4
√
2π
=
1
2
√
2πk
√
rj,1rj,2
(
1
s1
+
1
s2
+
1
4
√
2s1s2
)
≤ 1
2
√
2πk
√
rj,1rj,2
(
2
τπ
+
3
τπ
+
3
2
√
2τ 2π2
)
≤ 1
2
√
2πτk
√
rj,1rj,2
(
5
π
+
1
2
√
2π2
)
≈ 0.5754
τπk
√
rj,1rj,2
<
3
5τπk
√
rj,1rj,2
,
which, together with (21), rj,1 > rj,2 and λj,1 = 1/2, implies
| det(Aj,k)| ≥ 2
πk
√
rj,1rj,2
| sin (k(rj,2 − rj,1)) | − |γ(s1, s2)|
≥ 2
πk
√
rj,1rj,2
(
|sin (k(rj,2 − rj,1))| − 3
10τ
)
≥ 2
πkrj,1
(
sin(0.3363π)− 3
10τ
)
≥ 2
(
sin(0.3363π)− 3
10τ
)
πkR
√
1 + λ2j,1 − 2λj,1 cos( π10)
≈ 1
kR
(
1.0137− 6.9861
20τ
)
≥M
kR
,
where M = 1− 7
20τ
. Hence, the estimate (17) is obtained.
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Case (ii): k = k∗ = π/(30a).
Denote
J0(t) =1− t
2
4
+ α˜(t), (24)
Y0(t) =
2
π
(
1− t
2
4
)(
ln
t
2
+ C0
)
+
t2
2π
+ β˜(t), (25)
where C0 = 0.5772 · · · is Euler’s constant. Since
J0(t) =
∞∑
p=0
(−1)p
(p!)2
(
t
2
)2p
and
Y0(t) =
2
π
J0(t)
(
ln
t
2
+ C0
)
− 2
π
∞∑
p=1
(−1)p
(
1 + 1
2
+ · · ·+ 1
p
)
(p!)2
(
t
2
)2p
,
we have
0 < α˜(t) ≤ t
4
64
, |β˜(t)| ≤ t
3
72
+
t4
62
, 0 < t < 2. (26)
From (11), (24) and (25), we see
det(Aj,k) =J0(t1)Y0(t2)− J0(t2)Y0(t1)
=
2
π
(
1− t
2
1
4
)(
1− t
2
2
4
)
ln
rj,2
rj,1
+
t22 − t21
2π
+ γ˜(t1, t2),
where tℓ = k
∗rj,ℓ (ℓ = 1, 2), and
γ(t1, t2) =α˜(t1)
(
2
π
(
1− t
2
2
4
)(
ln
t2
2
+ C0
)
+
t22
2π
+ β˜(t2)
)
− α˜(t2)
(
2
π
(
1− t
2
1
4
)(
ln
t1
2
+ C0
)
+
t21
2π
+ β˜(t1)
)
+
(
1− t
2
1
4
)
β˜(t2)−
(
1− t
2
2
4
)
β˜(t1).
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Further, using (26), k∗R = π/5, 0.5k∗R ≤ t1 ≤ 0.55k∗R and 2.47k∗R ≤ t2 ≤
2.5k∗R, we derive
|γ(t1, t2)| ≤ t
4
1
64
(
2
π
(
1− t
2
2
4
) ∣∣∣∣ln t22 + C0
∣∣∣∣+ t222π + t
3
2
72
+
t42
62
)
+
t42
64
(
2
π
(
1− t
2
1
4
) ∣∣∣∣ln t12 + C0
∣∣∣∣+ t212π + t
3
1
72
+
t41
62
)
+
(
1− t
2
1
4
)(
t32
72
+
t42
62
)
+
(
1− t
2
2
4
)(
t31
72
+
t41
62
)
≤1.43× 10−4 + 0.0767 + 0.1483 + 3.25× 10−4
<0.2255,
and thus,
|det(Aj,k)| ≥ 2
π
(
1− t
2
1
4
)(
1− t
2
2
4
)
ln
rj,2
rj,1
+
t22 − t21
2π
− |γ˜(k∗, rj,1, rj,2)|
>0.3552 + 0.3632− 0.2255
>
4
9
.
This completes the proof.
Remark 3.1. We would like to point out that there exist other strategies for
choosing the parameters in (12) such that the inequality (17) holds, and the
unique solvability of equations (9) and (10) could be ensured as well.
Now, we turn to analyzing the stability of the phase retrieval formula. For
a fixed k and j, we consider the perturbed equation system for the unknowns
Re(uǫj,k) and Im(u
ǫ
j,k):
Y0(krj,1)Re(u
ǫ
j,k)− J0(krj,1)Im(uǫj,k) =f ǫj,1,k, (27)
Y0(krj,2)Re(u
ǫ
j,k)− J0(krj,2)Im(uǫj,k) =f ǫj,2,k, (28)
where
f ǫj,ℓ,k =
2
cǫj,ℓ,k
(|vǫj,ℓ,k|2 − |uǫj,k|2)− cǫj,ℓ,k8 |H(1)0 (krj,ℓ)|2,
cǫj,ℓ,k =
‖uǫ(·, k)‖j,∞
‖Φk(·, zj,ℓ)‖j,∞ ,
ℓ = 1, 2. (29)
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Here |uǫj,k| and |vǫj,ℓ,k| (ℓ = 1, 2) are measured noisy data satisfying
‖|uǫj,k| − |uj,k|‖j,∞ ≤ ǫ‖uj,k‖j,∞,∥∥|vǫj,ℓ,k| − |vˆj,ℓ,k|∥∥j,∞ ≤ ǫ ‖vˆj,ℓ,k‖j,∞ , (30)
where 0 < ǫ < 1, ℓ = 1, 2 and vˆj,ℓ,k(·) = uj,k(·)− cǫj,ℓ,kΦk(·, zj,ℓ). It is readily
to see that the solutions to the perturbed equations (27) and (28) can also
be given by formula (11) with f ǫj,ℓ,k in place of fj,ℓ,k (ℓ = 1, 2). Then we have
the following stability result.
Theorem 3.2. Under (12), we have the following estimate
‖uǫj,k − uj,k‖j,∞ ≤ ǫCǫ‖uj,k‖j,∞, j = 1, · · · , m, (31)
where
Cǫ =
2.5(2 + ǫ)2(3 + ǫ) + 15
1− ǫ .
Proof. From (5), (29), (30) and vj,ℓ(·, k) = u(·, k)− cj,ℓ,kΦk(·, zj,ℓ) , we see
|cǫj,ℓ,k − cj,ℓ,k| ≤ ǫcj,ℓ,k, (32)
and ∥∥|vǫj,ℓ,k| − |vj,ℓ,k|∥∥j,∞ ≤ ∥∥|vǫj,ℓ,k| − |vˆj,ℓ,k|∥∥j,∞ + ∥∥|vˆǫj,ℓ,k| − |vj,ℓ,k|∥∥j,∞
≤ǫ ‖vˆj,ℓ,k‖j,∞ + ǫcj,ℓ,k‖Φk(·, zj,ℓ)‖j,∞
≤ǫ
(
1 +
cǫj,ℓ,k
cj,ℓ,k
)
‖uj,k‖j,∞ + ǫ‖uj,k‖j,∞
≤ǫ(3 + ǫ)‖uj,k‖j,∞. (33)
Further, by using (30), (32), (33) and vj,ℓ(·, k) = u(·, k)− cj,ℓ,kΦk(·, zj,ℓ), we
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deduce∣∣∣∣∣ |v
ǫ
j,ℓ,k|2
cǫj,ℓ,k
− |vj,ℓ,k|
2
cj,ℓ,k
∣∣∣∣∣ ≤ 1cǫj,ℓ,k
∣∣|vǫj,ℓ,k|2 − |vj,ℓ,k|2∣∣+
∣∣∣∣∣ 1cǫj,ℓ,k −
1
cj,ℓ,k
∣∣∣∣∣ |vj,ℓ,k|2
≤ǫ(3 + ǫ)
cǫj,ℓ,k
‖uj,k‖j,∞
(|vǫj,ℓ,k|+ |vj,ℓ,k|)
+
∣∣cǫj,ℓ,k − cj,ℓ,k∣∣
cǫj,ℓ,kcj,ℓ,k
|vj,ℓ,k|2
≤ǫ(3 + ǫ)(2 + ǫ)
2
cǫj,ℓ,k
‖uj,k‖2j,∞ +
ǫ
cǫj,ℓ,k
‖vj,ℓ,k‖2j,∞
≤ǫ((3 + ǫ)(2 + ǫ)
2 + 2)
cj,ℓ,k(1− ǫ) ‖uj,k‖
2
j,∞
=
ǫ((3 + ǫ)(2 + ǫ)2 + 2)
1− ǫ ‖uj,k‖j,∞‖Φk(·, zj,ℓ)‖j,∞.
Similarly, we have∣∣∣∣∣ |u
ǫ
j,k|2
cǫj,ℓ,k
− |uj,k|
2
cj,ℓ,k
∣∣∣∣∣ ≤ǫ(3 + ǫ)1− ǫ ‖uj,k‖j,∞‖Φk(·, zj,ℓ)‖j,∞,∣∣cǫj,ℓ,k − cj,ℓ,k∣∣
8
∣∣∣H(1)0 (krj,ℓ)∣∣∣2 ≤2ǫ‖uj,k‖j,∞‖Φk(·, zj,ℓ)‖j,∞.
By using the triangle inequality, we obtain∣∣f ǫj,ℓ,k − fj,ℓ,k∣∣ ≤ ǫηǫ‖uj,k‖j,∞‖Φk(·, zj,ℓ)‖j,∞, ℓ = 1, 2, (34)
where
ηǫ =
2(2 + ǫ)2(3 + ǫ) + 12
1− ǫ .
The subsequent proof is divided into two cases.
Case (i): k ∈ KN\{k∗}.
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From (13), (18), (19) and (20), it is readily to see that
(|J0(krj,ℓ)|2 + |Y0(krj,ℓ)|2)1/2 ≤
√
2
πkrj,ℓ
+
(krj,ℓ)
−3/2
4
√
2π
≤
√
2
πkrj,ℓ
(
1 +
1
16π
)
≤ 0.82√
kR(1− λj,ℓ)
, (35)
which, together with (34) and (35), implies∣∣J0(krj,1)(f ǫj,2,k − fj,2,k)− J0(krj,2)(f ǫj,1,k − fj,1,k)∣∣
≤0.82ǫηǫ‖uj,k‖j,∞
(
‖Φk(·, zj,2)‖j,∞√
kR(1− λj,1)
+
‖Φk(·, zj,1)‖j,∞√
kR(1− λj,2)
)
≤0.822ǫηǫ‖uj,k‖j,∞ 1
2
√
kR(1− λj,1)
√
kR(1− λj,2)
≤0.83ǫηǫ
kR
‖uj,k‖j,∞ (36)
and∣∣Y0(krj,1)(f ǫj,2,k − fj,2,k)− Y0(krj,2)(f ǫj,1,k − fj,1,k)∣∣ ≤ 0.83ǫηǫ‖uj,k‖j,∞kR . (37)
Subtracting (9) from (27) (resp. (10) from (28)) yields
Y0(krj,1)Re(u
ǫ
j,k − uj,k)− J0(krj,1)Im(uǫj,k − uj,k) =f ǫj,1,k − fj,1,k, (38)
Y0(krj,2)Re(u
ǫ
j,k − uj,k)− J0(krj,2)Im(uǫj,k − uj,k) =f ǫj,2,k − fj,2,k. (39)
Thus,
Re(uǫj,k − uj,k) =
|J0(krj,1)(f ǫj,2,k − fj,2,k)− J0(krj,2)(f ǫj,1,k − fj,1,k)|
det |Aj,k| ,
Im(uǫj,k − uj,k) =
|Y0(krj,1)(f ǫj,2,k − fj,2,k)− Y0(krj,2)(f ǫj,1,k − fj,1,k)|
det |Aj,k| .
Then, in terms of (17), (36) and (37), we derive
‖uǫj,k − uj,k‖j,∞ ≤ ǫCǫ‖uj,k‖j,∞,
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where
Cǫ =
2.5(2 + ǫ)2(3 + ǫ) + 15
1− ǫ .
Case (ii): k = k∗.
From (24), (25), (26), 0.314 ≤ t1 ≤ 0.346 and 1.551 ≤ t2 ≤ 1.571, we
have
|J0(t1)| ≤ 1− t
2
1
4
+
t41
64
< 0.976, |J0(t2)| ≤ 1− t
2
2
4
+
t42
64
< 0.49, (40)
and
|Y0(tℓ)| ≤
∣∣∣∣ 2π
[
1− t
2
ℓ
4
+
t4ℓ
64
] [
ln
tℓ
2
+ C0
]
+
t2ℓ
2π
− 3t
4
ℓ
64π
∣∣∣∣ + t6ℓ ln tℓ3619 + t
6
ℓ
1809
<
{
0.777, ℓ = 1,
0.413, ℓ = 2.
(41)
Further, from (34), (40) and (41), we obtain∣∣J0(t1)(f ǫj,2,k − fj,2,k)− J0(t2)(f ǫj,1,k − fj,1,k)∣∣ (42)
≤0.976ǫηǫ‖uj,k‖j,∞‖Φk(·, zj,2)‖j,∞ + 0.49ǫηǫ‖uj,k‖j,∞‖Φk(·, zj,1)‖j,∞
≤0.34ǫηǫ‖uj,k‖j,∞ (43)
and ∣∣Y0(t1)(f ǫj,2,k − fj,2,k)− Y0(t2)(f ǫj,1,k − fj,1,k)∣∣
≤0.777ǫCǫ‖uj,k‖j,∞‖Φk(·, zj,2)‖j,∞ + 0.413ǫCǫ‖uj,k‖j,∞‖Φk(·, zj,1)‖j,∞
≤0.28ǫηǫ‖uj,k‖j,∞. (44)
Then, by solving the equations (38) and (39) with (17), (43) and (44), we
have completed the proof.
4 Fourier method
Once the phase information of the measured data is retrieved, we could turn
to the standard inverse source problem:
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Problem 4.1 (Multifrequency inverse source problem). Given the admissible
set of wavenumbers KN , find an approximation of S from the multifrequency
data {u(x, k) : x ∈ ΓR, k ∈ KN}.
In this section, we will briefly outline the Fourier method for solving
Problem 4.1. For more details on the Fourier method, we refer to [30] for the
near-field case and [26] for the far-field case. The basic idea of the Fourier
method is to approximate the source S by a Fourier expansion of the form
SN(x) :=
∑
|ℓ|∞≤N
sˆℓφℓ(x) (45)
where ℓ ∈ Z2, sˆℓ are the Fourier coefficients and
φℓ(x) := exp
(
i
π
a
ℓ · x
)
, ℓ ∈ Z2,
are the Fourier basis functions.
Let νρ be the unit outward normal to Γρ := {x ∈ R2 : |x| = ρ > R} and
define
w(x, k) :=
∑
n∈Z
H
(1)
n (kρ)
H
(1)
n (kR)
uˆk,ne
inθ, x ∈ Γρ,
∂νρw(x, k) :=
∑
n∈Z
k
H
(1)′
n (kρ)
H
(1)
n (kR)
uˆk,ne
inθ, x ∈ Γρ.
where
uˆk,n :=
1
2π
∫ 2π
0
u(R, θ, k)e−inθ dθ.
and u(R, θ, k) stands for u(x, k)|ΓR in polar coordinates x = R(cos θ, sin θ).
Following [30], the Fourier coefficients are given by
sˆℓ =
1
4a2
∫
Γρ
(
∂νρw(x, k) + i
π
a
(ℓ · νρ)w(x, k)
)
φℓ(x) dsx, 1 ≤ |ℓ|∞ ≤ N,
sˆ0 =
λπ
4a2 sinλπ
(∫
Γρ
(
∂νρw(x, k
∗) + i
π
a
(ℓ∗ · νρ)w(x, k∗)
)
φℓ∗(x) dsx
−
∑
1≤|ℓ|∞≤N
sˆℓ
∫
V0
φℓ(x)φℓ∗(x) dx
)
.
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Algorithm FM: Fourier method for recovering the source
Step 1 Choose the parameters λ, ρ,N and the admissible set KN ;
Step 2 Collect the noisy multifrequency data {uǫ(x, k) : x ∈ ΓR, k ∈
KN};
Step 3 Evaluate the auxiliary Cauchy data w and ∂νρw on Γρ;
Step 4 Compute the Fourier coefficients sˆ0 and sˆℓ(1 ≤ |ℓ|∞ ≤ N)
and then SN defined in (45) is the reconstruction of S.
where λ is a constant satisfying 0 < λ < a/(2π), ℓ∗ = (λ, 0) and k∗ = πλ/a.
The Fourier method is summarized in Algorithm FM.
For the theoretical justifications of the Fourier method as well as validat-
ing numerical examples, we refer to [30].
5 Numerical examples
In this section, we present below several numerical results to illustrate the
feasibility and effectiveness of the proposed method.
Synthetic radiated fields were generated by solving the forward problem
via the finite element method. The computation was implemented on a
truncated circular domain enclosed by an absorbing perfectly matched layer.
The mesh of the forward solver is successively refined till the relative error of
the successive measured data is below 0.1%. In addition to the discretization
error of the forward solver, we also add some uniformly distributed random
noises to the measurements in order to test the stability of the algorithm.
The noisy phaseless data was given by the following formula:
uǫ := (1 + ǫr)|u|
where r is a uniformly distributed random number ranging from −1 to 1,
and ǫ > 0 is the noise level.
5.1 Validation of phase retrieval
In this subsection, we will present a numerical validation of the phase re-
trieval technique. In our experiment, the test source function is chosen as
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Figure 2: The exact source function S. (a) surface plot (b) contour plot
the following mountain shaped source
S(x1, x2) =1.1 exp(−200((x1 − 0.01)2 + (x2 − 0.12)2))
− 100(x22 − x21) exp(−90(x21 + x22)).
Figure 2 illustrates the surface and contour plots of the exact source
function S in the domain V0 = [−0.3, 0.3]2.
First we specify the parameters used in (12): a = 0.3, τ = 6, R = τa =
1.8, m = 10, λ1,1 = 0.5, ϑ1 = 0.1π and thus k
∗ = π/9. The other wavenum-
bers are taken as k = 10π/3, 50π/3 and 100π/3. Without loss of generality,
here we only show the phase retrieval results on Γ1. Figure 3 shows the
geometry setup of this example for two typical wavenumbers.
To quantitatively evaluate the accuracy of the phase retrieval, we list the
relative errors in Table 1 and 2. In Table 1 and Table 2, the discrete relative
errors are respectively calculated as follows(
Nj∑
n=1
|u(xn, k)− uǫ(xn, k)|2
)1/2
(
Nj∑
n=1
|u(xn, k)|2
)1/2 , xn ∈ Γj , j = 1, · · · , m,
max
xn∈Γj
|u(xn, k)− uǫ(xn, k)|
max
xn∈Γj
|u(xn, k)| , n = 1, · · · , Nj, j = 1, · · · , m.
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Figure 3: Geometry illustration of the phase retrieval on Γ1. The boundary
of sector B1 is depicted by the thick black line. The reference source points
are denoted by the small red points. (a) k = 10π/3 (b) k = k∗ = π/9.
k∗ =
π
9
k =
10π
3
k =
50π
3
k =
100π
3
ǫ = 0 5.2× 10−16 1.9× 10−16 3.6× 10−16 5.0× 10−16
ǫ = 0.1% 0.28% 0.13% 0.22% 0.27%
ǫ = 1% 2.95% 1.22% 2.16% 2.08%
ǫ = 5% 15.5% 5.12% 10.6% 10.23%
Table 1: The relative L2 errors between u(·, k)|Γ1 and uǫ(·, k)|Γ1 for different
wavenumbers and noise levels.
where Nj denotes the number of measurements on Γj, and u and uǫ are
the exact and retrieved radiated fields, respectively. The results in Table 1
and Table 2 could be served to verify our theoretical findings that the error
decreases as the noise level decreases. Although the accuracy deteriorates
correspondingly as the noise level increases, it can be seen from these results
that the phase retrieval procedure is quite accurate and stable as long as the
perturbation is moderately small.
5.2 Reconstruct the source
In this subsection, we are going to show some numerical results of the Fourier
method for imaging the source function with phased data. The phased ra-
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k∗ =
π
9
k =
10π
3
k =
50π
3
k =
100π
3
ǫ = 0 1.1× 10−15 3.1× 10−16 5.5× 10−16 3.8× 10−16
ǫ = 0.1% 0.45% 0.16% 0.44% 0.24%
ǫ = 1% 4.60% 1.42% 3.32% 3.18%
ǫ = 5% 23.9% 6.47% 19.2% 18.97%
Table 2: The relative infinity errors between u(·, k)|Γ1 and uǫ(·, k)|Γ1 for
different wavenumbers and noise levels.
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Figure 4: The reconstruction of source S with 1% noise. (a) surface plot (b)
contour plot
diated field is obtained by the phase retrieval technique in the previous sub-
section. Following [30], the truncation of the Fourier expansion is chosen
as N = 2⌈ǫ−1/3⌉ where the ceiling function ⌈X⌉ denotes the largest inte-
ger that is smaller than X + 1. We use 400 pseudo-uniformly distributed
measurements on ΓR and Γρ with ρ = 1.4. The relative L
2 error of the recon-
struction is evaluated over V0 with 800× 800 equally spaced grid. For more
implementation details, we refer to [30].
The final reconstruction of the source S with 1% noise is shown in Figure
4. Our experiment shows that, using the phaseless measurements polluted
with 1%, 2% and 5% random noise, the relative L2 error of the final source
reconstruction is 4.60%, 5.82% and 8.39%, respectively. As seen from sub-
section 5.1, for moderately large noise level, say 5%, the retrieved radiated
data is not very accurate. Nevertheless, the final reconstruction of the source
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function is not drastically affected and thus satisfactory. This salient capabil-
ity is due to the fact that the Fourier coefficients are evaluated by computing
integrals which could significantly filter the effect of noise. Therefore, the
Fourier method is inherently tolerant to large noise.
6 Conclusion
In this work, we have proposed a numerical method for determining acoustic
sources from multifrequency phaseless measurements. Our reconstruction
procedure consists of two stages and it does not rely on any regularization
or iteration. On the first stage the phase information of the measured data
is retrieved via the newly introduced reference source technique. As a result,
we only need to solve the standard phased inverse source problem on the
second stage.
Since the Fourier method is applicable to the scalar 3D Helmholtz equa-
tion as well as the vector Maxwell’s system [26, 25, 27], our future work
consists of extending the idea of phase retrieval to the 3D case and the vec-
tor electromagnetic model.
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