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Abstrakt 
S prudkým rozvojem informačních technologií neustále stoupá i množství vyprodukovaných dat 
a narůstá potřeba je rychle a efektivně zpracovávat za účelem odhalení skrytých znalostí obsažených 
v datech.  
Tahle práce se zabývá procesem dolování dat z databází, jeho jednotlivými fázemi, různými 
metodami pro dolování v datech a jejich porovnáním. Podrobně je analyzován model regrese, 
neuronové sítě a rozhodovacího stromu.V práci je též představen jeden z předních nástrojů pro 
dolování SAS Enterprise Miner a je demonstrováno jeho praktické použití. 
Cílem této práce je porovnání modelů pro dolování v prostředí SAS Enterprise Miner, diskuze 








Increasing developement of information technology causes the amount of produced data to grow 
continously. And so the need becomes more intensive to process the produced data fast and 
efficiently to discover hidden knowledge contained in the data. 
This thesis examines the process of knowledge discovery in data, it’s particular phases, various 
methods for mining the data and their comparation. Models of regression, neural network and 
decision tree are analysed in detail. The thesis also introduces one of the leading tools for datamining 
the SAS Enterprise Miner and demonstrates it’s practical application on data.  
The purpose of this thesis is comparation of models for datamining in the SAS Enterprise Miner 
environment, discussion of the results and analysis to determine which model is suitable for different 
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S rozširujúcim sa využitím informačných technológií vo všetkých oblastiach ľudskej činnosti 
a v každodennom živote rastie exponenciálne aj množstvo vyprodukovaných dát. S narastajúcim 
množstvom údajov prichádza aj stále naliehavejšia potreba tieto údaje rýchlo a efektívne spracovávať. 
Vyprodukované dáta totiž obsahujú obrovské množstvo informácií, ktoré sú na prvý pohľad skryté - 
nie sú v dátach explicitne reprezentované. Skúmanie a analýza týchto skrytých súvislostí a vzťahov 
v dátach prináša cenné výsledky vo forme znalostí využiteľných vo vede, medicíne, finančníctve, v 
komerčnej sfére a mnohých ďalších oblastiach. Preto sa čoraz významnejším stáva proces 
objavovania znalostí v dátach.  
 Proces objavovania znalostí v dátach, dolovanie znalostí v dátach či jednoducho dolovanie 
dát, ako sa tento proces bežne nazýva, je relatívne nová technológia s obrovským potenciálom, ktorá 
sa rýchlo rozvíja. Zameriava sa na analýzu veľkých objemov dát v databázach a vyhľadávanie 
skrytých súvislostí a vzorov v nich. K tomu používa celý rad nástrojov, metód a algoritmov, ktorých 
výber závisí od mnohých faktorov ako sú objem a typ skúmaných dát, povaha dolovacích úloh alebo 
požadované využitie získaných znalostí. Úlohou tejto práce bolo zoznámiť sa podrobne s metódami 
pre dolovanie dát, zoznámiť sa s nástrojom SAS Enterprise Miner, ktorý predstavuje jedno 
z popredných riešení na trhu produktov zameraných na objavovanie znalostí v dátach a porovnať 
viaceré dolovacie modely na konkrétnych dátach.  Z modelov pre dolovanie dát boli vybrané modely 
regresnej analýzy, neurónových sietí a rozhodovacieho stromu. 
 Práca je rozdelená na úvod a viaceré kapitoly predstavujúce ucelené časti. Prvá kapitola 
poskytuje plynulý úvod do procesu dolovania dát, popis jeho jednotlivých fáz, definíciu základných 
pojmov dolovania v dátach a fundamentálne rozdelenie dolovacích úloh.  
 Druhá kapitola bližšie popisuje vybrané modely pre dolovanie v dátach a vysvetľuje ich 
praktické použitie. Tieto vybrané modely budú v ďalšej časti práce aplikované na konkrétnych 
dátach.  
 Tretia kapitola predstavuje čitateľovi prostredie SAS Enterprise Miner (SAS EM). Obsahuje 
základný prehľad o možnostiach využitia tohto mocného nástroja, rozbor vlastnej metodiky, ktorú 
Enterprise Miner využíva pre riešenie dolovacích úloh a v záverečnej časti kapitoly sa nachádza 
zoznam najčastejšie používaných prvkov programu. 
 Vrámci štvrtej kapitoly je popísané experimentálne riešenie troch dolovacích úloh v prostredí 
SAS EM. Pre riešenie každého zadania budú použité viaceré dolovacie modely. Ich výsledky budú 
zhodnotené a navzájom porovnané v grafickej forme. 
 Posledná kapitola predstavuje záver práce a sumárne hodnotí dosiahnuté výsledky 
a úspešnosť práce.  
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2 Dolovanie dát 
2.1 Čo je dolovanie dát 
Dolovanie dát je proces objavovania skrytých, vopred neznámych a potenciálne užitočných 
informácií (znalostí, modelov, vzorov) v rozsiahlom množstve dát [2]. Dáta sú analyzované bez 
očakávania konkrétnych výsledkov. Dolovanie dát vytvára znalosti, ktoré môžu byť použité pre lepšie 
pochopenie dát. Pri objavovaní znalostí v dátach sa teda predpokladá, že dáta obsahujú navonok 
neviditeľné, netriviálne a pre nás zaujímavé informácie, súvislosti a vzory. Dolovanie dát (Data 
Mining, DM) sa zvykne označovať aj komplexnejším a výstižnejším názvom Objavovanie znalostí 
v databázach (Knowledge Discovery in Data, KDD). Proces objavovania znalostí je komplexný, 
zložitý a netriviálny. Má viacero častí, ktoré podrobnejšie popíšeme v ďalších kapitolách.  
S narastajúcim objemom dát produkovaných ľudstvom vzniká čoraz naliehavejšia potreba tieto 
dáta efektívne analyzovať. Množstvo údajov je tak obrovské, že je potrebné hľadať prostriedky pre 
ich automatizované spracovanie. Dolovanie dát preto získava čoraz väčší význam pri spracovaní 
a analýze týchto údajov.  
Znalosti získané dolovaním majú široké uplatnenie v praxi, najmä v ekonomike, poisťovníctve 
a bankovom sektore, v obchodnom sektore, medicíne a v ďalších vedeckých a technických oboroch. 
Výsledkom praktického využitia vydolovaných znalostí je rast ziskov, zvýšenie efektivity výroby, 
zníženie strát a nákladov, efektívnejšie obchodné stratégie, nové objavy v medicíne a pokroky vo 
vedeckom výskume.  
2.2 Vývoj procesu dolovania dát 
Už mnoho rokov sa ľudia snažia získavať užitočné informácie z údajov, ktoré majú k dispozícii. Po 
dlhú dobu bol zber týchto údajov ako aj ich analýza len manuálnym procesom. Prudký rast v objeme 
a komplikovanosti dát produkovaných ľudstvom v posledných desaťročiach však vyžadoval použitie 
čoraz sofistikovanejších automatizačných mechanizmov pri zhromažďovaní dát a ich analýze. Rýchly 
vývoj v oblasti výpočtovej techniky umožnil nahradiť tzv. „ručnú“ analýzu dát automatizovaným 
zberom a spracovaním veľkého množstva údajov. S narastujúcim výkonom počítačov bolo možné 
použitie čoraz  komplexnejších metód, modelov a nástrojov. Vďaka všadeprítomnej výpočtovej 
technike sa tiež zjednodušil zber, správa a uchovávanie dát.  
Korene dolovania dát siahajú do 2. polovice minulého storočia, k pojmom ako štatistika, 
počiatky umelej inteligencie a strojového učenia. Datamining, ako ho poznáme dnes, existuje okolo 
10 rokov. Do dnešnej podoby sa vyvíjal postupne, s rastúcim výkonom techniky prichádzali 
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komplexnejšie metódy a rýchlejšie spracovanie dát. Pri súčasných technologických možnostiach sa 
využiteľnosť a presnosť dolovacích metód niekoľkonásobne zvýšila. 
 
Situácia dnešnej doby sa popisuje nasledovne:  
„We are drowning in data but starving for knowledge“ 
2.3 Proces dolovania dát 
Už sme uviedli, že dolovanie dát je komplexný proces. Správne by sme tento proces mali označovať 
ako získavanie znalostí z dát (angl. Knowledge Discovery in Data, KDD), nakoľko termín 
dolovanie dát (angl. data mining, DM) nie je celkom presný. V podstate označuje iba jednu, i keď 
kľúčovú, časť procesu získavania znalostí z dát. Budeme ho však používať aj naďalej, pretože tento 
termín je bežne používaný odbornou verejnosťou a vyskytuje sa častejšie ako formálne správne 
označenie „získavanie znalostí z dát“, prípadne „dolovanie v dátach“, „analýza dát/vzorov“, 
„bagrovanie dát“ či „archeológia dát“.  
Termín „dolovanie dát“ má ešte jednu nevýhodu. Význam slova „dolovať“ sa obvykle spája 
s podstatným menom označujúcim cieľ tohto procesu a nie jeho prostriedok. Podobne pri ťažbe napr. 
zlata zo skaly alebo z piesku sa požíva termín „dolovanie zlata“ a nie „dolovanie skaly/piesku“. 
Napriek tomu sa však budeme naďalej držať všeobecne zaužívaného termínu dolovanie dát.  
Samotný proces dolovania dát má niekoľko základných fáz, ktoré bližšie popíšeme. Aj keď 
postupnosť týchto krokov je pevne daná, realizácia samotného procesu dolovania nie je len 
jednoduchým, automatickým prechodom jednotlivými deterministickými krokmi. Tento proces 
spravidla nie je plne automatizovateľný, jeho plnou automatizáciou by sme len ťažko dostali výsledky 
v podobe skutočne cenných znalostí, ktoré by boli nové a súčasne predstavovali reálny prínos či zisk. 
Preto je nevyhnutná asistencia človeka, ktorý rozhoduje o výbere vhodných operácií, modelov 
a nastavení ich parametrov v priebehu procesu objavovania znalostí. Taktiež jedine človek môže 
definitívne rozhodnúť, či sú objavené znalosti natoľko užitočné a závažné, aby sa dali úspešne 
aplikovať v danom obore v praxi.  
Z toho vyplýva, že objavovanie znalostí je vrámci jeho jednotlivých krokov procesom 
nedeterministickým, v každej jeho fáze existuje mnoho alternatív a možných rozhodnutí. Výber 
alternatívnej operácie, algoritmu, modelu alebo zmena jeho parametrov preto nutne vedú k iným 
výstupom, čo následne ovplyvňuje ďalšie kroky. To je dôvod, prečo v procese objavovania znalostí 
dochádza často k iteráciám vrámci jedného alebo i viacerých krokov s cieľom dosiahnuť čo najlepší 
výsledok. Pretože sa pri objavovaní znalostí jednotlivé fázy procesu (dokonca i celý proces) môžu 
opakovať a je pri ňom nutná asistencia človeka, charakterizujeme proces objavovania znalostí ako 
iteratívny a interaktívny. Ďalšou významnou vlastnosťou dolovania v dátach je jeho značná 
multidisciplinárnosť. V dolovaní dát sa snúbia metódy z oblasti štatistiky, algoritmy a modely 
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z oboru umelej inteligencie a strojového učenia spolu s databázovými systémami pre 
zhromažďovanie a uchovávanie veľkých objemov dát. Toto spojenie nutne dopĺňajú praktické 
znalosti z oboru riešeného problému, ktoré sú nevyhnutné pre správny výber a ladenie použitých 
modelov a algoritmov a vhodné nastavenie ich parametrov.  
2.3.1 Prípravné fázy procesu objavovania znalostí 
 
Riešenie problémov pomocou dolovania dát má niekoľko základných fáz, ktorými postupne 
prechádzame. Ako sme už spomenuli vyššie, jednotlivé časti procesu sa môžu iteratívne opakovať 
[2]. Postupnosť základných častí teraz popíšeme podrobnejšie. Pre úplnosť uveďme, že vlastnému 
procesu objavovania znalostí predchádza  definícia a analýza cieľovej úlohy a následné získanie 
relevantných dát a ich porozumenie. Pochopenie existujúcich znalostí o doméne problému a správna 
definícia cieľa majú rozhodujúci význam pre celý ďalší priebeh procesu. Podobne získanie vhodných 
dát; o každom atribúte vybranej dátovej množiny treba rozhodnúť, či je alebo nie je relevantný pre 
danú úlohu. Dátam je taktiež nutné porozumieť a vhodne ich upraviť, aby nájdené vzory skutočne 
pomohli k vyriešeniu danej úlohy. Dáta môžu obsahovať nepresné, zašumené hodnoty, niekedy môžu 
hodnoty atribútov dokonca chýbať. Alebo je potrebné zlúčiť údaje z viacerých zdrojov a zároveň 
vylúčiť zdvojené atribúty z ďalšieho spracovania. Chýbajúce a extrémne hodnoty je vhodné nahradiť 
či transformovať, aby neskresľovali celkový výsledok analýzy. Medzi prípravné fázy procesu 
objavovania znalostí teda patrí: čistenie dát, integrácia a transformácia dát, redukcia a diskretizácia 
dát. 
Prvou fázou procesu objavovania znalostí v dátach je čistenie dát. Cieľom čistenia dát je 
odstránenie zašumených dát, vyporiadanie sa s nekonzistentnými dátami a chýbajúcimi údajmi. Ak je 
to možné, zašumené údaje je potrebné vyčistiť, nekonzistenté údaje opraviť a chýbajúce hodnoty buď 
dopočítať alebo vhodne nahradiť. V opačnom prípade konkrétny záznam vynecháme z ďalšieho 
spracovania. Zašumené dáta či chýbajúce hodnoty majú negatívny dopad na presnosť a spoľahlivosť 
výsledkov dolovania. Rôzne metódy pre dolovanie dát sa dokážu rozličným spôsobom vyporiadať 
s nevyčistenými dátami a chýbajúcimi hodnotami a ich výsledky môžu byť viac či menej skreslené.  
Druhou fázou objavovania znalostí je integrácia dát. Dáta, ktoré chceme použiť pre dolovanie, 
môžu pochádzať z viacerých, často heterogénnych, zdrojov a môžu byť rôznej povahy. Je potrebné 
zabezpečiť aj fyzické sprístupnenie jednotlivých zdrojov údajov, ich presun a uloženie do 
integrovaného zdroja, z ktorého ich následne budeme čerpať. Môže to byť napríklad už existujúca 
databáza, dátový sklad alebo externý súbor.  
Pri zlučovaní dát z viacerých zdrojov musíme riešiť aj problém možnej redundancie údajov vo 
výslednom súbore dát. Atribút dátovej množiny sa stáva redundantným (nadbytočným), ak označuje 
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rovnakú vlastnosť ako iný atribút alebo ak jeho hodnota môže byť odvodená či dopočítaná 
z ostatných atribútov.  
Pre určenie redundancie atribútov sa používa aj korelačná analýza, ktorou zisťujeme mieru 
vzájomnej závislosti atribútov. 
Pri zlučovaní viacerých zdrojov dát môže nastať problém v podobe rôznych hodnôt tých istých 
atribútov. Preto je dôležitá detekcia a riešenie konfliktov v hodnotách údajov. Zláštnu pozornosť je 
nutné venovať štruktúre súborov dát pred ich zlúčením dohromady, kvôli zachovaniu hierarchie 
a závislostí v dátach vo výslednom dátovom súbore. Kvalitná a pozorná integrácia dát prispieva 
k redukcii redundancie a nekonzistentnosti v dátach a tým zlepšuje predpoklady pre presnosť 
výsledkov samotného procesu dolovania v dátach.  
Transformácia dát - v tejto fáze sú dáta transformované do podoby vhodnej  pre samotné 
dolovanie v dátach. Výber transformačných operácií má značný vplyv na  konkrétny algoritmus 
dolovania. Pri transformácii sa využíva vyhladenie dát, agregácia, zovšeobecňovanie (generalizácia), 
normalizácia či konštrukcia atribútov.  
Vyhladenie dát slúži na odstránenie a vyrovnanie zašuemených a extrémnych hodnôt v dátach. 
Agregačné funkcie vytvárajú súhrnný pohľad z vyššej perspektívy na dáta. Generalizačné operácie 
nahrádzajú dáta nižšej úrovne konceptom vyššej úrovne. Normalizácia transformuje hodnoty dát tak, 
aby spadali do určitého vymedzeného rozsahu. Často býva rozloženie hodnôt dát veľmi 
nerovnomerné a sústredené do jednej oblasti oboru hodnôt, preto je potrebné rozloženie dát 
normalizovať - nerovnomerné rozloženie skresľuje výsledky procesu dolovania. Konštrukcia 
atribútov  vytvára nové atribúty, ktoré sú odvodené od atribútov existujúcich.   
Databázy a dátové sklady obsahujú také obrovské množstá údajov, že analýza a dolovanie 
kompletných dátových súborov by trvali neprijateľne dlhý čas. Vrámci predspracovania dát je teda 
dôležitá redukcia dát. Redukcia znamená výber reprezentačnej vzorky údajov z celkového súboru 
dát. Táto vzorka má omnoho menšiu veľkosť, ale zachováva integritu pôvodného datasetu, teda 
produkuje rovnaké (alebo takmer rovnaké) analytické výsledky ako celý dataset.  
 
Medzi metódy redukcie dát patria:  
 Agregácia dátovej kocky - je typická pre dátové sklady [2]. Dáta sú redukované výberom 
vyššej úrovne abstrakcie asociovanej s niektorou z dimenzií dátovej kocky. Výsledok 
predstavuje sumarizáciu hodnôt na nižšej úrovni abstrakcie.  
 Výber podmnožiny atribútov - z ďalšej analýzy by mali byť vylúčené nerelevantné a málo 
relevantné atribúty, redundantné atribúty a taktiež dáta  so žiadnou alebo len malou 
variabilitou. Cieľom výberu podmnožiny atribútov je vybrať minimálnu množinu atribútov 
tak, aby sa zachovala výsledná distribúcia pravdepodobnosti jednotlivých tried. 
 Redukcia dimenzionality - v prípade dátových skladov sa nejedná o redukciu jednotlivých 
atribútov ale o celé dimenzie. Ponechanie takýchto dát môže nepriaznivo ovplyvniť 
 8 
algoritmus dolovania a tým aj kvalitu výsledkov. Okrem toho nadbytočné dáta neúčelne 
zvyšujú objem dát určených pre analýzu a tak spomaľujú proces dolovania. Navyše sú 
výsledky dosiahnuté s nižším počtom atribútov väčšinou jednoduchšie a lepšie zrozumiteľné. 
 Redukcia početnosti dát - nahradenie pôvodných dát menšou, alternatívnou reprezentáciou 
a to buď parametricky alebo neparametricky [9].  
V prípade parametrickej redukcie dát sa namiesto celkovej dátovej reprezentácie ukladajú len 
parametre modelu (napr. parametre regresnej krivky popisujúcej závislosť medzi atribútmi). 
Uložiť sa tiež môžu výrazne sa odchyľujúce prípady.  
V prípade neparametrickej redukcie sa používajú histogramy, vzorkovanie (sampling) alebo 
zhlukovanie (clustering). V histograme je distribúcia dát rozdelená na niekoľko disjunktných 
podmnožín, ktoré sa znázorňujú na horizontálnej osi. Na vertikálnej osi je potom znázornená 
frekvencia výskytu hodnôt spadajúcich do danej podmnožiny.  
Zhlukovanie rozdeľuje množinu dát do skupín tak, aby si prvky vrámci  jednej skupiny boli 
čo najviac podobné, pričom prvkly z rôznych skupín sú si navzájom čo najviac nepodobné. 
Pri použití zhlukovania  za účelom redukcie nahrádza reprezentácia zhluku reprezentácie 
jednotlivých prvkov, ktoré doň patria.  
Vzorkovanie predstavuje výber určitej podmnožiny prvkov z pôvodnej množiny všetkých 
prvkov. Vyberá sa buď náhodná vzorka o veľkosti n prvkov bez nahradenia, náhodná vzorka 
o veľkosti n prvkov s nahradením alebo rozvrstvená vzorka z databázy (reprezentatívna 
vzorka, zastúpené sú aj dáta z málo početných tried). Pre numerické dáta je tiež možné použiť 
náhodné vzorkovanie založené na konvergencii variability, kde nie je dopredu stanovený 
počet vybraných prvkov ale miera spoľahlivosti vzorky vzhľadom na pôvodný súbor dát. 
Ako ďalšiu alternatívu uveďme diskretizáciu a generovanie konceptuálnej hierarchie. Jedná 
sa o špeciálny prípad redukcie počtu údajov, kedy sa neredukuje počet záznamov ale počet 
rôznych hodnôt atribútov. Hodnoty atribútov môžu byť nahradené intervalmi alebo pojmami 
z konceptuálnej hierarchie [3]. 
 
Kvalitné predspracovanie dát je kľúčom k objaveniu kvalitného a spoľahlivého modelu. 
 
Fázy procesu objavovania znalostí, ktoré sme doteraz uviedli, slúžili na prípravu, resp. 
predspracovanie dát. Ďalej sa budeme zaoberať samotným dolovaním znalostí z dát, teda hľadaním 
skrytých súvislostí a vzorov v dolovaných dátach. Následne prejdeme k vyhodnoteniu a interpretácii 





2.3.2 Dolovanie v dátach 
Samotné dolovanie v dátach je kľúčovou fázou obajavovania znalostí. V tejto časti celkového 
procesu prebieha vlastná analýza dát a hľadanie skrytých vzorov a súvislostí, ktoré potom môžu byť 
transformované do výsledných znalostí.  
V závislosti na typoch dolovacích úloh poskytujú nástroje pre dolovanie dát pomerne široký 
výber z množstva dolovacích modelov a použitých algoritmov. Dolovacie úlohy môžeme rozdeliť do 
týchto hlavných typov:  
 popisné (deskriptívne)  
 prediktívne  
 ostatné úlohy pre dolovanie 
 
V nasledujúcom texte stručne popíšeme popisné dolovanie a sústredíme sa najmä na prediktívne 
dolovacie úlohy a na používané modely a algoritmy.  
 
2.3.2.1 Popisné (deskriptívne) dolovanie 
Popisné dolovanie v dátach sa snaží popísať danú množinu dát stručným a výstižným spôsobom. Je 
to teda zovšeobecnenie (generalizácia) na základe známych vlastností dolovaných dát. Generalizácia 
Obr. 2.1 Proces objavovania znalostí v dátach 
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je proces abstrakcie z relatívne nízkej konceptuálnej úrovne na vyššiu konceptuálnu úroveň, ktorý je 
spravidla prevedený nad veľkou množinou dát relevantných pre príslušnú dolovaciu úlohu.  
 Generalizáciu sme už spomenuli ako prostriedok pri predspracovaní dát, avšak metóda 
generalizácie v samotnom dolovaní v dátach sa zameriava na popis dát ako na cieľ dolovania a na 
jeho automatizované získanie. Tento popis získame:  
- charakterizáciou - popísaním charakteristických vlastností danej množiny dát 
(sumarizovaním). Môžeme sem zaradiť aj OLAP operáciu roll-up nad dátovoým skladom a tiež 
metódy automatickej generalizácie, kde proces zovšeobecňovania riadi algoritmus, ktorý používa 
parametre nastavené užívateľom.   
- porovnaním (diskrimináciou) - vymedzenie cieľovej triedy pomocou porovnania s inou 
triedou alebo i viacerými triedami. V prípade automatického porovnávania sa paralelne generalizujú 
dve alebo viacero základných relácií, z ktorých každá predstavuje inú skupinu dát. Cieľom je ich 
porovnanie z pohľadu ich rozdielnych vlastností.  
- frekventované vzory - sú to často sa opakujúce vzory v dátach. Môže sa jednať 
o podpostupnosti, podstromy či podgrafy. V prípade postupností hovoríe o sekvenčných vzoroch, 
v prípade kolekcií štruktúr hovoríme o štruktúrovaných vzoroch. Vyhľadávanie frekventovaných 
vzorov v dátach vedie k objavovaniu zaujímavých asociácií a korelácií v dátach.  
- asociačné pravidlá - okrem iného sú často nástrojom pre analýzu nákupného košíka. Daná je 
databáza určitých zákazníckych transakcií, napr. zoznamy spolu nakúpených tovarov. Asociácie 
vyjadrujú tie súvislosti vrámci prevedených transakcií, ktoré sa v databáze často vyskytujú.  Takto 
nájdené pravidlá sú zaujímavé v prípade, že sa v transakciách vyskytujú dostatočne často. Asociačné 
pravidlá majú tvar: 
kupuje(X, 'počítač') ⇒ kupuje(X, 'software') [podpora = 1%, spoľahlivosť = 50%] 
Pravidlá obsahujú premennú X, ktorá reprezentuje zákazníka, tovarové položky 'počítač' a 'software' 
z položkovej množiny tovarov a predikát kupuje. Keďže uvedené pravidlo obsahuje len jediný 
predikát kupuje, nazveme ho jednodimenzionálnym pravidlom. Obecne môžu asociačné pravidlá 
obsahovať viac predikátov (2 predikáty = dvojdimenzionálne pravidlo, viac ako 2 predikáty = 
multidimenzionálne pravidlo).  
Premenné podpora (angl. support, s) a spoľahlivosť (angl. confidence, c) vyjadrujú mieru 
zastúpenia príslušných frekventovaných vzorov v analyzovanej databáze transakcií. Podpora 1% 
znamená, že zo všetkých analyzovaných transakcií si 1% zákazníkov kúpilo spoločne počítač aj 
software. Spoľahlivosť 50% znamená v našom prípade 50%-nú pravdepodobnosť, že ak si zákazník 
kupuje počítač, kúpi si spoločne s ním aj software. Inými slovami, 50% všetkých zákazníkov 
kupujúcich si počítač, si k nemu hneď kúpi aj software.  
Zaujímavosť vydolovaných asociačných pravidiel určujeme stanovením minimálnych hodnôt 
podpory a spoľahlivosti. 
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2.3.2.2 Prediktívne dolovanie  
 Dvoma základnými metódami v prediktívnom dolovaní v dátach sú klasifikácia a predikcia [1]. 
Prediktívne dolovanie používame na predpovedanie hodnôt cieľovej premennej (target variable). Ide 
teda o vytvorenie modelu pre predikciu údajov, ktoré v okamihu dolovania nie sú známe. 
Klasifikácia slúži na klasifikovanie dát na základe ich vlastností do konečného počtu tried, ktoré sú 
vopred známe. Predpovedá teda nominálne (diskrétne), obecne neusporiadané hodnoty. Predikcia 
naproti tomu predpovedá spojité, numerické hodnoty.  
 Klasifikácia i predikcia majú 2 základné fázy: fázu učenia a testovaciu fázu. V prvej fáze sa 
obe metódy snažia vytvoriť model správania dát (učiť sa) na základe trénovacej množiny dát. 
Trénovacia množina obsahuje údaje, u ktorých je známa hodnota cieľovej premennej. Táto premenná 
je kategorická, čo znamená, že každá jej hodnota označuje určitú triedu, do ktorej záznam patrí. 
Tento spôsob učenia modelov sa nazýva aj učenie s učiteľom (supervised learning). V tejto fáze si 
model pre klasifikáciu vytvára tzv. klasifikačné pravidlá, na základe ktorých zaraďuje s istou 
presnosťou jednotlivé prvky do tried.  
Takto vytvorený (naučený) model sa potom v druhej fáze testuje pri predpovedaní cieľovej 
premennej dát z testovacej množiny. Tieto dáta majú tiež známe hodnoty cieľovej premennej a sú 
nezávislé na dátach trénovacej množiny. Model logicky nemôže byť vytvorený aj verifikovaný 
pomocou tých istých dát, preto musia byť trénovacia a testovacia množina disjunktné. Pri klasifikácii 
sa na základe testovacej množiny precentuálne vyhodnotí, v koľkých prípadoch model úspešne 
klasifikoval prvky do správnych tried. Ak je úspešnosť modelu uspokojivá, model môže byť 
aplikovaný v praxi pre predpovedanie hodnôt cieľovej premennej pre ďalšie dáta. Ak úspešnosť 
modelu nie je dostatočná, model musí byť upravený alebo kompletne znova vytvorený.  
 
Metódy klasifikácie a predikcie sa vyhodnocujú na základe týchto kritérií:  
- presnosť odpovede - percentuálna úspešnosť pri klasifikovaní dát nepatriacich do 
tréningovej množiny 
- rýchlosť - zložitosť generovania a použitia pravidiel 
- robustnosť - schopnosť modelu správne sa rozhodovať aj napriek zašumeným dátam alebo 
chýbajúcim hodnotám v dátach 
- stabilita - schopnosť efektívne nájsť klasifikátory/prediktory pre veľké objemy dát 
- interpretovateľnosť - zložitosť modelu pre pochopenie 
 
V nasledujúcich podkapitolách charakterizujeme klasifikáciu a regresiu a stručne popíšeme 
používané metódy. Podrobný rozbor najčastejšie používaných metód v klasifikácii aj predikcii 
urobíme v kapitole 3 tejto práce.  
 12 
Pripomeňme, že pred použitím dát a ich rozdelením na trénovaciu a testovaciu množinu je 
potrebné dáta pripraviť - predspracovať. 
 
2.3.2.3 Klasifikácia 
Problém klasifikácie môžeme formálne definovať takto:  
Majme danú množinu O objektov o = (o1, …, od), a množinu T objektov t = (t1, ..., td),  
∅=∩TO , kde oi a ti sú známe hodnoty atribútov Ai, 1 ≤  i ≤  d, relevantných vzhľadom na 
klasifikáciu. Majme tiež danú triedu Cc j ∈  z množiny tried C = {c1, ..., cn}. Počet tried n býva 
obvykle relatívne nízky. Príslušnosť k triede je vyjadrená hodnotou tzv. cieľového atribútu.  
Nech D je súbor objektov, ktoré je potrebné klasifikovať. Pre každý z objektov D sú známe 
hodnoty atribútov Ai, 1 ≤  i ≤  d. Príslušnosť objektov k triede je však známa len pre objekty množiny 
O, DO ⊂ (trénovacej množiny objektov) a objekty množiny T, DT ⊂ (testovacej množiny 
objektov), pričom ∅=∩TO . Hodnota príslušnosti k triede teda nie je známa u objektov z 
)TO(\D ∪ . 




Klasifikácia pomocou rozhodovacích stromov 
Rozhodovacie stromy sú veľmi často používanou formou reprezentácie klasifikátorov a to najmä pre 
ľahko pochopiteľnú reprezentáciu získaných znalostí. najvyšší uzol stromu je koreňovým uzlom, 
medziľahlé uzly reprezentujú jednotlivé atribúty alebo skupiny atribútov, listové uzly reprezentujú 
jednotlivé triedy a hrany znázorňujú test na atribút (skupinu atribútov) z nadradeného uzla. Z testov 
aplikovaných na daný medziľahlý uzol môže byť úspešný vždy práve jeden. Objekty potom vstupujú 
koreňovým uzlom do rozhodovacieho stromu a prechádzajú cez jednotlivé hrany až k jednému 
z listových uzlov, ktorého hodnota reprezentuje zaradenie skúmané objektu.  
 
Bayesovská klasifikácia 
Bayesovská klasifikácia využíva štatistické klasifikátory na určenie pravdepodobnosti, s ktorou 
predikovaný prvok patrí do danej triedy. Pritom vychádza z určenia podmienených pravdepodobností 
jednotlivých hodnôt atribútov pre rôzne triedy. Zmienenú podmienenú pravdepodobnosť využíva tzv. 
Bayesov vzorec[1]. Táto metóda klasifikácie vykazuje vysokú rýchlosť a presnosť predikcie 




Klasifikácia založená na pravidlách typu IF-THEN 
Klasifikácia pomocou IF-THEN pravidiel je založená na použití množiny pravidiel pre rozhodovanie 
do ktorej triedy má byť klasifikovaný záznam zaradený.  
Rozhodovaci pravidlá sa skladajú z 2 častí: podmienka (angl. precondition, IF-part alebo Left-Hand-
Side, LHS) a záver (angl. THEN-part, consequence alebo Right-Hand-Side, RHS). Podmienka 
obsahuje jeden alebo viac testov atribútov, ktoré sú spojené logickým AND-om. Záver pravidla 
obsahuje predikciu triedy. Pravidlá zapisujeme v tvare:  
R1: IF age = middle AND income = high THEN loan = yes  
alebo v tvare: R2: (income > 40K) ∧  (credit = good) ⇒ (send_offer = yes) 
 
Ak je podmienka v pravidle platí pre testovaný záznam, hovoríme, že pravidlo je splnené a že 
pravidlo pokrýva daný záznam. Pravidlá sú hodnotené podľa ich presnosti a pokrytia. Pokrytie (v %) 
testovanej množiny záznamov daným pravidlom vypočítame ako podiel počtu záznamov, pre ktoré 
bolo pravidlo splnené a počtu všetkých záznamov množiny.  Presnosť pravidla pre danú množinu 
záznamov vypočítame ako podiel počtu správne klasifikovaných záznamov a počtu záznamov, pre 
ktoré bolo pravidlo splnené. 
 V prípade väčšieho počtu pravidiel môže byť pre jeden záznam splnených viac pravidiel, 
takže musíme rozhodnúť, ktoré pravidlo použijeme. Uveďme 2 metódy pre riešenie takýchto 
konfliktov: usporiadanie podľa veľkosti a radenie pravidiel. Pri usporiadaní podľa veľkosti sa 
v prípade konfliktu uprednostní pravidlo s najzložitejšou podmienkou (veľkosť = zložitosť). Radenie 
pravidiel - buď podľa priority tried alebo priority pravidiel. Triedy sú zostupne zoradené do zoznamu 
podľa dôležitosti (početnosti výskytu). Pri radení pravidiel podľa priority pravidiel sú pravidlá 
zoradené do zoznamu podľa ich presnosti, pokrytia, veľkosti podmienky alebo iného kritéria. Trieda 
či pravidlo vyššie v zozname (má vyššiu prioritu) má prednosť pred pravidlami s menšou prioritou.  
 
Neurónové siete, Backpropagation 
Neurónové siete sú mocným nástrojom v dolovaní dát. Neurónová sieť backpropagation má niekoľko  
vrstiev neurónov. Vo fáze učenia sú na začiatku biasy [2] nurónov a váhy spojovacích hrán nastavené 
na náhodné malé hodnoty. Neurónová sieť potom začne iteratívne spracovávať prvky z trénovacej 
množiny dát. Po spracovaní každého prvku a privedení výsledku na výstupné rozhranie prebehne tzv. 
fáza spätného šírenia chyby. Získaný výstupný vektor z neurónovej siete sa porovná s očakávaným 
výstupným vektorom. Podľa odlišnosti týchto vektorov sa spätne upravujú hodnoty jednotlivých váh 
a biasov neurónov tak, aby výsledný vektor zo siete zodpovedal čo najviac očakávanému správnemu 
výstupu. Toto učenie prebieha iteratívne pre všetky prvky testovacej množiny, až pokiaľ sa 
neurónová sieť nenaučí na všetky z nich správne reagovať. V okamihu, keď sa ďaším trénovaním 
hodnota chyby už nezmenšuje, je sieť vytrénovaná a pripravená na hľadanie vzorov v reálnych 
dátach. Neurónové siete sa používajú taktiež na dolovanie spojitých premenných.  
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Klasifikácia podľa k-najbližších susedov 
Klasifikácia podľa k-najbližších susedov je založená na princípe učenia sa na základe analógie. 
Očakáva sa, že prvky trénovacej množiny sú popísané n numerickými atribútmi, ktoré určujú ich 
polohu v n-dimenzionálnom priestore prvkov. medzi prvkami je definovaná Euklidovská vzdialenosť, 




ii )yx()Y,X(d  
Nový prvok, ktorý má zatiaľ neznámu hodnotu cieľovej premennej, klasifikujeme do tej triedy, 
ktorá sa najčastejšie vyskytuje u jeho k najbližších prvkov z testovacej množiny. Tento typ 
klasifikátorov nevytvára dopredu model na základe učenia sa na testovacej množine prvkov, 
konštrukcia modelu teda odpadá. Ku klasifikácii dochádza až v momente, keď je zadaný noý prvok 
s neznámou hodnotou cieľovej premennej určený na klasifikáciu. Takéto klasifikátory sa označujú aj 
ako „založené na inštanciách“, resp. sa v tejto súvislosti hovorí o „lenivom učení“.  Nevýhodou tohto 
prístupu je, že je potrebný dlhší čas na klasifikáciu, pretože celý proces začína až v okamihu príchodu 
nového prvku a väčšinou je nutné prehľadať veľkú časť priestoru tréningových príkladov.  
Pri vhodnom nastavení môže byť metóda k-najbližších prvkov použitá aj pre dolovanie 
spojitých premenných - predikciu numerických hodnôt. 
 
2.3.2.4 Predikcia 
Predikcia slúži na predpovedanie obecne spojitých, vopred neznámych hodnôt cieľových atribútov. 
Najbežnejšou metódou používanou pre predikciu numerických atribútov je regresná analýza. Avšak 
aj niektoré metódy pre klasifikáciu je možné adaptovať na predikciu spojitých premenných (napr. 
neurónové siete, metóda k–najbližších susedov, rozhodovacie stromy) . V najjednoduchšom prípade 
model použije lineárnu regresiu. Avšak v mnohých prípadoch nie sú riešené problémy iba lineárnou 
projekciou vstupných hodnôt. Preto je potrebné použiť zložitejšie metódy (napr. logistickú regresiu) 
alebo daný problém vhodne transformovať tak, aby bol lineárne riešiteľný.  
 
2.3.3 Hodnotenie modelov a vzorov, identifikácia znalostí 
Systém pre dolovanie dát je schopný objaviť v dátach obrovské množstvo vzorov, pravidiel 
a vlastností. Typicky je pre nás potenciálne zaujímavá len malá časť z nich, ostatné nás nezaujímajú. 
Podstatnou úlohou po vydolovaní pravidiel je teda určiť, ktoré z nich budú pre nás dôležité. Aby bolo 
pravidlo (vzor) pre nás zaujímavé, musí spĺňať určité podmienky:   
1) musí byť človekom ľahko pochopiteľné, 
2) musí platiť pre nové či aspoň testovacie dáta s určitým stupňom určitosti, 
   3) musí byť potenciálne užitočné,  
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   4) musí predstavovať novú, predtým neznámu znalosť 
   - Pravidlo bude zaujímavé aj vtedy, ak potvrdzuje hypotézu, ktorú  
   sa užívateľ snaží overiť. 
 Miery zaujímavosti pravidiel delíme na objektívne a subjektívne [2]. K objektívnym patria 
napríklad podpora,  spoľahlivosť alebo stručnosť pravidla. K subjektívnym zaradíme novosť, 
prekvapivosť.  
Majme asociačné pravidlo v tvare YX⇒ , kde X a Y sú množniny položiek. Podpora 
pravidla udáva početnosť výskytu tohto pravidla v analyzovanej databáze transakcií. Početnosť môže 
byť buď relatívna, vyjadrená v percentách alebo absolútna, vyjadrená počtom transakcií, ktoré dané 
pravidlo pokrýva. Spoľahlivosť pravidla vyjadruje mieru určitosti javu vyjadreného daným 
pravidlom. V našom prípade spoľahlivosť pravidla YX⇒  vyjadruje pravdepodobnosť, že ak 
transakcia obsahuje položku X, tak obsahuje aj položku Y. Pre podporu a spoľahlivosť vydolovaných 
pravidiel obvykle bývajú stanovené minimálne hodnoty, ktoré nastavuje užívateľ. Pravidlá 
s hodnotami vyššími ako tieto spodné prahy podpory a spoľahlivosti sú považované za zaujímavé.  
 Okrem splnenia minimálnych hodnôt podpory a spoľahlivosti musia pravidlá spĺňať aj 
subjektívne kritériá, novosť a užitočnosť pravidiel.  
 
To, či je model schopný objaviť všetky zaujímavé vzory v analyzovanej množiny dát, nazývame 
úplnosť dolovacieho algoritmu. Nie vždy je v praxi možné a efektívne vyhľadať všetky zaujímavé 
vzory v dátach, preto sa používajú vhodné obmedzenia a miery zaujímavosti, ktoré obmedzujú 
prehľadávaný priestor možných riešení. V praxi by bolo žiadúce, aby systém pre dolovanie generoval 
iba zaujímavé pravidlá. Keďže je neefektívne najprv vygenerovať všetky pravidlá a následne z nich 
filtrovať iba tie zaujímavé, je tento problém predmetom výskumu a optimalizácie procesu dolovania.   
 
2.3.4 Prezentácia znalostí a vizualizácia výsledkov 
V tejto fáze sú výsledky dolovania prezentované užívateľovi pomocou techník pre vizualizáciu 
a reprezentáciu znalostí. Prezentovať výsledky je možné formou tabuliek, zoznamov pravidiel, 
histogramov, grafov a schém apod. Vo všeobecnosti platí, že výsledky prezentované grafickou 
formou sú pre človeka ľahšie pochopiteľné a zapamätateľné. Dlhé kusy zdrojového kódu nájdených 




3 Vybrané modely 
V tejto kapitole podrobne popíšeme vybrané modely pre dolovanie v dátach. Menovite to budú 
regresná analýza, neurónové siete a rozhodovacie stromy. Každý z týchto modelov je možné 
adaptovať na klasifikáciu aj predikciu.  
3.1 Regresia 
Mnoho dolovacích úloh je možné riešiť pomocou regresie. Najjednoduchším typom regresie je 
lineárna regresia. Pomocou lineárnej regresie je možné riešiť množstvo predikčných úloh, či už 
priamo alebo po vhodnej transformácii vstupných premenných, ktorou nelineárny problém zmeníme 
na lineárny.  
 
Lineárna regresia 
Lineárna regresia je typickou metódou pre predikciu obecne spojitých cieľových atribútov. Dané 
hodnoty aproximuje priamkou vhodne preloženou grafom.  
Lineárna jednoduchá regresia modeluje cieľový atribút Y ako lineárnu funkciu známeho 
atribútu X. Jedná sa o rovnicu priamky v tvare: 
baXY +=                         )1.3(  
kde množina X = {x1, x2, ..., xn}  je množina vstupných atribútov dát a Y = {y1, y2, ..., yn} je množina 
výstupných (predikovaných) atribútov. Hodnoty y1, y2, ..., yn sú teda výstupnými hodnotami po 
dosadení vstupných hodnôt do rovnice priamky. Dáta pre regresiu sa očakávajú v tvare usporiadaných 
dvojíc (x1, y1), (x2, y2), ..., (xn, yn) označujúcich jednotlivé body. Výstupy y1, ..., yn sa budú pre všetky 
nové dáta predpovedať.  
Regresné koeficienty a a b vypočítame metódou najmenších štvorcov, pomocou ktorej 
minimalizujeme chybu medzi skutočnými dátami a aproximačnou priamkou. Priamka bude teda 
preložená grafom bodov tak, aby súčet druhých mocnín rozdielov skutočnej a aproximovanej polohy 
bodov bol čo najmenší. 














a    xayb −=   )3.3)(2.3(  




Majme tabuľku údajov o SAP administrátoroch: horný riadok (X) udáva počet rokov praxe v obore, 
dolný riadok (Y) výšku mesačného platu v tisícoch EUR.  
 
Prax (X) 15 22 1 11 12 8 3 6 9 3 
Plat (Y) 3,60 3,90 0,87 2,56 3,12 2,47 1,30 1,86 2,77 1,56 
 
Na grafe (obr. 3.1) vytvorenom podľa tabuľky hodnôt vidíme, že závislosť výšky platu na počte 
rokov praxe je približne lineárna, a preto na predikciu výšky platu podľa počtu odpracovaných rokov 


















Aby sme našli vhodnú aproximačnú priamku, použijeme jednoduchú lineárnu regresiu. 














a    xayb −=     )5.3)(4.3(  
Výpočtom zistíme, že aritmetický priemer rokov praxe v Tab. 3.1 9x = a priemer výšky platu 
v tis. EUR 4,2y = . Podľa uvedených vzťahov (3.4) a (3.5) vypočítame koeficienty a a b. Po 
dosadení do vzťahov dostaneme hodnoty: a=0,1542, b= 1,01. 
Dosadíme tieto hodnoty do všeobecného tvaru aproximačnej priamky baXY +=  a získame rovnicu 
Y = 0,1542.X  + 1,01. Na obr. 3.2 je na grafe znázornená výsledná aproximačná priamka.  
Tab. 3.1 Údaje o rokoch praxe a výške platu 
Obr. 3.1 Graf závislosti premenných X a Y 
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Použitím našej výslednej rovnice môžeme napríklad určiť, že SAP administrátor s piatimi rokmi 
praxe bude zarábať okolo 1800 EUR. 
 
Viacnásobná regresia 
Viacnásobná regresia je rozšírením lineárnej regresie na viac ako jeden predikujúci atribút. V prípade, 
že predikovaný atribút Y je lineárne závislý na vstupných atribútoch X1, ..., Xn, môžeme tento vzťah 
popísať polynómom prvého stupňa, tzn. priamkou v n-rozmernom priestore. i-ty člen tohto vzťahu má 
potom tvar Yi = a0 + a1x1i + a2 x2i + ... + anxni  kde Yi  je predpovedaná hodnota cieľového atribútu Y 
pre i-ty príklad v trénovacej množine dát (i = 1, ..., k) a xji je hodnota atribútu Xj pre i-tý príklad z 
trénovacej množiny. 
Na minimalizovanie odchýlky predikovaných hodnôt od skutočných hodnôt atribútov bude 
opäť použitá metóda najmenších štvorcov. 
 
Nelineárna regresia 
Nelineárna regresia vzniká adíciou nelineárnych prvkov do lineárneho regresného modelu. Pridaním 
týchto zložitejších prvkov dostaneme polynóm vyššieho stupňa, ktorý nie je lineárne riešiteľný. 
Zväčša je však možné pomocou vhodných transformácií previesť model na lineárny a na riešenie 
využiť viacnásobnú lineárnu regresiu. Obecne chceme dostať polynóm tvaru: 
Y = a0 + a1X + a2X
2
 + ... + aiX
i
 + ... + anX
n
                                   )6.3(  
transformovať na polynóm prvého stupňa. Preto použijeme vhodné substitúcie prvkov vyšších 
stupňov:  X1 = X, X2 = X2, ..., Xi = Xi, ..., Xn = Xn. 
Po dosadení do pôvodného modelu dostávame viacnásobný lineárny model v tvare: 

















Y = a0 + a1X1 + a2X2 + ... + aiXi + ... + anXn    )7.3(  
ktorý vyriešime viacnásobnou lineárnou regresiou za pomoci metódy najmenších štvorcov.  
 
Logistická regresia 
Logistická regresia je zovšeobecnením lineárnej regresie. Využíva sa na modelovanie prípadov, keď 
má cieľová premenná diskrétne rozdelenie alebo keď závislá premenná nie je v lineárnom vzťahu so 
vstupnými premennými. Cieľové premenné sú väčšinou binárne,  s oborom hodnôt [0,1] alebo [áno, 
nie]. Pretože sú hodnoty diskrétne, nemôžeme pre ich predikciu použiť priamo lineárnu regresiu. 
Namiesto predpovedania, či daný jav (cieľový atribút) nastane alebo nie, pokúsime sa predpovedať 
logaritmus šance výskytu [6] tohto javu. Logaritmus šance nazveme logit. Pomer šancí výskytu 
daného javu vypočítame:  
nenastane jav že ť,bnospravdepodo
nastane jav že ť,bnospravdepodo
 
Ak bude pomer pravdepodobností výskytu javu napr. 3:1, znamená to, že pravdepodobnosť výskytu 
javu je 3-krát vačšia ako pravdepodobnosť, že jav nenastane. Pomer teda bude 75% : 25%. 
Po predpovedaní logaritmu šance výskytu javu určíme pomocou antilogaritmu šancu výskytu 
javu v % a podľa toho zaradíme do triedy 0 alebo 1, resp. „áno“ alebo „nie“.  
3.2 Neurónové siete 
Neurónové siete sú dôležitým modelom pre objavovanie znalostí. Sú schopné pracovať s diskrétnymi 
aj spojitými premennými, môžu byť použité k riešeniu klasifikačných aj predikčných dolovacích úoh. 
Ďalšou výhodou oproti rozhodovacím stromom a regresii je, že dokážu spracovávať aj nelineárne 
problémy a to bez nutnosti predchádzajúcej transformácie dát. Neurónové siete predstavujú výborný 
prostriedok pre modelovanie rozsiahlych a zložitých problémov, v ktorých môžu byť stovky 
vstupných premenných a závislostí. Sú použiteľné pre modelovanie klasifikačných úloh, kde je 
výstupom diskrétna premenná, ako aj pre modelovanie predikčných problémov, kde je výstupom 
spojitý atribút.  
Neurónová sieť sa skladá z väčšieho počtu neurónov, ktoré sú usporiadané v niekoľkých 
vrstvách (obr. 3.3). Prvá je vstupná vrstva., ktorou dáta (signál) vstupujú do neurónovej siete. Na 
vstupnej vrstve neuróny údaje nespracovávajú, ich úlohou je iba šíriť informáciu do ďalšej vrstvy. 
Nasleduje v podstate ľubovolný počet skrytých vrstiev, v ktorých môžu byť rôzne počty neurónov. 
Každý z neurónov je spojený s neurónmi v ďalšej vrstve. Neuróny sú medzi sebou prepojené 
hranami, ktoré majú stanovenú svoju váhu. Okrem toho má každý neurón svoju tzv. aktivačnú 
funkciu, ktorú používa pri výpočte výstupnej hodnoty.  
Nakoniec nasleduje výstupná vrstva, ktorá obsahuje jeden alebo viac výstupných neurónov. Ak 
má sieť napr. 2 skryté vrstvy a jednu výstupnú vrstvu, hovoríme, že sieť je 3-vrstvová. Vstupnú 
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vrstvu nepočítame, pretože slúži len na propagáciu vstupných údajov k prvej skrytej vrstve, kde 
začína vlastné spracovanie.  
 
Spracovanie údajov 
Neurónová sieť spracováva údaje v jednotlivých krokoch. V prvom kroku sú na vstup neurónov prvej 
vrstvy privedené údaje určené na spracovanie. Vstupná vrstva samotné údaje nespracúva, iba ich 
predáva na spracovanie prvej skrytej vrstve, na ktorej začína spracovanie. Každý neurón za prvou 
vrstvou na vstupe načíta výstupné hodnoty predchádzajúcich neurónov. Každú zo vstupných hodnôt 
vynásobí váhou hrany, na ktorej bola hodnota prijatá. Následne sčíta takto prijaté vstupy zo všetkých 
vstupných hrán a na ich súčet aplikuje aktivačnú funkciu. Argumentom pre aktivačnú funkciu 
neurónu je teda vážený súčet jeho vstupných hodnôt.  
Výsledok aktivačnej funkcie je hodnota v rozsahu [0, 1], ktorú neurón propaguje na svoj 
výstup.Táto hodnota sa blíži číslu 1, ak sú hodnoty prijaté na vstupných hranách podobné váham 
týchto hrán. Ak sú od nich načítané vstupy výrazne rôzne, výsledok aktivačnej funkcie neurónu bude 
blízky nule. Ostatné kombinácie vstupných hodnôt budú na výstupe dávať reálne hodnoty v rozsahu 
medzi 0 a 1. V tomto zmysle môžeme jednotlivé neuróny považovať za samostatné prvky schopné 
rozpoznávať jednoduché vzory určené váhami vstupných hrán. Výsledná hodnota propagovaná na 
výstup neurónu vyjadruje podobnosť hodnôt privedených na vstup s váhami vstupných hrán.  
 
Na každý uzol (neurón) sa môžeme pozerať buď ako na prediktor (vstupná vrstva) alebo ako 
kombináciu prediktorov (skryté vrstvy a výstupná vrstva). Uzol výstupnej vrstvy je napr. nelineárnou 
kombináciou uzlov vstupnej vrstvy vďaka aktivačným funkciám hodnôt súčtov uzlov skrytých 
vrstiev. Ak by sieť neobsahovala žiadne skryté vrstvy a aktivačná funkcia by bola lineárna, 
neurónová sieť by bola ekvivalentná lineárnej regresii. S vhodne zvolenou nelineárnou aktivačnou 
funkciou by bola neurónová sieť ekvivalentná logistickej regresii.  
Obr. 3.3 Architektúra neurónovej siete s 2 skrytými vrstvami 
 21 
 Pri návrhu neurónovej siete je potrebné určiť jej topológiu, tzn. počet neurónov 
v jednotlivých vrstvách, počet skrytých vrstiev a spojenia medzi nimi. Užívateľ alebo dolovací 
software musí taktiež určiť limit váh spojovacích hrán a vhodnú aktivačnú funkciu. Pri počítačovom 
návrhu a spracovaní neurónových sietí je pomerne jednoduché s týmito nastaveniami experimentovať 
pre dosiahnutie čo najlepších výsledkov modelu.  
 
Topológie neurónových sietí 
 
Dopredná sieť (feed-forward network) - táto topológia sa používa vtedy, keď sú vstupné údaje k 
dispozícii už v okamihu začiatku spracovania. Je to tzv. spracovanie typu otázka-odpoveď, na 
vstupné rozhranie siete sa privedú dáta a sieť produkuje výsledky. Dáta sa propagujú sieťou len 
jedným smerom, od vstupného rozhrania siete smerom k výstupnému. Každý neurón príslušnej vrstvy 
je obyčajne prepojený so všetkými neurónmi predchádzajúcej vrstvy. Na tejto topológii pracuje aj 
algoritmus Backpropagation, ktorý sme popísali v kapitole 2.3.2.3.  
 
Čiastoče rekurentná sieť - podstata rekurentosti siete je v tom, že výstup niektorej vrstvy alebo 
viacerých vrstiev je znovu privedený na vstup [5]. Spätná väzba môže byť na vstup privedená buď 
z niektorej skrytej vrstvy alebo z výstupnej vrstvy. Táto topológia umožňuje modelovať časovú 
postupnosť vstupných údajov a trénovanie siete  pomocou spätného šírenia chyby.  
 
Rekurentná sieť - obsahuje rekurentné prepojenia potenciálne všetkých vrstiev. Po tom, ako sa 
vstupné dáta dostanú cez vstupnú vrstvu do siete, kde sa rekurentne môžu pohybovať, až kým sa sieť 
nedostane do stabilného stavu a je možné prečítať z výstupu ustálené hodnoty.  
 
Preučenie neurónových sietí 
 
Preučenie neurónovej siete môže nastať opakovaným iterovaním na tých istých trénovacích dátach. 
Model sa prestáva učiť vzory a závislosti vyskytujúce sa v tréningových dátach a začína sa 
sústreďovať na konrétne hodnoty vzorov v trénovacej množine. Tým stráca schopnosť vyhľadávať 
všeobecné vzory v dátach.  
Presnosť a kvalita modelu klesá a to aj napriek tomu, že model dáva hodnoty stále podobnejšie 
trénovacím dátam. Preto je potrebné priebežne model testovať dátami nepoochádzajúcimi 
z trénovacej množiny, aby sme overili, že model dokáže správne zovšeobecňovať nájdené vzory. 




3.3 Rozhodovacie stromy 
Rozhodovacie stromy sa obyčajne používajú na klasifikáciu cieľových atribútov, ktoré majú diskrétne 
hodnoty. Model tejto metódy je reprezentovaný grafom stromovej štruktúry, kde každý nelistový uzol 
predstavuje test na hodnotu určitého atribútu alebo skupiny atribútov, hrany predstavujú výsledky 
tohto testu a listové uzly jednotlivé triedy klasifikácie cieľového atribútu. Ide o induktívnu 
odvodzovaciu metódu, ktorá má široké využitie v praxi, pretože rozhodovacie stromy sú pomerne 
názorné a pre človeka ľahko pochopiteľné.  
Zároveň sú ľahko trasformovateľné do množiny klasifikačných pravidiel a to tak, že každú 
výslednú triedu klasifikácie (listový uzol stromu) pokrýva práve jedno pravidlo. Podmienkovú časť 
každého pravidla tvorí konjunkcia testov zodpovedajúca postupnosti rozhodovacích uzlov pri 
prechode z koreňového uzla stromu do príslušného listového uzla. Testovacie atribúty v jednotlivých 
uzloch môžu mať nespojité hodnoty a vtedy je výstupom z uzlu množina hrán reprezentujúcich 
všetky hodnoty testovaného atribútu, daný atribút sa už v ďalších úrovniach netestuje. Ak má 
testovaný atribút hodnoty spojité, test v uzle predstavuje rozdelenie intervalu hodnôt na 2 
podintervaly a tie sa v nižších úrovniach ďalej testujú.  
 
3.3.1 Konštrukcia rozhodovacieho stromu 
V nasledujúcom algoritme konštrukcie rozhodovacieho stromu používame pojem „atribút s najvyššou 
rozhodovacou schopnosťou“, ktorý bude vysvetlený v ďalšej kapitole.  
Rozhodovací strom je tvorený zhora nadol z trénovacej množiny vzorkov S v závislosti na 
množine atribútov D a množine tried C podľa nasledujúceho algoritmu: 
1. vytvor uzol N, 
2. ak sú všetky vzorky z S rovnakej triedy C, ohodnoť uzol N identifikátorom triedy C a skonči, 
3. ak D =∅ , označ uzol N identifkátorom prevládajúcej triedy  v množine S a skonči, 
4. ohodnoť uzol N atribútom A s „najlepšou rozhodovacou schopnosťou“ z množiny D1,  
5. pre všetky hodnoty vi atribútu A, vi∈(v1, ..., vm) vytvor z N hrany do synovských uzlov Ni až Nm, 
ktoré obsahujú podmnožinu prvkov trénovacej množiny Si,, pre ktoré A=vi a podmnožinu atribútov 
 D-A. 
6. rekurzívne opakuj tento algoritmus pre uzly Ni až Nm. 
                                                     
1 Tento postup sa označuje ako tzv. greedy, pretože pri rozhodovaní sa uvažuje lokálne najlepšia 
voľba a neberie sa do úvahy efekt, ktorý môže rozhodnutie mať na ďalšie delenie. Algoritmus sa 
neskôr už nevracia späť, aby prehodnotil vykonané rozhodnutia. 
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3.3.2 Atribút s najvyššou rozhodovacou schopnosťou 
Pozn.: Táto podkapitola bola prevzatá z [2]. 
Pri konštruovaní rozhodovacieho stromu sme použili pojem „atribút s najvyššou rozhodovacou 
schopnosťou“. Teraz popíšeme postup jeho výpočtu (3.8). Aby sme určili tento atribút, zaveďme 
označenie: 
- označme S množinu všetkých prvkov trénovacej množiny dát 
- označme triedy, do ktorých sú tieto vzorky klasifikované, C1, C2, ..., Cm. Počet týchto tried je teda m. 
- označme si ako počet prvkov množiny S, ktoré sú klasifikované do triedy Ci, kde i=1, ..., m. 
 
Po zavedení tohto označenia môžeme definovať tzv. očakávanú informáciu potrebnú ku klasifikácii 






i2im1 )p(logp)s,...,s(I     )8.3(  
kde pi je pravdepodobnosť, že náhodne vybraný prvok z množiny S bude klasifikovaný do triedy Ci 
a teda platí: pi = si / |S|. |S| je kardinalita množiny S. 
Ďalej uvažujme, že atribút A môže mať v rôznych hodnôt a zaveďme označenie: 
- a1, a2, ..., av označuje jednotlivé hodnoty atribútu A 
- Sj označuje podmnožinu tých prvkov množiny S, ktorých atribút A má hodnotu aj, kde j = 1, ..., v 
- sij označuje počet prvkov množiny Sj klasifikovaných do triedy Ci, kde i = 1, ..., m a j = 1, ..., v. 
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pričom  pij je pravdepodobnosť, že náhodne vybraný prvok množiny Sj je klasifikovaný do triedy Ci. 
Platí teda: pij = sij / |Sj|. |Sj| označuje kardinalitu množiny Sj. Pre daný atribút potom definujeme 
hodnotu Gain(A) ako:  
Gain(A) = I(s1, ..., sm) -- E(A)      )11.3(  
Atribút A, ktorý má najväčšiu hodnotu Gain(A), bude vybraný algoritmom pre konštrukciu 
rozhodovacieho stromu ako atribút s najvyššou rozhodovacou schopnosťou.  
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3.3.3 Orezanie rozhodovacieho stromu 
Rozhodovacie stromy skonštruované pomocou vyššie popísaného algoritmu nemusia byť optimálne – 
môžu obsahovať uzly alebo aj celé vetvy, ktoré môžu byť odstránené bez toho, aby to ovplyvnilo 
celkovú rozhodovaciu schopnosť stromu. Stromy sú modifikované tzv. orezávaním stromov 
(prunning). Existujú 2 druhy orezávania stromov [4], orezávanie pri konštrukcii (preprunning) 
a orezávanie po konštrukcii stromu (postprunnning). 
Orezávanie pri konštrukcii stromu – niektoré vetvy rozhodovacieho stromu sú predčasne 
ukončené. Dôvodom ukončenia vetvy je obyčajne dostatočne vysoká pravdepodobnosť, že všetky 
prvky v danej vetve patria  so určitej triedy.  Problémom býva nastavenie hranice tejto 
pravdepodobnosti tak, aby strom nebol ani príliš plytký, čo by znamenalo vysokú mieru nesprávnej 
klasifikácie, ani príliš hlboký – vysoká časová náročnosť klasifikácie.  
Orezanie po konštrukcii stromu – odstraňuje niektoré vetvy už hotového rozhodovacieho 
stromu. Každá odstránená vetva je nahradená listom ohodnoteným triedou najvyššej početnosti  
v listoch odstránenej vetvy. Vetvy stromu sú orezávané, kým je miera chybovosti stromu menšia ako 
určitá hranica.Orezávanie po konštrukcii stromu je náročnejšie na výpočet, ale poskytuje vo 
všeobecnosti lepšie výsledky ako orezávanie pri konštrukcii. 
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4 Dolovanie dát v prostredí 
SAS Enterprise Miner 
4.1 Popis programu 
SAS Enterprise Miner je univerzálny nástroj pre dolovanie dát od spoločnosti SAS. Je to jeden 
z najkomplexnejších nástrojov pre data mining umožňujúci vytváranie vysoko kvalitných modelov 
pre deskriptívne a prediktívne dolovanie v dátach. To ho predurčuje na široké využitie v oblastiach 
ako hľadanie vzorov, marketingová analýza, analýza risku, odhaľovanie podvodov a ďalšie využitie 
v komerčnej a vedeckej oblasti. 
Enterprise Miner pokrýva celý proces objavovania znalostí v dátach, od importovania tzv. 
surových dát cez vytvorenie a detailné nastavenie hľadaného modelu pre dolovanie v dátach, až po 
vyhodnotenie modelov a vizualizáciu získaných znalostí v podobe tabuliek, grafov a generovanie 
výstupných správ. Prehľadné a intuitívne grafické rozhranie umožňuje pohodlné vytváranie modelov 
a ich nastavenie bez nutnosti zaoberať sa zdrojovým kódom, ktorý je automaticky generovaný. Aj 
užívateľ bez podrobných znalostí má možnosť jednoducho preniknúť do procesu dolovania 
a vytvárania vhodných modelov.  
SAS používa pre proces objavovania znalostí vlastnú metodiku SEMMA, podľa ktorej je 
prostredie koncipované. Enterprise Miner poskytuje širokú škálu deskriptívnych i prediktívnych 
modelov, možnosť ich hodnotenia, vzájomného porovnania, automatické skórovanie modelov 
a generovanie ich zdrojového kódu.  
 
4.2 Metodika SEMMA 
SAS Enterprise Miner používa vlastnú metodiku SEMMA [8] pre priebeh procesu objavovania 
znalostí. SEMMA sú skratky pre jednotlivé fázy procesu: 
• Sampling - (vzorkovanie dát) znamená vytvorenie jednej alebo viacerých vzoriek dát 
z objemného súboru údajov. Vzorka dát by mala byť dostatočne veľká na to, aby 
obsahovala podstatné informácie a vzory ukryté v dátach a zároveň dostatočne malá na to, 
aby ju bolo možné spracovať v reálnom čase.  
• Exploring - (skúmanie dát) vyhľadávanie očakávaných vzťahov, závislostí,  
nepredpokladaných trendov a nepravidelností v dátach kvôli porozumeniu a pochopeniu 
dát. 
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• Modyfying - (modifikácia) úprava dát, vytváranie nových premenných v prípade potreby, 
výber a prípadná transformácia premenných umožní výber vhodného modelu 
• Modeling - (modelovanie) je fáza, v ktorej pomocou analytických nástrojov vyhľadávame 
a modelujeme závislosti a vzťahy v dátach tak, aby sme dospeli k požadovaným výsledkom 
• Assessing - (hodnotenie) v tejto fáze hodnotíme spoľahlivosť a užitočnosť nájdených 
výsledkov procesu dolovania.  
 
V praxi nemusí byť vždy potrebné použitie všetkých krokov metodiky SEMMA a naopak 
môže byť nevyhnutné opakovať niektoré z nich, keďže proces objavovania znalostí je iteratívny. Po 
vytvorení a vyladení modelu najlepšie odpovedajúceho závislostiam v testovacích dátach prichádza 
fáza uplatnenia modelu v praxi - cieľom väčšiny dolovacích úloh je uplatnenie získaných znalostí 
a použitie modelu na prediktívne modelovanie nových dát.  
4.3 Popis prostredia 
Enterprise Miner ponúka užívateľovi prehľadné grafické prostredie pre tvorbu diagramu priebehu 
dolovacieho procesu. Výstavba diagramu procesu je realizovaná pomocou výberu uzlov, 
modelujúcich jednotlivé fázy metodiky SEMMA a ich vzájomného prepojenia do modelovaného 
celku. Prostredie je intuitívne koncipované, takže aj užívatelia bez hlbších znalostí sú schopní 
postupovať naprieč metodológiu procesu dolovania bez väčších problémov. Široká paleta 
analytických nástrojov má jednoduché user-friendly rozhranie, ale vždy je možné zobraziť 
a upravovať podrobné nastavenia jednotlivých uzlov a tak podľa potreby prispôsobovať a ladiť 
model.  
Súbor štatistických nástrojov obsahuje nástroje pre rozhodovacie stromy, lineárnu a logistickú 
regresiu, neurónové siete, zhlukovú analýzu, Kohonenove siete (SOFM) a výber premenných.   
Súbor nástrojov pre prípravu dát obsahuje prostriedky ako detekcia výnimiek, tranformácia 
premenných, vzorkovanie dát, nahradenie chýbajúcich hodnôt a rozdelenie súboru dát na časti - 
trénovaciu, overovaciu a testovaciu časť.  
Prostriedky pre vizualizáciu obsahujú množstvo grafov a histogramov pre grafickú 
reprezentáciu veľkého množstva dát a výsledkov modelov. 
4.4 Tvorba diagramu procesu dolovania 
Po spustení platformy SAS sa zobrazí základné rozhranie systému. Do príkazového riadka aplikácie 
zadáme príkaz miner, čím spustíme prostredie Enterprise Miner. Po vytvorení nového projektu má 
jeho základné okno (obr. 4.1) niekoľko hlavných častí: v hornej časti sa nachádza panel nástrojov, 
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vľavo je prieskumník projektov a na vedľajšej karte kompletný zoznam uzlov a najväčšie okno slúži 




Do diagramu postupne pridávame jednotlivé uzly, navzájom ich vhodne prepájame a nastavujeme ich 
vlastnosti. Po dvojkliku na príslušný uzol sa zobrazí okno s jeho vlastnosťami, ktoré môžeme 
upravovať a tak nastavovať parametre vstupných dát, ich predspracovania a transformácie, nstavenia 




Obr. 4.1 SAS Enterprise Miner 
Obr. 4.2 Výber typu regresie 
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Popis jednotlivých uzlov 
Rozdelenie a popis vybraných uzlov (nodes) použitých v ďalšej kapitole [7]: 
 
Sampling nodes: 
- Input data source node slúži na import dát pre dolovanie, prehľad a nastavenie vlastností 
a typov premenných, výber cieľových premenných a obsahuje štatistické informácie 
o vstupných dátach.  
- Sampling node súži na náhodné, rozvrstvené vzorkovanie dát. Správny výber reprezentatívnych 
vzoriek je dôležitý, pretože vzory nájdené v reprezrentatívnej vzorke sa očakávajú v celom 
súbore dát. 
- Data partition node delí dáta na časti: trénovaciu, overovaciu a testovaciu časť. Trénovacia 
časť dát sa vuyžíva pri učení modelu, overovacia pre jeho ladenie a testovacia pre hodnotenie. 
Exploring nodes: 
- Multiplot node generuje sady grafov a histogramov pre vstupné a cieľové premenné.  
- Insight node vizualizuje údaje o jednotlivých premenných,  analyzuje univariantné a 
multivariantné rozloženie a poskytuje praktický náhľad na dáta. 
- Distribution Explorer node poskytuje rýchle a komplexné informácie o dátach v podobe 
multidimenzionálnych histogramov a štatistík zobrazovaných premenných.  
Modifying nodes: 
- Transform Variables node sa používa pre transformáciu premenných, napr. logaritmovanie, 
umocnenie alebo normalizáciu rozloženia premenných či diskretizáciu spojitých premenných. 
Transformácia premenných do podobného rozsahu hodnôt a eliminovanie extrémov zlepšujú 
kvalitu výsledkov modelov.  
Modeling nodes:  
- Regression node slúži na aplikáciu lineárnej alebo logistickej regresie na dáta. Podporovanaá je 
dopredná, spätná a stupňovitá regresná metóda. Cieľová premenná môže byť binárna, diskrétna 
alebo spojitá premenná. Vstupné atribúty môžu nadobúdať diskrétne alebo spojité hodnoty. 
- Tree node aplikuje na dáta modely rozhodovacieho stromu. Má širokú škálu nastaviteľných 
atribútov pre prispôsobenie modelu a možnosť zvoliť interaktívne alebo automaticke trénovanie 
modelu.  
- Neural network node predstavuje model MLP (multilayer perceptron) siete. V základnom 
nastavení má sieť jednu skrytú vrstvu zloženú z troch neurónov. každý neurón s vínimkou 
vstupnej vrstvy je pripojený na výstupy všetkých neurónov predchádzajúcej vrstvy.  
Assessing nodes: 
- Assessment node poskytuje prostriedky pre porovnanie modelov a predpovedí na základe 
výstupov z modelovacích uzlov. Výsledky porovnaní vizualizuje na rôznych typoch grafov.  
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- Score node generuje zdrojový kód pre hodnotenie testovaného modelu. Tento kód je možné 
neskôr použiť obecne na akejkoľvek SAS platforme.  
- Reporter node zozbiera výsledky z analýzy priebehu procesu dolovania do HTML správy. 
Utility nodes: 
- SAS code node umožňuje generovanie či import SAS kódu z/do diagramu priebehu procesu. 
Písanie vlastných častí kódu namieru môže zlepšiť a zoptimalizovať proces dolovania.  
 
Spustenie vytvoreného diagramu  
Po namodelovaní procesu dolovania a pridaní všetkých potrebných uzlov do diagramu je potrebné 
diagram spustiť. Je však možné to urobiť kedykoľvek v priebehu vytvárania diagramu - spustením 
modelovaného uzlu sa spustí celá postupnosť uzlov mu predchádzajúcich tak, ako sú namodelované 
v diagrame. Keď uzol v diagrame priebehu procesu beží (je práve spracovávaný), je ohraničený 
hrubým zeleným rámcom. V prípade, že spracovanie uzlu zlyhalo, rámec sa zmení na červený - 
indikujúci chybu v spracovaní.  
V prípade uzlov poskytujúcich grafický výstup sa po ich spustení zobrazí dotaz na zobrazenie 
výsledkov. 
 30 
5 Porovnávanie modelov pre dolovanie 
dát 
V tejto kapitole porovnáme 3 vybrané modely pre dolovanie pri riešení  konkrétnych dolovacích úloh. 
Model rozhodovacieho stromu, model regresie a model neurónovej siete budú aplikované pri riešení 
troch rôznych úloh a ich výsledky v závere každej úlohy zhodnotíme. Ako zdroj dát pre túto úlohu 
bolo použitý dataset Adult [data]. 
5.1 Porovnanie modelov 1 - Predpovedanie výšky 
platu 
V tejto kapitole budeme porovnávať dolovacie modely pri prepovedaní výšky platu u náhodne 
vybranej vzorky ľudí z rôznych krajín sveta. .  
5.1.1 Zadanie dolovacej úlohy 
Predpovedajte, či dosiahnutá výška platu za jeden rok prekročí $50 000,-  
Cieľová premenná je binárna, nadobúda hodnoty [>50K, <=50K]. 
 
Zoznam atribútov dát:  
 
Cieľová premenná:  
HAS_OVER_50K [binárna] 
- hodnoty: >50K, <=50K.  
Vstupné premenné: 
age: [spojitá]  
workclass: [diskrétna]  
- hodnoty: Private, Self-emp-not-inc, Self-emp-inc, Federal-gov,   
 Local-gov, State-gov, Without-pay, Never-worked.  
fnlwgt: [spojitá]  
education: [diskrétna] 
- hodnoty: Bachelors, Some-college, 11th, HS-grad, Prof-school,  
 Assoc-acdm, Assoc-voc, 9th, 7th-8th, 12th, Masters, 1st-4th, 10th, 
 Doctorate, 5th-6th, Preschool.  
education-num: [spojitá]  
marital-status: [diskrétna] 
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- hodnoty: Married-civ-spouse, Divorced, Never-married, Separated, 
 Widowed, Married-spouse-absent, Married-AF-spouse.  
occupation: [diskrétna] 
- hodnoty: Tech-support, Craft-repair, Other-service, Sales, Exec-
 managerial, Prof-specialty, Handlers-cleaners, Machine-op-inspct, 
 Adm-clerical, Farming-fishing, Transport-moving, Priv-house-serv, 
 Protective-serv, Armed-Forces.  
relationship: [diskrétna] 
-hodnoty: Wife, Own-child, Husband, Not-in-family, Other-relative, 
 Unmarried.  
race: [diskrétna] 
-hodnoty: White, Asian-Pac-Islander, Amer-Indian-Eskimo, Other, Black.  
sex: [binárna] 
-hodnoty: Female, Male.  
capital-gain: [spojitá]  
capital-loss: [spojitá]  
hours-per-week: [spojitá]  
native-country: [diskrétna] 
-hodnoty: United-States, Cambodia, England, Puerto-Rico, Canada, 
 Germany, Outlying-US(Guam-USVI-etc), India, Japan, Greece, South, 
 China, Cuba, Iran, Honduras, Philippines, Italy, Poland, Jamaica, 
 Vietnam, Mexico, Portugal, Ireland, France, Dominican-Republic, 
 Laos, Ecuador, Taiwan, Haiti, Columbia, Hungary, Guatemala, 
 Nicaragua, Scotland, Thailand, Yugoslavia, El-Salvador, 
 Trinadad&Tobago, Peru, Hong, Holand-Netherlands 
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5.1.2 Zostavenie process-flow diagramu pre zadanú úlohu 
Po vytvorení nového projektu a importe zdrojového datasetu v prostredí SAS Enterprise Miner 
môžeme pridať do nového diagramu uzol Input Data Source a nastavíme zdroj dát (obr. 5.1). Po 
načítaní vstupného datasetu prejdeme na kartu Variables, kde vidíme tabuľku načítaných 
premenných, ich úloh v modeli, typov ich hodnôt a ďalších vlastností. Premennej HAS_OVER_50K 
zmeníme položku Model Role na target, pretože to je cieľová premenná. 
Pridáme do diagramu uzol Insight, ktorý nám pomôže získať bližšiu predstavu o vstupných 
dátach. Spustíme Insight node a zobrazíme výsledky. Vo forme histogramov sa zobrazia rozloženia 
jednotlivých premenných a ďalšie štatistické údaje. Na obr. 5.2 vidíme grafy hustoty rozloženia 
hodnôt premenných AGE a occupation.   
V ďalšom kroku rozdelíme vstupný súbor dát na 3 časti - trénovaciu, overovaciu a testovaciu. 
Pripojíme do diagramu uzol Data Partition. V jeho vlastnostiach nastavíme rozdelenie dát do 
Obr. 5.1 Špecifikácia zdrojových údajov 
Obr. 5.2 Hustoty rozloženia hodnôt 
 33 
trénovacej, overovacej a testovacej časti na 40%-30%-30% a metódu rozdelenia na Stratified 
a uložíme zmeny.  
 
Potom pripojíme do diagramu uzol Transform Variables. V jeho vlastnostiach na karte Variables si 
môžeme všimnúť, že premenné CAPITAL_GAIN a CAPITAL_LOSS majú vysoké hodnoty skreslenia 
(skew), čo je nežiadúce pre kvalitu dolovacieho modelu. Tieto dve premenné preto transformujeme 
s použitím transformačnej funkcie Maximize normality (obr. 5.3). Okno vlastností uzlu zatvoríme 
a uložíme zmeny. 
 
Po vhodnej transformácii premenných budeme pokračovať samotným dolovaním v dátach. Keďže 
chceme porovnávať rôzne modely pre dolovanie, postupne k uzlu Transform Variables pripojíme 
uzol pre regresiu, neurónovú sieť a rozhodovací strom. Potom vyhodnotíme a porovnáme ich 
výsledky. 
Najprv pripojíme do diagramu uzol Regression.  V jeho vlastnostiach na karte Model options je 
predvolený typ regresie logistická, pretože naša cieľová premenná je binárna (nespojitá) a preto 
nemôžeme použiť lineárnu regresiu. Na karte Selection Method zvolíme vzhľadom na rozloženie 
našej cieľovej premennej metódu výberu Stepwise.  
Pokusne môžeme model spustiť. Po dobehnutí všetkých uzlov si necháme zobraziť výsledky. 
Na karte Estimates vyberme T-scores a vidíme graf zobrazujúci mieru vplyvu jednotlivých vstupných 
premenných na predikovanú cieľovú premennú. Čím väčšia hodnota T-scores, tým viac je príslušná 
Obr. 5.3 Transformácia rozloženia premennej CAPITAL_GAIN 
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premenná v modeli dôležitá. Štatistické výsledky modelu sú uvedené na karte Statistics, reprezentácia 
grafom na karte Plot.   
   
  
Po zatvorení okna regresného uzlu pridajme do diagramu neurónovú sieť. Uzol Neural 
Network pripojíme k uzlu Transform Variables, nie k uzlu Regression (obr. 5.4). Po otvorení uzlu 
môžeme na karte General zmeniť predvolené kritérium Profit-Loss, ktoré model používa a tiež 
zaškrtnúť checkbox Advanced user interface, čím sa sprístupní karta Advanced. Na tejto karte 
môžeme priamo ovplyvniť stavbu neurónovej siete, ktorú model používa, a to buď zmenou počtu 
neurónov skrytej vrstvy a jej nastavení alebo návrhom vlastnej topológie siete. Prednastavený počet 
neurónov skrytej vrstvy sú 3, zatiaľ ho  nebudeme meniť. Zatvorme uzol a uložme zmeny v nastavení, 
potom spusťme príkazom Run.  
Po výzve na zobrazenie výsledkov sa zobrazí karta Plot a graf priemernej štvorcovej chyby pri 
učení nerónovej siete v každej iterácii. Zvislou čiarou naznačená hraničná iterácia označuje tú, pri 
Obr. 5.4 Regresia  
Obr. 5.5 Chyba v iteráciách na trénovacích dátach (modrou) a 
overovacích dátach (červenou farbou) 
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ktorej bola dosiahnutá optimálna hodnota chyby (obr. 5.5). Za touto iteráciou dochádza k preučeniu 
neurónovej siete na overovacích dátach. Zaujímavá pre nás bude aj karta Tables, kde sú v tabuľke 
zhrnuté štatistické informácie. 
Ďalším modelovacím uzlom, ktorý pridáme do diagramu, bude model stromu. Uzol Tree 
pripojíme k uzlu Transform Variables a otvoríme ho. Na záložke Basic sú na výber 3 metódy delenia, 
zatiaľ ponecháme prednastavený chi-square test s predvolenou hladinou významnosti 0.200. 
V nastavení je ešte možné upraviť ďalšie atribúty modelu, napríklad maximálny počet hrán z jedného 
uzla a maximálnu hĺbku rozhodovacieho stromu. Po zatvorení okna modelu stromu ho spustíme 
a v dotaze na zobrazenie výsledkov modelu klikneme na Model Manager a označíme riadok 
s modelom stromu. Zobrazené okno ponúka ďalšie nastavenia modelu a vizualizácie výsledkov na 
grafoch. Necháme si napríklad zobraziť Lift chart (obr. 5.6), kde je v jednotlivých percentiloch 
prípadov znázornený pomer úspešnosti predikcie modelu stromu oproti priemernému štatistickému 
rozloženiu pozitívnych prípadov cieľovej premennej v celkovom počte prípadov. Z grafu vidno, že 
náš model stromu má pre prvý decil (10% prípadov) úspešnosť predikcie asi 3,5-násobne vyššiu ako 
rovnomerne náhodné rozloženie úspešných prípadov v celkovej množine prípadov. 
 
Po zatvorení okna Model Manager si zobrazíme výsledky modelu stromu. V hlavnom okne výsledkov 
sú všeobecné údaje o klasifikácii, tabuľka s vhodnými počtami listov aj s grafickým znázornením a 
prstencový graf stromu pre znázornenie komplexnosti a štruktúry stromu. Stred prstenca predstavuje 
koreňový uzol, čím ďalej od stredu, tým hlbšie je zanorenie v strome. Každé rozdelenie v prstenci 




Obr. 5.6  Lift chart 
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Hodnotenie modelov - Assessment 
 
Pridajme do diagramu uzol Assessment a pripojme ho na všetky 3 uzly modelov - regresiu, neurónovú 
sieť a strom. Po otvorení vlastností uzlu sa zobrazí okno s výberom modelov; označíme všetky tri. Pre 
vytvorenie grafov vyberieme z horného menu programu ponuku Tools a z nej položku Lift Chart. 
Zobrazený lift chart graficky porovnáva výsledky modelov v predikcii cieľovej premennej. Výsledky 
je možné zobraziť v 2D alebo 3D reprezentácii (obr. 5.7).  
 
Skórovanie modelov  
Vybraný model chceme aplikovať na nových dátach, aby sme prakticky využili získané znalosti.  
Vo vlastnostiach uzlu Assessment na karte Output vyberieme želaný model, napríklad neurónovú sieť 
a zatvoríme okno uzlu.  
 
Pridáme do diagramu uzol Score a spojíme ho s Assessment. Taktiež musíme pridať nový zdroj dát, 
na ktoré budeme náš vybraný model aplikovať. Vo vlastnostiach uzlu pre import dát vyberieme 
dataset pre skórovanie a na karte Settings vyberieme akciu „Apply training data score code to score 
data set“.  Zatvoríme okno a uložíme vykonané zmeny.  
 
Potom pridáme uzol Distribution Explorer do diagramu a pripojíme ho k uzlu Score. Po otvorení uzlu 
vyberieme skórovaciu množinu dát ako vstupné dáta pre uzol. Skórovacia množina má vždy prefix 
„SD“ (obr. 5.8).  
Obr. 5.7 Porovnanie výsledkov modelov  
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Potom prejdeme  na kartu Variables, kde môžeme voliť rôzne kombinácie premenných pre 
prehľadné zobraznie v histogramoch a grafoch. 3D graf zobrazíme pomocou horného menu Tools, 
výberom položky Run Distribution Explorer.  
Po preskúmaní zobrazených údajov zatvoríme Results Browser aj okno uzlu.  
5.1.3 Porovnanie modelov 
Z grafov je vidno, že výsledky jednotlivých modelov sa skoro nelíšia (obr. 5.7). Najmä v prvých 
dvoch deciloch sú výsledky všetkých modelov takpovediac rovnaké. Keďže cieľová premenná je 
binárna a množstvo vstupných atribútov nie je veľmi veľké, zadaný problém nie je príliš zložitý a 
modely dosahujú podobné hodnoty úspešnosti. Pre komplikovanejšie problémy sa úspešnosť 
jednotlivých modelov bude líšiť výraznejšie. 
5.2 Porovnanie modelov 2 - Predpovedanie 
tlakovej pevnosti betónu 
V tejto kapitole porovnáme dolovacie modely pri prepovedaní tlakovej pevnosti betónu v závislosti 
na druhu surovín a ich množstve použitom pri výrobe betónu. Zdrojové dáta boli naimportované 
z datasetu Concrete [data].  
 
Obr. 5.8 Výber dát pre skórovanie 
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5.2.1 Zadanie úlohy 
Betón je najdôležitejším materiálom v stavebnom inžinierstve. Jeho pevnosť pri odolávaní tlaku je 
vysoko nelineárna funkcia jeho veku a množstiev surovín použitých na jeho výrobu. 
 
Dátový súbor obsahuje 700 záznamov skladajúcich sa z ôsmich spojitých vstupných atribútov 
a cieľového atribútu, ktorého hodnoty sú taktiež spojité.  
 
Popis atribútov:  
Vstupné atribúty:  okrem veku (Age) sú udávané v kg v 1m3 zmesi betónu, vek je udaný v dňoch. 
  
Cement (spojitý) - cement 
Blast Furnace Slag (spojitý) - múčka z vysokej pece 
Fly Ash (spojitý) - popolček 
Water  (spojitý) - voda 
Superplasticizer (spojitý) - zmäkčovadlo zmesi 
Coarse Aggregate (spojitý) - hrubý štrk 
Fine Aggregate (spojitý) - jemný štrk 
Age (celočíselný) - počet dní 
 
Cieľový atribút 
Concrete compressive strength (spojitý)- tlaková pevnosť betónu 
 
5.2.2 Zostavenie process-flow diagramu pre zadanú úlohu 
 
Pri tvorení diagramu pre túto úlohu bol použitý podobný postup ako v predchádzajúcej kapitole. 
Podľa neho sme vytvorili nasledujúci diagram priebehu procesu dolovania (obr 5.9). 
 V uzle pre transformáciu premenných sme transformovali cieľovú premennú rozdelením jej 
prvkov do 10 intervalov. Taktiež sme transformovali premennú AGE, pretože mala vysokú hodnotu 
skew (skreslenia).  
Pre dolovanie v dátach sme použili modely regresie, neurónovej siete a rozhodovacieho 
stromu. Pre regresnú analýzu bola použitá logistická regresia s funkciou LOGIT s postupnou metódou 
výberu premenných (stepwise logistic regression).   
Model neurónovej siete predstavuje feed-forward MLP sieť s jednou skrytou  tvorenou 3 






Najprv uveďme výsledky pre jednotlivé modely zvlášť. Tabuľka štatistických výsledkov 
modelu regresie je na obr. 5.10, lift chart vyjadrujúci presnosť predikcie modelu na obr. 5.11 
a faktory ovplyvňujúce predikciu (T-scores) na obr. 5.12.  
    Obr. 5.10 Štatistika modelu regresie 
 
Presnosť predikcie modelu neurónovej siete bola o niečo vyššia ako presnosť regresie, na obr. 5.13 je  
 
 




Obr. 5.11 Presnosť predikcie regresie   Obr. 5.12 T-scores efekt 
 
vidieť vyšší počet predpovedí zhodných so skutočnými hodnotami. Štatistické výsledky 
modelu znázorňuje tabuľka na obr. 5.14. Hodnota priemernej štvorcovej chyby je taktiež o niečo 
menšia ako pri regresii. Graf vývoja priemernej chyby naprieč iteráciami trénovacími a overovacími 
dátami je na obr. 5.15. Zvislou čiarou je označená iterácia (59.), pri ktorej mala chyba optimálnu 
hodnotu, za touto iteráciou nastáva už preučenie modelu. Úspešnosť modelu rozhodovacieho stromu 
ilustruje graf na obr. 5.16, zvislou čiarou je označený optimálny počet listov (19). Lift chart presnosti 
predpovedí stromu je na obr. 5.17. 









Obr. 5.15 Chyba v iteráciách NN na trénovacej 
(modrá) a testovacej množine (červená) 
 
 
Obr. 5.16 Závislosť chyby od počtu listov stromu.         Obr. 5.17 Presnosť predikcie stromu 
Trénovacia množina modrou, testovacia červenou. 
 
5.2.3 Vyhodnotenie modelov  
V tomto príklade sme ukázali, že v riešení zložitejších dolovacích úloh, ktoré majú nelineárnu 
závislosť cieľových atribútov na vstupných atribútoch a pracujúcich so spojitými hodnotami, majú 
porovnané modely signifikantne rôzne výsledky. Zatiaľ čo pri úlohe z minulej kapitoly, ktorá bola 
pomerne jednoduchá, sa modely v presnosti predpovedí líšili len málo, v tejto úlohe sú rozdiely 
pomerne značné.  
 Najlepšiu presnosť predikcie dosahuje neurónová sieť, pretože dokáže modelovať lineárne 
i nelineárne problémy a efektívne sa učí. Regresná analýza dosahovala o niečo horšiu presnosť 
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predikcie, jej výsledky však boli akceptovateľné. Model rozhodovacieho stromu bol pre tento typ 
dolovacej úlohy najmenej vhodný, dosahoval spomedzi modelov najvyššie hodnoty chybovosti. 
Rozhodovacie stromy vo všeobecnosti nie sú príliš vhodné pre riešenie komplexných nelineárnych 
problémov, pretože majú malú schopnosť modelovať takéto závislosti atribútov.  
 Na obr. 5.18 je vzájomné porovnanie všetkých troch modelov. Najlepšie výsledky dosahuje 
Neurónová sieť, stále dobré výsledky dáva aj regresná analýza a najhorší výsledok dosiahol model 
rozhodovacieho stromu. Kvalitu a presnosť modelov taktiež ovplyvňuje detailné nastavenie ich 
atribútov a následné ladenie modelu v priebehu jeho testovania pred nasadením do praxe. Významnú 
úlohu majú aj podrobné znalosti z oboru dolovaného problému. 
  








5.3 Porovnanie modelov 3 - Vyhodnocovanie 
žiadostí o pôžičku 
Spoločnosť poskytujúca úvery chce na základe údajov o klientoch identifikovať klientov, ktorí 
nesplácajú pôžičky. Dolovacie  modely teda budeme používať na predikovanie cieľovej  premennej 
označujúcej problémového klienta. Klienti, ktorých systém identifikuje ako problémových, úver 
nedostanú. 
5.3.1 Zadanie úlohy 
 
Spoločnosť zaoberajúca sa poskytovaním finančných služieb poskytuje klientom úvery. Pomerne 
vysoké percento klientov (takmer 20%) má však problémy so splácaním dohodnutých splátok. 
Spoločnosť chce vytvoriť model, ktorý by na základe informácií o klientoch identifikoval 
neplatiacich klientov. Spoločnosť v budúcnosti takýmto klientom pôžičky neposkytne a predíde tak 
stratám a komplikáciám pri vymáhaní nezaplatených splátok.  
 
Dátový súbor obsahuje 5960 záznamov o klientoch, skladajúcich sa z 12 vstupných premenných 




Vstupné premenné:  
 
LOAN (spojitá) - výška úveru  
MORTDUE (spojitá) - výška nesplatenej sumy 
VALUE  (spojitá) - hodnota ručiteľného majetku 
REASON  (binárna) - dôvod úveru - vyrovnanie dlhov/spotrebný úver 
JOB  (nominálna) - zamestnanie podľa kategórií 
YOJ  (spojitá) - dĺžka pracovného pomeru 
DEROG   (spojitá) - počet záznamov neplatiča 
DELINQ (spojitá) - počet nesplácaných úverov 
CLAGE   (spojitá) - vek najstaršieho úveru v mesiacoch 
NINQ  (spojitá) - počet šetrení neplatiča 
CLNO  (spojitá) - počet úverov 
DEBTINC (spojitá) - pomer dlhov/príjmov 
 
Cieľová premenná: 
BAD  (binárna) - 1 = neplatič 0 = riadne splácanie  
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5.3.2 Process flow diagram  
 
Pre porovnanie účinnosti modelov a rôznych kombinácií ich nastavení bol zvolený diagram priebehu 
dolovacieho procesu znázornený na obr. 5.19. Boli použité modely regresie, neurónovej siete a 
rozhodovacieho stromu. Dáta, nad ktorými medely operovali, boli alebo neboli vhodne upravené, 
chýbajúce hodnoty nahradené a niektoré premenné transformované. Rôzne nastavenie modelov a 





V diagrame vidíme celkom 5 modelov hodnotených v uzle Assessment. Z toho 3 sú modely regresie, 
vždy však s inými nastaveniami modelu a rôzym predspracovaním dát. V poradí zhora je prvý model 
regresie, popísaný bude ako NewReg. Tento model spracováva vstupné hodnoty generované uzlom 
pre interaktívne zoskupovanie premenných, tzv. WOE indexy jednotlivých vstupných premenných 
a regresia nemá nastavenú žiadnu metódu výberu vstupných premenných. Ďalším modelom je model 
stromu, označený bude DefTree. Chýbajúce hodnoty vstupných atribútov zámerne neboli doplnené, 
prípadne transformované. Tretí model zhora je model regresie, označený bude DefReg. Nemá 
nastavenú žiadnu metódu postupného výberu atribútov. Chýbajúce vstupné hodnoty boli dopočítané 
Obr. 5.19 Diagram procesu dolovania 
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v uzle Replacement. Ďalším modelom je model regresie označený StepReg. Je to regresia s metódou 
výberu stepwise (postupným pridávaním atribútov, ktoré jednoznačne súvisia s cieľovým 
atribútom, do modelu). Piatym modelom je neurónová sieť typu MLP s jednou skrytou vrstvou, 
označená bude DefNN. Úspešnosť predikcie jednotlivých modelov regresie vidíme na obr. 5.20, 
ostatných na obr. 5.21.  
 
 
     Obr. 5.20 Porovnanie modelov regresie 
 





5.3.3 Vyhodnotenie modelov 
Na tomto príklade sme demonštrovali rôzne nastavenia vlastností jednotlivých modelov, najmä 
modelu regresie. Taktiež sme pre rôzne modely použili rôzne predspracované vstupné dáta.  
 Zistili sme, že výber správnych vstupných dát, ich vhodné predspracovanie a  nahradenie 
chýbajúcich hodnôt môžu do značnej miery ovplyvniť presnosť modelov a zvýšiť informačnú 
hodnotu produkovaných výsledkov. Presnosť regresie sme zvýšili použitím metódy postupného 
výberu atribútov, výrazne presnejšie výsledky sme dosiahli dopočítaním a nahradením chýbajúcich 
hodnôt vo vstupných dátach. Pozitívny vplyv na presnosť výsledkov má tiež vhodná transformácia 
vstupných dát, ktoré majú nerovnomerné rozloženie alebo obsahujú extrémne hodnoty.  
  
 
    Obr. 5.22 Presnosť dolovacích modelov 
 
 Vhodná úprava atribútov použitých modelov je kľúčová pre správne modelovanie riešeného 
problému. Použitie metódy výberu premenných a druhu regresie, počet skrytých vrtiev a neurónov 
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v neurónovej sieti či nastavenie rozhodovacích kritérií v prípade stromov majú priamy vplyv na 
modelovacie schopnosti modelov a presnosť ich výsledkov. Ich vzájomné porovnanie ukazuje lift 
chart na obr. 5.22 
5.4 Zhodnotenie výsledkov modelov 
 
Pri riešení prvej dolovacej úlohy bol počet vstupných atribútov relatívne malý. Atribúty mali spojité, 
diskrétne alebo binárne hodnoty. Cieľová premenná bola taktiež binárna. Čo je však dôležitejšie, 
ukázalo sa, že závislosti medzi atribútmi sú pomerne lineárne. Dolovacia úloha bola teda pomerne 
jednoduchá a výsledky jednotlivých modelov tomu zodpovedali. Všetky modely predpovedali 
hodnotu cieľovej premennej s vysokou presnosťou a ich predpovede boli navzájom takmer identické. 
Z toho teda vyplýva, že pre riešenie jednoduchých úloh sú vhodné všetky tri modely, najmä 
v prípade, že cieľová premenná je nespojitá, závislosti v analyzovaných dátach sú lineárne 
a spracovávané dáta buď neobsahujú veľké množstvo chýbajúcich hodnôt, ktoré by narúšali výkon 
modelov, alebo sme schopní tieto hodnoty vhodne nahradiť či dopočítať.  
Vdruhej riešenej úlohe bola situácia opačná. Vstupný súbor dát obsahoval síce iba 8 vstupných 
premenných a jednu cieľovú premennú, ich hodnoty však boli spojité. Ako sa ukázalo, závislosti 
medzi atribútmi boli v značnej miere nelineárne. Dolovacia úloha bola teda oveľa náročnejšia 
a výsledky jednotlivých modelov sa v tomto prípade podstatne líšili. Najlepšie výsledky predikcie 
dosiahol podľa očakávania model neurónovej siete, pretože je vhodný na modelovanie lineárnych aj 
nelineárnych závislostí a dokáže sa efektívne učiť. Menej presné výsldky dosiahol model regresie, 
ktorá je síce vhodná pre predikciu spojitých premenných, ale má problém s modelovaním 
nelineárnych závislostí atribútov. Najhorší výsledok spomedzi modelov dosiahol rozhodovací strom. 
Presnosť predikcie bola v tomto prípade oveľa nižšia ako presnosť neur. siete alebo regresie. Na 
základe týchto výsledkov môžeme povedať, že model rozhodovacieho stromu sa nehodí pre tento typ 
dolovacích úloh, pretože nedokáže modelovať komplexné nelineárne problémy.  
V poslednej dolovacej úlohe sme na základe spojitých vstupných premenných predpovedali 
hodnotu binárnej cieľovej premennej. Dolovacia úloha ako taká nebola zložitá, na tomto príklade sme 
však ukázali nezanedbateľný vplyv voľby vhodných vstupných dát a vhodného nastavenia atribútov 
modelu na výkon jednotlivých modelov. Overili sme význam predspracovania dát na výsledky 
samotnej analýzy a na modeli regresie sme demonštrovali vplyv rôznych nastavení modelu na 
výsledky predikcie. Pri nedostatočnej úprave nekonzistentných či zašumených vstupných dát modely 
produkujú preukázateľne horšie výsledky. Zásadný je pritom najmä vplyv chýbajúcich hodnôt 
atribútov, s ktorými sa modely regresie a neurónových sietí nevedia vyporiadať. Rozhodovacie 
stromy chýbajúce hodnoty zvládajú a v tomto prípade je často dokonca lepšie použitie vstupných dát 
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s chýbajúcimi hodnotami ako explicitné nahradenie či dopočítanie chýbajúcich hodnôt v procese 




Cieľom tejto práce bolo podrobné zoznámenie sa s modelmi pre dolovanie dát z databáz, 
naštudovanie prostredia pre dolovanie údajov SAS Enterprise Miner a následné praktické overenie 
vlastností skúmaných modelov pri dolovaní znalostí z rôznych súborov dát.  
 V školských učebniach je dostupná verzia produktu SAS Enterprise Miner 4.3, ktorá bola 
úspešne použitá pre riešenie zadania tejto práce. Pri samotnom praktickom riešení sa vyskytli niektoré 
menej vážne problémy s grafickou reprezentáciou výsledkov v používanom prostredí či so súborovou 
štruktúrou samotných projektov v aplikácii. Podarilo sa ich však prekonať a ich riešenie nebolo 
predmetom zadania práce, preto neboli ďalej diskutované.  
Získané výsledky porovnania jednotlivých modelov pre dolovanie dát v kontexte troch 
riešených úloh boli vyhodnotené a diskutované zvlášť pre každú dolovaciu úlohu. Ukázalo sa, že 
rôzne dolovacie modely sú vhodné pre rôzne druhy data-miningových úloh. Správny výber 
a starostlivé nastavenie jeho atribútov vzhľadom na druh riešeného problému a povahu 
analyzovaných dát sú kľúčové faktory pre dosiahnutie presných a vierohodných výsledkov. Preto je 
z pohľadu analytika nevyhnutná podrobná znalosť oboru riešenej dolovacej úlohy a schopnosť 
správne nastaviť model tak, aby čo najvernejšie modeloval riešený problém reálneho sveta.  
Základným predpokladom pre dosiahnutie spoľahlivých výsledkov je použitie správnych 
vstupných dát. Dáta musia obsahovať hľadané skryté znalosti a musia mať vhodnú formu. Keďže 
v reálnom svete sa dáta nevyskytujú v ideálnej forme, mimoriadne dôležité je predspracovanie dát. 
Nesprávny formát, vysoký obsah extrémnych hodnôt, nerovnomerné rozloženie či chýbajúce hodnoty 
majú značný vplyv na zníženie kvality výsledkov dolovacích modelov.  
 Modely, ktoré sme analyzovali, majú pri riešení rôznych dolovacích úloh svoje výhody aj 
nedostatky. Rozhodovacie stromy sú vhodné na spracovanie vstupných atribútov diskrétnej povahy. 
Sú ľahko pochopiteľné pre človeka a dajú sa použiť i pre modelovanie nelineárnych závislostí 
atribútov. Naproti tomu, modely regresie a neurónových sietí sú použiteľné pre modelovanie 
diskrétnych i spojitých hodnôt atribútov. Lineárna regresia nie je vhodná na modelovanie 
nelineárnych závislostí, zatiaľčo neurónové siete sú schopné za vhodných podmienok modelovať 
v podstate akýkoľvek problém. S chýbajúcimi hodnotami atribútov sa najlepšie spomedzi skúmaných 
modelov vyrovnávajú rozhodovacie stromy. Modely regresie a neurónových sietí sa s chýbajúcimi 
hodnotami nevedia vyporiadať a vyžadujú explicitné predspracovanie dát s chýbajúcimi hodnotami.  
Z pohľadu rozšírenia zadania práce do budúcnosti by bolo možné venovať sa rozšíreniu 
základného súboru poskytovaných prostriedkov pre proces dolovania v prostredí SAS Enterprise 
Miner. Doplnenie ponúkaných nástrojov vlastnými modulmi, použitím makier a vlastných funkcií 
programovaných v zdrojovom kóde SAS či vytváranie uzlov na mieru pre riešenie konkrétnych 
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