This paper describes CzEng 0.7, a new release of Czech-English parallel corpus freely available for research and educational purposes. We provide basic statistics of the corpus and focus on data produced by a community of volunteers. Anonymous contributors manually correct the output of a machine translation (MT) system, generating on average 2000 sentences a month, 70% of which are indeed correct translations. We compare the utility of community-supplied and of professionally translated training data for a baseline English-to-Czech MT system.
Introduction
CzEng 0.7 1 is a new release of a Czech-English parallel corpus compiled at the Institute of Formal and Applied Linguistics, Charles University, Prague in [2005] [2006] [2007] . The corpus contains no manual annotation. It is limited only to texts which have been already available in an electronic form and which are not protected by authors' rights in the Czech Republic. The main purpose of the corpus is to support Czech-English and English-Czech machine translation (MT) research with the necessary data. CzEng 0.7 is available free of charge for educational and research purposes, however, the users should become acquainted with the license agreement.
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In this paper we describe the current state and size of CzEng and we specifically focus on data coming from open-source and volunteer community. Section 2. gives full details on CzEng 0.7 data: data sizes, preprocessing and alignment steps. In Section 3., we evaluate the quality and growth of community-supplied translations. Final Section 4. evaluates the English-to-Czech MT quality thanks to the new data. Table 1 summarizes the magnitude of Czech-English parallel texts we could easily obtain via the Internet. About 18% of tokens (running words and punctuation) in the collection are fully proprietary and despite being available, they cannot be repackaged for the purposes of NLP research. About 40% of tokens come from professionally translated texts with permissive copyright restrictions (e.g. European law texts, fiction in public domain). Community-supplied data is found at both ends of the magnitude scale. Data where both the original text and the translation have a permissive license constitute only about 2.5% (1.3 million) of tokens. The other end is represented by more than 20 million (40%) of tokens in texts with unresolved copyright issues: the original text was typically not released for public use but volunteers equipped it with a translation. The striking contrast illustrates that while a community of random volunteers produces significant amounts of valu-1 http://ufal.mff.cuni.cz/czeng/ 2 http://ufal.mff.cuni.cz/czeng/license.html able data, it does not pay enough principled attention to intellectual property rights. Thus only a tiny fragment of the community output is usable without breaching any copyrights. Hopefully we will see a convergence of international law regulations and general awareness of the community in coming years so that the proportion of "locked" data will decrease. Ready-made licences such as the GNU FDL 3 or Creative Commons licenses 4 are already available.
Czech-English Parallel Data

CzEng 0.7 Data
Full details on data sections included in CzEng 0.7 are given in Table 2 . We used texts from the following publicly available sources:
• Acquis Communautaire Parallel Corpus (Ralf et al., 2006) , • Readers' Digest texts, partially already made available in (Čmejrek et al., 2004 ), • Localization of KDE and GNOME, the major opensource software projects, into Czech.
• Articles from Project Syndicate.
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• The Kačenka parallel corpus, previously released as (Rambousek et al., 1997) Union, which is a tiny collection of some rather randomly chosen issues of the the Official Journal of the European Union.
Preprocessing
Since the individual sources of parallel texts differ in many aspects, a lot of effort was required to integrate them into a common framework. Depending on the type of the input resource, (some of) the following steps were applied on the Czech and English documents:
• conversion from PDF, Palm text (PDB DOC), SGML, HTML and other formats, • encoding conversion (everything converted into UTF-8 character encoding), sometimes manual correction of mis-interpreted character codes, • removing scanning errors, removing end-of-line hyphens, • file renaming, directory restructuring, • sentence segmentation, • tokenization, • removing long text segments having no counterpart in the corresponding document, • adding sentence and token identifiers, • conversion to a common XML format.
TextSeg: Tokenization and Segmentation
In comparison to the previous release of CzEng, we improved the tokenization and sentence segmentation algorithm. Both sentence segmentation and tokenization are now handled by TextSeg, a newly implemented tool described in (Češka, 2006) . Input text is first broken into tokens corresponding to words (whitespace delimits tokens and furthermore each nonletter non-digit character constitutes a token on its own, with the exception of floating point numbers). For the purposes of segmentation, special auxiliary tokens \n (forced newline) and D (no whitespace between the two neighbouring tokens) are left in the stream of tokens. Sentence boundaries are identified using a decision tree based on 17 context attributes:
• current token t 0 is a full stop • current token t 0 is a hyphen • current token t 0 is a question mark • current token t 0 is a quotation mark or closing bracket • current token t 0 is \n • current token t 0 is the last one within the paragraph • token t +1 starts with a capital letter • token t +1 is in uppercase • token t +1 is D (meaning that there was no whitespace after the current token) • token t +1 is a full stop, hyphen, question mark, quotation mark or closing bracket • token t +2 is a number
is a full stop, hyphen, question mark, quotation mark or closing bracket • token t −2 is a number • token t −2 is an abbreviation which cannot indicate the end of the sentence (e.g. "adj.") • token t −2 is an abbreviation which can indicate the end of the sentence (e.g. "etc.") • token t −2 is an abbreviation which is homonymic with another word (e.g. "no.") We collected extensive lists of three different types of Czech and English abbreviations for the last three context attributes. Our decision tree was trained on a set of manually processed data and its evaluation was based on independent human judgements. The evaluation set consists of Table 2 : CzEng 0.7 sections and data sizes.
1,000 occurrences of tokens which can indicate the end of sentence (full stop, hyphen, question mark, quotation mark, closing bracket or newline symbol). The task is to decide whether the end of sentence indeed coincides with the token. Our method achieves the accuracy of 98.4% on this set.
Sentence Alignment
We used the Hunalign tool 8 (Varga et al., 2005) to align sentences for all documents; the settings were all kept default and we did not use any dictionary to bootstrap from. Hunalign collected its own temporary dictionary to improve sentence-level alignments. For some sources, however, a more refined approach was taken. The localization of software projects GNOME and KDE consists of pairs of original (English) messages and their translations-the translations are thus strictly delimited, which allowed us to align only sentences within the concerned messages and run Hunalign on each pair separately. Moreover, if both the original message and its translation were segmented to exactly one sentence, we could safely treat the resulting pair of sentences as aligned. The situation is similar with the data from the Navajo project, which also do not constitute continuous texts but are formed by pairs of snippets of English and their translations. However, due to technical difficulties, we did not apply the above procedure to the Navajo data. The number of alignment pairs in CzEng 0.7 according to the number of sentences on the English and Czech side is given in Table 3. 8 http://mokk.bme.hu/resources/hunalign
Translation Supplied by Open-Source Community
In CzEng 0.7, we used a significant amount of input from the Internet community in the form of localization of two major open-source projects and data from a commercial machine translation project. With Web 2.0 and opensource software becoming popular, we expect that such data sources will grow even faster in the future.
Fixing Machine Translation
Project Navajo 9 is an effort of a Czech commercial machine translation system producer to improve the quality of their English-to-Czech machine translation by means of community-supplied data. Similar to Wikipedia, 10 the Navajo project is an on-line encyclopedia that allows users to modify its contents. This time though, the emphasis is solely on the improvement of the translation, i.e. the users are not allowed to add new facts to the encyclopedia. Navajo provides selected articles from the English edition of Wikipedia, machine-translated using a proprietary system to Czech. Using a web interface, any user can (anonymously) correct the translations of selected parts of the machine-translated articles, ranging from phrases to multiple sentences; the data they provide is then used to enhance the training set of the translation system, which is then retrained and used to translate the articles in the encyclopedia again. Users are not allowed to change the entire articles at once though; throughout the site, it is made clear that the focus of the contributions should be on the improvement of the Czech translation, not the factual accuracy or richness. This diverges from the aim of the Czech edition of Wikipedia, whose relation to the English version is at most that of an inspiration and which does not follow any linguistic aims; in fact, the Czech Wikipedia is completely independent from the English one (in terms of topics, contributors and target audience) and as such is unsuitable for the task undertaken by Navajo, which can be described as providing the "English edition of Wikipedia in Czech". The contributed translations are stored in a database that is browsable and that can be modified: each entry can be either deleted or changed, causing its immediate removal from the database and, in case of modification, the introduction of an updated entry. This again differs from the concept of Wikipedia, where all previous revisions of the article are stored and accessible. It is the database of translations that we include in CzEng 0.7: in all, the release contains 30,208 translations of various parts of 3,724 different Wikipedia articles; at least 614 more translations were deleted by the community. Of the 3,724 articles, the 300 most-edited ones comprise a half of the entire number of translations.
(See Table 5 for ten most-edited articles.) Table 4 shows the numbers of contributed phrase translations included in CzEng 0.7 per month. The numbers oscillate around 2,000 translated phrases per month with no apparent tendency of overall growth.
Quality of the Supplied Translations
In order to measure the quality of the user-contributed data, we randomly selected 1,000 aligned sentence pairs and manually evaluated the translation. We found that of the thousand pairs, 690 were flawless Table 6 : Quality of Navajo user translations in CzEng.
translations (both grammatically correct and precise), 45 had slight grammatical, punctuation or diacritic errors, but besides these errors they conveyed the correct meaning, 58 were imprecise translations that did not keep the information value of the English part, but were more or less grammatically correct. In 68 pairs, the English and Czech parts were identical; most of them were names of people or artifacts, and as such may be considered correct translations.
66 pairs seemed to be incomplete, possibly due to the process of sentence alignment, as either the English or the Czech part was empty (i.e. the alignment was of type 0-x or x-0), or parts of the translated message seemed to be missing on one of the sides (which may happen in cases where the alignment is of type 1-2 or 2-1 etc.), or the Czech text was grammatically correct, but not related to the English original, probably because of a "shifted" alignment.
44 pairs were identified as just slight improvements of the machine-translated text with the machine-generated Czech easily recognizable. 27 pairs were identified as vandalism (i.e. the Czech part contains obscene language, nonsensical strings of characters or messages in languages other than Czech). Finally, the remaining 2 pairs consisted of punctuation tokens of no linguistic value of their own.
The results are summarized in Table 6 . Table 7 : Training data sizes (English side) and out-of-vocabulary rates for various sections of CzEng.
Open-Source Software Localization
KDE 11 and GNOME 12 are open-source projects that deliver the two major free desktop environments for Unix-like operating systems. In CzEng 0.7, we used the data from their localization into Czech (the development language is English). Translators contribute their translations either using specialized programs or via a web interface 13 that allows for manipulation with the strings in a wiki-like manner. Due to the specialized technical nature of the localized strings and the fact that the translations cannot be submitted anonymously, the community of translators is much smaller in comparison to that of the Navajo project and the overall quality of the translations is higher, albeit limited to the domain of system messages. However, we did not undertake any evaluation procedure similar to that described in Section 3.1.1. for Navajo. Table 7 summarizes the statistics about the source (English) side of sentences. For the purposes of this experiment, we use only sentences aligned 1-to-1 and delimit CzEng data into the following disjoint sections: "D"-in-domain Project Syndicate data, translated professionally, "P"-other professionally translated texts (e.g. Acquis, books, Readers' Digest; excluding Project Syndicate), "C"-community-supplied texts and translations (i.e. Navajo, KDE, GNOME), "X"-community translation of proprietary texts (not part of CzEng 0.7 release). We experiment with various combinations of the sections. The combination "DCP" corresponds to the official CzEng 0.7 release apart from a few books that cannot be distributed yet. Figure 1 plots the out-of-vocabulary rate against the BLEU score achieved. We see that for in-domain translation, neither much OOV reduction, nor much increase in BLEU is achieved by any data added to "D". In fact, the slightly noisy community data can cause an insignificant loss in BLEU while high-quality professional translations can help a tiny bit.
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For out-of-domain evaluation, the picture is clearer: any reduction in OOV rate counts and helps to achieve a higher BLEU score. Adding the professional "P" section to the baseline "D" brings in more data of a higher quality, thus increasing BLEU more. However already the community sections (the relatively small "C" and especially the bigger "X") make a difference, see "D" vs. "DCX". Unsurprisingly, the best score is achieved when all data are employed ("DCPX"). The difference in training data suitability can be best seen when comparing "DP" and "DCX": while comparable in number of tokens (18 and 20 million, resp.), the community data contain much shorter sentences (6.9 vs. 18.6 tokens per sentence on average) due to a different nature of 16 For in-domain translation trained on "D" with some additional out-of-domain data, we employ two separately weighted language models (LM): one covering all training data and one just for the in-domain "D" section. Omitting the separate "D" LM significantly reduces BLEU scores. For out-of-domain translation, the separate "D" language model does not bring any improvement, so we use a single LM based on the target side of the respective training data. the texts. While the average 6.9 tokens in a sentence are still well below the 3-gram language model context span, we are not surprised to see that phrase and language model probabilities get skewed: When translating the out-of-domain test set (25.0 tokens per sentence), "DCX" has lower predictive power for within-sentence translation and coherence compared to "DP". The same observation can be made by comparing BLEU scores for "D" (only about 2 million tokens) and "CX" (about 18 million tokens): while relevant to OOV reduction, "CX" is bad for longer phrases.
Summary And Further Plans
We have presented CzEng 0.7, a collection of CzechEnglish parallel texts. The corpus of about 20 million tokens is automatically sentence aligned. CzEng 0.7 is available free of charge for educational and research purposes, the licence allows collecting statistical data and making short citations. To our knowledge, it is the biggest and the most diverse publicly available parallel corpus for the Czech-English pair. We observed that while copyright issues allow us to include only about 1.3 million tokens produced by a community of volunteers, the community has produced more than 15 times bigger collection of translations with unresolved status of the source texts. Hopefully the contributors will pay more attention to property rights and produce data outside of restrictive circumstances. We evaluated the quality of user-supplied corrections of machine-translated sentences, showing that about 70% of the sentences are reasonably accurate. This data source grows for free at about 2,000 sentences every month. While not as useful as professionally translated texts, community-supplied data can still lead to significant improvement in machine translation quality, especially when translating texts outside of the original domain. Future versions of CzEng will contain (machine) annotation of the data on various levels up to deep syntactic layer. We also plan to designate subsections of CzEng as standard development and evaluation data sets for machine translation, paying proper attention to cleaning up of these sets.
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