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THE ORDER OF THE PRODUCT OF TWO ELEMENTS IN FINITE
NILPOTENT GROUPS
CIPRIAN MIRCEA BONCIOCAT
Abstract. An old problem in group theory is that of describing how the order of an element
behaves under multiplication. To generalize some classical bounds concerning the order
o(ab) of two elements a, b in a finite abelian group to the non-commutative case, we replace
o(ab) with a notion of mutual order o(a, b), defined as the least positive integer n such
that anbn = 1. Motivated by this, we then compare o(ab) and o(a, b) in finite nilpotent
groups, and show that in a group of class γ, the ratio o(ab)/o(a, b) lies in some fixed finite
set S(γ) ⊂ Q, whose elements do not involve prime factors exceeding γ. In particular, we
generalize a result of P. Hall, which asserts that o(ab) = o(a, b) in p-groups with p > γ. We
end with a more detailed analysis for groups of class 2, which allows one to give a more
explicit description of o(ab)/o(a, b).
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1. Introduction
A challenging old problem in group theory is, given two elements a, b in a group G, of orders
m and n respectively, to find information on the order of the product ab. Understanding even
the easier problem of when ab has finite order would have great implications in group theory,
for instance in the study of finitely-generated groups in which the generators have finite order.
An example of a difficult problem related to this is Burnside’s problem, which asks whether
a finitely-generated periodic group is necessarily finite. A negative answer to this has been
provided in 1964 by Golod and Shafarevich [7], [8], although many variants of this question
still remain unsolved to this day. For more information on this subject, we mention a few
standard references: Kostrikin [19], Novikov and Adian [1], Ivanov and Ol’shanskii [12], [13],
[23], Zelmanov [26], [27] and Lyse¨nok [21].
Even in the simple case of abelian groups, no effective formula for the order of ab seems to
be available in the literature. We present here two well-known exercises from classical texts
in abstract algebra, which address this problem in very special cases:
Lemma A. Let a and b be two elements of a finite abelian group with orders m and n,
respectively. If m and n are co-prime, then ab has order mn.
Lemma B. Let x be an element of finite order n in an arbitrary group, and k an arbitrary
integer. Then xk has order n/ gcd(n, k).
A moment’s reflection should convince the reader that no formula for o(ab) can be given
solely in terms of m and n, in the general case. Of course, some divisibilities involving m,n
and o(ab) can still be obtained with little effort, such as
lcm(m,n)
gcd(m,n)
| o(ab) | lcm(m,n). (1.1)
For a detailed analysis of what can be said about o(ab) when the value e := |〈a〉 ∩ 〈b〉| is
also known, an excellent reference is D. Jungnickel’s paper [16]. We present here three theo-
rems from this source (using slightly modified notation), which demonstrate the complicated
arithmetic involved in this problem:
Theorem C. [16, Theorem 1] Let a and b be two elements in a finite commutative group
G with orders m and n, respectively. Denote the subgroups of G generated by a and b by A
and B, respectively, and assume that A ∩ B has order e (where e divides gcd(m,n)). Let D
be the largest divisor of e that is coprime to m/ gcd(m,n) and n/ gcd(m,n). Then the order
of the product ab satisfies
lcm(m,n)
D
| o(ab) |
lcm(m,n)
ε
,
where ε = 1 if D is odd and ε = 2 otherwise.
Theorem D. [16, Theorem 2] Let m,n and e be arbitrary positive integers for which e
divides both m and n. Then there exists a finite abelian group G with cyclic subgroups A and
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B of orders m and n, respectively, A ∩ B has order e, and there exist generators a, a′ of A
and b, b′ of B that satisfy
o(ab) =
lcm(m,n)
D
and o(a′b′) =
lcm(m,n)
ε
,
where D and ε are defined in Theorem C.
Theorem E. [16, Theorem 3] Let m and n be arbitrary positive integers, and let k be any
positive integer satisfying
lcm(m,n)
f
| k | lcm(m,n),
where f is the largest divisor of gcd(m,n) which is co-prime to both m/ gcd(m,n) and
n/ gcd(m,n). Then there exists a finite abelian group G and elements a, b of G with or-
ders m and n, respectively, such that o(ab) = k.
We also mention that an algorithm for determining the integer D defined in Theorem C
can be found in Lu¨neburg [20, Ch. IV].
Despite its reduced scope, Lemma A contributes to the proof of numerous foundational
results in group theory and number theory. For instance, Lemma A can be used to show
that a finite group is cyclic if and only if its exponent and its order are equal. In turn, one
may use this result to show that a finite subgroup of the multiplicative group of a field must
be cyclic (see for instance Jacobson [14, Theorems 1.4 and 2.18] or van der Waerden [25,
paragraphs 42 and 43]). Lemma A is also the basis of the famous algorithm due to Gauss
that allows one to determine primitive elements in a finite field (that is generators for the
cyclic multiplicative group) and then primitive polynomials (see for instance Jungnickel [15,
paragraph 2.5]).
In the general case of arbitrary groups, our hopes to find information on the order of ab
in terms of m,n and possibly other information on the structure of G are lowered by the
following elegant result in Milne [22, Theorem 1.64], showing that in this respect, essentially
anything could happen.
Theorem F. For any integers m,n, r > 1, there exists a finite group G with elements a
and b such that a has order m, b has order n, and ab has order r.
Its proof gives an explicit construction in quotients of SL(2,Fq). This apparently random
behavior can also be seen in a conjecture of Stefan Kohl [17, problem 18.49] recently proved
independently by J. Ko¨nig [18] and J. Pan [24] to the effect that for any x, y, z ∈ N with
1 < x, y, z ≤ n − 2 there exist a, b ∈ Sn such that a has order x, b has order y, and ab has
order z. It should be noted that all proofs of Theorem F that the author has seen involve
non-solvable groups.
In the case of nilpotent groups, a remarkable fact still holds true: the product of two
elements of finite order has finite order. This is in fact a corollary of a much more general
result due to A. I. Mal’cev:
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Theorem G. (A. I. Mal’cev, [5, 2.23]) Let G be a finitely-generated nilpotent group, con-
taining a subgroup H ≤ G. If G admits a finite generating set X with the property that each
element of X has a power inside H, then any element of G has a power inside H. If this is
the case, then H must have finite index in G.
Indeed, by plugging H = 1 into the above, we learn that any nilpotent group G which
admits a finite generating set of torsion elements is finite. So if a, b are elements of finite
order in a nilpotent group G, then ab ∈ 〈a, b〉 must also have finite order. Note also that the
case H = 1 of this theorem gives an affirmative answer to Burnside’s problem in the special
case of nilpotent groups. This was in fact previously noticed by R. Baer, in his paper [2].
Another very short proof of the fact that the torsion part of a nilpotent group is a subgroup
can be found in a post from Math StackExchange [11].
One may now naturally ask whether a bound such as (1.1) exists in the case of nilpotent
groups. From the sources cited above, it seems that the best result one can obtain with the
same methods is
o(ab) | lcm(m,n)γ ,
where γ is the nilpotency class of G. So if the class γ is fixed, this gives a polynomial bound
on o(ab), in terms of lcm(m,n). In this paper, we show that this can actually be sharpened
to a linear bound! In particular, we will extend a result of P. Hall [10, 4.28, 4.13] which,
when modified to fit our paradigm, implies that o(ab) | lcm(m,n) for regular p-groups.
Before stating some of our main results, we will fix some notations. For two elements a, b of
a group, we will always denote by [a, b] their commutator a−1b−1ab, following the convention
used in Gorenstein [9] and P. Hall [10]. In particular, we will often use the following trivial
manipulations in our proofs:
ba = ab · [b, a], b−1ab = a · [a, b].
As usual, for a group G we will denote by Z(G) its center, by G′ = [G,G] its commutator
subgroup, and by Gab = G/[G,G] its abelianization. Also, CG(g) will denote the centralizer
of an element g of G. More elaborate notations and coventions will appear in section 3,
where we make use of Hall’s complex commutators. Also, to prevent any potential errors, we
assume all groups involved to be finite, unless stated otherwise.
The theorem C of D. Jungnickel on o(ab) in finite abelian groups will appear as a conse-
quence of a more general result, which holds in arbitrary finite groups. To state it, we recall
that in [10, 4.28], P. Hall proved that in regular p-groups the order of the product of two
elements a, b coincides with the least positive integer N such that aNbN = 1. This suggests
the use of the following definition.
Definition 1.1. For any two elements of finite order a, b in an arbitrary group G, we
denote by o(a, b) the least positive integer N satisfying aNbN = 1, and call it the mutual
order of a, b. Since the set {N ∈ Z : aNbN = 1} is a nontrivial subgroup of Z, the value
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o(a, b) is a generator of this subgroup. In other words, the following equivalence holds:
aNbN = 1 ⇐⇒ o(a, b) | N.
It is quite obvious from the definition that o(a, b) = o(b, a) and o(x, 1) = o(x). In the case
that a and b commute, we also o(a, b) = o(ab) have. Thus, this new notion generalizes the
usual notion of order of an element. Another interesting observation is that o(a−1, b−1ab) is
the least power of a that commutes with b.
Our main goal in this paper is to explore the relationship between o(ab) and o(a, b) in
the way more difficult case that a and b do not commute. The results that we will prove in
Section 3 for nilpotent groups of arbitrary class rely on a remarkable formula of P. Hall ([10,
3.1, (3.21)]) expressing the powers of a product of two elements in terms of the powers of
these elements and of their higher commutators. Our main result in this respect essentially
says that in finite nilpotent groups, the order of the product of two elements is the same as
their mutual order, modulo a factor that can be reasonably controlled:
Theorem 1.2. Let G be a finite nilpotent group of class γ. There exists a finite set of
positive rational numbers S = S(γ), depending solely on the nilpotency class γ, and whose el-
ements in reduced form contain no primes exceeding γ in their numerators and denominators,
such that for all a, b in G, there exists s ∈ S depending on a and b such that
o(ab) = o(a, b) · s.
In particular, we obtain as a corollary the following famous result of P. Hall:
Corollary 1.3. [10, 4.28, 4.13] If G is a finite nilpotent group of class smaller than any
prime dividing the order of G, then
o(ab) = o(a, b)
for any two elements a, b ∈ G.
Combined with Jungnickel’s Theorem C, we obtain the promised bounds for o(ab), linear
in lcm(m,n). For nilpotent groups of class 2 we will be able to prove in Section 4 more
effective results, since in this case o(ab)/ o(a, b) ∈ {1
2
, 1, 2}. Our main result in this respect
is:
Theorem 1.4. Let a, b be elements of finite order in a nilpotent group of class 2, and let
r be the order of c = [b, a] := b−1a−1ba. Then r divides both o(ab) and o(a, b), and one has
the formula
o(ab) = o(a, b) ·
o(arbrc(
r
2))
o(arbr)
, (1.2)
where the factor o(a
rbrc
(r2))
o(arbr)
lies in the set {1
2
, 1, 2}.
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A detailed analysis of the three possible cases above will end Section 4, and will give an
insight on how difficult it might be to search for exact formulas for o(ab) in finite groups of
higher nilpotency class. Such formulas might be in principle possible to obtain, but at the
cost of a way more difficult analysis, requiring an increasing number of parameters.
2. Properties of the mutual order o(a, b) in finite groups
This section is concerned with proving some elementary facts about the mutual order
o(a, b), as well as generalizing Jungnickel’s Theorem C to arbitrary finite groups. We advise
the experienced reader to skim through this section, as most proofs contained here are quite
straight-forward. We start with a simple fact, which generalizes Lemma B to mutual orders:
Proposition 2.1. Let a, b be elements of finite orders in an arbitrary group. Then
o(an, bn) =
o(a, b)
gcd(o(a, b), n)
,
for all integers n.
Proof. First of all, note that n · o(a,b)
gcd(o(a,b),n)
is a multiple of o(a, b), so
1 = an·
o(a,b)
gcd(o(a,b),n) bn·
o(a,b)
gcd(o(a,b),n) = (an)
o(a,b)
gcd(o(a,b),n) (bn)
o(a,b)
gcd(o(a,b),n) .
This means that o(an, bn) | o(a,b)
gcd(o(a,b),n)
. For the converse divisibility, we observe that the
equality 1 = an·o(a
n,bn)bn·o(a
n,bn) implies o(a, b) | n · o(an, bn), from which we further deduce
that
o(a, b)
gcd(o(a, b), n)
∣∣∣ n
gcd(o(a, b), n)
· o(an, bn).
The conclusion comes now from the fact that o(a,b)
gcd(o(a,b),n)
and n
gcd(o(a,b),n)
are coprime. 
We also state separately the particular case that s is a divisor of o(a, b). This will be useful
in many cases where we know a divisor d of o(a, b), and we try to understand o(a, b) in terms
of the potentially simpler quantity o(ad, bd):
Corollary 2.2. Let a, b be elements of finite orders in an arbitrary group, and let s be a
divisor of o(a, b). Then o(a, b) = s · o(as, bs).
We are now ready to state and prove the generalization of Theorem C to arbitrary finite
groups. The only difference is that o(ab) is replaced with o(a, b):
Theorem 2.3. Let a and b be two elements in a finite group G with orders m and n,
respectively. Denote the subgroups of G generated by a and b by A and B, respectively, and
assume that A∩B has order e (where e divides gcd(m,n)). Let D be the largest divisor of e
that is coprime to m/ gcd(m,n) and n/ gcd(m,n). Then the mutual order o(a, b) satisfies
lcm(m,n)
D
| o(a, b) |
lcm(m,n)
ε
,
where ε = 1 if D is odd and ε = 2 otherwise.
THE ORDER OF THE PRODUCT OF TWO ELEMENTS 7
Proof. We start by deducing a slightly more explicit expression for o(a, b). First of all,
let us point out that both m
e
and n
e
divide o(a, b). Indeed, note that we have a chain of
implications
aNbN = 1 =⇒ aN = b−N ∈ 〈a〉 ∩ 〈b〉 =⇒ aeN = b−eN = 1.
So by the the definition of the order, we further obtain
m = o(a) | eN =⇒
m
e
| N, and n = o(b) | eN =⇒
n
e
| N.
Also, let us note that a
m
e and b
n
e both generate the intersection subgroup 〈a〉 ∩ 〈b〉. We now
apply Corollary 2.2, with s = lcm(m,n)
e
:
o(a, b) =
lcm(m,n)
e
· o
(
a
lcm(m,n)
e , b
lcm(m,n)
e
)
=
lcm(m,n)
e
· o
(
a
lcm(m,n)
e b
lcm(m,n)
e
)
.
The last step comes from the fact that a
lcm(m,n)
e , b
lcm(m,n)
e are both elements in the abelian
group 〈a〉 ∩ 〈b〉. Now if g denotes any generator of 〈a〉 ∩ 〈b〉, the other two generators a
m
e , b
n
e
can be written as gu, gv respectively, with u, v coprime to e = |〈a〉∩〈b〉|.1 With this notation,
o(a, b) can be further expressed as
o(a, b) =
lcm(m,n)
e
· o
(
g
vm+un
gcd(m,n)
)
2.1
=
lcm(m,n)
gcd(e, vm+un
gcd(m,n)
)
.
For brevity, we denote m′ := m
gcd(m,n)
and n′ := n
gcd(m,n)
. It now remains to show the following
divisibility:
ε | gcd(e, vm′ + un′) | D.
We start with the left side, since it is a bit easier to see. Note that the only non-trivial
content of this divisibility is when D is even, and ε = 2. In this case, e is also even, so we
must see that um′+ vn′ is even as well. The numbers u and v are odd because they are both
coprime to e, while m′, n′ are odd because they are both coprime to D. So indeed vm′ + un′
is even.
Now for the second divisibility, let d be a common divisor of e and vm′ + un′, and let us
see why d must in fact divide D. If by absurd d has any prime factor p in common with m′
it would follow that
p | (vm′ + un′)− vm′ = un′.
But m′, n′ are coprime by definition, whereas u and e are coprime since 〈gu〉 = 〈g〉. So this
is indeed a contradiction, as p can divide neither of u and n′. So d is a divisor of e, coprime
with both of m′ and n′, i.e. d | D as wished. This concludes our proof. 
Remark 2.4. The u and v in the proof above obviously depend on the chosen generator g
of 〈a〉∩〈b〉. However, there is a way to replace the choice of the pair (u, v) with something else,
that is both symmetric and canonical. Indeed, note that if we change g to another generator
1Note that g may be taken to be one of a
m
e and b
n
e , in which case one of u and v becomes 1. However,
wishing to keep everything symmetric, we employ this more general notation.
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g′ satisfying g = (g′)k, then the new pair consists of u′ ≡ uk (mod e) and v′ ≡ vk (mod e).
So we can construct a set similar to the projective space, given by the orbits of the diagonal
action of (Z/eZ)× on Z/eZ× Z/eZ:
Pe :=
{(a, b) ∈ Z/eZ× Z/eZ}
(ka, kb) ∼ (a, b), ∀k ∈ (Z/eZ)×
.
It is now easy to see that the equivalence class of (u, v) in Pe is well-defined, no matter what
g is. Also, note that for any point π ∈ Pe represented by a pair (a, b), there is a well-defined
evaluation map on Z× Z, given by
π(x, y) 7−→ gcd(e, bx+ ay),
since units modulo e do not affect the gcd. So if π is the equivalence class of (u, v) from
before, we get a canonical, symmetric “formula”
o(a, b) =
lcm(m,n)
π(m′, n′)
.
Of course, if one is satisfied with an asymmetric formula, then a canonical choice can be
made simply by choosing the pair (u, v) such that u = 1.
We end this section with a few corollaries, most of which are concerned with when the
value o(a, b) is uniquely determined. It is easy to see (using also Theorem D of Jungnickel)
that this happens precisely when the equality ε = D occurs, i.e. when D ∈ {1, 2}. Since we
want to make no mention of e in the statements, we wish to find all pairs (m,n) such that
all choices of e | gcd(m,n) lead to D ∈ {1, 2}. It is not hard to show that this happens if
and only the D associated to e = gcd(m,n) is in {1, 2}. Thus, we have
Corollary 2.5. Given positive integers m,n such that the biggest divisor D of gcd(m,n)
coprime to each of m′ and n′ is 1 or 2, we have
o(a, b) =
lcm(m,n)
D
,
for all possible choices of elements a, b of orders m,n respectively.
In particular, we get the following easy to remember corollaries, whose proofs may poten-
tially be obtained through easier methods as well:
Corollary 2.6. If m,n are positive integers such that vp(m) 6= vp(n) for all p | gcd(m,n),
then
o(a, b) = lcm(m,n),
for all possible choices of elements a, b of orders m,n respectively.
Corollary 2.7. If 0 ≤ α < β are integers, then
o(a, b) = o(b) = pβ,
for all possible choices of elements a, b of orders pα, pβ respectively.
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3. Analysis of the ratio o(ab)/o(a, b) in the nilpotent case
Given any two elements a, b of an arbitrary groupG we may write (ab)n = anbn·dn(a, b) with
dn(a, b) an element in the derived subgroup G
′. In order to study the relationship between
o(ab) and o(a, b) it is therefore useful to find information on the elements dn. It is easy to check
that dn satisfies the recurrence relation dn(a, b) = ([b
n−1, an−1] · dn−1(b, a))
b. Unrolling this
recurrence relation is easily seen to give an expression of dn as a product of n− 1 conjugates
of [xi, yi]±1. It is in general desirable to find the shortest possible expression of dn, or of an
arbitrary element ofG′ as a product of commutators, which is the so called commutator length
problem. This, together with the stable version asking to describe the limit of the 1
n
th of the
commutator length of the nth power, are notoriously difficult problems with ramifications
in low-dimensional manifolds, symplectic topology, dynamics, and in the theory of quasi-
imorphisms and of bounded cohomology. For these topics we refer the interested reader to
the fundamental work of Culler [6], Bavard [3] and Calegari [4]. In the case of nilpotent
groups it is often useful to investigate dn by using the famous Hall polynomials and their
properties. This will be our approach here, requiring the following notation.
Notation 3.1. Following the definitions in P. Hall [10], we will present the notion of
complex commutators in the symbols a and b. These are defined inductively as follows:
(1) The complex commutators of weight 1 are the symbols a and b themselves.
(2) Assuming the complex commutators of weights 1, . . . , w−1 have already been defined,
we define a complex commutator of weight w to be any expression of the form [S, T ],
where S, T are complex commutators of lower weights w1, w2, satisfying w1+w2 = w.
The reason we use words such as “symbol” and “expression” is because we are viewing
these complex commutators as formal operations in a and b, rather than actual elements
in G. That is, even if two complex commutators give the same value when applied to some
concrete values a, b in a group G, they may not be formally equal.2 In [10, p. 43], P. Hall does
not explicitly state this in his definition of complex commutators, but then proceeds to say
“formally distinct complex commutators” in any later result where this matters. Concrete
examples of distinct complex commutators include
[a, b], [a, a], [b, b], [[a, b], [b, a]].
The weight can be understood as the total number of symbols from the set {a, b} that appear
when writing out the commutators explicitly. For any complex commutator c, we will denote
its weight by w(c).
Obviously, some of the complex commutators will always give the value 1 when evaluated
at concrete values (for example [a, a]). We say that a complex commutator is degenerate
if at some point in its construction a complex commutator of the form [x, x] appears. For
example, [a, [[a, b], [a, b]]] is considered degenerate. An easy induction shows that indeed any
2In the same way that polynomials in Fp[x] may be equal as functions, but not as formal polynomials.
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degenerate complex commutator gives value 1 whenever evaluated at some concrete values
a, b.3
Next we need to introduce a total ordering relation on all complex commutators. Following
the conventions from [10], we order them in increasing order of their weights, and allow the
ordering among commutators of equal weight to be arbitrary. That is, we may take
c0 = a, c1 = b, c2, c3, . . . , ci, . . . (3.1)
to be a sequence containing all complex commutators in a, b, such that w(ci) ≤ w(cj) when-
ever i ≤ j. This is legal because for any given weight w, there exist only finitely many ci of
weight at most w. For convenience we make the notation wi = w(ci). Now we fix an ordering
of the form (3.1), which uniquely assigns an index to any complex commutator.
In what follows, let G be a finite nilpotent group of fixed class γ, generated by two elements
a, b. Now that the ordering is fixed, we can finally view ci as actual elements of G, and not
just as formal expressions. By the previous observation that there are only finitely many ci
of a given weight w, there exists a greatest index r such that cr has weight γ. Again since
the ordering (3.1) is fixed, this number r depends only on γ. Because the nilpotency class is
γ, the commutators ck with k > r all vanish ([10, 2.53]), so effectively only c0, c1, . . . , cr will
be relevant.
With this notation in mind, we have the following celebrated formula of P. Hall, expressing
the powers of a product of two elements in terms of the powers of these elements and of their
higher complex commutators.
Theorem 3.2. [10, 3.1, (3.21)] For any integer n one has the formula
(ab)n = anbnc
f2(n)
2 c
f3(n)
3 · · · c
fr(n)
r ,
where fk (2 ≤ k ≤ r) are polynomials that can be written as
fk(x) = λk,1
(
x
1
)
+ λk,2
(
x
2
)
+ · · ·+ λk,wk
(
x
wk
)
,
with integer constants λk,ℓ depending only on the subscripts k and ℓ.
We point out that each fk (2 ≤ k ≤ r) is a polynomial without free term, and with the
least common denominator of its coefficients dividing γ!. As a result, whenever γ! | X , we
have the divisibility
X
γ!
| fk(X), for all k ∈ {2, . . . , r}. (3.2)
We recall that fk are well-defined only after a given ordering of the complex commutators has
been fixed. Of course, once this choice is made, fk is now a fixed polynomial, which does not
depend on γ. It is also important to note that the degenerate commutators may be removed
3Note that there exist complex commutators that always take value 1 even if they are not degenerate: for
instance [[a, b], [b, a]] always gives value 1, as [a, b] = [b, a]−1. While potentially better notions of degeneracy
may be defined, the current definition is sufficient for our purposes.
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from the sequence (ci)i≥0, since they do not contribute at all to the formula. However, not
wishing to alter the original statement of this theorem, we leave the degenerate commutators
there as well. For the proof of Theorem 3.4 we will need the following technical lemma, which
might be of independent interest and useful in other applications.
Lemma 3.3. There exists a positive integer A = A(γ) depending solely on the nilpotency
class γ of G, with prime factors at most γ, such that whenever
cn0 , c
n
1 , c
n
2 , . . . , c
n
r ∈ Z(G), (3.3)
for some integer n, we also have
cn·A2 = c
n·A
3 = · · · = c
n·A
r = 1. (3.4)
We stress the fact that in (3.3) the indexing starts from 0, while in (3.4) it starts from 2.
In other words, more effort must be put in to annihilate the powers of c2, . . . , cr. This result
will be crucial, as it will allow one to induct on the nilpotency class γ, reducing questions in
G to questions in G/Z(G).
Proof. In what follows we will take A = (γ!)r−2, although potentially better uniform bounds
could be found by a deeper analysis. We recall that r is also fully dependent on γ, since it
represents the greatest index of a commutator of weight γ. Therefore, our choice of A is
indeed a function only of γ, whose prime divisors do not exceed γ.
We actually prove the slightly stronger result that
c
n·(γ!)r−k
k = 1 whenever 2 ≤ k ≤ r. (3.5)
This will be shown by means of a downward induction, starting with the initial step k = r,
and then going down until k = 2.
First of all, note that for any k in {2, . . . , r} the complex commutator ck can be expressed
canonically as the commutator of some complex commutators ci, cj with 0 ≤ i, j < k, i.e.
cick = c
−1
j cicj . Raising this to a power N divisible by n, we get
(cick)
N = (c−1j cicj)
N = c−1j c
N
i cj = c
N
i , (3.6)
since cNi ∈ Z(G), according to (3.3). On the other hand, by expanding the power (cick)
N as
in Theorem 3.2 we get
(cick)
N = cNi c
N
k d
f2(N)
2 d
f3(N)
3 · · · d
fr(N)
r , (3.7)
where dℓ (2 ≤ ℓ ≤ r) are complex commutators in the symbols ci, ck. In particular, they are
also complex commutators in a and b. If in the expression of dℓ the symbol ck appears at
least once, then its weight as a commutator in a, b exceeds that of ck. Otherwise, only ci’s
are used, and the complex commutator is degenerate. Thus, all non-degenerate dℓ appear
to the right of ck in the ordering (3.1), when viewed as complex commutators in a and b.
Combining (3.6), (3.7) and canceling the cNi yields
1 = cNk d
f2(N)
2 d
f3(N)
3 · · · d
fr(N)
r . (3.8)
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We proceed now with the induction argument. If we are in the initial case k = r, then any
non-degenerate commutator dℓ is at the right of cr in our ordering. Since r is the largest
index with wr ≤ γ, we learn that in fact all dℓ are the identity. Plugging now N = n in (3.8)
gives cnr = 1, which is precisely (3.5) for k = r, thus proving the initial step of the induction.
Assuming now that the statement (3.5) has been proven for r, r− 1, . . . , k + 1, we wish to
prove it for k. First of all, by applying (3.2) to the case X = n · (γ!)r−k, we get
n · (γ!)r−k−1 | fℓ(n · (γ!)
r−k), (3.9)
for all ℓ between 2 and r. Since the power n · (γ!)r−k−1 kills all commutators to the right of
ck (by the inductive hypothesis), in particular it kills all non-degenerate dℓ. Thus, in view
of the divisibility (3.9), one obtains that d
fℓ(n·(γ!)
r−k)
ℓ = 1 for all ℓ ∈ {2, . . . , r}. So all that
remains in (3.8) after plugging in N = n · (γ!)r−k is c
n·(γ!)r−k
k = 1, i.e. (3.5) holds for k as
well, which concludes the inductive argument. 
We will now proceed with the following result that gives valuable information on the ratio
o(ab)/ o(a, b) in finite nilpotent groups.
Theorem 3.4. Let G be a finite nilpotent group of class γ. There exist two integer con-
stants B = B(γ) and C = C(γ) depending solely on the nilpotency class γ, and having prime
factors at most γ, such that
o(ab) | o(a, b) · B and o(a, b) | o(ab) · C (3.10)
for every elements a, b in G.
Proof. Note that we may assume that G = 〈a, b〉, without restricting the generality of the
statement.
(i) We first prove the existence of the constant B with the desired properties. We will
actually prove the stronger result that there exists an integer B = B′ · γ! so that the power
o(a, b) · B′ kills all commutators ck, for k ≥ 2 (and so that B
′ = B′(γ) has prime factors
at most γ). To see that this indeed implies the desired conclusion, first note that each fk
(2 ≤ k ≤ r) satisfies
o(a, b) · B′ | fk(o(a, b) · B), (3.11)
in view of (3.2). So
(ab)o(a,b)·B = ao(a,b)·Bbo(a,b)·B · c
f2(o(a,b)·B)
2 · · · c
fr(o(a,b)·B)
r = a
o(a,b)·Bbo(a,b)·B = 1,
due to Theorem 3.2, relation (3.11), and the fact that anbn = 1 for some integer n if and only
if o(a, b) | n. Consequently, o(ab) | o(a, b) · B, as desired.
We will prove this stronger result by induction on the nilpotency class γ. The initial step
when γ = 1 refers to abelian groups, in which case all commutators naturally vanish, and
one may take B′(1) = 1. So let us assume that the result is true for nilpotent groups of class
at most γ − 1, and try to prove it for our group G of class at most γ. In order to use the
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inductive hypothesis, we look at the images of the elements in the quotient group G/Z(G),
whose class is γ − 1 (see [5, Lemma 2.12], for instance). Indeed, if xˆ represents the image of
x under the quotient map, we already know that
cˆ
o(aˆ,bˆ)·B′(γ−1)
k = 1ˆ for all k ≥ 2.
Also, o(aˆ, bˆ) | o(a, b) because aˆo(a,b)bˆo(a,b) = ̂ao(a,b)bo(a,b) = 1ˆ. So we can actually get rid of the
hats on a, b in the previous equation, to obtain
cˆ
o(a,b)·B′(γ−1)
k = 1ˆ.
This means that all ck (2 ≤ k ≤ r) raised to the power o(a, b) ·B
′(γ−1) must enter the center
Z(G). In order to apply Lemma 3.3 it remains to prove the same for c0 = a and c1 = b.
To do so, observe that bo(a,b) = a− o(a,b) commutes with both a and b, so both ao(a,b)·B
′(γ−1)
and bo(a,b)·B
′(γ−1) are in the center, as 〈a, b〉 = G. So now we may apply Lemma 3.3 with
n = o(a, b) ·B′(γ−1), to deduce that the power o(a, b) ·B′(γ−1) ·A(γ) kills all ck (2 ≤ k ≤ r).
Thus, we may choose
B′(γ) := B′(γ − 1) · A(γ),
and our induction is complete. Unwinding the recursive formula above, one obtains
B(γ) = γ! · B′(γ) = γ! · A(2) · · ·A(γ), (3.12)
which obviously depends only on γ, and has no prime factors exceeding γ. This proves the
first part of the theorem.
(ii) We will now prove the existence of the integer constant C with the desired properties.
Much as in part (i), we will prove the stronger result that there exists C = γ! · C ′ such that
the power o(ab) · C ′ kills all commutators ck with 2 ≤ k ≤ r. To see that this is indeed a
stronger result, first note that
o(ab) · C ′ | fk(o(ab) · C) (3.13)
for all k in {2, . . . , r}, which follows again from (3.2). Next, by Theorem 3.2 we deduce that
1 = (ab)o(ab)·C = ao(ab)·Cbo(ab)·C · c
f2(o(ab)·C)
2 · · · c
fr(o(ab)·C)
r = a
o(ab)·Cbo(ab)·C ,
so o(a, b) | o(ab) · C, which proves our claim.
As before, we will prove this stronger result by induction on γ. The abelian case (γ = 1)
is superfluous by taking C ′(1) = 1, since higher commutators are trivial by default. So let
us assume that the result holds for nilpotent groups of class at most γ − 1, and prove it for
groups of nilpotency class γ. If we denote by xˆ the image of x in the quotient G/Z(G), whose
class is γ − 1, then the induction hypothesis tells us that
cˆ
o(aˆbˆ)·C′(γ−1)
k = 1ˆ for all k ∈ {2, . . . , r}.
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Since (aˆbˆ)o(ab) = ̂(ab)o(ab) = 1ˆ, we obtain o(aˆbˆ) | o(ab), so we can get rid of the hats on a, b in
the above display, to deduce that
cˆ
o(ab)·C′(γ−1)
k = 1ˆ for all k ∈ {2, . . . , r}.
This translates to the fact that the power o(ab) · C ′(γ − 1) takes all ck (2 ≤ k ≤ r) into the
center Z(G). Again, in order to apply Lemma 3.3, we must also prove this for c0 = a and
c1 = b. Indeed, by Theorem 3.2 and (3.13) we see that
1 = (ab)o(ab)·C(γ−1) = ao(ab)·C(γ−1)bo(ab)·C(γ−1) · c
f2(o(ab)·C(γ−1))
2 · · · c
fr(o(ab)·C(γ−1))
r
= ao(ab)·C(γ−1)bo(ab)·C(γ−1)z,
with z ∈ Z(G). In particular, bo(ab)·C(γ−1) = a− o(ab)·C(γ−1)z−1 commutes with a, and similarly,
ao(ab)·C(γ−1) = z−1b− o(ab)·C(γ−1) commutes with b. So since a, b generate G, we can happily
conclude that the power o(ab) · C(γ − 1) takes all ck (0 ≤ k ≤ r) to Z(G). Now the
hypotheses of Lemma 3.3 are satisfied, so we find that the power o(ab) ·C(γ − 1) ·A(γ) kills
all ck (2 ≤ k ≤ r). This means that we can choose
C ′(γ) := C(γ − 1) · A(γ) = C ′(γ − 1) · A(γ) · (γ − 1)!
to complete the inductive step. Unrolling this recurrence, we can now write
C(γ) = γ! ·
γ∏
i=2
A(i) · (i− 1)!, (3.14)
which has only prime factors at most γ. This completes the proof of the theorem. 
We will restate here Theorem 1.2, which now is easily seen as an immediate application of
Theorem 3.4.
Theorem 3.5. Let G be a finite nilpotent group of class γ. There exists a finite set of
positive rational numbers S = S(γ), depending solely on the nilpotency class γ, and whose el-
ements in reduced form contain no primes exceeding γ in their numerators and denominators,
such that for all a, b in G, there exists s ∈ S depending on a and b such that
o(ab) = o(a, b) · s.
Proof of Corollary 1.3. Let γ be the nilpotency class of G. By Theorem 3.5, for a pair of
elements a, b in G there exists an element s ∈ S, say s = α
β
with gcd(α, β) = 1, such that
o(ab) = o(a, b) · s. In particular this implies α | o(ab) and β | o(a, b). Thus α must be a
divisor of |G|, and since α has prime factors at most γ while all the prime factors of |G|
exceed γ, we deduce that α must in fact be equal to 1. Now since o(a, b) | lcm(o(a), o(b)), it
follows that o(a, b) must be a divisor of |G|. Thus β | |G|, and by the same argument above
we conclude that β too must be equal to 1, which completes the proof. 
Another consequence of Theorem 3.5 is the following result that gives some information
on the order of the commutator of two elements of finite order in nilpotent groups.
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Corollary 3.6. Let G be a finite nilpotent group of class γ, containing two elements a, b.
Let n be the smallest positive exponent such that an commutes with b. Then
o([a, b]) = n · s
for some s ∈ S(γ).
Proof. We apply Theorem 3.5 for x = a−1 and y = b−1ab, to get
o(a−1b−1ab) = o(a−1, b−1ab) · s.
Now we recall that o(a−1, b−1ab) is precisely the smallest positive exponent n such that an
commutes with b (i.e. a−nb−1anb = 1). 
We mention here that P. Hall obtained in [10, 4.27] a result related to Corollary 3.6, which
in particular implies that ao([a,b]) commutes with b, in the case of regular p-groups.
Theorems 3.4 and 2.3 have the following immediate consequence, which presents two di-
visibilities that o(ab) satisfies in finite nilpotent groups of class γ.
Corollary 3.7. Let G be a finite nilpotent group of class γ, and a, b elements in G of
orders m and n, respectively, and with |〈a〉 ∩ 〈b〉| = e. Let also D and ε be the same as in
Theorem C. Then o(ab) satisfies the divisibilities
o(ab) | lcm(m,n) ·
B(γ)
ε
and
lcm(m,n)
D
| o(ab) · C(γ), (3.15)
with the integer constants B(γ) and C(γ) given by (3.12) and (3.14), respectively.
Proof. We recall that by Theorem 2.3, the mutual order of our elements a, b satisfies the
divisibilities
lcm(m,n)
D
| o(a, b) |
lcm(m,n)
ε
. (3.16)
On the other hand, Theorem 3.4 guarantees the existence of the two constants B(γ) and
C(γ) given by (3.12) and (3.14), respectively, with A(γ) given by Lemma 3.3, and such that
o(ab) | o(a, b) · B(γ) and o(a, b) | o(ab) · C(γ).
Using now (3.16), we immediately deduce that o(ab) satisfies the divisibilities (3.15). 
Remark 3.8. By (3.16) we see now that in finite groups of class γ, sharper estimates for
B(γ) and C(γ) will lead to sharper estimates for the order of the product of two arbitrary
elements, as the constants B and C do not depend on the elements a and b that we choose.
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4. Deeper analysis for nilpotent groups of class 2
A direct application of Theorem 3.5 to the case γ = 2, using the explicit bounds A,B,C
constructed in the previous section gives
B(2) = C(2) = 16 =⇒
o(ab)
o(a, b)
∈ { 1
16
, 1
8
, . . . , 8, 16}.
As we will see, with more careful considerations we can reduce the set to just {1
2
, 1, 2}! So
already for γ = 2, our bounds are very weak. One reason for this is that Hall’s Theorem 3.2
does not eliminate the degenerate commutators [a, a], [b, b], or the duplicate [a, b] = [b, a]−1
form the list. Hence, significant improvements may potentially be achieved by reducing the
number of factors appearing in Hall’s formula. Also, our construction of A,B,C is quite
wasteful, since it assumes the worst at all times (e.g. we work with uniform bounds on
everything). We also mention without any proof that for γ = 3, it seems that the constants
B,C could be reduced to 12. We thus believe that there is much potential in studying the
asymptotic behavior of the optimal constants B and C, although we do not study it in this
paper.
Let us now direct our attention to the case γ = 2. It is easily seen, from the definition
of nilpotency in terms of the lower central series, that a group G has class 2 (or lower) if
and only if G′ = [G,G] is central. In particular, if a and b are two elements of a nilpotent
group G of class 2, then the commutator [a, b] = a−1b−1ab will commute with both a and b.
This leads us to two very useful results, which are enclosed in the following famous lemma.
The first part may be seen as a particularization of Halls’ Theorem 3.2, but in which we
already remove the degenerates [a, a], [b, b] and the duplicate [a, b]. In order to keep this
paper self-contained, we will also include a proof of this lemma.
Lemma 4.1. [9, Lemma 2.2] Let a, b be elements in a group of class 2. Then the following
identities hold: (i) (ab)n = anbn[b, a](
n
2) for all positive integers n,
(ii) [ai, bj ] = [a, b]ij for all integers i, j.
Proof. (i) We prove this statement by induction. The base case n = 1 is obvious, so let us
assume that (ab)n = anbn[b, a](
n
2) and prove it for n + 1. Indeed,
(ab)n+1 = abanbn[b, a](
n
2) = a · banb−1 · bn+1[b, a](
n
2)
= a · (bab−1)n · bn+1[b, a](
n
2) = a · (ab[b, a]b−1)n · bn+1[b, a](
n
2)
= a · (a[b, a])n · bn+1[b, a](
n
2) = an+1bn+1[b, a](
n+1
2 ),
where we have implicitly used the fact that [b, a] is central.
(ii) First consider the case that j = 1, where
[ai, b] = a−ib−1aib = a−i(b−1ab)i = a−i(a[a, b])i = [a, b]i.
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Now applying this twice, we have
[ai, bj ] = [a, bj ]i = [bj , a]−i = [b, a]−ij = [a, b]ij .
as desired. 
Next, we will recall an elementary consequence of Lemma 4.1, which allows one to obtain
a formula for the order of the commutator of two elements in a finite group of class 2.
Corollary 4.2. Let G be a finite group of class 2, a, b elements of G of orders m and n,
respectively, with |〈a〉 ∩ 〈b〉| = f , and let c := [a, b] = a−1b−1ab. Then
o(c) =
m
|〈a〉 ∩ CG(b)|
=
n
|〈b〉 ∩ CG(a)|
is the least exponent i such that ai commutes with b, and also the least exponent j such that bj
commutes with a. In particular, o(c) | gcd(m,n)
f
, and if any two of m,n and o(c) are coprime,
then a and b must commute.
Proof. By Lemma 4.1 (ii) with j = 1 we have [ai, b] = ci for all i, so
o(c) = min{i ≥ 1 : [ai, b] = 1}
= min{i ≥ 1 : ai ∈ CG(b)}
= min{i ≥ 1 : ai ∈ 〈a〉 ∩ CG(b)}.
Thus o(c) is the order of aˆ in the factor group 〈a〉/〈a〉 ∩CG(b), that is
m
|〈a〉∩CG(b)|
. Also, since
[ai, b] = 1 is essentially equivalent to saying that ai commutes with b, we get that o(c) is the
least positive exponent i such that ai commutes with b. Using now Lemma 4.1 (ii) with i = 1
we see that [a, bj ] = cj for all j, and we deduce in a similar way that o(c) is also equal to
n
|〈b〉∩CG(a)|
, and that it is the least positive exponent j such that bj commutes with a. 
We will restate here Theorem 1.4, which is our main result in this section.
Theorem 4.3. Let a, b be elements of finite order in a nilpotent group of class 2, and let
r be the order of c = [b, a] := b−1a−1ba. Then r divides both o(ab) and o(a, b), and one has
the formula
o(ab) = o(a, b) ·
o(arbrc(
r
2))
o(arbr)
, (4.1)
where the factor o(a
rbrc
(r2))
o(arbr)
lies in the set {1
2
, 1, 2}.
Proof. To prove that r | o(ab), note that the equality 1 = (ab)o(ab) can be further written
via Lemma 4.1 (i) as
1 = ao(ab)bo(ab)[b, a](
o(ab)
2 ),
which in particular implies that ao(ab) commutes with b. But then by Lemma 4.1 (ii), we
observe that [b, a]o(ab) = [b, ao(ab)] = 1, so indeed r | o(ab). To prove that r | o(a, b) we reason
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similarly: The equation 1 = ao(a,b)bo(a,b) implies that ao(a,b) commutes with b, which in turn
implies via Lemma 4.1 (ii) that [b, a]o(a,b) = [b, ao(a,b)] = 1, as needed.
Equation (4.1) follows now after a straightforward computation, by repeatedly applying
Corollary 2.2 and observing that o(ar, br) = o(arbr) (as ar commutes with br):
o(ab) = r · o((ab)r) = r · o(arbrc(
r
2)) = r · o(ar, br) ·
o(arbrc(
r
2))
o(ar, br)
= o(a, b) ·
o(arbrc(
r
2))
o(arbr)
.
Lastly, we show that the factor o(a
rbrc
(r2))
o(arbr)
lies in {1
2
, 1, 2}. Let us denote x := arbr, y := c(
r
2),
and notice that y has order 1 or 2. If y has order 1, then the fraction trivially equals 1. Thus,
we may assume that o(y) = 2. If we denote o(x) by t, then we notice that Jungnickel’s
Theorem C gives
lcm(t, 2)
D
| o(arbrc(
r
2)) |
lcm(t, 2)
ε
,
where D, ε are associated to the pair (x, y) (and not (a, b)). When t is odd, we have D = ε = 1
and lcm(t, 2) = 2t, so o(a
rbrc
(r2))
o(arbr)
= 2. When t is even, we have D = ε ∈ {1, 2}, and
lcm(t, 2) = t. So in this case o(a
rbrc
(r2))
o(arbr)
= 2 lies in the set {1
2
, 1}. This finishes the proof. 
In particular, we obtain three corollaries, corresponding to the three possible values of
o(ab)/ o(a, b).
Corollary 4.4. Let a, b be elements of finite order in a nilpotent group of class 2, and let
r be the order of c = [b, a] := b−1a−1ba. If r is odd, then
o(ab) = o(a, b),
just like in the abelian case.
Proof. Following the analysis in from the main theorem, this is the case in which y has
order 1, and the ratio o(a
rbrc
(r2))
o(arbr)
is invariably equal to 1. 
Corollary 4.5. Let a, b be elements of finite order in a nilpotent group of class 2, and let
r be the order of c = [b, a] := b−1a−1ba. If r is even, and 1
r
· o(a, b) is odd, then
o(ab) = 2 · o(a, b).
Proof. This corresponds to the case that y has order 2, but t is odd. In this particular
case, we got o(ab) = 2 · o(a, b). 
Corollary 4.6. Let a, b be elements of finite order in a nilpotent group of class 2, and let
r be the order of c = [b, a] := b−1a−1ba. If r is even, and 1
r
· o(a, b) is even, then
o(ab) =


1
2
· o(a, b) if a
1
2
o(a,b)b
1
2
o(a,b) = c
r
2 and 1
2r
o(a, b) is odd,
o(a, b) if a
1
2
o(a,b)b
1
2
o(a,b) 6= c
r
2 or 1
2r
o(a, b) is even.
(4.2)
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Proof. Finally, this is the case that y has order 2, and t is even. Recall that here the value
of D dictates the value of the ratio o(a
rbrc
(r2))
o(arbr)
. That is, o(ab) = o(a, b) when D = 1, and
o(ab) = 1
2
·o(a, b) when D = 2. To discern between these two cases, we recall the definition of
D: it is the largest divisor of |〈x〉 ∩ 〈y〉|, that is coprime to both t
gcd(t,2)
= t
2
and 2
gcd(t,2)
= 1.
If 1
2r
o(a, b) = t
2
is even, then D will be required to be odd. On the other hand, |〈x〉 ∩ 〈y〉|
must divide o(y) = 2, so D = 1 and o(ab) = o(a, b) as promised. Next, if a
1
2
o(a,b)b
1
2
o(a,b) 6= c
r
2 ,
then essentially 〈x〉 ∩ 〈y〉 is trivial, and once again D = 1, i.e. o(ab) = o(a, b).
The remaining case is when both t
2
is odd, and a
1
2
o(a,b)b
1
2
o(a,b) = c
r
2 . It is easily seen that in
this case |〈x〉∩〈y〉| = 2, and since t
2
is odd we get D = 2, i.e. o(ab) = 1
2
·o(a, b) as wished. 
Remark 4.7. A natural question is whether all three values in {1
2
, 1, 2} can be realized as
the ratio o(ab)/ o(a, b), with a, b elements of a finite nilpotent group of class two. The value
s = 1 obviously appears, for example when a and b commute. The other two show up in the
diherdal group D4 = 〈r, s | r
4, s2, rsrs〉:
o(rs, s) = 2, o(rs · s) = 4
o(r, s) = 4, o(r · s) = 2.
We leave the verification of these identities to the reader.
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