Humans integrate multiple sources of continuous information for pattern recognition (of well-learned patterns), and the nature of integration seems to be fairly invariant across domains. Language is a prototypical case. For example, in speech perception, perceivers integrate auditory (voice) and visual (face) sources of information, and each source is more influential to the extent that the other source is ambiguous (Massaro, 1998) .
This behavioral principle has been formalized as the fuzzy logical model of perception (FLMP; Massaro, 1998) . Figure 1 illustrates three major operations in the FLMP framework: evaluation, integration, and decision. Features are first independently evaluated (as sources of information) in terms of the degrees to which they match specific memory prototypes. Each feature match is represented by a common metric of fuzzy logic truth values that range from 0 to 1 (Zadeh, 1965) . In the second operation, the feature values corresponding to a given prototype are multiplied to yield an overall (absolute) goodness of match for that alternative. Finally, the goodness of match for each alternative is compared against the sum of the support for all the relevant alternatives (the RGR; Massaro, 1998) .
Across a range of studies comparing specific mathematical predictions (Massaro, 1988 (Massaro, , 1989 (Massaro, , 1998 Massaro, Weldon, & Kitzis, 1991) , the FLMP has been more successful than other models in accounting for the experimental data (Massaro, 1989 (Massaro, , 1998 Massaro & Friedman, 1990) . One of the best methods by which to test bimodal speech perception models, as well as to examine the psychological processes involved in speech perception, is to systematically manipulate synthetic auditory and visual speech in an expanded factorial design. This paradigm is especially informative for defining the relationship between bimodal and unimodal conditions and for evaluating a model's specific predictions (Massaro & Friedman, 1990) .
Like other theories or models of speech perception, the FLMP claims that its processes are universal across languages. Moreover, given the FLMP framework, we are able to make an important distinction between information and information processing. The sources of information from the auditory and visual channels make contact with the perceiver at the evaluation stage of processing. The reduction in uncertainty effected by each source is defined as information. In the fit of the FLMP, for example, the degree of support for each alternative from each modality corresponds to information. The predicted response probability in the unimodal condition is predicted to be the information given by that stimulus. These values represent how informative each source of information is. Information processing refers to how the sources of information are processed. In the FLMP, this processing is described by the evaluation, integration, and decision stages.
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Mandarin speech perception by ear and eye follows a universal principle TREVOR H. CHEN and DOMINIC W. MASSARO University of California, Santa Cruz, California In this study, the nature of speech perception of native Mandarin Chinese was compared with that of American English speakers, using synthetic visual and auditory continua (from /ba/ to /da/) in an expanded factorial design. In Experiment 1, speakers identified synthetic unimodal and bimodal speech syllables as either /ba/ or /da/. In Experiment 2, Mandarin speakers were given nine possible response alternatives. Syllable identification was influenced by both visual and auditory sources of information for both Mandarin and English speakers. Performance was better described by the fuzzy logical model of perception than by an auditory dominance model or a weighted-averaging model. Overall, the results are consistent with the idea that although there may be differences in information (which reflect differences in phonemic repertoires, phonetic realizations of the syllables, and the phonotactic constraints of languages), the underlying nature of audiovisual speech processing is similar across languages.
Spanish, Japanese, and Dutch talkers showed substantial differences in performance across the different languages (Massaro, Cohen, & Smeele, 1995; Massaro, Tsuzaki, Cohen, Gesi, & Heredia, 1993) , the application of the FLMP indicated that these differences could be completely accounted for by information differences, with no differences in information processing.
The information in a speech segment made available by the evaluation process naturally differs for talkers of different languages, whereas information processing appears to be invariant. The differences that are observed are primarily the different speech categories used by the different linguistic groups, which can be attributed to differences in the phonemic repertoires, phonetic realizations of the syllables, and phonotactic constraints in these different languages. In addition, talkers of different languages are similarly influenced by visible speech, with its contribution being largest to the extent that the other source is ambiguous. The details of these judgments are nicely captured in the predictions of the FLMP.
For example, using synthetic auditory and visible speech in expanded factorial designs that include both unimodal and bimodal stimulus conditions, two studies in which bimodal speech perception of English, Japanese, Spanish, and Dutch speakers was examined (Massaro et al., 1995; Massaro et al., 1993) showed that the FLMP described the experimental data better than did an auditory dominance model (ADM), a categorical model of perception, and an additive model of perception. Together, these studies suggest that the nature of information processing in speech perception is similar across languages, even though the specific response patterns may differ among different language speakers.
On the other hand, some investigators have argued that speech perception processes are not universal across languages. This argument comes from interlanguage differences in the pattern and magnitude of the McGurk effect (i.e., the phenomenon that occurs when auditory speech perception is altered by incongruent visual information) for particular sets of monosyllables. Using sets of recorded video and audio signals, for example, Sekiyama and Tohkura (1989 , 1993 Sekiyama, 1997) presented native speakers of American English, Japanese, and Chinese various combinations of two sets of audiovisual stimuli (/ba/, /pa/, /ma/, /wa/, /da/, /ta/, /na/, /ra/, / a/, and /ka/) spoken by female native speakers of Japanese and English, respectively. Comparing the McGurk effect magnitude shown by the three groups, English stimuli induced a weaker visual effect in the Chinese speakers than in the American and Japanese speakers, and Japanese stimuli induced a weaker visual effect in the Chinese and Japanese speakers than in the American speakers (Sekiyama, 1997; Sekiyama & Tohkura, 1989 , 1993 .
Overall, the visual influence was greatest when the Americans perceived Japanese and was weakest when the Japanese perceived Japanese. Under noise-free settings, the McGurk effects for the Japanese perceiving Japanese almost were limited to stimuli of less than 100% accuracy on auditory-alone trials. The authors proposed that the Japanese use a qualitatively different type of perceptual processing while perceiving Japanese syllables-relying more on auditory information and using visual information only when the auditory speech is not completely identified (Sekiyama, 1997; Sekiyama & Tohkura, 1989 , 1993 .
According to this auditory intelligibility hypothesis (Sekiyama & Tohkura, 1993) , Japanese participants listening to Japanese syllables are "hardly influenced by visual cues when audition provides enough information and that the size of the visual bias to their responses depends on the intelligibility score of auditory stimuli" (p. 428). They suggested that the results "indicate that Americans automatically integrate visual cues with auditory cues in (vision-dependent processing). . . . Japanese subjects, in contrast, incorporated visual cues much less than Americans when perceiving native syllables (vision-independent processing). . . . the relative rarity of the McGurk effect for Japanese participants must be attributed to the perceptual processing of Japanese listeners" (Sekiyama & Tohkura, 1993, p. 441) . Although they posited that other possible factors might also be responsible (such as differences in listeners' perceptual organization for speech [Sekiyama & Tohkura, 1991] and the simpler structure of the Japanese phonological system [Sekiyama & Tohkura, 1993] that enables syllable discrimination without visual information), they proposed that Japanese listeners "tend to separate visual information from auditory information as long as audition provides enough information" (Sekiyama & Tohkura, 1993, p. 442) .
These cross-linguistic differences might indicate that cultural and linguistic factors influence the manner of audiovisual speech processing. A possible cultural explanation is that the Japanese (and Chinese) tend to avoid looking directly at talkers' faces (which is considered impolite) and thus developed a different type of speech processing (Sekiyama, 1997) . A possible linguistic explanation is that reliance on auditory information is related to the intrinsic tonal properties of the perceiver's native language (Burnham, Lau, Tam, & Schoknecht, 2001; Sekiyama, 1997) .
However, despite Sekiyama (1997; Sekiyama & Tohkura, 1993) and Massaro et al.'s (1995; Massaro et al., 1993 ) seemingly contradictory observations and interpretations, their data may not necessarily be inconsistent. One possible resolution simply requires a distinction between information and information processing (Massaro, 1998) . Different language speakers may be influenced by visual and/or auditory sources of information in different quantities, but the nature of audiovisual processing may still be described by the FLMP. For example, the FLMP has been shown to accurately describe results when visual influences were small (Massaro, 1998; Tiippana, Sams, & Andersen, 2001 ). This outcome also seems consistent with the observation that although speakers of different languages may differ in terms of the amount of visual influence under certain conditions, their unimodal and bimodal performance appears to be related (e.g., De Gelder & Vroomen, 1992) .
Other factors might be responsible for cross-linguistic differences. The study that compared Japanese and Americans (Sekiyama & Tohkura, 1993) was a betweengroups design, and the Japanese speakers might have looked and /or visually attended less to the Japanese speech, relative to other groups or conditions. The type of instructions given (report "what they heard, not what they saw") could have increased the influence of the auditory modality, relative to the visual (Massaro, 1998; Tiippana et al., 2001 ). In addition, there might have been possible cultural differences in interpretation of the instructions. For example, the Americans may have tended to interpret their instructions as "reporting what you thought was said/meant/spoken," whereas the Japanese might have interpreted them as "reporting the exact sound."
The study (Sekiyama & Tohkura, 1993 ) also required a report of audiovisual discrepancy, which might have influenced the results. For example, reporting audiovisual discrepancy and reporting what was heard are two possibly conflicting tasks. It is possible that between-group differences occurred in the amount of focus on one of these tasks. Indeed, there were fewer reports of audiovisual discrepancies when identification was consistent with the auditory stimulus for the Japanese group who perceived Japanese than for the Japanese group who perceived English. Finally, unimodal and bimodal stimuli were presented in different blocks of trials, which could have promoted other differences across the different conditions. To eliminate these potential confounding factors, participants should be asked to report only what was said and to also use response-paced trials of visualalone, auditory-alone, and audiovisual stimuli that are all randomly mixed and presented within an experimental session.
To help resolve this controversy, further testing is needed to examine whether speakers of a particular language use a different type of audiovisual speech processing. If the tendency to not look at faces during everyday speech (cultural) and the tonal properties of a native language (linguistic) do indeed influence the nature of audiovisual speech processing, differences should be more clearly observed between native English and native Mandarin Chinese speakers. A face avoidance tendency has putatively been observed in the Chinese culture (Sekiyama, 1997) , and Mandarin is considered much more of a multitonal language than English (and Japanese). Because the meaning of Mandarin words almost always change with tone (e.g., /ma / can mean "mother," "hemp/numb," "horse," or "reproach"), which are more easily distinguished acoustically than visually, one might speculate that native Mandarin speakers use visual information less than do native speakers of monotonal languages. Thus, it is possible that Mandarin speakers process audiovisual speech differently from English speakers.
The present study contrasted the unimodal and bimodal speech perception of native Mandarin Chinese speakers with that of English speakers. In this study, it was asked whether the FLMP would be as successful in predicting and describing bimodal speech perception for Mandarin speakers as it is for English speakers. Similar to our other cross-linguistic experiments, we expected that Mandarin speakers would use visual information and perceive bimodal speech in the same manner as speakers of other languages. In other words, we tested the hypothesis that the information processing of Mandarin speakers is identical to that of English speakers even though the information provided by the auditory and visual speech might differ for these two groups. In addition to testing mathematical models, we examined the specific response patterns of Mandarin speakers and compared them with the response patterns of speakers of other languages studied previously.
EXPERIMENT 1 Two Response Alternatives

Method
Participants. For this 2-h experiment, two groups of participants were recruited from the University of California, Santa Cruz (UCSC). One group consisted of 7 native Mandarin speakers, and the other consisted of 7 native American English speakers. None reported any hearing or vision problems. The Mandarin speakers' ages ranged from 18 to 29 years. On average, their exposure to English (mostly in school) began at the age of 11. Six of them came from mainland China, and they had lived in the United States for 8.6 months on average. One participant came from Taiwan and had lived in the United States for 6 years. The English speakers' ages ranged from 18 to 22. Six of the Mandarin speakers were paid $20 each, and one was rewarded with $10 and 1-h course credit for participating. Each of the English speakers was given a 2-h course credit.
Stimuli. The test stimuli were similar to the audible and visible synthetic speech syllables used by Massaro et al. (1995; Massaro et al., 1993) . A five-step continuum from a good /ba/ to a good /da/ was created for both auditory and visible synthetic speech. For syn-thetic audible speech, tokens of /ba/ and /da / were analyzed by using linear prediction to derive a set of parameters for driving a software formant serial resonator speech synthesizer (Klatt, 1980) . A set of five 400-msec consonant-vowel syllables, which covered the range from /ba/ to /da /, was created by altering the parametric information specifying the first 80 msec of the syllable.
For synthetic visible speech, a computer-animated head was created by combining approximately 900 small, parametrically controlled polygons that modeled the three-dimensional surface of the face (Cohen & Massaro, 1990) , which was then smooth shaded using Gouraud's (1971) method. The face was controlled by 50 parameters, of which 11 were used for speech animation. Animation and speech synthesis was done in real time on a Silicon Graphics 4D/Crimson VGX workstation (running under the IRIX operating system; for more details, see Massaro 1998; Massaro et al., 1995; Massaro et al., 1993) .
Procedure. Synthetic auditory and visual speech stimuli were manipulated in the expanded factorial design. The onsets of the second and third formants were varied to give an auditory continuum between /ba/ and /da/. Analogously, parameters of the facial model were systematically varied to render a visual continuum between /ba/ and /da/. Five levels of audible speech were crossed with five levels of visible speech, and each stimulus was also presented alone as a unimodal condition, for a total of 35 (25 ϩ 5 ϩ 5) stimulus conditions. Six random sequences were determined by sampling the 35 conditions without replacement, yielding six different blocks of 35 trials.
All instructions and interactions were spoken in Mandarin only by native Mandarin speakers and in English only by native English speakers. The participants were instructed to listen and watch the speaker and to identify the spoken syllable as /ba/ or /da /. They all received 6 practice trials; the number of test trials was 840 (35 ϫ 6 ϫ 4). Thus, there were 24 observations at each of the 35 unique experimental conditions. The participants were given a 5-min break after every 210 trials. Visual stimuli were displayed on individual color video monitors (JVC Model TM-131SU, 13 in.), and auditory stimuli were displayed with speakers (79 dB A).
The participants were tested individually in soundproof rooms. They gave answers by pressing either of the two sticker-labeled buttons, "BA" or "DA." These two buttons corresponded to "B" and "N" (respectively) on standard keyboards (responses were collected on TVI video display terminals, TUI-950). For the Chinese participants, the equivalent pin-yin and BPMF (written Chinese phonemic system for spelling syllables) for /ba/ and /da / were also on the sticker-labeled buttons (for people from mainland China, these are written as "BA" and "DA," but for people from Taiwan they are not). All the trials were response paced, but the participants were told to respond as soon as the decision had been made. Data analysis was performed on the Silicon Graphics workstation, using Fortran 77 data analysis routines and the SAS statistical package (SAS Institute, Cary, NC).
Results
We carried out two types of data analyses: statistical tests on the response identifications and quantitative model testing. It should be emphasized that there is no necessary relationship between these two types of analyses. The response identifications are a function of both information and information processing, and any significant differences in these do not necessarily mean differences in one or the other. The model tests are needed to determine whether the assumptions of a given model describe performance.
The participants' response identifications (BA or DA) were recorded for each stimulus. The mean observed proportion of /da / identifications, P(/da / ), was computed for each participant under each condition. Separate analyses of variance were carried out on P(/da/) (the dependent variable) for the two unimodal and bimodal conditions, with language group and the auditory and visual continua as independent variables. Table 1 summarizes the statistical comparisons. Figures 2 and 3 show the results for the English and the Mandarin speakers, respectively. As can be seen in the left and right panels of Figures 2 and 3, there were significant effects of the auditory and visual continua in the unimodal conditions. Importantly, there were no significant differences between the language groups, and there were no significant interactions of these variables with language group.
For the bimodal conditions shown in the middle panels of Figures 2 and 3, there were significant effects of the auditory and visual continua and an auditory-visual interaction. There was no significant language-visual interaction and no significant language-auditory interaction. The difference between language groups was significant, as well as the three-way interaction between language groups, visual, and auditory levels. However, these significant differences do not necessarily reflect differences in information processing. As can be seen in Figures 2 and 3, there were significantly more overall /da / response judgments for the Mandarin (M ϭ .58) speakers than for the English (M ϭ .44) speakers.
To test models of information processing, three quantitative models, the FLMP, the ADM, and a weightedaveraging model (WTAV), were fit individually for each participant. The ADM is a formalization based on the assumptions of Sekiyama and Tohkura (1993) . The central assumption of the ADM is that the influence of visible speech, given a bimodal stimulus, is solely a function of whether or not the auditory speech is identified (Massaro et al., 1993) . The ADM is one way to mathematically formalize the idea that auditory intelligibility determines whether visible speech will have an effect. The predicted probability of a response (r) for auditoryalone trials is P(r | A) ϭ a r ϩ (1 Ϫ ∑ a r )w r , for visual-alone trials it is P(r | V) ϭ v r ϩ (1 Ϫ ∑ v r )w r , and for bimodal trials it is P(r | A and
This model predicts that either an auditory stimulus is identified or the participant bases the decision on the visual information. The term a r (or v r ) represents the probability of identifying the auditory (or visual) source as response r, ∑ a r (or ∑ v r ) is the probability of identifying the auditory (or visual) source as any of the response alternatives, and w r represents some bias toward r in case no identification is made (Massaro, 1998) .
On the other hand, the FLMP predicts that both visible and audible speech influence speech perception, and this mathematical relationship is invariant in pattern recognition. For the FLMP, the predicted probability of a response (r) given visible and audible speech is P(r | A i and
The term a i (or v j ) represents the degree to which auditory stimulus A i (or visual V j ) supports the alternative r. In unimodal trials, either a i or v j is available, so the probability is simply the degree of support for r divided by the sum of support for all the relevant alternatives.
Although the ADM and the FLMP make very different assumptions about the nature of bimodal speech perception, the two models actually make fairly similar predictions. The integration algorithm of the FLMP predicts that the influence of the visual information source is directly related to the ambiguity of the auditory source. The ADM (a nonintegration model) claims a similar outcome, because the visual information is used only when the auditory speech is not identified, which will necessarily occur more often for ambiguous auditory speech. Given this similarity in the predictions, we might expect that not all experimental tests will be sufficiently informative to test between the two models.
For the WTAV, integration is based on a weighted averaging of the support from the two sources of information (see Anderson, 1981) . It differs from the FLMP in bimodal trials: P(r | A and V) ϭ (w)(a i ) ϩ (1 Ϫ w)v j ; the term w ϭ w1 / (w1 ϩ w2), where w1 and w2 represent the weights given the auditory and the visual sources, respectively, and w represents the relative weight given to the auditory source (for a thorough and complete description of each mathematical model, see Massaro, 1998, chap. 2) .
It should be noted that all of the models assume that information processing is invariant, and they allow for differences in information. The ADM, for example, could allow Mandarin speakers to identify auditory speech more often than do English speakers and, therefore, use visual speech less often. There would still be the same information processing. Differences in information processing across languages would mean, for example, that the FLMP would describe the data better for English speakers and the ADM would describe the data better for Mandarin speakers.
The quantitative predictions of the models (in terms of the probability of /da/ identifications) were determined for each participant, using the program STEPIT (Chandler, 1969) , which calculates a set of parameters that minimizes the root-mean squared deviations (RMSDs) between the observed and the predicted theoretical points. Each model is represented to the program in terms of a set of prediction equations and a set of parameters, and the RMSD indexes the goodness of fit.
The individual RMSD values of each participant for each model are listed in Appendix A. Figures 2 and 3 illustrate that the FLMP is better able to capture the configuration of the results than either the ADM or the WTAV. As can be seen in Figures 2A and  3A , the predictions of the FLMP are very close to the observations. Figures 2B and 3B show how the ADM fails to predict the points. The ADM assumes that visual information is used only when the auditory information is not identified. Thus, given the large effect of visual speech in the bimodal conditions, the model must assume that the auditory speech was not identified very accurately. Thus, the predicted results for the unimodal auditory continuum range between .20 and .63, whereas the actual results ranged between .02 and .84. Figures 2C and 3C show that the WTAV predicts parallel curves for the bimodal conditions and, therefore, cannot describe the much larger change in the identification judgments when the visual speech was relatively ambiguous (Level 3). Figure 4 plots the RMSD values from the FLMP and the ADM fits for each of the individual participants. For most participants, this value is smaller for the fit of the FLMP, as compared with the fit of the ADM.
Discussion
It appears that both the Mandarin and the English speakers were influenced by both visual and auditory sources of information, as described by the FLMP. The only observed difference was that the Mandarin speakers were overall more likely to choose /da/ (M ϭ .58) than were the English speakers (M ϭ .44), especially at ambiguous levels of the continua. This overall difference could also be responsible for the significant three-way interaction between language groups, visual level, and auditory level. This could be due to a /da/ decision bias, or it is possible that both the auditory and the visual stimuli were more prototypically /da/-like to the Mandarin speakers. This difference between the two language groups is important because it reveals that the Mandarin speakers did not simply perceive the stimuli as English syllables; otherwise, their responses would have been identical to those of the English speakers on the basis of how prototypical the test stimuli were to /ba/ or /da/ of standard American English. This finding and the fact that the FLMP provided a significantly better description of the results than did both the ADM and the WTAV for both language groups strongly suggest that the nature of information processing underlying bimodal speech perception is invariant despite potential differences in information.
To summarize, this experiment showed that Mandarin speakers use visual information for integrating audiovisual speech, this process is best described by the FLMP, and Mandarin and English language groups do not differ on the type or nature of information processing.
EXPERIMENT 2 Multiple Response Task
Mandarin speakers indeed use visual information and appear to integrate it with auditory information as described by the FLMP. In the spirit of falsification and broadening the domain of psychological inquiry (Massaro, 1998, chap. 6) , it is important to extend the research paradigm. One obvious extension is to allow a larger number of response alternatives. This task should reveal more directly the influence of the phonological repertoire of perceivers. Previous research has suggested that speakers tend to respond with alternatives in their language that best match both the visual and the auditory sources of information (Massaro, 1998; Massaro et al., 1995; Massaro et al., 1993) . In addition to /ba/ and /da/ responses, English speakers gave frequent responses of /va/, /ða/ and /bda/ (fewer /za/); Japanese speakers gave frequent responses of /wa/ and /za/ (fewer / a/); Dutch speakers gave frequent responses of /va/ and /va/ (fewer /za/).
Mandarin Chinese presents an interesting case because, even though /ba / and /da / are frequent syllables, there seems to be no clear in-between syllables that are similar psychophysically to both of them (there are no /va /, /ða /, or /va/ segments in Mandarin). If differences in response categories arise from different phonemic repertoires, phonetic realizations of the syllables, and phonotactic linguistic constraints (Massaro, 1998) , Mandarin speakers should give fewer responses other than /ba/ and /da /. Potential confusable responses in Mandarin are / a /, /wa /, and /za /. Even though there are no true Mandarin consonant clusters, Mandarin speakers might also respond /bda/, because it is conceivable that clusters can be produced in Mandarin when two adjacent syllables are said together rapidly.
A pilot study (with 5 additional native Mandarin speakers) showed that /ba/, /da/, and / a/ responses were by far the most frequent, and all other response choices were relatively infrequent. There were no /va/, /ða/, or /va/ responses given. Consequently, for Experiment 2, we provided nine response categories: /ba/, /da/, /bda/, /dba/, / a/, /la/, /za/, /wa/, and the category other (/bda/ and /dba/ were included to allow direct comparisons to relevant previous cross-linguistic studies). It should be pointed out that /ba/, /da/, / a/, /la/, and /wa/ are words in Mandarin Chinese, but the other alternatives are not.
If visible speech has an influence only when audible speech is not identified, the ADM should provide a good description of the results for Chinese participants. On the other hand, the FLMP should give the best description if Chinese and English speakers share the same information processing. By examining the response patterns of Mandarin speakers, it is possible to test whether visible speech can still have a significant influence when multiple alternatives are permitted. These data will also allow a test of the predictions of the quantitative models.
Method
For this 2-h experiment, 7 native Mandarin speakers were recruited from UCSC. None of them had participated in Experiment 1 or in the pilot experiment. None of them reported any hearing or vision problems. All of them came from China, and their ages ranged from 18 to 29 years. On average, they had lived in the United States for 2.3 years, and exposure to English began at the age of 10.8 in school. They were paid $20 each.
The same set of stimuli as that from Experiment 1 was used. All the procedural details were the same as those described before, except that, for this experiment, the participants were instructed to identify the syllables by choosing from nine responses: /ba/, /da /, /bda/, /dba /, / a /, /la/, /za /, /wa/, and other. The sticker-labeled (with equivalent pin-yin, BPMF, and Chinese characters for other) buttons corresponded to "X," "C," "V," "B," "N," "M," "Ͻ" "Ͼ.," and "?" (respectively, from left to right) on a standard keyboard. Instructions were given in Mandarin, and only Mandarin was spoken during the experiment and other interactions. Figure 5 shows the observed results for seven of the most frequent responses. The participants' response identifications were recorded for each stimulus. The mean observed proportion of identifications was computed for each participant under each condition. The probability of response for each choice are /da/ (33.0%), /ba/ (29.5%), / a / (18.9%), /bda/ (5.6%), /la/ (4.5%), /za / (4.5%), /wa/ (1.6%), /dba/ (1.3%), and other (1.1%). Separate analyses of variance were carried out on the probability of responses (the dependent variable) for unimodal and bimodal conditions, with response type and the auditory and visual continua as independent variables.
Results and Discussion
In the unimodal conditions, there were significantinteractions of response type and visual continuum [F(32,192) The relatively strong bias of the Mandarin speakers to respond /da/ in Experiment 1 was not found in Experiment 2. These results are not necessarily inconsistent with one another because of the different response alternatives available in the two cases. For example, it is reasonable that Mandarin speakers in Experiment 1 might have substituted the response /da/ for those cases in which they perceived a / a/ or a /la/, which would give more /da/ judgments in Experiment 1, but not in Experiment 2.
The individual RMSD values of each participant for each model are listed in Appendix A. Table 2 gives the mean RMSD values for each model. The ADM, the FLMP and the WTAV were fitted individually to the nine responses of each participant. Separate analyses of variance on the RMSD values contrasted the FLMP to each of the other two models. The results showed that the FLMP (80 parameters) gave a significantly better description of the results than did the WTAV [81 parameters; F(1,6) Although failing to find a significant FLMP advantage over the ADM seemed a bit surprising at first, hindsight suggested that the results were not sufficiently informative to distinguish between the two models. Even though we made available a large set of response alternatives, it appears that there were not enough syllables similar to /ba/ and /da / for the Mandarin speakers. Many empty cells will make the data less informative in terms of testing different models. In our study, most of the response categories were infrequent response choices, which both models could easily predict. This situation could have diluted the advantage of the FLMP's prediction of the other response categories.
To test this possibility, we carried out two additional model fits by grouping the actual responses into fewer response categories. First, model testing was repeated with responses grouped into three categories: /ba/, /da/, and other. As was noted earlier, six of the nine possible responses occurred less than 6% of the time. When grouped in this way, the three response categories are roughly equal in proportion (/ba/, 29.5%; /da/, 33.0%; and other, 37.5%). fit. Table 2 gives the mean RMSD values for each model. Figure 6 shows the observed and the predicted results for these three response categories. As can be seen in the figure, the predictions of the FLMP are closer to the observed results than are the predictions given by the ADM.
Model testing was also repeated with responses grouped into two categories: labials (ba, bda, dba) and nonlabials (everything else). This is a reasonable partition, given the finding that perceivers are highly sensitive to the visual distinction between labials and nonlabials (Sekiyama, 1997; Sekiyama & Tohkura, 1993) . The FLMP (10 parameters) also provided a better description of these results than did the ADM [11 parameters; F(1,6) ϭ 5.62, p ϭ .05]. Appendix B (right) lists the individual RMSD values for this fit. Table 2 gives the mean RMSD values for each model. Figure 7 gives the observed and the predicted results for these two response categories. As can be seen in the figure, the predictions of the FLMP are closer to the observed results than are the predictions given by the ADM.
Independently of the validity of grouping responses into fewer categories, Experiment 2 added to what was learned in Experiment 1. For example, we found that Mandarin and English speakers do have different phonemic repertoires, since the Mandarin speakers used fewer response alternatives than did the English speakers under similar experimental conditions (Massaro et al., 1995; Massaro et al., 1993) . We learned that not all experimental conditions are sufficient to distinguish among mathematical models, and perhaps future research should be sensitive to finding experimental conditions that allow different models to be distinguished.
The size of a visual effect depends on both the auditory and the visual stimuli, as well as the number and types of responses allowed. Therefore, it is not valid to compare the sizes of the visual effects between Mandarin and English speakers or between the Mandarin speakers in Experiments 1 and 2. As an example, the auditory syllables could have been more ambiguous for the Mandarin than for the English speakers, which would necessarily produce a larger visual effect. Furthermore, the /da / bias in Experiment 1 was eliminated in Experiment 2 when other responses, such as / a /, were possible. What seems reassuring is the success of FLMP as a fundamental principle that is differentially expressed across conditions and individuals. Therefore, given the advantage of the FLMP in these experiments, it is important that we address the putatively opposing conclusions in previous research. Our analyses will show that all of the research paints a consistent picture that is best understood in the framework of the FLMP.
Analyses of previous literature. As was discussed in the introduction, some experiments in which language differences in the pattern and magnitude of the McGurk effect were examined have led to the proposition that there are different types of audiovisual speech processing. According to Sekiyama and Tohkura (1991) , for example, the Japanese McGurk effect is almost only induced with auditory stimuli that do not have 100% intelligibility when heard alone. They proposed that "human beings may depend on eyes in the presence of auditory uncertainty" (p. 1804).
If their actual findings are examined under the FLMP framework, however, the nature of audiovisual information processing need not differ across language conditions. Their results show that the Japanese are influenced by visual information even when Japanese auditory speech was completely intelligible. In one study (Sekiyama & Tohkura, 1991), auditory "ma" was perfectly identified, but 12% of the responses were "na" when it was paired with visual "ka." In another study (Hayashi & Sekiyama, 1998) , 40% of the responses were "pa" when visual "pa" was paired with auditory "ta," and 46% of the responses were "na" when visual "na" was paired with auditory "ma"; both auditory stimuli alone were 100% correctly identified. These results appear to directly contradict the hypothesis that visual information is used only when the auditory speech is unintelligible.
If Japanese and Chinese are indeed hardly influenced by vision as long as audition provides enough information, it may be hard to explain findings from a recent study (Hayashi & Sekiyama, 1998) . These authors tested Chinese and Japanese with sets of eight syllables (/ba/, /pa /, /ma /, /da /, /ta /, /na /, / a /, and /ka/), which were pronounced by 2 Japanese and 2 Mandarin speakers. This study produced McGurk effects much greater in magnitude and range than those in previous similar studies (Sekiyama, 1997; Sekiyama & Tohkura, 1991 , 1993 in which stimuli were produced from only a single speaker.
If the size of a perceiver's visual bias depends only on the intelligibility of the auditory speech, it may be hard to explain several findings from this study. For example, one Japanese speaker produced /t/ (44%), which was less intelligible than /p/ (98%) when presented acoustically alone. However, in the bimodal condition, /p/ actually had a bigger visual bias in magnitude (about 97%) than did /t/ (87%). In this case, a putatively more intelligible auditory stimulus was more susceptible to the McGurk effect than was a less intelligible one. This result could be predicted by the FLMP by assuming that the visual information was differentially informative in the two cases.
In an earlier study (Sekiyama & Tohkura, 1993) , auditory /pa / was correctly identified 98% of the time when presented alone. According to the auditory intelligibility hypothesis, it seems that a visual influence should have occurred on only 2% of the trials. However, when this auditory /pa/ was paired with a visual / a/, only 67% of the responses were /pa/. If a Japanese McGurk effect occurs only when auditory speech is not identified, one might expect close to 98% /pa/ responses in this bimodal condition. It seems that there were cases in which an auditory stimulus was clearly identifiable as a /pa / but a strong effect of the visual stimulus still occurred.
To explain these results, it is not necessary to assume that Japanese participants incorporate visual information less and use visual-independent processing. To illustrate this claim, consider the following case in which auditory support (a i ) is .7 and visual support (v j ) is .5. According to the FLMP equation, P(r | A i and
ϭ .35/.50 ϭ .7. In this example, the overall support for r is unchanged by the visual support even though it is integrated with the auditory speech. Of course, P(r|A i and V j ) can give other types of response patterns if the value for the visual support changes. Even though a wide range of response patterns can arise from changing the relative influence of the two sources of information (since there might be interlanguage differences in the quantitative influence of visual cues), the process of integration can be explained by the same mathematical model.
Under the FLMP framework, there is no need or reason to propose, as Sekiyama (1997) did, that for the Japanese "visual information is processed to the extent that the audiovisual discrepancy is detected most of the time . . . . for clear speech, [they] use a type of processing in which visual information is not integrated . . . . for the noise-added condition . . . [they] switch to another type of processing where audiovisual integration occurs" (p. 74).
Given our thesis, an important question is how well the FLMP and the ADM can predict the results found in experiments by Sekiyama (1997; Sekiyama & Tohkura, 1989 , 1993 . Because the studies in which Japanese and English speakers were investigated did not include or did not report the unimodal visual responses, model tests are not possible. The study (Sekiyama, 1997) in which Mandarin speakers identifying Japanese and English speech were examined, however, did report unimodal visual performance and, thereby, allows a test between the ADM and the FLMP. Given that the author reported the visual conditions partitioned into labials and nonlabials, these two categories were used for model testing. Because only averaged data were reported, the models were fit to the average results of Mandarin speakers identifying Japanese and English speech. Figures 8  and 9 show the observed and the predicted results of the FLMP for these two response categories. As can be seen in the figures, the FLMP gave a good fit to the results of both language conditions.
To allow a statistical test between the RMSD values of the models, the two stimulus conditions (Japanese and English speech) were treated as a random variable with two levels (analogous to having 2 subjects in an experiment). The RMSDs of the fit of the FLMP (four parameters) were .0096 and .0030 for the Japanese and the English speech, respectively. The corresponding RMSDs of the fit of the ADM (five parameters) were .2363 and .2587. Thus, the FLMP provided a significantly better description of the results than did the ADM [F(1,1) ϭ 276.71, p Ͻ .05]. In a second analysis, the two model tests were treated as a random variable. In this case, there was no significant difference in the fit of the models to the two language conditions [F(1,1) ϭ 0.30, p ϭ .68]. These statistical comparisons indicate that the FLMP gave a significantly better description than did the ADM for both language conditions. Several observations about Figures 8 and 9 are worth making. First, the response pattern is comparable to those from experiments examining English speakers with English stimuli. Figure 10 plots data from such an experiment (Massaro, 1998, p. 10) . One difference is that Figures 8 and 9 show a near-perfect unimodal performance, and this could be a ceiling effect masking possible improvements in consistent bimodal performance. One similarity is that inconsistent bimodal trials produce more responses consistent with the auditory categories than with the visual categories. This pattern is readily apparent for both Japanese and English speech stimuli, and it shows that both Mandarin and English perceivers are more influenced by auditory than by visual information. Consistent with this pattern, the FLMP accurately predicts the responses of all three conditions: Mandarin speakers perceiving Japanese, Mandarin speakers perceiving English, and English speakers perceiving English.
GENERAL DISCUSSION
We view speech perception as a pattern recognition process that follows a general algorithm described by the FLMP (Massaro, 1998; Oden & Massaro, 1978) . Perceivers are influenced by the speaker's face and voice, and visible speech is more influential when auditory speech is less informative (Massaro, 1998) . According to the FLMP, visible and audible speech are sources of information by which perceivers may recognize what is spoken. Information (e.g., a i and v j ) available for the evaluation operation naturally varies across individuals or groups because of differences in the prototypes related to the perceiver's native language and linguistic experience. However, the information processing instantiated by the evaluation, integration, and decision operations appears to be universal across individuals and languages (Massaro, 1998) .
This information processing is assumed to be invariant even though the information might differ. Different speakers may produce visible and audible speech segments that differ in terms of how informative they are. Other potential differences may arise from variations in the linguistic experience of the perceiver and the organizational structure of a language. Tonal languages may have a larger proportion of speech segments that are simply more distinguishable on the basis of sound. These differences will naturally lead to cross-linguistic differences even though the information processing of speech is universally consistent across languages (see Cutler, Demuth, & McQueen, 2002 , for an analogous conclusion).
The present results are consistent with this conclusion. In Experiment 1 with two response alternatives, the degree of closeness of the test stimuli to their respective /ba/ and /da / prototypes would probably differ for Mandarin and English native speakers. And as was expected, Mandarin speakers' response patterns for /ba/ and /da / differed from those of English speakers (see also Massaro, 1998; Massaro et al., 1995; Massaro et al., 1993) . However, both language groups were significantly influenced by visible and audible speech, and their responses were best described by the FLMP. Differences in information do not necessarily reflect interlanguage differences in the nature of audiovisual integration (information processing).
Experiment 2 was designed to explore the particular response patterns of the Mandarin speakers. Its findings are directly comparable to the previous cross-linguistic studies by Massaro et al. (1995; Massaro et al., 1993) . Chinese participants in the present study chose / ba /, /da /, and / a / about 82% of the time. The English participants, on the other hand, chose /ba/, /da /, /va /, /ða /, and /za / about 95% of the time (Massaro et al., 1995; Massaro et al., 1993) . The results support the idea that the nature of information reflects differences in the phonemic repertoires, the phonetic realizations of the syllables, and the phonotactic constraints of the different languages (Massaro, 1998) . For example, Mandarin does not have /va /, /ða/, or /θa/. As was expected, none of the Chinese participants reported perceiving "va," "ða," or "θa" in the pilot study, and in the experiment very few of the responses were other (1.1%).
Our research and modeling efforts have some potential implications for theories of speech perception. The FLMP is a formal mathematical or computational model of speech perception. It is a formalization of a set of theoretical principles: temporal extended information processing, continuous information, and pattern recognition processes. Our view is that this type of formalization and model testing offers a deeper scientific understanding than do verbal descriptions (Jacobs & Grainger, 1994) . Although the answer to a qualitative question posed by a verbal theory is usually more informative than an answer to a quantitative one, qualitative questions are usually insufficient in scientific inquiry, and there is a need for quantification. Expressing a theory as a formal predictive model requires that it be fully specified, and its implementation for prediction makes immediately apparent any dimensions that are not completely specified. The experimental tests then provide an indication of how easily the theory can accommodate the findings and, if not, how it can be changed. Perhaps most important, formalization facilitates experimental tests among the theories. As we have shown elsewhere (Massaro, 1987 (Massaro, , 1998 , very different qualitative theories can make very similar or even identical predictions in certain conditions (as in a single-channel model and a WTAV). Thus, formalization allows the researcher to develop experimental conditions that can indeed distinguish between the theories of interest.
With these observations in mind, we briefly discuss the ramifications of our research for extant theories of speech perception. Psychoacoustic theorists focus on speech as a complex auditory signal without any reference to language-specific processes (e.g., Diehl & Kluender, 1987) . Although they accept that visible speech can have an influence, they have not specified in a formal way how it does so. One embellishment of this theory would be to recast speech perception as multimodal and offer a psychophysical account, rather than limit it to a psychoacoustic account. Modeling their assumptions would be beneficial and would allow a more productive contrast with other theories.
The motor theory assumes that the perceiver uses the sensory input to best determine the set of articulatory gestures that produced this input (Liberman & Mattingly, 1985; Mattingly & Studdert-Kennedy, 1991) . The functionality of visible speech is, of course, highly compatible with this theory, because visible speech can be considered to be an integral part of the sensory input reflecting the talker's articulatory gestures. The motor theory has not been sufficiently formalized, however, to account for the vast set of empirical findings on the integration of audible and visible speech. Once motor theorists have specified how audible and visible speech together allow the recovery of the articulatory gestures, it can be contrasted with the FLMP.
Speech perception has also been viewed as a module with its own unique set of processes and information. As was stated succinctly by Liberman (1996) , "the phonetic module, a distinct system that uses its own kind of signal processing and its own primitives to form a specifically phonetic way of acting and perceiving" (p. 29). Within the context of our distinction between information and information processing, this statement implies that not only information, but also information processing, should be qualitatively different in the speech domain than in other domains of perceptual functioning. We have found, however, that the FLMP provides a good description of performance in domains other than speech perception (Massaro, 1998; Movellan & McClelland, 2001) . For example, perceiving emotion from the face and the voice follows the same processing algorithm as that found for speech perception (Massaro, 1998, chaps. 7 and 8) .
Consistent with our view, the direct perception theory assumes that speech perception does not follow unique processes (Fowler, 1996) . Although gestures are the objects of speech perception, the speech motor system does not play a role in speech perception. In direct perception, persons directly perceive the causes of sensory input. The cause of an audible-visible speech percept is the vocal tract activity of the talker, and it is reasonable that both audible and visible speech should influence speech perception. Speech perceivers therefore obtain direct information from integrated perceptual systems from the flow of stimulation provided by the talker (Best, 1993) . Formalizing this theory would allow it to be tested against the FLMP and other models, but until then it remains an open question whether the objects of speech perception are best considered to be the vocal activity of the speaker or relatively abstract symbols (Nearey, 1992) or an amodal motor representation (Robert-Ribes, Schwartz, & Escudier, 1995) .
On the basis of just this short review of extant theories of speech perception, it is apparent that they are stated in verbal, rather than quantitative, form. Although no one can deny that a qualitative fact is more informative than a quantitative one, qualitative theories do not seem to be sufficiently precise to be distinguishable from one another. Very different theories make very similar predictions. Some quantitative refinement of the theories is usually necessary to create a chance for falsification and strong inference (Platt, 1964; Popper, 1959) . Therefore, our strategy has been to quantify and test a family of specific models that represent the extant theories and also other reasonable alternatives.
In conclusion, the present study seems to suggest one central idea: There is no evidence to support the hypothesis of different types of audiovisual processing for speakers of different languages. A substantial body of research in second-language processing documents that perceivers process their first and second languages in a very similar manner (Flege, 2003) . In a similar fashion, we do not believe that participants switch among different types of audiovisual processing depending on the physical properties of the stimulus and whether it is native or foreign. Differences in the pattern and magnitude of the McGurk effect may be attributed to idiosyncrasies in audiovisual stimuli in terms of the relative similarity to the perceivers' ideal prototypes in their language.
The underlying nature of audiovisual speech processing seems invariant across languages: Perceivers can use both sources of information, as is described by the FLMP. In a broader perspective that views perceiving speech as an instance of perception more generally (e.g., Massaro, 1998) , just as the fundamental nature of visual and auditory processing is not expected to differ across cultural or linguistic groups (e.g., Gallistel, 2002) , there is no reason to expect that the nature of audiovisual speech processing should differ.
Our results and conclusions reflect a more general principle of behavior. Although no two living entities behave exactly alike, there are certain essentials that we all share as humans. These principles are assumed to be universal, although individuals, groups, or cultures may exert a unique twist or idiosyncratic spin on a general fundamental process. For example, developmental research suggests that attachment types and patterns are found similarly across cultures, even though the specific behavioral expressions between children and their caregivers may differ, such as hugging in Western societies or handshaking in the Gusii of Kenya (e.g., Van Ijzendoorn & Sagi, 1999) . At the social level, it has been claimed that societies of patriarchy encourage signals of female vulnerability, despite different specific manifestations across cultures (e.g., Donovan, 2001 ). Signs of restriction, whether Western high-heel shoes or Chinese foot-binding, and of female fertility, whether waistnarrowing in traditional Western costumes or hipstuffing by some women in Africa, may be thought of as particular cultural expressions of certain underlying psychosocial ideologies.
Cognitive psychology is not new to this idea: Many theories at least implicitly are assumed to describe processes universal to humans. However, people obviously differ, making it important to understand how or why the fundamental nature of a process can be differentially expressed. Because visual and auditory information can influence speech perception, theories or models should describe not only audiovisual processing, but also exactly how different perceivers might be differentially influenced by the two sources of information. The FLMP is capable of describing the fundamental process and how it can be manifested differently in the behavior of individuals or groups. (Manuscript received January 1, 2003; revision accepted for publication October 14, 2003.) 
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