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Abstract--We investigate the application of the method of fundamental solutions (MFS) for the 
calculation of the eigenvalues ofthe Helmholtz equation in the plane subject o homogeneous Dirichlet 
boundary conditions. We present results for circular and rectangular geometries. ~ 2001 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The method of fundamental solutions (MFS) is a boundary method for the solution of certain 
elliptic boundary value problems. In particular, it is applicable when a fundamental solution of 
the governing equation of the problem in question is known. The original ideas for the MFS were 
suggested by Kupradze and Aleksidze (see, e.g., [1]), and the numerical formulation of the method 
was first given by Mathon and Johnston [2]. A survey of the MFS and related methods over the 
last three decades i presented in [3]. In the MFS, the solution of the problem is approximated by
a linear combination offundamental solutions in terms of sources (singularities) which are placed 
outside the domain of the problem. The unknown coefficients of the fundamental solutions and 
the coordinates of the sources are found by forcing the approximation to satisfy the boundary 
conditions which, in general, results in a nonlinear problem. In the linear variant of this, also 
known as the charge simulation method, the sources are fixed and the only unknowns are the 
coefficients of the fundamental solutions (see, e.g., [4]). In this study, we apply the MFS with 
fixed sources to the solution of Helmholtz eigenvalue problems previously examined by De Mey [5] 
using a boundary integral equation method. Such problems describe the forced motion of a 
membrane [6,7] and Mso occur in acoustics and electromagnetism. 
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2. THE PROBLEM 
We consider the Helmholtz eigenvalue boundary value problem 
Au(P)  + t{2u(P) : 0, P • ~, (2.1) 
with 
u(P) : O, P • Oft, (2.2) 
where A denotes the Laplace operator and ~ is a bounded domain in ]I{ 2 with boundary 09. Our 
goal is to find the values of ~ for which the problem has a nontrivial solution. In the MFS, the 
solution u is approximated by a function of the form 
~N(C, Q; P, n) = 
where c = (Cl ,C2, . . . ,cg)  E C g and Q • 
which lie outside ~. The function kl(P, Q, 
given by 
N 
c.kl (P, Q.),  P • (2.3) 
n=l  
1R 2N contains the coordinates of the singularities Qn, 
~) is a fundamental solution of the Helmholtz equation 
kl (P, Q, : -¼ H0(2)(mr (P, Q)), (2.4) 
where r(P, Q) is the distance between the points P and Q, i = ~-T  and H (2) is the Hankel 
function of the second kind of order zero (see [8]). The singularities Q~ are fixed on the bound- 
ary 0~ of a domain ~ containing ~. The boundary 0~ is taken to be of similar shape to Oft 
at a fixed distance d from it, and a set of observation points N {Pm}m=a is placed on 012. Both 
the observation points and the singularities are usually distributed uniformly on 0~ and 0~, 
respectively. In general, the coefficients c are determined so that 
UN (c, Q; P,~, n) = 0, m = 1, 2 , . . . ,  N. (2.5) 
This yields a homogeneous linear system of the form 
G(~)c = O, (2.6) 
for the coefficients e, where the coefficients of the matrix G E C NxN are  given by 
Gm.n(g) : i r~r(2) (mr (Pro, Qn)) m, n : 1, 2, N. (2.7) 
- -4aa  0 ~ - , . , 
Clearly, (2.6) is a set of complex algebraic equations in the unknowns Cm. In order to obtain a 
nontrivial solution the determinant of G(m), detG(g)  must vanish. This will occur for certain 
values of the parameter a which are the eigenvalues of problem (2.1),(2.2). Taking the real and 
imaginary parts of the determinant of G (see [5]) we get, with ~ denoting the real part and .~ 
denoting the imaginary part, 
~[det a(~)] : 0 (2.8) 
and 
~[det G(g)] = 0. (2.9) 
In general, the two nonlinear equations (2.8),(2.9) can be solved (separately) using existing soft- 
ware. In the present study, we used the NAG [9] routines C05ADF and C05AJF. The former 
finds a zero of a continuous function in a given interval using a combination of linear interpo- 
lation, extrapolation, and bisection whereas the latter uses a secant method with continuation. 
In both (2.8),(2.9), we need to evaluate the determinant of the complex matrix G(a) for the 
iterates of a. This is done using the NAG routine F03ADF which evaluates the determinant 
of a complex matrix using an LU factorization with partial pivoting. We also need to evalu- 
ate the Hankel function H0(2)(tw) for various values of g and r and this is achieved using the 




3.1. Example 1 
In this example, we apply the method to calculate the lowest eigenvalue no of problem (2.1),(2.2) 
in the case when f~ is the unit disk. This problem was also studied by De Mey [5] using a bound- 
ary integral equation method. The problem has an analytical solution (see [6, pp. 302-306]). 
In particular, the lowest eigenvalue no is the zero of the Bessel function Jo, which is equal to 
no = 2.4048255577 [8]. In Table 1, we present he results for no and the corresponding absolute 
errors for various numbers of degrees of freedom for equations (2.8) and (2.9). These results 
converge to the exact solution more rapidly than the corresponding results of [5], in the sense 
that  fewer degrees of freedom are required to provide comparable accuracy. The most accurate 
corresponding results of [5] are also included in the table. The results of Table 1 were obtained 
with d taken equal to 0.6. The results were not particularly sensitive to the value of d, provided 
it was not too small or too large (in which case we encountered problems with the convergence 
of the nonlinear solvers). In order to demonstrate this in Table 2, we present the results for no 
obtained with different values of d in the case N = 32. 
Table 1. Results for Example 1. 
~[det G] = 0 ~[det G] = 0 
N ~0 Error ~0 Error 
12 2.409537 0.471(-2) 2.400311 0.451(-2) 
16 2.404908 0.821(-4) 2.404662 0.163(-3) 
20 2.404835 0.943(-5) 2.404806 0.197(-4) 
24 2.404827 0.117(-5) 2.404823 0.245(-5) 
28 2.404826 0.150(-6) 2.404825 0.316(-6) 
32 2.404826 0.198(-7) 2.404826 0.417(-7) 
[5] 50 2.4121 2.4119 
Table 2. Results for Example 1, for N = 32 for different values of d. 
~[det G] = 0 ~[det G] = 0 
d ~o ~o 
0.1 2.400318 2.402165 
0.2 2.404780 2.404531 
0.3 2.404803 2.404833 
0.4 2.404827 2.404823 
0.6 2.404826 2.404826 
1.0 2.404826 2.404826 
2.0 2.404826 2.404826 
4.0 2 .404826 2.404826 
3.2. Example 2 
We next consider the case when fl is the unit square which was also considered in [5], where the 
two lowest eigenvalues were calculated. This problem has an analytical solution (see [6, pp. 300- 
302]) and in particular, no = 7rv~ and gl = 7VV/~. In Table 3, we present the results for no and 
the corresponding absolute errors for various numbers of degrees of freedom for equations (2.8) 
and (2.9). The value of d was taken to be equal to 0.6. The corresponding results for nl are 
presented in Table 4. Convergence is slightly slower than in the case of the disk but still much 
faster than in [5]. The results were, again, not particularly sensitive to the value of d, provided 
it was not too small or too large. In order to demonstrate this in Table 5, we present he results 
for n0 obtained with various values of d in the case N = 32. 
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Table 3. Results for ~0 for Example 2. 
~[detG] = 0 ~[detG]  = 0 
N ~o Error ~o Error 
12 4.456312 0.134(-1)  4.457552 0,147(-1)  
16 4.443474, 0.591(-3)  4.444608 0.173(-2)  
20 4.443139 0,257(-3)  4.443234 0.351(-3)  
24 4.442952 0.689(-4)  4.442947 0.638(-4)  
28 4.442917 0.338(-4)  4.442895 0.121(-4)  
32 4.442892 0.895(-5)  4.442886 0.345(-5)  
[5] 40 4.462 4.468 
Table 4. Results for ~1 for Example 2. 
N[det G] = 0 ~[det G] = 0 
N ~1 Error ~1 Error 
12 7.089031 0.642(-1)  7.073757 0.489(-1)  
16 7.030639 0.582(-2)  7.026798 0.198(-2)  
20 7.024873 0.580(-4)  7.025175 0.360(-3)  
24 7.024779 0.355(-4)  7.024703 0.112(-3)  
28 7.024807 0.791(-5)  7.024779 0.362(-4)  
32 7.024817 0.229(-5)  7.024812 0.277(-5)  
[5] 40 7.05 7.05 
Table 5. Results for Example 2, for N = 32 for different values of d. 
~[det G] = 0 ~[det G] = 0 
d ~o ~o 
0.1 4.424684 4.436260 
0.2 4.442981 4.441344 
0.3 4.440412 4.442974 
0.4 4.442922 4.442918 
0.6 4.442892 4.442886 
1.0 4,442883 4.442883 
2.0 4.442883 4.442883 
4.0 4.442883 4.442883 
3.3. Example 3 
For the final example, we consider is the case when ~ is a flat rectangle with sides 1 and 5. 
This problem was also considered in [5], where the two lowest eigenvalues were calculated. This 
problem has an analytical solution (see [6, pp. 300 302]) and in particular, t~0 = 7rv/~/5 and 
nl = 7rv/~/5. In Tables 6 and 7, we present he results for n0 and N1, respectively. Convergence 
is slower than in the two previous examples because of the geometry of the region which has a 
large aspect ratio of 5, but still much faster than in [5]. The value of d was taken to be equal 
to 0.8. In Table 8, we present he results for n0 obtained with various values of d in the case 
N = 36. The results are, again, not very sensitive to the value of d. 
4. CONCLUSIONS 
In this work, we studied the application of the MFS with fixed sources for the solution of 
Helmholtz eigenvMue problems. The discretization leads to the solution of two nonlinear algebraic 
equations the solution of which, as well as the evaluation of the key quantities in the iterative 
process, are performed using existing software [9]. The implementation of the MFS is much 
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Table 6. Results for n0 for Example 3. 
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~[det G] = 0 9[det G] = 0 
N ~o Error n0 Error 
12 3.213227 0.942(-2) 3.216326 0.125(-1) 
24 3.204176 0.367(-3) 3.204531 0.723(-3) 
36 3.203820 0.115(-4) 3.203811 0.246(-5) 
[5] 48 3.240 3.248 
Table 7. Results for 41 for Example 3. 
~[det G] = 0 ~[det G l = 0 
Y ~1 Error ~1 Error 
12 3.310180 0.734(-1) 3.372632 0.110(-1) 
24 3.385484 0.189(-2) 3.387047 0.345(-2) 
36 3.383683 0.845(-4) 3.383618 0.194(-4) 
[5] 48 3.424 3.408 
Table 8. Results for Example 3, for N ---- 36 for different values of d. 
~[det G] = 0 ~[det G] = 0 
d no no 
0.2 3.215312 3.202053 
0.3 3.203963 3.203798 
0.4 3.203896 3.203870 
0.6 3 .203833 3.203808 
1.0 3.203808 3.203811 
2.0 3.203808 3.203809 
4.0 3.203808 3.203808 
easier than  the implementat ion of the boundary  integral equat ion formulat ion of [5] and avoids 
integrat ion over the boundary.  Further,  as demonstrated on part icu lar  examples,  it leads to 
much faster convergence than the boundary  integral equat ion method of [5], with fewer degrees 
of freedom being required to provide comparable accuracy. Further,  like the boundary  integral  
equat ion method,  the MFS can easi ly be appl ied to problems with boundary  condit ions other than  
homogeneous Dirichlet. The results do not appear  to be part icu lar ly  sensit ive to the values of d, 
a l though poorer results are obta ined for small values of d and problems with the convergence of 
the nonl inear solvers were observed for large values of d. These difficulties in the MFS for large d 
were reported in [10,11]. 
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