Abstract
Introduction
In this work we present a statistical study on the number of non-equivalent linear finite transducers that are injective with some delay. This study is motivated by the application of these transducers in Cryptography. A transducer, in this context, is a finite state sequential machine given by a quintuple X , Y, S, δ, λ , where: X , Y are the nonempty input and output alphabets, respectively; S is the nonempty finite set of states; δ : S × X → S, λ : S × X → Y, are the state transition and output functions, respectively. These transducers are deterministic and can be seen as having all the states as final. Every state in S can be used as initial state, and this gives rise to a transducer in the usual sense, i.e., one that realises a rational function. Therefore, in what follows, a transducer is a family of classical transducers that share the same underlying digraph.
A finite transducer is called linear if its transition and output functions are linear maps. Linear finite transducers play a core role in a family of cryptosystems, named FAPKCs, introduced in a series of papers by Tao [11, 14, 12, 13] . Those schemes seem to be a good alternative to the classical ones, being computationally attractive and thus suitable for application on devices with very limited computational resources, such as satellites, cellular phones, sensor networks, and smart cards [12] . Roughly speaking, in these systems, the private key consists of two injective transducers, denoted by M and N in Figure 1 , where M is a linear finite transducer (LFT), and N is a non-linear finite transducer (non-LFT) of a special kind, whose left inverses can be easily computed. The public key is the result of applying a special product, C, for transducers to the original pair, obtaining a non-LFT, denoted by C(M, N) in Figure 1 . The crucial point is that it is easy to obtain an inverse of C(M, N) from the inverses of its factors, M −1 and N −1 , while it is believed to be hard to find that inverse without knowing those factors. On the other hand, the factorization of a transducer seems to be a hard problem by itself [16] .
LFTs are fundamental in the FAPKC systems because their invertibility theory is of core importance in the security of these systems. They also play a crucial role in the key generation process, since in these systems a pair (public key, private key) is formed using one injective LFT and two injective non-LFTs, as explained above. Consequently, for these cryptosystems to be feasible, injective LFTs have to be easy to generate, and the set of non-equivalent injective LFTs has to be large enough to make an exhaustive search intractable.
Several studies were made on the invertibility of LFTs [8, 9, 15, 16, 6, 2] , and some attacks to the FAPKC systems were presented [3, 15, 10] . However, as far as we know, no study was conducted to determine the size of the key space of these systems.
Amorim et al [1] introduced a notion of canonical LFT and proved that each equivalence class has exactly one canonical LFT. Using this and a way to test if two LFTs are equivalent, they proved a result that allows to compute the size of the equivalence class of a given LFT. Two necessary and sufficient conditions for a LFT to be injective with some delay τ are also well known [2, Theorem 3.4] . In this paper we use these results to estimate the number of nonequivalent LFTs that are injective with some delay. The obtained estimate can be used to compute the size of the key spaces of the mentioned cryptographic systems. We also give a recurrence relation to count the number of canonical LFTs, and get an approximated value for the percentage of equivalence classes formed by injective LFTs. Knowing this percentage is crucial to conclude if random generation of LFTs is a feasible option to generate keys. Several algorithms and experimental results are also presented. All the algorithms were implemented in Python using some Sage [7] modules, to deal with matrices.
The paper is organized as follows. In Section 2. we introduce the basic definitions and some preliminary results. In Section 3. we start by presenting two algorithms, one to test if a LFT is injective with some delay τ , and the other to determine the equivalence class size of a given LFT. We then explain how these algorithms can be used to get an approximate value for the number of non-equivalent LFTs that are injective with some delay. The recurrence relation to count the number of canonical LFTs is given in Section 4., as well as a way to estimate the percentage of equivalence classes with injective LFTs. In Section 5. we present and discuss some experimental results obtained using those algorithms.
It is quite obvious that if an FT is injective with some delay τ ∈ N, then it is injective with delay τ ′ , for τ ′ ≥ τ , which implies that is also ω-injective. The reverse is also true. Tao [10, Corollary 1.4.3] showed that if M = X , Y, S, δ, λ is a ω-injective FT, then there exists a non-negative integer τ ≤
The notions of equivalent states and minimal transducer considered here are the classical ones. 
Definition 2.5 A finite transducer M = X , Y, S, δ, λ is called minimal if it has no pair of equivalent states.
We now introduce the notion of equivalent transducers used in this context. This relation ∼ is an equivalence relation on the set of FTs. To simplify, an equivalence class formed by ω-injective FTs is said to be ω-injective. Analogously, an equivalence class of τ -injective FTs, for some τ ∈ N, is said to be τ -injective. If X , Y, and S have dimensions ℓ, m and n, respectively, then there exist matrices A ∈ M n,n (F), B ∈ M n,ℓ (F), C ∈ M m,n (F), and D ∈ M m,ℓ (F), such that δ(s, x) = As + Bx and λ(s, x) = Cs + Dx, for all s ∈ S, x ∈ X . The matrices A, B, C, D are called the LFT structural matrices, and ℓ, m, n are called the LFT structural parameters. An LFT such that C is the null matrix (with the adequate dimensions) is called trivial.
Let L be the set of LFTs over a field F, and let L n denote the set of LFTs of size n. The restriction of the equivalence relation ∼ to L is also represented by ∼. Its restriction to L n is denoted by ∼ n .
Definition 2.8 Let M ∈ L n with structural matrices A, B, C, D. The matrix
Amorim et al [1] introduced a notion of canonical LFT and proved that each equivalence class of LFTs has exactly one canonical LFT, which is minimal. Here, we recall the notions of canonical LFT and of standard basis, used to define it.
Definition 2.9 Let V be a k-dimensional vector subspace of F n , where F is a field. The unique
T is in row echelon form will be here referred to as the standard basis of V .
where {e 1 , e 2 , · · · , e n } is the standard basis of S.
In the same work it is also proved a fundamental result about the size of LFTs equivalence classes. It gives a way to compute the number of LFTs in L n 2 that are equivalent to minimal LFTs in L n 1 , for n 2 ≥ n 1 . This result will be essential in Section 4. to deduce the recurrence relation that gives the number of canonical LFTs.
Theorem 2.11 Let M 1 be a minimal LFT over F q with structural parameters ℓ, m, n 1 , and let n 2 ≥ n 1 . Then, the number of finite transducers M ∈ L n 2 which are equivalent to
We now recall the notion of Smith normal form (SNF) of a matrix and the well known result (see [4] or [5, Theorem II.9] ) that ensures its existence. 
Theorem 2.12 Let R be a principal ideal domain. Every matrix A ∈ M m,n (R) is equivalent to a matrix of the form
D = diag(d 1 , d 2 , . . . , d r , 0, . . . , 0) =           d 1 . . . 0 d r 0 0 . . . 0           where r = rank(A), d i = 0 and d i | d i+1 , i.e. d i divides d i+1 , for 1 ≤ i ≤ r − 1.
Estimation of the number of τ -injective equivalence classes
In this section we show how to estimate the number of non-equivalent LFTs that are τ -injective, for some τ ∈ N, by generating LFTs at random. Subsection 3.1. is devoted to explain how to implement an algorithm in Python to test if a given LFT is injective with some delay τ using the Sage system. In Subsection 3.2. we present an algorithm that, given a LFT, computes the size of its equivalence class. Finally, in Subsection 3.3. we explain how these algorithms can be used to get an approximated value for the number of τ -injective equivalence classes, i.e., the number of non-equivalent LFTs.
Checking if a LFT is injective with delay τ ∈ N
Let M = X , Y, S, δ, λ be a LFT over a field F defined by the structural matrices A, B, C, D and with structural parameters ℓ, m, n. Starting at a state s 0 and reading an input sequence x 0 x 1 x 2 . . ., one gets a sequence of states s 0 s 1 s 2 . . . and a sequence of outputs y 0 y 1 y 2 . . . satisfying the relations s t+1 = δ(s t , x t ) = As t + Bx t and y t = λ(s t , x t ) = Cs t + Dx t , for all t ≥ 0. Now, let
] is the ring of formal power series over F. Amorim et al [2] showed that
] are called, respectively, the free response matrix and the transfer function matrix of the transducer. In the same paper the authors also proved that
where f (z) = det(I −Az), and P ⋆ denotes the adjoint matrix of P . Consider the multiplicatively
S is a principal ideal domain, and z is its unique irreducible element, up to units, the SNF of every transfer function matrix H(z), with rank r, is of the form
where n i ≥ 0, for 0 ≤ i ≤ u; n u = 0 unless H(z) = 0, and u i=0 n i = r. We now restate the result [2] that gives two necessary and sufficient conditions for a transducer to be injective with some delay τ . We put n i = 0, ∀i > u. 
In Algorithm 1 one can read the definition of the function IsInjective, which tests if a LFT over F 2 , defined by its structural matrices, A, B, C, D, is τ -injective by checking condition (ii) of the previous theorem.
Algorithm 1 Testing if a LFT over F 2 is injective with some delay τ .
In lines 4-7 the SNF of H(z) is computed as follows. It starts by using the Sage function elementary divisors to determine the invariant factors of
Since units are irrelevant in the SNF computation, and f (z) is a unit in F 2 [z] S , one can find the invariant factors of H(z) from the invariant factors of the matrix f (z)H(z) using the following straightforward result.
where z u is the biggest power of
Having this, and since the entries of the matrix f (z)H(z) belong to F 2 [z], the algorithm starts by defining the ring F 2 [z] (line 2), and z as a variable in that ring (line 3). The expression identity matrix(A.nrows()), as the name suggests, returns the identity matrix whose size is the number of rows of A, i.e., n. The matrix f (z)H(z) is then computed using the expression (1), and the algorithm uses functions adjoint and det, to compute the adjoint and the determinant of a matrix, respectively (line 5). The invariant factors of f (z)H(z) are computed using the function elementary divisors (line 6). Since to check if condition (ii) of Theorem 3.1 is verified one just needs to count the invariant factors of H(z) that are less or equal to z τ , we apply Proposition 3.2 in the algorithm by replacing z u with z τ +1 in expression (2) (line 7). The algorithm then returns True if the number of invariant factors of H(z) which divide z τ is equal to ℓ, i.e., is equal to the number of columns of the matrix B. It returns False otherwise.
Determining the size of equivalence classes
In a previous work [1] , it was proved that, given a LFT over F q , M, with structural matrices A, B, C, D and structural parameters ℓ, m, n ∈ N\{0}, the size of [M] ∼n is given by the following expression:
Algorithm 2 shows the definition of EquivClassSize that computes the size of an equivalence class using expression (3) for q = 2. This takes as input the structural matrices A, B, C, D, and the structural parameters ℓ, m, n are determined using functions nrows and ncols (lines 2-4).
To determine the value of r, it calls functions stack and rank. The first is used to create the LFT diagnostic matrix (lines 5-7), and the second is used to determine the rank of that matrix (line 8). The size of the equivalence class is then easily obtained through a loop (lines 9-12).
Algorithm 2 Determining the size of equivalence classes. for j in {1, . . . , n − 1} :
for j in {0, . . . , r − 1} :
Computing an approximated value for the number of τ -injective equivalence classes
Let E be the set of equivalence classes of LFTs over F q with structural parameters ℓ, m, n. Let I τ ⊆ E be the set of the τ -injective equivalence classes, i.e.,
One wants to estimate |I τ |.
It is easy to generate random LFTs because, given a triple of structural parameters, one just needs to generate structural matrices A, B, C, D with the appropriate sizes. Using the method described in Subsection 3.1., it is also possible to test if a LFT is injective with some delay τ . Hence, one can get an approximated value for |I τ | with simple random sampling, as we will see in the remaining of this subsection.
Let L ℓ,m,n be the set of LFTs with structural parameters ℓ, m, n. Let R be a multiset of randomly generated LFTs in L ℓ,m,n , and η E the number of occurrences in R of transducers that belong to a class E ∈ E. Let p E be the probability that a LFT in L ℓ,m,n is in the class E ∈ E, that is,
is an approximated value for p E , and that the larger the sample size |R|, the better will the approximation be.
Take E ∈ E, and let:
Trivially,
Consequently,
Since, obviously, M ∈ E if and only if E = [M] ∼n , one has
Therefore we can get an approximated value for |I τ | using a simple function as the one presented in Algorithm 3.
Algorithm 3
Estimating the number of non-equivalent LFTs. The function EstCountInjective takes as input the sample size, represented by the variable nr, the structural parameters ℓ, m, n, and the delay τ . It calls the following three functions:
• RandomLFT: a function such that, given the parameters ℓ, m, and n, returns matrices A ∈ M n,n (F 2 ), B ∈ M n,ℓ (F 2 ), C ∈ M m,n (F 2 ), and D ∈ M m,ℓ (F 2 ), whose entries were uniformly randomly generated;
• IsInjective: the function defined in Subsection 3.1.;
• Probability: a function such that, given the structural matrices of a LFT, M, it returns p [M ]∼ using the function EquivClassSize presented in Subsection 3.2..
Given an input, the algorithm starts by initializing the variable count with the value 0 (line 2). Then, at each iteration of the loop, generates a LFT, let us say M, and if M is injective with delay τ it adds, to the variable count, the value of µ [M ]∼ (lines 3-6). This way, when the loop is finished, one has count = M ∈R µ [M ]∼ , where R is the set of the nr random generated LFTs. It returns count/nr, that is, an estimate for |I τ |.
Estimating the percentage of τ -injective equivalent classes
In this section, we first deduce a recurrence relation that, given ℓ, m, n ∈ N \ {0}, counts the number of canonical LFTs over F q with structural parameters ℓ, m, n. Then we show how to estimate the percentage of τ -injective equivalence classes.
Let ℓ, m, n ∈ N \ {0}, and consider the following notation:
• L ℓ,m,n denotes the total number of LFTs over F q in L ℓ,m,n ;
• T ℓ,m,n denotes the number of trivial LFTs over F q in L ℓ,m,n ;
• mL ℓ,m,n denotes the number of non-trivial LFTs over F q in L ℓ,m,n that are minimal;
• mL ℓ,m,n denotes the number of non-trivial LFTs over F q in L ℓ,m,n that are not minimal;
• C ℓ,m,n denotes the number of canonical LFTs over F q in L ℓ,m,n .
It is obvious that L(ℓ, m, n) = T(ℓ, m, n) + mL(ℓ, m, n) + mL(ℓ, m, n).
The number of trivial transducers is easy to find: since a LFT is trivial when C = 0, the entries of the other matrices (A, B, and D) can take any value and, therefore,
The set of non-trivial LFTs in L ℓ,m,n that are minimal is formed by the equivalence classes that have a canonical LFT. Notice that, from Theorem 2.11, those classes all have the same cardinality. Let EC(n) be the size of the equivalence class [M] ∼n , where M is a canonical transducer in L ℓ,m,n . Then, also from Theorem 2.11, EC(n) = n−1 i=0 (q n − q i ). Therefore,
Now, let us see how to determine mL(ℓ, m, n) for all ℓ, m, n ∈ N \ {0}.
For n = 1, all the non-trivial LFTs are canonical. Therefore mL(ℓ, m, 1) = 0, and
For n = 2, mL(ℓ, m, n) is the number of transducers in L ℓ,m,2 that are equivalent to transducers in L ℓ,m,1 . Theorem 2.11 tells us a way to compute the number of LFTs in L ℓ,m,n 2 that are equivalent to minimal transducers in L ℓ,m,n 1 , for n 2 ≥ n 1 . Let NM(ℓ, n 1 , n 2 ) be that value, that is, NM(ℓ, n 1 , n 2 ) =
For n = 3, the set of non-minimal LFTs if formed by the LFTs that are equivalent to minimal transducers in L ℓ,m,1 , and the ones that are equivalent to minimal transducers in L ℓ,m,2 . Therefore,
This process can be generalized to get:
Therefore, given ℓ, m, n ∈ N \ {0}, the number of canonical LFTs with structural parameters ℓ, m, n satisfies the following recurrence relation:
We define CountCT (Algorithm 4) taking as input a triple ℓ, m, n ∈ N \ {0}, and using the previous recurrence relation to compute the number of canonical LFTs with structural parameters ℓ, m, n. It starts by checking if n = 1 and, if that is true, it computes C(ℓ, m, 1) using expression (5) (lines 2-3). If n ≥ 2, it computes EC(n), L(ℓ, m, n), T(ℓ, m, n) and mL(ℓ, m, n) using the expressions given above.
Algorithm 4
Counting the number of canonical LFTs. for i in {0, . . . , n − 1} :
T T = 2 * * (n * * 2 + l * (m + n))
10
T N M = 0
11
for i in {1, . . . , n − 1} :
for j in {0, . . . , i − 1} :
The function CountCT computes the exact number of canonical LFTs which have structural parameters ℓ, m, n ∈ N \ {0}. Thus, it can be used to count the exact number of equivalence classes that contain at least one LFT with strucural parameters ℓ, m, n. Given a triple ℓ, m, n ∈ N\{0}, one just needs to sum up the number of canonical LFTs that have structural parameters ℓ, m, n ′ , for n ′ ≤ n. Since the function EstCountInjective defined in Algorithm 3 gives an approximate value for the number of equivalence classes of LFTs with structural parameters ℓ, m, n ∈ N \ {0} that are τ -injective, we can obtain, using these two functions, an estimated value for the percentage of τ -injective equivalence classes. The function EstPercInjective (Algorithm 5) implements this process. 
Experimental results
In this Section we present some experimental results on the number of ω-injective and τ -injective equivalent classes of LFTs over F 2 , for some values of τ ∈ N. Recall that if a LFT is τ -injective for some τ ∈ N, then it is ω-injective.
For each triple of structural parameters ℓ, m, n, with ℓ ∈ {1, . . . , 5}, m = 5 and n ∈ {1, . . . , 10}, we uniformly randomly generated a sample of 20 000 LFTs. With these samples we estimate the number of τ -injective equivalence classes, for τ ∈ {0, 1, . . . , 10}, using EstCountInjective defined above (Algorithm 3). The total number of equivalence classes was obtained using the recurrence relation to count canonical LFTs. Then, using the previous results, we computed an approximated value for the percentage of τ -injective equivalence classes of LFTs. The size of each sample is sufficient to ensure the statistical significance with a 99% confidence level within a 1% error margin. The sample size is calculated with the formula N = (
2 , where z is obtained from the normal distribution table such that P (−z < Z < z)) = γ, ǫ is the error margin, and γ is the desired confidence level.
In Table 1 , we present the approximated values for the number of 10-injective equivalence classes when m = 5, and n, l range in {1, . . . , 10} and {1, . . . , 5}, respectively. We chose to show the results for τ = 10 because this value is large enough to draw conclusions about the number of ω-injective equivalence classes. From the results obtained, one can observe an exponential growth on the number of 10-injective equivalence classes, as n and ℓ increase. Consequently, the number of ω-injective equivalence classes also grows exponentially. The results on the percentage of τ -injective equivalence classes are exhibited in Tables 2-5 . Each of these tables presents the approximated percentage for a given value of ℓ ∈ {2, . . . , 5}, while n and τ range in {1, . . . , 10} and {0, 1, . . . , 10}, respectively. Table 2 :: Approximated percentage value for ℓ = 2 and m = 5.
In Table 2 we present the results for ℓ = 2. The results show that, in this case, when n increases, there is a significant increase in the percentage of τ -injective LFTs, for τ ≥ 1. Nonetheless, when n = 1 the percentage of 1-injective (and consequently ω-injective) LFTs is already very high (above 95%). This suggests that, in this case, there is also a very high probability of a uniform random generated LFT be ω-injective.
The results for ℓ = 3, presented in Table 3 , also show a significant growing of the values with n. A more careful observation of the column τ = 10, allow us to conclude that when n ≥ 3 = ℓ, the percentage of ω-injective LFTs is above 95%. Table 3 :: Approximated percentage value for ℓ = 3 and m = 5.
In Tables 4 and 5 we present the results for ℓ = 4 and ℓ = 5, respectively. Again, the percentage of ω-injective LFTs is quite high for n ≥ ℓ. Observing all the tables, it can be noticed that the approximated percentage value, specially for low values of n, suffers a big reduction when ℓ increases from 1 to 5. However, the growth, as a function of n, is much steeper for higher values of ℓ. This ensures that, for a not so large value of n, the percentage of ω-injective LFTs is very high. Therefore, if one uniformly random generates LFTs, it is highly probable to get ω-injective ones.
We give here the results of an additional experiment, taking ℓ = m = 8, n ∈ {1, . . . , 10} and τ ∈ {0, 1, . . . , 10}. The percentages of τ -injective LFTs obtained are presented in Table 6 .
Again, for values of n slightly larger than ℓ and m, one can see that the percentage of ω-injective LFTs is very high. Table 6 :: Approximated percentage value for ℓ = 8 and m = 8.
Conclusion
We presented a way to get an approximated value for the number of non-equivalent LFTs that are injective with some delay τ . We also give a recurrence relation to determine the number of canonical LFTs, and show how to get an approximated value for the percentage of equivalence classes formed by injective LFTs.
From the experimental results presented in the previous section we may draw two very important conclusions. First, that the number of injective equivalence classes is very high and seems to grow exponentially as the structural parameters ℓ and n increase. This implies that a brute force attack to the linear part of the key space may not be feasible. Second, that the percentage of equivalence classes of ω-injective LFTs, with structural parameters ℓ, m, n, is very high, for values of n slightly larger than ℓ and m. The LFTs used in Cryptography satisfy the condition n = hℓ + km, where h, k ∈ N \ {0}, which guarantees that n is large enough so that there is a very high percentage of ω-injective LFTs of that size. Therefore, random generation of LFTs is a feasible option to generate keys.
These results constitute an important step towards the evaluation of the key space. A similar study is required for the non-LFTs used in the FAPKCs.
