Abstract-ABC (Artificial Bee Colony) is one of the most recent nature inspired algorithm (NIA) based on swarming metaphor. Proposed by Karaboga in 2005, ABC has proven to be a robust and efficient algorithm for solving global optimization problems over continuous space. In this paper, we propose a modified version of the ABC to improve its performance, in terms of converging to individual optimal point and to compensate the limited amount of search moves of original ABC. In modified version called Dichotomous ABC (DABC), the idea is to move dichotomously in both directions to generate a new trial point. The performance of the proposed algorithm is analyzed on five standard benchmark problems and also we explored the applicability of the proposed algorithm to estimate the parameters of software reliability growth models (SRGM). The proposed algorithm presents significant advantages in handling variety of modeling problems such as the exponential model, power model and Delayed S Shaped model.
INTRODUCTION
In the past few decades several nature inspired algorithms (NIA) have emerged for solving global optimization problems. NIA algorithms may be classified as the ones based on natural evolution, commonly known as Evolutionary Algorithms (EA) and the ones that are based on behavioral pattern displayed by various species, particularly the ones that live in groups (or swarms). Evolutionary Algorithms (EAs) are optimization techniques based on the concept of a population of individuals that evolve and improve their fitness through probabilistic operators like recombination and mutation. These individuals are evaluated and those that perform better are selected to compose the population in the next generation. After several generations these individuals improve their fitness as they explore the solution space for optimal value. Some popular EA are Genetic Algorithms (GA) [1, 2] , Evolutionary Strategies (ES) [3] , Evolutionary Programming (EP) [4 -7] , Differential Evolution (DE) [8, 9] etc.
In the present study, the focus is on ABC, which is one of the recently proposed NIA. ABC follows the analogy of the sociocooperative behavior demonstrated by honey bees in their search for nectar. A brief overview of the working of ABC algorithm is given in Section II. ABC has been successfully applied for solving a variety of real life and benchmark problems. Its comparison with the contemporary algorithms has shown its competence in dealing with different types of problems [10 -17] . The remaining of paper is organized as follow. In section III, a brief overview of software reliability growth models is discussed. Section IV, introduces the proposed DABC algorithm. Parameter settings for the algorithm, the considered benchmark problems and the criteria for the comparison of the algorithms are given in section V. The simulation results obtained are presented and discussed in section VI. Finally, the paper concludes with section VII.
II.
OVERVIEW OF ARTIFICIAL BEE COLONY ABC, as pointed out in the previous section, is one of the most recently defined NIA algorithms. It was proposed by Dervis Karaboga, Erciyes University of Turkey in 2005 [18] . ABC is motivated by the intricate and disciplined behavior displayed by honey bees [19 -22] . In ABC system, artificial bees fly around in the search space, and some (employed and onlooker bees) choose food sources depending on the experience of themselves and their nest mates and adjust their positions. Some (scouts) fly and choose the food sources randomly without using experience. If the nectar amount of a new source is higher than that of the previous one in their memory, they memorize the new position and forget the previous one. Thus, ABC system combines local search methods, carried out by employed and onlooker bees, with global search methods, managed by onlookers and scouts, attempting to balance exploration and exploitation process. In order to introduce the model of forage selection that leads to the emergence of collective intelligence of honey bee swarms, the three essential components: food sources, unemployed foragers and employed foragers are described as [20] :
Food Sources (A and B in Figure 2 ): For the sake of simplicity, the "profitability" of a food source can be represented with a single quantity. In our function optimization problem, the position of a food source represents a possible solution to the optimization problem and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. Unemployed foragers: If it is assumed that a bee have no knowledge about the food sources in the search field, bee initializes its search as an unemployed forager. There are two types of them, scouts and onlookers. Their main task is exploring and exploiting food source. At the beginning, there are two choices for the unemployed foragers: (i). it becomes a scout or (ii). it becomes a onlooker. Figure 2 ): randomly search for new food sources without any knowledge around the nest. The percentage of scout bees varies from 5% to 30% according to the information into the nest. [23] Onlookers(R in Figure 2 ): The onlookers wait in the nest and search the food source through sharing information of the employed foragers, and there is a greater probability of onlookers choosing more profitable sources. Employed foragers: They are associated with a particular food source which they are currently exploiting. They carry with them information about this particular source, the profitability of the source and share this information with a certain probability. After the employed foraging bee loads a portion of nectar from the food source, it returns to the hive and unloads the nectar to the food area in the hive. There are three possible options related to residual amount of nectar for the foraging bee.
Scouts (S in
• If the nectar amount decreased to a low level or exhausted, foraging bee abandons the food source and become an unemployed bee.(UF in Figure 2 ) • If there are still sufficient amount of nectar in the food source, it can continue to forage without sharing the food source information with the nest mates.(EF2 in Figure 2 ) • Or it can go to the dance area to perform waggle dance for informing the nest mates about the food source. (EF1 in Figure 2 ), as is shown in Figure 1 . In this way, the bees finally can construct a relative good solution of the optimization problems. 
Where k ∈ {1,2,…,NP} and j ∈{1,2,…D} are randomly chosen indexes; k has to be different from i; ij is a random number in the range [-1, 1]. 6. Apply the greedy selection process between X ij,G and V ij,G .. 7. Calculate the probability values P i for the solutions X ij,G by means of their fitness values using the equation:
In order to calculate the fitness values of solutions the following equation is employed:
Normalize P i values into [0, 1] 8. Produce the new solutions (new positions) V ij,G for the onlookers from the solutions X ij,G , selected depending on P i , and evaluate them. 
where min j and max j are lower and upper bounds respectively. 11. Memorize the best food source position (solution) achieved so far. 12. Cycle = Cycle+1 13. until cycle= Maximum Cycle Number (MCN)
III. SOFTWARE RELIABILITY GROWTH MODELS
Software reliability is defined as the probability of failure free operation of a computer program in a specified environment for a specified period of time [25] . Failure process modeling represents a challenge because of the various nature of faults discovered and the methodologies to be used in order to isolate the faults [26, 27] . In the past three decades, hundreds of models were introduced to estimate the reliability of software systems [28 -30] .
A. Exponential Model (EXMP)
This model is known as a finite failure model was first provided in [31] . 
B. Power Model (POWM)
The model objective is to compute the reliability of a hardware system during testing process. The model is based on the non-homogeneous Poisson process model. The Power model was provided in [32] . The equations which govern the relationship between the time t and both (t; ) and (t; ) are: 
C. Delayed S-Shaped Model (DSSM)
The model represents a learning process since some improvement was added to the exponential model based the growing experience of the project team. This model describes the software reliability process as a delayed S-shaped model [33] . This model is also a finite failure model. The system equation for (t; ) and (t; ) are: 
The BRO method searches both in forward and in reverse direction. This method expresses that if movement in the forward direction does not improve value of fitness/cost function, with a high probability, reverse movement improves value of fitness/cost function. In the proposed DABC, concept of BRO is used while producing new food source positions. In the new stage, if forward movement, in ABC algorithm, does not improve value of fitness/cost function i.e. ) ( ) (
the reverse movement, will be checked as:
On other words, the DABC presents an inversion of the search direction by changing the sign. So a new offspring by this new donor member generates and while its fitness was better than fitness of current member, it is replaced with new offspring. The limit is taken 100.Random numbers are generated using inbuilt function rand() in DEVC++. In order to minimize the effect of the stochastic nature of the algorithms on the metric, the reported NFE or MCN for each function is the average over 30 trials. The maximum number of function evaluations is set 10 6 . In every case, a run was terminated when an VTR is equals to 10 -6 was reached or when the maximum number of function evaluation was reached. All algorithms are executed on Pentium IV, using DEV C++.
VI. EXPERIMENTAL RESULTS AND DISCUSSION

A. Benchmark Problems
The proposed DABC algorithm is validated on a set of five benchmark problems having different dimensions and performances in terms of best and mean fitness function values, standard deviation (SD), shown in Table I , average number of function evaluations (NFE) and time taken are compared with the ABC, shown in Table II . These parts demonstrate that the proposed concept can improve the performance ABC. In order to compare convergence speeds, we use the acceleration rate (AR) which is defined as follows, based on the NFEs for the two algorithms ABC and DABC:
Where AR >1 means DABC is faster. From the Table II Figure 3 .
B. Test/Debug data for estimating the parameters of software reliablity growth models A field report data was developed to measure system faults during testing in a real-time application [34] . The software system consists of 200 modules with each having one KLOC of FORTRAN. DABC is used to find the best parameters to tune the exponential model, power model and Delayed SShaped model. A Test/Debug data set of 111 measurements presented in [35] was used for the experiments. RMSE criterion is used to measure the performance of the proposed DABC. RMSE is frequently used to measure differences between values predicted by a model or estimator and the values actually observed from the thing being modeled or estimated. It is just the square root of the mean square error as shown in equation given below:
Where y i represents the i th value of the effort, ŷ is the estimated effort and N is the number of measurements used in parameter estimation of growth models. The convergence graph of the three growth models are shown in Figure 4 . The computed parameters and RMSE (training & testing) of all the three software reliability growth models using ABC and proposed DABC algorithms are given in the Table III & IV Figure 4 . Actual and accumulated failures for the three growth models using test/debug data (111 Measurements) [30] VII. CONCLUSION In this paper the modified version, the DABC, to improve performance of algorithm, was used from bidirectional optimization and applied successfully on 5 benchmark functions. Non-parametric analysis of results demonstrated that the proposed methods have a better success rate than original ABC. Further we have applied the proposed algorithm to estimate the parameter of software reliability models (i.e. exponential model, power model and S-shaped model).The estimated model parameters were used to predict the faults in a software system during the testing process.
