A series of classical studies in non-human primates has revealed the neuronal activity patterns underlying decisionmaking. However, the circuit mechanisms for such patterns remain largely unknown. Recent detailed circuit analyses in simpler neural systems have started to reveal the connectivity patterns underlying analogous processes. Here we review a few of these systems that share a particular connectivity pattern, namely mutual inhibition of lateral inhibition. Close examination of these systems suggests that this recurring connectivity pattern ('network motif') is a building block to enforce particular dynamics, which can be used not only for simple behavioral choice but also for more complex choices and other brain functions. Thus, a network motif provides an elementary computation that is not specific to a particular brain function and serves as an elementary building block in the brain.
Introduction
Animals are routinely faced with the challenge of responding to available sensory information with an appropriate action that increases their chances of survival. One aspect of this challenge lies in the uncertainty of stimulus information [1] . In nature, animals are exposed to multiple and often competing sensory stimuli, each of which potentially calls for a different action. Even with respect to a single stimulus, it is often necessary to decisively categorize the stimulus so as to choose the appropriate action.
A series of classical studies in non-human primates has revealed the dynamics of neurons underlying such decision-making processes [2, 3] . This inspired biophysical models that suggest potential circuit mechanisms [4] [5] [6] [7] .
However, the experimental evidence for these circuit mechanisms is still largely absent.
Recent detailed circuit analyses in simpler systems have started to reveal connectivity patterns involved in analogous processes [8 ,9,10 ,11 ]. Here we review a few of these systems and note that they share a common connectivity pattern, namely mutual inhibition of lateral inhibition. Close examination of these systems further suggests that this connectivity pattern is a building block that enforces particular neuronal dynamics, and provides an elementary computation that can be used not only for simple behavioral choice but also for other brain functions. Such recurring patterns of interconnections in complex networks are often referred as network motifs [12] and have been shown to perform specific elementary computations in transcriptional networks [13] . Our review provides a concrete example of a 'network motif' in the nervous systems that performs a specific elementary computation and further suggests that 'network motifs' provide a useful level of abstraction to understand and communicate about circuit mechanisms in the brain.
A circuit mechanism for a two-alternative behavioral choice: mutual inhibition of lateral inhibition
The fast escape response in fish is a simple form of twoalternative behavioral choice [14] . To escape away from a potential predator (stimulus), fish choose the side of the initial large body bend based on the direction of the stimulus with respect to its own position [15] . However, in natural conditions, the direction of a stimulus is often ambiguous. For example, an auditory stimulus will enter both ears and the fish must choose which side to escape to based on possibly a small difference in the inputs from the two ears. How is this accomplished in the brain? Thanks to the relatively simple circuit organization controlling this behavior, experiments by Koyama and colleagues have provided insights into the underlying circuit mechanisms [8 ] . The critical component of this circuit is a pair of large hindbrain descending neurons called Mauthner cells (M-cells) [14] (Figure 1a) . A single action potential in one M-cell elicits the initial large body bend of escape by directly activating contralateral spinal motoneurons. Thus, the direction of escape is, to a large extent, determined by which M-cell spiked. In the auditory pathway, each M-cell directly receives excitatory inputs from the ipsilateral auditory nerve. However, inhibitory inputs come from both sides through bilaterally projecting feedforward inhibitory neurons (FF neurons). This suggests that the balance of ipsilateral and contralateral inhibition may play a key role in the decision of escape direction.
By making triple whole-cell recordings of an FF neuron and bilateral M-cells, Koyama and colleagues showed that FF neurons inhibit the contralateral M-cell more strongly than the ipsilateral one [8 ] . Biophysical simulations indicated that, at the level of postsynaptic potentials in M-cells, this lateral inhibition can accentuate the difference between the two sides. However, the simulations also indicated that strong bilateral stimulation recruits a large number of FF neurons from both sides and prevents both M-cells from firing. This is obviously an undesirable outcome as this means that the fish will fail to escape in response to a stimulus strongly activating inputs on both sides. Inspired by previous modeling studies [6, 7, 16] , when Koyama and colleagues introduced mutual inhibition between bilateral FF neurons, the model showed that the correct M-cell could fire across a broad range of stimulus strengths. In essence, mutual inhibition between FF neurons limits the total number of recruited FF neurons and reflects the signal difference between the two sides as the difference in the number of recruited FF neurons on each side, which is further relayed to M-cell by lateral inhibition. Koyama and colleagues experimentally confirmed the existence of mutual inhibition between FF neurons by making paired whole-cell recordings. Furthermore, by plasma-mediated ablation of FF neurons on one side, they tested the model's prediction that this manipulation should increase the likelihood of escape response to the ablated side. Indeed, they observed such bias in the ablated fish. Thus, a simple connectivity pattern composed of mutual inhibition of lateral inhibition plays a key role in a simple behavioral choice.
Interestingly, FF neurons in the escape circuit are part of a larger group of bilaterally projecting inhibitory neurons in the hindbrain. These neurons are spatially clustered to a stripe-like structure in the lateral part of the hindbrain where multiple sensory afferents innervate [17, 18] . This raises the possibility that these neurons may compute the signal difference between left and right sensory inputs for other hindbrain circuits as well and serve as a general component for two-alternative behavioral choices.
Parallelizing mutual inhibition of lateral inhibition for multiple-choice selection
The simple connectivity pattern described above was used in a simple two-alternative behavioral choice in the context of escape behavior in larval zebrafish. Recent work in the ventral nerve cord of the fly larva used EM connectomic data to reveal a similar connectivity pattern [10 ] . Here too, the pattern appears to mediate simple two-alternative behavioral choice. The question then arises, can this connectivity also be for selection from multiple choices? A series of studies in the tectum of barn owl suggest that it can.
The tectum (superior colliculus in mammals) is known for its role in orienting an animal towards the most salient stimulus in the environment [19, 20] . A group of tectal neurons shows a response that correlates with this selection process: their activity abruptly transitions from low to high level when the stimulus in the receptive field becomes the strongest in the environment [21] . Thus, these neurons encode the most salient stimulus irrespective of actual stimulus strength. This switch-like response is largely shaped by GABAergic neurons in the midbrain nucleus called Isthmi Pars Magnocellularis (Imc) (Figure 1b) . Anatomical studies indicate that Imc neurons receive coarse topographical input from tectum output neurons and then project back to the tectum output layer globally, except to the portion that provided input (Figure 1b) [22, 23] . This feedback connection effectively provides global lateral inhibition. Furthermore, Imc neurons also have diffuse axon collaterals within Imc and provide global mutual inhibition [9, 22] . Thus, mutual inhibition of lateral inhibition, the pattern also observed in the escape circuit, is repeated in parallel to tile the whole visual field (Figure 1b ). Mysore and Knudsen incorporated such organization in their model and found that the model indeed can reproduce switch-like responses [16] . Consistent with the model, pharmacological inactivation of Imc leads to the loss of competitive inhibition in the tectum [24, 25] . Thus, a similar, but parallelized connectivity pattern is used in this brain region for the selection of the most salient stimulus from among multiple stimuli in the environment. This provides a concrete example that this connectivity can be extended for multiple-choice selection.
A general role for mutual inhibition of lateral inhibition: a building block for point attractor dynamics?
So far we reviewed two systems where mutual inhibition of lateral inhibition plays a role in the selection of action based on the relative strengths of 2 or more inputs. Interestingly, a similar connectivity pattern also appears in the retinal circuit for processing the direction of motion and plays a role in making sensory processing more reliable against noise, suggesting that this connectivity pattern underlies an elementary computation that is common to all these systems.
The retinal circuit contains a group of interneurons called starburst amacrine cells (SAC) that plays a key role in shaping the direction selectivity of a group of output neurons in the retina termed direction-selective ganglion cells (DSGC) [26] (Figure 1c) . SAC is unique in the sense that each dendrite functions as an independent processing unit, responding to a stimulus moving from proximal to distal dendrite and releasing GABA and acetylcholine from the distal end. SAC dendrites provide lateral inhibition to DSGC that respond to the direction of motion opposite to the preferred direction of SAC dendrites. Furthermore, SAC dendrites with the opposite direction selectivity show strong mutual inhibition. A recent study by Chen et al. looked at the effects of disrupting inhibitory inputs in SACs by knocking out GABA receptors selectively in SACs [11 ] . This abolished mutual inhibition between SACs in addition to other inhibitory inputs to SACs. Interestingly, they found that the ON response of DSGCs in the knockout mouse was significantly more disrupted than in the wild type when white noise stimulus was introduced in the background. Thus, mutual inhibition of lateral inhibition plays an important role in making motion processing in the retina more resilient against noise. This suggests that the computation performed by this connectivity pattern can be mapped to multiple brain functions. Indeed, one could consider this connectivity pattern as a building block for a point attractor network whose dynamics settle to a set of stable points [27] , leading to a particular action in the context of action selection or to a particular sensory representation in the context of sensory processing (Figure 2 ). This kind of attractor dynamics has been hypothesized to underlie various brain functions such as categorization, noise reduction, pattern completion and associative memory [27, 28] (Figure 2 ). This is consistent with the functions of the circuits listed here and further suggests that our connectivity pattern of interest may exist broadly in the nervous system to provide for an elementary computation.
Can this connectivity pattern be used for more deliberate and prolonged behavioral choice?
Although the examples above suggest that mutual inhibition of lateral inhibition is widely used in the nervous system from sensory systems to motor systems, it remains to be seen if similar circuit mechanisms play a role in a deliberate and prolonged decision processes. The computations performed in the above examples occur over a short timescale (lasting from tens of milliseconds to a few hundred milliseconds), suggesting that this connectivity alone probably cannot mediate deliberate and prolonged decision processes. Here, we discuss possibilities to extend the time constant of a system that uses the same connectivity pattern.
One possibility is to prolong the time constant of intrinsic and synaptic properties. In larval zebrafish, late-born hindbrain and spinal neurons have longer membrane time constants compared to early-born neurons due to their higher input resistance [29, 17] . This raises the possibility that the late-born hindbrain neurons similar to FF neurons in the escape circuit may contribute to more prolonged behavioral choices. Furthermore, a recent study in the hypothalamus showed that neurons expressing a particular sodium channel act as a near perfect integrator by making the decay time constant of postsynaptic potentials up to 10 times longer than the membrane time constant [30] . Thus, nervous systems have a way to extend the time constant of a system without changing the overall connectivity pattern.
A more likely way to extend the time constant even further is to incorporate recurrent connections, as is often the case for circuit models for deliberate decision making [4, 6, 7] . Notably, a recent study in the mouse showed that recurrent connections between the frontal cortex and the 72 Neurobiology of behavior thalamus underlie the persistent activity during a motor preparation task [31 ] . Furthermore, the same group very recently showed that discrete attractor dynamics (point attractor dynamics) underlie selective persistent activity in the frontal cortex during the motor preparation task [32 ] , suggesting the existence of circuit mechanisms underlying such dynamics including the one featured here.
Taken together, this connectivity pattern in principle could also underlie deliberate and prolonged decision processes.
Network motifs: building blocks for elementary computations?
The connectivity pattern featured here appears in multiple nervous systems [8 ,9,10 ,11 ] , supporting the existence of network motifs -patterns of connectivity that appears more frequently in nature than randomly connected networks [12, 33] -in nervous systems. Such network patterns have been shown to perform specific elementary computations in intracellular biochemical networks [13] . This is also suggested to be the case for cortical interneurons [34] . Here we provided a concrete example of a network motif in nervous systems that provides an elementary computation common to multiple brain regions. This further indicates that one could potentially simplify the understanding of a given brain function by decomposing it into a set of elementary computations, each mediated by a distinct network motif. Admittedly, this type of reasoning has some caveats. One assumption is that the computation of a given network motif is maintained even when constituent neurons change their temporal properties. Another assumption is that one could safely combine network motifs without changing their computations. These assumptions may not hold true for all cases, which leads to the suggestion that there may be higher-order structures governing the combinations of these properties [35] . It is also important to note that there may be multiple network motifs that perform similar computation but perhaps with distinct characteristics as in the case of intracellular biochemical networks involved in adaptation [36, 37] . In any case, we suspect that the concept of a network motif will become more pervasive in neuroscience as it provides a lexicon for effectively exchanging insights on circuit mechanisms from various nervous systems.
Prospects
Close examination of multiple systems involved in simple behavioral choices revealed a common network motif used to enforce particular dynamics that can be mapped not only to behavioral choice but also to other functions. Given recent advances in EM connectomics that allow one to reconstruct circuit diagrams in a high-throughput way [38, 39 ] , it is likely that we will find many more concrete examples of recurring connectivity patterns in the nervous systems. Indeed, Jovanic et al. identified two connectivity patterns involved in behavioral sequence through EM connectome [10 ] . It would be interesting to see if other circuits involved in behavioral sequence contain similar connectivity patterns. However, a static circuit diagram alone is insufficient to understand the computation of a given motif. Methods to manipulate connections between specific sets of neurons will allow us to directly assess the computation of a given motif. Highthroughput techniques to assess other important information such as spiking activity, synaptic properties and intrinsic properties will be also very valuable to understand computation in large-scale networks. Hopefully, the current pace of technological innovations will continue and ultimately allow us to understand brain functions as a set of elementary computations mediated by distinct network motifs.
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