Abstract-In this work it is shown the dynamical behavior of driven complex variable oscillators on Lyapunov diagrams, through the computation of the Lyapunov exponents spectrum. Here, we consider the largest and the second largest exponents on Lyapunov diagrams to identify regions of chaotic, quasi-periodic and periodic behaviors. In these diagrams we show the coexistence of limit cycles, chaotic attractors and 2-tori. Periodic and quasi-periodic structures embedded in chaotic regions are also observed on the Lyapunov diagrams.
Introduction
The sensitive dependence on initial conditions is a signature of chaotic behavior (Sprott, 2003) . Nowadays in the literature, a well accepted invariant measure that identifies the chaotic motion in nonlinear systems is the Lyapunov exponents (LEs) (Wolf et al., 1985; Eckmann et al., 1986; Marshall and Sprott, 2009 ). More recently, a growing interest is in the analysis of the LEs on Lyapunov diagrams, where we associate colors for the largest and the second largest exponent varying simultaneously two system's parameters (Rech, 2011; Bonatto et al., 2011; Gallas, 2010; Albuquerque et al., 2008; Celestino et al., 2011; Oliveira and Leonel, 2013; Medeiros et al., 2013; Freire et al., 2012; Zou et al., 2010; Stoop et al., 2012; Stegemann et al., 2011) . Motivated by recent works of Marshall and Sprott (Marshall and Sprott, 2009; Marshall and Sprott, 2010) , where were proposed simple oscillators with complex variable z that present chaotic behavior, we carry out, in this work, numerical studies of three most representative complex oscillators proposed by Marshall and Sprott (2009) , with the introduction of another parameter, A. Below, we show the three equations in the z complex variable, the systems (1), (2), and (3).
wherez is the complex conjugate of z. Using the explicit form z = x + iy, for the real variables x and y, we rewrite the non-autonomous systems (1), (2), and (3) as the following autonomous three-dimensional systems,
(4)
The main goal here is to construct the Lyapunov diagrams for the systems (4), (5), and (6), varying the parameter pairs (A, Ω) in a grid of 500 × 500 values of parameters. For each pair we calculate the LEs using the algorithm proposed by Wolf et al. (1985) solving the equations by the four-order Runge-Kutta method with time step 1.0 × 10 −3 and 5.0 × 10 6 iterations to estimate the LEs for each one of the 2.5 × 10 5 points in the Lyapunov diagrams. The initial conditions were always initiated at (0, −0.5, 0), except for the system (6). As observed by Marshall and Sprott (2009) , these systems present multistability regarding with the initialization of the systems, therefore, we choose initiate the systems always with the same above initial conditions, for each pair of parameters. The Lyapunov diagrams are constructed with the parameters in each axis and LEs values codified in a colors range. In Section 2 we show the Lyapunov diagrams of the systems (4), (5), and (6), with bifurcation diagrams and attractors, and discussions concerning the results. Section 3 is brief summary.
The Lyapunov Diagrams
In this section we initiate with the analysis for the system (4). Figure 1 shows the Lyapunov diagram for the largest exponent of the LEs spectrum. Black regions identify periodic behavior, yellow and red ones chaotic behavior. A sequence of periodic structure is observed, where the hookshaped periodic structures organize themselves in a period-adding cascade, as they accumulate in the upper period-1 boundary of the diagram. The period-adding was also observed by Marshall and Sprott (2009) , but just analyzing attractors. This period-adding cascade and the upper periodic boundary can be better visualized in the bifurcation diagram of Fig. 2 , where it was constructed along the red line of Fig. 1 . Figure 3 shows some representative attractors of the periodic structures and chaotic regions. Other feature of the upper period-1 boundary, as can be observed in right side of the bifurcation diagram of Fig. 2 , is the bifurcation route to chaos by crisis, from decreasing values of Ω starting at 1.1. Similar hook-shaped periodic structures in chaotic regions were also observed by Viana et al. (2010) and Viana et al. (2012) , for a forced Chua's circuit. of periodic and chaotic behaviors, at least in the parameters range studied. However, a more rich dynamical behavior is shown by the system (5), where coexist in the same Lyapunov diagram, quasi-periodic, periodic and chaotic behaviors, as already observed by Marshall and Sprott (2009) . Figure 4 shows the Lyapunov diagram of the system (5) for the largest exponent of the LEs spectrum, and in Fig. 5 we show the Lyapunov diagram for the second largest exponent. The main reason to present these two Lyapunov diagrams for the two largest exponents of the LEs spectrum of the system (5) is to identify the regions of quasi-periodicity, periodicity and chaos. It is well known that for a three-dimensional system, the LEs spectrum has three values, and for each behavior of the system we can associate it with the signs of the three exponents. For example, for fixed points, the three exponents have negative values, for periodic behavior (limit cycles) one exponent has a null value and the last two have negative values. For quasi-periodic behavior (torus-2) two exponents have null values and the last one has negative value. Finally, for chaotic behavior one exponent has a positive value, one has a null value, and the last one has a negative value. Therefore, for the system (5) if the largest exponent of the LEs spectrum has null or positive value, in the Lyapunov diagram for this largest exponent (Fig. 4) will have black or yellow/red regions, respectively, and the system behavior will be quasi-periodic/periodic or chaotic, respectively. If the second largest exponent of the LEs spectrum for the system (5) has null or negative value, in the Lyapunov diagram for this sec- ond largest exponent (Fig. 5) will have black or white regions, respectively, and the system behavior will be quasi-periodic/chaotic or periodic, respectively. Summarizing, for the system (5) quasiperiodic behavior is identified by black regions in Fig. 4 and black regions in Fig. 5 . Periodic behavior is identified by black regions in Fig. 4 and white regions in Fig. 5 . Chaotic behavior is identified by yellow/red regions in Fig. 4 and black regions in With Figs. 4, 5, and 6 is possible to localize regions and structures of quasi-periodicity and periodicity embedded in chaotic regions. For example, the attractors 3, 4, and 5 are quasi-periodic attractors (or torus-2 attractors) and they coexist in regions with periodic attractor (limit cycles at- Table 1 we show some representative values of the LEs spectrum of the attractor of Fig. 6 with the goal to show the good accuracy that we have for compute the LEs spectrum and distinguish the quasi-periodic, periodic and chaotic behaviors on Lyapunov diagrams.
The last system analyzed was the system (6), for which we use the initial conditions (0, −0.7, 0) . Fig. 7 shows the Lyapunov diagrams for the largest exponent, where black regions are quasi- the bifurcation diagram along the solid blue line at A = 1 in Fig. 7 , and in Fig. 9 we show three attractors in different positions along the blue line in Fig. 7 . Three regions with distinct behaviors can be observed in the bifurcation diagram and corroborated by the attractors of Fig. 9 , namely periodic behavior (attractor 1), chaotic behavior (attractor 2), and quasi-periodic behavior (attractor 3). We observe that the quasi-periodic and periodic behaviors are indistinguishable on Lyapunov diagram for the largest exponent, because both have a null largest exponent (see the points 1 and 3 in Fig. 7 ). However, in the bifurcation diagram, Fig. 8 , the differences comes clear, once that the periodic behaviors appear as a set of points forming sharp thin lines (the region around the index 1), and quasi-periodic behaviors appear as a set of compact and dense points but with sharp borders (the region around the index 3) instead of chaotic behaviors, where the set of points is dense but not compact with unlimited borders (the region around the index 2). The quantitative differences appear in the LEs spectrum of these three attractors, as seen in Table 1 . An interesting pattern of periodic structures can be seen in the region inside the box A of Fig. 7 . The zooming of this box is shown in Fig. 10 , where a set of periodic structures with the same shape are seen. Fig. 11 shows a bifurcation diagram along the blue line of Fig. 10 that cross the two main periodic structures and a third one between the two. Fig. 12 shows the attractor indexed by the numbers 4 up Table 1 shows the LEs spectrum for the attractors 5 and 6. These attractors have a very complex topology, and in the bifurcation diagram, we can observe the high-periodicity of the attractors 4, 5, and 7. Observing the attractors 4 and 5, and their positions on the bifurcation diagram, it seems that a period-adding occurs from attractor 4 to attractor 5. 
Summary
By the use of the LEs spectrum, we constructed Lyapunov diagrams with the largest and the second largest exponent to show the rich dynamics of three driven oscillator models which the three differential equations with real variables can be described by a single differential equation with complex variable. The previously reported oscillators are one-parameter models, and in our work we introduced a new parameter, such that now the oscillators are two-parameter models. With this procedure was possible to study their dynamical behavior on Lyapunov diagrams. Varying simultaneously the two parameters (A, Ω) of the systems (1), (2), and (3), was possible to observe on the Lyapunov diagrams regions of quasi-periodicity and periodicity immersed in chaotic regions. The bifurcation diagrams were also used as well as the attractors to corroborate the assumptions provided by the Lyapunov diagrams.
The method of compute the LEs spectrum and study the dynamics of systems in the Lyapunov diagrams constructed with the largest and with the second largest exponent proved to be powerful to characterize the dynamics of nonlinear systems.
