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ABSTRACT 

Most of previous studies of were concentrated on data mining algorithms for type 2 
diabetes patients. This study aims to design and implement a data mining algorithm to 
assist doctors to diagnose and analyze type 1 diabetes patients' condition. In order to 
achieve the aim of this study, data of glucose of the diabetes patients have been 
collected first. Mainstream data mining algorithms have been then studied and 
compared through literatures review. A K-means algorithm has been initially selected 
to be applied to deal with diabetes patients' data. However, there are three 
disadvantages of the K-means algorithm: a) The performance of the K-means 
algorithm tightly relies on the order of input data. b) Outliers can determine the 
,I 
performance of the algorithm. c) The data samples which fall into the overlap are 
difficult to deal with. Therefore, fuzzy logic techniques have been introduced to 
coUaboratively work with the K-means algorithm. Experiments are to be carrying out 
in order to test and verify the proposed algorithm after the implementation of the 
software. The proposed algorithm and the software are going to be optimized in the 
nearly future. 
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CHAPTER 1. INTRODUCTION 

I 
1.1. Motivation 
As Type I diabetes does not have a cure at the present, the patients need to take good care all 
the time. The patients' glucose must be closely monitored every day. Insulin injection is then 
decided according to their glucose levels. Large datasets of the patients' glucose levels have 
been constructed through the monitoring. More information about Type I diabetes are 
expected to obtain though the analysis of the datasets. Clustering glucose data to identify 
patients' health conditions and further to find out patterns are of great interest in Type I 
diabetes patients care. Data mining is one of the methods for analyzing such dataset 
(Balakrishnan et at, 2008). The K-means algorithm is a powerful data mining method used for 
clustering. This research proposed a modified K-means algorithm and a fuzzy logic based 
clustering method for the purpose of glucose data clustering. 
The K-means algorithm deals with clustering problems. The original K-means algorithm has 
some drawbacks. Three most significant are in the following. First, it is sensitive to initial 
centroids. This means that if it is given the same input data but in different orders, the 
algorithm will produce different clusters at the end (Bisgin et at, 2007). Second, the outliers 
have much influence on the result of clustering. In term of Type I diabetes data analysis, these 
problems can result in mis-clustering which can lead to unreliable patterns. Third, data falling 
in the overlaps between clusters are considered belonging to one cluster according to the 
distance between them to the centres of the clusters overlapped. This leads to the lost of 
information about the transition of the patients' health conditions. 
10 
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This research aim at the resolves of the above mentioned problems to make the K-means 
algorithm suitable for analysing Type-I diabetes data. Looking at the entire dataset before 
applying K-means algorithm. and determining initial centroids according to the dataset make 
the initial centroids no longer the first few data samples that are fed into the algorithm. The 
initial centroids determined will be independent on the order in which data samples are 
imported. They also lead to the exposure of outliers. To solve the third problem, fuzzy logic 
can be used as this problem is actually a vagueness handling problem and fuzzy logic has been 
developed and used to handle vagueness. 
1.2. Aim and Objectives 
C12 
The aim of this research is to find solutions to the above mentioned problems of the original 
K-means algorithm in order to reliably clustering diabetes patients' glucose level data. The 
solutions will be integrated to form a modified K-means algorithm. Clustering with the new 
algorithm will not be affected by the order of input data in which they are fed into the 
algorithm and by outliers. The new algorithm will also be able to handle data samples that 
fall into overlaps between clusters so that information about patients health condition 
transition will not be lost. 
1 
A clustering software package will be developed in which the new algorithm will be I 
integrated. 1 
The objectives are in below: 
• To acquire the data from the database of hospital. 
11 
• 	 To review previous literatures in order to deeply understand data mining and its 
application on diabetes. 
• 	 To review classifying and fuzzy logic algorithms. 
• 	 To pre-process the data. 
• 	 To modified the K-means algorithm. 
• 	 To deal with the uncertainly points using fuzzy logic model. 
• 	 To apply the modified K-means with fuzzy logic algorithm to classify type I diabetes 
patients' glucose data. 
• 	 To implement the algorithm by visual C++ software. 
1.3. Structure of the Dissertation 
Chapter 2 provides a literature review on data mining techniques in the area of medicine. 
Eight data mining algorithms such as decision trees, decision rules, logistic regression, 
artificial neural networks, support vector machines, naIve Bayesian, Bayesian networks and 
K-nearest neighbors are discussed in Section 2.1. The K-means algorithm is introduced in 
Section 2.2. Fuzzy logic applied in clustering is introduced in Section 2.3. Section 2.4.1 
introduces the support vector machines algorithm that is applied in Type II diabetes. Section 
2.4.2 introduces support vector machines algorithm, artificial neural networks and decision 
trees algorithm used in coronary heart disease. Pathology of the Type I diabetes is shown in 
Section 2.5. 
Chapter 3 introduces the modified K-means algorithm. The two mam drawbacks of the 
original K-means algorithm are given in the beginning of this chapter. The first disadvantage 
is that the algorithm is sensitive to initial centroids. The second is that the algorithm is 
12 
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sensitive to outliers. The method to solve the first problem is given in Section 3.1. Section 3.2 
represents the method to separate the outliers. At the end of this chapter, comparison the 
results of mis-clustering rate of between the modified K-means algorithm and original K­
means algorithm are shown. 
Chapter 4 introduces a method using the fuzzy logic tool to deal with data samples in the 
overlap of two clusters. Section 4.1 introduces how the fuzzy logic deals with the vagueness 
in clustering. In previous work, the objective function of the K-means algorithm employee 
weight fuzzy average instead of distance to solve the data sample in the overlap. Section 4.2 
presents the fuzzy logic based approach to the handling of data samples in the overlaps. The 
approach considers the data which are adjacent to the data samples in question. The samples 
have higher membership degree to the cluster to which most of adjacent data belong to. The 
membership degree of a data sample is defined according to these closed data sequence. At 
the end of this chapter, the experimental results of fuzzy logic dealing with the points in the 
overlap are shown. 
Chapter 5 represents the results that the modified K-means algorithm with fuzzy logic applies 
in the dataset of Type I diabetes glucose. Section 5.1 introduces data pre-processing. Firstly, 
the features of the data are chosen to be applied to classify. Second, the dataset is divided into 
eight parts according to time series. The average value to replace the missing data is 
introduced at end of this section. Section 5.2 reports how the modified K-means is used to 
clustering the patients' glucose data. Firstly, the outliers are identified. Secondly, the process 
of initial centroids determination is introduced and results of initial centroids and radius are 
shown. Thirdly, the results of clustering are given. Section 5.3 shows the results of fuzzy 
logic based clustering approach on the dataset. The fuzzy sets of data samples which are in 
13 
the overlap of "Before lunch" are given. Section 5.4 analyses the results of mis-clustering. 
Eight tables of mis-clustering rate are shown at the end. 
Chapter 6 gives the conclusion and suggestion of further work. 
, ! 
" , 
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CHAPTER 2. LITERATURE REVIEW 
2.1. 	 Data Mining Algorithms 
Data mining is the process of taking useful patterns out from a set of observed data. Those 
useful patterns are used for describing the general properties of the observed data or making 
predictions based the observed data (Han and Kamber, 2006). In tradition, the tasks of data 
mining include classification (Freitas et aI, 1997), prediction (Hastie et aI, 2001), cluster 
analysis (Raymond et aI, 1994), outlier detection (Berkhin, 2002) and frequent patterns 
mining (Han et aI, 2007). The algorithms used for data mining can be classified into eight 
categories: 
• 	 Decision trees use recursive data partitioning to extract the most possible pattern of 

the observed data. The advantage of decision trees is that decision trees are well 

interpreted (Hastie et al., 2001). The disadvantage is that inappropriate partitions 

would degrade the performance of decision trees (Bishop, 2006). 

• 	 Regression models (Hastie et aI., 2001) are a set of statistical techniques used to I 
estimate the relationship between independent variables such as random variables and 

dependent variables. Regression models are usually divided into linear regression 

models and nonlinear regression models. In linear regression models, the relationships 

between independent variables and dependent variables are hypothesized as a set of 

linear functions. Linear regression models perform well on small data sets, while large 

data sets or outliers may degrade the performance ofthe models. Nonlinear regression 
 I 
models, on the other hand, the relationships between independent variables and 
dependent variables are hypothesized as a set of nonlinear functions. Compared to I 
linear regression models, nonlinear regression models perform well on large data sets. II 
15 
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However, the computational cost of nonlinear regression models is usually more 
expensive than linear regression models. 
• Neural networks (Bellazzi and Zupan, 2006) are a class of artificial intelligence-based 
data modeling algorithms. Compared to other sorts of algorithms, the advantage of 
neural networks is that these algorithms are able to deal with complex non-liner 
relationships. The disadvantages of neural networks include high sensitivity to the 
parameters, high computational cost and lack of interpretability. 
• Kernel methods (Elisseeff et aI, 2002) refer to a broad range of supervised learning 
algorithms in which training data are re-used in prediction/testing. At the training 
stage, inputs to a kernel method are used to estimate the parameters of a set of pre­
defined functions. At the prediction/testing stage, new inputs to kernel methods are 
classified or made a prediction of their outputs by using a similarity metric (also 
known as kernel function). The similarity metric measures the similarity of the current 
input and the training data. The current input is then classified into the class of a 
training datum if the current input has the maximum similarity with the training 
datum. The well known kernel methods include support vector machine (SVM) and 
Gaussian processes. Compared to other sorts of algorithms, kernel methods usually 
perform well on generalization and flexibility in data fitting due to the construction of 
the similarity metric. The disadvantage is the computational cost of kernel methods is 
usually expensive. 
• 	 NaIve Bayes (NB) classifier is a simple probabilistic algorithm based on Bayes 
theorem. Because NB classifier unreasonably assumes that the occurrence of each 
feature of a class is not related to any other features of the class, the performance of 
this classifier is weaker than most recent approaches. Therefore, the algorithm usually 
used as a baseline algorithm in comparative studies. 
16 
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• 	 Bayesian networks (Buntine, 1996) are probabilistic graphical models to express a 

joint probability distribution through a set of conditional probability distributions. The 

main drawbacks of this model lie in learning the graph structure. The algorithm 

requires a large data set. 

• 	 K-nearest neighbors algorithm are used to distinguish seen similar cases. The similar 

cases classified may be slow and requires the retrieval of a complete training set at the 

time of classification. 

2.2. Medical Data Mining 
Balakrishnan et al. (2008) argued that classification analysis may produce less accurate 	 -...~ '~1
<I :::::,
results if a training dataset contains irrelevant features/attributes. Data pre-processing is 	 - 1'· 
-~>.. · I
required to prepare the data for data mining and machine learning to increase the predictive 
" 
.' 
.. 
·1 
accuracy. Therefore, a NB based method was proposed to select features. 
The algorithm consists of two steps. On the first step, a feature relevance weight is assigned 
to each individual feature, The feature relevance weight is computed with a SVM based 
evaluation metric of attributes, The features are then sorted according to their feature 
relevance weights. On the second step, a backward search algorithm is used to remove the 
features with the lowest ranking from the current feature set on each of iterations, 
Table 2-1 shows an instance of the algorithm, On the first iteration, all the features are used 
for classification. The accuracy of classification on the first iteration is 76.3021%, The 
accuracy of the classifier shows a steady rise on the first four iterations. The features with 
lowest three rankings, namely a4, as and a8, have been removed from the feature set on the 
17 
first four iterations, The accuracy is then decreased in the folloWl'n 't t' 1 'h hg 1 era Ions a ong Wit t e 
eliminations of more features, The feature subset with the highest cl 'fi t' ,aSSl lca Ion accuracy IS 
selected as the resultant optimal feature set. Table 2-1 is classification result of diabetes 
databases, 
Table 2-1 Results of classification 
I 
Classificati()n rcsult§ l 
~c_ 
- ­
.1" 
e - - ­
r , SI), t)f 
a Feature CO'-'-f!,crly Sf). olin-Trill! nUl!t Subset dl1ssi- corr(!t:1lyAct'llraq Pi)si- ,\:egl1i 
-jiL>J r:lussifll!d 
..rive' 
--D1'e 0 illsm- illSlUJIt'es 
n -nuts js 
'~ 
I All {aLaSl 76.3021 164 422 586 182 '1 
c~A4 removed 

2 {al,a1,a3,a5, 76.8229 167 423 590 178 
 .~ 
a6,a7,a8! 

A5 removed 

3 {a1 ,31,a3,a6, 76.8119 167 423 590 178 

ai.aS! 

A8 remDved 

4 [al,32,a3, 77.7344 157 4400 597 171 

36,a7l 

A3 remDvoo5 77.:2135 155 438 593 175{al,a2,a6,a7} 
Ai remov,cd6 75.6510 148 433 581 187{al,a2,a6) 
Al remov·cd
"I 76.4323 139 448 587 181 
:a2,a6l 
Xing et al. (2007) compared three prediction methods of Coronary Heart Disease (CHD), 
namely SVM, ANN and decision trees, A 10-fold cross-validation technique was applied to 
partition the data set in order to train and test the prediction methods, Extensive tests on 
numerous datasets, with different learning strategies, had shown that lOis the most 
appropriate number of folds in order to get the best estimate of error. 
18 
Three measures including accuracy, sensitivity and specificity, are employed to evaluate the 
performance of the prediction methods. Results for these three measures were calculated 
according to a distinguished confusion matrix. Confusion matrix is a matrix representation of 
the classification results. Once the confusion matrix was constructed, the accuracy, sensitivity 
and specificity can be calculated with the following equations: sensitivity = TP!(TP + FN); 
specificity = TN!(TN + FP). Accuracy = (TP + TN)!(TP + FP + TN + FN); where TP, TN, FP 
and FN denotes true positives, true negatives, false positives and false negatives, respectively. 
The experimental results show that SVM has the best performance among the three 
prediction methods. The classification accuracy of SVM is 92.1 %. ANN (with multi layered 
perceptron architecture) came out to be the second best. The classification accuracy of ANN 
is 91.0%. The performance of decision tree model is relatively weaker than SVM and ANN. 
The classification accuracy of decision tree was reported as 89.6%. 
2.3. K-means Algorithm 
K-means algorithm initially partitions n objects into k clusters. An iterative procedure is then 
applied to adjust the clusters until a procedure based on equation (2.1) is convergence. 
Equation (2.1) is so called square error criterion, where E is the sum of the square error for all 
objects in the data set. p represents an object. The mj is the centroid of the cluster C. Two 
criteria, intracluster similarity and intercluster similarity, are used to evaluate the clusters. 
Intracluster similarity is used to measure the similarity between two objects inside a cluster. 
Intercluster similarity is used to measure the similarity between two clusters. 
19 
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I 
(2.1) 

The procedure of K-means algorithm is shown as follows: 
Input: 
• K: the number of the cluster, 
• D: a data set containing n objects. 
Output: 
• A set of k clusters. 
Method: 
Randomly choose k points from D as the initial cluster centroids; 
While 
Reassign each object to the cluster in the most similar cluster, base on the average of 
the distance of the objects in the cluster; 
Update the centroids of the clusters. i.e. each centroid of the clusters is recalculated; 
Ifthe clusters are no change, break the loop. 
For instance, consider the problem that group a set of objects into three clusters. The objects 
are shown in the rectangle area in the Figure 2.1. Three objects are randomly selected as 
initial cluster centroids and marked by "+". Each object is assigned to a cluster according to 
its similarity with the centroid, that is, an object is assigned to a cluster if the centroid of the 
cluster is the most similar with the object (Figure 2-1(a)). The mean value of the similarities 
of objects in each cluster is then recalculated (Figure 2-1(b)). The centroid of each cluster 
may be changed after the recalculation of the mean value. The objects are re-clustered 
according to the new centroid of the cluster and a similarity metric. The recalculation of mean 
20 

value is repeated until equation 2-1 is convergence. The final result of clustering by using the 
K-means algorithm is then obtained Figure 2-1 (c) (Han and Kamber, 2006). 
(a) 	 (b) 
Figure 2-1 K-means algorithm 
2.4. 	 Fuzzy Set and Fuzzy Logic in Data Mining 
A fuzzy set (Zadeh, 1965) consists of a set of elements and their membership degrees. A 
membership degree indicates the belief grade about whether an element belongs to a set. For 
example, consider the word "good" regarding the score of examination, a fuzzy set of "good" 
can 	be represented as "good"= {1.0 +0.5 +0.4 +0.2 +~} ,where 100, 80,60, 50 and 40 
100 80 60 50 40 
are elements in the fuzzy set "good", 1.0, 0.5, 0.4, O.2and 0.1 are their corresponding 
membership degrees respectively. The expression of the fuzzy set in the example is called 
membership function. The membership function of a fuzzy set can be generated through 
varIOus ways: 
• 	 Intuitive methods (Zadeh, 1965) are also known as heuristic methods. Membership 

functions generated by intuitive methods are based on human beings' individual 

experience on fuzzy objects. Therefore, divergences would arise on membership 

functions of a fuzzy object which are developed by different individuals. Triangular 

function, Gaussian function, trapezoidal function, bell-shape function and S-function 

21 
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are in common used in intuitive methods. 
,

• 	 Clustering methods create membership functions based similarities between 
memberships of a fuzzy set. Membership values are generated in the process of I

clustering. An ideal clustering method which is usually applied to generate 
membership functions of linguistic variables is fuzzy c-mean algorithm (FCM) (Pal 
and Bezdek, 1995). 
• 	 Histogram methods (Cheng et aI, 2000): Frequencies of elements of a fuzzy set are 
illustrated on a histogram, and then a parameter estimation algorithm is used to find 
the fittest polynomial function of that histogram. The most fitting polynomial 
function is the membership function of the fuzzy set. 
• 	 Neural networks (Hall et al 1992): Inputs are decomposed into feature vectors. 
Features in feature vectors are usually encoded cognitive information. Fuzzy set as 
class labels and membership values are assigned to meanings via training those 
features on a neural network. Consequently, membership functions of linguistic 
variables are obtained. In tradition, Feed-forward neural networks and back-
propagation neural networks are usually applied to the generation of membership 
functions. 
• 	 Genetic algorithms (Forrest, 1993)(GAs) GAs randomly initialize a set of possible 
membership functions to a fuzzy set. Those membership functions are represented as 
binary string. Subsequently, GAs applies a fitness evaluation function to find the 
fittest membership function of a fuzzy set. 
Fuzzy logic is a reasoning mechanism derived from fuzzy sets (Biacilo and Gerla, 2002) and 
has been widely applied to data mining. Fuzzy logic provides a viable way to classify or 
cluster those objects with incomplete or imprecise information. The well known works on 
orr! 
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using fuzzy logic for data mining include fuzzy neural networks, fuzzy Bayesian decision 
making, fuzzy K-means algorithm, etc (Luo, 1999). These fuzzy data mining approaches have 
been widely used in the areas such as medical science, control theory and business 
management. 
2.5. Pathology of the Diabetes 
There are 2.6 million people diagnosed with diabetes in the UK and over 500,000 people are 
not aware that they have diabetes already (Diabetes UK, 2008). 
Diabetes patient is a person who has higher blood sugar than normal. There are two causes of 
diabetes. The one cause is that the body does not produce enough insulin. The other cause is 
that cells do not show the response to the insulin that is produced. This high blood sugar will 
lead to the classical symptoms of polyuria, polydipsia, polyphagia and weight loss. There are 
three main types of the diabetes (International Diabetes Federation, 2006): 
• 	 Type-I diabetes is derived from the damage of the insulin-producing cells in the 
body. The body is therefore unable to produce any insulin. 
• 	 Type-II diabetes is derived from the lack of insulin in the body, or the insulin that 
does not work properly in the body. 
• 	 Gestational diabetes mellitus (GDM) is a type of diabetes that arises during 
pregnancy. 
This dissertation is focused on the Type-I diabetes. The patients of Type-I diabetes are usually 
children. Therefore Type-I diabetes is also known as "juvenile diabetes". The standards of the 
diagnosis are presented in the Table 2-2. Diabetes is characterized by recurrent or persistent 
23 
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hyperglycemia, and is diagnosed by demonstrating anyone of the following: 
• 	 Fasting plasma glucose level at or above 7.8 mmol/L (126 mgldL). 
• 	 Plasma glucose at or above 11.1 mmollL (200 mg/dL) two hours after a 75 g oral 

glucose load as in a glucose tolerance test. 

• 	 Symptoms of hyperglycemia and casual plasma glucose at or above 11.1 mmollL 

(200 mg/dL). 

• 	 Glycated hemoglobin (hemoglobin A1C) at or above 6.7. (World Health Organization, 

2006) 

Table 2-2 World Health Organization Diabetes Criteria 
Condition 2 hour glucose Fasting glucose 	 I 
I1­ I 
mmolll(mgldl) mmol/l(mgldl) 
Normal <7.8 «140) <6.7 «110) 
I 
iDiabetes mellitus :::11.1 (:::200) :::7.8 (2:126)
I 
I 
L. 
The treatment of the Type-I diabetes includes drug therapy, catering management, physical 
exercise and blood glucose monitoring. This dissertation studies the glucose monitoring. In 
the Table 2-2, the most important data of the glucose monitoring are the glucose level and 
rate of change of glucose. These two important variables are chosen to classify the diabetes 
patients. 
24 
CHAPTER 3. K-MEANS INITIALIZETION 

The original K-means algorithm has two main drawbacks. First, the algorithm is sensitive to 
initial centroids. In the algorithm, the order of input data can be random which results are in 
randomness in initial centroids. Different centroids can lead to different clustering results. 
Second, the algorithm is sensitive to outliers. As clusters are formed according to distance, 
outliers, which are located far away from centres of data clusters, have much influence on 
clustering. This chapter represents novel solutions to these two problems. 
3.1. Initial Centroids Determination 
3.1.1. Mis-clustering 
:lql 
,: 
Importing data according to their order in a dataset may create mis-clustering problem. K­
I
means algorithm suffers from initial starting condition effects, that is, initial centroids (Pene, 
.' 
et al. 1999). As an iterative technique, K-means algorithm computes the optimal clusters step 
by step according to initial centroids. Therefore, inappropriate initial centroids may lead to 1:1 
local optimum but not global optimum (1. Han, et a12000). I 
Figure 3-1 illustrates the problem. The same data set of the size of 50 was fed into the 
original K-means algorithm (K = 3) with different orders. Figure 3-1(a) displays the 
,<I
clustering results when the data were imported according to their orders in the data set. Figure 
ii:I 
3-1 (b), on the other hand, gives the results when the data were presented in an inverse order. H~ 
il 
The two diagrams clearly show different clustering results. For example, in the case where 
data were given to the K-means algorithm according to their order in the data set, data circled 
25 
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in the diagrams are classified into "Blue" cluster (refer to Figure 3-1(a», whilst in the case 
where inverse order was employed some data in the same group belong to "Green" cluster 
and some belong to "Red" cluster (refer to Figure 3-1(b». The reasons for the difference is 
that the first three data of the data set were used as the initial centroids in the first case, whilst 
in the second case the last three data in the data set were used as the initial centroids. With 
different sets of initial centroids, the K-means algorithm produced different clustering results. 
3.1.2. Cascade classification for initial centroids determination 
Data with N attributes can be viewed as points in an N-dimensional space. Differences 
between any two data can then be represented as a distance between two points in the space. 
Cascade classification determines initial centroids based on the distances from one point to all 
other points. 
First, it sets up such two points as the first two initial centroids that their average distances to 
other points are the maximum and the minimum, respectively, among those of all other points. 
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Figure 3-1 Clusters using the same data set with different orders 
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Then a point whose sum of distances to the initial centroids determined are the maximum 
among all the rest points is chosen as a further initial centroid. This step is repeated until all K 
initial centroids are detennined. Because of the average distances and the sum of the distances 
are used to detennine initial centroids, K-means algorithm is no longer sensitive to the order in 
which data are fed. The mis-clustering problem that is caused by the sensitivity to initial 
centroids is therefore avoided. 
The distances of each pair of points are calculated by using Euclidean distance, Sij, given in 
Equation (3.1). l 
(3.1) 

where Xin and Xjn are the values of the nth attributes of point i and pointj, respectively. 
The average distance is calculated as the following: 
(3.2) 

where M stands for the size of a dataset. 

Let p / (I = 1, 2, "', L) be L (L < 10 initial centroids determined. The sum of distances from one 

point (point i) to these initial centroids, ds i, can be computed using Equation (3.3). 

(3.3) 
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Cascade classification can be represented as the following: 
Outliers are removed in the 
dataset 
The sum of distances of each 
point to all other points are 
calculated 
The point with maximum 
distance and the point with 
minimum distance are the first 
two initial centroids(L=2) 
The sum of distances of each 
point to these L centroids are 
calculated 
N The point with the maximum 
distance is the next centroids 
(L=L+1) 
Figure 3-2 Cascade classification 
3.2. Outliers Identification 
Although it enables K-means algoritlun to be not sensitive to the order in which data are fed, 
the cascade classification can set outliers, points that are far away from others in a N-
dimensional space, as initial centroids. For example, Figure 3-1 (b) shows a dataset each data 
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of which is represented as a point and the point highlighted with blue colour is an outlier as it 
is far away from other points. This point will be defined as the first initial centroid when 
using the cascade classification method because its average distance to all other points 
(defined in Equation (3.2)) is the maximum among that of all other data in the dataset. 
Outliers must be eliminated from the dataset before the cascade classification method is 
applied to determine initial centroids. Since they are away from normal samples, it is not 
appropriate to select outliers as initial centroids (Khan et aI., 2004). 
The identification of outliers is often done through a data reduction process. Data reduction 
refers to reduce the volume of data but produce the same or similar analytical results. In data 
reduction, three methodologies have been used, namely, inherent alternative distribution, 
?:ilmixture alternative distribution and slippage alternative distribution. The common feature of ,.',
:tl 
1'\"':~:these is that outliers are modified or replaced with other data (Han, et al2000). If the size of a 
" 
dataset is not large, the modification or replacement may change the distribution of data in 
the dataset. 
In this research, a two-stage method is proposed to identify outliers. Firstly, primary clusters 
are founded and stratified sanlpling is used to reduce chances of outliers to be chosen as 
initial centroids of these clusters. Secondly, points are detected as outliers if they are outliers 
of all primary clusters. 
For stratified sampling, a dataset is divided into Q equal parts using random sampling. 
Because of random sampling, points (data) belonging to each part are evenly distributed in 
the data set. Then K-means algorithm is used to each part to obtain K centroids which show 
also be evenly distributed. Consider K x Q centroids obtained as a dataset, K-means 
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algorithm is employed again to produce K centroids which are evenly distributed and K 
primary clusters as well. The chance for outliers to be chosen as initial centroids reduces duo 
to the stratified process. 
For identifying outliers which are not chosen as centroids, the radius of all primary clusters is 
calculated by averaging the distance between the centroid of one cluster and the point that is 
the farthest away from the centroid for all clusters. If a point is outside of all such circles, it is 
then considered as an outlier. 
The process of dealing with outliers can be represented as the following: 
Apply K-means algorithm with 
r---~ the K points as initial centroids 
to the entire dataset 
The distance of a farthest point Original K-means algorithm is 
to the centroids in each 
used to classify each part 
classification is calculated 
The average of the distance of a 

farthest point to the centroid is 

K centroids are defined for 
each part 
computed as radius (R) 
K-means algorithm is applied 

to K*Q centroids as a dataset 

N 
, I 
Final K centroids are defined 
, I 
~I 
IIIIf 
y 
The points are considered as 
outliers 
Figure 3-3 Process ofdealing with outliers 
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First, a dataset D is divided into Qparts. Then, the K-means algorithm is used to each part. 
The centroids are defined for each part. The following 4 steps are applied in each part. 
1. Randomly choose K points from each part as the initial centroids; 
2. 	 Assign each point to the cluster based on the average of distance between the points 

and centroids. 

3. 	 Each centroid of the clusters is recalculated. 
4. Repeat 2 and 3 until the clusters have no change. 
The K-means algorithm is used to cluster the K x Q centroids. The above 4 step are applied 
to the K x Q centroids and K centroids are detennined. Then, the K-means algorithm is used 
,... ,to full dataset with these K initial centroids. After K clusters are obtained, for every cluster, 	 .., ,
:::..., 
,...,
:nthe distance, Ri, between the point which is farthest away from the centroid within a cluster ;:0 
' .' 
.. 
are calculated. A radius R of all clusters is defined as follows: 	 "" .. I 
. i 
(3.4) 
If a point does not belong to all clusters, it is then considered as an outlier. 
3.3. Verification of the Modified K-means Algorithm 
The modified K-means algorithm was verified by using Fisher's benchmark dataset. Fisher's 
Iris algorithm (Fisher, 1936) has been used as a standard for testing clustering algorithms 
(Khan et ai., 2004). It allows labelled data to be generated and, therefore, mis-clustering rate i' I 
can be calculated. There are three classes in the dataset that was used in this research. The 	 ,! 
I 
dataset represents three different kinds of Iris flowers that are Iris setose (I), Iris versicolor 
(II), and Iris virginica (III). Total numbers of 40 data (samples) were generated for each class. 
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Each sample is described by a set of two attributes, namely, sepal length and sepal width. 
Figure 3-4 shows the performances of the original K-means algorithm and the modified one 
that was described in the first sections of this chapter. Figure 3-4 (a) depicts the clustering 
results of the original K-means algorithm where outliers were not removed and their initial 
centroids were chosen randomly. Due to the influence of outliers, data circled in the diagram 
are classified as cluster C1 and a large number of data in the middle of the "strap" as either 
cluster C2 or C3 . Figure 3-4 (b) gives the results of the modified algorithm in which outliers 
are removed using the technique described in Section 3.2 and three initial centroids were 
determined using cascade classification. As the samples in the circle were identified as 
outliers and therefore removed, the samples within the "strap" were classified into three 
clusters. 
An error measure was defined, as shown in Equation (3.5), to compare the performances of 
the two algorithms in term of mis-clustering. 
number of mis-matching patterns X 100%Error (in %age) (3.5)
total number of patterns 
The following two tables show mis-clustering of both algorithms. Cl, C2 and C3 are clusters 
produced by the algorithms. The numbers of samples in each of the three clusters are given in 
the second column. As data are labelled, whether they come from I or II or III can be 
countered which are shown in the next three columns. Outliers are also given in the tables. , 
The error measures were calculated for both algorithms, which appear as the last column of 
the tables. From these table, it can be seen that the mis-clustering rate of the modified K-
means algorithm is under half of that of the original one. 
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Figure 3-4 Performances oftwo K-means algorithms 
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Table 3-1 Accuracy of the original K-means algorithms 
Clusters Samples Coming from Error with the K­
in cluster I II III Outliers means algorithm 
C1 36 35 1 0 0 
Cz 51 5 33 13 0 20.8% 
C3 33 0 6 27 0 
Table 3-2Accuracy of the modified K-means algorithms 
Clusters Samples Coming from Error with the K­
in cluster I II III Outliers means algorithm 
C1 40 40 0 0 0 
C2 46 0 35 10 1 10.0% 
C3 34 0 1 33 0 
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CHAPTER 4. FUZZY K-MEANS ALGORITHM 
Some samples can fall into the overlap between the two or more clusters. These samples have 
the features of all these clusters to some extents and, therefore, do not fully belong to only 
one classification. In order to classify these samples, stochastic approaches (Khan et al 2004) 
were used. Stochastic approaches are more appropriate to deal with problems that predict 
class label to a point with clear features. In the problem mentioned above, features of the 
samples are vague. Therefore, fuzzy approaches have been proposed (Friederichs et al 1996). 
These fuzzy approaches based on the distance determine the membership function of the 
points in the overlap. The sequence of the data is always ignored. In this research, a new 
fuzzy approach is proposed. The points in the overlap are determined though the order of the 
data. The method sets up the fuzzy set according to the points which are closed to the points 
in the overlap. 
4.1. Fuzzy K-means Algorithm 
One of the most important issues in clustering is to decide features based on which clustering 
can proceed. For example, to clustering human beings, features can be used include height, 
weight, age, gender, religion, education, appearance, etc. Values for some of these features 
can be clearly defined, for example, "male" and "female" are two values for gender and a 
human belongs to either "male" or "female" cluster. For some others of these features such as 
height, age, etc, when linguistic descriptions are used for their values, the boundary between 
clusters will become vague. 
Fuzzy logic, also known as fuzzy set theory, has been employed to handle the vagueness in 
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clustering. Fuzzy set theory differs from traditional set theory. In traditional set theory, 
character functions are used to describe sets. If an element belongs to a set, its character 
function equals 1, otherwise, the character function equals O. In fuzzy logic, membership 
functions are used to define fuzzy sets. The membership degree of an element can be between 
oand 1 (Li, 1999). For example, when describing humans' age, the concepts of "young" and 
"old" may need to deal with. As there is no a point from which "young" stops and "old" starts 
in human reasoning, the two concepts are better represented using two fuzzy sets (Zadeh, 
1965), shown in Figure 4-1. It can be seen that the fuzzy sets allow a human partially belongs 
to "young" or "old" and at the same time. 
y ' ~..... o ::;:I~1.0 1-------. ;::1, 
....... :.::~.

'J" 
; 11, 
..'1:.·1' ~ 
. " 
0.0L-__----'__----l:::::...______110_ Age ."... I 
25 50 100 
Figure 4-1 Fuzzy sets representing "young" and "old" 
Fuzzy clustering is one of the principal applications of fuzzy set theory in which a sample 
belongs to cluster to a degree, that is, fuzzy clusters are actually fuzzy sets. Therefore, it is 
crucial to define membership functions for the fuzzy set in fuzzy clustering (Zimmerman et 
al., 1996). 
Basic idea of fuzzy K-means algorithm for fuzzy clustering is to minimise objective functions 

by modifying the membership functions for fuzzy clusters. One of such objective functions is 

given in Equation (4.1). The objective function employed weighted fuzzy average instead of 
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distance to solve the points falling into overlap (Chinatsu at el., 2003). 
(4.1) 
where K and N are the numbers of clusters and samples in a given datasets, m is a parameter 
representing the fuzziness of resulting clusters, Uki is the degree of membership of sample Xi 
of cluster k, ci(Xi' Ck) stands for the distance from Xi to the centroid Ck of cluster k. The 
parameters, Uki and q, are modified using Lagrange method (Chinatsu at el. 2003). The 
obtained Uki shows the degree to which Xi belongs to cluster k and the centroid Ck shows the 
representative sample of cluster k. Figure 4-2 shows the cases where data samples belong to 
two adjacent clusters to different degrees. Dot circles in the diagram represent membership 
degrees. The smallest one stands for the highest membership degree and the largest one for 
the lowest degree. The datum between Cl and C2 belongs to both clusters with different 
membership degrees. 
i \ 
data 
centroid 
Figure 4-2 Fuzzy clustering 
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4.2. Fuzzy Clustering 
The fuzzy clustering approach mentioned in Section 4.1 treats all data samples as if they were 
independent to each other. However, in applications such as medicine, data samples are 
related one to another. More precisely, consider a dataset as a data sequence recorded along 
time, a particular data sample should be more closely related to data that are adjacent to the 
sample in the sequence. Therefore, it should have higher membership degree to the cluster to 
which most of the adjacent data belong to. This section presents a new fuzzy clustering 
method by taking data dependency into account, called dependency-driven fuzzy clustering. 
This method can be applied to clustering results produced by the modified K-means 
algorithm to handle data samples that fall into the overlaps of two or more clusters. ,,,,I 
'I' 
".",./ 
:::rd 
I"~"~ 
"J 
n 
Consider a data sample Pi in a data sequence, Q, and Pi falls into an overlap of two adjacent 
clusters. Letpi_j,j = 1,"',Mbe the last M data samples andpi+j,j = l,"',Mbe the next 
samples. Weights can be assigned to these 2xM data to reflect to what extends Pi is dependent 
to them. Suppose these data samples belong to either cluster C1 or cluster C2, or both. Then, 
the sum of the weights of the data samples that belong to C, and that corresponds to C2 show 
the degrees ofPi is related to C, and to C2, respectively, that is, the membership degrees ofPi 
Let 2xM+1 be the size of a data window centred with Pi, as shown in the following: 
Pi-M, Pi-(M-I), ..., Pi-I, Pi. Pi+I, . , "Pi+(M-I), Pi+M 
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Assume Pi is more dependent to those data samples that are closer to it within the data window. 
The weights of these samples can be defined in a decreasing way from the centre of the 
window to the edges. For example, they can be defined as the following: 
M+l-In-il (4.2)Wn = ...-'-+M---')X-Z-(l-+-Z-+­
where n = i - M, ... , i + M, n =f::. i 
Among the 2 x M data samples, the sums of the weights corresponding to the samples that fall 
into different clusters can be calculated. The sums can then be used as the membership degrees 
ofPi to the corresponding clusters such as 
(4.3) 

where I is the index of the samples that fall into cluster Ck. 
4.3. Experiment of using fuzzy logic 
The aim of this experiment is to demonstrate that the proposed fuzzy clustering method is able 
to produce meaningful fuzzy clusters. 
l 
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The experiment was carried out based on the clustering results that were obtained by using 
the modified K-means algorithm. Figure 4-3 shows the overlaps in the clustering results. In 
figure 4-3, the circle between cluster Cl and cluster C2 is the overlap area. There are four 
points falling into the overlap between cluster Cl and cluster C2. A large area of the overlap 
exists between cluster C2 and cluster C3• In the circle, there are ten points. In this experiment, 
using the fuzzy clustering algorithm describe the points falling into overlap. M is chosen as 
five to set up the fuzzy set. 
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Figure 4-3 Result of fuzzy cone algorithm 
The positions of these data simple in the overlap are P7, P12, P26, P3S. The four corresponding 
data sequences were obtained and are shown in the below: 
These four sequences are plotted in Figures 4-4 to 4-7, respectively. 
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Membership degrees for the four data samples were calculated using Equation (4.3). 
{0.83 0.27 °}P7 = --+--+­C1 C2 C3 
{0.67 0.33 O}P12 = --+--+­C1 C2 C3 
[0.60 0.40 ° } P26 = --+--+­C1 C2 C3 
{0.20 0.80 ° } P35 = --+--+­C1 C2 C3 
These membership degrees can be verified through the following diagrams. From Figure 4-8, 
it can be seen that six out 10 samples of QI are in cluster CI and four out lOin cluster C2. The 
samples in C] are P3, P4, P5, P6, ps and PIO. They are closer to P7 than those in C2• Therefore, 
the membership degree ofP7 to C] is much greater than that to C2• In Figure 4-9, seven out 10 
data sample of Q2 are in cluster Cl and three out 10 in cluster C2. The samples in C1 are pg, 
PIO, P13, P14, PIS and P17. Some of them are closer to PI2 than those in C2 and some are not. 
Based on Equations (4.2) and (4.3), the difference between membership degree to CI and that 
to C2 is not as great as the case ofP7. In Figure 4-10, half of the 10 data simple of Q3 are in 
cluster CI and the other half in cluster C2. The samples in CI are P28, P25, P27, P28 and P30. 
Some of them, ones again, are closer to P26 than those in C2 and some are not. Based on 
Equations (4.2) and (4.3), the membership degree to CI and that to C2 are more balanced. 
From Figure 4-11, it can be seen that only two out 10 data simple of Q4 are in cluster C1 and 
the rest in cluster C2• The samples in CI are P30 and P37. Althoughp37 in C] is close to P35, data 
samples in C2 are dominant in number. Therefore, the membership degree of P35 to CI is 
much smaller than that to C2• 
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The same method was also used to deal with the points in the overlap between cluster C2 and 
cluster C3• The membership degrees of data samples in the overlap of cluster C2 and cluster 
C3 are calculated according to Equations (4.2) and (4.3). The results are as follow: 
_ { 0 0.83 0.17} 
P19 ­ C1 +C, +--c; 
{ 0 0.80 0.20} P39 = -+--+-­C1 C2 C3 

_ {O 0.77 0.23} 

P42 ­ C1 +c:;+C; 
{ 0 0.70 0.30} 
P97 = C1 +c:;+C; 
{ 0 0.57 0.43} 
PS3 = C1 +c,+ c-; 
{ 0 0.50 0.50} P66 = -+--+-­C1 C2 C3 
{ 0 0.37 0.63} 
P64 = C1 +c,+C; 
_ {O 0.33 0.67} 
P106 ­ C1 +c:; +c; 
{ 0 0.23 0.77} P91 = -+--+-­C1 C2 C3 
{ 0 0.17 0.83}P71 = -+--+-­C1 C2 C3 
:,;

'J 
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CHAPTER 5. APPLICATION TO TYPE-I DIABETES DATA 
CLUSTERING 
The Type I diabetes is a form of diabetes that results from autoimmune destruction of insulin-
producing beta cells of the pancreas ("Type I Diabetes Mellitus", Retrieved 2008-08-04). The 
subsequent lack of insulin leads to increased blood sugar level and urine glucose level. The 
reasons of suffering from Type I diabetes remain unknown and, therefore, Type I diabetes 
does not have a cure. 
Monitoring blood glucose levels of Type-I diabetes patients is crucial for the safety of the 
patients. In hospitals, blood glucose levels are measured and recorded eight times a day. 
Manual analysis is applied to the recorded data to determine whether the conditions are 
severe. The work described in this chapter shows an attempt to automate the analysis process 
by using the proposed K-means algorithm and fuzzy clustering algorithm. 
5.1. Data Pre-processing 
Data of glucose levels of Type 1 diabetes patients are derived from a hospital database. The 
data of 100 patients were used in this research. The patient has different numbers of glucose 
data from as many as 120 to only 45, depending upon the number of days they stayed in the 
hospital. Table 5-1 shows a section of the data record of one of the diabetes patients. 
In Table 5-1, the first column represents the dates when the data were recorded. Other 
columns are glucose levels taken at eight different times during a day. Each row is a record 
J 
I ~ 
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taken on the day shown in the first column. It can be seen in the table that there are some data 
missing. When this takes place at the beginning or at the end of a patient's glucose data set, it 
means that the patient either was admitted in the hospital or left at the time. Missing data in 
the middle of the data set are caused by other unknown reasons. 
Table 5-1 One diabetes patients' glucose data 
I.:~.. ...... B..._~:__ ._.C .-L D .J_ nE I F I .u.G1 H i I 
l
u 
.... lPatientA before bmkfast'2 hours after breakfast1.!>eforeJ.\IIlChJhour~a,fter lunch:befor~~4i;;;;~~~; afterdi~befo; sle~~~tl8middle ntght. 

r 2 10-Jan . .. L..__ "_"J.?"~:.._~~ q8,75,1 

3. ll-Jan 6,7.. 16.2 13.21 .' 8,7' ..... . .... ... 7.9 . 4.6 

4 12-Jan 5.6 10' 12:8 . 11.g' ij- -- "13.9 . 9,9 

......~...... i~~~: ~:~ 18.6 ······j~:;I.··· ·':"iHri~:!: .;;·f .il~ . ~~..~..' 
.7 IS-Jan 4.9 9.6. l1.8t . 12.,4 11.2 6.4 
18. 16-Jan 7.8 6.9 6.3110.9: 12.1 10,4:5-·-· . 6.. 8 
Glucose level and the rate of change of the glucose level were chosen as two features for 
clustering. Doctors often focus on patients' glucose level but ignore the change rate of the 
glucose level. However, the change rate is a very important factor to make a definite 
diagnosis (Steel, R. et al., 2006). 
The change rate of the glucose level is calculated in the corresponding time for every patient. 
Let {Xo, Xl, ... , Xn} be a patient's glucose data recorded on one day and {to, tl, .. ·, tn} be the 
corresponding time. The change rate of the glucose, {kl. k2, ... , kn} can be computed with 
Equation (5.1). 
(5.1) 
Glucose level and the change rate define a 2-dimensional space as shown in Figure 5-1. 
Every data sample featured with the two parameters is a point (x, y) in the space, where x 
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stands for glucose level and y for the change rate. 
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.-.~.-...­ ......,. 
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Figure 5-1 2-dimensional space for diabetes data 
The data are divided into eight segments according to time when the glucose levels were 
recorded. This is because shifts on glucose levels are expected during these periods. 
These eight segments are: 
• Before breakfast 
:~ 
• Two hours after breakfast 
/, 
• Before lunch 
• Two hours after lunch 
• Before dinner 
• Two hours after dinner 
• Before sleep 
• Midnight. 
I 50 
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There are some data missing in the recorded dataset. The missing data were replaced by the 
average of the same attribute of the data. The average value of a column was used to replace 
the missing data in that column. For example, the glucose data of "Two hours after breakfast" 
of 14th January in Table 5-1 is missing. The average of data in the same column is calculated. 
The result of average value is 11.6. This missing data was replaced by the average value. 
5.2. Clustering 
Conditions of diabetes patents are divided into three classes according to their glucose levels. 
The three classes are: 
"normal" -- glucose of limos is glucose level<6.7 or glucose of limosis 6.7<glucose level<7.8 
or glucose of post cibum 7.8<glucose level<10.0 
"mild" -- glucose of post cibum glucose level> 11.1 or glucose oflimosis glucose level> 7.8 or 
glucose of post cibum 10.0<glucose level<11.1 
"severe" -- glucose of limosis glucose level::::7.8 or glucose of post cibum glucose level::::11.1 
In this chapter, these classes are represented with CI, C2 and C3• 
The proposed K-means algorithm and fuzzy clustering algorithm were integrated into a 
software package, called JD-ClusteringTool. A database connection was also established to 
link a database where glucose levels and the change rate data are stored and this software 
package to enable it to read data from the database. 
5.2.1. Outliers identification 
Outliers exist in the dataset. For example, in Figure 5-2, all the data samples of "Before 
51 
breakfast" are represented. Some samples are far away from the most sample data. These 
samples are outliers. 
14 
12 
10 
8 
6 
.. 
~3~~-2--~-1--~--~--~2~~3--~--~--~6 
Figure 5-2 All data samples of "Before breakfast" 
Identification of outliers before clustering using K-means algorithm is important as they can 
have impacts on clustering results . Outlier identification process was introduced in Chapter 3. 
In this chapter, the first data segment "Before breakfast" is used as an example to show how 
it carried out in this application. 
The number of data of the 100 patients is 883 in this segment. First, these 883 data are 
divided into eight parts, as shown in Table 5-2. 
For each part of data, three primary clusters were calculated. The coordinates of the initial 
centroids of the three clusters are (6.3, 0.7), (8.2,1.4) and (11.1, 2.1). The radius of 1.3 was 
calculated though the results of this clustering by using Equation (3.4). 
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Table 5-2 Data segment "Before breakfast" divided into eight parts 
>~ 
Part 1 Part 
8. 8 
7. 7 
7. 7 
O. 8 
6.6 
9. 9 
8. 5 
1 I . 3 
5. 5 
7. 7 
7. :\ 
8. 2 
5. 4 
10. 3 
7 
6. 8 
8. 6 
g. 8 
7. 5 
8. 5 
8. 9 
2 Part 
8. 3 
7. 5 
7. 9 
10. 7 
10. 7 
10. 5 
9. 5 
8. 8 
8. :l 
7. 9 
8.4 
8. 4 
10. 6 
1 1. 8 
8. 6 
8. 5 
9. 1 
6. 9 
7. 8 
10. 9 
1 I. 8 
3 Part 
8. 2 
7. 7 
7. 7 
7.8 
7 
7.9 
7. 8 
8.2 
8.2 
7. 7 
7. 5 
9. 1 
7. I 
6. 1 
7. 3 
7. 4 
7 
7. 9 
7. 7 
1,1 
7. 4 
4 Part 
9. 6 
12. 1 
10. 1 
9. 2 
8. 2 
8. 5 
8. 7 
3. 5 
12. 9 
7. 5 
6. 9 
10. 5 
12. 1 
7. 9 
7. 9 
11. 2 
7. 1 
7. 9 
9. 5 
10. 1 
10. 8 
Part 
8. 2 
5. 5 
5. 6 
5. 8 
8. 3 
6. 3 
5. 7 
5 
5. 1 
5. 6 
4. 7 
4. 8 
8. 9 
9 
10. 2 
7. 1 
7. 8 
9. 6 
8., 3 
8, 1 
7.3 
6 Part 
8. 8 
7 
7. 5 
7. 9. 
7. 2 
7 
7. 6 
7.9 
8. 1 . 
7. 6 
7. 7 
7. 3 
6.6 
7 
8. 5 
8. 8 
6. 8 
8. 1 
6. 9 
7. 2 
6. 5 
7 Part 
7. 8 
6. 6 
7. 3 
8 
7. 6 
5. 8 
7 .)
• v 
6. 4 
5. 6 
6. 9 
5. 8 
6. 7 
6. 1 
7. 2 
6. 4 
6. 4 
5. 8 
6. 5 
6 ..9 
5. 8 
6. 1 
8 
7. 7 
8. 4 
7. 9 
8. 2 
8. 1 
7. 9 
7. 6 
7. 3 
7. 4 
7. 6 
6. 3 
6. 4 
6. 9 
6. 5 
6. 1 
6. 1 
6. 4 
7 
7. 6 
7.4 
7. 9 
8. 2 
7. 6 
7 
6, 7 
7. 1 
12. 4 
14 
10. 4 
10, 2 
1 O. 1 
7. 7 
9 
9. 8 
9. 5 
9. 1 
1 1. 6 
1 1 . 2 
1 1. 3 
1 1. 2 
9, 4 
8 
8. 6 
6, 7 
6. I 
6. 9 
7. 1 
6 
7. 6 
8. 3 
8.9 
6. 3 
6. 1 
5, 6 
5, ~ 
6. 6 
6. 2 
7, 5 
7, 1 
6,.9.. 
7. 8 
13. 8 10. 4 8 6, 3 8.9 6. 3 6. 5 
10. 5 8. 7 10. 2 8. 7 6. 3 9. 4 7. 6 7. 3 
6. 2 7. 2 9, 7 9. 6 7, 1 7.9 5. 9 6. 4 
6. 9 8. 5 9. 5 8. 2 1,6 8. 2 5. 4 6. 7 
6. 8 12. 4 9. 4 8. 3 5. 9 7. 4 5. 9 6. 1 
8. 2 12 8. 9 7. 5 5, 7 6. 4 ,6. 1 6. 8 
6. 7 7. 4 8. 2. 6. 8 8. 3 7. 1 5. 9 6. 9 
5. 7 7. 7 8. 5 1 1. 8 6. 4 10. 1 6. 1 .6. 3 
6. 5 8 8. 8 9, 1 6. 8 8, 2 6. 4 6. 5 
8. 2 
7. 4 
8. 1 
1 2. 1 
7. 7 
7. 9 
8. 7 
10. 1 
~. 1 
6. 7 
7. 9 
6. 9 
6. 1 
6. 4 
6,ii, 
6. 8 
1 I. 5 1 I. 1 7. 4 10 8. 9 8 6, 3 6. 7 . 
7. 9 8. 5 7. 5 10. 1 ?" 8 6. 1 7.8., 5.7 
8. 4 9. 5 8. 6 10 6. 9 6. 3 7. 3 5. 4 
7. 5 8. 2 8. 6 10. 8 6. 3 7. 8 7. 3 5. 3 
7. 4 9 6.9 11. 8 6. 8 8. 6 6. 7 . 5, 2 
7. 5 9. 2 8. 8 10 6. 8 6. 9 6. 9 5 
7. 4 12. 3 8. 1 10. 7 7. 3 5. 9 7 5. 2 
7. 9 8. 4 7. 6 11. 8 7·,7 6. 8 7. 6 ..5.. 2 
7. 8 8. 6 7.6 11. 8 7. 3 g. 1 6. 3 5. 7 
7. 1 8. 9 8. 1 10 7. 8 9. 7 6.·.1 B.....? 
9. 2 7. 2 7 8. 1 7,.. 2 8. 3 6 7. 4 
10. 9 7. 7 7. 1 7. 7 8 8. 2 6. 8 6. 7 
6. 7 7. 9 7. 8 8. 6 8. 5 8. 6 6,9. 6. 6 
8. 7 9 6.6 7. 4 7. 6 7. 6 7 6.8 
8 1 2. 1 7. 6 9. 1 8. 8 7. 3" 3, 8 6. 2 
8. I 13. 4 7. 9 8. 7 7. 6 7. 1 3. 6 6. 8 
7. 9 8. 6 8.2 8. 1 7. 6 6, ,4 4 6·7 
7. 7 9. 6 8. 5 8. 5 8. 6 6. 8 4. 9 6. 4 
7. 1 . 7. 7 9. 3 8. 7 7,. ~ . . 6. 4 5. 5 5. 8 
8. 2 8. 2 7 . 6 11. 6 9. 3 7. I:} 6. 7 5. 5 
10. 6 
7. 8 
7.8 
7. 9 
8. 7 .. 
9. 7 
9. 7 
7. 3 
8 
7 .. 6 
8. 3 
7. 2 
6. 1 
5. 5 
ij. 6 
6. 4 
7. :l 11. 4 8.5 5. 8, 6. 2 8. 2 6. 2 6. 2 
7. 8 6. 9 g. 3 5. 6 7. 6 6. 4 6.7 6.." ..1 
9. :l 1 I. 4 9. 1 10. 6 6. 9 6. 1 7. 4 6. 8 
11. 2 8. 8 9 13.... 1 7 9 8. 2 6. 4 
11. 3 9. 4 5 10 5. 7 6. 8 8. 5 6.1 ; 
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Eight samples were regarded as the outliers for the segment of "Before breakfast", as shown 
as the points of x in Figure 5-3. The method was used to other seven parts to separate the 
outliers in each part. 
16,---,--.----r---,--...,....--.--..--_r-----, 
14 
. . . 
. 
12 ... 
. 
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·2 ·1 0 2 
Figure 5-3 Outliers identified in "Before breakfast" segment 
5.2.2. Initial centroids determination 
The cascade classification method given in Chapter 3 was applied in the dataset after the 
separating outliers. In the segment of "Before breakfast", the three initial centroids for C\, C2 
and C3 were determined. 
The distances were calculated using Equations (3.1) and (3.2) . In this case, the coordinate of 
two initial centroids of "Before breakfast" is (0.4, 8.4) and (-0.2, 14.1). The third initial 
centroid is determined by the first two initial centroids. The point with the maximum sum of 
the distance between the point to the first centroid and the point to the second centroid is 
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chosen as the third initial centroid. The coordinate of third initial centroid is (0.2, 3.9). These 
three initial centroids are used to classify the whole data. The same method is used to the 
other seven parts. The results of these eight parts are shown as below: 
Table 5-3 Initial centroids 
Before 2 hours Before 2 hours Before 2 hours Before Midnight 
breakfast after lunch after lunch dinner after dinner sleeping 
breakfast 
Cl (6.5, 0.5) (8.6,2.0) (7.0, -1.0) (7.5,0.4) (8.9, -1.1) (7.9,0.S) (8.0,0.2) (7.2,0.1) 
(S.9, 1.5) (11.5,3.2) (10.2, -2.4) (1l.l, 1.S) (11.6, -2.2) (10.9, 1.7) (12.2, -0.7) (9.2, -O.S)C2 
(11.3,2.6) (15.3,4.5) (14.3, -2.3) (14.3,2.6) (15.6,-2.6) (14.8,2.7) (15.5, -1.3) (12.8, -1.1)C3 
For each classification, the distances of all the points to centroid are calculated. The 
maximum distance is defined as radius. The radius of the clusters for eight different data 
segments are given in Table 5-4. 
Table 5-4 Radius 
Before 2 hours Before 2 hours Before 2 hours Before Midnight 
breakfast after lunch after dinner after sleeping 
breakfast lunch dinner 
Radius 1.3 1.8 2.1 2.1 2.0 1.9 2.2 1.4 
5.2.3. Clusters 
Figures 5-4 to 5-11 show the result of clustering of each part. The outliers have been 
eliminated from each part before the modified K-means algorithm was applied for clustering. 
In Figure 5-4, the circle in the bottom is the Cl , it represents the patients' condition is nonnal. 
The circle in the middle is the C2 which represents the patients' condition is mild. The circle 
in the top is the C3• It represents the patients' condition is severe. Circles in Figures 5-5 to 5­
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l 
16 
11 are as same as those in Figure 5-4 but for other different parts . 
Figure 5-4 Before breakfast Figure 5-5 Two hours after breakfast 
2-4 .2 10 12 

Figure 5-6 Before lunch Figure 5-7 Two hours after lunch 
16 

14 

12 

10 

Figure 5-8 Before dinner Figure 5-9Two hours after dinner 
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Figure 5-10 Before sleeping Figure 5-11 Midnight 
5.3. Fuzzy Clustering 
It can be seen from Figures 5.4 to 5.11 that overlaps between clusters exist in all eight parts. 
The fuzzy clustering method given in Chapter 4 was used to handle data samples which fall 
into the overlap between clusters. Data windows of size M= 10 were chosen to determine the 
fuzzy set of the sample which is in the overlaps. 
In Figure 5-7, there are three points in the overlap between C, and C2• Theses points are 
marked as PI, P2 and P3. There are eleven points in the overlap between C2 and C3. These 
points are marked as P4, ps, ... , and P'4. The fuzzy sets of these points are as follow: 
{ 0.17 0.83 + O}Pl= -+- ­C1 C2 C3 
1 

I 
{° 0.80 + o.ZO}P = -+- ­4 C1 C2 C3 
0 .43 + 0.57}P = -+- ­5 {° C1 C2 C3 
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_ {O + 0.40 0.60}P6- - -+­C1 C2 C3 
_ {O + 0.B7 0.13}P7- - -+­C1 C2 C3 
_ {O + 0.23 0.77}PB- - -+­C1 C2 C3 
_ {O + 0.50 O.SO}P9- - -+­C1 C2 C3 
_ {O + 0.73 + 0.27}Pl ---­
C1 C2 C3 
_ {O + 0.43 + 0.s7}Pll---­
C1 C2 C3 
_ {O + 0.40 + 0.60}P12- - - ­
C1 C2 C3 
_ {O + 0 .77 + 0.23}P13- - - ­
C1 C2 C3 
_ {O + 0.83 + 0.17}P14- - - ­
C1 C2 C3 
18 
4 
-2 0 2 4 6 B 10 12 
Figure 5-12 Points in the overlap of "Before lunch" 
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5.4. Analysis 
This chapter presents the application of the modified K-means algorithm and the proposed 
fuzzy clustering method to the classification of Type I diabetes patients' health condition. To 
verify the clustering results, original data were labelled according to the categories given at 
the beginning of Section 5.2 and then the clustering results were compared with the labelled 
data. 
An error measure that calculates mis-clustering rate defined in Chapter 3 was used to 
calculate the rates for the eight segments. Results are given in the following tables: 
Table 5-5 Accuracy of "Before breakfast" 
Clusters Data Samples Coming from Error with the my 
labelJed in cluster I II III Outliers algorithm 
C1 346 369 307 62 0 8 
C2 465 418 37 379 2 14.50% 
C3 72 88 0 19 69 
Table 5-6 Accuracy of "Two hours after breakfast" 
Clusters Data Samples Coming from Error with the result 
labelled in cluster I II III Outliers of classification 
C1 430 462 415 47 0 10 
C2 376 363 10 323 30 11.01% 
C3 84 55 0 I 54 
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Table 5-7 Accuracy of "Before lunch" 
Clusters Data Samples Comingfi"om Error with the result 
labelled in cluster I II III Outliers of classification 
C1 428 486 419 67 0 12 
C2 342 291 5 269 17 11.39% 
C3 lJ7 98 0 0 98 
Table 5-8 Accuracy of "Two hours after lunch" 
Clusters Data Samples Coming from Error with the result 
labelled in cluster I II III Outliers of classification 
C1 449 427 418 9 0 11 
C2 327 373 28 313 32 9.14% 
C3 110 75 0 1 74 
Table 5-9 Accuracy of "Before dinner" 
Clusters Data Samples Corning from Error with the result 
labelled in cluster I II III Outliers of classification 
C1 394 376 369 25 0 7 
C2 312 294 20 232 4 12.49% 
C3 175 224 0 54 170 
Table 5-10 Accuracy of "Two hours after dinner" 
Clusters Data Samples Corning from Error with the result 
labelled in cluster I II III Outliers of classification 
C1 401 354 342 12 0 8 
C2 327 303 53 250 0 15.35% 
C3 158 221 0 63 158 
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, d 
Table 5-11 Accuracy of "Before sleeping" 
Clusters Data Samples Coming from 
labelled in cluster I II 
C1 412 345 337 8 
Cz 310 328 71 244 
C3 163 201 0 54 
III 
0 
13 
147 
Outliers 
11 
Error with the result 
of classification 
17.74% 
Table 5-12 Accuracy of "Midnight" 
Clusters Data Samples Coming from 
labelled in cluster I II 
Cj 421 395 379 16 
C2 318 353 34 286 
C3 144 120 0 13 
III 
0 
33 
107 
Outliers 
15 
Error with the result 
of classification 
12.57% 
As shown in the tables, the mis-clustering rates are low. 
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CHAPTER 6. CONCLUSIONS AND FURTHER WORK 
6.1. Conclusion 
The aim of this research is to find solutions to the problems of the original K-means 
algorithm in order to obtain reliably clustering results of Type I diabetes patients' glucose 
level data. The original K-means algorithm applied to Type I diabetes can cause three 
problems. Firstly, the random initial centroids lead to obtain different results of clustering 
with the same input, which are not allowed in Type I diabetes data processing. Secondly, the 
outliers have much influence on the results of clustering. These outliers decline the clustering 
accuracy. Thirdly, data samples that fall into overlaps are clustered into only one cluster. The 
information about health condition transition is lost. 
A modified K-means algorithm is proposed in this research in order to improve the clustering 
accuracy. This includes a cascade classification method for determining initial centroids and a 
stratified sampling method has been used to separate the outliers. The cascade classification 
method uses the sum of distances of all points defined the initial centroids, so that the initial 
centroids are no longer random. The stratified sampling method is used before clustering to 
remove outliers. The results of clustering are not sensitive to the outliers. The results of mis­
clustering rate of the modified K-means algorithm are lower than the results of mis-clustering 
rate of original K-means algorithm. 
Fuzzy logic has been used to deal with the data sample in overlaps. The membership degrees 
to clusters have been determined through the most adjacent data belonging to. The 
information of the data samples related to the clusters is represented. 
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6.2. Contributions 
In this study, the methods of cascade classification, stratified sampling and fuzzy logic are 
proposed to solve the three disadvantages of original K-means algorithm. The cascade 
classification method improved the results of clusters didn't rely the order of input data. The 
stratified sampling method separated the outliers before clustering. Fuzzy logic is used to 
handle the data sample in the overlap. This method represents complete information of the 
data sample. The new algorithm improved the accuracy of the clustering results. 
In previous work, most of the works focused on the initial centroids or identification of 
outliers. In this study, these two problems have been solved. These two problems affect each 
other. If anyone of the problems is ignored, the results of clusters are affected. The data 
samples in the overlap were always clustered to the cluster of closed centroids in previous 
work. However, these methods ignore the communications of adjacent data with the data 
sample. In this study, the method of window size is proposed to construct the fuzzy set. The 
appropriate fuzzy sets of data samples are represented through the relationship of the data 
sample and adjacent data. 
6.3. Further Work 
The number of clusters, K, has to be pre-defined before clustering in K-means algorithm and 
it does so in this research. The determination of K relies on domain knowledge. For example, 
in face recognition from the images, the number of faces in an image cannot be determined 
before clustering. When such knowledge is not available, K cannot be determined. This limits 
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the use of K-means algorithm. On the other hand, ART neural networks are able to perform 
classification without pre-defined classes (Carpenter et aI., 1991a, 1991b). In such neural 
networks, a resonance function is used to trigger a reset during which a new class is created 
and a search process continues until the chosen category J satisfies the resonance function. 
This idea of resonance function may be used in K-means algorithm so that K does not need to 
be pre-defined. 
In the modified K-means algorithm, a dataset needs to be divided into M parts in order to 
identify outliers. The results of clusters with different values of M are compared and the 
suitable value of M is determined according to the comparison. The cost in term of 
computation time is expensive, if the size of the dataset is large. Empirical studies are needed 
in the determination ofM. 
The size of the data window, which is used to determine membership degrees of data samples 
that fall into overlaps between clusters, is decided by experiment in this study. An appropriate 
window size can decline computation time cost and give more accuracy results. As different 
applications can have different sizes for data windows, further research will be needed to find 
a systemic way to determine the size for different applications. 
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