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RÉSUMÉ
Les systèmes multiprocesseurs sur puce électronique (On-ChipMultiprocessor [OCM])
sont considérés comme les meilleures structures pour occuper l’espace disponible sur les
circuits intégrés actuels. Dans nos travaux, nous nous intéressons à un modèle architec-
tural, appelé architecture isométrique de systèmes multiprocesseurs sur puce, qui permet
d’évaluer, de prédire et d’optimiser les systèmes OCM en misant sur une organisation
efﬁcace des nœuds (processeurs et mémoires), et à des méthodologies qui permettent
d’utiliser efﬁcacement ces architectures.
Dans la première partie de la thèse, nous nous intéressons à la topologie du modèle
et nous proposons une architecture qui permet d’utiliser efﬁcacement et massivement les
mémoires sur la puce. Les processeurs et les mémoires sont organisés selon une approche
isométrique qui consiste à rapprocher les données des processus plutôt que d’optimiser
les transferts entre les processeurs et les mémoires disposés de manière conventionnelle.
L’architecture est un modèle maillé en trois dimensions. La disposition des unités sur ce
modèle est inspirée de la structure cristalline du chlorure de sodium (NaCl), où chaque
processeur peut accéder à six mémoires à la fois et où chaque mémoire peut communi-
quer avec autant de processeurs à la fois.
Dans la deuxième partie de notre travail, nous nous intéressons à une méthodologie
de décomposition où le nombre de nœuds du modèle est idéal et peut être déterminé à
partir d’une spéciﬁcation matricielle de l’application qui est traitée par le modèle pro-
posé. Sachant que la performance d’un modèle dépend de la quantité de ﬂot de données
échangées entre ses unités, en l’occurrence leur nombre, et notre but étant de garantir
une bonne performance de calcul en fonction de l’application traitée, nous proposons de
trouver le nombre idéal de processeurs et de mémoires du système à construire. Aussi,
considérons-nous la décomposition de la spéciﬁcation du modèle à construire ou de l’ap-
plication à traiter en fonction de l’équilibre de charge des unités. Nous proposons ainsi
une approche de décomposition sur trois points : la transformation de la spéciﬁcation ou
de l’application en une matrice d’incidence dont les éléments sont les ﬂots de données
entre les processus et les données, une nouvelle méthodologie basée sur le problème de
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la formation des cellules (Cell Formation Problem [CFP]), et un équilibre de charge de
processus dans les processeurs et de données dans les mémoires.
Dans la troisième partie, toujours dans le souci de concevoir un système efﬁcace et
performant, nous nous intéressons à l’affectation des processeurs et des mémoires par
une méthodologie en deux étapes. Dans un premier temps, nous affectons des unités aux
nœuds du système, considéré ici comme un graphe non orienté, et dans un deuxième
temps, nous affectons des valeurs aux arcs de ce graphe. Pour l’affectation, nous pro-
posons une modélisation des applications décomposées en utilisant une approche ma-
tricielle et l’utilisation du problème d’affectation quadratique (Quadratic Assignment
Problem [QAP]). Pour l’affectation de valeurs aux arcs, nous proposons une approche
de perturbation graduelle, aﬁn de chercher la meilleure combinaison du coût de l’affec-
tation, ceci en respectant certains paramètres comme la température, la dissipation de
chaleur, la consommation d’énergie et la surface occupée par la puce.
Le but ultime de ce travail est de proposer aux architectes de systèmes multiproces-
seurs sur puce une méthodologie non traditionnelle et un outil systématique et efﬁcace
d’aide à la conception dès la phase de la spéciﬁcation fonctionnelle du système.
Mots clés: circuits intégrés, circuits intégrés en trois dimensions, graphe non
orienté, optimalité, problème d’affectation quadratique (QAP), problème de for-
mation de cellules (CFP), réseaux sur puce, système multiprocesseur sur puce (OCM
System).
ABSTRACT
On-Chip Multiprocessor (OCM) systems are considered to be the best structures to
occupy the abundant space available on today integrated circuits (IC). In our thesis, we
are interested on an architectural model, called Isometric on-Chip Multiprocessor Archi-
tecture (ICMA), that optimizes the OCM systems by focusing on an effective organiza-
tion of cores (processors and memories) and on methodologies that optimize the use of
these architectures.
In the ﬁrst part of this work, we study the topology of ICMA and propose an ar-
chitecture that enables efﬁcient and massive use of on-chip memories. ICMA organizes
processors and memories in an isometric structure with the objective to get processed
data close to the processors that use them rather than to optimize transfers between pro-
cessors and memories, arranged in a conventional manner. ICMA is a mesh model in
three dimensions. The organization of our architecture is inspired by the crystal structure
of sodium chloride (NaCl), where each processor can access six different memories and
where each memory can communicate with six processors at once.
In the second part of our work, we focus on a methodology of decomposition. This
methodology is used to ﬁnd the optimal number of nodes for a given application or
speciﬁcation. The approach we use is to transform an application or a speciﬁcation
into an incidence matrix, where the entries of this matrix are the interactions between
processors and memories as entries. In other words, knowing that the performance of
a model depends on the intensity of the data ﬂow exchanged between its units, namely
their number, we aim to guarantee a good computing performance by ﬁnding the optimal
number of processors and memories that are suitable for the application computation.
We also consider the load balancing of the units of ICMA during the speciﬁcation phase
of the design. Our proposed decomposition is on three points: the transformation of the
speciﬁcation or application into an incidence matrix, a new methodology based on the
Cell Formation Problem (CFP), and load balancing processes in the processors and data
in memories.
In the third part, we focus on the allocation of processor and memory by a two-step
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methodology. Initially, we allocate units to the nodes of the system structure, considered
here as an undirected graph, and subsequently we assign values to the arcs of this graph.
For the assignment, we propose modeling of the decomposed application using a matrix
approach and the Quadratic Assignment Problem (QAP). For the assignment of the val-
ues to the arcs, we propose an approach of gradual changes of these values in order to
seek the best combination of cost allocation, this under certain metric constraints such
as temperature, heat dissipation, power consumption and surface occupied by the chip.
The ultimate goal of this work is to propose a methodology for non-traditional, sys-
tematic and effective decision support design tools for multiprocessor system architects,
from the phase of functional speciﬁcation.
Keywords: Cell Formation Problem (CFP), Integrated Circuit (IC), On-Chip
Multiprocessor (OCM), Network-on-Chip (NoC), Nonoriented Graph, Three Di-
mensions IC (3D-IC), Quadratic Assignment Problem (QAP).
TABLE DES MATIÈRES
RÉSUMÉ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
TABLE DES MATIÈRES . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LISTE DES TABLEAUX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
LISTE DES SIGLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix
NOTATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi
DÉDICACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xxiii
REMERCIEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxv
CHAPITRE 1 : INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Contexte et motivations de la thèse . . . . . . . . . . . . . . . . . . . . 1
1.2 La conception des systèmes multiprocesseurs sur puce . . . . . . . . . 1
1.2.1 Technologies de base . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Approche hiérarchique de la conception des systèmes sur puce
électronique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Contribution de la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Organisation de la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . 15
CHAPITRE 2 : REVUE DE LITTÉRATURE . . . . . . . . . . . . . . . . 17
2.1 Les systèmes multiprocesseurs sur puce électronique . . . . . . . . . . 17
2.1.1 Composantes d’un système multiprocesseur sur puce . . . . . . 18
2.1.2 Organisation des systèmes multiprocesseurs sur puce . . . . . . 23
x2.2 Décomposition des applications ou des spéciﬁcations fonctionnelles d’un
système multiprocesseur sur puce . . . . . . . . . . . . . . . . . . . . 29
2.3 Problème d’affectation dans les systèmes sur puce . . . . . . . . . . . . 31
CHAPITRE 3 : THE ISOMETRIC ON-CHIP MULTIPROCESSOR COM-
PUTER ARCHITECTURE : ORGANIZATIONAL APPROACH 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Isometric On-Chip Multiprocessor Architecture . . . . . . . . . . . . . 36
3.2.1 Crystal Structure of the Sodium Chloride . . . . . . . . . . . . 36
3.2.2 ICMA Topology . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Performance of the Isometric On-Chip Multiprocessor Architecture . . 39
3.4 Isometric On-Chip Multiprocessor Architecture Prototypes . . . . . . . 40
3.4.1 Matrix Multiplication Prototype . . . . . . . . . . . . . . . . . 40
3.4.2 Hierarchical Processor and Memory Architecture . . . . . . . . 41
3.4.3 Component Speciﬁcations of the Matrix Multiplication Prototypes 43
3.4.4 Computation of Matrix Multiplication by ICMA . . . . . . . . 43
3.4.5 Result Analysis for Matrix Multiplication . . . . . . . . . . . . 48
3.4.6 Mass Spring System Prototype . . . . . . . . . . . . . . . . . . 49
3.4.7 Computation of 2D Mass-Spring System with ICMA . . . . . . 52
3.5 Data transfert in ICMA . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.6 The Limits of the ICMA Architecture . . . . . . . . . . . . . . . . . . 59
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
CHAPITRE 4 : A NEW MULTI-PHASE CELL FORMATION PROBLEM
METHOD FOR APPLICATION DECOMPOSITION FOR
ON-CHIP MULTIPROCESSOR SYSTEM DESIGN . . . 63
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.2 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1.4 Paper Organization . . . . . . . . . . . . . . . . . . . . . . . . 67
xi
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Computation Application Decomposition Using Cell Formation Problem 69
4.3.1 Cell Formation Problem . . . . . . . . . . . . . . . . . . . . . 70
4.3.2 Appling the Cell Formation Problem Approach for Application
Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.3 Algebric Notations . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.4 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.5 Local Search Approach . . . . . . . . . . . . . . . . . . . . . . 77
4.3.6 Hybrid Method with a Genetic Algorithm . . . . . . . . . . . . 82
4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 Application : Selection of the Proper Number of K Cell for an OCM
Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5.1 Variation of K Number of Cells . . . . . . . . . . . . . . . . . 86
4.5.2 Impact of Cell Number K on the Exceptional Elements . . . . . 90
4.5.3 Variation of the Load Balancing Factor γ . . . . . . . . . . . . 91
4.6 Conclusion and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 92
CHAPITRE 5 : ASSIGNMENT OF COMPONENTS AND LINK CAPACI-
TIES TO THREE DIMENSION ON-CHIP MULTIPROCES-
SOR SYSTEMS . . . . . . . . . . . . . . . . . . . . . . . 97
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.1.2 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.1.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.1.4 Paper Organization . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.3 On-Chip Multiprocessor Structure . . . . . . . . . . . . . . . . . . . . 103
5.4 Decomposition of Application Speciﬁcation for On-Chip Multiprocessor 104
5.5 The model of 3D On-Chip Multiprocessor . . . . . . . . . . . . . . . . 106
xii
5.6 Assignment of Groups and Families to the 3D On-Chip Multiprocessor
Nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.6.1 Quadratic Assignment Problem . . . . . . . . . . . . . . . . . 107
5.6.2 QAP Formulation of Assigning Groups and Families to 3D On-
Chip Multiprocessor . . . . . . . . . . . . . . . . . . . . . . . 108
5.6.3 Assigning the Processors and Memories to the Nodes of 3D On-
Chip Multiprocessor . . . . . . . . . . . . . . . . . . . . . . . 112
5.7 Link Capacity Assignment to 3D On-Chip Multiprocessor . . . . . . . 113
5.7.1 Perturbation Problem . . . . . . . . . . . . . . . . . . . . . . . 114
5.7.2 Formulation of Assigning Link Capacities to the 3D Network
Edges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.7.3 Links of the 3D Network : Capacity Adjustment . . . . . . . . 115
5.7.4 Link Capacity Perturbation Procedure . . . . . . . . . . . . . . 116
5.8 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.8.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.8.2 Assignment of Components : Conﬁgurations associated with the
different ﬂow matrices F1, F2, and F3 . . . . . . . . . . . . . . 118
5.8.3 Link Perturbation Assignment . . . . . . . . . . . . . . . . . . 122
5.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
CHAPITRE 6 : CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . 129
6.1 Récapitulation des travaux . . . . . . . . . . . . . . . . . . . . . . . . 129
6.2 Discussion et travaux futurs . . . . . . . . . . . . . . . . . . . . . . . . 132
BIBLIOGRAPHIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
LISTE DES TABLEAUX
3.I Pseudo code of n×n matrix multiplication . . . . . . . . . . . . 43
4.I Variables Used in the Cell Formation Procedure . . . . . . . . . . 73
4.II Efﬁciency and Execution Time . . . . . . . . . . . . . . . . . . . . 89
4.III Variation of Group and Family Sizes . . . . . . . . . . . . . . . . . 90
4.IV Impact of Number of Cell on Exceptional Elements . . . . . . . . . . 90
4.V Efﬁciency with penalty factor γ variation . . . . . . . . . . . . . . . 95

LISTE DES FIGURES
1.1 Illustration de l’interaction entre la technologie de base, l’archi-
tecture et la conception des circuits intégrés . . . . . . . . . . . . 4
1.2 Illustration du ﬂot de conception d’un OCM inspirée du CAP7 [125] 6
1.3 Niveau de parallélisme dans une application [103] . . . . . . . . 10
1.4 Diagramme et organisation des contributions de la thèse . . . . . 14
2.1 Illustration d’un système OCM : (a) sur deux dimensions et (b) sur
trois dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Architecture BMMSA de tableau systolique [181] . . . . . . . . . 25
2.3 Diagramme fonctionnel de NEXPERIA [54] . . . . . . . . . . . 26
2.4 Diagramme structurel de l’architecture HPAM [23] . . . . . . . . 27
3.1 Crystal Structure of Sodium Chloride [53] . . . . . . . . . . . . . 37
3.2 Isometric On-Chip Multiprocessor Architecture . . . . . . . . . . 38
3.3 ICMA node connection . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 ICMA Commodity Good . . . . . . . . . . . . . . . . . . . . . . 39
3.5 Generic composition of ICMA sub-lattice . . . . . . . . . . . . . 39
3.6 Architecture of the HPAM prototype . . . . . . . . . . . . . . . . 42
3.7 Computation of matrix γ with full operand memories . . . . . . . 44
3.8 Computation of matrix γ with decomposed operand memories . . 45
3.9 State machine implemented in the processing element interface for
the matrix multiplication . . . . . . . . . . . . . . . . . . . . . . 46
3.10 Register bloc of processing element interface . . . . . . . . . . . 46
3.11 Block Diagram of Register Bloc with Source Information . . . . . 47
3.12 Block Diagram of Processing Element and its Interface . . . . . . 47
3.13 Block Diagram of Memory Unit with Data and Address Sources . 48
3.14 ICMA Network Message Structure . . . . . . . . . . . . . . . . . 48
3.15 ICMA and HPAM Execution Time for 32×32 matrix . . . . . . . 49
3.16 A Mass-Spring System . . . . . . . . . . . . . . . . . . . . . . . 50
xvi
3.17 Architecture for the Implementation of 2D Mass-Spring System . 52
3.18 Distribution of masses on processors and memories . . . . . . . . 54
3.19 Blobk Diagram of Interface Unit . . . . . . . . . . . . . . . . . . 55
3.20 Message path with node ID in ICMA architecture network . . . . 57
4.1 Boctor’s Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Incidence Matrix with 41 Functions and 27 Data . . . . . . . . . 87
4.3 Illustation of the Decomposition of the Incidence Matrix using our
Proposed Cell Formation Problem . . . . . . . . . . . . . . . . . 88
4.4 Contingency Matrix . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5 Family Size Variation . . . . . . . . . . . . . . . . . . . . . . . . 91
4.6 Group Size Variation . . . . . . . . . . . . . . . . . . . . . . . . 92
4.7 Optimal cell number for the application incidence matrix . . . . . 93
4.8 Optimal cell number for the incidence matrix in Table 4.IV . . . . . . 94
4.9 Variation of load balancing factor γ . . . . . . . . . . . . . . . . . . 95
5.1 Target Architecture Structure . . . . . . . . . . . . . . . . . . . . 104
5.2 (a) 2D and (b) 3D Switch Fabric Network Architecture . . . . . . 105
5.3 Free Topology Assignment Model . . . . . . . . . . . . . . . . . 110
5.4 Eliminate Proximity of Groups and Proximity of Families Model . 111
5.5 Memory Intensive Communication Model . . . . . . . . . . . . . 112
5.6 IA conﬁguration example . . . . . . . . . . . . . . . . . . . . . . 118
5.7 F1 conﬁguration example . . . . . . . . . . . . . . . . . . . . . 118
5.8 F2 conﬁguration example . . . . . . . . . . . . . . . . . . . . . 119
5.9 F3 conﬁguration example . . . . . . . . . . . . . . . . . . . . . 120
5.10 Free Topology Assignment Model for F1 . . . . . . . . . . . . . 121
5.11 Eliminate Proximity of Groups and Proximity of Families Model
for F2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.12 First Memory Intensive Communication Model for F3 . . . . . . 122
5.13 Second Memory Intensive Communication Model for F3 . . . . . 122
5.14 Assignment Cost vs One Step Link Penalty . . . . . . . . . . . . 124
xvii
5.15 Assignment Cost vs Random Link Penalty in {1,2,3,4,5} . . . . . 124
5.16 Assignment Cost vs One Link Penalty by factor 5 . . . . . . . . . 125
5.17 Feasible Region for Assignment Cost vs Link Penalty . . . . . . . 125

LISTE DES SIGLES
CFP Cell Formation Problem
CN Coordination Number
FPGA Field-Programmable Gate Array
GIS Gigascale Integrated System
HSC Hardware/Software Codesign
IC Integrated Circuit
ICMA Isometric on-Chip Mutiprocessor Architecture
IP Intellectual Property
MU Memory Unit
MUI Memory Unit Interface
OCM On-Chip Multiprocessor
PE Processing Element
PEI Processing Element Interface
QAP Quadratic Assignment Problem









K Number of cell
Ck kth machines/processors group
Fk kth parts/memories family
C Machines/processors vector
F Parts/memories vector
(Ck,Fk) kth processors and memories cell




E f f Efﬁcacy of the cell formation
INA Set of non assigned elements of A
N Graph representing OCM
D¯ Connection time matrix
L(e) Level of access going through link e
cap(e) Minimum bus or link capacity
$(e) Cost of cap(e) link capacity





L’une des richesses qu’on reçoit lors d’une thèse est la grâce de travailler avec des
personnes merveilleuses. J’ai eu ce privilège d’avoir trois de ces personnes qui ont dirigé
ma thèse. Je tiens à remercier premièrement mon directeur de recherche, Abdelhakim
Haﬁd, pour sa direction et son enthousiasme contagieux. Durant toutes ces années, le
professeur Haﬁd m’a donné la direction scientiﬁque et personnelle, stimulé mon intelli-
gence et à chaque fois, trouvé le mot qu’il faut pour m’encourager lorsque je suis arrivé
dans cette phase de découragement que connaissent bien souvent beaucoup d’étudiants
de doctorat. Je remercie Marcel Turcotte qui le premier a cru en moi lorsque je lui ai
présenté mes idées de recherche. Durant la période que cette thèse a duré, le profes-
seur Turcotte a toujours été là pour encourager, écouter et soutenir. Ses conseils ont été
pour moi d’une valeur inestimable. Je tiens à témoigner toute ma gratitude au professeur
Jacques Ferland, qui est devenu mon codirecteur durant cette thèse. J’ai bénéﬁcié énor-
mément de sa vaste connaissance en recherche opérationnelle et surtout de sa grande
générosité. Sans ces incalculables nombres d’heures dans son bureau à chercher des so-
lutions à nos problèmes, cette thèse n’aurait pas connu le dénouement qui est le sien
aujourd’hui. Je tiens à le remercier davantage pour toutes les ressources qu’il a mises à
ma disposition durant les deux ans de travail ensemble.
Je remercie particulièrement Jonathan Bellemare qui m’a soutenu ﬁdèlement dans la
programmation de nos idées. Il a toujours été disponible en tout temps pour aider.
Je tiens à remercier particulièrement les membres du jury, qui ont accepté d’évaluer
ce travail.
Je remercie mes collègues du laboratoire LRC pour leur soutien ; l’ambiance cha-
leureuse qui régnait dans le groupe au début de ma thèse a été grandement appréciée.
Je remercie mes connaissances de l’Université et en dehors de l’Université qui m’ont
soutenu d’une manière ou d’une autre. Notamment Marie-Josée Boulay qui m’a donné
xxvi
un bureau pour m’encourager à me concentrer sur le travail.
Je remercie mon ami et pasteur Calvin Wuntcha, et les membres de mon église, qui
m’ont soutenu spécialement dans la prière durant toutes ces années.
Je remercie chaleureusement mes beaux-parents, Daniel et Diane Trempe, mon beau-
frère Simon et mes deux belles-sœurs Martine et Sophie-Caroline, qui m’ont donné de
l’amour et qui ont su m’encourager depuis que je suis entré dans la famille en 2007.
Merci pour le bon café matinal de Daniel et les bons soupers de Diane chaque fois que je
suis allé me réfugier dans le nord (Sainte-Thérèse-de-Blainville) pour chercher de l’ins-
piration.
Je remercie particulièrement mon père Émile Ogoubi, de qui j’ai appris à aimer et à
chérir les livres. Merci pour toutes ces années où tu m’as initié à la littérature à travers
la collection Lagarde et Michard. Je remercie également mes parents, mes frères et
sœurs, et toute ma famille qui malgré la distance qui nous sépare ont su être présents
durant cette thèse et m’ont toujours encouragé à persévérer.
Plus que tout, je remercie mon épouse Marie-Hélène Trempe. Les mots me manque-
ront pour exprimer la grâce et le privilège que j’ai d’être aussi bien marié et ce que cela
a apporté à cette thèse. Je rends grâce à Dieu tous les jours de m’avoir donné une femme
comme elle. Je lui dédie cette thèse.
CHAPITRE 1
INTRODUCTION
Dans ce chapitre, nous présentons le contexte, la motivations, les contributions et
l’organisation de la thèse.
1.1 Contexte et motivations de la thèse
La conception d’un circuit intégré à plusieurs nœuds sur la même puce peut être
considérée comme la résolution d’une fonction multi-objective impliquant la technolo-
gie de base (CMOS), les méthodes de spéciﬁcation, d’architecture, de compilation, de
vériﬁcation et d’affectation. Comme dans le cas de tout circuit intégré, trois composantes
principales sont nécessaires pour une conception efﬁcace des OCM : (1) la représentation
de l’utilisateur (expression des besoins) ; (2) la technologie de base sur laquelle repose la
fabrication physique ; et (3) l’architecture des systèmes OCM. Dans ce travail, nous nous
attaquons à certains problèmes que posent la conception des circuits intégrés, en parti-
culier les circuits intégrés à trois dimensions, et plus spéciﬁquement, les OCM avec leur
technologie de communication, à savoir, les réseaux sur puce (Network-on-Chip (NoC)).
Nous proposons une solution efﬁcace qui prend en compte le degré de parallélisme dès
la spéciﬁcation du système à concevoir et au niveau architectural de la solution.
La suite de ce chapitre se divise en quatre parties, à savoir : (1) la méthodologie de la
conception des circuits intégrés, et plus précisément, des systèmes OCM ; (2) quelques
problématiques liées à la conception des systèmes sur circuits intégrés performants en
trois dimensions ; (3) notre contribution à la résolution de certains de ces problèmes, et
(4) le plan de la thèse.
1.2 La conception des systèmes multiprocesseurs sur puce
La conception d’un système OCM, comme tout autre système électronique, consiste
à représenter des fonctions souhaitées par les utilisateurs sur une puce électronique. Cette
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conception est basée sur une technologie qui permet de fabriquer un modèle physique du
système souhaité. Ainsi, la faculté de créer ou de concevoir un système efﬁcace relève
de deux facteurs : l’efﬁcacité de la technologie de base à implémenter adéquatement le
modèle, et l’efﬁcacité du modèle à représenter adéquatement les fonctions souhaitées.
Toutefois, il y a un besoin de s’assurer que les fonctions souhaitées par les utilisateurs,
le modèle et la technologie de base sont cohérents. En ce qui concerne la technologie
de base, il y a eu beaucoup de progrès remarquables ces dernières années. Ces progrès
permettent de créer des systèmes complexes à des vitesses de calcul impressionnantes.
De ce fait, le travail de l’architecte système est devenu plus laborieux. Les contraintes
imposées pour la conception des systèmes comme la taille, la fonctionnalité, la perfor-
mance, la minimisation de la consommation d’énergie et la densité structurelle des puces
sont devenues difﬁciles à intégrer. Aussi, lors de la conception d’un système sur puce,
les ingénieurs doivent prendre en compte le peu de temps dont ils disposent, vu le fait
que nous sommes dans un domaine concurrentiel.
Plusieurs méthodes et outils sont proposés pour réduire la complexité du processus
de conception des OCM. Nous citons, en exemple, celles basées sur une approche hié-
rarchique.
1.2.1 Technologies de base
Durant les cinq dernières années, les besoins des utilisateurs, de plus en plus crois-
sants dans l’industrie des nouvelles technologies, ont permis de découvrir de nouveaux
matériaux comme le graphène, les circuits intégrés en trois dimensions (Three Dimen-
sion Integrated Circuits [3D-IC]) et l’intégration verticale des systèmes sur puce (3D-IC
Packaging [3D-ICP]). Dans nos travaux, notre méthodologie s’appuie sur ces deux der-
nières technologies de base.
Les 3D-IC sont des puces électroniques dont les unités actives (processeurs, mé-
moires, DSP, SRAM, DRAM, FLASH, . . . ) sont organisées horizontalement et verti-
calement. Si la dimension horizontale est souvent composée de plusieurs unités élec-
troniques comme dans la conception classique de circuits intégrés, la dimension ver-
ticale, quant à elle, est nouvelle et considérée comme une superposition verticale des
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couches de circuits en deux dimensions, interconnectées par des canaux verticaux appe-
lés « Through-Silicon Via (TSV) » [71]. Bien que cette thèse n’a pas pour mission de
présenter en détail la technologie de la fabrication physique des 3D-IC, nous présentons
dans cette section quelles sont les forces et les faiblesses de cette technologie et en quoi
elle soutient notre démarche.
Les 3D-IC, vu leur aspect vertical, offrent une possibilité d’accroitre les perfor-
mances que le structure 2D ne peuvent pas donner à ce jour. Leur avantage est que
les composantes des circuits intégrés sont disposées de telle sorte que les voisins imme-
dits d’une composante sont plus nombreux que dans le cas des circuits traditionnels. La
disposition verticale des composante permet ainsi d’augmenter la performance grâce à
une bande passante élevée pour les transferts de données [165]. D’autres avantages des
3D-IC sont l’augmentation de la densité fonctionnelle d’une part et la diminution de la
taille des circuits d’autre part. Aussi, la disposition verticale entraine la réduction des
canaux de connexion, ce qui entraine une augmentation de l’immunité aux bruits et, par
conséquent, une augmentation de l’intégrité des données transmises d’une couche à une
autre. Par ailleurs, la réduction des longueurs des canaux de transfert entraine une dimi-
nution de la capacitance nécessaire pour la propagation des signaux de données dans le
circuit ; ceci entraine de facto une diminution de l’énergie consommée et de la chaleur
dissipée par unité fonctionnelle [104].
Malgré les avantages prometteurs que nous venons de citer, les 3D-IC sont encore à
la phase d’études et sont utilisés de façon marginale dans l’industrie des circuits intégrés.
Plusieurs déﬁs restent à relever. Citons en exemple le problème de dissipation de la cha-
leur. En effet, si les canaux d’interconnexion verticaux réduisent grandement la consom-
mation d’énergie et par conséquent la chaleur dissipée au niveau individuel de chaque
canal, il est évident que l’augmentation de la densité fonctionnelle et de la complexité
des puces entrainera une augmentation substantielle de la chaleur entre les couches. Un
autre problème que produisent les 3D-IC est l’augmentation de la complexité de concep-
tion de ces circuits. Les outils de conception dont nous disposons dans l’industrie étant
surtout orientés vers la conception des circuits sur 2D, qui sont considérés comme les
plus utilisés dans la conception des circuits intégrés [19], [89] de nouveaux outils de
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conception assistée par ordinateur seront nécessaires pour prendre avantage de l’espace
qu’offrent les 3D-IC. Par conséquent, un déﬁ architectural se pose ; en effet, l’architec-
ture dont dispose l’industrie de nos jours est celle de John von Neumann dont le x8086 est
l’un des modèles les plus populaires. Une nouvelle architecture et organisation des com-
posantes électroniques sont donc nécessaires. La Figure 1.1 illustre l’interaction entre
les différents domaines de l’industrie des circuits intégrés qui permettent la conception







































Figure 1.1 – Illustration de l’interaction entre la technologie de base, l’architecture et la
conception des circuits intégrés
1.2.2 Approche hiérarchique de la conception des systèmes sur puce électronique
L’approche traditionnelle de la conception des circuits intégrés est basée sur une lo-
gique hiérarchique et séquentielle [68]. Elle a pour but de réduire la complexité à tous
les niveaux de la conception et d’augmenter la ﬁabilité à chaque étape de cette hiérar-
chie. La Figure 1.1 présente une approche générale et récente du ﬂot de la conception
des systèmes OCM [112]. Suivant cette méthodologie, la conception du système est dé-
crite en deux grands sous-ensembles : une partie matérielle et une partie logicielle. Dans
cette thèse, nous nous intéressons particulièrement à la partie matérielle. Elle est com-
posée des phases suivantes : la spéciﬁcation du client ou de l’utilisateur, l’architecture
du matériel, la séparation des modules, la conception des modules et des blocs dédiés,
l’intégration des blocs IP (Intellectual Properties) des fournisseurs tiers, la simulation,
la synthèse, l’émulation et le prototypage (si nécessaire sur les circuits intégrés conﬁ-
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gurables), le placement et routage, la fabrication des prototypes, la vériﬁcation et la
validation, et enﬁn la fabrication déﬁnitive du système. Nous pouvons constater que vu
cette liste qui n’est toutefois pas exhaustive, la conception d’un OCM est un travail la-
borieux. Signalons toutefois qu’il est difﬁcile de déﬁnir une dichotomie exacte entre la
partie matérielle et la partie logicielle du développement.

















































































































Figure 1.2 – Illustration du ﬂot de conception d’un OCM inspirée du CAP7 [125]
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Dans la partie matérielle, le but de la phase de spéciﬁcation fonctionnelle permet au
client ou à l’utilisateur de déﬁnir tous les comportements désirés et toutes les fonctionna-
lités attendues du système. Signalons que cette phase peut être une source d’incohérence
et d’ambiguïté dans le fonctionnement du produit ﬁnal à la ﬁn du processus de dévelop-
pement. Plusieurs outils et méthodes sont proposés dans l’industrie pour résoudre ces
problèmes. Une fois que la spéciﬁcation est acceptée, la phase de la déﬁnition de l’archi-
tecture est entamée avec une différentiation des aspects purement matériels et des aspects
logiciels : c’est ce qu’on appelle la décomposition ou la partition logicielle/matérielle
(HW/SW partition) [10], [130]. Dans la phase de la différentiation, des fonctions peuvent
être sous-traitées par des blocs fonctionnels appelés propriétés intellectuelles (IP), ma-
tériels ou fonctions logicielles achetées chez des fournisseurs tiers. Cette phase est très
délicate et la différentiation doit être faite avec beaucoup de précaution, car une erreur
ici peut être difﬁcile à corriger dans la suite de la hiérarchie. Aussi, cette phase est déter-
minante pour la performance du système. En effet, une mauvaise décomposition entraine
des interdépendances accrues entre les éléments et entraine une diminution de la capa-
cité de transfert de données entre les unités électroniques du système. Nous en parlerons
plus en détail dans les chapitres à venir.
Dans la phase de l’implémentation du système, des langages de description maté-
rielle appelés High-Level Description Langage (HDL) ou des langages de haut niveau
(e.g., SystemC) sont utilisés pour permettre une représentation ﬁdèle du système. Sans
perte de généralité, nous pouvons dire que les outils de conception assistée par ordina-
teur (Computer Assistant Design [CAD]) dont disposent l’industrie des circuits intégrés
classiques pour la simulation, la vériﬁcation, la synthèse, l’émulation et le prototypage,
sont assez conséquents et sophistiqués. Cependant, ces CAD peuvent-être non adéquats
à la conception des systèmes OCM en 3D. Il est donc nécessaire que de nouveaux outils
soient développés pour faciliter la spéciﬁcation, l’analyse, la décomposition, la simu-
lation et l’affectation (pour ne citer que ceux-là). Dans tous les cas, il y a un besoin de
déﬁnir des formalismes adéquats pour la modélisation de ces systèmes, et développer des
méthodes systématiques pour faciliter le travail des concepteurs de ces systèmes. Dans
le cas spéciﬁque des OCM, il est impératif de trouver des méthodologies qui permettent
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d’automatiser les étapes de la conception et plus spécialement trouver des méthodes de
programmation combinatoire pour optimiser ces étapes aﬁn que dès la spéciﬁcation, les
caractères multiprocesseurs de ces systèmes soient pris en considération. D’autre part,
il est important de signaler que les applications qui sont exécutées sur les OCM doivent
êtres intrinsèquement parallèles pour proﬁter pleinement de l’aspect multifonctionnel et
distribué de ces outils [126]. En effet, lorsqu’une application n’est pas assez décompo-
sable, ou lorsque la décomposition ne permet pas de réduire conséquemment les commu-
nications entre les modules, son exécution sur un OCM diminue sa performance. Dans
cette optique, il est plus facile d’utiliser des processeurs super scalaires [14]. Toutefois,
les processeurs super scalaires ne sont conçus que pour l’exploitation du parallélisme
au niveau des instructions. Dans la référence [170], Wall analyse le comportement de
plusieurs programmes sous 375 différents angles de parallélisme. Il a trouvé que le pa-
rallélisme dans ces problèmes est faible ou très modéré. Dans des cas de simulations
extrêmes où la fenêtre du fetch est de 2048 instructions et où le nombre d’instructions
exécutées en un seul cycle est de 64, les meilleures solutions ont donné dix instructions
exécutées en parallèles par cycle, ce qui donne un taux de 3,12%. Aussi, est-il prouvé
que pour mieux exploiter le parallélisme dans les systèmes super scalaires, la fenêtre du
fetch doit être de 2 à 4 instructions [81]. Par ailleurs, lorsque la fenêtre est grande, la ges-
tion de la synchronisation cause des problèmes additionnels de performance et surtout
de conception du système. La Figure 1.3 illustre les niveaux de parallélisme à chaque
degré différent de granularité.
Bien que l’exploitation du parallélisme au niveau des instructions soit difﬁcile à ob-
tenir, Wall signale dans le même rapport d’analyse [170] que le parallélisme est assez
abondant dans les applications à virgule ﬂottante et à des niveaux de granularité plus
élevés comme les boucles ou les tâches qui peuvent aller chercher des degrés de parallé-
lisme très profonds. Ainsi, plusieurs méthodes et outils ont été développés pour exploiter
de manière automatique le parallélisme dans les applications scientiﬁques. Bien que ces
compilateurs soient efﬁcaces, ils ne sont pas très répandus dans l’industrie des circuits in-
tégrés. En effet, ils aident à exploiter le parallélisme au niveau logiciel. Dans cette thèse,
nous nous intéressons au parallélisme au niveau des processus, et ceci, dès la phase de la
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spéciﬁcation et de l’architecture matérielle du système. Signalons aussi que nous nous
concentrons en particulier sur les systèmes dédiés (Application Speciﬁc System-on-Chip
[AS-SoC]) qui permettent une architecture selon les besoins des utilisateurs.
Dans cette thèse, nous cherchons à apporter quelques solutions que nous considé-
rons efﬁcaces en nous penchant spéciﬁquement sur trois problématiques majeures de
la conception des systèmes OCM. La première problématique est l’organisation archi-
tecturale des unités composantes de ces systèmes aﬁn de favoriser un meilleur appro-
visionnement des données aux processeurs, car l’élément critique de la performance de
calcul (où d’autres paramètres comme la consommation d’énergie et la dissipation de
la chaleur) est le transfert de données dans les réseaux de communication de ces sys-
tèmes, et par conséquent, leur organisation. Actuellement, les réseaux des OCM en 3D
et leurs organisations sont dans un état embryonnaire surtout au niveau architectural. La
deuxième problématique est de trouver la meilleure façon de décomposer les spéciﬁca-
tions dans le but de créer une architecture multiprocesseur efﬁcace et de déterminer de
manière optimale le nombre d’unités aﬁn d’accroître la performance du système. Il est
évident que l’idée d’une spéciﬁcation parallèle n’est pas nouvelle en soit. Cependant, le
problème est les outils de spéciﬁcations parallèles sont souvent utilisés pour séparer la
partie matérielle de la partie logicielle d’un système. Aussi, les spéciﬁcations parallèles
sont faites le plus souvent sur des architectures déjà existantes, ce qui consiste à forcer
une application sur une structure. Cette option peut entrainer des pertes de performance.
D’autres problèmes que ces outils ou méthodes de spéciﬁcation présentent sont souvent
liés à leur complexité et au fait qu’ils sont souvent dédiés à des classes de problèmes
limitées et non publiques comme le HardwareC [73]. La troisième problématique est
celle d’une organisation optimale des blocs décomposés pour mieux réduire les ﬂots de
données dans le système. Plusieurs travaux ont été faits dans le domaine de l’organisa-
tion des composantes d’un circuit intégré [100]. Celui que nous utiliserons ici, c’est le
problème de l’affectation quadratique [100]. Nous nous intéressons plus spéciﬁquement
à un modèle d’affectation à topologies variables où le choix de la technologie est pris
en compte. Aussi, nous nous penchons sur l’affectation optimale des valeurs des arcs de
communication entre les nœuds du réseau aﬁn de tirer un meilleur proﬁt du parallélisme.
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Notons que la technologie de base que nous visons ici, à savoir les systèmes OCM sur les
circuits intégrés 3D, n’est pas encore bien maîtrisée. Ainsi, les méthodologies, les outils
d’aide à la conception et les architectures et organisation de systèmes sont des avenues
de recherche très actives.
Figure 1.3 – Niveau de parallélisme dans une application [103]
1.3 Contribution de la thèse
Nous avons présenté dans la section précédente les problématiques sur lesquelles
nous nous penchons dans cette thèse. Trois en ont été identiﬁées : (1) la recherche de
performance dans un OCM en 3D par une nouvelle organisation des composantes de
système ; (2) la recherche de performance par une méthodologie de décomposition des
spéciﬁcations des systèmes ; et (3) la recherche de performance par une méthodologie
d’affectation des éléments décomposés en (2) et des valeurs aux arcs de communica-
tion entre ces éléments. Nous présentons ainsi dans cette thèse trois contributions dont
chacune s’adresse à l’un des points cités ci-dessus, comme illustré dans la Figure 1.4.
La première contribution est consacrée au problème de l’organisation des unités des
systèmes. Nous explorons une nouvelle, mais simple, organisation architecturale qui est
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basée sur la structure cristalline de chlorure de sodium (NaCl). Le NaCl est composé de
deux éléments : le sodium (Na+) et le chlore (Cl−) que nous pouvons associer respec-
tivement aux processeurs et aux unités de mémorisation. Nous nous intéressons aussi à
l’agencement de ces éléments. Lorsqu’on analyse une structure du NaCl à l’aide d’un
microscope, on se rend compte qu’elle est constituée d’une superposition régulière de
couches, et que chaque élément sur une couche quelconque partage son électron libre
avec ses voisins de la même couche et les voisins des couches juxtaposées à la sienne.
Dans ce contexte, le chlore partage avec ses huit voisins sodiums son électron libre. De
façon analogue, nous proposons une organisation des processeurs et de mémoire en une
architecture que nous appelons Isometric on-Chip Multiprocessor Architecture (ICMA).
Dans notre cas, chaque mémoire est connectée à ses six voisins processeurs et chacun
de ces derniers est connecté à son tour à ses six voisins de mémoires. Chaque unité est
ainsi connecté à quatre éléments sur le même plan, à savoir nord, sud, est et ouest ; à
un élément en haut et à un élément en bas. Cette architecture exploite certains aspects
de performance comme la structure régulière et l’exploitation de la localité. La structure
régulière de l’architecture permet de réduire la distance des arcs de connexion dans tout
le système et l’organisation des processeurs et des mémoires selon la structure de NaCl
permet d’exploiter la localité dans la distribution des données. Dans son livre “Introduc-
tion to Parallel Processing” [138], Parhami a rapporté que les architectures des systèmes
multiprocesseurs ou des superordinateurs se construiront comme des jeux de lego, où les
pièces seront des « Commodity Nodes ». C’est spéciﬁquement cette prédiction que nous
tentons de réaliser dans cette contribution.
La deuxième contribution est consacrée à l’analyse de la localité. Cette analyse est
faite par la décomposition de l’application qui est exécutée sur l’architecture proposée
dans la première contribution, ou la décomposition d’une spéciﬁcation en vue de la créa-
tion d’une telle architecture. Le but étant de créer les « Commodity Nodes » au niveau
architectural. Nous nous intéressons en particulier à la modélisation matricielle de l’ap-
plication en vue de son implantation sur un réseau de processeurs représentant le système
sur puce. L’objectif est de trouver le nombre optimal de nœuds du réseau et maximiser la
performance en exploitant la localité dans les transferts de données. Nous proposons une
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méthode de regroupement qui transforme l’application ou la spéciﬁcation fonctionnelle
en un ensemble de cellules de telle sorte que les transferts intracellulaires sont maximi-
sés et les transferts intercellulaires minimisés. L’application est considérée comme une
matrice d’incidence A = M×N, où M est le nombre de processus dans l’application et
N le nombre de données. Chaque élément ai j représente le taux de transfert de données
entre le processus i et la donnée j. Pour cette décomposition, nous nous sommes basés
sur les problèmes de formation de cellules (Cell Formation Problem [CFP]) de la tech-
nologie des groupes (Group Technology [GT]), qui manipule des entiers plutôt que des
éléments binaires, pour créer notre modèle [182], [137]. Aussi, avons-nous introduit une
notion d’équilibre de charge entre les cellules. Ceci permet de jouer sur les éléments
qui sont hors des cellules, appelés éléments exceptionnels, et avec la taille de ces cel-
lules. Nous avons utilisé des approches méta heuristiques pour optimiser notre méthode
et pour produire des résultats expérimentaux quasi optimaux. Lorsque l’application est
décomposée pour un système existant, le nombre de cellules doit être inférieur ou égal
au nombre de nœuds du système. Dans le cas où le nombre de cellules est inférieur au
nombre de nœud, des mécanismes de gestion énergétiques appelés « Energy Controller
[EC] » mettront les nœuds non utilisés en veille.
Dans la troisième contribution, nous nous penchons sur l’assignation de ces cellules
sur les nœuds du réseau en nous basant sur une méthode qui minimise les distances que
parcourent les ﬂots extracellulaires représentés par les éléments exceptionnels. En effet,
l’affectation des processeurs et de mémoires (taches et données) dans une architecture
parallèle ou distribuée a toujours été une phase critique dans la conception de celle-ci.
Même s’il y a beaucoup de méthodes proposées dans la littérature pour résoudre le pro-
blème d’affectation, la nouvelle technologie en trois dimensions des circuits intégrés
impose de nouveaux déﬁs aux ingénieurs pour trouver de nouvelles méthodes d’affec-
tation, particulièrement lorsque leurs objectifs impliquent plusieurs critères. De plus, le
gain de performance à la suite d’une bonne affectation peut être compromis par les per-
formances des arcs de communication entre les cellules et leur synchronisation. Il est
alors impératif de trouver une méthode pour affecter les valeurs appropriées à ces arcs
de communication. Dans cette contribution, nous proposons une méthode d’affectation
Chapitre 1 - Introduction 13
en deux étapes. La première étape appelée " Assignment of Groups and Families to 3D
Network Nodes ", basée sur un réseau en 3D qui contient la structure de base de l’ar-
chitecture, consiste à affecter les groupes de processus et les familles de données aux
nœuds du réseau 3D selon la décomposition de la deuxième contribution. Dans un pre-
mier temps, nous proposons une approche de modélisation des ﬂots de données entre
les cellules. Ceci permet de créer plusieurs topologies et de savoir, dès la phase de l’ar-
chitecture du système, laquelle de ces méthodes est la plus optimale pour l’application
traitée. Ensuite, nous utilisons le problème d’affectation quadratique (QAP) pour l’as-
signation proprement dite. Cette affectation est basée sur la recherche tabu (TS) [70]
proposée par Eric Taillard [161]. Dans la deuxième étape, nous nous attaquons au pro-
blème d’affectation des valeurs aux arcs. En effet, les caractéristiques des arcs dans les
systèmes sur puces dépendent fortement des applications que ces systèmes traitent. Dans
le comportement de systèmes sur puces, le choix des arcs est optimal pour la conception
d’un système performant. Ainsi, une méthode de conception des arcs est nécessaire dès
la phase de la spéciﬁcation et de l’architecture du système. L’analyse de performance
des arcs doit être incluse dans celle de tout le système, car il a été prouvé par Oswens et
al. [136] qu’une énorme quantité d’énergie est utilisée pour transférer des données dans
le réseau. La plupart des travaux qui ont été proposés dans la littérature pour améliorer
ces transferts se focalisent sur l’augmentation et la gestion des mémoires tampons entre
les nœuds [84], [129]. Nous proposons dans cette contribution une approche utilisant les
problèmes d’affectation quadratique et la perturbation comme solution à ce problème.







































Figure 1.4 – Diagramme et organisation des contributions de la thèse
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1.4 Organisation de la thèse
Dans le chapitre suivant, nous présentons la description et une revue de littérature de
l’architecture des systèmes sur puce électronique. Nous présentons aussi une revue de
littérature des sujets abordés dans cette thèse, c’est-à-dire, les architectures des systèmes
3D sur puce, les problèmes de formation de cellule, utilisé pour la décomposition d’une
application en sous-application et ﬁnalement l’affectation de blocs de fonctions et de
données à des nœuds d’un réseau au préalable prédéﬁni. Le chapitre trois présente notre
première contribution qui est une proposition d’une architecture et son organisation.
Le chapitre quatre présente notre deuxième contribution qui traite de la décomposition
d’une application ayant pour architecture cible celle présentée dans le chapitre trois.
Le chapitre cinq propose une méthode d’affectation des sous applications du chapitre
quatre aux nœuds de l’architecture cible et l’affectation de capacités transmises qu’on





Bien que liés, les problèmes abordés dans cette thèse sont généralement traités sé-
parément dans la littérature. Dans ce chapitre, nous tenterons de donner un bref aperçu
de ce qui a est proposé sur l’architecture et l’organisation des systèmes multiprocesseur
sur puce électronique (On-Chip Multiprocesseur [OCM]), sur la décomposition des ap-
plications ou des spéciﬁcations fonctionnelles, et ensuite sur l’affectation des blocs aux
nœuds dans un réseau.
2.1 Les systèmes multiprocesseurs sur puce électronique
La réduction de la taille des transistors et la complexité fonctionnelle des circuits
intégrés ont mis beaucoup de stress sur l’industrie de la microélectronique. Depuis plus
d’une décennie, le paradigme des systèmes sur puce (System-on-Chip, [SoC]), et en
l’occurrence des OCM, est utilisé comme norme dans les industries électroniques, des
télécommunications, du multimédia, des réseaux et dans bien d’autres domaines [21]. Ce
sont considérés actuellement comme l’un des déﬁs les plus importants pour l’industrie
des circuits intégrés et pour les centres de recherches académiques. Les OCM sont des
circuits appelés (Very Large-Scale Integration [VLSI] ou Gigascale Integrationdes [GSI]
qui composent plusieurs processeurs à d’autres éléments matériels (mémoires, IPs) pour
former un système à une application.
Leur conception est basée sur les modèles, les techniques et les outils des réseaux
classiques. Ils sont considérés comme des micro-réseaux sur puce [21]. La communica-
tion entre les composantes de ces systèmes est implémentée par un réseau appelé réseau
sur puce (Network-on-Chip [NoC]). Selon Benini, ce réseau doit assurer les exigences
d’une qualité de service (Quality of Service [QoS]) [21]. L’architecture spéciﬁe les in-
terconnexions des composantes et la topologie du NoC. Comme dans les réseaux clas-
siques, les protocoles indiquent comment les unités doivent communiquer entre elles
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[171]. Dans cette section, nous présentons dans un premier temps un survol sur les com-
posantes des systèmes OCM et ensuite, leur organisation architectural.
2.1.1 Composantes d’un système multiprocesseur sur puce
Les systèmes OCM sont souvent composés de plusieurs circuits intégrés de diffé-
rentes sortes et de différentes fonctionnalités. Ces circuits peuvent être regroupés en
trois catégories : les processeurs, les mémoires et les liens de communication, comme
l’illustre la Figure 2.1. Actuellement, plusieurs processeurs et mémoires peuvent être
intégrés sur la même puce tout en restant structurellement autonomes.
2.1.1.1 Les processeurs
Vu le caractère dédié des systèmes électroniques actuels, les processeurs les plus uti-
lisés pour les systèmes OCM sont souvent des processeurs embarqués et programmables
ou des fonctionnalités intégrées sur des réseaux de portes logiques programmables (Field
Programmable Gate Array [FPGA]). Les processeurs utilisés dans les systèmes OCM
doivent être ﬂexibles, modulables et paramétriques, aﬁn de pouvoir les intégrer facile-
ment dans une architecture. L’approche la plus efﬁcace est le processeur dédié (Appli-
cation Spéciﬁcation Integrated Circuit [ASIC] ou Digital Signal Processor DSP). Les
processeurs dédiés sont construits sur un jeu d’instructions très réduit qui ne traite que
des besoins spéciﬁques pour des domaines d’application bien précis [87]. Toutefois, ils
peuvent servir souvent à des classes d’application comme le multimédia ou le traitement
d’images. Parmi ces processeurs, nous avons le TriMedia TM32 [54], [82] qui est un pro-
cesseur pour les applications multimédia qui permet de transférer des données parallèles
et de manière continuelle. Un autre exemple de processeur dédié est le Micro Engine ME
du système IXP2850 de réseau WAN et LAN, qui est utilisé pour exécuter des fonctions
à ﬁlins d’exécution multiples sur les paquets. Vu le nombre important de paquets dans un
processeur de réseau, plusieurs ME sont utilisés pour permettre un traitement parallèle.
Plusieurs autres processeurs dédiés comme le SPE [63] sont proposés par des entreprises
aﬁn de traiter un problème bien particulier dans l’architecture des systèmes OCM.
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Bien qu’efﬁcaces, les processeurs dédiés ne sont pas les plus populaires dans la
conception des OCM ; le plus grand problème des ASIC ou des DSP, est qu’ils coûtent
très cher en ressources et en temps à développer, ce qui augmente considérablement le
coût total du système. Le processeur embarqué ARM (Advanced RISC Machine) [11],
est le plus utilisé par les fabricants des OCM. L’avantage du ARM par rapport aux pro-
cesseurs dédiés cités ci-dessus, est qu’il est générique et n’est pas physiquement fabriqué
par ses fournisseurs. Ainsi, chaque processeur est conçu sur un noyau ARM au-dessus
duquel des spéciﬁcations propres aux clients sont ajoutées. Nous citons comme exemple
l’architecture du processeur de ST Nomadik qui contient le processeur ARM926E-JS
[12] qui est basé sur le noyau ARM9.
Un autre noyau de processeur souvent utilisé dans la conception des OCM est le
MIPS (Microprocessor without Interlocked Pipeline Stages). Comme le processeur ARM,
le MIPS est un noyau de processeur qui permet de créer plusieurs processeurs dérivés.
Bien qu’utilisé dans les ordinateurs et dans les serveurs de Silicon Graphic, on le retrouve
souvent comme processeur embarqué dans des OCM. Ainsi, dans l’architecture du Nex-
peria [54], une variante de MIPS appelée le PR3940 a été développée pour s’occuper du
système d’exploitation et pour contrôler les exécutions de certaines tâches.
Nous reconnaissons que les processeurs cités ci-dessus ne constituent pas une liste
exhaustive et que plusieurs autres processeurs embarqués ont été développés et sont
abondamment documentés dans la littérature.
Les processeurs softcores sont proposés par des fabricants de FPGA. Ces processeurs
sont spéciﬁquement dédiés et synthétisables uniquement sur les circuits programmables
de leurs fabricants. C’est le cas du Nios de Altera [6] et du MicroBlaze de Xilinx [178].
Plusieurs applications ont utilisé les processeurs MicroBlaze de Xilinx comme dans le
cas de [157], [133] et [86], et des processeurs Nios pour le prototypage OCM à moindre
coût. Quelques travaux sont à souligner dans le cas de l’intégration de Nios dans une
application OCM comme dans les références [146], [183] et [55].
En ce qui concerne les processeurs généraux (CPU), dont les architectures les plus
populaires sont basées sur le 80x86, leur conception permet de les utiliser pour la réso-
lution de problèmes plus généraux. Ils sont souvent moins chers parce qu’ils sont faits
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pour une utilisation générale et une production de masse. Cependant, leurs tailles sont
généralement importantes et ils sont souvent lents pour être intégrés dans des systèmes
de haute performance. De nos jours, seule le PowerPC, qui est en réalité une dérivée du
MIPS, a été embarqué sur le FPGA Virtex-5 FX70T de Xilinx [177], et est utilisé pour
les traitements d’ordre général.
En conclusion, nous pouvons dire qu’il y a une diversité de processeurs qui peuvent
être utilisés pour la conception des OCM et que le choix ne dépend que des besoins de
l’architecture ; ce qui fait qu’ils ne constituent pas un problème de performance.
2.1.1.2 Les mémoires
Contrairement aux processeurs, le choix des mémoires embarquées est limité, vu le
nombre réel de sortes de mémoires disponibles dans l’industrie. Toutefois, leur organi-
sation, leur hiérarchie et les protocoles de routages sont importants pour la conception
de systèmes performants, et sont souvent différents d’un système à l’autre. Nous retrou-
vons par exemple le cas du TRIPS [30] ou du Tilera Tile64 [173] dont les mémoires sont
organisées en deux niveaux de cache L1 et L2, et utilisent un contrôleur matériel alors
que le Teraﬂops de Intel (80 processeurs) et le IBM Cyclops-64 utilisent des contrôleurs
logiciels [48] et [77].
L’un des problèmes que les mémoires embarquées rencontrent est leur taille. Elles
doivent être assez petites à cause de l’espace disponible et assez large pour favoriser le
facteur de localité entre les données et les fonctions. Pour résoudre ce problème, des
solutions comme la conception de mémoire sans cache ou l’utilisation des mémoires
statiques à la place des mémoires dynamiques (plus complexe) [107] sont proposées.
Ainsi, pour réduire la taille des processeurs, la consommation d’énergie et réduire la
chaleur, les auteurs de l’article [17] ont proposé une alternative à la mémoire cache
appelée Scratchpad Memory, qui est une circuiterie composée d’un décodeur et d’une
table mémoire. Cette circuiterie occupe une partie de l’espace d’adressage de la mémoire
principale et crée une association entre le reste de l’espace mémoire.
Dans [179], Xu et al. ont fait une étude de différentes organisations hiérarchiques
des mémoires dans un système OCM. Ils ont démontré premièrement que l’utilisation
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d’une hiérarchie de la mémoire cache L1 et L2 dans les processeurs peut augmenter
la performance de calcul d’une application dont la fréquence d’accès à la mémoire est
très élevée. Cependant, la différence entre la bande passante d’une mémoire externe au
OCM et sa mémoire interne peut entrainer une sérieuse perte de performance lorsque
plusieurs ﬁlins sont actifs. Deuxièmement, ils ont montré que les congestions dans le
OCM sont causées par des accès importants des processeurs aux mémoires. Ainsi, il est
nécessaire de calculer adéquatement le chemin de données qui connecte chaque proces-
seur du système à la mémoire principale. Ils pensent par ailleurs qu’il n’est pas adéquat
de privilégier une optimisation de la communication entre les composantes du système
sur la puce au dépend de certaines paramètres comme la chaleur et la consommation de
l’énergie. En théorie, il est démontré que chaque application a un modèle de commu-
nication unique [13]. Ainsi, Dally et Towles pensent toutefois que la performance d’un
système sur puce dépend de son accès aux données, de la hiérarchie des mémoires et
surtout du réseau d’interconnexion sur la puce [46].
Le problème d’accès aux mémoires est malheureusement le goulot d’étranglement.
La recherche d’équilibre entre la hiérarchie de la mémoire, le chemin des données, l’ac-
cès à la mémoire externe et la recherche de chemins critiques est devenue un problème
d’optimisation combinatoire dont la complexité dépend de l’application traitée.
2.1.1.3 Les liens de communication
Les liens entre les unités sont constitués d’une interconnexion ou d’un câblage de ﬁls
parallèles [154], [2] qui permettent de distribuer l’horloge, le courant électrique (Vcc,
GND, Reset), la terre et d’autres signaux comme les données (DATA) et les commandes
(CMD) entre les processeurs et les mémoires. Le besoin d’une transmission rapide des
données à travers le système et d’une qualité des données et de services transmis exigent
comme dans le cas des processeurs et des mémoires que les liens soient efﬁcaces et per-
formants. En effet, avec la diminution de la taille des transistors, les liens de communica-
tions se sont rapprochés et de nouveaux problèmes se sont posés. Parmi ces problèmes,
nous avons la non ﬁabilité des données, les bruits électriques et les interférences. Par
ailleurs, les spéciﬁcations physiques des lignes utilisées jusqu’à présent dans l’industrie
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de semi-conducteurs limitent grandement leurs vitesses de transmission.
Deux catégories de liens de communications sont utilisées dans la conception des
OCM. Les liens parallèles et les liens sériels. Les liens les plus utilisés sont les liens
parallèles car ils permettent naturellement de transmettre des mots de données à chaque
cycle d’horloge. Aussi, ils contribuent à la dissipation de la chaleur mais posent d’autres
problèmes comme l’espace occupée, les bruits électriques, les erreurs dues à l’électro
migration et à l’interférence. D’autre part, les liens sériels deviennent de plus en plus
populaires parce qu’ils permettent de corriger certains problèmes comme la réduction
de l’espace utilisé, l’intégrité des données et la diminution des erreurs, mais en posent
d’autres comme la chaleur et les délais supplémentaires [49]. Nous remarquons ainsi que
dans les OCM, les liens constituent les maillons faibles de la performance. Pour corriger
ce problème, plusieurs travaux ont été proposés.
Dans [162], Tamhankar et al. ont proposé une approche agressive appelé Terror qui
tolère les fautes temporelles causées par les aléas physiques aﬁn d’augmenter la perfor-
mance de la communication. La méthodologie réduit le nombre de mémoires tampons
entre les nœuds NoC et propose un protocole qui consiste à corriger les erreurs par
Go-Back N présenté dans la référence [171]. D’autres travaux se sont concentrés sur la
correction d’erreur pour augmenter la performance des liens de communications entre
les transmetteurs de données (e.g., [158]).
Pour corriger les problèmes que posent les transferts de données parallèles, Kangmin
et al. ont présenté un outil qui propose un transfert en série [98] basé sur une méthode
d’encodage de la donnée entre les nœuds. Leur but étant de minimiser le nombre de
transitions sur une ligne de transmission sérielle en utilisant les corrélations entre les
mots des données successives. Cette corrélation minimise le nombre de ‘1’ logiques et
augmente le nombre de ‘0’. Ce qui réduit l’énergie consommée et la chaleur dissipée.
Une autre approche pour optimiser l’utilisation des liens de communication sur les
puces est d’utiliser des communications asynchrones. Dans [164], Teifel et Manohar
ont présenté une architecture matérielle des émetteurs et des récepteurs de données sans
horloge, ceci aﬁn d’alléger les nœuds des générateurs d’horloges qui sont considérés
comme coûteux. Le mode de transmission des données dans leur solution est sériel.
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Toutefois, des multiplexeurs du côté des émetteurs et des démultiplexeurs du côté des ré-
cepteurs sont utilisés pour assembler et désassembler les données parallèles qui viennent
des nœuds. Contrairement aux transmetteurs de données qui utilisent plusieurs cycles
d’horloge pour assembler ou désassembler les données, leur méthode utilise un lien à
trois ﬁls avec une architecture basée sur une machine à états ﬁnis (Finite-State Machine
[FSM]) à trois états et sur un protocole d’anneaux à jeton. Aussi, l’architecture proposée
permet-elle de faire une synchronisation dynamique entre le taux des bits envoyés par
l’émetteur et celui des bits échantillonnés par le récepteur. Signalons que dans la litté-
rature, plusieurs autres travaux qui traitent des transmissions asynchrones dans les NoC
ont été proposés, e.g. [50].
Plusieurs autres travaux ont été proposés pour la conception de liens de communica-
tion performants comme [164], [118], [50], [95], [144] et [158]. Toutefois, nous n’avons
pas trouvé dans la littérature une approche qui propose une conception de liens de com-
munication dédiés. Nous pensons que pour chaque système à concevoir, des liens dédiés
entre les nœuds selon la particularité de chaque arc peuvent augmenter la performance
du système tout entier.
2.1.2 Organisation des systèmes multiprocesseurs sur puce
Les composantes présentées ci-dessus sont souvent organisées de manière à augmen-
ter la performance de traitement de l’ensemble du système. L’organisation des systèmes
OCM n’est pas actuellement quelque chose de formelle. La plupart des systèmes sont
organisés de manière ad hoc. Toutefois, comme dans les réseaux classiques, plusieurs
structures régulières sont utilisées. La plus populaire des structures est l’organisation
maillé en deux dimensions. La Figure 2.1 en est une illustration.
Dans [133], nous avons présenté plusieurs structures de systèmes OCM et nous avons
remarqué que les structures régulières ne sont pas très populaires dans les architectures
commerciales, mais qu’elles sont très présentes dans les OCM académiques. Selon Wolf,
il est rare que l’architecture et l’organisation d’un système soient toutes nouvelles [175].
Il dit ce qui suit : “ L’histoire de la conception de systèmes informatiques montre que
les techniques développées pour une technologie sont souvent utilisées dans le déve-
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Figure 2.1 – Illustration d’un système OCM : (a) sur deux dimensions et (b) sur trois
dimensions
loppement de nouvelles technologies : des mainframes aux mini-ordinateurs, des mini-
ordinateurs aux microprocesseurs, etc. Et le traitement en parallèle a une riche histoire
qui remonte aux premiers jours de l’informatique ”. Ainsi, la plupart des architectures
peuvent êtres considérées comme une composition du modèle de von Neumann où les
composantes communiquent entre eux à travers un ou plusieurs bus, ou à travers un ré-
seau d’interconnexion. Dans les deux cas, un arbitre ou un protocole de communication
sont utilisés pour gérer les ﬂots de données.
Plusieurs organisations architecturales sont proposées dans la littérature. Ces organi-
sations peuvent être classiﬁées en deux groupes selon la diversité des processeurs : les
architectures homogènes [76], [181], [60], [155] et les architectures hétérogènes [54],
[139].
Les structures homogènes sont composées de deux ou plusieurs processeurs iden-
tiques en fonctionnalité et en structure, et sont souvent utilisées pour calculer des pro-
blèmes très récurrents (e.g. la multiplication matricielle ou l’évaluation polynomiale).
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La Figure 2.2 illustre une organisation homogène représentant un tableau systolique ap-
pelé Band Matrix Multiplication Systolic Array [BMMSA]. L’organisation dans cette
ﬁgure est un tableau systolique carré (2D) avec le chemin des données des opérandes
représentées par les registres A, B et C. La partie a) de la ﬁgure représente les structures


































Figure 2.2 – Architecture BMMSA de tableau systolique [181]
Les structures hétérogènes sont quant à elle composées de processeurs divers en
structures et en fonctionnalités. La Figure 2.3 présentée ci-dessous est un diagramme
fonctionnel de NEXPERIA [54] qui illustre un système hétérogène. Cette structure a
deux processeurs différents et plusieurs autres composantes de calcul. Comme nous pou-
vons le remarquer, c’est une architecture qui est construite autours de trois bus : MIPS
PI Bus qui permet de connecter NEXPERIA aux périphériques systèmes, le TM32 PI
Bus qui permet de connecter les unités multimédia à NEXPERIA et le bus de 64-bit qui
permet d’accéder à la mémoire principale. Dans cette illustration, nous remarquons que
la plupart des OCM sont organisés autours des bus de manière ad hoc selon les besoins
du fabricant. Rappelons comme cela est abondamment montré dans la littérature que les
bus constituent un goulot d’étrangement pour la performance de calcul.
Des structures plus génériques sont proposées dans la littérature pour des systèmes
































































Figure 2.3 – Diagramme fonctionnel de NEXPERIA [54]
OCM hybrides. Parmi elles, nous pouvons citer l’architecture HPAM (Hierarchic Processor-
and-Memory) proposée par Miled et al. [23]. Toute la structure est une superposition de
plusieurs PAM (Processor and Memory). Chaque PAM est composé de processeurs et
de mémoires identiques respectivement (structure homogène). Ainsi, le HPAM peut-être
considéré comme une structure hétérogène de plusieurs couches homogènes. Chaque
PAM est séparé de son voisin par une interface. La classiﬁcation des couches PAM dans
la hiérarchie du HPAM est basée sur la vitesse de leurs processeurs. Ainsi, de la couche
1 à n, le nombre de processeurs augmente, la vitesse des processeurs décroit et la taille
des mémoires aussi augmente. Ce modèle étant plus générique, nous l’avons utilisé dans
nos travaux pour démontrer la performance de l’architecture proposée dans cette thèse.
Les réseaux sur puce (NoC) sont considérés comme la solution naturelle pour l’or-
ganisation de OCM [90]. Kumar et al. ont déﬁni les réseaux sur puce comme un in-
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Figure 2.4 – Diagramme structurel de l’architecture HPAM [23]
contournable pour la communication sur puce organisée en trois couches : la couche
physique, la couche liaison de donnée et la couche réseau [102]. Plusieurs travaux ont
été consacrés à l’efﬁcacité des réseaux sur puce par rapport à certaines paramètres de
performance. Parmi ces travaux, nous retrouvons [22], [176] et [107]. Comme dans le
cas des organisations citées précédemment, parmi les facteurs les plus importants de la
conception d’un réseau sur puce on distingue son organisation et sa topologie. Plusieurs
topologies régulières ont été proposées dans la littérature [92], [184] et [79]. Parmi ces
topologies, il y a le réseau maillé, le réseau toré (Torus Network), le réseau “ Fat Tree ”,
etc. Henkel et al. ont fait une étude comparative de la topologie régulière et de la topo-
logie dédiée (Application Speciﬁc Network on Chip [AS-NoC]), et ils montrent que les
topologies dédiées sont des topologies ad hoc basées sur la spéciﬁcation de chaque sys-
tème [80]. Les topologies dédiées sont ainsi plus efﬁcaces que les topologies régulières
et elles occupent moins d’espace. Ainsi, il est important de trouver une solution qui com-
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bine l’utilisation d’une topologie régulière et les avantages d’une topologie dédiée. Par
exemple, concevoir des routeurs adaptés aux besoins de chaque lien qui connecte deux
composantes, optimiser les poids des composantes pour réduire l’espace occupé par les
fonctions, et modéliser les données transférées ou des codes aﬁn d’optimiser les ﬂots de
données dans le réseau.
Plusieurs techniques de routage des données sont proposées dans la littérature pour
les réseaux sur puce [72], [101] et [45]. Nous ne les citons pas tous ici, mais nous faisons
mention du routage “ trou de ver (TV) ” (Wormhole Routing) présenté dans [44]. Il est
considéré comme le plus approprié pour réduire la taille des mémoires tampons dans
les nœuds et ainsi la taille totale du système. La première utilisation de ce routage a été
dans une architecture hypercube. Comme dans tous les réseaux sur puce, le nombre de
nœuds et de connexions est ﬁxé et déterminé à l’avance. Les paquets sont envoyés dans
le réseau avec une adresse de petite taille aﬁn de créer un chemin pour les transmetteurs
avant même que le message ne soit envoyé. Lorsque le message est trop long, il est dé-
coupé en fragments de messages de très petites tailles appelés " ﬂits ". Dans [85], Hu et
Marculescu montrent les avantages de l’algorithme de routage TV par rapport aux autres
algorithmes de routage dits adaptatifs. L’avantage de l’algorithme TV repose sur le fait
que la plupart des réseaux sur puce sont conçus pour des applications spéciﬁques et pour
cela, les ﬂots de données entre les transmetteurs du réseau, qui varient rarement, peuvent
êtres calculés à l’avance, d’où l’importance du choix d’un chemin dédié. Ni et McKinley
considèrent cet algorithme comme une approche déterministe [128]. Contrairement au
routage TV, l’approche adaptative basée sur “ sauvegarder et envoyer ” (Save and For-
ward) nécessite plusieurs ressources pour stocker et reconstruire les messages [69], et
surtout utilise des chemins différents à chaque transfert entre deux nœuds.
Bien que les OCM soient un paradigme pour la conception des systèmes microélec-
troniques, nous pouvons, après analyse, dire que les différentes topologies, l’organisation
des composantes, les protocoles de transferts de données, les hiérarchies dans la concep-
tion, les méthodes d’optimisation des paramètres comme l’espace, l’énergie, etc., ont
permis de produire des systèmes performants.
Cependant, malgré toutes ces techniques, les réseaux sur puce ont malheureusement
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les mêmes problèmes que les réseaux classiques dont les suivants :
• La congestion est un problème sérieux que nous devons encore étudier, car il peut
arriver que plusieurs processeurs connectés au même routeur soient plus rapides
que ce dernier. Ce qui conduit à une congestion et ainsi à la dégradation de la
performance.
• La réduction de la taille des transistors des transistors et la densité des circuits in-
tégrés de plus en plus croissantes entrainent des problèmes d’intégrité de données
et de la qualité de service.
• Il y a encore très peu d’indications sur la manière dont les mémoires sont organi-
sées et distribuées par rapport aux autres composantes des OCM.
• Même s’il est prouvé que l’approche réseau sur puce est plus efﬁcace que l’ap-
proche de bus, il y a encore des besoins importants dans la fabrication des routeurs
efﬁcaces.
Dans cette thèse, nous proposons des solutions analytiques à certains de ces pro-
blèmes. Nous pensons par exemple que :
• La congestion peut être réduite si l’accès aux données est mieux planiﬁé dès la
phase de l’architecture et que l’on construit des routeurs dédiés entre chaque pair
de nœuds.
• Si les données à transférer dans le réseau entre des nœuds non-voisins sont réduites
à leur plus strict minimum, alors des bus sériels peuvent être utilisés comme liens
de communication. Une solution peut alors être proposée au problème de conges-
tion et celui de l’intégrité des données.
2.2 Décomposition des applications ou des spéciﬁcations fonctionnelles d’un sys-
tème multiprocesseur sur puce
La phase de spéciﬁcation fonctionnelle est considérée comme une phase cruciale
dans la conception d’un circuit intégré. En effet, une mauvaise spéciﬁcation entraine
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toujours un système fonctionnellement non cohérant. Dans la conception des OCM, la
spéciﬁcation des besoins ou des fonctions, souvent complexes, doivent être suivie d’une
décomposition (encore appelé partition) selon certains critères de similarité. La décom-
position consiste alors à décomposer cette spéciﬁcation ou application qui est difﬁcile ou
impossible à implémenter autrement, en un ensemble de sous spéciﬁcations ou de sous
applications plus faciles à traiter.
Nous donnerons plus de détails sur la littérature de la décomposition des applications
dans le chapitre 4. Toutefois, nous mentionnons ici que la technique de décomposition la
plus utilisée dans l’industrie des circuits intégrés est la conception conjointe matérielle
logicielle (Hardware/Software Codesign [HSC]) [73]. Depuis plusieurs années, le HSC
est considéré comme l’un des facteurs les plus importants du développement des OCM
[171]. Deux tendances sont suivies dans l’industrie : (1) une tendance matérielle qui
consiste à écrire toute la spéciﬁcation comme un modèle matériel et ainsi détermine les
fonctions appropriées qui gagneront à être en logiciel, et (2) une deuxième tendance lo-
gicielle qui fait le contraire. Plusieurs travaux sont consacrés à la génération automatique
de codes matériels et logiciels à partir de spéciﬁcations de systèmes selon les critères de
réutilisabilité de code et des IP [15]. Les codes logiciels peuvent être compilés pour dif-
férentes plateformes alors que les codes matériels sont synthétisés pour des technologies
appropriées. Il existe dans la littérature plusieurs outils qui sont capables de faire des
décompositions ou des partitions sans l’intervention de l’homme. Cependant, ces géné-
rateurs de codes ne tiennent pas souvent compte de certaines particularités fonctionnelles
et structurelles des applications traitées ou des spéciﬁcations du OCM.
Dans [120], une solution est proposée pour permettre des améliorations de la dé-
composition par rafﬁnages successifs avec l’intervention des concepteurs, ce qui permet
aux ingénieurs de corriger les erreurs et les limitations des outils. Cette approche est
cependant risquée, car les concepteurs peuvent introduire de nouvelles erreurs à chaque
intervention ou tout simplement, changer la spéciﬁcation fonctionnelle du système.
Sans perte de généralité, nous pouvons dire que le fait que les outils des HSC soient
orientés vers une décomposition logicielle et matérielle peut entrainer une perte de per-
formance des systèmes. Pour relever les déﬁs de la réutilisabilité, de la portabilité et de
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la performance, de nouvelles méthodes de décomposition sont nécessaires. Dans cette
thèse, nous proposons une méthode de décomposition basée sur la formation des cellules
(Cell Formation Problem [CFP]). Le CFP est une approche de regroupement effective
de la technologie de groupe utilisée dans l’industrie de la manufacture pour rassembler
dans une même cellule de traitement les machines et les unités qu’elles traitent. Nous
pensons que les analogies directes de machine/processeur et d’unité/donnée peuvent se
faire dans notre cas.
2.3 Problème d’affectation dans les systèmes sur puce
Le problème d’affectation, associé au problème de décomposition, est très fréquent
dans la conception des OCM. Par déﬁnition, le problème d’affectation consiste à placer
des composantes synthétisées sur une puce électronique tout en respectant des critères
de non chevauchement et des contraintes d’optimisation. Généralement, l’affectation
comme la partition matérielle est faite après la synthèse en trois étapes : l’affectation
globale qui permet de déﬁnir grosso modo quelles espaces les composantes occupent
sur la puce, la légalisation qui permet de résoudre les problèmes de chevauchement des
composantes et des portes logiques sont réglés, et enﬁn, le rafﬁnement qui permet de
détailler l’affectation globale.
Durant ces dernières années, plusieurs travaux ont été consacrés aux problèmes d’af-
fectations dans la conception des circuits intégrés. Cependant, des études récentes ont
montré qu’avec la diminution de la taille des transistors et l’accroissement de la den-
sité fonctionnelle des circuits intégrés, les approches conventionnelles d’affectation ne
produisent plus les résultats optimaux. La plupart des méthodes et outils d’affectation
basés sur des architectures de bus [106], [75], ont une limitation inhérente pour traiter la
complexité des circuits intégrés actuels.
Des travaux sont proposés dans l’industrie et par des unités de recherche acadé-
miques pour corriger ces problèmes [37], [91], [25]. Ces travaux exploitent les nouvelles
architectures et topologies comme les OCM. Traditionnellement, deux tendances sont à
considérer dans les méthodes d’affectation. Il y a les méthodes qui préconisent la sépara-
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tion de l’affectation du HSC. Dans tous les cas, l’objectif est d’optimiser des paramètres
comme la distribution de l’horloge, minimiser la consommation d’énergie ou maximiser
la dissipation de la chaleur dans les circuits. Parmi les approches utilisées pour le place-
ment (avec partition ou pas), nous avons la méthode de la coupe minimum [35], [143], les
méthodes analytiques [152], [168] qui sont considérées comme les meilleures en terme
d’optimalité, et les méthodes hybrides qui combinent les deux approches précédentes
[160], [93]. L’utilisation d’algorithmes méta heuristiques qui permettent de faire des ex-
plorations dans de très larges espaces de recherche ont permis aux méthodes analytiques
de régler les problèmes de densités fonctionnelles des OCM [34].
Nous constatons malheureusement que les problèmes d’affection sont pour la plupart
des méthodes souvent a posteriori à la synthèse et qu’à cette étape de la conception,
certaines limitations des phases de développement précédant la synthèse et jumelées à
la partition HSC peuvent entrainer des pertes de performance difﬁciles à corriger. Nous
proposons dans le chapitre 4 [134] de cette thèse une méthode d’affectation dès la phase
de la spéciﬁcation fonctionnelle pour un système OCM.
CHAPITRE 3
THE ISOMETRIC ON-CHIP MULTIPROCESSOR COMPUTER
ARCHITECTURE : ORGANIZATIONAL APPROACH
E. Elie, A. Haﬁd, M. Turcotte and J. A. Ferland
Abstract
A new architecture organization, called Isometric On-Chip Multiprocessor Archi-
tecture (ICMA), for parallel and distributed computing is introduced. This architecture
integrates an equal distance organization of processors interleaved with memories for a
three dimensional Integrated Circuit (3D-IC). ICMA is inspired by crystal structure of
sodium chloride (NaCl) and based on bicolor three-dimensional mesh network structure
rules. In this paper, we present ICMA that addresses topological organization for perfor-
mance computation in On-Chip Multiprocessor (OCM) architectures. We also propose
simple and effective communication scheme that combines both direct memory access
and 1-Hamming distance wormhole routing algorithms, for a deadlock free network. Di-
rect Memory Access ensures data transfer between neighboring nodes while 1-Hamming
distance wormhole routing ensures data transfer between nodes that are not neighbors.
Each node has its own network interface ; each interface is composed of six sets of chan-
nels connecting each node to its six neighbors. The routing is fully synchronous ; it uses
absolute addressing of memory combined with node identiﬁer. It executes 1-Hamming
routing in an anticlockwise route from the source to the destination. A round robin al-
gorithm is used when more than one access request is made on a node. The goal is
to increase the proximity between data and processors, and hence, to increase the per-
formance of the OCM systems. We developed two prototypes to evaluate the proposed
algorithms.
Keywords—3D-IC, Interconnect, Parallel and distributed computing, On-Chip Mul-
tiprocessor, Scalability, Multiprocessor architecture, Hamming, Wormhole routing, Pa-
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3.1 Introduction
The performance required by CPU-hungry applications, such as bioinformatics ap-
plications, is dramatically increasing. To support this type of applications, signiﬁcant
improvement in computer systems design is needed ; composing processors into a net-
work to design a system is becoming a standard [78], [45], [102], and [21]. Typically,
system design uses von Neumann computational approach with buses connecting pro-
cessors to shared memories. This approach is seen as limited for improvement and the
x8086 architecture based design leaded by Intel and IBM, for decades, is believed to be a
wrong approach to upgrade/increase the performance. To overcome complexity, perfor-
mance and ﬂexibility limitations, multiprocessor architectures have been proposed and
extensively studied for decades [60], [155]. Even though major efforts have been done
in multi-computer interconnections, there is still a lot to do in on-chip parallel computer
system design, especially in the era of three dimension integrated circuits (3D-IC).
It is only recently that major chip makers have started the commercialization of
multi-core chips. Prior to these multi-core computers, many system architectures have
incorporated either hypercube architectures or mesh architectures for parallel computer
system design. On-Chip Multiprocessor architectures are usually compositions of single
microprocessor chips networked by external physical wires. As the number of functio-
nal logics on a single silicon chip widens, network-on-chip has been proposed for Ultra
Large Scale Integration (ULSI) IC system design. Even with this design, clock signal
distribution, synchronization of modules, transmission of messages, and memory access
contention still represent a major bottleneck that may cause considerable performance
degradation.
On-Chip Multiprocessor (OCM) system is seen as solution for the design problem
and has become the system design paradigm. Designing a network of processors on
the conventional planar or Two-Dimension Integrated Circuit (2D-IC) has limitations on
ﬂoor planning ; indeed, it limits the system design and performance improvements be-
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cause of the distance data has to travel from one end of the chip to another [18]. These
interconnections usually lead to long and irregular data transfert paths (and thus conside-
rable delay), synchronization issues of clocks in different domains, and clock distribution
problems. Furthermore, these limitations, in mixed-signal (analog and digital) system de-
sign, (supposed to enables better performance gains and low power consumption), lead
to data corruption and signal integrity problem [132], [133]. Lastly, 2D Integrated Cir-
cuit design increases dramatically the design cycles and thus the chip cost [18] in an
industry where being ﬁrst in the market is critical.
In response to these limitations, solutions have been proposed including the 3D IC
design [155], [165]. The 3D IC is an advanced die level vertical interconnects packaging
technology offering low cost, ultra high speed and high density semiconductor IC. It
enables vertical packaging for memory arrays and processing elements enabling consi-
derable performance gain in communications between memory units and processing ele-
ments [104].
This paper addresses the design of a new system architecture and organization geared
towards CPU-hungry applications, especially scientiﬁc applications. This architecture,
Isometric on-Chip Multiprocessor Architecture (ICMA), is a three dimensional multi-
processor and multi-memory architecture. ICMA consists of processing elements (PE)
interleaved with memory units (MU) to provide data proximity to PE. It is organized
like the crystal structure of NaCl and following the rules of a bicolor graph structure.
We believe that a better organization of processors and memories into on-chip archi-
tectures can considerably increase system performance [65] and [108]. The architecture
is designed to be ﬂexible, scalable and easily upgradeable for fast prototyping and de-
sign. We also (1) describe two techniques to access data in ICMA-based systems for
better performance ; (2) evaluate the performance of these techniques ; and (3) imple-
ment two ICMA-based prototypes that show the feasibility of these techniques. With the
ﬁrst prototype, we validate the proposed architecture simulating matrix multiplication
on an ICMA. We compare the performance of ICMA with that of HPMA [20] ; HPMA
is composed of a number of processing elements and memory units which makes it more
suitable to compare with ICMA. With the second prototype, implemented on a Xilinx
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Multimedia Demo FPGA Board, we perform computation of mass-spring system.
ICMA-based systems can be built thanks to new technologies, such as the 3D IC
[155]. The 3D IC is an advanced die level vertical interconnects packaging technology
offering low cost, ultra high speed and high density semiconductor IC. It enables verti-
cal packaging for memory arrays and processing elements enabling considerable perfor-
mance gain in communications between memory units and processing elements [155].
The 3D IC can be used to analyze the impact of the (physical) isometry (i.e., equal
distance between any 2 neighboring elements of ICMA), between the memory units and
processing elements, on ICMA system performance. However, in this paper, we consider
only logical isometry because we do not have a hardware prototype of ICMA.
This paper is organized as follows. Section 3.2 presents the Isometric On-Chip Mul-
tiprocessor Architecture and its organizational approach. Section 3.3 presents a brief
description of ICMA performance. Section 3.4 introduces the decomposition of an ap-
plication speciﬁcation into components and Section 5.9 concludes the paper and presents
future work.
3.2 Isometric On-Chip Multiprocessor Architecture
The Isometric On-Chip Multiprocessor Architecture is based on the crystal structure
of the Sodium Chloride (NaCl).
3.2.1 Crystal Structure of the Sodium Chloride
Sodium chloride (NaCl), well known as salt or halite, is compose of extended arrays
of aggregated ions of sodium (Na+) and of chlorine (Cl-) [53]. In NaCl structure, there
are no identiﬁable discrete molecules, where a single molecule can be taken separately
from the rest of the structure. Its coordination number (CN) for each atom, which is the
number of nearest neighbor atoms, is 6. In other words, each ion of sodium has 6 ions
of chlorine as neighbors and each ion of chlorine has 6 ions of sodium as neighbors.
Consequently, the structure of the NaCl is then a three dimensions and isometric mesh
(see Figure 3.1), where ions of sodium and chlorine are interleaved. Without lose of
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generality in crystallography, we consider that the chlorine of the NaCl is analogous to a
memory unit and the sodium is analogous to a processing element in ICMA architecture.
ICMA is then a three dimension mesh architecture where memory units and processing
elements are interleaved.
Figure 3.1 – Crystal Structure of Sodium Chloride [53]
3.2.2 ICMA Topology
Like in the crystal structure of NaCl, the CN of ICMA is 6. Each PE is connected
to 6 neighboring MU and each MU is connected to 6 neighboring PE. Its topology of
ICMA is regular and isometric as the one of NaCl (Figure 3.2). The basic element is a
sub-lattice formed of four PE and four MU.
Figure 3.2 shows a sample ICMA topology of eight interconnected cubes. Neigh-
boring cubes share their interconnected elements (PE or MU) (see Figure 3.5). Each
interconnected element has six links to connect it to its six potential neighbors. These
links can be six full-duplex links, six half-duplex links or twelve simplex. Figure 3.3.a
shows PE connected to six MU while Figure 3.3.b shows MU connected to six PE. An
extension to ICMA is build by adding a two dimension array of PE and MU. An element
of this array, illustrated by Figure 3.4, can be seen as what Parhami in [138] called "com-
modity node". As mentioned previously in the introduction, "commodity node" designs
and interconnects are becoming important parts of fast prototyping and improvement of
system capabilities.
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Two different conﬁgurations are considered in ICMA Topology : (1) homogeneous
conﬁguration and (2) heterogeneous conﬁguration. The homogeneous conﬁguration contains
processing elements of same kind (e.g., processor, adder, mutiplier, ...), memory units of
same kind (type and size) and connection links of same kind (line size, frequence, ...) bet-
ween the components (PE and MU). This conﬁguration can be applied for example for
3D systolic array. The heterogeneous conﬁguration in contrary contains different kinds
of processing elements, different kinds of memory units and different kinds of connec-
tion links. This conﬁguration can be applied for a 3D image processing pipe (IPP) as







Figure 3.2 – Isometric On-Chip Multiprocessor Architecture
 
Figure 3.3 – ICMA node connection






Figure 3.4 – ICMA Commodity Good
Figure 3.5 – Generic composition of ICMA sub-lattice
3.3 Performance of the Isometric On-Chip Multiprocessor Architecture
The performance of ICMA has not yet been exhaustively studied because, to the best
of our knowledge, there is no benchmark to evaluate multiprocessor system in 3D-IC
environment. Analytical and simulation models with computing benchmarks for ICMA
are under development and will be published in near future. Nevertheless, with a careful
distribution of data, we can intuitively state that the performance of ICMA based systems
can be better than the performance of conventional multiprocessor systems (with all
reserved for computer applications). For, in ICMA based systems, multiple processors
can access multiple memories at the same time ; hence, it increases dramatically the
parallelism and reduces data communication latency. It has been proved that the ratio
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of performance on number of processors, decreases dramatically when the number of
processors exceeds 8 for applications that require bigger data sort out [123]. Hence, the
strength of ICMA approach lays on its capability to carefully distribute and share data
on interleaved memories.
3.4 Isometric On-Chip Multiprocessor Architecture Prototypes
Two prototypes are proposed for the validation of ICMA. The ﬁrst is designed for
matrix multiplication and the second for Mass-Spring System.
3.4.1 Matrix Multiplication Prototype
Matrix multiplication logic is composed of four different sets of modules : (1) a PU ;
(2) an ICMA interface to PU ; (3) a set of six MUs ; and (4) an ICMA interface to MU.
The operands always ﬂow from two MUs (to PU) and the result, once computed, in
accordance with the matrix line and column size is written back to a third MU.
Figure 3.9 shows the processing element interface (PEI) state machine. In our im-
plementation, each state machine connects three different MUs and each PEI has two
such state machines. Figure 3.10 shows the register block of each PEI ; this block has
8 32-bits registers (one register for each connected node) and 2 32-bits registers for the
multiplication result (64-bits word). Figure 3.11 shows the register block with the two
data sources of each channel : one source from the PE and one source from the MU. Fi-
gure 3.12 shows how the processing element is connected to ICMA network by the PEI.
The PE is composed of a multiplier and an adder. At a given clock cycle t, the processing
element multiplies two words stored in the register block during the previous clock cycle
t−1 and adds the multiplication result to the previous result called preResult. preResult
is always available because it is the output of the last two registers of the register block.
This ﬁeld is always updated at each clock cycle during the matrix multiplication process.
Figure 3.13 shows the memory organization for the matrix multiplication ICMA ar-
chitecture. The signals interdata and interaddress for internal data and for internal ad-
dress respectively, are the outputs of two 6×1 multiplexers provided by the 6 connected
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processing elements.
A typical message of matrix multiplication in ICMA is shown in Figure 3.9. The
ﬁrst word represents control information and the second word represents the payload.
The ﬂit address represents the address of the MU of the ingress transaction, the ﬂit dst
represents the id of the destination node and the ﬂit src represents the source of the egress
transaction. Let us now compute the maximum latency between two nodes for the matrix
multiplication of a 64 nodes ICMA prototype. We assume that all connection channels
in ICMA have the same bandwidth, node interfaces operate in synchronous mode with
1ns transmission delay and the simulation clock cycle is 5 ns.
The maximum channels between two given nodes of ICMA organized in 4× 4× 4
network is given by the formula 3× ( 3√n− 1) ; it is equal to 9 channel in this example
(n = 64). Thus, the message latency is 108 ns.
Let us also compute the bandwidth for the same ICMA prototype. At anytime, each
channel of ICMA can handle a transaction of 64-bits in 10 ns. The bandwidth of each
channel is then 6.4 Gbs and the whole network is connected by 192 channels (n = 4).
The data rate of the overall ICMA is then 1228.8 Gbs. The number of available channels,
left opened for external input/output connections, is 96 for the 64 nodes ICMA ; these
channels can sustain a bandwidth of 614.4 Gbs. This example shows the potential of data
communication in ICMA.
Even though there is no evidence in the literature, to the best of our knowledge, of any
3D IC based benchmark to evaluate ICMA, we proposed to compare its performance to a
prototype of Hierarchical Processor and Memory Architecture (HPMA) [20]. The choice
of HPMA is based on the fact, like ICAM, it is multi-level hierarchical architecture
where each level can be seen as a block for the next level (commodity good).
3.4.2 Hierarchical Processor and Memory Architecture
Hierarchical Processor and Memory (HPAM) architecture is presented in [20] as
a cost-effective multiprocessor system design to deliver high performance computation
capabilities. The architecture basic element is a combination of processors and memories
(PAM) [20]. Each element is composed of homogeneous parallel processors and memory
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units. HPAM can be seen as a heterogeneous multiprocessor architecture composed of
homogeneous multiprocessor architectures (per level) ; each level of the hierarchy is
used as a block for the next level (Figure 3.6). HPAM architecture presents n− levels
hierarchy ; each level is separated from the next by an interface. The organization of this
hierarchy is based on the speed of the processors. From 1 to n, the number of processors
increases, their speed decreases and the size of memory units increases. Each level of
the hierarchy has homogeneous processors ; however, processors can change from one
level to the other.
Miled et al. [20] present HPAM architecture as an analogy to the memory orga-
nization and hierarchy. The authors consider two classes of applications that require
1014 computations : time-constrained ﬁxed-size applications and large-scale complex
applications. A time-constrained ﬁxed-size application must ﬁnish its execution within
a speciﬁc time frame with a ﬁxed size dataset (e.g., simulation of interactive and immer-
sive visualization system). Large-scale complex applications are grouped in SPEC High-
Performance benchmarks [56] (e.g., General Atomic and Molecular Electronic Structure








Figure 3.6 – Architecture of the HPAM prototype
The two classes of applications have been computed on HPAM of 10, 100 and 1000
processors using ﬁrst one level hierarchy and then two levels hierarchy. The authors
reported [20] that the two levels hierarchy system has a better ratio of cost over perfor-
mance than the one level hierarchy system.
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3.4.3 Component Speciﬁcations of the Matrix Multiplication Prototypes
ICMA for matrix multiplication and HPAM prototypes use the same number of PEs
and MUs. A PE is an IP (Intellectual Property) that is composed of load and store ins-
tructions, a register ﬁle, a multiplier that performs the ﬁrst multiplication in 16 clock
cycles and each other multiplication in one clock cycle, and an adder that performs an
addition of two words in the same clock cycle as the multiplication. The MU is a 1Kb
single port RAM. In ICMA, PE is directly connected to MU. In the HPAM prototype,
we use PCI local bus protocol to connect nodes. In both cases, prototypes are composed
of 16 PEs and 16 MUs. We ran the simulations using Mentor Graphics ModelSim 6.1.e
environment.
3.4.4 Computation of Matrix Multiplication by ICMA
Table 3.I – Pseudo code of n×n matrix multiplication
...
for(i=0 ; i<n ; i++)
for(j=0 ; j<n ; j++)
for(k=0 ; k<n ; k++)
C[i][j] = A[i][k] + B[k][j]
...
Figure 3.6 and Figure 3.7 show how the matrices are computed and distributed on
the memories of ICMA and HPAM prototypes. Let γ , α and β be three matrices of size
n×n. Let us consider the computation of the element γ(i, j) where i is a line from matrix
and j is a column from matrix α . Let us divide the matrix α (and β ) to m sub-matrices.
As multiplication needs full lines of matrix α and full columns of matrix β to be
performed, the accesses to these lines and columns are done in parallel because each
processing element has a copy of matrix α in one connected memory and a copy of ma-
trix β in another connected memory. The ﬂow of operands from memory to processing
elements is then automatic and is done within the same clock cycle. The resultant ma-
trix of each processing element multiplication is a portion of γ and is a matrix of size






















Figure 3.7 – Computation of matrix γ with full operand memories
(n/m)× (n/m) and is located in a third separate memory. The write back of the multi-
plication result is done with no delay. Figure 3.7 shows that the size of α and β is n×n
and of each resultant matrix is (n/2)× (n/2). The matrix γ of overall computation is the
composition of all resultant matrices from different memories.
Figure 3.8, unlike Figure 3.7, shows that matrices α and β are divided and distribu-
ted on connected memories of ICMA prototype. Each matrix slice is (n/4)× (n/4) of
size and each memory hosts only one matrix. Consequently, a line or column of matrix
α or β is stored on more than one memory. To have a full line i or column j for com-
putation, processing elements need to read line or column complements from remote
memories. Figure 3.7 shows that the computation of each hatched block requires a pro-
cessing element to read a complement of line i or column j from different matrix. As
multiplication and addition are commutative operations, the order of access is not im-
portant ; in this simulation, the order of accesses to memories is hardcoded in processing
element interfaces.
In ICMA prototype, each PE can compute at each clock cycle two multiplication and
two addition operations because operands are available at each clock cycle. Hence, a


















Figure 3.8 – Computation of matrix γ with decomposed operand memories
multiplication and an addition are done at each clock cycle ; a result is written at each 32
clock cycles, plus 16 latency clock cycles for the ﬁrst multiplication.
In HPAM prototype, the execution time of the matrix multiplication depends on the
level of the architecture and the number of processors engaged in the computation. At
level 0, the computation is done as with general purpose computing systems. The proto-
type has one memory unit and one processing element. Since we are using a PCI local
protocol the read instruction takes 4 clock cycles while the write instruction takes 3 clock
cycles. Even if the computation is done in burst transaction mode, it takes 8 clock cycles
to read two operands and 3 clock cycles to write the result of the multiplication back.
At level 1, the multiplication is done as by two separate processors. The computation
at each level of the HPAM is serial when the number of processors and memories are
greater than 1 at that level. Let us recall that the interconnection medium between nodes
on the HPAM is a local bus using a PCI protocol.
We have successfully designed the matrix multiplication prototype for direct memory
access using VHDL on Mentor Graphics ModelSim 6.1.e simulation and debugging
environment. Figure 3.9 to Figure 3.13 show implementation details of data transfert
in ICMA in the case of matrix multiplication. This prototype uses exclusively direct
Chapitre 3 - The Isometric On-Chip Multiprocessor Computer Architecture :
Organizational Approach 46
memory access. Table 3.I shows an example of a pseudo code of matrix multiplication











































































Figure 3.10 – Register bloc of processing element interface

















































Figure 3.12 – Block Diagram of Processing Element and its Interface























Figure 3.14 – ICMA Network Message Structure
3.4.5 Result Analysis for Matrix Multiplication
We report the results of an empirical evaluation of ICMA and HPAM prototypes.
We measure the execution time for a 32× 32 matrix multiplication using a symmetric
distribution of the data on memory units and of processes on processing elements.
Figure 3.15 shows that ICMA performs better than HPAM by one order of magnitude
(in terms of execution time) ; the upper graph represents the results for ICMA while the
lower graph represents the results of HPAM. For example, using one processor ICMA
takes 32784 nanoseconds to perform matrix multiplication while HPAM takes 314368
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nanoseconds for the same operation ; this performance difference is caused by the se-
quential access of the processing element to the memory in the HPAM prototype using
PCI bus on the same level of computation ; ICMA has access to six different memory
units at each clock cycle. Increasing the number of processors (in HPAM) at the same
level of computation does have no impact ; we have the same execution time for two
processors and for four processors (e.g., no performance improvement when increasing
the number of processors from 8 to 16).
The results show that ICMA outperforms HPAM by one order of magnitude. This
supports our belief that better performance of a multiprocessor architecture can be achie-
ved by a better organization of processing elements and memory units.
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Figure 3.15 – ICMA and HPAM Execution Time for 32×32 matrix
3.4.6 Mass Spring System Prototype
As shown in Figure 3.16, a mass spring system is a two dimension mesh m× n
of masses where each mass is link to its neighbors springs. In the following, for each
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mass (i, j), we consider spring connections with masses at position (i, j+ 1), (i+ 1, j),
(i, j− 1) and (i− 1, j− 1). Anytime a stress is applied to a mass, a wave is propagated
throughout the system until the springs return to their stable condition. We use the mass
spring system to characterize the behavior and the 1-Hamming wormhole communica-
tion scheme of ICMA. We compute the mass spring system behavior with a prototype of
ICMA and show how the ICMA behaves in this context.
Figure 3.16 – A Mass-Spring System
3.4.6.1 Architectural Components of Mass Spring System Prototype
• Four 32-bit MicroBlaze processors P0, P1, P2, P3 [178]
• Four memory units M0, M1, M2, M3 of 1024 32-bit words
• Fast Simplex Link bus [178] to connect Microblaze processors and the Memories
• MicroBlaze and memory controllers used to transfer packet sent by the computa-
tion processes based 1-Hamming Wormhole communication protocol
• VGA controller and graphical interface
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• Two different dual port memories are used : one for the abscissas x and the second
for the ordinates y of the masses. Both memories are managed by the same memory
controller. At each VGA controller clock cycle, the current positions (x,y) of the
masses are read from the memories and the new positions are computed and write
back to these memories
• Mutiple Clock Domain (MCD) provides 27 Mhz clock for the computation pro-
cesses and 25 Mhz for the display unit and the VGA controller
3.4.6.2 MicroBlaze Interface in ICMA
The Microblaze interface implements six parallel processes. The ﬁrst two processes
Microbalze uses to communicate with its connected MUs, correspond to Xilinx Platform
Studio read and write primitives. Three memory management processes are used ; one
for each connected memory. A barrier process called The_Lock manages and synchro-
nizes access to the Microblaze Fast Simplex Link (FSL). To have access to the FSL bus,
The_Lock process must lock the bus and have an exclusive access for message transmis-
sion. The_Lock process has a special priority management function that helps avoiding
ICMA communication deadlock. This function assigns the lowest priority to a node that
has just locked the FSL bus and made a transaction. A round robin algorithm is then used
to assign the FSL link to other nodes if it is requested.
3.4.6.3 Memory Unit Interface
The memory interface implements one VHDL writing process. This process limits
the access to only one message at a time. Once a message sent to a memory is processed,
its interface inverses the source ID and destination ID ﬂits before sending the response to
the processor. The advantage of using one process is to simplify the access to the memory
and avoid message collisions. Nevertheless, the message collisions are managed by the
process The_Lock. Likewise, as each channel has its own message management process
in the processor interface, the communication is done in parallel and hence deadlocks
are avoided.
































Figure 3.17 – Architecture for the Implementation of 2D Mass-Spring System
3.4.7 Computation of 2D Mass-Spring System with ICMA
The 2D Mass-Spring system is used to emulate the proposed ICMA architecture.
Figure 3.10 shows the Mass-Spring system as 14× 14 matrix of masses placed on two
dimensions interconnected with springs. The springs are placed in horizontal and verti-
cal directions. Due to chip size limitation on the prototyping board, we only used four
Microblaze processors and four 4KByte memories. However, the communication proto-
col used for this conﬁguration can be used with any other conﬁguration with an arbitrary
number of processors and memories. All four processors work in parallel to simulate the
actions of the applied power on the masses by the springs.
Let us now deﬁne the behavior of the system. For each mass, we must compute the
sum of forces applied by the four connected springs on x coordinates and on y coor-
dinates. Let us assume that the mass and the spring constants are equal to 1, d is the
distance between two masses at a given time t, and l is the spring length. The forces fx
and fy on x and y respectively for a given spring are :




(xad jacent − x)2+(yad jacent − y)2 (3.1)
fx =




(yad jacent − y)× (d− l)
d
(3.3)
Given fx and fy, we can compute the current velocity, vx and vy, of a spring on
position x, y as follows :
Let vx and vy be these velocities, and dt the simulation step.
vx = vxprevious + fx×dt (3.4)
vy = vyprevious + fy×dt (3.5)
The new position of a mass at x and y can be computed as follows :
px = pxprevious + vx×dt (3.6)
py = pyprevious + vy×dt (3.7)
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Equation 3.1 to Equation 3.5 are computed during the same clock cycle to keep data
coherence and synchronization. To reduce the inter processor communication overheads,
the 14×14 mass-spring system matrix is decomposed into four 7×7 mass-spring system
matrices (49 masses) as shown in Figure 3.11 ; each sub-matrix is computed by one
processor. The four processors share information only on masses of rows 7 and 8 and of
columns 7 and 8. Similarly, the coordinates of masses are stored in the four memories.
However, coordinates of masses on rows 7 and 8 and on columns 7 and 8 are stored
in the memory located at the left of each processor, using the anticlockwise direction.


































Figure 3.18 – Distribution of masses on processors and memories
The data coherence is critical in order to write back the correct position ; hence, a
master processor is used to synchronize the computation of new positions. In Figure
3.17, the Microblaze processor 110 is the master processor for the whole system syn-
chronization.
All ICMA interfaces are shown in Figure 3.19 ; each interface contains a buffer, a
















Figure 3.19 – Blobk Diagram of Interface Unit
comparator and an output arbitrator. The comparator compares the ID of the current
node with the destination address. If the destination address matches the node ID, the
message is processed by the current node. Otherwise, the message is transferred to the
new intermediate or ﬁnal destination node. ICMA for Mass-spring system functions as
a virtual path network (VPN). Paths through the network are dedicated. Messages from
a source to a destination always take the same path through the network based on the
1-hamming wormhole algorithm. In the case where more than one node sends messages
to (or through) a node, all messages are received and buffered into a buffer queue.
The 2D Mass-Spring System is implemented on Virtex-II Multimedia development
board. This board features a Virtex-II XC2V2000-FF896 as the user application FPGA.
A soft core processor, 32bit Xilinx Microblaze, is used on the Multimedia board as
an engine for application processing. On board ZBT RAM of 18Mbit, divided in ﬁve
independent banks running at 130MHz with byte write capability, is used as storage for
microprocessor code and data store for video frame buffering.
ICMA for 2D mass-spring system implementation uses ISE 6.3.03i and Xilinx Plat-
form Studio (XPS). The programming of a Microblaze processor and its peripherals are
made easy by XPS ; each Microblaze comes with its own programming interface that
Chapitre 3 - The Isometric On-Chip Multiprocessor Computer Architecture :
Organizational Approach 56
helps programming it in C. Microblaze processors and memory interfaces are designed
using VHDL ; these interfaces are responsible for the synchronization of the processors
and memory accesses.
3.5 Data transfert in ICMA
In this section, we present the details of the two data transfert techniques to be used in
ICMA-based systems : direct memory access between neighboring nodes and Hamming
wormhole routing algorithm [45] between non-neighboring nodes. To the best of our
knowledge, this paper presents the ﬁrst attempt to use an integrated approach of data
transfert using Direct Memory Access (DMA) and Hamming Distance combine with
Wormhole (HDW) algorithm in 3D multi processors and multi-memories based systems.
We use the DMA protocol for neighboring nodes communication and the HDW protocol
for the remote nodes access.
ICMA direct memory access is initiated when a PE requests read/write transactions
from a neighboring MU. The PE interface sets a signal to indicate a direct access request
to the MU interface ; this operation is used when the instruction and operands are known
to be in the neighboring MUs. A direct path is set between the PE and the MUs for all
the transactions related to that instruction. Nevertheless, a message, transmitted between
neighboring nodes, contains the source address and destination address.
Figure 3.20 shows the data ﬂow from MUs to the PE ; each PE interface can handle
six transactions in parallel. Let a and b be two operands located in two different MUs
and r be the result of their computation (e.g., addition, multiplication) located in a third
MU. Let i, j, k, v, t and w be the indices of memory locations a, b and r in their memories
respectively. The read transactions for data aik, bk j and avt , btw, are performed in parallel ;
they are used to compute in parallel ri j and rvw respectively. The write transactions for
the results ri j and rvw are performed in parallel.
In ICMA, two different instructions can be executed in parallel if three MUs are
used for the computation of each instruction. Let us recall that PE is superscalar and
can compute multiple instructions in parallel. Likewise, three different instructions can
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be executed in parallel if two MUs are used for the same computation. This means that
the instruction operands come from two different MUs, connected to PE and the result
is written back to one of the two MUs. A maximum of six memory accesses can be
requested in parallel ; in this case, each PE and MU tandem behaves like a general pur-
pose computer. For communication with remote nodes, we propose to use deterministic
routing, namely 1-hamming wormhole algorithm with anticlockwise direction paths, to
enable data transfert between non-neighboring nodes in ICMA.
When a node receives a message, it checks whether it is the message destination. If
the response is yes, it processes the message ; otherwise, it compares the destination ID
with its own ID, and sends the message to the connected node that has the ﬁrst most
signiﬁcant different bit. For example (Figure 3.5), the transaction from 000 to 111 goes
through 100. When the node 100 receives the message and checks that the destination
ID is different from its own ID, node 100 sends the message to the node 110, because
the next different bit between 100 and 111 is the second most signiﬁcant. The algorithm









Figure 3.20 – Message path with node ID in ICMA architecture network
Data transfer in ICMA based systems must solve three problems : channel conten-
tion, deadlock and livelock. In the case of channel contention (i.e. more than one mes-
sage is sent through the same node), multiple buffers are used by the node interface :
one buffer for each channel. Using buffers to solve contention is not new ; furthermore,
it increases latency. In ICMA, the latency increase is minimal to null ; indeed, the pro-
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bability of buffering is small (almost zero in most of the cases) since data is usually
placed in neighboring MUs to the PEs that process this data. Application decomposition
(in terms of processes and data sets) and placement of these data sets and processes in
ICMA nodes is the subject of an upcoming paper. Indeed, the objective is to place data
sets (in MUs) near processes (in PEs) that require/use these data sets.
With respect to deadlock, since egress and ingress messages are routed in the same
direction, and each node interface has its own buffers, the protocol provides a deadlock
free network. With respect to livelock, since each node of ICMA has a unique ID and the
naming is based on HDW algorithm, the problem of livelock is nonexistent ; a message
in this architecture will never loop around the network forever.
To evaluate the performance of the data transfert protocols, we deﬁne two metrics
that can be used to evaluate ICMA : (1) bandwidth ; and (2) maximum latency between
any 2 nodes.






where n is the number of channels, and is the bandwidth of channel i (1≤ i ≤ n). In the
case of homogeneous ICMA (see Section II), we have
C = n×Wi (3.9)
The message latency between nodes is determined by the number of nodes the mes-
sage passes through from the source node to the destination node. For homogeneous
conﬁgurations, the formula of the message latency lmessage is given by the expression :
lmessage = Tclock× (ϕDpe+δDme+2M)+Texecution (3.10)
where Tclock is the system clock time, Dpe is a compulsory delay when a message passes
through a processing element, Dme is a compulsory delay when a message passes through
a memory unit which is not the target memory, M is the distance from the processing
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element that initiates the transaction and the target memory unit, δ and ϕ are the number
of memory units and processing elements respectively, and Texecution is the execution
time of the target memory unit. For heterogeneous conﬁgurations, the formula of lmessage














where and n, m, p are the number of PEs, the MUs and connections between nodes from
the initiator of the transaction to its destination respectively. For example, in the case of
a 1024-node ICMA, organized as 8×8×16, the maximum latency lmessage between two
nodes for two 32 bits words is : lmessage = 480ns+Texecution.
In the case of massive data requirements, additional external memory units can be
connected to processors (with available interfaces) that act as Memory Management In-
terface (MMI). On-chip memory units act then like cache memories. In the case the on-
chip memory units are sufﬁcient for the application computation, all the data are distri-
buted and hosted on chip. ICMA has two different conﬁgurations : homogeneous conﬁ-
guration and heterogeneous conﬁguration. The homogeneous conﬁguration is composed
of identical processing elements (PE) and identical memory units (MU) for recurrent
executions of the application processes. The heterogeneous conﬁguration is composed
of different structures of processing elements and memory units for applications with
no recurrent processes. In the case of homogeneous and heterogeneous conﬁgurations,
communication is based on interdependencies of instructions, data coherences and bus
protocols used in the structure.
3.6 The Limits of the ICMA Architecture
The evaluation of the ICMA is based on two prototypes : the matrix multiplication
prototype and the mass spring system prototype. The fact that we are unable to measure
the performance of the ICMA is because of the following constraints : (1) 3D IC tech-
nology is in its embryonic phase and not mature enough for evaluated properly compare
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to 2D-IC design ; (2) even though some CAD tool companies are working on the 3D-IC
design environment, to the best of our knowledge, there is no available tool that can be
used to measure accurately the performance of the ICMA ; and (3) the lack of speciﬁc
benchmarks for the 3D-IC design make the evaluation of the ICM difﬁcult.
We are working on the development of analytical and simulation models with com-
puting benchmarks for ICMA and will be hopefully published in near future.
3.7 Conclusion
A lot of research has been done in developing computer architectures to increase
performance. However, existing multi-processor architectures have limitations. In this
paper, we proposed a new architecture organization, called Isometric on-Chip Multi-
processor Architecture (ICMA), which proposes solutions to these limitations. ICMA is
based on the NaCl structure and is believed to alleviate the performance problems faced
by existing distributed and shared memory multiprocessor architectures. Currently, we
are working on the modeling of ICMA as a queuing network for the evaluation of its
performance. Meanwhile, we developed methods to decompose applications or speciﬁ-
cation of an OCM and to map the resulting components (processes and data) to ICMA
nodes (processors and memory units).
We also proposed two techniques (direct memory access and 1-hamming wormhole
routing algorithm) that can be used to enable communication among the nodes (PEs
and MUs) in ICMA. We developed two ICMA prototypes : a simulated prototype and
real/hardware prototype. The prototypes show clearly the feasibility and the beneﬁts of
ICMA. Indeed, now we are conﬁdent that ICMA can be realized (i.e., become reality)
given recent advances in 3D IC.
Now that the feasibility of ICMA including communications between any of its two
elements has been shown, techniques to decompose complex applications and map the
resulting components to the elements (i.e., PEs and MUs) of ICMA are needed. This
is the topic of our future work ; We are also planning to implement (in the near fu-
ture) ICMA on a high performance FPGA board for the computation of RNA Secondary
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Structure prediction called Proﬁle-Dynalign [15]. The projection of a 3D ICMA on 2D
FPGA structure will impact its performance ; however, it will give us a good unders-
tanding of ICMA and help us infer key ﬁndings to the 3D ICMA. This being said, our
ultimate goal is to implement ICMA on 3D IC.
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A NEW MULTI-PHASE CELL FORMATION PROBLEM METHOD FOR
APPLICATION DECOMPOSITION FOR ON-CHIP MULTIPROCESSOR
SYSTEM DESIGN
E. Elie, J. A. Ferland, A. Haﬁd, M. Turcotte, and J. Bellemare
Abstract
As interconnects become important parts of On-Chip Multiprocessor (OCM) system
design, effective decomposition, also known as partitioning, of computational applica-
tions is critical and challenging issue for OCM architecture. This decomposition aims
to break down complex computational applications into less complex and easy to solve
components, with the objective to minimize OCM communication cost. Methods based
on graph partitioning, simulated annealing, domain decomposition, recursive spectral bi-
section and multi-constraint graph partitioning are proposed in the literature. However,
most of these methods in integrated circuit (IC) design focus on post-synthesis circuit
partitioning. With the trends in gigascale integrated system (GIS) new approaches are
needed ; these approaches must take into consideration the decomposition problem at
the beginning of the design process (computational problem speciﬁcation level). In this
paper, we propose a new method for computational problem decomposition for OCM ar-
chitecture. This method, called Integer Cell Formation Problem (ICFP), is based on Cell
Formation Problem (CFP). The objectives of ICFP are to (1) minimize communications
among the components of OCM ; (2) load balance communications among the compo-
nents of OCM ; and (3) ﬁnd an optimal number of nodes for OCM design. The propose
method is a multi-phase optimization problem resolution that rearranges processes and
data according to similarity rules. It transforms application into a set of cells so that
intra-cell communications are maximized and inter-cell communications are minimized
leading to better computation performance. The application under decomposition is vie-
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wed as an incidence matrix A = M ×N, where M is the number of processes of the
application, N represents the number of data, and each element ai j of A is the access
rate to a datum j by a process i. We ﬁrst describe how Cell Formation Problem is ap-
plied to application decomposition then we provide illustrative examples and analysis to
demonstrate the effectiveness of the proposed method ; we will also show that the intro-
duction of a load balancing factor into the cell formation objective function can yield
better performance of the application or functional speciﬁcation. Experiments are run in
Linux environment to validate our proposed method.
Keywords—Application decomposition, Cell Formation Problem, Clusturing, Load
balancing, On-Chip Multiprocessor, Network-on-Chip.
4.1 Introduction
On-Chip Multiprocessor (OCM) architecture, with its accompanying communication
network-on-chip (NoC), is an emerging paradigm for the design of gigascale integrated
system (GIS). Consequently, interconnects become important parts of OCM and there is
increasing need to address the control of communication ﬂow among OCM components.
To get the best of OCM, effective application decomposition, also known as application
partition, of CPU hungry applications is needed. This decomposition aims to break down
complex applications into less complex and easy to solve components, with the objective
to minimize OCM communications. In this paper, we propose a new method for compu-
tational problem decomposition for OCM architecture. This method, called Integer Cell
Formation Problem (ICFP), is based on Cell Formation Problem (CFP). CFP from group
technology (GT) is mostly used in production engineering ; it is deﬁned as a production
philosophy that identiﬁes similar parts and groups them together to take advantage of
their similarities in manufacturing and design processes [137]. It also aims to simplify
the ﬂow of processed parts (data) among the machines (functions) by reorganizing the
parts into families and machines into cells so that each family is almost processed in
one cell. Applying CFP methods to computational application decomposition is expec-
ted to yield signiﬁcant performance improvement, because the ﬂow of communications
Chapitre 4 - A New Multi-Phase Cell Formation Problem Method for Application
Decomposition for On-Chip Multiprocessor System Design 65
between cells is greatly reduced [29].
The objectives of our proposed method ICFP is to (1) minimize communications
among the components of OCM ; (2) load balance communications among the compo-
nents of OCM ; and (3) ﬁnd an optimal number of nodes for OCM design. ICFP is a
multi-phase optimization problem resolution. It transforms computational applications
into sets of cells so that intra-cell communications are maximized and inter-cell commu-
nications are minimized leading to better performance. The application under decompo-
sition is viewed as an incidence matrix A = M×N, where M is the number of processes
of the application, N represents the number of data, and each element ai j of A is the
access rate to a datum j by a process i. We ﬁrst describe how Cell Formation Problem
is applied to application decomposition ; then, we provide illustrative examples and ana-
lysis to demonstrate the effectiveness of the proposed method ; we will also show that
the introduction of a load balancing factor into the cell formation objective function can
yield better performance of the computational application. Experiments are run in Linux
environment to validate our proposed method.
4.1.1 Motivation
Interconnects become important parts of OCM design and there is increasing need to
address the control of communication ﬂow between OCM components. To get the best
of OCM, effective decomposition of computational applications is needed. Oswens et
al. [136] show that enormous computational resources are used to move and store data
across OCM. Hence effective design of OCM must minimize the move of data. Also,
with the trends in 3D-IC technology [165], 3D On-Chip Multiprocessor (3D-OCM) sys-
tem design is becoming one of the hottest topics in the integrated circuit industry ; it
is shown that a large number of components (processors and memories) can be placed
on 3D-OCM [165]. When communication ﬂow is not properly planned, OCM can ex-
perience performance degradation. Therefore, reducing communication ﬂow between
these components is critical for OCM performance. To this end, effective modeling and
decomposition of computational problems are critical.
Our motivation is to provide a method for the decomposition of computational ap-
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plication that can be used in (1) new OCM design, when the computational problems
are taken at the functional speciﬁcation level (early phase of the design process) ; and
(2) extending compilers to decompose computational problems for existing OCM. The
proposed method allows to (1) minimize communications among the components of
OCM ; (2) provide a load balancing mechanism to balance communications among the
components of OCM ; and (3) help ﬁnding an optimal number of nodes for OCM design.
4.1.2 Approach
Our method consist of (1) transforming a computational application of OCM into
an incidence matrix where the rows i of the matrix represent the functions or processes,
the columns j represent the data processed by these functions and the entries ai j of
the matrix represent the total interactions between functions and their processed data ;
(2) transforming the incidence matrix (A) into an interaction matrix (IA) that deﬁnes
interactions between sets of processes (process groups) and sets of data (data families) ;
(3) making use of IA to deﬁne an optimal number of process groups (processors) and
data families (memories) of OCM.
In (1) syntactical and semantical analyses are performed to determine the interactions
between each function and each data of the computational problem in order to produce
the incidence matrix ; this step is out of the scope of this paper. Nevertheless, the inci-
dence matrix can be obtained with minor modiﬁcation of a conventional compiler. This
matrix is considered in our proposed method as given and is used as input. In (2), making
use of the incidence matrix and for a given number of cells K, we rearrange the rows and
the columns of the incidence matrix in order to cluster the processes and data into K
cells in a way that (i) functions and data that have higher interactions are placed in the
same cell ; (ii) the intra-cell communications are maximized ; and (iii) inter-cell com-
munications are minimized ; a load balancing factor is added to balance the load among
the cells. In (3), based on the incidence matrix, K is varied in order to ﬁnd an optimal
number of cells for a given computational application.
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4.1.3 Contribution
Our contributions, in this paper, can be summarized as follows :
1. Generalization from zero− one to Integer Cell Formation Problem : We propose
a new multi-phase decomposition solution of applications called Integer Cell For-
mation Problem (ICFP) based on zero-one Cell Formation Problem [5]. More spe-
ciﬁcally, the proposed ICFP transforms the speciﬁcation of a given application
into incidence matrix (A) and rearranges the columns and the rows of A based on
similarity rules to produce in interaction matrix (IA).
2. Load balancing : The key goal of any Cell Formation Problem algorithm is to
minimize the number of inter-cell communications represented by exceptional
elements (e.g ., [7], [38], [142], [182]) and maximize the number of intra-cell
communications. This goal leads often to unbalanced cell loads that can cause
performance degradation of OCM. Thus, we introduce a load-balancing factor to
measure the loads of the different cells in order to penalize the rearrangement of
the rows and columns that produces imbalanced cells (inters of load).
3. Experiments : We implement in C++ the proposed ICFP model to demonstrate the
effectiveness of our solution.
The minimization of inter-cell communications and the balancing of the cell loads
are conﬂicting objectives ; the load-balancing factor adds more complexity to an already
complex problem. It has been shown that Cell Formation Problem is an NP-hard com-
binational computer problem [16]. In this paper, we propose metaheuristic methods to
provide a polynomial time resolution for the application decomposition problem.
4.1.4 Paper Organization
This paper is organized as follows. Section 4.2 presents related work. Section 4.3
describes the details of the proposed ICFP ; it presents ﬁrst Cell Formation Problem and
then Integer Cell Formation Problem with load balancing factor. Section 4.4 presents a
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use case of the decomposition of a randomly generated incidence matrix. Section 4.5
presents a practical application of ICFP to determine an optimal number of components
for OCM design given an application speciﬁcation. Section 5.9 concludes the paper and
presents future work.
4.2 Related Work
The problem of decomposition in computer system design has been extensively stu-
died and various methods have been proposed. Two major groups of approaches have
been identiﬁed : (1) hardware and software co-design (HSC) decomposition for embed-
ded systems [73] and (2) the decomposition is included in the layout process of OCM
design, where it places components on integrated circuit. Both groups of approaches
aim at partitioning computational applications via a transformation into graphs or hy-
pergraphs [110] ; they use, in general, heuristic or metaheuristics algorithms to perform
this transformation. The graphs or hypergraphs are planar (2D) and represent the appli-
cation for OCM design, where the vertices are the circuit elements and the edges are the
connecting links [110].
Since most of the existing decomposition solutions are proposed in their own envi-
ronment and that there are no benchmarks to measure their performance, it is impossible
to compare these solutions to one another as stated by López in [116].
Nevertheless, it is shown that hardware-software decomposition can be either ﬁned
grained or coarse grained [116]. In COSYMA project [59], ﬁne grained decomposition
is applied to an application, considering ﬁrstly all the application as software, and then
extract hardware parts from it, using simulated annealing on graph syntax. Another ﬁne
grain solution is VULCAN [73] where the application, speciﬁed as hardware application
in HardwareC is decomposed by iterative extraction of the software parts. Coarse grained
decomposition concentrates on high level of abstraction and is more ﬂexible than the
ﬁne grained solutions [175], [96], [153]. Henkel [79] presents a more complete study
on HSC decomposition where coarse grain and ﬁne grain solutions are combined with
multi objective functions.
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In [120], a solution is proposed to improve the decomposition by successive reﬁne-
ments with the intervention of the designers, allowing engineers to correct the mistakes
and limitations of tools. This approach is not error immune because the designers can
introduce new errors at each intervention or simply change the functional speciﬁcation
of the system.
To use the full potential of gigascale OCM and with the era of three dimension inte-
grated circuits, it is important to plan at speciﬁcation level how the computational appli-
cation can be distributed on all the components of OCM ; therefore, new decomposition
approaches are needed. In this paper, we propose a new decomposition method, based
on Cell Formation Problem, which minimizes communications among the components
of OCM, provides a mechanism to balance work load on the components (processors
and memories) of OCM and helps ﬁnding an optimal number of nodes for OCM design.
We believe that the proposed approach can signiﬁcantly improve OCM performance.
4.3 Computation Application Decomposition Using Cell Formation Problem
In this section, we present the decomposition method based on Cell Formation Pro-
blem (CFP). We propose a hybrid approach that combines a local search method, called
“destroy and rebuild”, and a genetic algorithm (GA). The algorithm 1 shows the steps
of the resolution. In this algorithm, an application speciﬁcation is required as input ; this
input is analyzed to to determine dependencies between processes and data of the ap-
plication. An incidence matrix is generated as a result of this analysis ; an entry of this
matrix represents the number of times a process accesses a data in the application. Be-
fore the decomposition of the incidence matrix, we analyse whether it is decomposable
or not. This analysis can be done by the χ2 distribution. If the incidence matrix is de-
composable, we use our proposed method to decompose it. Otherwise the application is
computed by a conventional general purpose computer.
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Algorithm 1 Application decomposition for OCM Architecture
1: INPUT Application speciﬁcation
2: Analysis of the dependency between processes and data of the application
3: Generate the corresponding incidence matrix A
4: Evaluate whether A is decomposable
5: if A is decomposable then
6: Generate the initial solution
7: Generate population based on the local search algorithm
8: Apply the genetic algorithm to the set of the best solution
9: Evaluate effectiveness of the current solution






16: Compute the application with a superscalar computer.
17: end if
4.3.1 Cell Formation Problem
Cell Formation Problem is basically a zero-one integer programming model used
in reducing the movements of parts or products between machines that process them,
and consequently the throughput time. It consists of clustering into cells the incidence
matrix entries based on some similarity rules [121]. This method consists of two key
operations : (1) machine-group formation and (2) part-family formation. The machine-
group formation puts together different machines in order to manufacture one or more
part-families. The part-family formation joins parts or products together based on some
similarity functions that take into account location, geometry, load, and/or processing re-
quirements. The performance of the cell formation process depends on how the machine-
cells are formed.
To formulate Cell Formation Problem, we refer to the incidence matrix A containing
the processing information of the manufacturing requirements. Its entries ai j are either 0
or 1. If ai j = 1, then the machine i processes the part j, while ai j = 0 means otherwise.
Figure 1.(a) illustrates an incidence matrix with seven machines and eleven parts. Cell
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Formation Problem can be reduced to ﬁnd a block diagonal form in incidence matrix
A[ai j]. These blocks are built by appropriately reorganizing the columns and the rows
of the incidence matrix. Figure 4.1.(b) illustrates the resulting matrix after appropriate
rearrangement of the columns and rows.
In the following, we generalize the zero-one Cell Formation Problem to Integer Cell
Formation Problem. McCormick et al [122], present a model of the generalization of the
zero-one Cell Formation Problem using a bound energy algorithm (BEA) to permutated
rows and columns in order to maximize the value of array elements. Arabie and Hubert
[8] revisited McCormick et al’s BEA approach and have come to the conclusion that the
algorithm works as a serial operation where once the rows and columns of the incidence
matrix have been arranged, a second phase of partitioning the result is needed to have
an appropriate solution. Arabie and Hubert have pointed out [8] that McCormick et al,
“had no rigorous approach to partitioning the models but instead relied on visual ins-
pection and subjective judgment”. The main objective of Arabie and Hubert [8] was to
present the taxonomy of the type of data of the incidence matrices and the structure of
these matrices used in different applications where the BEA algorithm has been used.
They discussed the properties and the limitations of the objective function of the bound
energy algorithm. In [9], Arabie et al, present a variant of McCormick’s bound energy al-
gorithm where an additional step of partitioning is performed once the rows and columns
rearrangement is carried out.
In the following, we present a more complete and effective all-in-one approach to
solve the generalization of the zero-one Cell Formation Problem.
4.3.2 Appling the Cell Formation Problem Approach for Application Decomposi-
tion
In the rest of the paper the terms function and process are equivalently used.
The incidence matrix A = [ai j] represents a computer system application speciﬁed
with m functions, i= 1, . . . ,m, and n data, j = 1, . . . ,n ; where each entry ai j is an integer
denoting the number of times function i accesses data j by a load-store instruction. The
goal is to form computational units called cell (each including a group of functions and
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data families) that are as autonomous as possible. Ideally, we would like that all data
processed by a function group to be in the data family belonging to the cell. However,
this type of situation is uncommon in the real world since there are communications
between data and functions from different cells ; these data and functions are called
exceptional elements. An exceptional function accesses more than one family of data,
and an exceptional data requires access by processes that belong to more than one cell.
Maximizing autonomy therefore corresponds to minimizing the number of exceptional
data and function communications.
As Boctor’s Matrix shows in Figure 4.1, for a small example, that a quick visual
inspection can easily detect the cells, the groups and the families. For more complex ap-
plications with a large number of entries, it is important to develop analytical procedures
or mathematical models for the problem ; these models are based on some similarity
functions derived from the application requirements.
In this paper similarity functions, between two data, measure how similar two data
are in terms of process accesses whereas similarity functions, between two processes
measures how similar these processes are in terms of data processed. Similarity functions
based approach for cellular formation has been proposed by McAuley [121] ; it is based
on Jaccard similarity coefﬁcients.
In the following, a machine is seen as process or function and product or part is seen
as memory element or data.
4.3.3 Algebric Notations
TABLE 4.I represents the notations and deﬁnitions of symbols and variables used in
this paper.
4.3.4 Problem Formulation
Given an application speciﬁcation A, a cardinal number of a set K representing the
cell number, and a NoC structure, what is the best possible decomposition of A, running
on the NoC structure that can give the best execution performance ?
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Table 4.I – Variables Used in the Cell Formation Procedure
Symbol Description
m Number of process in the application
n Number of data in the application
I Process set 1, ...,m representing all processes
J Data set 1, ...,n representing all data
A Incidence matrix (m×n) with entries ai j
IA Interaction matrix (K×K)
K Number of cell 1, ...K
Ck k-th process group
Fk k-th data family
C Process-group (C1, ...,CK)
F Data-family (F1, ...,FK)
(Ck,Fk) Process and data included in the k-th cell
(C,F) Solution ((C1,F1), ...,(CK,FK))
xik Process membership boolean variable
y jk Data membership boolean variable
di jk(x,y) Remote access function of data j by process j








INA “Is Not Assigned” Process subset to be assigned
to a group as initial solution
The model intends to simultaneously maximize the performance of the network by
reducing the inter-cellular communication and increase the intra-cellular communication
while balancing the load of the cells.
To formulate the generalized Cell Formation Problem, consider the following two
sets :
I = set of m functions,
J = set of n data.




indicates the interaction between functions
and data where ai j indicates the number of times load-store instructions are performed
on a data by a function.
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ai j
{ ≥ 1, if function i process data j (4.1a)
= 0, otherwise. (4.1b)
Furthermore, data j may be processed by several functions. A computation cell k
(k = 1, ...,K) includes a subset (group) of functions Ck ⊂ I and a subset (family) of
data Fk ⊂ J. The problem is to determine a solution including K computation cells
(C,F) = {(C1,F1), ...,(CK,FK)} as autonomous as possible ; thus the K cells induce par-
titions of the function set and of the data set : C1 ∪ ...∪CK = I and F1 ∪ ...∪ FK =
J, and for all pairs of different cell indices k1 and k2 ∈ {1, ...,K}, Ck1 ∩Ck2 = /0 and
Fk1 ∩ Fk2 = /0. In Figure 4.1, we use the zero-one matrix for illustration. The second
matrix indicates a partition into 3 different cells illustrated in the gray boxes. The so-
lution includes the 3 function groups {(6,7),(1,2),(3,4,5)} and the 3 data families
{(4,5,8,10),(1,2,6,9),(3,7,11)}.
The exceptional elements (5,4) and (3,1) correspond to entries having a value ai j ≥ 1
that lay outside of the gray diagonal blocks.
To construct the mathematical formulation of the problem, we introduce the follo-
wing binary variables : For each pair i = 1, . . . ,m; k = 1, . . . ,K
xik =
{
1, if process i belongs to cell k (4.2a)
0, otherwise (4.2b)
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Figure 4.1 – Boctor’s Matrix
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For each pair j = 1, . . . ,n; k = 1, . . . ,K
yjk =
{
1, if data j belongs to cell k (4.3a)
0, otherwise (4.3b)
From (2) and (3) we deduce that
xiky jkai j =
{
ai j, if i and j belong to cell k (4.4a)
0, otherwise (4.4b)
To mesure the autonomy of the solution in the zero−one version, different mesures
have been proposed, and Starker and Khan carry out a comparative study in [147]. The
most commonly used mesure [102] by the authors to compare the efﬁciency of their










ai j denotes the sum of entries ai j greater or equal to 1 in the matrix A,
aOut≥1 denotes the sum of exceptional elements which are the entries ai j greater than or
equal to 1 outside the diagonal gray blocks, and aIn≥1 and a
In
0 are the sum of ai j greater
than or equal to 1 and the number of 0 entries in the gray diagonal blocks, repectively.
In our case, the objective function includes an autonomy factor and a load balancing
factor. Since the element ai j of the matrix A are integer specifying the level of interaction
between function i and data j, the element aIn0 (indicating the number of 0 entries in the
gray diagonal blocs) is not as relevant as in the zero− one version. For this reason, we
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To specify the load balancing factor, we denote by T =
a
K
the target average number
of operations in each cell. Hence the load balancing factor is expressed as follow :













It indicates the sum of deviations in the cells from the target value.
The objective function is maximizing
Eff = (AutonomyFactor)− γ(LoadBalancingFactor) (4.7)
where γ is the load balancing factor indicating the relative importance between the two
factors.


































yik ≥ 1, ∀ j ∈ {1, . . . ,n} (4.12)
xik = 0 or 1 ∀i ∈ {1, . . . ,m}; and ∀ k ∈ {1, . . . ,K} (4.13)
y jk = 0 or 1 ∀ j ∈ {1, . . . ,n}; and ∀ k ∈ {1, . . . ,K} (4.14)
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Constraint (9) and (10) ensure that each function and each data is assigned to exactly
one cell, respectively. Constraints (11) and (12) ensure that each cell includes at least
one function and one data. Finally, the variables are binary in (13) and (14). The number
of cells K for each problem to its value in the best-known solution, and constraints (11)
and (12) eliminate any empty cell is ﬁxed according to the NoC structure.
4.3.5 Local Search Approach
Our local search resolution includes two main procedures that are called successi-
vely. For a given current solution, we modify successively the groups of functions and
the families of data until no modiﬁcation is possible. Then we apply a diversiﬁcation
strategy to modify the groups and the families of the current solution in order to search
more extensively the feasible domain. To modify the groups, we use successively two
different procedures : the ﬁrst one destroys the current solution by eliminating the groups
currently assigned to some machines, and the second one recovers a new feasible solu-
tion by assigning these machines to new groups. Note that this strategy can also be
applied to modify the families of the current solution. The approach can be summarized
in algorithm 2 Local Search :
Algorithm 2 Local Search Algorithm
1. Generate an initial feasible solution (C0,F0).
Set the current solution (C,F) = (C0,F0).
Go to 2.a.
2. Repeat for numstart applications of destroy & recover strategy.
3. Modiﬁng the groups and the families
3.a. Moﬁfy the part familiy on the basis of the machine groups. If no modiﬁcation
is possible, then move to the destroy & recover strategy at 4.a. else move to 3.b.
3.b. Modify the machine groups on the basis of the parts families. If no modiﬁcation
is possible, then move to the destroy & recover strategy at 4.b. else move to 3.a.
4. Destroy & Recover Strategy
4.a. Eliminate the family assigned to some parts, and recover a new feasible solution
by assigning these parts to new families. Goto 3.b.
4.b. Eliminate the group assigned to some machines, and recover a new feasible
solution by assigning these machines to new groups. Repeat 3.a.
5. Update the best solution.
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Note that the best solution is updated each time a new current solution is generated.
The different procedures are now summarized in the following sections.
4.3.5.1 Initial Solution
To generate the initial solution we use a procedure quite similar to the one proposed
in [142]. First, we determine K function groupsC01 , ...,C
0





are speciﬁed on the basis of the K function groups known.








ai j the number of data processed by function i
and the number of functions processing j, respectively. To initiate the function groups
formation, select the K functions having the largest value ai•, and assign them to the
different groups C0i . Then each of the other function left is assigned to the C
0
i including
functions processing mostly the same data. More speciﬁcally, denote INA as the set of
functions left. The assignments are completed as follows :






















∣∣ai j −aik j∣∣
⎫⎬
⎭ (4.16)








3. Eliminate i¯ from INA and repeat 1) until INA become empty.
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On the basis of the K function groupsC01 , . . . ,C
0
K , determine K data families F
0
1 , . . . ,F
0
K .
For each data j denote :
a˜In≥1 j(k) = ∑
i∈C0k








a˜In≥1 j′(k)− a˜In≥1 j(kt)
⎞
⎟⎠ an approximation of the impact of assi-
gning data j to family k.
Then each data j is assigned to the family F0
k˜ j
where






























Note that if some family F0k is empty, then we apply the repair process to reassign one
data to it inducing the smallest decrease of the grouping efﬁciency.
Then this initial solution becomes the current solution (i.e., (C,F) = (C0,F0)), and we
initialize the modiﬁcation procedure by moving to the function groups on the basis of
the data families.
4.3.5.2 Modifying the Function Groups and Data Families
Consider the current solution (C,F). The procedures to modify the function groups
on the basis of the data families and to modify the data families on the basis of the func-
tion groups are similar to the process to determine the data families in the preceding
section where we generate the initial solution. For the sake of completeness, let us sum-
marize the procedure to determine the new function groups C¯1, . . .C¯K on the basis of the
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data families F1, . . . ,FK . For each function i denote :
a¯In≥1i(k) = ∑
j∈Fk










⎟⎠ an approximation of the impact of assigning
function i to group k.
































Note that if some group C¯k is empty, then, we apply the repair process to reassign one
function to it including the smallest decrease of the grouping efﬁciency. Now, if the
function groups remain identical (i.e, Ck = C¯k,k = 1, . . . ,K), then we cannot modify the
solution with this modiﬁcation process. In this case, we move to appling the destroy &
recover strategy in step 4.b. of the algorithm 2. Otherwise the new current solution is
obtained by replacing Ck by C¯k,k = 1, . . . ,K.
4.3.5.3 The procedure to determine the new data families F¯1, . . . , F¯K on the basis
of the function groups C1, . . . ,CK
As in Section 4.3.1, we determine for each data j
a˜In≥1 j(k) = ∑
i∈Ck
ai j the number of functions in group k that are processing part j,
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a˜In≥1 j(k)
a• j
an approximation of the impact of assigning data j to family k.
Then each data j is assigned to the family F¯k˜( j) where






























Note that if some family F¯k is empty, then we apply the repair process to reassign one
function to it inducing the smallest decrease of the grouping efﬁciency. Now, if the data
families remain identical (i.e., Fk = F¯k, k = 1, . . . ,K), then we cannot modify the solu-
tion with this modiﬁcation process. In this case, we move to apply the destroy&recover
strategy in step 4.a of algorithm 2. Otherwise the new current solution is obtained by
replacing Fk by F¯k, k = 1, . . . ,K.
In the conventional zero− one cell formation problem, Ng proposes in [127] a pro-
cedure to move parts on the basis of machine group or to move machines on the basis of
part families in the spirit of our proposed procedure. On the one hand, Ng’s procedure is
an ascent method since parts or processes are moved only when the group efﬁciency in-
creases. On the order hand, our procesure is simpler to implement, but the moves do not
necessarily induce an increase of the grouping efﬁciency. This strategy allows a better
diversiﬁcation to search more extensively the feasible domain.
4.3.5.4 Destroy&Recover Strategy
This strategy is in the spirit of the large neighborhood search presented by Shaw,
where a large number of variables are modiﬁed simultaneously. It also relates to other
implementations introduced by Pisinger and Ropker ([140]), Schrimpf et al in [148], and
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by Dees and Karger in [47].
In step 4.a., the procedure is applied to modify the assignment of q = %n data on the
basis of the function groups. The basic principle is to select q data that are moved to
alternate families in order to reduce the grouping efﬁciency as little as possible. First, for
data j, we determine
f jk =
(




( |Tk− a˜In≥1 j(k)|+ |Tk˜(t) + a˜In≥1 j(k˜( j))|− |Tk|+ |Tk˜(t)|
2T
)
, k = 1, . . . ,n, k = k˜( j)










= f jok( j)
Then select the q data j1, . . . , jq having the smallest value of f j, and modify their families
as follows :
Fk˜( ji) = Fk˜( ji)−{ ji} and Fo˜k( ji) = Fo˜k( ji)∪{ ji}.
Now if any family is empty, then the repair process described before can be applied
to introduce data in it. Furthermore, this new current solution is used to initialize step
3.b. This procedure is adapted to modify q = %m on the basis of part families. Then
the new current solution is then used initialize the step 3.a.
4.3.6 Hybrid Method with a Genetic Algorithm
Even if the numerical results of our method in the zero−one approach indicate that
the local search procedure generates quickly good results, we hybridize this method with
a genetic algorihm procedure in order to search more extensively the feasible domain.
The hybrid method is a steady state genetic algorithm where two offspring solutions are
generated at each generation. The local search procedure is then applied to improve each
of these new offspring solutions. The procedure is summarized as follows :
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Algorithm 3 Hybrid Method
Generate an initial population of S feasible solution.
for nag generation do
1. Select two parent populations from S.
2. Perform a crossover operation with probability pcross to generate two new off-
spring solutions.
3. If necessary, apply the repair process to each offspring solution to insure that no
group or no family is empty.
4. Perform a mutation operation on each offspring solution with probability pm.
5. Apply the local search to improve each offspring solution.
6. Update the population by keeping the best |S| solutions from the current popula-
tion and the two improved offspring solutions generated.
end for
First, the initial solution generated by the local search procedure of the algorithm,
described in section 4.3. is included in the population S. To generate each of the other
solutions, we select randomly to generate the function groups or the data families with
each alternative having a probability of 0.5. In the ﬁrst case, each function is randomly
assigned to a group k. We also prevent each group from being empty by applying a repair
process to move a function from the group including the most to the empty group. Then,
the data families are determined on the basis of the K function groups as in the initial
solution section. The local search procedure is applied to improve the solution which is
included in the population. The procedure to complete the second alternative is similar.
The role of functions and data are exchanged.
To complete the genetic algorithm, a proper encoding of the solutions is required. A
feasible solution (C,F) = {(C1,F1), . . . ,(CK,FK)} is encoded as vector having (n+m)
components (P1, . . . ,Pn,M1, . . . ,Mm) where Pj is the index of the family including part
j, j = 1, . . . ,n and Mi is the index of the group including process i, i = 1, . . . ,m.
Two parent solutions are selected according to a tournament where 4 individuals are
selected randomly from the population S, and the best solution becomes the ﬁrst parent
solution. The second parent solution is selected similarly.
To determine the two offspring solutions, a uniform crossover is completed. More
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speciﬁcally, suppose that the two parent solutions are
















Algorithm 4 Genetic Algorithm
1: Generate a crossover mask vector of bits having (n + m) elements
(B1, . . . ,Bn,Bn+1, . . . ,Bn+m).
2: The offspring solutions




1, . . . ,OM
l
m,), l = 1,2, are speciﬁed as follows :
4: for j = 1 to n do
5: if Bj = 1 then








8: if Bj = 0 then









12: for i = 1 to m do
13: if Bn+i = 1 then








16: if Bn+i = 0 then









A repair process is applied to introduce a part or a process in any empty family or
group.
The mutation operator is also applied to modify slightly an offspring solution. Four dif-
ferent elements are selected randomly : a part i˜ ∈ {1, . . . ,n}, a family k˜ ∈ {1, . . . ,K}, a
process j¯ ∈ {1, . . . ,m}, a group i¯ ∈ {1, . . . ,K}.
Then the part j˜ is moved to the family Fk˜, and the process i¯ to the groupCk¯. Note that
the elements are selected to avoid creating empty family groups. Finaly the local search
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procedure is applied to each offspring solution.
4.4 Experiments
In this Section, we use ICFP to solve the decomposition of the incidence matrix
shown in Figure 4.2, for simplicity, the entries of the incidence matrix are randomly
generated. The transformation of the computed application into an incidence matrix is
out of the scope of this paper. The objective of the experiments is to (1) illustrate the
decomposition of an incidence matrix and (2) show the impact of the load balancing
factor γ on the cell load.
The incidence matrix (see Figure 1) contains 41 functions and 27 data ; the experi-
ments have been implemented in C++ and run using Linux-based machine (AMD Sem-
pron (t) Processor 3100, clock 1GHz, 256KB of cache, and 1GB of RAM).
The result of the decomposition of the incidence matrix into K = 6 cells with γ = 1
is illustrated in Figure 4.4. We observe that the large values of the incidence matrix are
now concentrated in the six cells represented by the diagonal of the matrix (Ci,Fj), where
i = j ; this is expected since the rows and columns have been rearranged by ICFP.
The relationship between the cells and the exceptional elements is expressed by the
K×K contingency matrix illustrated in Figure 4.4. Recall that the exceptional elements
are the non-zero entries of the interaction matrix that are outside the cells. The entries
of the contingency matrix are the sum of the entries of the cells of the resulting matrix,
illustrated in Figure 4.3, and the entries of the exceptional elements are delimited by the
boundaries of the cells (rows and columns) in the same Figure.
Now, let us study the impact of the cell number K on the exceptional elements, the
variation of cell loads, and the exceptional elements assuming a load balancing factor
γ . The matrix (see Figure 4.4) shows the communication weight between the processing
elementsCi and between the memory elements Fj of a cell k. The diagonal of the contin-
gency matrix illustrates the closeness of the loads in each cell ; this is expected since
load balancing factor γ is set to 1. We observe that the summations of the rows Ci are
relatively close to one another and so are the summations of the columns Fj. This illus-
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trates the fact that the exceptional elements have relatively low impact on the processor
and memory loads
TABLE 4.II illustrates the grouping efﬁciency (Eff) and the execution time (ET),
expressed in seconds. Its entries show that when K increases Eff decreases ; more speci-
ﬁcally, Eff decreases rapidly from K = 1 to K = 4 and slowly from K = 5 to 8 ;. However,
the execution time (ET) grows exponentially, as expected.
4.5 Application : Selection of the Proper Number of K Cell for an OCM Design
In the following, we use our proposed ICFP decomposition approach to analyze the
problem of how to ﬁnd, given aa application speciﬁcation the proper number of nodes
(2K) for effective OCM design. Recall that the speciﬁcation is transformed into an inci-
dence matrix after it has been analyzed. The incidence matrix (A) is checked whether it
can be decomposed or not.
We use the same random entries incidence matrix shown in Figure 4.2 ; each com-
puted result matrix (e.g. see Figure 4.3) with different cell numbers is transformed into
a contingency matrix (e.g. see Figure 4.4), also called Interaction Matrix (IA).
4.5.1 Variation of K Number of Cells
The objective is to determine the optimal number of cells, K, by varying K ; indeed,
we aim at ﬁnding an optimal solution for the decomposition of a given incidence matrix
(A). We run our method on the incidence matrix while varying K from 1 to 10 ; as shown
in Figures 4.3 and 4.4, we compute the sums of the cells after the genetic algorithm
execution ; the results are summarized in TABLE 4.II.
Figures 4.5 to 4.7 illustrate the search of K. For each interaction matrix IA (see
Figure 4.4. Recall that all the cells as well as the exceptional elements are summed up
according to the boundary of each cell. Figures 4.5 and 4.6 are illustrations of the impact
of the variation of K from 1 to 10 on family loads and group loads respectively. TABLE
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Figure 4.2 – Incidence Matrix with 41 Functions and 27 Data
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Figure 4.3 – Illustation of the Decomposition of the Incidence Matrix using our Proposed
Cell Formation Problem
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F1 F2 F3 F4 F5 F6 Ci
C1 1843 25 20 18 35 216 2157
C2 8 1509 50 37 42 36 1682
C3 23 113 1838 36 29 47 2086
C4 37 374 257 1763 22 0 2453
C5 214 0 0 28 533 2 777
C6 6 0 1 153 91 1513 1764
 Fj 2131 2021 2166 2035 752 1814
Figure 4.4 – Contingency Matrix
Table 4.II – Efﬁciency and Execution Time
K 1 2 3 4 5 6 7 8 9 10
Eff 10 8.76 6.06 5.07 4.77 4.27 3.05 2.44 1.94 1.80
ET.(sec) 0 1.21 3.95 12.86 16.27 147.8 421.26 864.44 1399.44 2001.19
4.III summarizes the computed minimum and maximum numbers of interactions for
group and family, respectively, for K = 1..10.
We observe that the behavior of the family and group load can be compared to the
function f (x) =
1
x
; an optimal solution corresponds to the minimum number of cells
where the gradient of the function is minimal. In Figures 4.5 to 4.7, we observe that
from interval K ∈ [5,10], the steepness of the plots is almost constant. Thus, the best
solution corresponds to K = 5.
Figure 4.7 shows where the difference between the largest cell load and the smallest
cell load is minimal, considering the family and group loads respectively ; balancing the
loads of cells is required for better performance.
Based on these two considerations, summarized in Figure 4.7, we can conclude that
to design OCM for the speciﬁcation represented by the incidence matrix A in Figure 4.2,
the effective number of cells is 5.
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Table 4.III – Variation of Group and Family Sizes
K 1 2 3 4 5 6 7 8 9 10
Max. Ci Size 10919 5928 4135 3154 2494 2453 2157 1737 1764 1646
Min. Ci Size 10919 4991 2934 1764 1682 777 777 440 442 440
Max. Fj Size 10919 5893 4309 3265 2382 2166 2021 1799 1435 1409
Min. Fj Size 10919 5026 2883 1814 2021 752 1084 512 752 636
4.5.2 Impact of Cell Number K on the Exceptional Elements
In addition to the family and group loads, we analyze the impact of the variation of
K on the exceptional elements. Recall that the exceptional elements indicate the inter-
cell interactions and are the entries of the interaction matrix (IA) that are outside the
gray boxes. As we have mentioned previously in the case of the analysis of family and
group loads, the smallest slope of the plot describes the best solution area region. In
TABLE 4.IV,∑Exc indicates the sum of all the exceptional elements of the result matrix
illustrated in Figure 4.3. The value of ∑Exc is increases when K increases. This can be
explained by the fact that when K increases and the cells are being balanced the number
of exceptional elements in the matrix increases.
In Figure 4.8, the regions of the interval [8,9] as well as that of [4,6] have the two
lowest slopes. Even though the interval [8,9] has the lowest slope, the combination with
the information shown in Figures 4.5-4.7, shows that the optimal number of cells for a
better decomposition of the incidence matrix is in the interval [4,6]. Since our objective
is to minimize the number of exceptional elements, an optimal number of cells, in this
example, is 5.
Table 4.IV – Impact of Number of Cell on Exceptional Elements
Nb of Cell 1 2 3 4 5 6 7 8 9 10
∑Exc. 0 633 1235 1562 1704 1920 2576 3608 3622 3822
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Figure 4.5 – Family Size Variation
4.5.3 Variation of the Load Balancing Factor γ
In this Section, we study the impact of the variation of the load balancing factor
γ on the grouping efﬁciency (Eff). This factor is used to decide which between load
balancing and number of exceptional elements is more important for the computation ;
e.g., in homogeneous system conﬁgurations, the load balance factor is more important
than the exceptional elements while in heterogeneous system conﬁgurations, reducing
the exceptional elements can be more important with imbalance cell loads. In Table
4.V, we summarize the efﬁciency value of γ between 0 and 1 for the formation of 2 to 10
cells ; K = 1 has no exceptional element. Figure 4.9 illustrates the impact of the variation
of γ . The slope of the efﬁciency function decreases for all K as the number of γ grows.
In this case, a good solution of γ is the one with the smallest slop (i.e., γ has less impact
on the cell formation). Figure 4.9 shows that the solution region can be represented by
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Figure 4.6 – Group Size Variation
cell number K between 3 to 5. This conﬁrms our ﬁndings (see above) that the optimal
number of cells is 5.
4.6 Conclusion and Discussion
In this paper, we considered a multi-phase cellular formation for application or OCM
speciﬁcation decomposition. A modiﬁed formulation of the zero-one Cell Formation
Problem to an integer Cell Formation Problem is proposed. This formulation provides
a method for solving the legacy application decomposition for parallel or distributed
computers or a model for the design of new Application Speciﬁc OCM. The method
seeks and generates the best solution for a given application. Due to the complexity of
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Optimal Region
Figure 4.7 – Optimal cell number for the application incidence matrix
the problem, we proposed a three phase’s heuristic algorithm where two meta-heuristic
models are used to reﬁne the solution. A computational experiment was proposed to
illustrate the modeling of an application.
We have used the proposed method to ﬁnd the effective number of node (K pro-
cessors and K memories) of a given application. In the case of an existing OCM, the
computed application is decomposed based on the number of nodes available in the tar-
geted OCM. Thus, we use the variation of the load balancing factor γ for the exceptional
element in the system.
For future research, we are considering to work on cellular formation where a tem-
poral objective in addition to the current objectives speciﬁed in this paper. For this ob-
jective, a timing coefﬁcient can be deﬁned and the scheduling of the inter-cells commu-
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Optimal Region
Figure 4.8 – Optimal cell number for the incidence matrix in Table 4.IV
nications should be considered. We are also working on the assignment of the cells of
an application (produced by the proposed method) to the three dimensions Network-on-
Chip structure in order to maximize the performance while minimizing the inter-node
communications and reducing the data transfer in the network.
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Table 4.V – Efﬁciency with penalty factor γ variation
γ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
K = 2 1 0.94 0.93 0.92 0.91 0.90 0.89 0.88 0.88 0.87 0.86
K = 3 1 0.89 0.86 0.85 0.84 0.83 0.82 0.81 0.80 0.79 0.77
K = 4 1 0.86 0.83 0.81 0.80 0.79 0.77 0.76 0.74 0.73 0.71
K = 5 1 0.85 0.81 0.80 0.78 0.77 0.75 0.73 0.72 0.70 0.69
K = 6 1 0.83 0.80 0.77 0.75 0.73 0.71 0.70 0.68 0.66 0.64
K = 7 1 0.82 0.77 0.73 0.70 0.67 0.64 0.61 0.57 0.55 0.52
K = 8 1 0.81 0.73 0.68 0.64 0.61 0.57 0.54 0.50 0.45 0.41
K = 9 1 0.80 0.71 0.65 0.61 0.57 0.52 0.46 0.42 0.37 0.33
K = 10 1 0.80 0.68 0.63 0.58 0.54 0.46 0.42 0.38 0.34 0.30
Figure 4.9 – Variation of load balancing factor γ
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abstract
On-Chip Multiprocessor (OCM) component assignment is a critical and challenging
issue for system design. This assignment aims to place components (processors and me-
mories) to speciﬁc locations on the chip such that some cost metrics are optimized. This
constrained optimization problem has been extensively studied for decades. Methods
based on graph theory, integer linear programming, heuristic and stochastic approaches
are proposed in the literature. However, most of these methods focus on ﬁne-grain (net
list) assignment and do not consider the link capacity aspect. With the trends in three
dimension integrated circuit (3D-IC) technology and high functional density of chips,
new methods are needed ; these methods must take into consideration the assignment
problem at the beginning of the design process (application speciﬁcation level). In this
paper, we propose a coarse-grain assignment method at the application speciﬁcation
level ; this method consists of assigning (1) processors and memories to the nodes of
OCM and (2) capacities to the links between each pair of neighboring nodes. To realize
the proposed method, we transform the assignment problem of components into a pro-
blem belonging to the family of the known quadratic assignment problem (QAP) and
we use a perturbation-based approach for link capacity assignment. The objective is to
provide a decision support method for engineers for an efﬁcient On-Chip Multiprocessor
design. A simulation program using C++ in Linux environment is developed to evaluate
our proposed method.
keywords—Combinatorial optimization problem (COP), Network-on-Chip (NoC),
On-Chip Multiprocessor, Quadratic assignment Problem (QAP), Tabu search (TS).
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5.1 Introduction
Layout synthesis or assignment of OCM components (i.e., processors and memories)
in parallel computer systems aim to place these components in speciﬁc locations on
a chip such that some cost metrics (i.e., performance, chip size, wire length, latency,
power consumption, and heat dissipation) are optimized. This constrained optimization
problem has been extensively studied for many decades [110], [141] and has been proved
to be NP-Hard [145]. As a result of new technology trends, the reduction of the die size
and the fact that considerable number of processors and memories can be placed on the
same chip, many academic and industrial contributions proposed new methods to solve
the assignment problem (also known as placement and routing problem).
The assignment problem is formally deﬁned as follows [40], [67], [105]. Given a
cost matrix C = (ci j) and a permutation matrix P = (pi j), the objective is to resolve the





ci j pi j








pi j = 1, ∀ i j.
where (ci j) denotes the ﬁxed cost of assigning facility i to location j, and (pi j) denotes
the assignment matrix.
In this paper, we propose a two-phase optimization method to assign (1) processors
and memories to the nodes of OCM and (2) capacities to the links between each pair of
neighboring nodes. The objective is to provide a decision support method for engineers
for efﬁcient assignment of components in OCM design.
The proposed method can be used in the following two cases : (1) In the case of an
existing OCM system, this approach can help to dynamically allocate trafﬁc to the links
once the assignment of the components is completed. Likewise, based on the solution
of the link capacity assignment, the switches route data though the network and (2)
in the case of the design of a new OCM system, this approach helps in the application
speciﬁcation phase, especially to choose the appropriate OCM organization (i.e., the way
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processors and memories are placed in the OCM) and the appropriate link capacities for
effective design of OCM. An organization of OCM is called herein a conﬁguration.
5.1.1 Motivation
With the trends in 3D-IC technology, analyses of 3D On-Chip Multiprocessor (3D-
OCM) computers have abounded during the last couple of years. The assignment of
components has been one of the hottest topics in 3D-OCM design. However, many of
these analyses focus their attention on ﬁne-grain (net list) assignment. Also, most of
these assignment methods do not take the 3D-IC aspect into consideration. Indeed, most
of assignment tools have serious deﬁciencies in predicting the behavior of 3D-OCM
at the application speciﬁcation level. Our motivation is to provide a method for early
assignment evaluation (architectural phase) before the design of OCM, hence, predicting
the performance of OCM.
5.1.2 Approach
Our method consist of (1) transforming application speciﬁcation of OCM into an
incidence matrix ; (2) transforming the incidence matrix into an interaction matrix (IA)
that deﬁnes interactions between sets of processes (process groups) and sets of data (data
families) ; (3) making use of IA to assign the process groups and data families to pro-
cessors and to memories of OCM respectively ; and (4) assigning capacities to links of
OCM topology produced in (3). (1) and (2) are out of scope of this paper. In (3), the IA is
converted into a ﬂow matrix. Unlike the IA matrix that indicates the interactions between
processors (on the rows of the matrix) and the memories (on the columns of the matrix),
the ﬂow matrix indicates the interactions between all the components of the OCM ; it
indicates interactions between processors and processors, memories and memories, and
processors and memories. With this conversion, we transform the assignment problem of
components into a problem belonging to the family of the known Quadratic Assignment
Problem (QAP) ; this allows us to adapt our assignment problem to existing QAP resolu-
tion methods [161]. In (4), starting from the OCM topology produced in (3), we perturb
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(i.e., change) the capacities of the links using a perturbation approach derived from per-
turbation theory [1] ; the objective is to ﬁnd the best link capacity to connect each pair
of neighboring nodes. This perturbation is performed through a loop where at each ite-
ration ; a set of capacity values is assigned to a selected subset of links. At each iteration
of the loop, the corresponding near-optimal solution (QAP resolution, with the new ca-
pacities, that optimizes the objective metric) is produced. After a maximum number of
iterations without any improvement, the algorithm stops. At the end of the execution, the
solution that provides the best compromise between the performance and the objective
metric (e.g., power consumption) is chosen as the best solution.
On-Chip Multiprocessor (OCM) component assignment is a critical and challenging
issue for system design. This assignment aims to place components (processors and me-
mories) to speciﬁc locations on the chip such that some cost metrics are optimized. This
constrained optimization problem has been extensively studied for decades. Methods
based on graph theory, integer linear programming, heuristic and stochastic approaches
are proposed in the literature. However, most of these methods focus on ﬁne-grain (net
list) assignment and do not consider the link capacity aspect. With the trends in three
dimension integrated circuit (3D-IC) technology and high functional density of chips,
new methods are needed ; these methods must take into consideration the assignment
problem at the beginning of the design process (application speciﬁcation level). In this
paper, we propose a coarse-grain assignment method at the application speciﬁcation
level ; this method consists of assigning (1) processors and memories to the nodes of
OCM and (2) capacities to the links between each pair of neighboring nodes. To realize
the proposed method, we transform the assignment problem of components into a pro-
blem belonging to the family of the known quadratic assignment problem (QAP) and
we use a perturbation-based approach for link capacity assignment. The objective is to
provide a decision support method for engineers for an efﬁcient On-Chip Multiprocessor
design. A simulation program using C++ in Linux environment is developed to evaluate
our proposed method.
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5.1.3 Contribution
Our contributions, in this paper, can be summarized as follows :
1. We propose a novel multi-phase modeling solution that transforms the component
assignment problem into the well known quadratic assignment problem (QAP).
More speciﬁcally, the proposed modeling solution transforms the interaction ma-
trix (IA), which represents the input to the assignment problem, into a ﬂow matrix
which can be used as the input to QAP. Thus, using existing QAP resolution me-
thods, we are able to assign components (processors and memories) to On-Chip
Multiprocessor (OCM) system.
2. We propose a new link capacity assignment method that assigns best capacities
to the edges of OCM conﬁguration ; the proposed method is based on a perturba-
tion approach derived from perturbation theory [61]. The objective is to produce a
conﬁguration of OCM that optimizes a given metric (e.g., power consumption).
3. We implement in C++ the proposed models to demonstrate the effectiveness of our
solution for the assignment of the components to the nodes, and for the assignment
of the link capacities to the edges of 3D-OCM.
5.1.4 Paper Organization
This paper is organized as follows. Section 5.2 presents related work. Section 5.3 pre-
sents a brief description of On-Chip Multiprocessor systems to highlight the structure of
processors and memories. Section 5.4 introduces the decomposition of an application
speciﬁcation into components. Section 5.5 describes 3D-OMC model we use. Section
5.6 presents the proposed multi-phase modeling solution for the assignment of compo-
nents. Section 5.7 presents the proposed link capacity assignment method. Section 5.8
presents empirical results for the assignment of components and link capacities. Section
5.9 concludes the paper and presents future work.
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5.2 Related Work
The assignment problem in integrated circuit design has been extensively studied in
different ways in the literature. Four groups of methods have been identiﬁed : (1) Graph
theoretical methods [24], [33], [117], [38], [57] and [97] ; (2) Integer linear programming
methods [83] and [169] ; (3) heuristic methods [159], [4], [36], [74] ; and (4) stochastic
methods [99], [113], [159]. In the case of graph theory, the assignment problem is sol-
ved by ﬁnding the minimum cost of the inter-node communication ; it then applies a
decomposition algorithm on the task graph to produce task sets where each set is run
by a single processor. Graph theory-based methods are limited by the high computation
time when the number of nodes increases in the allocation process. The optimal solution
of the linear programming methods is hard to obtain because it is an exhaustive enume-
ration of all possible solutions ; it is also CPU and memory hungry and its requirement
for computational resources increases exponentially. Indeed, it is adequate for only small
size problem instances where tools, such as CPLEX [88], are generally used. The heu-
ristic methods are used to produce near optimal solutions with an acceptable response
time even for large size problem instances. The stochastic methods are used as statistical
models to predict component assignment in complex integrated circuits and to obtain
cost estimation of routing channels in terms of the number of components, the average
number of interconnections between components, and the average interconnection wire
length.
In the case of On-Chip Multiprocessor design, the assignment problem is studied
as the placement of structural component blocks onto On-Chip Multiprocessor nodes.
Extensive research has been performed in this domain and presented in the literature.
Lo et al. [115] present OREGAMI, an application placement tool, aiming to assign pa-
rallel computations to message-passing architectures ; the placement algorithm is based
on temporal exploration of the task graph represented by the inter-node communication
graph. With the OREGAMI tool, the solution is not fully automated ; the user needs to
guide the tool and checks the effectiveness of the mapping decision. The approach used
in OREGAMI could lead easily to errors if the graph size is large. Hu et al. [84] propose
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a branch and bound algorithm to solve energy-aware optimization models ; the algorithm
is used to automatically place the components onto the nodes of a regular conﬁguration
network. The objective is to minimize the power consumption by minimizing the inter-
core communication. Lei et al. [109] present a tool with two-step genetic algorithm used
to place a parallelized application task graph on OCM with the objective of minimizing
the overall execution time. Murali et al. [124] present an algorithm called NMAP, which
maps a task graph onto OCM with the objective to minimize the communication delay
under trafﬁc bandwidth constraints. Existing methods [84], [109], [115], [124] have been
mostly used for VLSI design. They concentrate on two dimensional integrated circuits
and on ﬁne-grained assignment at RTL. In the era of gigascale On-Chip Multiproces-
sor, new placement approaches are needed. In this paper, we propose a new method of
coarse-grain assignment of processors (IP, RISC, MIPS, DSP) and memories (Flash Me-
mory, ROM, RAM) on 3D integrated circuit. We believe that a coarse-grain near optimal
assignment planned at application speciﬁcation level can yield good OCM performance.
5.3 On-Chip Multiprocessor Structure
Our target architecture in this paper is Three Dimension On-Chip Multiprocessor
(3D-OCM) structure (e.g., Figure 5.2.a) with multiple different components. 3D-OCM
is accompanied by network-on-chip (NoC). We consider network-on-chip (NoC) as the
interconnect communication platform methodology of OCM ; it consists of NoC Inter-
face Units (NIU) and the switches [102], [21], [79]. The NIU can be processors, Digital
Signal Processors, Digital/Analog Signal cores, Application Speciﬁc Integrated Circuits
(ASICs), IPs or memories (ROM, RAM, Flash memory). A space of OCM that hosts a
NIU is called a tile. The switches connect the NIUs via communication links or chan-
nels. Let us recall that the most used representation of OCM is mesh conﬁguration. In the
following, we use, as the assignment target structure, 3D-OCM illustrated by 3D mesh
conﬁguration shown in Figure 5.1 ; each node of the structure represents a network tile
with its switch and each edge represents a link. Without loss of generality, a 3D mesh
NoC is deﬁned as a superposition of several 2D NoC (see Figure 5.2.b).
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Figure 5.1 – Target Architecture Structure
5.4 Decomposition of Application Speciﬁcation for On-Chip Multiprocessor
Usually, an application that runs on On-Chip Multiprocessor (OCM) systems is very
complex and parallelizable ; otherwise, a simple mono-processor system is sufﬁcient.
Such an application needs to be decomposed (broken down) into a number of compo-
nents (processes and data sets) to take full beneﬁt of OCM ; thus, the different com-
ponents of an application can be executed by the different components (processors and
memories) of OCM. Indeed, the assignment problem, we consider in this paper, is to
assign the processes and data sets to processors and to memories of OCM respectively.
In other words, the result of the application decomposition procedure is the Interaction
Matrix (IA) that represents the input to the proposed component assignment approach. In
this section, we brieﬂy present the details of a decomposition method [133] that can be
used to produce the IA for a given application. The application decomposition problem
is solved as a cell formation problem [133].
Let us assume that m processors pcα , α = 1,2, . . . ,m and n memories duβ , β =
1,2, . . . ,n have to be assigned to the tiles on a chip. Furthermore, let use assume that
aαβ denote the number of accesses of pcα to duβ . In [133], we solve a cell formation
problem to determine K cells (Ck,Famk), k = 1,2, . . . ,K where Ck and Famk are groups
of processors and family of memories, respectively. The groups Ck, k = 1,2, . . . ,K and
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Figure 5.2 – (a) 2D and (b) 3D Switch Fabric Network Architecture
the families Famk, k = 1,2, . . . ,K, are partitions of the set of processors and of the set
memories, respectively. The objective of the cell formation problem is to reduce the total
number of accesses of the processors to memories belonging to other cells. Furthermore,
we aim to have the same number of accesses by the processors to memories within each
cell, where a cell is deﬁned as a set of processors and memories that have large number of
accesses among themselves. A square K×K interaction matrix IA= [IAi j] is associated
with K cells (Ck,Famk), k = 1,2, . . . ,K where





Note that solving the cell formation problem infers in general that ∀i = 1, . . . ,K, IAii 
IAi j, ∀ j = 1, . . . ,K, j = i because the objective is to reduce the number of accesses of
processors inCi to data sets in Famj, j = i. Furthermore, we partition the processors and
memories in order to have the value of IAii as similar as possible for all i.
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5.5 The model of 3D On-Chip Multiprocessor
In this paper, the computer architecture is a 3D On-Chip Multiprocessor represented
by a graph N = (V,E). Each vertex, also called a tile, corresponds to a node where a
group of processes or a family of data is assigned. Hence, assuming that K groups and
K families have to be assigned, then the number of vertices in V is equal to 2K. The
structure of the conﬁguration of the computer architecture is illustrated in Figure 5.1.
Typically, there is no diagonal edge. For instance, there is no edge between vertices 1
and 2. A routing path between two nodes v1 and v2 is identiﬁed by a list of links. Fur-
thermore, there exist several routing paths between any pair of nodes. Link may support
different capacities of transaction depending on the architecture conﬁguration. Different
capacities cause different connection times of access between the two connected nodes.
It follows that the routing path has a connection time equals to the sum of the connection
times of links that compose the path. Let D¯= [d¯pq] be the connection time matrix where
d¯pq is the shortest connection time to connect the pair of nodes p and q. Note that we
use the Floyd-Warshall algorithm [27] to determine the shortest path between each pair
of nodes.
5.6 Assignment of Groups and Families to the 3D On-Chip Multiprocessor Nodes
The rationale behind the proposed assignment of components on OCM is to place
processors and memories to speciﬁc locations on the chip such that the total cost of in-
teractions between processors and memories is minimized (optimized). This assignment
problem is a complex problem ; its difﬁculty lies in the fact that it tries to place each
component to a position on OCM, with the objective to minimize any interaction cost
between two pair of components. The assignment problem is NP-Hard ; therefore, it is
impossible to solve in polynomial time, even for small instances [100]. The Quadratic
Assignment Problem (QAP), a class of assignment problems, is an alternative approach
that yields near-optimal solutions. Thus, the proposed assignment of processors (groups)
and memories (families) to 3D OCM can be determined by solving a Quadratic Assign-
ment Problem.
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5.6.1 Quadratic Assignment Problem
A quadratic assignment problem (QAP) is a NP-Hard Integer Programming problem.
It was introduced in 1957 by Koopmans and Beckmann [100]. QAP aims to minimize the
cost of assigning r facilities to speciﬁc locations, considering the ﬂow of goods (infor-
mation or materials) between the facilities and the distance (costs) between the locations.
Hence, two r×r matrices are required : F , the matrix of ﬂows between the locations and
D the matrix of distances between locations.










fi jdπ(i)π( j) (5.1)
where π is a permutation vector of {1,2, . . .r}, Π the set of all r− vector permutations,
and π(i) is the location where facility i is assigned. The objective is to determine the
assignment minimizing the total cost of moving the goods. Even though the primary
application of QAP is for facilities location, the problem has been used extensively and
applied in different research areas like industry, technology and fundamental science
domains [31]. As in various NP-Hard programming problems, exact methods are pro-
posed for relatively small problems while metaheuristic approaches are proposed for
larger ones. Among the metaheuristic approaches proposed for QAP we mention the
most notable ones like Hopeﬁeld neural networks [26], simulated annealing [42], thre-
shold accepting [174], genetic algorithm [163], [64], [41], Tabu search [161], [151], the
evolution strategies [131] and the ant colony optimization [119], [156], [66].
In this paper, we use Taillard Tabu search. The idea of the Taillard approach is based
on an efﬁcient and robust Tabu search. It can solve problems having more than 20 faci-
lities. Its functionality is based on : (1) a random variation of the Tabu list length ; (2)
the prohibition of an exchange between two nodes if they had exchanged their locations
recently ; and (3) the execution of a move if it is not Tabu. We select Taillard algorithm
to solve our QAP because it is efﬁcient, simple to implement and its neighborhood ex-
ploration time is in O(n2) instead of O(n3) as it is the case for most other algorithms
[161].
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5.6.2 QAP Formulation of Assigning Groups and Families to 3D On-Chip Multi-
processor
To formulate our assignment problem as a QAP, the 3D network nodes correspond
to the locations, also called tiles. The connection time matrix D¯ speciﬁed in section 5.5
is used as the distance matrix in QAP. Recall that D¯ = [d¯pq] where d¯pq is the shortest
connection time among all routing paths linking nodes p and q. Furthermore, since the
edges in the 3D network can be used in both ways (i.e., the edges are not oriented), it fol-
lows that the matrix D¯ is symmetric (i.e., d¯pq = d¯qp). To specify the ﬂow matrix F (square
matrix of order 2K), we refer to the solution of the cell formation problem, as stated ear-
lier, where K processors {C1 . . .CK} and K memories {Fam1 . . .FamK} are generated
together with the square interaction matrix IA. These processors and memories corres-
pond to the 2K facilities, and they are ordered as follows : {C1 . . .CK,Fam1 . . .FamK}.
Different formulations of the matrix F are used in order to generate different conﬁ-
gurations according to the computed application under consideration (i.e., to be execu-
ted on OCM). Three different cases are analyzed in the following : (1) free conﬁguration
assignment, (2) interleaved conﬁguration assignment and (3) Memory intensive commu-
nication conﬁguration assignment. However, many other formulations can be proposed.
The rationale behind the choice of the three different conﬁgurations is :
1. The free conﬁguration assignment (also called performance critical assignment) is
proposed for high-performance design when there are no physical or technological
design limitations (e.g., mixed-signal design, processors and memories built of the
same IC technology). Processors and memories are randomly distributed on OCM.
This conﬁguration is used for general purpose processing and non regular memory
accesses. The primary goal is to maximize OCM performance (e.g., time-closure).
2. The interleaved conﬁguration assignment is proposed for OCM design when pro-
cessors and memories are built on the same 3D IC die. This conﬁguration is effec-
tive for autonomous, repetitive or sub-data processing like polynomial evaluation
or matrix manipulation in image processing where each sub matrix can be com-
puted separately by different processors and where the shared data between the
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processors can be decomposed ; for example, this conﬁguration is suitable to exe-
cute image registration where the application has to locate reference images within
a larger one. In this case, data distribution is very limited (less distribution and syn-
chronization in the network) ; these characteristics make the interleave (eliminate
the proximity of processors and memories) assignment suitable. In the interleaved
conﬁguration assignment, each processor can simultaneously be connected to six
different memories and each memory is connected to six different processors. In
both cases, four in horizontal connection and two in vertical connection.
3. The memory intensive communication conﬁguration assignment is proposed for
OCM with vertical packaging of memory arrays and processors arrays. This conﬁ-
guration is proposed for different technologies or IPs integration and where verti-
cal packaging is critical for space management (i.e., handheld processors design).
5.6.2.1 Free Topology Assignment
In this case, the designer requires assigning the processors and the data to the 3D
network nodes in order to reduce the total access time. Since processors are not required
to have access to each other, then
F1μν = 0 if μ and ν ∈ {1,2, . . . ,K}
Similarly, since the memories are not required to have access to each other, then
F1μν = 0 if μ and ν ∈ {K+1, . . . ,2K}
For the other elements of F1 involving groups and families, we refer to the interaction
matrix IA introduced in section 5.4. Hence these elements correspond to the access bet-
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ween groups and families :
IAμ(ν−K) if μ ∈ {1,2, . . . ,K} and
ν ∈ {K+1, . . . ,2K}
(i.e. μ is a processor group and
ν is a memory family)
IA(μ−K)ν if μ ∈ {K+1 . . . ,2K} and
ν ∈ {1,2, . . . ,K}
(i.e. μ is a memory family and
ν is a processor group)
A matrix F1 is shown in Figure 5.3, and a typical 3D network associated with F1 gene-




















C1 C2 CK… Fam1 Fam2 FamK…
…
IA11 IA12 … IA1K
IA21 IA22 … IA2K
IAK1 IAK2 … IAKK
…
IA11 IA12 … IA1K
IA21 IA22 … IA2K










0 0 … 0
0 0 … 0
0 0 … 0
…
0 0 … 0
0 0 … 0
0 0 … 0
F1=
Figure 5.3 – Free Topology Assignment Model
5.6.2.2 Eliminate Proximity of Processors and Proximity of Memories
In the second case, we intend to eliminate proximity of processors and proximity
of memories ; i.e., two processors or two memories should not be assigned to adjacent
network nodes. Then, the entries of F2 related to the access between two processor
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groups or between two memory families are speciﬁed as follows :
⎧⎪⎪⎨
⎪⎪⎩
F2μν =−∞ if μ and ν ∈ {1, . . . ,K}, μ = ν or
if μ and ν ∈ {K+1, . . . ,2K}, μ = ν
F2μμ = 0 if μ ∈ {1, . . . ,K,K+1, . . . ,2K}
(5.2)
The other entries of F2 are speciﬁed as in F1. A matrix F2 is illustrated in Figure 5.4
and a typical 3D network associated with F2, generated with Taillard’s Tabu search pro-




















C1 C2 CK… Fam1 Fam2 FamK…
…
IA11 IA12 … IA1K
IA21 IA22 … IA2K
IAK1 IAK2 … IAKK
…
IA11 IA12 … IA1K
IA21 IA22 … IA2K










0 -∞ … -∞
-∞ 0 … -∞
-∞ -∞ … 0
…
0 -∞ … -∞
-∞ 0 … -∞
-∞ -∞ … 0
F2=
Figure 5.4 – Eliminate Proximity of Groups and Proximity of Families Model
5.6.2.3 Memory Intensive Communication
Referring to Figure 5.5, we observe that for each cell k (k = 1, . . . ,K), the group Ck
and the family Famk are assigned to adjacent nodes of the network. This is a consequence
of the objective of the cell formation problem to induce a large number of accesses
between Ck and Famk (k = 1, . . . ,K), as compared to the number of access between Ck1
and Famk2 when k
1 = k2. It follows that the edges linking nodes Ck and Famk should
have a large capacity of transactions. As a consequence, the routing path linking Ck to
any other Famk′ , k = k′, should include the link betweenCk and Famk. Consequently, we
can generate a ﬂow matrix F3 accounting for this observation by simulating the accesses
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from processors in Ck to any memory in Famk′ , k = k′ as if it is accessed from Famk
to memory in Famk′ . Thus the ﬂow matrix is speciﬁed as illustrated by Figure 5.5 and
a typical 3D matrix network associated with F3, generated with Taillard’s Tabu search






























0 0 … 0
0 0 … 0
0 0 … 0
…
0 IA12 … IA1K
IA21 0 … IA2K
IAK1 IAK2 … 0
F3=
…
IA11 0 … 0
0 IA22 … 0
0 0 … IAKK
…
IA11 0 … 0
0 IA22 … 0
0 0 … IAKK
Figure 5.5 – Memory Intensive Communication Model
5.6.3 Assigning the Processors and Memories to the Nodes of 3D On-Chip Multi-
processor
Let us consider the connection time matrix D¯ introduced in Section 5.6.2 as the dis-
tance matrix to be used in the deﬁnition of the quadratic assignment problem. We then
have three different problems associated with each of the three ﬂow matrices F1, F2 and
F3 introduced before. Solving these quadratic assignment problems with Taillard’s Tabu
search procedure, four different types of multi-core computer architectures are illustra-
ted in Figures 5.10 - 5.13 (Figures 5.12 and 5.13 represent different executions of the
ﬂow F3), when K = 9 (i.e., 9 processors and 9 memories). In all four computer archi-
tectures, we note that for each cell k, (k = 1, . . . ,K) the group Ck and the family Famk
are located at neighboring nodes (i.e., nodes linked with an edge) of the network. This
follows directly from solving the cell formation problem generating the groups and the
families to reduce the number of accesses from processors in the cell k to memories in
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any other cell k′ with k = k′. Furthermore the distance increases between nodes when
interaction between processor in cell k and memory in cell k′ decrease i.e., the number
of accesses from processor in cell k to memory in cell k′ (IAkk′) is smaller. The procedure
is summarized in Algorithm 5.
Algorithm 5 QAP Formulation of Assigning Groups and Families to the 3D Networks
Nodes
Require: IA = [IAi j] andN .
1: Generate D¯ from N . {A}n entry of D¯ is 1 if there is an edge e between two nodes
p and q and 0 otherwise.
2: Choose a target topology.
3: Generate ﬂow matrix as follows :
4: if Free Topology Assignment then⎧⎪⎪⎪⎨
⎪⎪⎪⎩
F1μν = 0 if μ and ν ∈ {1,2, . . . ,K}
F1μν = 0 if μ and ν ∈ {K+1, . . . ,2K}
F1μ(ν−K) = IAμ(ν−K) if μ ∈ {1,2, . . . ,K} and ν ∈ {K+1, . . . ,2K}
F1(μ−K)ν = IA(μ−K)ν if μ ∈ {K+1 . . . ,2K} and ν ∈ {1,2, . . . ,K}
5: end if
6: if Eliminate Proximity of Groups and Proximity of Families then{
F2μν =−∞ if μ and ν ∈ {1, . . . ,K}, μ = ν or if μ and ν ∈ {K+1, . . . ,2K}, μ = ν
F2μμ = 0 if μ ∈ {1, . . . ,K,K+1, . . . ,2K}
7: end if
8: if Memory Intensive Communication then
9: Refer to Section 5.6.2.3
10: end if
11: N ← QAPTaillard(F∗, D¯) [161]
5.7 Link Capacity Assignment to 3D On-Chip Multiprocessor
The characteristics of the links in OCM design depend strongly on the application
speciﬁcation under consideration. With the dramatic decrease of transistor size and the
increasing of the density of IC chips, parallel links cannot guarantee the signal integrity
due to cross-coupling noise. In OCM, effective communication link design is critical for
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the overall performance. In order to have the best trade-off between performance, po-
wer, energy dissipation and area, the design of links need to be planned ahead during the
application speciﬁcation and the architecture phases. The performance of links must be
included in the overall performance analysis of the system. Oswens et al. [136] show that
enormous power is used to move and store data across OCM. Many contributions have
been proposed in the literature to improve data transfer in OCM. Most of them focus
on the buffer design optimization (e.g., [84] and [129]). More recently, few proposals
concentrate on the 3D packaging or IC design not only to reduce the crossbar switch
power consumption but also to maximize the interconnect performance of OCM com-
ponents. Due to the fact that the most part of power consumed by OCM is used to move
and store data, we can assume that reducing data transfer between OCM components
will increase its performance.
As stated earlier, solving the component assignment problem is NP-hard. The link
capacity assignment to OCM in this context is adding another level of complexity that
makes our problem even harder to solve in polynomial time. In this section, we propose
an effective approach for link capacity assignment to 3D OCM ; we use perturbation
based approach to ﬁnd the best set of link capacities for OCM ; more speciﬁcally, the
assignment of link capacities between processors and memories in 3D OCM will be
determined by perturbing the value of each link capacity between neighbouring nodes.
The set of values that gives the best QAP resolution cost is considered the best solution
of the link capacity assignment.
This Section is organized as follows. Section 5.7.1 introduces the perturbation pro-
blem. Section 5.7.2 presents the formulation of the link capacity assignment. Section
5.7.3 describes how the capacities are adjusted between neighboring nodes for near-
optimal solution. Section 5.7.4 presents the link capacity assignment procedure.
5.7.1 Perturbation Problem
The perturbation approach we use is derived from the perturbation theory. The per-
turbation theory is an approximation resolution method used in applied mathematics to
ﬁnd solutions to complex problems which cannot be solved otherwise [61]. The basic
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idea of the resolution is to ﬁnd an exact solution to a related problem and change this so-
lution by adding or subtracting a small term to the variables of the problem to obtain the
desired solution. As mentioned in [61], this method is mainly used in theoretical physics
and chemistry.
In our proposed link capacity assignment problem, we use a perturbation approach
to ﬁnd the desired solution. We consider as input for this problem the solution returned
by the ﬁrst QAP resolution (See Section 5.6.2). This solution, returned by QAP, is set
to be the known solution. We then add a small number (this number depends on the
objective of OCM designer) to the distance matrix at each iteration of the resolution.
The best solution is a compromise between the best cost of QAP resolution and the best
approximation to the computed metric value.
5.7.2 Formulation of Assigning Link Capacities to the 3D Network Edges
To formulate the link assignment as a perturbation problem, the network N edges
are variables. Let us recall that D¯ = [d¯pq] is symmetric and that N is not oriented.
Furthermore, let us assume that all edges have the same capacity for the solution returned
by the ﬁrst resolution of QAP (See Section 5.6.2). For a given metric constraint (die
surface, wire length, heat dissipation, power consumption . . .), we perturb the cost matrix
D¯ by adding a small number αd¯ to d¯i to reduce the capacity of the link. Because d¯i
represents the cost to transfer data from one node to another, a small d¯i means a big
link capacity and a big d¯i means a small capacity. A new QAP is resolved any time link
capacities change. The best QAP result that approximates both the ﬁrst QAP result and
the desired metric is considered to be the best solution. The link capacity assignment
solution consists the new set of link capacities {d¯1, . . . , d¯|E|} of OCM that corresponds
to the best solution.
5.7.3 Links of the 3D Network : Capacity Adjustment
Recall that to formulate the Quadratic Assignment Problem, the capacity of each link
of 3D OCM has been speciﬁed in order to generate the connection time matrix D¯= [d¯pq].
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Once the processors and the memories have been assigned to the 3D network nodes, we
can adjust the capacity of each link allowing the proper level of accesses between the
network nodes in order to reduce the total capacity cost of the network.
When using the Floyd-Warshall algorithm to determine the matrix D¯, the procedure
also generates the additional information to identify the links of the shortest path for
each pair of nodes p and q. Consequently, we can determine the level of access L(e)
going through each link e of the network as follows. Denote
OD(e) = {(k,k′) : link is on the shortest path linking
the pair of nodes where group k
and family k′ are assigned
respectively}
Then L(e) = ∑
(k,k′)∈OD(e)
IAkk′
Furthermore, denote by cap(e) the minimal bus capacity such that L(e) ≤ cap(e), and




5.7.4 Link Capacity Perturbation Procedure
In this section, we propose an iterative procedure that can be used by the designer to
analyze the total capacity cost for ﬁxing the capacity of the links versus the access ﬂow
cost generated by solving the quadratic assignment problem. The procedure is summari-
zed in Algorithm 6. Note that a way to complete the initialization is assigning the largest
capacity value to each edge. An execution of the procedure is illustrated in Figure 5.16.
5.8 Experiments
In this section, we use the algorithms we proposed in Section 5.6 and Section 5.7
to solve the assignment of the components of an application, represented by interaction
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Algorithm 6 Perturbation Procedure
1: Determine an initial capacity for each link e ∈V .
2: Determine the corresponding connection time associated with the capacity for each
link v ∈V .
Determine the matrix D¯ with the Floyd-Warshall algorithm.
Select one of the ﬂow matrix F1, F2, or F3.
3: Solve QAP using Taillard’s Tabu search, to obtain access ﬂow cost z(π).
4: Adjust the link capacities as in section 5.7.3 in order to determine the total capacity
cost CC.
5: Analyze and compare z(π) versus CC.
6: if analysis is conclusive then
7: The procedure terminate
8: else
9: Modify the capacity of some link e ∈V
10: Goto 1.
11: end if
matrix IA (Figure 5.6), to OCM. The objective is to illustrate the effectiveness of the
proposed component and link capacity assignment models. This section is organized in
two parts. The ﬁrst one focuses on the assignment of components for different conﬁgu-
rations and the second one focuses on the assignment of link capacities. In the numerical
application, the axis z represents the cost metrics we aim to optimize (i.e., chip size, wire
length, latency, power consumption, and heat dissipation).
5.8.1 Simulation Setup
We consider an example where the number of processors and the number of the
memories are both equal to 9 respectively. The 9× 9 square interaction matrix IA is
shown in Figure 5.6. Note that the elements on the diagonal of IA dominate the other
elements of the matrix since they correspond to the level of accesses within the cells
generated by solving the cell formation problem [132]. The 9 groups and the 9 families
of IA must be assigned to 3D mesh network (3×3×2),N = (V,E) having |V |= 18 and
|E|= 33. The procedures have been implemented in C++ and the numerical experiments
have been run using a Linux-based machine (AMD Sempron (t) Processor 3100, clock
1GHz, 256KB of cache, and 1GB of RAM).
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Figure 5.6 – IA conﬁguration example
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Figure 5.7 – F1 conﬁguration example
5.8.2 Assignment of Components : Conﬁgurations associated with the different
ﬂow matrices F1, F2, and F3
The following results illustrate the different conﬁgurations obtained with the three
different ﬂow matrices F1, F2, and F3 generated using the interaction matrix IA. These
matrices are shown in Figures 5.6-5.9 respectively. In this case, we assume that all the
links of V have the same maximal capacity and thus the cost to move data from one
node to another in OCM equal to 1. The matrix shown in Figure 5.7 shows the free
conﬁguration ﬂow matrix F1 associated with interaction matrix IA. The assignment is
performed by solving QAP without any particular instruction. Figure 5.10 illustrates the
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Figure 5.8 – F2 conﬁguration example
assignment of processors in black and of memories in white.
To eliminate the proximity of processors and memories, we generated the ﬂow matrix
F2 shown in Figure 5.8. The generated topology is illustrated in Figure 5.11 ; the pro-
cessors are isolated from each other and the memories are also isolated from each other.
This conﬁguration is proposed for autonomous, repetitive or sub-data processing like po-
lynomial evaluation or matrix manipulation in image processing where each sub matrix
can be computed separately by different processors and where the shared data between
the processors can be decomposed ; for example, this conﬁguration is suitable to execute
image registration where the application has to locate reference images within a larger
one. In this case, data distribution is very limited (less distribution and synchronization
in the network) ; these characteristics make the intersperse (eliminate the proximity of
processors and memories) assignment suitable.
Matrix F3 shown in Figure 5.9 corresponds to the memory intensive communication
case. Recall that in this case any connection between a processor pk and any memory mk′
is completed by going though the memory mk belonging to the same cell k. The conﬁgu-
ration is shown in Figures 5.12-5.13. Both Figures are illustrations for the assignment of
F3 on OCM. The fact that F3 can have two conﬁgurations shows the complexity (NP-
hard) of our assignment problem ; we observe that all the memories are connected and
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Figure 5.9 – F3 conﬁguration example
share the same communication space (Highlighted in Figures 5.12-5.13). The advantage
of a such conﬁguration is that it can implement shared, distributed, or distributed-shared
memories. In the case of shared memories, the memories connected to processors are
seen as different pages of a single memory with different and scalable address spaces, for
example, the space 0x00000000 to 0x0000FFFF for M0, 0x00010000 to 0x0001FFFF
for M1 and 0x00020000 to 0x0002FFFF for M2. To access a memory location, a simple
read or write instruction to the memory by its connected processor will ﬁnd the data loca-
tion based on the address table. Indeed, a table containing address space is implemented
in each memory interface (MI). A routing protocol is implemented to move data between
memories. Routing protocol, synchronization primitive and data coherence of share me-
mories are out of scope of this paper [81]. Unlike a conventional shared memory where
processors access the centralized memory via a bus, our shared memory is based on me-
mory network, where all the memories of OCM are connected through a 3D mesh based
network. Hence, a processor can access directly its connected memory. For each request
made by a processor, if the data is not in its connected memory, the MI (Memory Inter-
face) of this memory searches for the data in other memories of the network ; thus, the
behavior of the memory network is transparent to the processor. In the case of distributed
memory, each processor pk considers its connected memory mk as the extension of its
Chapitre 5 - Assignment of Components and Link Capacities to Three Dimension






















Figure 5.11 – Eliminate Proximity of Groups and Proximity of Families Model for F2
memory space. The traditional cache coherence and synchronization primitives are used
to keep all the memories of the network up to date [81]. The intensive communication
assignment creates a straightforward connection for distributed-shared memory organi-
zation. Each memory is considered as an autonomous element of the network but can
be accessed by any other element. In this context, algorithms must be provided to share
data across the system (distribution) and to preserve the data coherence of all shared me-
mory space (synchronization). As the main target of the system design is performance,
the coherence and distribution algorithms must minimize access latency and overhead
of synchronization management respectively. Many algorithms are provided across the
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Figure 5.13 – Second Memory Intensive Communication Model for F3
5.8.3 Link Perturbation Assignment
In the following, we illustrate the perturbation model proposed in Section 5.7. We
use the ﬂow matrix F1 to perform QAP resolution for the perturbation model (See Sec-
tion 5.6.2). In Figures 5.14-5.17, the QAP resolution cost axis represents the assignment
cost of QAP every time link capacities are perturbed. The Quantitative Metric axis re-
presents a metric that is desired by the designer. The Link Capacity Assignment Iteration
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axis represents iterations when the link capacities change. Each iteration is associated
with a set of link capacities. In Figures 5.14, 5.15 and 5.17, a change of abscissa (i.e.,
Link Capacity Assignment Iteration axis) indicates when all the link capacities change
from one penalty to another (i.e., in 2, all the 33 links capacities of OCM are penalized
by 2 while at 3, they are penalized by 3). Between these abscissas, we perturb some
percentage of the link capacities of OCM.
In Figures 5.14 and 5.15, we perturb at each iteration 20% of the link capacities of
OCM. The new values are changed from 1 to 2, then from 2 to 3. The last iteration
changes the link capacities from 4 to 5. Figure 5.14 shows the result of the simulation
and shows a parabolic behavior of QAP resolution cost (i.e., cost of the corresponding
QAP solution). We can conclude that up to 60% of the link capacities can be changed and
keep a reasonable QAP resolution cost while increasing the performance of the compu-
tation. Figure 5.15 illustrates the behavior of a random variation in {1,2,3,4,5} of link
capacities. We observe that the behavior of the plot is almost linear and close to the
y = 24718× x, which is the multiplication of QAP resolution cost by the percentage of
the link capacities that have changed. When all link capacities change from 1 to 5, QAP
resolution cost changes from 24718 (0% changed) to 123590 (100%). Figure 5.16 shows
QAP resolution cost of link capacity perturbation on the set {1,5}. We change the 33
links of the 3D network shown in Figure 5.1 one by one (representing 3.33% of the total
links in the network) as follow : 1,1,1, . . . ,1,1︸ ︷︷ ︸
33
for the ﬁrst iteration, 1,1,1, . . . ,1,5︸ ︷︷ ︸
33
for
the second iteration, 1,1,1, . . . ,5,5︸ ︷︷ ︸
33
for the third iteration and so on up to 5,5,5, . . . ,5,5︸ ︷︷ ︸
33
for the 33rd iteration. The result of the assignments shows a polynomial distribution from
1 to 5 and we can partially conclude that, like in the case of Figure5.14, that up to 90%
of the value of the links can change while keeping a reasonable QAP resolution cost
change and increasing the performance of the system. The Figure 5.17 illustrates the
feasible solution by the integration of Figure 5.14, 5.15, 5.16 and 5.16. The projection
of the desired Quantitative Metric to the plots of Figures 5.14-5.17 gives QAP resolution
cost for this solution and the corresponding link capacities set on the Link Capacity As-
signment Iteration axis. The link capacities associated with this iteration are considered
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to be the best solution.










































20% of links are change at each iteration
Figure 5.14 – Assignment Cost vs One Step Link Penalty











































Figure 5.15 – Assignment Cost vs Random Link Penalty in {1,2,3,4,5}
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Link by link perturbation from 1 to 5
Figure 5.16 – Assignment Cost vs One Link Penalty by factor 5










































All links are changed from 1 to 5
Link by link perturbation from 1 to 5
Figure 5.17 – Feasible Region for Assignment Cost vs Link Penalty
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5.9 Conclusion
In this paper, we address two complementary On-Chip Multiprocessor design pro-
blems : (1) the problem of efﬁcient assignment of components to provide the best per-
formance by reducing to the minimum inter component communication ; and (2) the
problem of link capacity assignment that assigns to the edges of OCM the best commu-
nication capacities between any two neighboring components. For the ﬁrst problem, we
proposed a novel multi-phase modeling solution that transforms the component assign-
ment problem into QAP. More speciﬁcally, the proposed modeling solution transforms
the interaction matrix (IA), which represents the input to the assignment problem, into a
ﬂow matrix which can be used as the input to QAP. Thus, using existing QAP resolution
methods, we are able to assign components (processors and memories) to OCM. For
the second problem, we proposed a new link capacity assignment method that assigns
best capacities to the edges of OCM conﬁguration ; the proposed method is based on a
perturbation approach derived from perturbation theory [61]. The objective is to produce
OCM conﬁguration that optimizes a given metric (e.g., power consumption). The im-
plementation in C++ and the experiments we performed show that, with the assignment
of components, any conﬁguration of OCM can be designed through the modeling of the
ﬂow matrix at a high level of abstraction (speciﬁcation or system architecture level). The
combination of component and link capacity assignment does not only provide a scalable
and ﬂexible OCM design environment but also guarantees an effective performance for
the designed OCM.
In the future, we plan to develop a Simulink based library to provide different conﬁ-
gurations for OCM design ; we also plan to conduct FPGA or ASIC based simulations
to determine link capacities for speciﬁc performance metrics. Another research avenue
includes the design of veriﬁcation tools to verify cell interfaces based on speciﬁcation
and the results of our proposed solutions. Since the proposed assignment method is done
at application speciﬁcation level, future work may also include code generation for si-
mulation and OCM synthesis.
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Dans le but d’optimiser les performances des systèmes multiprocesseurs sur puce
électronique (On-Chip Multiprocessor [OCM]), une architecture est proposée dans cette
thèse. Des problèmes de leur conception dès la spéciﬁcation fonctionnelle ou l’architec-
ture sont abordés. Parmi ces problèmes, nous avons la proximité des données, la décom-
position d’une spéciﬁcation d’application et la recherche du nombre optimal de n œuds
dans un système OCM, et l’affectation efﬁcace de n œuds dans les réseaux de proces-
seurs. Les résultats de quelques réponses à ces problèmes sont résumés dans la section
6.1 tandis que nous discutons dans la section 6.2 de certaines pistes de recherches futures
pouvant améliorer les solutions proposées.
6.1 Récapitulation des travaux
Nous avons proposé dans cette thèse trois nouvelles approches permettant d’abor-
der respectivement les trois problèmes posés ci-dessus. Dans la première contribution
présentée dans le chapitre trois, nous nous sommes penchés sur la performance des sys-
tèmes OCM en fonction de l’organisation de leurs composantes. Avec la réduction de la
taille des transistors et l’augmentation de la densité fonctionnelle des circuits intégrés,
les systèmes OCM sont devenus le paradigme dans la conception des circuits intégrés.
Plusieurs processeurs et mémoires sont ainsi embarqués sur la même puce électronique
pour la création d’un système performance. Cependant, l’accès aux données reste le
maillon faible et le plus grand déﬁ de la recherche de cette performance. Selon Dally
et Towles [46], la solution à ce problème ne passe pas par la surenchère de la perfor-
mance des processeurs mais par l’interconnexion de ces composantes (processeurs et
mémoires). Ainsi, le déﬁ majeur de l’industrie et la communauté académique est de
trouver de meilleures façons d’interconnecter les composantes des OCM.
Dans notre contribution, nous avons proposé une approche d’organisation des pro-
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cesseurs et des mémoires, appelée architecture isométrique des systèmes multiproces-
seurs sur puce (Isomectric On-Chip Multiprocessor Architecture [ICMA]), basée sur la
structure cristalline du chlorure du sodium (NaCl). Cette structure est une superposi-
tion tridimensionnelle de plusieurs couches dans lesquelles les processeurs (identiﬁés
aux sodiums [Na+]) et les mémoires (identiﬁées aux chlores [Cl−]) sont connectés les
uns aux autres en trois dimensions dont ces derniers forment les sommets et de façon
entrelacée. Cette approche permet de connecter six processeurs à une mémoire et six
mémoires à un processeur. L’idée dernière cette structure est de former de petits groupes
de processeurs autour des mémoires et vice-versa sans rendre ces dernières exclusives
aux processeurs comme dans le cas des architectures à mémoires distribuées convention-
nelles. Les données sont ainsi rapprochées des processeurs selon les dépendances. Cette
architecture réduit les goulots d’étranglement dans les calculs. En effet, la combinaison
des méthodes spéculatives des processeurs et l’organisation que nous proposons dans
cette contribution élimineraient les délais d’accès aux données dans les mémoires. Un
autre avantage de cette structure est le prototypage rapide. Nous considérons les cubes
ou les couches comme des éléments de base de l’architecture (Commodity Nodes) [138]
sur lesquels les emplacements des processeurs et des mémoires sont remplis en fonction
de la conﬁguration souhaitée lors de la conception du système OCM. Ce qui facilite le
prototypage ou l’émulation d’un système avant son développement. Les résultats des
simulations et certaines analyses ont montré les performances de l’approche proposée.
La deuxième contribution porte sur la décomposition de la spéciﬁcation d’une ap-
plication (spéciﬁcation ou architecture) pour le ICMA. Plus spéciﬁquement, comment
prendre une application, la décomposer aﬁn de l’exécuter sur une architecture ICMA,
ou comment prendre une spéciﬁcation fonctionnelle, la décomposer aﬁn de créer une
architecture ICMA pour un système dédié. En effet, l’un des aspects les plus importants
des traitements parallèles et distribués, ou de la conception d’un système multiproces-
seur est la partition de l’application qui est exécutée sur ce système ou la partition de
la spéciﬁcation du dit système en vue de sa conception. Dans cette deuxième contri-
bution, nous avons proposé une méthode qui est basée sur le problème de la formation
des cellules (Cell Formation Problem [CFP]) de la technologie des groupes. Nous avons
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proposé un modèle modiﬁé du CFP qui généralise la version zro−un du problème à une
variante de nombres entiers. Ces nombres modélisent les interactions entre les proces-
seurs et les mémoires d’un système OCM. En effet, nous transformons une application
ou une spéciﬁcation en matrice d’incidence où les lignes représentent les processus de
cette application et les colonnes les mémoires. Le modèle proposé réorganise les lignes
et les colonnes selon une règle de similarité, préalablement déﬁnie, de telle sorte que les
processus et les données qui ont de très fortes interactions se retrouvent dans une même
cellule. Notre méthode propose un modèle à objectifs multiples basé sur des contraintes
comme la taille des cellules, le nombre de cellules, les poids des éléments exceptionnels
dans le résultat, et l’équilibrage des charges dans les cellules. Vue la complexité du pro-
blème, nous avons proposé un algorithme heuristique à trois étapes où deux méthodes
de résolution méta-heuristiques sont utilisées pour rafﬁner la solution initiale. Dans une
expérience numérique, nous avons utilisé notre modèle de décomposition pour choisir
un nombre optimal de n œuds dans la conception d’un système multiprocesseur sur puce
(OCM) étant donné une application. Ce modèle peut par ailleurs être utilisé pour la dé-
composition d’une application écrite pour un processeur conventionnel en vue de son
exécution sur un système parallèle ou distribué.
La troisième contribution porte sur l’affectation des composantes (processeurs et mé-
moires) aux n œuds d’un réseau de systèmes multiprocesseurs sur puce OCM d’une part,
et sur l’affectation des capacités des liens entre ces n œuds, d’autre part. Rappelons que
le problème d’affectation des liens est un problème rarement abordé dans la littérature.
Dans le cas de l’affectation des composantes nous avons utilisé le problème d’affectation
quadratique (Quadratique Assignment Problem [QAP]). Dans le cas de l’affectation des
capacités des liens, nous avons utilisé une méthode de perturbation progressive des liens
qui permet d’approximer une solution souhaitée pour la performance du système. Dans
l’affectation des composantes, une approche est proposée pour modéliser les ﬂots entre
les composantes selon différentes topologies. La matrice d’interaction générée par le
problème de la formation des cellules dans la deuxième contribution est utilisée comme
entrée de cette approche. L’affectation des liens quant à elle utilise le résultat de l’af-
fectation des composantes et change progressivement les capacités des liens entre ces
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composantes. Le but étant de trouver les meilleures capacités des liens qui conjuguent
une architecture performante et la prise en compte de métriques comme par exemple
l’énergie consommée par le système, la surface occupée ou la dissipation de chaleur.
Les aspects de l’affectation proposée dans cette contribution ont été appliqués sur une
expérience numérique, qui a montré la puissance et la ﬂexibilité de notre méthode dans
la prise de décision lors de l’architecture d’un système multiprocesseur sur puce. Outre
la conception des systèmes multiprocesseurs, les approches de nos deux dernières contri-
butions peuvent être utilisées pour l’affectation dynamique des tâches et la gestion des
ﬂots dans les réseaux déjà existants.
6.2 Discussion et travaux futurs
Nous devons admettre que les travaux de ce cette thèse n’ont permis que de faire
un petit pas dans la direction d’une architecture optimale des systèmes sur puce et des
méthodologies qui leur sont associées. Nous savons que plusieurs améliorations sont à
envisager dans le futur. Nos contributions ont ouvert plusieurs pistes de recherches pour
des travaux futurs.
Pour compléter l’architecture proposée dans la première contribution, nous pensons
que la création d’une librairie d’interfaces peut faciliter l’intégration des processeurs et
des mémoires, et accélérer le prototypage des OCM dès la phase de l’architecture. Ainsi,
un environnement paramétrique permettra de générer en très peu de temps un modèle du
système OCM souhaité dont les conﬁgurations vont permettre d’étudier ses caractéris-
tiques avant de se lancer dans la conception déﬁnitive du système. Ceci permettra de
réduire considérablement le temps de la conception du système.
La création d’un compilateur et d’un environnement matériel qui permettent des dé-
compositions et des affectations automatiques des applications conventionnelles peut
être envisagée parmi les travaux futurs. Ces derniers permettront de transformer des
applications déjà existantes en des ensembles de cellules selon les caractéristiques de
l’ICMA. Bien que nous ayons fait des expériences numériques sur l’architecture que
nous avons proposée, nous avons utilisé des applications comme la multiplication ma-
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tricielle ou les systèmes masses-ressorts où les décompositions et les affectations sont
plus ou moins évidentes. L’étape suivante serait d’explorer l’architecture avec des appli-
cations dont les données sont moins régulières que les manipulations matricielles, e.g.,
l’apprentissage machine ou les problèmes de convolution avec des ﬁltre très petits, aﬁn
d’établir la performances de l’architecture proposée. En général, nos résultats indiquent
que la réduction de ﬂots de données dans le système entre les composantes est la clé de
la performance.
Dans le cas de la décomposition, nous pouvons envisager d’ajouter à nos méthodes
un générateur de codes de langages de description matérielle qui permet de générer les
modules synthétisables de telle sorte que le passage de l’analyse au développement du
système OCM se fasse automatiquement. Aussi, l’introduction de contraintes tempo-
relles d’une part, et des dépendances entre les données d’autre part dans la formation
des cellules peut être une avenue intéressante à envisager dans des recherches futures.
Dans le cas de l’affectation des capacités des liens, nous avons utilisé une approche
empirique qui consiste à faire des expériences successives et à tirer des conclusions selon
les solutions recherchées. Nous pensons qu’une formulation du problème de l’affecta-
tion quadratique (QAP) avec les éléments de la matrice de coût considérés comme des
variables plutôt que des constantes peut être envisagée. Nous pensons aussi qu’un for-
malisme de l’architecture proposée ici peut être envisagé selon une approche similaire
au " Hierarchical Annotated Action Diagrams (HAAD) " proposée par Cerny et al., [32].
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