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Abstract
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1 Introduction
Since the midsixties scales of weighted Sobolev spaces have become popular in the
study of regularity of solutions to elliptic PDEs on polygonal and polyhedral domains
in R2 and R3, respectively. Let us mention the pioneering work of Kondratiev [25],
[26], see also the survey of Kondratiev and Oleinik [27]. Later on these types of
spaces, partly more general, have been considered by many people. Let us mention
just a few: Babusˇka, Guo [3], Bacuta, Mazzucato, Nistor, Zikatanov [4], Dauge [13],
Kozlov, Maz’ya, Rossmann [28], [29], Kufner, Sa¨ndig [32], Maz’ya, Rossmann [37],
Mazzucato, Nistor [38], and Nazarov, Plamenevskii [40]. Whereas in the mentioned
references the weight was always chosen to be a power of the distance to the singular
set of the boundary, there are also publications dealing with the weight being a power
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of the distance to the whole boundary. We refer e.g. to Kufner, Sa¨ndig [32], Triebel
[45, 3.2.3] and Lototsky [34].
Kondratiev spaces provide a very powerful tool in the context of the qualitative
theory of elliptic and parabolic PDEs, especially on nonsmooth domains. In partic-
ular, on domains with edges and corners, these nonsmooth parts of the boundary
induce singularities for the solution and its derivatives. By means of Kondratiev
spaces it is possible to describe very precisely the behaviour of these singularities.
Moreover, these specific smoothness spaces allow for certain shift theorems in the fol-
lowing sense. Suppose that we are given a second order elliptic differential equation
on a polygonal or polyhedral domain. Then, under certain conditions on the coeffi-
cients and on the domain, it turns out that if the right–hand side has smoothness
m−1 in the scale of Kondratiev spaces, then the solution u of the PDE has smooth-
ness m+1. We refer to [4] and particularly to [37] for further information. While for
smooth domains similar statements also hold for classical smoothness spaces such
as Sobolev spaces, the situation is completely different on the nonsmooth domains
we are concerned with here. In this case the singularities at the boundary dimin-
ish the Sobolev regularity. Let us in this context mention the famous H3/2-theorem
proved by Jerison and Kenig [24], which says that for the Poisson equation there
exist Lipschitz domains and right-hand sides f ∈ C∞ such that the smoothness of
the corresponding solution is limited by 3/2.
The above remarks reflect that Kondratiev spaces have been shown to be an
indispensable tool in the theory of elliptic equations, in particular, on non-convex
polyhedral domains. In this paper, as a first step, we intend to give a survey on what
is known about these classes with respect to continuous and compact embeddings.
As a second step we would like to understand the mappings u 7→ un, n ∈ N, in the
framework of these scales. To do this we will allow a greater generality. Moreover, we
will give the final answer under which conditions Kondratiev spaces form algebras
with respect to pointwise multiplication.
There is also an interesting relationship of Kondratiev spaces with important
issues in numerical analysis. As is well-known, the approximation order that can be
achieved by adaptive and other nonlinear methods usually depends on the regularity
of the exact solutions in scales of Besov spaces [9, 11, 12, 19]. Since there exist a lot
of embeddings of Kondratiev spaces into Besov spaces, cf. [19, 20], Besov regularity
estimates can very often be traced back to regularity questions in Kondratiev spaces.
Therefore, the results presented in this paper will be used in a follow-up paper [10] in
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order to look at Besov regularity of solutions to nonlinear elliptic partial differential
equations, e.g.
−∆u(x) + un(x) = f(x) , x ∈ Ω, n > 2,
u(x) = 0 , x ∈ ∂Ω .
The paper is organized as follows. In Section 2 we shall give the definition of
the scales Kma,p(Ω,M). There we also discuss in detail in which types of domains
we are interested in, cf. Subsection 2.2. The next section is then devoted to the
study of necessary and sufficient conditions for continuous and compact embeddings
of Kondratiev spaces. In Section 5 we discuss pointwise multipliers for Kondratiev
spaces in great detail. Whereas other parts of the paper have the character of a
survey, the contents of this section are completely new. Firstly, we investigate un-
der which conditions on the parameters m, p, and a a space Kma,p(Ω,M) forms an
algebra with respect to pointwise multiplication. Secondly, under certain conditions
on the parameters, we also deal with the more general case of products of the form
Km1a1,p1(Ω,M) · Km2a2,p2(Ω,M).
In almost all cases the following strategy is used. In a first step we deal with the
corresponding problem for simplified Kondratiev spaces defined on Kma,p(Rd,R`∗). Af-
terwards, using linear and continuous extension operators, we extend the obtained
results to Kondratiev spaces defined on smooth cones, nonsmooth cones and specific
dihedral domains, see Cases I-III on pages 8-10 below. In a third step, by making
use of a simple decomposition, we are able to handle Kondratiev spaces defined on
polyhedral cones, see Case IV on page 10. Furthermore, the decomposition from
Lemma 8 allows us to extend everything to so-called domains of polyhedral type.
Not all interesting examples are covered by this notion. Therefore, we proceed in the
last step with a further generalization, based on Lemma 13. This yields the results
for Kondratiev spaces defined on pairs (D,M) of generalized polyhedral type.
Some final remarks concerning the choice of our weighted Sobolev spaces are in
order. In our setting, see Definition 1 of Subsection 2.1, all derivatives that occur
are weighted by some power of the distance to the singularity set, where the power
depends on the order α of the corresponding derivative. This is of course not the
only possible choice. Indeed, several authors worked with the scale Jmγ , where the
power does not depend on α. Let us just mention the work of Babusˇka and Guo
[3] and Costabel, Dauge and Nicaise [8] (this list is clearly not complete). It is
sometimes claimed that the scale Jmγ is more versatile in order to describe the global
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regularity of solutions of PDEs. And indeed, these spaces have the advantage that
for large enough m they may contain all polynomials, which is not true in our case.
Consequently, based on (intersections of) these spaces, Babusˇka and Guo [3] and
Guo [18] have been able to show exponential convergence of hp-versions of Finite
Element Methods. However, for our purposes, the Kondratiev scale as introduced in
Section 2 is more suitable for several reasons. In particular, (complex) interpolation
of these spaces is much simpler and the desired embeddings into scales of Besov
spaces also arise very naturally.
2 Kondratiev spaces
Let us start by collecting some general notation used throughout the paper.
As usual, N stands for the set of all natural numbers, N0 = N ∪ {0}, and Rd,
d ∈ N, is the d-dimensional real Euclidean space with |x|, for x ∈ Rd, denoting
the Euclidean norm of x. Let Nd0, where d ∈ N, be the set of all multi-indices,
α = (α1, . . . , αd) with αj ∈ N0 and |α| :=
∑d
j=1 αj.
Furthermore, Bε(x) is the open ball of radius ε > 0 centred at x.
We denote by c a generic positive constant which is independent of the main
parameters, but its value may change from line to line. The expression A . B
means that A ≤ cB. If A . B and B . A, then we write A ∼ B.
Given two quasi-Banach spaces X and Y , we write X ↪→ Y if X ⊂ Y and the
natural embedding is bounded.
A domain Ω is an open bounded set in Rd. Let Lp(Ω), 1 ≤ p ≤ ∞, be the
Lebesgue spaces on Ω as usual. Furthermore, for m ∈ N and 1 ≤ p ≤ ∞, we denote
by Wmp (Ω) the standard Sobolev space on the domain Ω equipped with the norm
‖u |Wmp (Ω)‖ :=
( ∑
|α|≤m
∫
Ω
|∂αu(x)|p dx
)1/p
(with the usual modification if p =∞). If p = 2 we shall also write Hm(Ω) instead
of Wm2 (Ω).
2.1 Definition and basic properties
Definition 1. Let Ω be a domain in Rd and let M be a non-trivial closed subset of
its boundary ∂Ω. Furthermore, let m ∈ N0 and a ∈ R. We put
(1) ρ(x) := min{1, dist (x,M)} , x ∈ Ω .
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(i) Let 1 ≤ p <∞. We define the Kondratiev spaces Kma,p(Ω,M) as the collection of
all measurable functions which admit m weak derivatives in Ω satisfying
‖u|Kma,p(Ω,M)‖ :=
( ∑
|α|≤m
∫
Ω
|ρ(x)|α|−a∂αu(x)|p dx
)1/p
<∞ .
(ii) The space Kma,∞(Ω,M) is the collection of all measurable functions which admit
m weak derivatives in Ω satisfying
‖u|Kma,∞(Ω,M)‖ :=
∑
|α|≤m
‖ ρ|α|−a∂αu |L∞(Ω)‖ <∞ .
Remark 2. (i) Many times the set M will be the singularity set S of the domain
Ω, i.e., the set of all points x ∈ ∂Ω such that for any ε > 0 the set ∂Ω ∩ Bε(x) is
not smooth.
(ii) We will not distinguish spaces which differ by an equivalent norm.
Basic properties
We collect basic properties of Kondratiev spaces that will be useful in what follows.
• Kma,p(Ω,M) is a Banach space, see [30], [31].
• The scale of Kondratiev spaces is monotone in m and a, i.e.,
(2) Kma,p(Ω,M) ↪→ Km
′
a,p(Ω,M) and Kma,p(Ω,M) ↪→ Kma′,p(Ω,M)
if m′ < m and a′ < a.
• Regularized distance function: There exists a function %˜ : Ω→ [0,∞), which
is infinitely often differentiable in Ω, and positive constants A,B,Cα such that
Aρ(x) ≤ %˜(x) ≤ B ρ(x) , x ∈ Ω ,
and, for all α ∈ Nd0, ∣∣∣∂α %˜(x)∣∣∣ ≤ Cαρ1−|α|(x) , x ∈ Ω ,
see Stein [44, Thm. VI.2.2] (the construction given there is valid for arbitrary
closed subsets of Rd).
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• By using the previous item and replacing ρ by %˜ in the norm of Kma,p(Ω,M)
one can prove the following.
Let b ∈ R. Then the mapping Tb : u 7→ %˜b u yields an isomorphism of
Kma,p(Ω,M) onto Kma+b,p(Ω,M).
• Let a ≥ 0. Then Kma,p(Ω,M) ↪→ Lp(Ω).
• A function ψ : Ω→ R such that the ordinary derivatives ∂αψ are continuous
functions on Ω for all α, |α| ≤ m,
‖ψ|Cm(Ω)‖ := max
|α|≤m
sup
x∈Ω
|∂αψ(x)| <∞ ,
is a pointwise multiplier for Kma,p(Ω,M), i.e., ψ · u ∈ Kma,p(Ω,M) for all u ∈
Kma,p(Ω,M).
• Let 1 ≤ p <∞. For a given domain Ω define
Ωδ = {x ∈ Ω : dist (x,M) > δ}, δ > 0.
We assume that Ωδ has the segment property for all δ ≤ δ0 for some sufficiently
small δ0 > 0; further suppose
lim
δ↓0
|{x ∈ Ω : dist (x,M) ≤ δ}| = lim
δ↓0
|Ω \ Ωδ| = 0 .
Then C∞∗ (Ω,M) = {u|Ω : u ∈ C∞0 (Rd \M)} is a dense subset of Kma,p(Ω,M).
This is the weighted counterpart of [15, Theorem 4.7]. We shall sketch the argu-
ment: Due to the assumption on Ω and M , for any given fixed u ∈ Kma,p(Ω,M)
and ε > 0 by the absolute continuity of the Lebesgue integral we can find a
δ > 0 such that ∑
|α|≤m
∫
Ω\Ωδ
|ρ(x)|α|−a∂αu(x)|p dx < ε.
On the other hand, we have∑
|α|≤m
∫
Ωδ
|ρ(x)|α|−a∂αu(x)|p dx ∼ ‖u|Wmp (Ωδ)‖p,
with constants depending only on δ, m, a and p. The result now follows by
applying the unweighted density result [15, Theorem 4.7] to the domain Ωδ.
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2.2 Domains of polyhedral type
In the sequel, we will mainly be interested in the case that d is either 2 or 3 and
that Ω is a bounded domain of polyhedral type. The precise definition will be given
below in Definition 3. Essentially, we will consider domains for which the analysis of
the associated Kondratiev spaces can be reduced to the following four basic cases:
• Smooth cones;
• Specific nonsmooth cones;
• Specific dihedral domains;
• Polyhedral cones.
Let d ≥ 2. As usual, an infinite smooth cone with vertex at the origin is the set
K := {x ∈ Rd : 0 < |x| <∞ , x/|x| ∈ Ω} ,
where Ω is a subdomain of the unit sphere Sd−1 in Rd with C∞ boundary.
Case I: Kondratiev spaces on
smooth cones. Let K ′ be an
infinite smooth cone contained
in Rd with vertex at the origin
which is rotationally invari-
ant with respect to the axis
{(0, . . . , 0, xd) : xd ∈ R}. Let
M := {0}. Then we define the
truncated cone K by
K := K ′ ∩B1(0)
and put
x1
x2
x3
1
K = K ′ ∩B1(0)
M
(3) ‖u|Kma,p(K,M)‖ :=
( ∑
|α|≤m
∫
K
| |x||α|−a∂αu(x)|p dx
)1/p
.
There is still one degree of freedom in the choice of the smooth cone, namely the
opening angle γ ∈ (0, pi) of the cone. Since this will be unimportant in what follows
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we will not indicate this in the notation. Observe that M is just a part of the
singular set of the boundary of the truncated cone K.
Case II: Kondratiev spaces on spe-
cific nonsmooth cones. Let again K ′
denote a rotationally symmetric cone
as described in Case I with open-
ing angle γ ∈ (0, pi). Then we de-
fine the specific nonsmooth cone P by
P = K ′ ∩ I, where I denotes the unit
cube
(4)
I := {x ∈ Rd : 0 < xi < 1, i = 1, . . . , d}.
x1
x2
x3
1
I
K ′
P = K ′ ∩ I
M
In this case, we choose Γ := {x ∈ Rd : x = (0, . . . , 0, xd), 0 ≤ xd ≤ 1}
and define
(5) ‖u|Kma,p(P,Γ)‖ :=
( ∑
|α|≤m
∫
P
| ρ(x)|α|−a∂αu(x)|p dx
)1/p
,
where ρ(x) denotes the distance of x to Γ, i.e., ρ(x) = |(x1, . . . , xd−1)|. Again the
opening angle γ of the cone K ′ will be of no importance. Also in this case the set Γ
is a proper subset of the singular set of P .
Case III: Kondratiev spaces on specific
dihedral domains.
Let 1 ≤ ` < d and let I be the unit cube
defined in (4). For x ∈ Rd we write
x = (x′, x′′) ∈ Rd−` × R`,
where x′ := (x1, . . . , xd−`) and
x′′ := (xd−`+1, . . . , xd). Hence I = I ′ × I ′′
with the obvious interpretation. Then we
choose
x1
x2
x3
1
M1
(6) M` := {x ∈ ∂I : x1 = . . . = xd−` = 0}
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and define
(7) ‖u|Kma,p(I,M`)‖ :=
( ∑
|α|≤m
∫
I
| |x′||α|−a∂αu(x)|p dx
)1/p
.
Case IV: Kondratiev spaces on polyhedral
cones. Let K ′ be an infinite cone in R3,
more exactly, in the half space x3 > 0 with
vertex at the origin. We assume that the
boundary ∂K ′ consists of the vertex x =
0, the edges (half lines) M1, . . . ,Mn, and
smooth faces Γ1, . . . ,Γn. This means Ω :=
K ′ ∩ S2 is a domain of polygonal type on
the unit sphere with sides Γk∩S2. We put
Q := K ′ ∩ {x ∈ R3 : 0 < x3 < 1} .
Mk
θk
M
x
ρ(x)
Γl
In this case, we choose M := (M1 ∪ . . . ∪Mn) ∩Q and define
(8) ‖u|Kma,p(Q,M)‖ :=
( ∑
|α|≤m
∫
Q
| ρ(x)|α|−a∂αu(x)|p dx
)1/p
,
where ρ(x) denotes the distance of x to M .
Based on these four cases, we define the specific domains we will be concerned
with in this paper.
Definition 3. Let D be a domain in Rd, d ≥ 2, with singularity set S. Then D is
of polyhedral type, if there exists a finite covering (Ui)i of bounded open sets such
that
D ⊂
( ⋃
i∈Λ1
Ui
)
∪
( ⋃
j∈Λ2
Uj
)
∪
( ⋃
k∈Λ3
Uk
)
∪
( ⋃
`∈Λ4
U`
)
,
where
i) i ∈ Λ1 if Ui is a ball and Ui ∩ S = ∅.
ii) j ∈ Λ2 if there exists a C∞-diffeomorphism ηj : Uj −→ ηj(Uj) ⊂ Rd such
that ηj(Uj ∩ D) is the smooth cone K as described in Case I. Moreover, we
assume that for all x ∈ Uj ∩D the distance to S is equivalent to the distance
to the point xj := η−1j (0).
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iii) k ∈ Λ3 if there exists a C∞-diffeomorphism ηk : Uk −→ ηk(Uk) ⊂ Rd such
that ηk(Uk ∩D) is the nonsmooth cone P as described in Case II. Moreover,
we assume that for all x ∈ Uk∩D the distance to S is equivalent to the distance
to the set Γk := η−1k (Γ).
iv) ` ∈ Λ4 if there exists a C∞-diffeomorphism η` : U` −→ η`(U`) ⊂ Rd such that
η`(U` ∩D) is a specific dihedral domain as described in Case III. Moreover,
we assume that for all x ∈ U`∩D the distance to S is equivalent to the distance
to the set M ` := η−1` (Mn) for some n ∈ {1, . . . , d− 1}.
In particular, when d = 3 we permit another type of subdomain: then
D ⊂
( ⋃
i∈Λ1
Ui
)
∪
( ⋃
j∈Λ2
Uj
)
∪
( ⋃
k∈Λ3
Uk
)
∪
( ⋃
`∈Λ4
U`
)
∪
( ⋃
m∈Λ5
Um
)
,
where
v) m ∈ Λ5 if there exists a C∞-diffeomorphism ηm : Um −→ ηm(Um) ⊂ R3 such
that ηm(Um ∩D) is a polyhedral cone as described in Case IV. Moreover, we
assume that for all x ∈ Um ∩D the distance to S is equivalent to the distance
to the set M ′m := η
−1
m (M).
Remark 4. (i) In the literature many different types of polyhedral domains are
considered. As will be discussed below, in our context only the Cases I and III are
essential. Therefore, our definition coincides with the one of Maz’ya and Rossmann
[37, 4.1.1]. Further variants can be found in Babusˇka, Guo [3], Bacuta, Mazzucato,
Nistor, Zikatanov [4] and Mazzucato, Nistor [38].
(ii) While the types of polyhedral domains coincide, in [37] more general weighted
Sobolev spaces on those polyhedral domains are discussed. Our spaces Kma,p(D,S)
coincide with the classes V `,pβ,δ (D) if m = `,
β = (β1, . . . , βd′) = (`−a, . . . , `−a) and δ = (δ1, . . . , δd) = (`−a, . . . , `−a) .
For the meaning of d and d′ we refer to [37, 4.1.1].
The definition contains some redundancies. It is rather apparent that Cases II and
III essentially coincide. A little less obvious (though via still quite basic geometric
arguments) it can be seen that also Case IV can be reduced to Cases I and II (see
Lemma 9 below). However, this simple domain covering and the resulting norm
decomposition are not applicable to every situation: the method does not allow
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the usage of a resolution of unity with compactly supported functions within the
subdomains as discussed in Lemma 8 – while a finite cover can be given, the compact
supports of the functions from the resolution of unity prevent from getting arbitrarily
close to the vertex of the polyhedral cone. Alternatively, one has to specifically
include a neighbourhood of that vertex, on which the distance function is neither
equivalent to the distance to an edge nor to the distance to the vertex. Fortunately,
it turns out that the results presented in this article can be proven without the
decomposition result from Lemma 8. One situation where the usage of a resolution
of unity as in Lemma 8 is necessary arises when considering extension operators. This
will be discussed in a forthcoming publication [21]. Despite this redundancy we still
decided to include polyhedral cones in the above definition since they represent an
important special case and, moreover, a number of results can be proved directly for
such cones. This makes a reduction to other cases unnecessary and the presentation
itself more accessible.
Examples 5. Examples of numerically interesting domains, which are of polyhedral
type and are therefore covered by our investigations, are L-shaped domains and
’the donut’ in 2D. Moreover, in 3D one could mention the Fichera corner and the
icosahedron.
D1
D2
D3 D4
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Whereas the decomposition of the icosahedron into polyhedral cones and a smooth
domain is obvious, we add a remark concerning D3. An open neighbourhood of
the Fichera corner can be obtained as the image of a diffeomorphic map applied
to a polyhedral cone (alternatively we could have defined polyhedral cones with an
opening angle larger than pi). Finally, domains with slits and cusps as indicated
below are excluded by Definition 3 and not of polyhedral type.
D5
D6
Remark 6. In the literature scales of weighted Sobolev spaces are also discussed
on far more general domains. Exemplary, let us mention the work of Schrohe and
Schulze [42, 43]. The authors discuss pseudodifferential operators on manifolds with
conical singularities, that is, topological spaces X × [0,∞)/X × {0} with X be-
ing a smooth n-dimensional compact manifold. In this context, with the help of
local coordinates (x, t), spaces Hs,γ can be defined to contain functions for which
t
n
2
−γ(t∂t)k∂αxu(x, t) ∈ L2 for all k + |α| ≤ s ∈ N. In case of a smooth cone as in
Case I (i.e. X being a smooth submanifold of Sn) the coordinate t is equivalent to
the weight function ρ, the (euclidean) distance to the origin. Moreover, derivatives
∂αxu w.r.t. the spherical coordinates in X can be expressed in terms of ρ
|β|∂βu w.r.t.
the standard cartesian coordinates. In other words, on smooth cones and for s ∈ N
those spaces Hs,γ correspond to Kondratiev spaces Ksγ−n
2
,p. However, note that the
general definition of the spaces Hs,γ immediately allows for fractional smoothness
parameters, i.e. s ∈ R.
We continue with a few well-known properties of Kondratiev spaces.
Lemma 7. Let D be a domain of polyhedral type with singularity set S. The space
Kma,p(D,S) is invariant under C∞ diffeomorphisms, i.e., if η : D → U denotes a C∞
diffeomorphism, then the function u : D → R belongs to Kma,p(D,S) if, and only if,
the function u◦η−1 : U → R belongs to Kma,p(U, η(S)). Furthermore, ‖u |Kma,p(D,S)‖
and ‖u ◦ η−1 |Kma,p(U, η(S))‖ are equivalent.
Proof. For convenience of the reader we give a proof. For unweighted Sobolev spaces
such a result is well-known, we refer to Adams [1, Thm. 3.35].
13
Step 1. For the time being we restrict ourselves to the standard situations described
in Case I - Case IV. Recall that in these specialized situations we do not deal with
the distance to the associated singularity set. We need a common notation. Let
(R,N) refer to one of the above four cases. We shall need a geometrical property of
the underlying domain. Concentrating on Case I - Case IV, it is obvious that there
exists some ε > 0 such that for all x ∈ N and all y ∈ Bε(x)∩R the lines connecting
x and y are contained in R. Let η = (η1, . . . , ηd). For all such pairs x and y it follows
|η(x)− η(y)| ≤
(
sup
ξ∈D
max
j,i=1,... d
∣∣∣ ∂
∂ξj
ηi(ξ)
∣∣∣) |x− y| .
Of course, R and it’s image U = η(R) are compact. Hence, there must exist a
constant Cη > 0 such that
(9)
1
Cη
|x− y| ≤ |η(x)− η(y)| ≤ Cη |x− y| , x, y ∈ R .
Let τ := η−1. The Faa di Bruno formula for derivatives of the composition, cf. [7,
Theorem 3.4], gives us
(10) ∂α(u ◦ τ)(y) =
∑
1≤|γ|≤|α|
(∂γu)(τ(y))
∑
β11 ,... ,β
γd
d
cα,β11 ,... ,β
γd
d
d∏
j=1
γj∏
k=1
∂β
k
j τj(y)
where the second sum runs over all multiindices
β11 , . . . , β
γ1
1 , . . . , β
1
d , . . . , β
γd
d ∈ Nd0 \ {0} satisfying α =
d∑
j=1
γj∑
k=1
βkj ,
with appropriate positive constants cα,β11 ,... ,β
γd
d
. We put
ρR(y) := min(1, dist (y,N)) , y ∈ R ,
ρU(y) := min(1, dist (y, η(N))) , y ∈ U .
Let x ∈ N be fixed. Hence, the boundedness of the derivatives ∂βkj τj and a change
of coordinates leads to∫
η(Bε(x)∩R)
|ρU(y)|α|−a∂α(u ◦ τ)(y)|p dy .
∫
η(Bε(x)∩R)
∣∣∣ρU(y)|α|−a ∑
1≤|γ|≤|α|
(∂γu)(τ(y))
∣∣∣p dy
.
∑
1≤|γ|≤|α|
∫
η(Bε(x)∩R)
∣∣∣ρU(y)|α|−a(∂γu)(τ(y))∣∣∣p dy
.
∑
1≤|γ|≤|α|
∫
Bε(x)∩R
∣∣∣ρU(η(z))|α|−a(∂γu)(z)∣∣∣p dz .(11)
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Applying (9) we can replace ρU(η(z)) by ρR(z) itself on the right-hand side. We
define
Nε/2 :=
⋃
x∈N
Bε/2(x) .
Obviously Nε/2 is a compact set which has an open covering given by
⋃
x∈N Bε(x).
The Theorem of Heine-Borel yields the existence of finitely many points x1, . . . , xJ
in N such that
Nε/2 ⊂
J⋃
j=1
Bε(xj) .
Furthermore, let
R0 := {x ∈ R : dist (x,N) ≥ ε/2} .
On this set R0 the function ρR is equivalent to 1 and at the same time, the function
ρU is equivalent to 1 on U0 := η(R0). Hence, on this part of R, we may use the
invariance with respect to the unweighted case, i.e.,
(12) ‖u ◦ τ |Kma,p(U0, η(N))‖ . ‖u |Kma,p(R0, N)‖ ,
see Adams [1, Thm. 3.35]. Clearly,
R ⊂
(
R0 ∪
J⋃
j=1
Bε(xj)
)
.
Finally, summing up the inequalities (11) with x replaced by xj and taking into
account (12), we get
‖u ◦ τ |Kma,p(U, η(N))‖ . ‖u |Kma,p(R,N)‖ .
Interchanging the roles of τ and η we obtain the reverse inequality.
Step 2. The necessary modifications for the general case are obvious.
Now we are going to discuss the importance of the existence of an associated
decomposition of unity.
Lemma 8. Let D, (Ui)i, and Λj with j = 1, . . . , 5, be as in Definition 3. More-
over, denote by S the singularity set of D and let (ϕi)i be a decomposition of unity
subordinate to our covering, i.e., ϕi ∈ C∞, suppϕi ⊂ Ui, 0 ≤ ϕi ≤ 1 and∑
i
ϕi(x) = 1 for all x ∈ D.
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We put ui := u · ϕi in D.
(i) If u ∈ Kma,p(D,S) then
‖u |Kma,p(D,S)‖∗ := max
i∈Λ1
‖ui|Wmp (D ∩ Ui)‖+ max
i∈Λ2
‖ui(η−1i ( · )) |Kma,p(K, {0})‖
+ max
i∈Λ3
‖ui(η−1i ( · )) |Kma,p(P,Γ)‖+ max
i∈Λ4
‖ui(η−1i ( · )) |Kma,p(I,M`)‖
+ max
i∈Λ5
‖ui(η−1i ( · )) |Kma,p(Q,M)‖
generates an equivalent norm on Kma,p(D,S).
(ii) If u : D → C is a function such that the pieces ui satisfy
• ui ∈ Wmp (D ∩ Ui), i ∈ Λ1;
• ui(η−1i ( · )) ∈ Kma,p(K, {0}), i ∈ Λ2;
• ui(η−1i ( · )) ∈ Kma,p(P,Γ), i ∈ Λ3;
• ui(η−1i ( · )) ∈ Kma,p(I,M`), i ∈ Λ4;
• ui(η−1i ( · )) ∈ Kma,p(Q,M), i ∈ Λ5;
then u ∈ Kma,p(D,S) and
‖u |Kma,p(D,S)‖ . ‖u |Kma,p(D,S)‖∗ .
Proof. Step 1. Proof of (i). Let Si := S ∩ (Ui ∩D). We claim
(13) min(1, dist (x, S))  min(1, dist (x, Si)) , x ∈ Ui ∩D .
To prove this we argue by contradiction. Let us assume that there exists a real
number ε > 0 and a sequence (xj)
∞
j=1 ⊂ U1 ∩D such that
dist (xj, S1) ≥ ε and lim
j→∞
dist (xj, S) = 0 .
Hence, there exists a subsequence (xj`)` which is convergent with limit x0. Neces-
sarily x0 ∈ S and x0 ∈ U1 ∩D. But this implies x0 ∈ S1, which is a contradiction
to our previously made assumption. The boundedness of D yields the claim (13).
Observe that this implies
‖u |Kmp,a(D,S)‖ =
( ∑
|α|≤m
∫
D
|ρ(x)|α|−a
∑
i
∂αui(x)|p dx
)1/p
≤
∑
i
( ∑
|α|≤m
∫
Ui∩D
|ρ(x)|α|−a∂αui(x)|p dx
)1/p
.
∑
i
‖ui |Kmp,a(Ui ∩D,Si)‖ .(14)
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We split the summation on the right-hand side into the five sums
∑
i∈Λj , j = 1, . . . 5.
In the first case we shall use
dist (Ui ∩D,S) ≥ c > 0 , i ∈ Λ1.
This yields c ≤ mini∈Λ1 dist (Ui ∩D,S) and consequently, by using ρ ≤ 1,∑
i∈Λ1
‖ui |Kmp,a(Ui ∩D,Si)‖ .
∑
i∈Λ1
( ∑
|α|≤m
∫
Ui∩D
|∂αui(x)|p dx
)1/p
.
∑
i∈Λ1
‖ui|Wmp (D ∩ Ui)‖ . max
i∈Λ1
‖ui|Wmp (D ∩ Ui)‖.(15)
Concerning the remaining terms we shall apply Lemma 7 and find
‖ui |Kmp,a(Ui ∩D,Si)‖ . ‖ui(η−1i ( · )) |Kmp,a(K, {0})‖ , i ∈ Λ2 ,(16)
‖ui |Kmp,a(Ui ∩D,Si)‖ . ‖ui(η−1i ( · )) |Kmp,a(K,P )‖ , i ∈ Λ3 ,(17)
‖ui |Kmp,a(Ui ∩D,Si)‖ . ‖ui(η−1i ( · )) |Kmp,a(I,Ml)‖ , i ∈ Λ4 ,(18)
‖ui |Kmp,a(Ui ∩D,Si)‖ . ‖ui(η−1i ( · )) |Kmp,a(Q,M)‖ , i ∈ Λ5 .(19)
Inserting (15)-(19) into (14) we have proved ‖u |Kmp,a(D,S)‖ . ‖u |Kmp,a(D,S)‖∗. In
view of Lemma 7 the reverse inequality is obvious.
Step 2. Proof of (ii). Lemma 7 yields ui ∈ Kmp,a(D,S) for all i. Hence
∑
i ui ∈
Kmp,a(D,S). But
∑
i ui = u.
If we omit the usage of a resolution of unity, we can decompose a polyhedral
domain without the explicit inclusion of polyhedral cones. Thus let the polyhedral
cone Q and the set M be as in Case IV, with edges M1, . . . ,Mn and vertex in 0.
The angles in the plane x3 = 1 are denoted by θ1, . . . , θn, see the figure in Case IV
on page 10.
In Case II we discussed the notion of a nonsmooth cone. In what follows we need
a simple modification. Let R > 0 denote the radius of the circle in x3 = 1. Then the
nonsmooth cone is given by
P = {(x1, x2, x3) : x1, x2 > 0, 0 < x3 < 1, x21 + x22 < R2 x23} .
Let 0 < λ < 4. For fixed x3, by using polar coordinates (r, ϕ), the mapping
η : (r, ϕ) 7→ (r, λϕ)
yields a diffeomorphism of P onto the set
η(P ) := P ′ = {(r cosϕ, r sinϕ, x3) : 0 < x3 < 1, r2 < R2 x23 , 0 < ϕ < λpi/2} .
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In what follows, these sets η(P ) as well as rotated versions will also be called
nonsmooth cones.
Now we continue our construction. For ev-
ery edgeMj with angle θj we choose a non-
smooth cone Pj with axis Mj as described
above with sufficiently small opening an-
gle γj, so that none of these cones inter-
sect. Next we choose a further nonsmooth
cone P˜j with axis Mj and opening angle
γj/2. Then there exists a smooth cone K˜
(i.e., a cone whose intersection with S2 is
a smooth subset) such that(
Q \
n⋃
j=1
Pj
)
⊂ K˜ ⊂
(
Q \
n⋃
j=1
P˜j
)
.
Clearly, there exists a C∞-diffeomorphism
σ, σ(0) = 0, mapping K˜ onto a rotation-
ally symmetric cone K as in Case I.
P1
P2
P3
P4P5
P˜1
P˜5
K˜
This construction ensures that K˜ has a non-empty intersection with each cone
Pj; on Pj ⊂ Q the distance to M is equivalent to the distance to Mj; and on K˜ the
distance to M is equivalent to the distance to the vertex 0. Altogether we have a
decomposition
Q = K˜ ∪
n⋃
j=1
Pj ,
where each point x ∈ Q belongs to at most 2 of the subsets. Let ρ(x) :=
min(1, dist (x,M)). The latter then immediately implies
‖u|Kma,p(Q,M)‖p ∼
∑
|α|≤m
(∫
K˜
∣∣∣ρ(x)|α|−a∂αu(x)∣∣∣pdx+ n∑
j=1
∫
Pj
∣∣∣ρ(x)|α|−a∂αu(x)∣∣∣pdx)
∼ ‖u|Kma,p(K˜, {0})‖p + max
j=1,... n
‖u|Kma,p(Pj,Mj)‖p .
Using an appropriate diffeomorphic map we see that the above considerations
lead to the following.
18
Lemma 9. Let P be a polyhedral cone and let M be the particular set from Case
IV.
(i) Then
‖u |Kma,p(P,M)‖∗∗ := ‖u ◦ σ−1 |Kma,p(K, {0})‖+ max
j=1,... ,n
‖u |Kma,p(Pj,Mj)‖
generates an equivalent norm on Kma,p(P,M).
(ii) Let u0 : K˜ → C and uj : Pj → C, j = 1, . . . , n, be given functions satisfying
u0(x) = uj(x) for x ∈ K˜ ∩ Pj and ui(x) = uj(x) for x ∈ Pi ∩ Pj, respectively, and
• u0 ∈ Kma,p(K˜, {0}),
• uj ∈ Kma,p(Pj,Mj), j = 1, . . . , n.
Then the function u : P → C, piecewise-defined via u(x) = u0(x), x ∈ K˜, and
u(x) = uj(x), x ∈ Pj, j = 1, . . . n, satisfies u ∈ Kma,p(P,M) and
‖u |Kma,p(P,M)‖ . ‖u |Kma,p(P,M)‖∗∗ .
Proof. It will be enough to comment on (ii). The compatibility condition implies
that the function u is well-defined. Moreover, since the sets K˜, Pj are assumed to
be open (hence their intersections are open as well), also the weak differentiability
of the pieces uj carries over.
Example 10. There is one more interesting example of a polyhedral domain we
wish to mention. It is very much in the spirit of the decomposition of the polyhedral
cone itself and motivates a further moderate generalization.
x
D7
Example D7 is taken from [14, Ex. 6.5] and consists of two cuboids lying on top of
each other. Furthermore, it is a domain of polyhedral type which is not Lipschitz (at
the indicated point x it is not possible to turn the polyhedron such that the inner
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part of the domain lies behind the boundary). For the same reason, this domain also
does not possess the segment property. However, it is easily seen that its subdomains
Dδ7 = {x ∈ D7 : dist (x, S) > δ} have this property, where the singularity set S
as usual consists of all edges. Let us stress the fact that this is a first example
where the properties of the spaces Kma,p(D7, S) are determined not by properties of
the domain D7, but of suitable subdomains (D
δ
7). Similar behaviour is rather typical
for Kondratiev spaces, as can be seen later on from Proposition 17 and some of its
implications, e.g. in Propositions 22 and 24.
A simple decomposition in the spirit of Definition 3 can be given as follows. The
only critical point is x itself. Hence, we only deal with an open neighbourhood U of
x. The set U ∩ D can be split into the union of four nonsmooth cones (along the
edges) P1, . . . , P4 with common vertex in x. The remainder of U ∩D is covered by
the diffeomorphic images K˜1, K˜2 of two smooth cones K1, K2 with vertex in x. Here,
as in the case of the polyhedral cone, we may suppose that the intersections K˜1∩P1,
K˜1 ∩ P2, K˜2 ∩ P3, K˜2 ∩ P4, are open and nontrivial,
K˜1 ∩ P3 = K˜1 ∩ P4 = K˜2 ∩ P1 = K˜2 ∩ P2 = ∅ ,
and that Pj ∩ P` = {x}, j 6= `. This immediately yields the counterpart of Lemma 9
for D7. Note, however, that none of those cones contains {x}, so this does not yield
a cover for D7.
The moderate generalization we have in mind is as follows.
Definition 11. Let D ⊂ Rd be a domain and let M denote a closed subset of its
boundary ∂D. The pair (D,M) is of generalized polyhedral type if either
• (D,M) coincides with one of the pairs in Cases I-IV.
• (D,M) is of polyhedral type.
• The set D with nontrivial closed subset M of ∂D satisfies the following condi-
tions:
(a) There exist finitely many open sets D1, . . . , DN such that
D =
N⋃
j=1
Dj .
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(b) Denote Mj := M ∩ Dj, j = 1, . . . , N . Then each pair (Dj,Mj) is the
diffeomorphic image of one of the Cases I-IV.
(c) Each x ∈ D should belong to at most two different sets Dj and
|{` ∈ {1, . . . , N} \ {j} : Dj ∩D` 6= ∅}| ≥ 1 , j = 1, . . . , N .
Remark 12. Let us give some comments on this definition. At first glance it may not
be clear that indeed this definition is more general than the previous one (Definition
3). The difference between the definitions becomes clearer when considering a double
cone (or more generally, a cone K where the intersection with the unit sphere Sd
is a disconnected open subset of Sd). While naively such a domain clearly can be
decomposed into connected cones, this decomposition does NOT yield an admissible
cover in the sense of Definition 3 (note that there we require D to be covered). What
is more, such a cover does not exist: on any open set covering the common vertex
the distance to the singular set can neither be equivalent to the distance to one fixed
edge, nor can it be a polyhedral cone. In other words, a domain consisting of two
polyhedral cones whose closures intersect in {0} is not a domain of polyhedral type
in the sense of Definition 3.
Admittedly, such a domain is not of generalized polyhedral type either – condition
(c) is violated – and disconnected domains might be of minor interest at best, but it
helps to clarify the matter.
It is exactly this situation we come across when considering Dobrowolski’s exam-
ple D7: a neighbourhood of the critical point x can be decomposed into several smooth
and nonsmooth or polyhedral cones as described above in Example 10, with common
vertex x, but x itself cannot be covered by any open neighbourhood as required by
Definition 3. On the other hand, the described decomposition clearly shows D7 to be
of generalized polyhedral type.
Lemma 13. Let the pair (D,M) be of generalized polyhedral type. Then the state-
ments from Lemma 9, appropriately modified, remain true.
Note, however, that there is no counterpart of Lemma 8 (see also the discussion
following Remark 4).
Remark 14. All domains of generalized polyhedral type satisfy the cone condi-
tion, cf. [2, Def. 4.6]. But, in general, they do not have a Lipschitz boundary, see
the example D7. For our investigations within this article we do not require any
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additional regularity assumptions on the domain (or its boundary) beyond being of
(generalized) polyhedral type.
2.3 Extensions
Stein’s linear extension operator E, see [44, VI.3.2], has become a standard tool in the
framework of Sobolev spaces on Lipschitz domains. It can be used in the framework
of Kondratiev spaces as well. The following Proposition represents a particular case
of a more general result which can be found in [19]. We need one more notation,
compare with (6):
(20) R`∗ := {x ∈ Rd : x1 = . . . = xd−` = 0}.
Clearly, if ` = 1 we shall simply write R∗. For brevity we also put R0∗ := {0} and
Kma,p(Rd,R`∗) := Kma,p(Rd \ R`∗,R`∗), 0 ≤ ` < d.
Proposition 15. Let d ≥ 2, 1 ≤ p <∞, a ∈ R, and m ∈ N.
(i) Let K be our smooth cone from Case I. Then the Stein extension operator E
yields a linear and bounded mapping of Kma,p(K, {0}) into Kma,p(Rd, {0}).
(ii) Let P and Γ be as in Case II. Then the Stein extension operator E yields a
linear and bounded mapping of Kma,p(P,Γ) into Kma,p(Rd,R∗).
(iii) Let I and M`, 1 ≤ ` < d, be as in Case III. Then the Stein extension operator
E yields a linear and bounded mapping of Kma,p(I,M`) into Kma,p(Rd,R`∗).
With Proposition 15 and Lemma 8 at hand we can reduce basic properties
of the spaces Kma,p(D,S) (under some extra conditions on D) to the model cases
Kma,p(Rd,R`∗), 0 ≤ ` < d. In this model setting we find for the weight function
(21) ρ(x1, . . . , xd−`, . . . , xd) = min
(
1,
( d−∑`
i=1
|xi|2
)1/2)
.
Remark 16. For a moment we return to a discussion of Lemma 8 and Lemma 9.
By Proposition 15 we have extension operators E0, . . . ,En for these different types
of Kondratiev spaces appearing in Lemma 9(ii). We define
u :=
n∑
j=0
Ejuj .
Then u|
K˜
∈ Kma,p(K˜, {0}) and u|Pj ∈ Kma,p(Pj,Mj), j = 1, . . . , n follows. However, in
general we do not have coincidence of u|
K˜
with u0 and of u|Pj with uj.
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2.4 A localization principle
The following decomposition of the norm of weighted Sobolev spaces is in some sense
standard. We will allow a slightly greater generality than before.
Let Ω ⊂ Rd be an open, nontrivial connected set and let M be a closed nontrivial
subset of the boundary. Then we define
(22) Ωj := {x ∈ Rd : 2−j−1 < ρ(x) < 2−j+1}, j ∈ N0 ,
where ρ(x) := min(1, dist (x,M)), x ∈ Rd. Next we choose the largest number
j0 ∈ N0 such that
{x ∈ Ω : ρ(x) ≥ 2−j0+1} = ∅ .
This implies
Ω ∩ Ωj0 = {x ∈ Ω : 2−j0−1 < ρ(x) < 2−j0+1} 6= ∅ .
Because Ω is open and connected, the continuity of ρ yields
(23) |Ω ∩ Ωj| > 0 for all j ≥ j0 .
Hence
Ω =
∞⋃
j=j0
(Ω ∩ Ωj) .
For technical reasons we need to distinguish the following two cases:
a) {x ∈ Ω : 2−j0 + 2−j0−2 < ρ(x) < 2−j0+2 − 2−j0−2} = ∅. Then we define j1 := j0.
b) {x ∈ Ω : 2−j0 +2−j0−2 < ρ(x) < 2−j0+2−2−j0−2} 6= ∅. Then we define j1 := j0−1.
Of course, we will need some regularity of Ω. We will use a condition guaranteeing
that for x ∈ Ω an essential part of the ball centred at x and with radius proportional
to the distance of x to M lies inside Ω. We put σ := 2−j0 .
Proposition 17. Let 1 ≤ p < ∞, a ∈ R, and m ∈ N. Let Ω,M, ρ, and j1 be as
above. We assume that there exist two constants c > 0 and t ∈ (0, 1) such that
• for all x ∈ Ω, dist (x,M) < σ, the balls Bλ(x) satisfy
(24) |Bλ(x) ∩ Ω| ≥ c λd for all λ ∈
[
t
32
ρ(x), t ρ(x)
]
.
• for all x ∈ Ω, dist (x,M) ≥ σ, the balls Bλ(x) satisfy
(25) |Bλ(x) ∩ Ω| ≥ c λd for all λ ≤ tσ.
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Then there exist positive constants A,B, and a smooth decomposition of unity
(ϕj)j≥j1 such that
• ϕj ∈ C∞(Rd), j ≥ j1;
• suppϕj ⊂ Ωj, j ≥ j1;
• 0 ≤ ϕj(x) ≤ 1 for all j ≥ j1 and all x ∈ Ω;
∞∑
j=j1
ϕj(x) = 1 for all x ∈ Ω ,
and
(26) A ‖u|Kma,p(Ω,M)‖p ≤
∞∑
j=j1
‖ϕju|Kma,p(Ω,M)‖p ≤ B ‖u|Kma,p(Ω,M)‖p
for all u ∈ Kma,p(Ω,M).
Proof. Step 1. Construction of the (ϕj)
∞
j=j1
. We define εj := 2
−j−4, j ≥ j1. Associated
are the two sequences (aj)j and (bj)j given by
0 < aj := 2
−j−1 + εj < bj := 2−j+1 − εj , j ≥ j1.
Observe that both sequences are strictly monotone decreasing. Then we put
Ωεj := {x ∈ Ω : aj < ρ(x) < bj}, j ≥ j1.
It follows
(27) Ω =
∞⋃
j=j1
Ωεj .
Later on we need a further modification. Define
Ω˜εj := {x ∈ Ω : 2−j−1 + 2εj < ρ(x) < 2−j+1 − 2εj} , j ∈ N0 .
Then we still have
(28) Ω =
∞⋃
j=j1
Ω˜εj .
Moreover, as in (23) we conclude Ω˜εj 6= ∅ if j ≥ j1 (and therefore Ωεj 6= ∅, j ≥ j1, as
well). Here we need the particular definition of j1. By Xj we denote the characteristic
function of Ωεj , j ≥ j1. We claim that
1 ≤
∞∑
j=j1
Xj(x) ≤ 2
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holds for all x ∈ Ω. The lower bound is a trivial consequence of (27). Since
Ωεj ∩ Ωεj+` = ∅ , ` ≥ 2 ,
for all j ∈ N0, also the upper bound is immediate.
By means of a standard mollification we turn these functions into smooth functions.
We define
ω(x) := α
{
e
1
1−|x|2 if |x| < 1 ,
0 otherwise,
where the positive constant α is chosen in such a way that
∫
ω(y)dy = 1 holds.
Clearly, ω ∈ C∞0 (Rd), ω ≥ 0, suppω ⊂ B1(0) and
(29) inf
{∫
E
ω(y) dy : E ⊂ B1(0) , |E| ≥ c} > 0
for any fixed c ∈ (0, |B1(0)|]. We put
(30) φj(x) := (t 2
−j−4)−d
∫
ω
( x− y
t 2−j−4
)
Xj(y) dy , x ∈ Rd , j ≥ j1 .
Clearly, φj ∈ C∞(Rd). Concerning the supports it is easily seen that
suppφj ⊂ {y ∈ Rd : dist (y,Ωεj) < εj} ⊂ Ωj .
On the other hand, for x ∈ Ω˜εj , j ≥ j1, we find
φj(x) ≥ (t 2−j−4)−d
∫
B
t 2−j−4 (x)∩Ωεj
ω
( x− y
t 2−j−4
)
dy .
Because of 5 · 2−j−3 < ρ(x) < 15 · 2−j−3, x ∈ Ω˜εj , we conclude[ t
32
15 · 2−j−3, t 5 · 2−j−3
]
⊂
[ t
32
ρ(x), t ρ(x)
]
for all x ∈ Ω˜εj . Our restriction (24) yields
|Bt 2−j−4(x) ∩ Ω| ≥ c (t 2−j−4)d , x ∈ Ω˜εj ,
where c > 0 is independent of j and x. Observe, by construction
Bt 2−j−4(x) ∩ Ω = Bt 2−j−4(x) ∩ Ωεj , x ∈ Ω˜εj .
Now we continue our estimate of φj and obtain in view of (29)
φj(x) ≥ (t 2−j−4)−d
∫
B
t 2−j−4 (x)∩Ωεj
ω
( x− y
t 2−j−4
)
dy
=
∫
E
ω(z) dz ≥ C > 0
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with C independent of x and j. Here E is the image of Bt 2−j−4(x) ∩ Ωεj under the
transformation z = (t 2−j−4)−1 (x−y). The assumption (24) yields a uniform bound
from below for |E| independent of x. Clearly, supx |φj(x)| ≤ 1 and on Ωj only φj+`,
|`| ≤ 1, are not identically zero. Taking into account (28) we have proved
(31) 0 < C ≤
∞∑
j=j1
φj(x) ≤ 2 , x ∈ Ω .
This allows us to proceed in the standard way: we put
ϕj(x) :=
φj(x)∑∞
j=j1
φj(x)
, x ∈ Ω, j ≥ j1 .
By construction these functions have all the properties as claimed.
Step 2. Because of suppϕj ⊂ Ωj and on Ωj only ϕj+`, |`| ≤ 1, are not identically
zero, we conclude
‖u |Kma,p(Ω,M)‖p .
∑
|α|≤m
( ∞∑
j=j1
∫
Ω∩ suppϕj
|ρ(x)|α|−a ∂αu(x)|p dx
.
∑
|α|≤m
( ∞∑
j=j1
2−j(|α|−a)p
∫
Ωj∩Ω
| ∂α(uϕj)(x)|p dx .
Observe that
|∂αϕj(x)| . ε−|α|j . 2j|α| ,
see (30). Applying this estimate with respect to the subsequence (ϕ2j)j≥j1/2, we find∑
|α|≤m
∑
j≥j1/2
2−2j(|α|−a)p
∫
Ω2j∩Ω
| ∂α(uϕ2j)(x)|p dx
.
∑
|α|≤m
∑
j≥j1/2
∫
suppϕ2j∩Ω
| ρ(x)|α|−a ∂α(uϕ2j)(x)|p dx
.
∑
|α|≤m
∑
β≤α
∑
j≥j1/2
∫
suppϕ2j∩Ω
| ρ(x)|α|−a ∂βu(x) ∂α−βϕ2j(x)|p dx
.
∑
|β|≤m
∑
j≥j1/2
∫
suppϕ2j∩Ω
| ρ(x)|β|−a ∂βu(x) |p dx
.
∑
|β|≤m
∫
Ω
| ρ(x)|β|−a ∂βu(x) |p dx = ‖u |Kma,p(Ω,M)‖p ,(32)
where we used in the last line suppϕ2j ∩ suppϕ2j+2 = ∅. Taking a similar estimate
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with ϕ2j+1 instead of ϕ2j into account we obtain
‖u |Kma,p(Ω,M)‖p
∼
∑
|α|≤m
∞∑
j=j1
2−j(|α|−a)p
∫
Ωj∩Ω
| ∂α(uϕj)(x)|p dx
∼
∞∑
j=j1
‖ϕju|Kma,p(Ω,M)‖p(33)
as claimed.
Examples and comments
Lemma 18. Let 1 ≤ p <∞, a ∈ R, and m ∈ N. Let 0 ≤ ` < d. Then Rd\R`∗ satisfies
the restrictions (24) and (25) with respect to the set M := R`∗. The decomposition
of unity, constructed in the proof of Proposition 17, has the following additional
properties:
• j0 = 0, i.e.,
∑∞
j=0 ϕj(x) = 1 for all x ∈ Rd \ R`∗;
• ϕ0(x) + ϕ1(x) = 1 for all x ∈ Ω0;
• ϕj−1(x) + ϕj(x) + ϕj+1(x) = 1 for all x ∈ Ωj, j ∈ N;
• ϕj(x) = ϕ1(2j−1x), x ∈ Rd, j ∈ N.
Proof. Almost all properties of the decomposition of unity are immediate except for
probably the last one. The sets Ωj with respect to the pair (Rd \R`∗,R`∗) have a very
simple geometric structure. The transformation J : x 7→ 2−j+1x, restricted to Ω1,
is a bijection onto Ωj, j ≥ 1. This is enough to show ϕj(x) = ϕ1(2j−1x), x ∈ Rd,
j ∈ N.
Mutadis mutandis one can prove also the following.
Lemma 19. Proposition 17 is applicable with respect to the smooth cone, see Case
I, with respect to the specific nonsmooth cone, see Case II, the specific dihedral
domain, see Case III, and the polyhedral cone, see Case IV, always equipped with
the appropriate sets M .
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Remark 20. (i) Those localized characterizations of Kondratiev spaces can be found
also in Maz’ya, Rossmann [37, Lemmas 1.2.1, 2.1.4] for smooth cones and dihedral
domains.
(ii) In [45, 3.2.3] Triebel discusses function spaces defined by localized norms as in
(26). But he is working with M := ∂Ω.
The following Lemma shows that a set Ω need not be a Lipschitz domain in
order to satisfy the assumptions in Proposition 17. Moreover, we provide examples
to show that a pair (Ω,M1) may satisfy the restrictions in Proposition 17, whereas
for a second pair (Ω,M2) this need not to be true.
Lemma 21. (i) The example D7 of a domain of generalized polyhedral type in R3 on
page 19 equipped with its singular set (edges and vertices) satisfies the restrictions
in Proposition 17.
(ii) Let D8 := {(x1, x2) : − 1 < x1 < 1,
√|x1| < x2 < 1}. We put M1 := {(0, 0)}.
Then the pair (D8,M1) does not fulfil (24).
(iii) Let M2 := {(x1, x2) : − 1 < x1 < 1,
√|x1| = x2}. Then the pair (D8,M2)
satisfies (24) and (25).
2.5 A general strategy
Beginning with the next subsection we shall employ Proposition 17 and its conse-
quences, see Lemmas 18 and 19, always in the following way:
• First step: localization of the underlying domain D by means of Proposition
17.
• Second step: reduction to some standard situation (unweighted Sobolev spaces
defined on Ω0 or Ω1) by using homogeneity arguments.
• Third step: application of some well-known properties of Wmp (Ω0), Wmp (Ω1).
• Fourth step: rescaling and a second application of Proposition 17.
2.6 A further equivalent norm
Given x ∈ Ω, let R(x) consist of all points y in Ω such that the line segment joining
x to y lies entirely in Ω. Put
Γ(x) := {y ∈ R(x) : |y − x| < 1},
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and let |Γ(x)| denote the Lebesgue measure of Γ(x). Then Ω satisfies the weak cone
condition if there exists a number δ > 0 such that
|Γ(x)| ≥ δ for all x ∈ Ω.
For classical Sobolev spaces it is known that
(34) ‖u|Wmp (Ω)‖∗ := ‖u|Lp(Ω)‖+
∑
|α|=m
‖Dαu|Lp(Ω)‖
is an equivalent norm in Wmp (Ω) as long as the underlying domain Ω satisfies the
weak cone condition, cf. [2, Thm. 5.2].
We will show that also in the case of Kondratiev spaces Kma,p(D,S) defined on
domains of polyhedral type, it suffices to consider the extremal derivatives (|α| = m
and |α| = 0) to obtain an equivalent norm.
As a preparation we shall deal with the model case Ω := Rd \ Rl∗ with M := Rl∗.
Proposition 22. Let 1 ≤ p <∞, m ∈ N, a ∈ R, and 0 ≤ ` < d. Then
‖u|Kma,p(Rd,R`∗)‖∗ := ‖ρ−a u|Lp(Rd)‖+
∑
|α|=m
‖ρm−a ∂αu|Lp(Rd)‖
is an equivalent norm in Kma,p(Rd,R`∗).
Proof. Recall that in this model case we have the explicit expression (21) for the
weight function ρ. We shall employ the partition of unity {ϕj}j∈N0 from Proposition
17 with
suppϕj ⊂ Ωj := {x ∈ Rd : 2−j−1 < ρ(x) < 2−j+1}, j ∈ N0.
Moreover, {ϕj}j∈N0 satisfies the properties from Lemma 18. In particular, the func-
tions ϕj have finite overlap and ϕj(x) = ϕ1(2
j−1x) for all x and all j ∈ N. With this
we estimate
‖u|Kma,p(Rd,Rl∗)‖(35)
∼
∑
|α|≤m
∞∑
j=0
∫
2−j−1<ρ(x)<2−j+1
|ρ(x)(|α|−a) ∂α(ϕju)(x)|pdx
1/p
∼
∑
|α|≤m
∞∑
j=0
∫
Ωj
2−(j−1)(|α|−a)p|∂α(ϕju)(x)|pdx
1/p ,
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where for technical reasons we used 2−(j−1)(|α|−a)p instead of 2−j(|α|−a)p in the second
step. A homogeneity argument, applied to the terms with j ≥ 1, yields
A :=
∑
|α|≤m
∫
Ωj
2−(j−1)(|α|−a)p|∂α(ϕju)(x)|pdx
1/p
=
∑
|α|≤m
2(j−1)ap2−(j−1)d
∫
Ω1
|∂α((ϕju)(2−j+1 · ))(y)|pdy
1/p
= 2(j−1)a2−(j−1)d/p‖(ϕju)(2−j+1·)|Wmp (Ω1)‖ .
Since Ω1 has the weak cone property we conclude from (34),
A ∼
( ∑
|α|=m
2(j−1)ap2−(j−1)d
∫
Ω1
|∂α((ϕju)(2−j+1 · ))(y)|pdy
+ 2(j−1)ap2−(j−1)d
∫
Ω1
|(ϕju)(2−j+1y)|pdy
)1/p
.
Now it easy to see that the right-hand side is equivalent to∑
|α|=m
2(j−1)ap
∫
Ωj
|2−(j−1)|α| ∂α(ϕju)(x)|pdx+ 2(j−1)ap
∫
Ωj
|(ϕju)(x)|pdx
1/p
∼
∑
|α|=m
∫
Ωj
|ρ(x)|α|−a ∂α(ϕju)(x)|pdx+
∫
Ωj
|ρ(x)−a(ϕju)(x)|pdx
1/p .
On the other hand, for the term j = 0, we easily see that∑
|α|≤m
∫
Ω0
|ρ(x)|α|−a ∂α(ϕ0u)(x)|pdx
1/p ∼
∑
|α|≤m
∫
Ω0
|∂α(ϕ0u)(x)|pdx
1/p
= ‖ϕ0u|Wmp (Ω0)‖
and
‖ϕ0u|Wmp (Ω0)‖ ∼
∑
|α|=m
∫
Ω0
|∂α(ϕ0u)(x)|pdx+
∫
Ω0
|(ϕ0u)(x)|pdx
1/p
∼
∑
|α|=m
∫
Ω0
|ρ(x)|α|−a ∂α(ϕ0u)(x)|pdx+
∫
Ω0
|ρ(x)−a(ϕ0u)(x)|pdx
1/p ,
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Inserting these estimates into (35) we find
‖u|Kma,p(Rd,Rl∗)‖ ∼
∑
|α|=m
∫
Rd\Rl∗
|ρ(x)|α|−a ∂αu(x)|pdx+
∫
Rd\Rl∗
|ρ(x)−au(x)|pdx
1/p
= ‖u|Kma,p(Rd,Rl∗)‖∗.
The proof is complete.
Theorem 23. Let the pair (D,M) be a Lipschitz domain of polyhedral type s.t.
Λ5 = ∅. Furthermore, let 1 ≤ p <∞, m ∈ N, and a ∈ R. Then
‖u|Kma,p(D,M)‖∗ := ‖ρ−a u|Lp(D)‖+
∑
|α|=m
‖ρm−a ∂αu|Lp(D)‖
is an equivalent norm in Kma,p(D,M).
Proof. Step 1. For simplicity we deal with Case I, the smooth cone K with M = {0}.
As mentioned before, see the list of basic properties in Subsection 2.2, C∞∗ (K, {0}) is
a dense subset in Kma,p(K, {0}). Let u ∈ C∞∗ (K, {0}). Then it is readily checked that
Eu ∈ C∞0 (Rd \{0}), where E denotes Stein’s extension operator. A closer inspection
of the proof of Proposition 15 presented in [19] reveals that the estimates for the
(weighted Lp-norms of) partial derivatives of Eu of order m involve only partial
derivatives of u likewise of order m, thus we find
‖Eu|Kma,p(Rd, {0})‖∗ ≤ c ‖u|Kma,p(K, {0})‖∗ .
Hence with the help of Proposition 22 we conclude
‖u|Kma,p(K, {0})‖ ≤ ‖Eu|Kma,p(Rd, {0})‖
≤ c ‖Eu|Kma,p(Rd, {0})‖∗ ≤ c ‖u|Kma,p(K, {0})‖∗ .
Step 2. Clearly, the Cases II and III can be handled in a similar fashion as in
Step 1. The case of a general domain D of polyhedral type with singularity set S
can be reduced to those standard situations with the help of Lemma 8. Note that
the assumptions of Proposition 15 prevent the presence of subdomains as in Case
IV.
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3 Continuous embeddings
With the help of the localization result from Subsection 2.4 Sobolev-type embed-
dings for Kondratiev spaces can now be traced back to corresponding results for
unweighted Sobolev spaces. In a first step we deal with the model case Ω := Rd \R`∗
and M := R`∗.
3.1 Continuous embeddings in the model case
Again we proceed as described in Subsection 2.5.
Proposition 24. Let 1 ≤ p ≤ q < ∞, m ∈ N, and a ∈ R. Let 0 ≤ ` < d. Then
Kma,p(Rd,R`∗) is embedded into Km′a′,q(Rd,R`∗) if, and only if,
(36) m− d
p
≥ m′ − d
q
and a− d
p
≥ a′ − d
q
.
Proof. Step 1. We shall apply the decomposition of unity as constructed in Propo-
sition 17 and with the additional properties as described in Lemma 18. Similar to
(22) we put
(37) Dj := {x ∈ Rd : 2−j−1 < ρ(x) < 2−j+1}, j ∈ N0 ,
and ρ(x) = min(1, |x′|), x = (x′, x′′), x′ ∈ Rd−`, x′′ ∈ R`. We choose εj := 2−j−4,
j ∈ N0. Recall, ϕj(x) = ϕ1(2j−1x), j ∈ N. In view of formula (33) we shall consider
the terms
∑
|α|≤m′ 2
−j(|α|−a′)q ∫
Dj
| ∂α(uϕj)(x)|q dx. For technical reasons we replace
2−j(|α|−a
′)q by 2−(j−1)(|α|−a
′)q. A transformation of coordinates x := 2−j+1y and the
just mentioned homogeneity property of the system (ϕj)j yield∑
|α|≤m′
2−(j−1)(|α|−a
′)q
∫
Dj
| ∂α(uϕj)(x)|q dx
=
∑
|α|≤m′
2−(j−1)(|α|−a
′)q
∫
D1
| ∂α(uϕj)(2−j+1y)|q 2(−j+1)d dy
=
∑
|α|≤m′
2−(j−1)(|α|−a
′)q2(−j+1)d 2(j−1)|α|q
∫
D1
∣∣∣ ∂α(u(2−j+1 · )ϕ1)( · ))(y)∣∣∣q dy
= 2(j−1)a
′q2(−j+1)d ‖u(2−j+1 · )ϕ1|Wm′q (D1)‖q .
Here Wm
′
q (D1) denotes the standard Sobolev space with parameters m
′ and q on
D1. Clearly,
(38) Wmp (D1) ↪→ Wm
′
q (D1) if m− d/p ≥ m′ − d/q , 1 ≤ p ≤ q <∞ ,
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see [1, 5.1]. Therefore, we obtain∑
|α|≤m′
2−(j−1)(|α|−a
′)q
∫
Dj
| ∂α(uϕj)(x)|q dx
. 2(j−1)a′q2(−j+1)d ‖u(2−j+1 · )ϕ1|Wmp (D1)‖q(39)
with hidden constants independent of j and u. By applying the same homogeneity
arguments as above, but in reversed order, we find
‖u(2−j+1 · )ϕ1|Wmp (D1)‖q =
( ∑
|α|≤m
∫
D1
|2(−j+1)|α| ∂α(uϕj)(2−j+1y)|p dy
)q/p
=
( ∑
|α|≤m
2(−j+1)|α|p 2(j−1)d
∫
Dj
|∂α(uϕj)(x)|p dx
)q/p
Inserting this into (39) we obtain∑
|α|≤m′
2−(j−1)(|α|−a
′)q
∫
Dj
| ∂α(uϕj)(x)|q dx
. 2(j−1)a′q2(−j+1)d
( ∑
|α|≤m
2(−j+1)|α|p 2(j−1)d
∫
Dj
|∂α(uϕj)(x)|p dx
)q/p
.
( ∑
|α|≤m
2(j−1)(
d
p
− d
q
−|α|+a′)p
∫
Dj
|∂α(uϕj)(x)|p dx
)q/p
.
( ∑
|α|≤m
2(j−1)(
d
p
− d
q
+a′−a)p
∫
Dj
|2−j(|α|−a))∂α(uϕj)(x)|p dx
)q/p
.
Obviously 2−j(|α|−a)  ρ(x)|α|−a on Dj. By assumption dp − dq + a′ − a ≤ 0. Hence∑
|α|≤m′
∞∑
j=1
2−j(|α|−a
′)q
∫
Dj
| ∂α(uϕj)(x)|q dx
.
∞∑
j=1
( ∑
|α|≤m
∫
Dj
| ρ(x)|α|−a∂α(uϕj)(x)|p dx
)q/p
Next we shall use that `1 ↪→ `q/p. This yields∑
|α|≤m′
∞∑
j=1
2−j(|α|−a
′)q
∫
Dj
| ∂α(uϕj)(x)|q dx
.
( ∞∑
j=1
∑
|α|≤m
∫
Dj
| ρ(x)|α|−a∂α(uϕj)(x)|p dx
)q/p
.
For the term with j = 0 it is enough to apply the Sobolev embedding (38) with D1
replaced by D0. In view of (33) this proves sufficiency of our conditions.
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Step 2. Necessity. The necessity of m−d/p ≥ m′−d/q is part of the classical Sobolev
theory, we refer to [1, 5.2.4]. It remains to prove the necessity of a− d/p ≥ a′− d/q.
Therefore we choose a non-trivial function u ∈ C∞0 (Rd) such that suppu ⊂ {x ∈
Rd : 0 < |x′| < 1}. Such a function and all dilated versions u(λ ·), λ > 0, belong
to all spaces Kma,p(Rd,R`∗). Observe the following homogeneity property for values
λ > 1:
‖u(λ · )|Kma,p(Rd,R`∗)‖p =
∑
|α|≤m
∫
Rd
λ|α|p |ρ(x)|α|−a ∂αu(λx)|p dx
=
∑
|α|≤m
λ|α|p−d
∫
suppu
|ρ(y/λ)|α|−a ∂αu(y)|p dy

∑
|α|≤m
λap−d
∫
suppu
|ρ(y)|α|−a ∂αu(y)|p dy
= λap−d ‖u |Kma,p(Rd,R`∗)‖p .(40)
We assume Kma,p(Rd,R`∗) ↪→ Km′a′,q(Rd,R`∗). This implies the existence of a positive
constant c such that
‖u(λ · )|Km′a′,q(Rd,R`∗)‖ ≤ c ‖u(λ · )|Kma,p(Rd,R`∗)‖
holds for all λ ≥ 1 and in view of (40) a′ − d/q ≤ a− d/p as claimed.
The counterpart for q =∞ can be formulated as follows.
Proposition 25. Let a ∈ R, m ∈ N, and 0 ≤ ` < d.
(i) Let 1 < p < ∞. Then Kma,p(Rd,R`∗) is embedded into Km′a′,∞(Rd,R`∗) if, and only
if,
m− d
p
> m′ and a− d
p
≥ a′ .
(ii) Let p = 1. Then Kma,1(Rd,R`∗) is embedded into Km′a′,∞(Rd,R`∗) if, and only if,
m− d ≥ m′ and a− d ≥ a′ .
3.2 Continuous embeddings for Kondratiev spaces on do-
mains of generalized polyhedral type
Theorem 26. Let 1 ≤ p ≤ q < ∞, m ∈ N, and a ∈ R. Let the pair (D,M) be of
generalized polyhedral type. Then Kma,p(D,M) is embedded into Km′a′,q(D,M) if, and
only if,
m− d
p
≥ m′ − d
q
and a− d
p
≥ a′ − d
q
.
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Proof. Step 1. Let (D,M) be as in Cases I-III. The linear and continuous extension
operator E in Proposition 15 allows to reduce sufficiency to Proposition 24. Concern-
ing necessity we mention that our argument in Proposition 24 relied on a function
u ∈ C∞0 (Rd) with suppu ⊂ {x ∈ Rd : 0 < |x′| < 1}. For notational convenience we
consider Case I with D = K and M = {0}. Let u ∈ C∞0 (K). Again all functions
u(λ · ), λ > 1, belong to C∞0 (K). Now, similar as in the proof of Theorem 23 we can
reduce everything to Proposition 24.
Step 2. Let D be a polyhedral cone as in Case IV. It is enough to combine Lemma
9 with Step 1.
Step 3. Let D be a domain of polyhedral type with singularity set S. Then we make
use of Lemma 8 to reduce the problem to an application of Steps 1 and 2.
Step 4. In all remaining cases we apply Lemma 13 with Steps 1 and 2.
Arguing as in case q <∞ we can derive also the following for q =∞.
Theorem 27. Let a ∈ R and m ∈ N. Let the pair (D,M) be of generalized polyhedral
type.
(i) Let 1 < p <∞. Then Kma,p(D,M) is embedded into Km′a′,∞(D,M) if, and only if,
m− d
p
> m′ and a− d
p
≥ a′ .
(ii) Let p = 1. Then Kma,1(D,M) is embedded into Km′a′,∞(D,M) if, and only if,
m− d ≥ m′ and a− d ≥ a′ .
Remark 28. Embeddings of Kondratiev spaces have been proved also in Maz’ya and
Rossmann [37]. We refer to Lemma 1.2.2 and Lemma 1.2.3 (smooth cones), Lemma
2.1.1 (dihedron), Lemma 3.1.3 and Lemma 3.1.4 (cones with edges) and Lemma
4.1.2 (domains of polyhedral type). Only sufficiency is discussed there. Except for
smooth cones the case of equality of m− d/p and m′ − d/q is always excluded.
4 Compact embeddings
Having dealt with continuous embeddings within the scale of Kondratiev spaces so
far, we now investigate when these embeddings are compact. Roughly speaking, it
turns out that whenever we deal with strict inequalities in Theorems 26 and 27 we
obtain compact embeddings. Recall that in a pair (D,M) of generalized polyhedral
type D is a bounded domain.
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Theorem 29. Let 1 ≤ p ≤ q ≤ ∞, m ∈ N, and a ∈ R. Let (D,M) be either
(K,M) (Case I) or (P,Γ) (Case II) or (I,M`) (Case III) or (Q,M) (Case IV) or
a domain of polyhedral type with S being the singularity set of D. Then Kma,p(D,M)
is compactly embedded into Km′a′,q(D,M) if, and only if,
m− d
p
> m′ − d
q
and a− d
p
> a′ − d
q
.
Proof. Step 1. Sufficiency. Here we will follow Maz’ya, Rossmann [37, Lemma 4.1.4].
We fix ε > 0. Moreover, for δ > 0 we put
Dδ := {x ∈ D : ρ(x) < δ} .
If δ is small enough, then, as D itself, D \ Dδ has the cone property. This implies
the compactness of the embedding Wmp (D \ Dδ) ↪→↪→ Wm′q (D \ Dδ) and therefore
(with a slight abuse of notation) Kma,p(D \Dδ,M) ↪→↪→ Km′a′,q(D \Dδ,M).
Let U denote the unit ball in Kma,p(D,M). Then this compact embedding, together
with
sup
u∈U
‖u|Km′a′,q(D \Dδ,M)‖ ≤ sup
u∈U
‖u|Km′a′,q(D,M)‖ = C1 <∞
which in turn is a consequence of the continuity of the embedding Kma,p(D,M) ↪→
Km′a′,q(D,M) (see Theorems 26 and 27), implies the existence of a finite ε-net
u1, . . . , uN ∈ U such that for all u ∈ U we have
min
i=1,... ,N
‖u− ui |Km′a′,q(D \Dδ,M)‖ < ε .
Next we define σ := a − d
p
+ d
q
− a′. By assumption σ > 0. If u ∈ U , applying
Theorems 26 and 27, we conclude
‖u|Km′a′,q(Dδ,M)‖ =
( ∑
|α|≤m′
∫
Dδ
|ρ(x)|α|−(a− dp+ dq−σ)∂αu(x)|q dx
)1/q
≤ δσ
( ∑
|α|≤m′
∫
Dδ
|ρ(x)|α|−(a− dp+ dq )∂αu(x)|q dx
)1/q
≤ δσ ‖u |Km′
a− d
p
+ d
q
,q
(D,M)‖
≤ δσ C1 ‖u |Kma,p(D,M)‖
≤ δσ C1 .
Choosing δ so small such that δσ C1 < ε we get
min
i=1,... ,N
‖u− ui |Km′a′,q(D,M)‖ < 3 ε .
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Hence, the embedding is compact.
Step 2. We deal with necessity.
Substep 2.1. The necessity of m − d
p
> m′ − d
q
follows from the necessity of this
condition for the compactness of the embedding Wmp (Ω) ↪→↪→ Wm′q (Ω), where Ω
is a domain in Rd satisfying a cone condition. It is enough to choose Ω as a ball
contained in D such that dist (Ω,M) ∈ [A,B] for 0 < A < B <∞.
Substep 2.2. Necessity of a − d
p
> a′ − d
q
. Let u ∈ C∞0 (Rd) be a nontrivial function
such that suppu ⊂ B1(0). Next we select a sequence (xj)j ⊂ D such that
B2−(j+4)(x
j)⊂
{
x ∈ D : 2−j < ρ(x) < 2−j+1
}
, j ≥ j0(D).
For D being a domain of generalized polyhedral type it is clear that such a sequence
exists if j0(D) is chosen sufficiently large. We put
uj(x) := u(2
j(x− xj)), x ∈ Rd, j ≥ j0(D).
It follows
‖uj |Kma,p(D,M)‖p 
∑
|α|≤m
2−j(|α|−a)p
∫
D
|∂αuj(x)|p dx

∑
|α|≤m
2−j(|α|−a)p2j|α|p
∫
B1(0)
|∂αu(y)|p 2−jd dy
 2j(ap−d) ‖u |Wmp (B1(0))‖ .
Hence, we obtain
‖ 2−j(a− dp ) uj |Kma,p(D,M)‖  1 , j ≥ j0(D) .
Let a′′ := a− d
p
+ d
q
. Then
‖ 2−j(a′′− dq ) uj |Kma′′,q(D,M)‖ = ‖ 2−j(a−
d
p
) uj |Kma′′,q(D,M)‖ ≥ c > 0 , j ≥ j0(D) .
Observe that
suppuj ∩ suppuj+2 = ∅ , j ≥ j0(D).
Consequently
(
2−2j(a−
d
p
)u2j
)
j
is a bounded sequence in Kma,p(D,M) which does not
have a convergent subsequence in Kma′′,q(D,M).
Remark 30. For Sobolev spaces this result, usually called Rellich-Kondrachov theo-
rem, has been known for a long time, we refer to Adams [1, Thm. 6.2]. The sufficiency
part of Theorem 29 is essentially contained in Maz’ya, Rossmann [37, Lemma 4.1.4].
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5 Pointwise multiplication in Kondratiev spaces
5.1 Pointwise multiplication in the model case
First we deal with our model case Kma,p(Rd,R`∗). As before the main idea consists in
tracing everything back to the standard Sobolev case.
5.1.1 Algebras with respect to pointwise multiplication
Recall that Wmp (Rd), m ∈ N, 1 ≤ p < ∞, is an algebra with respect to pointwise
multiplication if, and only if, either 1 < p < ∞ and m > d/p or p = 1 and m ≥ d,
cf. [1, Thm. 5.23] and also [35, Sect. 6.1] for the limiting case. In particular,
(41) ‖u · v|Wmp (Rd)‖ ≤ c‖u|Wmp (Rd)‖‖v|Wmp (Rd)‖,
for all u, v ∈ Wmp (Rd) and some c > 0. Observe, that these conditions are equivalent
with the L∞-embedding of the Sobolev space.
As a first step we now consider the following more general estimate of a product.
The strategy of the proof will be essential for the following results.
Theorem 31. Let 1 ≤ p <∞, m ∈ N, 0 ≤ ` < d, and a ∈ R. In case that Wmp (Rd)
is an algebra with respect to pointwise multiplication there exists a constant c s.t.
‖u · v |Km
2a− d
p
,p
(Rd,R`∗)‖ ≤ c ‖u |Kma,p(Rd,R`∗)‖ ‖ v |Kma,p(Rd,R`∗)‖
holds for all u, v ∈ Kma,p(Rd,R`∗).
Proof. Step 1. Some preliminary estimates. Recall the definition of the sets Dj in
(37) and the weight function ρ from (21). Fix j ≥ 1. We start with∫
Dj
|∂βw(x)|p dx . 2−dj
∫
D1
| ∂βw(2−j+1y) |p dy
. 2j|β|p 2−dj
∫
D1
∣∣∂β(w(2−j+1 · ))(y)∣∣p dy ,
where we used the transformation of coordinates y := 2j−1x. Summation over β then
implies
(42)
∑
|β|≤m
2−j|β|p
∫
Dj
|∂βw(x)|p dx . 2−dj ‖w(2−j+1 · ) |Wmp (D1)‖p.
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We further note
‖w(2−j+1 · ) |Wmp (D1)‖p =
∑
|β|≤m
2−(j−1)|β|p
∫
D1
|∂βw(2−j+1y)|p dy
=
∑
|β|≤m
2−(j−1)|β|p
∫
Dj
|∂βw(x)|p 2d(j−1) dx .(43)
Step 2. Let u, v ∈ Kma,p(Rd,R`∗) such that
suppu, supp v ⊂ {x = (x′, x′′) ∈ Rd : |x′| ≤ 3/4} .
Since Wmp (Rd) is an algebra, (42) applied to w = u · v, leads to
‖u · v|Kma,p(Rd,R`∗)‖p
.
∞∑
j=1
∑
|β|≤m
2−j(|β|−a)p
∫
Dj
| ∂β(u · v)(x)|p dx
.
∞∑
j=1
2jap 2−dj ‖u(2−j+1 · )v(2−j+1 · ) |Wmp (D1)‖p
.
∞∑
j=1
2jap 2−dj ‖u(2−j+1 · ) |Wmp (D1)‖p ‖ v(2−j+1 · ) |Wmp (D1)‖p .(44)
In view of (43) we finally find
‖u · v|Kma,p(Rd,R`∗)‖p .
∞∑
j=1
2jap 2−dj
(∑
|β|≤m
2−j|β|p 2dj
∫
Dj
| ∂βu(x)|pdx
)
×
(∑
|β|≤m
2−j|β|p 2dj
∫
Dj
| ∂βv(x)|p dx
)
.
∞∑
j=1
(∑
|β|≤m
2−j|β|p 2j(
a
2
+ d
2p
)p
∫
Dj
| ∂βu(x)|p dx
)
× sup
j≥1
(∑
|β|≤m
2−j|β|p 2j(
a
2
+ d
2p
)p
∫
Dj
| ∂βv(x)|p dx
)
. ‖u |Kma
2
+ d
2p
,p
(Rd,R`∗)‖p ‖ v |Kma
2
+ d
2p
,p
(Rd,R`∗)‖p
Step 3. Let u, v ∈ Kma,p(Rd,R`∗) such that
suppu, supp v ⊂ {x = (x′, x′′) ∈ Rd : |x′| ≥ 1/4} .
In this situation the weight does not play any role and we may apply the result for
Sobolev spaces directly.
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Step 4. Let u, v ∈ Kma,p(Rd,R`∗). There exists a smooth function η ∈ Cm(Rd) with
the following properties: η(x) = 1 if |x′| ≤ 1/2 and supp η ⊂ {x ∈ Rd : |x′| ≤ 3/4}.
Let τ ∈ Cm(Rd) be a function such that τ = 1 on supp(1− η2) and supp τ ⊂ {x ∈
Rd : |x′| ≥ 1/4}. Making use of the basic properties of the Kondratiev spaces listed
in Subsection 2.1 and the results of Steps 2 and 3, we obtain
‖u · v |Kma,p(Rd,R`∗)‖p
= ‖u · v · η2 + u · v · (1− η2) |Kma,p(Rd,R`∗)‖p
. ‖ (u · η) · (v · η) |Kma,p(Rd,R`∗)‖p + ‖ (u · (1− η2)) · (v · τ) |Kma,p(Rd,R`∗)‖p
. ‖u · η |Kma
2
+ d
2p
,p
(Rd,R`∗)‖p‖ v · η |Kma
2
+ d
2p
,p
(Rd,R`∗)‖p
+ ‖u · (1− η2) |Kma
2
+ d
2p
,p
(Rd,R`∗)‖p‖ v · τ |Kma
2
+ d
2p
,p
(Rd,R`∗)‖p
. ‖u |Kma
2
+ d
2p
,p
(Rd,R`∗)‖p‖ v |Kma
2
+ d
2p
,p
(Rd,R`∗)‖p .
The proof is complete.
Corollary 32. Let 1 ≤ p <∞, m ∈ N, a ∈ R, and 0 ≤ ` < d.
(i) Let a ≥ d
p
and either 1 < p < ∞ and m > d/p or p = 1 and m ≥ d. Then the
Kondratiev space Kma,p(Rd,R`∗) is an algebra with respect to pointwise multiplication,
i.e., there exists a constant c such that
‖u · v|Kma,p(Rd,R`∗)‖ ≤ c‖u|Kma,p(Rd,R`∗)‖‖v|Kma,p(Rd,R`∗)‖
holds for all u, v ∈ Kma,p(Rd,R`∗).
(ii) Let ` = 0. Then the Kondratiev space Kma,p(Rd,R0∗) is an algebra with respect to
pointwise multiplication if, and only if, a ≥ d
p
and either 1 < p < ∞ and m > d/p
or p = 1 and m ≥ d.
Proof. Step 1. Sufficiency. As mentioned in Subsection 2.1, the spaces Kma,p(Ω,M)
are monotone in a. Since
Km
2a− d
p
,p
(Rd,R`∗) ↪→ Kma,p(Rd,R`∗) if a ≥
d
p
,
the claim follows from Theorem 31.
Step 2. Necessity in case ` = 0. The necessity of the conditions 1 < p < ∞ and
m > d/p or p = 1 and m ≥ d can be reduced to the necessity in case of Sobolev
spaces by using an obvious cut-off argument. It remains to prove the necessity of
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a ≥ d/p. Therefore we construct a counterexample in case a < d/p. Employing
Lemma 50 in the Appendix we conclude
%˜b · ψ ∈ Kma,p(Rd,R0∗) if, and only if, a− b <
d
p
as well as
(%˜b · ψ)2 ∈ Kma,p(Rd,R0∗) if, and only if, a− 2b <
d
p
.
We choose b < 0 such that
a− d
p
< b <
a− d/p
2
.
Then %˜b · ψ ∈ Kma,p(Rd,R0∗) but (%˜b · ψ)2 does not belong to it.
As the proof of Theorem 31 shows, we also have the following slightly more
general version.
Corollary 33. Let 1 ≤ p <∞, m,m1,m2 ∈ N0, a1, a2 ∈ R, and 0 ≤ ` < d. If either
1 < p <∞ and min(m1,m2) ≥ m > d/p or p = 1 and min(m1,m2) ≥ m ≥ d, then
there exists a constant c s.t.
(45) ‖u · v |Km
a1+a2− dp ,p
(Rd,R`∗)‖ ≤ c ‖u |Km1a1,p(Rd,R`∗)‖ ‖ v |Km2a2,p(Rd,R`∗)‖
holds for all u ∈ Km1a1,p(Rd,R`∗) and v ∈ Km2a2,p(Rd,R`∗).
5.1.2 Multiplication with unbounded functions
There are two known possibilities to extend (41) to unbounded functions. The first
one is as follows. Let 1 < p <∞, m0 ∈ N, m1 ∈ N0, and
(46)
d
2p
≤ m0 < d
p
.
Then there exists a constant c > 0 such that
(47) ‖u · v|Wm1p (Rd)‖ ≤ c‖u|Wm0p (Rd)‖ ‖v|Wm0p (Rd)‖,
holds for all u, v ∈ Wm0p (Rd), where
(48) m1 ≤ 2m0 − d
p
.
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Observe that these restrictions are natural in such a context. To see this one may
use the following family of test functions:
fα(x) := |x− x0|−α ψ(x− x0) , x ∈ Rd, α > 0 .
Here x0 is an arbitrary point in Rd and ψ ∈ C∞0 (Rd) such that ψ(0) > 0. Elementary
calculations yield fα ∈ Wmp (Rd) if, and only if, α < dp −m, cf. [41, Lemma 2.3.1/1].
First we comment on the lower bound in (46). If m0 = d/(2p) − ε for some ε > 0,
then we may choose α = d/(2p) getting fα ∈ Wm0p (Rd). But the product fα · fα
does not belong to Lp(Rd) since the order of the singularity is d/p.
Secondly, we deal with (48). Let m0 satisfy (46) and choose α =
d
p
−m0 − ε with
ε > 0 small. For the product fα · fα we conclude that it belongs to Wm1p (Rd) if
m1 <
d
p
− 2α = −d
p
+ 2m0 + 2ε .
For ε ↓ 0 the restriction (48) follows.
For all this we refer to [41], in particular Corollary 4.5.2.
In terms of Kondratiev spaces the following can be shown.
Theorem 34. Let 1 < p <∞, m0 ∈ N, m1 ∈ N0, 0 ≤ ` < d, and a0 ∈ R. Suppose
d
2p
≤ m0 < d
p
, m1 ≤ 2m0 − d
p
, and a1 := 2
(
a0 − d
2p
)
.
Then there exists a constant c s.t.
(49) ‖u · v |Km1a1,p(Rd,R`∗)‖ ≤ c ‖u |Km0a0,p(Rd,R`∗)‖ ‖ v |Km0a0,p(Rd,R`∗)‖
holds for all u, v ∈ Km0a0,p(Rd,R`∗).
Proof. We follow the same strategy as used in the proof of Theorem 31. Therefore
only some comments to the modification are made. We have to modify (44). Using
(47) instead of (41) we find
‖u · v |Km1a1,p(Rd,R`∗)‖p
.
∞∑
j=1
2ja1p 2−dj ‖u(2−j+1 · ) |Wm0p (D1)‖p ‖ v(2−j+1 · ) |Wm0p (D1)‖p .
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Now we continue as before and obtain
‖u · v |Km1a1,p(Rd,R`∗)‖p .
∞∑
j=1
2ja1p 2−dj
( ∑
|β|≤m0
2−j|β|p 2dj
∫
Dj
| ∂βu(x)|pdx
)
×
( ∑
|β|≤m0
2−j|β|p 2dj
∫
Dj
| ∂βv(x)|p dx
)
.
∞∑
j=1
( ∑
|β|≤m0
2−j|β|p 2j(
a1
2
+ d
2p
)p
∫
Dj
| ∂βu(x)|p dx
)
× sup
j≥0
( ∑
|β|≤m0
2−j|β|p 2j(
a1
2
+ d
2p
)p
∫
Dj
| ∂βv(x)|p dx
)
. ‖u |Km0a1
2
+ d
2p
,p
(Rd,R`∗)‖p ‖ v |Km0a1
2
+ d
2p
,p
(Rd,R`∗)‖p .
This proves the claim.
Remark 35. Observe that we have to accept a loss in regularity in (49) since, by
(46) we always have m1 < m0.
As before there exists a generalization in the dependence with respect to the
parameter a. It will be based on the following product estimate in case of Sobolev
spaces, see Corollary 4.5.2 in [41]. Let 1 < p <∞, m0,m1 ∈ N, m2 ∈ N0,
(50)
d
p
≤ m0 +m1, and m0,m1 < d
p
.
Then there exists a constant c > 0 such that
(51) ‖u · v|Wm2p (Rd)‖ ≤ c‖u|Wm0p (Rd)‖ ‖v|Wm1p (Rd)‖,
holds for all u ∈ Wm0p (Rd) and v ∈ Wm1p (Rd), where
(52) m2 ≤ m0 +m1 − d
p
.
Proposition 36. Let 1 < p <∞, m0,m1 ∈ N, m2 ∈ N0, 0 ≤ ` < d, and a0, a1 ∈ R.
Suppose (50) and (52). We put
a2 := a0 + a1 − d
p
.
Then there exists a constant c s.t.
‖u · v |Km2a2,p(Rd,R`∗)‖ ≤ c ‖u |Km0a0,p(Rd,R`∗)‖ ‖ v |Km1a1,p(Rd,R`∗)‖
holds for all u ∈ Km0a0,p(Rd,R`∗) and all v ∈ Km1a1,p(Rd,R`∗).
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Proof. The proof follows along the same lines as the proof of Theorem 34.
There is a second possibility. Instead of a shift in the smoothness parameters as
above, we shall now allow a shift in the integrability. Again our approach will be
based on Theorem 4.5.2 and Corollary 4.5.2 in [41]. Let 1 < p <∞, m ∈ N, and
(53) 2d
(1
p
− 1
2
)
< m <
d
p
.
We put
(54) t :=
d
2d
p
−m .
Then there exists a constant c > 0 such that
(55) ‖u · v|Wmt (Rd)‖ ≤ c‖u|Wmp (Rd)‖ ‖v|Wmp (Rd)‖
holds for all u, v ∈ Wmp (Rd). It is easy to see that the left-hand side of (53) is
equivalent to t > 1. The optimality of t follows by employing the family fα. Let
t < t′ and put
ε :=
d
2
(1
t
− 1
t′
)
.
Then the function fα with α =
d
p
−m−ε belongs to Wmp (Rd) and fα · fα 6∈ Wmt′ (Rd)
because of 2α = d
t′ −m.
Theorem 37. Let 1 < p < ∞, m ∈ N, 0 ≤ ` < d, and a0 ∈ R. Let t be defined as
in (54) and put a˜1 := 2a0 −m. Suppose (53). Then for any a1 < a˜1 there exists a
constant c s.t.
‖u · v |Kma1,t(Rd,R`∗)‖ ≤ c ‖u |Kma0,p(Rd,R`∗)‖ ‖ v |Kma0,p(Rd,R`∗)‖
holds for all u, v ∈ Kma0,p(Rd,R`∗).
Proof. We follow the same strategy as used in the proof of Theorem 31. Again it
suffices to comment on the modifications needed in comparison with the proof of
Theorem 31. We need to modify (44) by using (55), which gives
‖u · v |Kma1,t(Rd,R`∗)‖t
.
∞∑
j=1
2ja1t 2−dj ‖u(2−j+1 · ) |Wmp (D1)‖t ‖ v(2−j+1 · ) |Wmp (D1)‖t .(56)
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Let ε := t
2
(a˜1 − a1) > 0 and a2 := a12 + d(1p − 12t). Observe d(1p − 12t) = m2 . It follows
‖u · v |Kma1,t(Rd,R`∗)‖t .
∞∑
j=1
2ja1t 2−dj
(∑
|β|≤m
2−j|β|p 2dj
∫
Dj
| ∂βu(x)|pdx
)t/p
×
(∑
|β|≤m
2−j|β|p 2dj
∫
Dj
| ∂βv(x)|p dx
)t/p
.
∞∑
j=1
2−jε sup
j≥0
2jε
(∑
|β|≤m
2−j|β|p 2j(
a1
2
+d( 1
p
− 1
2t
))p
∫
Dj
| ∂βu(x)|p dx
)t/p
× sup
j≥0
(∑
|β|≤m
2−j|β|p 2j(
a1
2
+d( 1
p
− 1
2t
))p
∫
Dj
| ∂βv(x)|p dx
)t/p
. ‖u |Kma2+ε/t,p(Rd,R`∗)‖t ‖ v |Kma2,p(Rd,R`∗)‖t .
Because of a0 = a2 + ε/t and the monotonicity of Kondratiev spaces with respect
to a, i.e., Kma2+ εt ,p(Ω,M) ↪→ K
m
a2,p
(Ω,M), the claim follows.
Remark 38. We compare Theorem 34 and Theorem 37. Observe
Km2a0−m,t(Rd,R`∗) ↪→ Km12(a0−d/(2p)),p(Rd,R`∗) ,
see Proposition 24. However, again by Proposition 24 it follows
Km2a0−m−ε,t(Rd,R`∗) 6⊂ Km12(a0−d/(2p)),p(Rd,R`∗) ,
for any ε > 0. In addition, the assumptions in Theorem 34 and Theorem 37 are
different.
As already mentioned in the introduction we are interested in some semilinear
elliptic PDEs with nonlinearity given by un for some n > 1. For later use we now
collect the consequences of our previous results for the mapping u 7→ un.
Corollary 39. Let m0,m ∈ N, m1 ∈ N0, a ∈ R, and 0 ≤ ` < d.
(i) Let either 1 < p < ∞ and m > d/p or p = 1 and m ≥ d. Then we have for all
natural numbers n > 1,
un ∈ Km
na− d(n−1)
p
,p
(Rd,R`∗) for all u ∈ Kma,p(Rd,R`∗) ,
together with the estimate
‖un |Km
na− d(n−1)
p
,p
(Rd,R`∗)‖ ≤ cn−1 ‖u |Kma,p(Rd,R`∗)‖n ,
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where c is the constant in (45).
(ii) Let 1 < p <∞ and d/(2p) ≤ m0 < d/p. Let m1 ≤ 2m0 − d/p. Then we have
u2 ∈ Km1
2a− d
p
,p
(Rd,R`∗) for all u ∈ Km0a,p(Rd,R`∗) ,
together with the estimate
‖u2 |Km1
2a− d
p
,p
(Rd,R`∗)‖ ≤ c ‖u |Km0a,p(Rd,R`∗)‖2 ,
where c is the constant in (49).
(iii) Let 1 < p <∞, t as in (54) and
2d
(1
p
− 1
2
)
< m <
d
p
.
Then, for any a1 < 2a−m, there exists a constant c such that
u2 ∈ Kma1,t(Rd,R`∗) for all u ∈ Kma,p(Rd,R`∗) ,
together with the estimate
‖u2 |Kma1,t(Rd,R`∗)‖ ≤ c ‖u |Kma,p(Rd,R`∗)‖2 .
Proof. The result in (i) follows by induction upon applying Corollary 33 to u and
un−1. Parts (ii) and (iii) are just special cases of Theorem 34 and Theorem 37,
respectively.
Remark 40. Applying Proposition 36 one can use the same induction argument as
for the proof of part (i). However, the results obtained in this way seem to make
sense only in the very special situation that d/p is a natural number. The reason
for that can be found in the restriction (52). If d/p is not a natural number one is
loosing too much regularity through the induction process. For d/p ∈ {1, . . . , d− 1}
and (n− 1)d
p
≤ nm one obtains:
un ∈ Knm−(n−1)
d
p
na−(n−1) d
p
,p
(Rd,R`∗) for all u ∈ Kma,p(Rd,R`∗) ,
together with the estimate
‖un |Knm−(n−1)
d
p
na−(n−1) d
p
,p
(Rd,R`∗)‖ ≤ cn−1‖u |Kma,p(Rd,R`∗)‖n .
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5.1.3 Moser-type inequalities
Moser [39] was the first to see that one can improve the estimates of products in
case one knows that both factors are bounded. In fact the following is true: Let
1 < p < ∞ and m ∈ N. Then Wmp (Rd) is an algebra with respect to pointwise
multiplication and there exists a constant c such that
‖u · v |Wmp (Rd)‖ ≤ c ( ‖u |Wmp (Rd)‖ ‖ v |L∞(Rd)‖
+ ‖ v |Wmp (Rd)‖ ‖u |L∞(Rd)‖)(57)
holds for all u, v ∈ Wmp (Rd) ∩ L∞(Rd), see [41, 4.6.4].
Inserting this modification into Step 2 of the proof of Theorem 31 we obtain the
following.
Theorem 41. Let 1 < p <∞, m ∈ N, 0 ≤ ` < d, and a ∈ R.
Then there exists a constant c s.t.
‖u · v |Kma,p(Rd,R`∗)‖ ≤ c (‖u |Kma,p(Rd,R`∗)‖ ‖ v |L∞(Rd)‖
+ ‖ v |Kma,p(Rd,R`∗)‖ ‖u |L∞(Rd)‖)
holds for all u, v ∈ Kma,p(Rd,R`∗) ∩ L∞(Rd).
5.1.4 Products of Kondratiev spaces with different p
In the sequel we are not interested in the most general situation, only in a few special
cases. Quite easy to prove is the following.
Proposition 42. Let 1 ≤ p <∞, m ∈ N, 0 ≤ ` < d, and a ∈ R. Then there exists
a constant c s.t.
‖u · v |Kma,p(Rd,R`∗)‖ ≤ c ‖ v |Km0,∞(Rd,R`∗)‖ ‖u |Kma,p(Rd,R`∗)‖
holds for all u ∈ Kma,p(Rd,R`∗) and v ∈ Km0,∞(Rd,R`∗).
Proof. We only need to modify several steps of the proof of Theorem 31. Using
Leibniz rule and the fact that the sets
Dj := {x ∈ Rd : 2−j−1 < ρ(x) < 2−j+1}, j ∈ N0,
have finite overlap, we estimate
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‖u · v |Kma,p(Rd,R`∗)‖p
.
∞∑
j=0
∑
|α|≤m
∑
α=β+γ
2−j(|β|−a)p2−j|γ|p
∫
Dj
|∂βu(x)∂γv(x)|p dx
.
∞∑
j=0
∑
|β|≤m
∑
|γ|≤m
2−j(|β|−a)p2−j|γ|p sup
x∈Dj
|∂γv(x)|p
∫
Dj
|∂βu(x)|p dx
≤
∑
|γ|≤m
sup
j≥0
sup
x∈Dj
|2−j|γ|∂γv(x)|p
 ∞∑
j=0
∑
|β|≤m
2−j(|β|−a)p
∫
Dj
|∂βu(x)|p dx
.
∑
|γ|≤m
sup
j≥0
sup
x∈Dj
|ρ(x)|γ|∂γv(x)|
p ‖u|Kma,p(Rd,R`∗)‖p
. ‖v|Km0,∞(Rd,R`∗)‖p‖u|Kma,p(Rd,R`∗)‖p .
This proves the claim.
In our intended application in [10] we can also allow for a shift in the regularity
parameter m in the pointwise multiplier assertion, i.e., for the product u · v we
require less weak derivatives than for u and/or v. This aspect leads to the following
modification.
Corollary 43. Let m,n ∈ N and 0 ≤ ` < d.
(i) Let max(1, d/n) < p <∞ and a ≥ d
p
− n. Then there exists a constant c s.t.
(58) ‖u · v |Kma,p(Rd,R`∗)‖ ≤ c ‖ v |Km+na+n,p(Rd,R`∗)‖ ‖u |Kma,p(Rd,R`∗)‖
holds for all u ∈ Kma,p(Rd,R`∗) and v ∈ Km+na+n,p(Rd,R`∗).
(ii) Let p = 1, d ≤ n, and a ≥ d− n. Then (58) is true as well.
Proof. In view of Proposition 42 it is enough to apply Km+na+n,p(Rd,R`∗) ↪→
Km0,∞(Rd,R`∗), which by Corollary 27 is the case if
m+ n− d
p
> m, i.e., n >
d
p
, and a+ n− d
p
≥ 0.
By our assumptions on p and a the proof is complete.
Remark 44. (i) Observe, that in Corollary 43 we do not need that m is large. We
only use that a is sufficiently large.
(ii) A simple reformulation yields in case n = 2
(59) ‖u · v |Km−1a−1,p(Rd,R`∗)‖ ≤ c ‖ v |Km+1a+1,p(Rd,R`∗)‖ ‖u |Km−1a−1,p(Rd,R`∗)‖
if m ∈ N, max(1, d/2) < p <∞, and a ≥ d
p
− 1.
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5.2 Pointwise multiplication in Kondratiev spaces on do-
mains of generalized polyhedral type
In order to shift the results on multiplication obtained for Kma,p(Rd,R`∗) to Kma,p(D,M)
with (D,M) being a pair of generalized polyhedral type, we proceed as in case of the
continuous embeddings. As a first step we employ Proposition 15 and conclude that
all sufficient conditions in Subsection 5.1 remain sufficient conditions for Kondratiev
spaces on pairs (D,M) as in Cases I-III. Next we use Lemma 9 to show the same for
Kondratiev spaces on polyhedral cones. Now we are ready to prove sufficiency also for
Kondratiev spaces on domains of polyhedral type by making use of Lemma 8. Finally,
we apply Lemma 13 to establish sufficiency for pairs of generalized polyhedral type.
Theorem 45. Theorem 31, Corollary 32(i), Corollary 33, Theorem 34, Proposition
36, Theorem 37, Corollary 39, Theorem 41, Proposition 42, and Corollary 43 carry
over to Kondratiev spaces with respect to pairs (D,M) of generalized polyhedral type.
Also Corollary 32(ii) has a counterpart, but restricted to spaces on smooth cones.
Corollary 46. Let 1 ≤ p < ∞, m ∈ N, and a ∈ R. Furthermore, let K be the
smooth cone from Case I.
The Kondratiev space Kma,p(K, {0}) is an algebra with respect to pointwise multipli-
cation if, and only if, a ≥ d
p
with either 1 < p < ∞ and m > d/p or p = 1 and
m ≥ d.
6 Appendix - concrete examples
The following three lemmas are based on straightforward elementary calculations.
Therefore all details are omitted.
Lemma 47. Let 1 ≤ p ≤ ∞, a ∈ R, and m ∈ N0.
(i) Let K be a smooth cone as in Case I. Then 1 ∈ Kma,p(K, {0}) if, and only if,
either a < d/p for p <∞ or if a ≤ 0 for p =∞.
(ii) Let P be a specific nonsmooth cone as in Case II. Then 1 ∈ Kma,p(P,Γ) if, and
only if, either a < (d− 1)/p for p <∞ or if a ≤ 0 for p =∞.
(iii) Let I be a specific dihedral domain as in Case III. Then 1 ∈ Kma,p(I,M`) if, and
only if, either a < (d− `)/p for p <∞ or if a ≤ 0 for p =∞.
(iv) Let Q be a polyhedral cone as in Case IV. Then 1 ∈ Kma,p(Q,M) if, and only if,
either a < 2/p for p <∞ or if a ≤ 0 for p =∞.
49
Remark 48. The case of a smooth cone is considered in [6, Lemma 2.5].
Let %˜ denote the regularized distance function. Then, for any b ∈ R, the mapping
Tb : u 7→ %˜b u yields an isomorphism of Kma,p(Ω,M) onto Kma+b,p(Ω,M). As an
immediate conclusion of Lemma 47 we obtain the following.
Lemma 49. Let 1 ≤ p ≤ ∞, a, b ∈ R, 0 ≤ l < d, and m ∈ N0.
(i) Let K be a smooth cone as in Case I. Then %˜b ∈ Kma+b,p(K, {0}) if, and only if,
either a < d/p for p <∞ or if a ≤ 0 for p =∞.
(ii) Let P be a specific nonsmooth cone as in Case II. Then %˜b ∈ Kma+b,p(P,Γ) if, and
only if, either a < (d− 1)/p for p <∞ or if a ≤ 0 for p =∞.
(iii) Let I be a specific dihedral domain as in Case III. Then %˜b ∈ Kma+b,p(I,M`) if,
and only if, either a < (d− `)/p for p <∞ or if a ≤ 0 for p =∞.
(iv) Let Q be a polyhedral cone as in Case IV. Then %˜b ∈ Kma+b,p(Q,M) if, and only
if, either a < 2/p for p <∞ or if a ≤ 0 for p =∞.
In our model case (Rd,R`∗) we need a modification. Let ψ denote a smooth cut-off
function, i.e., ψ(x) = 1, |x| ≤ 1, and ψ(x) = 0 if |x| ≥ 3/2.
Lemma 50. Let 1 ≤ p ≤ ∞, a, b ∈ R, 0 ≤ ` < d, and m ∈ N0. Then %˜b · ψ ∈
Kma+b,p(Rd,R`∗) if, and only if, either a < (d− `)/p for p <∞ or if a ≤ 0 for p =∞.
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