Entanglement and information are powerful lenses to probe phases transitions in many-body systems. Motivated by recent cold atom experiments, which are now able to measure the corresponding information-theoretic quantities, we study the Mott transition in the half-filled two-dimensional Hubbard model using cellular dynamical mean-field theory, and focus on two key measures of quantum correlations: entanglement entropy and mutual information. We show that they detect the firstorder nature of the transition, the universality class of the endpoint, and the crossover emanating from the endpoint.
Introduction.-The Mott transition is a metal-insulator transition caused by electron-electron interactions in a half-filled band [1, 2] . As observed in a number of materials, it is a first-order transition that ends at finite temperature at a critical endpoint [2] [3] [4] [5] [6] [7] [8] [9] . It plays a central role in the physics of quantum materials [2, 10] . It is possible to explain this transition within the dynamical mean-field solution of the paradigmatic model of strongly correlated electrons, the Hubbard model [11] . That model can be mimicked accurately by ultracold atom experiments in optical lattices [12] [13] [14] [15] .
Recent experimental progress with single-atom microscopy has bridged quantum materials and quantum information by measuring both the thermodynamics and the information-theoretic entanglement of the Hubbard model [16, 17] . We take advantage of these recent experimental advances to open a new window on the interaction-driven Mott transition at half-filling.
The Mott transition offers a unique opportunity to study information-theoretic measures of a first-order transition, from its quantum low temperature limit all the way to its finite-temperature critical endpoint and beyond. In the supercritical regime, crossover phenomena associated with the so-called Widom line [18] [19] [20] are expected. Information-theoretic measures have been used to probe quantum-critical points [21] [22] [23] [24] [25] or finitetemperature continuous transition [26] with the goal of understanding phases of matter as different structures of entanglement distribution in a system.
Motivated by recent experiments with ultracold atoms [17] , we characterise the interaction-driven Mott transition in the two-dimensional Hubbard model using quantum-information measures, as generalized to fermions by Zanardi [27] . The entanglement entropy between a single site and the rest of the system emerged as a useful tool to characterise quantum phase transitions [23] . At finite temperatures however, both entanglement and thermal fluctuations contribute to the single-site entropy s 1 , which is therefore no longer a measure of quantum entanglement only [28] . The difference I 1 = s 1 − s between the local entropy s 1 and the thermodynamic entropy s leads to a measure of total mutual information that captures both classical and quantum correlations between a site and its environment [29] . We demonstrate that both s Finite-temperature studies of information-theoretic measures of the Hubbard model have appeared, for example on the Kagome lattice [30] , but previous studies of the Mott transition focused on bosonic systems [16, 31, 32] or on fermionic systems at zero temperature [21, 24, 25, 33] .
Model and method.-We consider the single-band Hubbard model on the square lattice in two dimensions (2D) H = − ij σ t ij c † iσ c jσ + U i n i↑ n i↓ − µ iσ n iσ , where c † iσ and c iσ operators create and destroy an electron of spin σ on site i, n iσ = c † iσ c iσ is the number operator, t ij is the nearest neighbor hopping, µ is the chemical potential and U the onsite Coulomb repulsion. We solve this model within plaquette cellular dynamical mean-field theory (CDMFT) [34] [35] [36] , which is a cluster extension of dynamical mean-field theory (DMFT) [11] . The cluster in a bath problem is solved using the continuous-time quantum Monte Carlo method [37] [38] [39] based on the hybridization expansion of the impurity action (CT-HYB). Further details are in the companion article [40] . We work in units t = 1, k B = 1.
In the model that we study, the Mott transition is masked by long-range antiferromagnetic order. Nevertheless, introducing frustration decreases the antiferromagnetic transition temperature and can unmask the Mott transition [41, 42] . A model with frustrated antiferromagnetism would lead to increased fermionic sign arXiv:1807.10408v1 [cond-mat.str-el] 27 Jul 2018 problems, so we stick with the simpler model. While it will not be possible to compare quantitatively our lowtemperature results with experiments where antiferromagnetism is frustrated, we do not expect qualitative differences. In calculations we do not allow antiferromagnetic symmetry breaking, so the Mott transition extends all the way to zero temperature.
Phase diagram.-The temperature versus interaction strength phase diagram of the half-filled 2D Hubbard model obtained by CDMFT on a 2x2 plaquette is known [43] [44] [45] . As shown in Fig. 1(a) , at low T and finite U , the electron-electron correlations produce a firstorder transition between a metal and a Mott insulator. This transition terminates in a second-order critical endpoint at (U c , T c ). From the endpoint emanates a crossover line, the Widom line, across which the correlation length peaks [18] [19] [20] . Near the endpoint, the loci of other response functions extrema converge into the Widom line [18, 19] . Hence, the Widom line is a hightemperature precursor of the first-order Mott transition.
A convenient way to construct the T − U phase diagram of the half-filled model is to monitor the behavior of double occupancy D(U ) T [see Fig. 1(b) ]. For T < T c , hysteresis loops reveal the coexistence region U c1 (T ) < U < U c2 (T ) between metal and insulator. At T = T c the coexistence region closes, D(U ) is continuous with an infinite slope at U c , and thermodynamic quantities such as double-occupancy fluctuations ∂D/∂U diverge, thereby signalling a diverging correlation length. For T > T c , D(U ) still shows an inflection point. We use the inflection point in D(U ) T to estimate the Widom line (see also companion article [40] ).
The important aspect is that thermodynamic properties, from low temperature up to high temperature, are controlled by the transition and its associated supercritical crossover. Here we shall extend this connection to information-theoretic measures.
Local entropy and entanglement entropy -. The entropy of a subsystem A is defined as
where the reduced density matrix ρ A is obtained by tracing the complement B of A from the global density matrix,
It is a measure of the lack of information, or uncertainty, in the state of A. At T = 0, this uncertainly is due to the entanglement between A and B, so s A is called entanglement entropy.
Here we focus on the local entanglement entropy [24, 27] , where A is a site of the lattice and B the remaining sites. The state space of a single site is spanned by {|0 , |↑ , |↓ , |↑↓ }. An important simplification occurs due to spin conservation, which ensures that the reduced density matrix is diagonal [27] , ρ = diag(p 0 , p ↑ , p ↓ , p ↑↓ ), where p i , with i = {0, ↑, ↓, ↑↓}, is the probability for a site to be empty, occupied with a spin up or down particle or doubly occupied. One has
, that can be eas- ily calculated with CDMFT and measured in ultracold atom experiments [17] . For Hubbard-like Hamiltonians, s 1 emerged as a useful tool to detect phase transitions and critical behavior, especially at T = 0 where it measures entanglement [23-25, 33, 46, 47] . Our first contribution is to extend these studies to the first-order Mott transition from its low temperature quantum regime to the critical endpoint and supercritical crossovers, where s 1 acquires thermal contributions and is no longer a measure of quantum entanglement only [28] .
The local entropy s 1 is shown as a function of U and different temperatures in Fig. 2(a),(b) . s 1 (U ) monotonically decreases from a maximum value of ln 4 at U = 0 to asymptotically reach the minimum value of ln 2 for U → ∞. In these limits, ρ A has equal populations in, respectively, four and two states. Physically, U suppresses the charge fluctuations and therefore the number of available states. In information theory language, a larger U leads to more knowledge about the site occupation, and hence to a decrease of its entropy.
Contrary to s, which is constrained to obey ∂s/∂T > 0 for reasons of thermodynamic stability, ∂s 1 /∂T < 0 is allowed. As can be seen by comparing the results for T = 1/100 and T = 1/10 in Fig. 2(b) , this occurs on the metallic side because, at fixed filling, the number of available states on a single site can decrease when D(T ) decreases with increasing T , a phenomenon which is known to occur at low T [11, [48] [49] [50] . For T < T c , s 1 (U ) shows hysteresis loops at the Mott transition [see Fig. 2(b) ], with (s 1 ) ins < (s 1 ) met since double occupancy is smaller in the insulating state. For T ≥ T c , s 1 (U ) T shows an inflection point. Approaching T c from above, the first derivative ∂s 1 /∂U becomes more negative and eventually tends to minus infinity at the Mott endpoint (see Fig. 2(c) ). This follows from (∂s 1 /∂D)(∂D/∂U ) with ∂s 1 /∂D regular and ∂D/∂U ∼ −|U − U c | −1+1/δ with δ > 1 [39] . The locus of the inflection point of s(U ) T at different temperatures is shown in Fig. 1(a) and defines a crossover which is a precursor of the Mott transition in the supercritical region. Moreover, the asymptotic behavior of s 1 (U ) at T c allows us to extract directly the critical exponent δ. Although critical exponents are not generally observable in s 1 [24] , here this is possible since s 1 depends only on double-occupancy. The loci of the inflections of s 1 (U ) T and of D(U ) T do not need to coincide in the supercritical region, they only need to converge towards each other at the critical endpoint. Surprisingly, inspection of Fig. 1(a) shows that the loci of inflections in s 1 (U ) T and D(U ) T remain close, up to high temperature, suggesting an interesting connection between fluctuations of the double occupancy, ∂D/∂U , and variations in the entanglement entropy, ∂s 1 /∂U [25] . Overall, these findings provide a strong link between thermodynamics and entanglement: the Mott transition, critical scaling, and associated high-temperature crossovers, can be determined solely from the local entropy s 1 , without knowledge of the order parameter of the transition.
Total mutual information.-The mutual information I(A : B) captures the total correlations between two systems A and B. In particular, it takes value 0 if and only if the two systems are uncorrelated ρ AB = ρ A ⊗ ρ B . It is defined as I(A : B) = s A + s B − s AB , and appears for instance in classical and quantum information theory [51, 52] .
The mutual information I n between a ball A of volume n and the rest of the lattice B is the focus of the famous area law [53] . At finite temperature, it is known [54] that for a system of volume n, this quantity scales at most proportionally to n d−1 d , the size of the boundary separating A and B. This is attributed to the fact that sites deep in the bulk -sites whose distance from the A/B boundary is larger than the thermal correlation length -do not contribute to the mutual information. This scaling is conjectured to remain true at T = 0 when the system has a spectral gap ∆ > 0, and the argument simply replaces the thermal correlation length by the quantum correlation length ξ ∝ 1/∆. However, this prediction has only been proven rigorously in 1D [55] [56] [57] [58] .
Here, we are interested in the mutual information between a given site i and the rest of the lattice, averaged over all sites. For the site labeled i = 1, we have I(1 : {> 1}) = s 1 + s {>1} − s {>0} where we denote by {> k} the set of sites with indices greater than k, so {> 0} is the entire lattice. For the site labeled i = 2, the mutual information between i = 2 and the rest of the lattice {1} ∪ {> 2} would lead to double counting of the correlations between site 1 and 2, that have already been account for in the quantity I(1 : {> 1}). To avoid such double-counting, we trace over site 1, that has already been considered, and compute the mutual information between site 2 and the remaining sites {> 2}. Continuing this process, we define the total mutual information between a single site and the rest of the lattice as
It is easy to see from this last form that most terms cancel, leaving
where s is the thermodynamic entropy, defined as the entropy of the entire lattice divided by the number of sites. For a translationally invariant system, all s i are equal, so the total mutual information further simplifies to the difference between the local entropy and the thermodynamic entropy I 1 = s 1 −s. Fig. 3(a) shows I 1 as a function of U and different temperatures (open symbols). The thermodynamic entropy s(U ) is shown in Fig. 3(c) and discussed in the companion article [40] . Far from the Mott transition, Fig. 3(a) for I 1 shows that we find qualitative consistency with exper-imental data at higher temperature (filled squares): I 1 at weak interaction is larger than I 1 at strong interaction, because for weaker interaction the states are more extended, hence the density matrix does not factor in position space. Nevertheless I 1 can be quite large in the Mott insulator. At finite U electrons are localised, but their spins lock into singlet states due to the superexchange mechanism [43, 45, 59] . Hence they are correlated and I 1 cannot be zero. That is a basic message of the CDMFT: localisation along with short-range correlations are key ingredients of the Mott transition, and this remarkably shows up in I 1 .
Consider now the vicinity of the Mott transition. For T < T c , I 1 shows hysteresis [triangles in Fig. 3(a) ]. Although s 1 is larger in the metal than in the insulator [ Fig. 2(b) ], the entropy s of the insulator is much smaller than that of the metal [ Fig. 3(c) ], leading to (I 1 ) met < (I 1 ) ins across the Mott transition. The latter inequality seems counterintuitive, but may be understood as follows: while local charge correlations are stronger in a delocalised conducting state, a localised insulating state leads to a stronger superexchange coupling, which results in increased spin correlations that overwhelm the loss of charge correlations [43, 45, 59 ]. Fig. 1(a) ]. Therefore, I 1 detects the Mott transition, its supercritical crossover and critical behavior at the Mott endpoint.
Conclusion.-We have characterized the Mott transition in the 2D Hubbard model with CDMFT using information-theoretic measures. The local entropy s 1 and the total mutual information I 1 both detect the firstorder nature of the transition, the criticality of the Mott endpoint and the supercritical crossover. Our results are consistent with ultracold atom experiments of Ref. [17] and provide specific predictions for information-theoretic measures in the low-temperature region that may soon be accessible.
In highly frustrated optical lattices, such as the triangular lattice, one can in principle measure s 1 and I 1 across the Mott transition and its supercritical crossover. One could thus verify our results of sharp variations of these quantities as a function of U , characterized by inflection points (above T c ) and by hysteresis (below T c ). . In all panels, a dashed vertical line marks the inflection point while the shaded area marks the coexistence between metal and insulator. The loci of the inflections in I1(U )T are shown as green squares in Fig. 1(a) .
At the theory level, our information-theoretic description of a first-order transition from its quantum low temperature limit (T T c ), to its finite-temperature critical endpoint (at T c ) and further on in the supercritical region (T > T c ) offers a new kind of 'criticality' [45, 59] , where strong variation of entanglement properties are not associated with a quantum critical point between ordered phases, but by proximity to a critical endpoint. Our finding of a deep link between the behavior of informationtheoretic measures and of thermodynamic quantities can be extended to other first-order transitions ending in a critical endpoint, such as those found in electron systems [20, 45, 59, 60] , in spin systems [26, 61] , and quark matter [62] .
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