The Lagrangian dynamics of a single fluid element within a self-gravitational matter field is intrinsically non-local due to the presence of the tidal force. This complicates the theoretical investigation of the non-linear evolution of various cosmic objects, e.g. dark matter halos, in the context of Lagrangian fluid dynamics, since a fluid parcel with given initial density and shape may evolve differently depending on their environments. In this paper, we provide a statistical solution that could decouple this environmental dependence. After deriving the probability distribution evolution equation of the matter field, our method produces a set of closed ordinary differential equations whose solution is uniquely determined by the initial condition of the fluid element. Mathematically, it corresponds to the projected characteristic curve of the transport equation of the density-weighted probability density function (ρPDF). Consequently it is guaranteed that the one-point ρPDF would be preserved by evolving these local, yet non-linear, curves with the same set of initial data as the real system. Physically, these trajectories describe the mean evolution averaged over all environments by substituting the tidal tensor with its conditional average. For Gaussian distributed dynamical variables, this mean tidal tensor is simply proportional to the velocity shear tensor, and the dynamical system would recover the prediction of Zel'dovich approximation (ZA) with the further assumption of the linearized continuity equation. For Weakly non-Gaussian field, the averaged tidal tensor could be expanded perturbatively as a function of all relevant dynamical variables whose coefficients are determined by the statistics of the field.
1. INTRODUCTION The large-scale structure of the Universe encodes valuable information of various physical processes including primordial physics, non-linear gravitational dynamics, and late-time baryonic galaxy formation. While the primordial and baryonic physics would require more complicated theoretical treatment, the gravitational effect could be studied in the much simpler context of Newton's theory of gravity, together with either the equations of motion for individual dark matter particles (Peebles 1980; Bertschinger 1995) or the fluid conservation law (Peebles 1980; Bernardeau et al. 2002) . This has lead to tremendous progresses in structure formation theory in the last several decades. Especially, non-linear perturbation theory (PT), both Eulerian and Lagrangian (Bernardeau et al. 2002) , have evolved into sophisticated forms (Crocce & Scoccimarro 2006a,b; Bernardeau et al. 2008; Matsubara 2008a; Taruya & Hiramatsu 2008; Pietroni 2008 ) that could provide a very accurate estimation of the matter clustering in the weakly non-linear regime. In the deeply non-linear region, however, PT performs poorly. Alternatively, one could try to decouple the evolution of highly non-linear objects, e.g. dark matter halos, from their surroundings and study separately. This approach leads to phenomenological theory like the halo model (Neyman & Scott 1952; Cooray & Sheth 2002 ). In such model, these viralized halos provide the environment for most of the observed galaxies (White & Rees 1978; Cooray & Sheth 2002) ; connect the statistical properties of galaxies with their spatial and size distribution. Consequently, it has become very popular for its intuitive simplicity and wide range of applications.
However, the analytical investigation of these highly non-linear objects has been complicated by one intrinsic property of the Newtonian gravity -the non-locality, which means that the gravitational effect felt by a single element is determined by the matter distributed in the entire Universe, and that the whole field has be to taken into account for realistic modeling. Therefore, two proto-halos with exact the same initial density and shape might evolve into very different states cased by their distinct environments. Furthermore, for various purposes, we are also interested in other cosmic-web morphologies Lemson & Kauffmann 1999) including filaments, walls and voids (Sheth & Tormen 2004; Avila-Reese et al. 2005; Wechsler et al. 2005; Bett et al. 2007; Macciò et al. 2007; Wetzel et al. 2007; Hahn et al. 2007a,b) . The same problem arises when we concentrate on discrete matter patches and attempt to understand their Lagrangian evolutions 4 as well. From the dynamical point of view, this means the evolution equation is not closed except the perfect symmetric system like the spherical collapse (SC) model (Gunn & Gott 1972; Press & Schechter 1974) in which the tidal effect vanishes, and we are trying to describe the system with only a limited number of dynamical degree of freedoms.
Then how to build a theoretical framework in the Newtonian cosmology for those non-linear objects with insufficient number of degree of freedoms? First of all, as argued by Bond & Myers (1996) , the gross features of a halo are 2. THE LAGRANGIAN FLUID DYNAMICS AND NON-LOCALITY In the Newtonian cosmology, the gravitational instability of the large-scale structure is described by the fluid conservation equation of density contrast δ ρ and peculiar velocity u. Before shell-crossing, they satisfy the continuity and Eulerian equations respectively. In Lagrangian fluid dynamics, one denotes the total derivative as d/dτ = ∂/∂τ + u · ∇, so these two equations are
In the following, we will group all dynamical variables as ψ = {δ ρ , A ij } = {δ ρ , θ, σ ij }, so that Equation (6) could be simplified as
where χ[ψ, ε ij ] is the function depends on ψ and ε ij . And we will use Greek letters for the indices of grouped vector ψ α while Latin letters for the spatial coordinates. It is clear that the only unclosed term is the tidal tensor ε ij , which need to be solved from Poisson equation. In the early evolutionary stage, however, the large-scale structure was well described by the Zel'dovich approximation (ZA) (Zel'dovich 1970) , where the particle displacement field is fully determined by the local density. The velocity potential is then proportional to the gravitational potential, so that the dynamical evolution of a fluid element is the same as equation (6) except replacing the tidal tensor by the shear tensor (Hui & Bertschinger 1996; Bernardeau et al. 2002) 
In general, however, the peculiar tidal tensor at any Eulerian location x is an integral over the entire space
which would also vary depending on the specific spatial location. Consequently, as shown in the left panel of Figure. (1), the trajectory of a fluid element in parameter space ψ = {δ ρ , θ, σ ij } will deviate from, and more importantly, spread around the trajectory of ZA, and will not be uniquely determined by the initial condition ψ(τ i ). The goal of this paper, as already mentioned in the introduction, is then try to obtain a statistical meaningful trajectory that is uniquely determined by ψ(τ i ) (as presented by the thick solid curve in the left panel of Figure (1) ).
THE EVOLUTION OF ONE-POINT STATISTICS AND THE MEAN LAGRANGIAN EVOLUTION
In this section, we will demonstrate a statistical method to estimate the local mean trajectory (LMT). Specifically, by local, we mean that the trajectory is uniquely determined by the initial condition of the dynamical variable ψ, as in ZA. This will be achieved by discussing the one-point statistics evolution equation which is derived from basic The Lagrangian evolution of fluid elements in the parameter space of ψ = {δρ, θ, σ ij }. Contours corresponds to the evolution of one-point probability density function, from Gaussian to some skewed distribution. At early stage, the evolution is fully described by Zel'dovich approximation, therefore is local, i.e. uniquely determined by initial condition ψ(τ i ). However, after entering into non-linear regime, the tidal tensor will not be a simple deterministic function of ψ locally, and therefore will deviate from and spread around local solutions. Any local approximation that attempts to close the dynamical system then corresponds to either "selecting" one particular trajectory or taking some non-local operation over all relevant curves. In this paper, we are interested in finding some statistical mean trajectory given initial density and shape. (Right): Schematics of the PDF based method for deriving the mean trajectory in the parameter space of dynamical variables Ψ = {∆ρ, Θ, Σ ij } (notice that we have explicitly distinguished the dynamical variable ψ of the real system from the sample space variable Ψ). From the genuine dynamical system, we derive the evolution equation of one-point PDF (contours in the left panel), which as shown in the main text, is a first order partial differential equation. The characteristic curves, which serve as standard method for solving this type of equation, is then projected back into the dynamical space Ψ. The projected curves that described by ordinary differential equation (16) resembles the full dynamical system except replacing the non-local source term by its conditional average. With given initial condition ψ(τ i ), unlike genuine dynamical trajectories which resides somewhere within the grey band, the projected characteristic curve is uniquely determined by the initial condition. dynamical equation (7). Then, the mean trajectory will be obtained from the projection of the characteristic curves regarding this partial differential equation of PDF. Therefore, the methodology here exhibits a certain kind of spiral structure. From the genuine dynamics to the PDF evolution, we lost the information of the individual trajectories. However, the remaining information leads to the mean evolution of all individual particles in a given realization.
From Dynamics to Statistics
Assume we could follow all fluid particles in a self-gravitational system, and we would like to consider the probability of a random selected parcel (e.g. originally located at some Lagrangian position q) whose dynamical variables ψ at time τ equals Ψ. Here, following the turbulence convention, the capitalized Ψ denotes the sample space variable corresponding to ψ
Initially, the resulting probability density function is simply Gaussian, as will be assumed throughout the paper. As the dynamical system evolves following equation (7), the PDF will then change gradually. In the following, we will term it the Lagrangian PDF (P L (Ψ; τ ) 5 ), since the underlying dynamics is in the Lagrangian sense. For a single realization (or a randomly selected particle in the system), the probability density function, i.e. the fine-grained PDF (P f L ), could simply be written as Dirac-δ function (Pope 1985 
since the probability of finding the dynamical variable ψ = Ψ at τ will only be non-zero at the value determined by the dynamical equation (7). Here δ D is the Dirac-δ function. Now let us take an ensemble of particles, e.g. all particles in the system. By definition, this fine-grained PDF then relates to P L (Ψ; τ ) by taking the ensemble average
Practically, at any given time τ , · L is achieved by averaging over all fluid particles following the Lagrangian dynamical system from some initial distribution. The evolution equation of P L (Ψ; τ ) could then be derived simply by taking the time derivatives of equation (12),
Here, we have changed the derivative variable from ψ α to Ψ α , since ∂δ
And we have also substituted the dynamical equation dψ α /dτ = χ α . In the last equality, the partial derivative with respect to the sample space variable ∂/∂Ψ α has been taken out of the average, since it commutes with both random variables as well as the average operation · L . Before proceeding, we first notice that, the right hand side of equation (6), χ[ψ, ε ij ], depends not only on ψ but also on another random variable, specifically the tidal tensor ε ij . Therefore, the ensemble average χ α P f L (Ψ; τ ) L should be performed regarding the joint PDF P L (Ψ, X; τ ), where X is the sample space variable corresponding to χ. This leads to
where we have expressed the joint PDF by the product of P L (Ψ; τ ) and the conditional PDF P L (X|Ψ; τ ) = P L (X|ψ = Ψ; τ ). Finally, we show that the evolution of P L (Ψ; τ ) is simply described by the conservation equation in multidi-
with the convective coefficients characterised by the conditional average χ|Ψ; τ L .
3.2.
Back to the Dynamics In the following, we will demonstrate that the evolution equation (15) encodes enough dynamical information about the Lagrangian evolution of fluid elements. Intuitively, this is comprehensible because the only reason that could distort the shape of PDF in the parameter space of Ψ is because there are genuine particles moved to that region. As a linear partial differential equation (PDE), one of the standard analytical methods to solve this equation is the method of characteristics. With this method, the solution to equation (15) is represented as the surface fabricated by the union of characteristic curves, which are defined as the integral curves of the vector field determined by the coefficients of the PDE. For our purpose, however, instead of the full solution, we are mostly interested in its projection to the dynamical variable space of Ψ. Following the standard procedure, the projected characteristic trajectory is expressed as
This ordinary differential equation resembles the full dynamical system (7) except for the additional operation of average conditional on the value of dynamical variables Ψ at time τ . Therefore, it would eliminate the dependence on extra degree of freedom other than Ψ, and the trajectory then becomes localized. Since the only extra term in χ is the tidal tensor ε ij , after the conditional average, there will be no modification needed for most part of equation (6) except for the evolution of velocity shear
Therefore, at any given time τ , our solution is obtained by averaging over environmental tidal effects among all fluid elements with the same value of density, velocity divergence and velocity shear. So this procedure would produce a mean effective fluid element whose trajectory in ψ space is integrated along the conditional averaged change rate of shear tensor. Here we do want to emphasize that, one of the reason this method works is because the coefficient in front of ∂P/∂τ is unity, so that the parameter that characterizes the integral curve is the time itself. Interestingly, if one takes the equation (16) as the original system, and repeats procedures from the last section, one would get the exact same P L evolution equation (15) . That is to say, although the dynamical behavior of a genuine fluid element is very different from the effective particles that described by equation (16), their one-point statistical will always be identical, provided that the coefficient χ|Ψ; τ L is correctly modeled or measured. Therefore, if the distribution of a collection of effective particle in ψ space is the same as the real fluid particles, their Lagrangian probability density function P L will remain the same all the time 6 . In the following, we will describe this as the statistical equivalence of effective fluid particles.
In the right panel of Figure. (1), we schematically illustrate the procedure for obtaining this solution from the evolution equation of PDF. The surface represents the time evolution of the probability distribution, from a Gaussian to some skewed distribution. The characteristic curve, shown as dash line, is then projected to the Ψ − τ plane. With given initial condition ψ(τ i ), unlike genuine dynamical trajectories that resides somewhere within the grey band, the projected characteristic curve is uniquely determined by the initial condition.
Lagrangian Evolution from the Eulerian Perspective
To proceed, we have to estimate the Lagrangian conditional average χ|Ψ; τ L , either by numerical measurement or analytical calculation. For the former, the Lagrangian average could be naturally carried out by sampling all particles in a N-body simulation. For analytical estimation, however, it will be more convenient to work in the Eulerian space for calculating the gravitational potential Φ and tidal tensor ε ij . But simply replacing previous derivation with the Eulerian probability density function (P E ) would not work. This is because the cosmic flow is highly compressible, P E is in general not the same as the Lagrangian counterpart P L , nor does its evolution described by equation (15). Nevertheless, since the particle based P L is equivalent to the density-weighted Eulerian probability density function (ρPDF) with almost vanishing initial density perturbation δ ρ (τ i ) ≈ 0, one could then proceed by defining (Pope 1985) this quantity as
Despite its conceptual straightforwardness, it is more complicated to formally obtain the evolution equation for D(Ψ; τ ). Therefore, we present the full derivation in Appendix A. As it turned out, for statistical homogeneous and isotropic field, and assuming D is bounded in velocity space, we recover a very similar evolution equation
with the only apparent difference being the Eulerian conditional average χ α |Ψ; τ E instead of Lagrangian average. However, if we identify
Therefore, in the following, we will simply neglect all subscripts E/L as they are identical in conditional average. And the mean evolution of given fluid particle will again be defined as the projected characteristic curve
In this context, the statistical equivalence of these trajectories is then stated regarding the density-weighted PDF D(Ψ; τ ) in the Eulerian space.
calculation to non-Gaussian field, we would like to briefly highlight the procedure here. Among others, one critical point that enables the calculation is to introduce the characteristic function or partition function, which is defined as the Fourier transform of the PDF
So the Gaussian partition function is simply Z G (λ) = exp(−λ α ξ αβ λ β /2), where ξ αβ is the component of covariance matrix. By expressing P(Γ) as the inverse Fourier transform of Z(λ) at the right hand side of equation (22), one would then be able to replace E ij with derivatives. After a few steps of such manipulations, eventually one would obtain (equatoin B5)
where ξ εψ ij,α is the covariance matrix between tidal tensor ε ij and dynamical variable ψ α . Unlike the derivation in Appendix B, we will not explicitly keep the order of the cumulant matrix in the main text since it could be easily inferred from the number of the superscript variables or of indices. Here the tensor Latin indices pair ij is interpreted as a single spatial index. We will use a comma to divide among such indices, please keep in mind that they are not derivatives, which we will always write explicitly in this paper. Eventually, after substituting the definition of Gaussian P(Ψ), the final result is simply linearly proportional to Ψ (equation B6),
where
is the component of the inverse covariance matrix between ψ. Therefore, the calculation will be straightforward as long as the covariance matrix between ε ij and Ψ is given. In Appendix C.1, we present all relevant covariance matrices and the inverse. As shown there, the only non-vanishing component of ξ εψ is ξ εA ij,mn , therefore
After substituting all components of these matrix, and then contracting indices of Kronecker delta functions, the first term that proportional to ∆ ρ vanishes, with the only contribution
Therefore, the conditional averaged tidal effect on a fluid element embedded in a Gaussian random field is simply proportional to its velocity shear tensor σ ij . Notice that we have assumed the velocity gradient tensor A ij is symmetric, therefore excluding the presence of vorticity. Furthermore, in the linear order, the continuity equation becomes
ln a, and D(τ ) is the linear growth factor. Hence the coefficient σ
. Consequently, our averaged tidal effect of a fluid element in a Gaussian density field coincides with the prediction from Zel'dovich approximation (Hui & Bertschinger 1996) 
And the dynamical system will be exactly the same as ZA if we further replace δ ρ on the right hand side of Raychaudhuri equation (17) with θ using this relationship (Hui & Bertschinger 1996) , i.e.
We would like to emphasize that, despite being exact the same as ZA prediction, our result here is nontrivial and fundamentally different. Instead of solving linearized dynamics, our dynamical system presents the effectively localized trajectories that preserve the density weighted probability density function in a Gaussian random density field. The coincidence here, however, is actually demanded since the ZA itself is local. So in the early stage of structure formation where ZA applies, the localized effective trajectory is just ZA itself. From this point of view, the result in equation (27) demonstrates the self-consistency of our method. And the way this was achieved highlights the intriguing connection between linearized dynamics and Gaussian statistics.
Moreover, it is well known that the ZA evolution would provide an incorrect solution for spherical infall, because it does not obey the Poisson equation. In our formalism, this is not necessarily the case since we did not make any simplification until equation (28) and (29). Without doing so, by setting ε ij = σ ij = 0 in equation (17), one would recover spherical collapse (SC) model exactly. Therefore, our Gaussian closure here is consistent with both ZA and spherical collapse, while the first is obtained in the limit of linearized continuity equation (28) and the latter for certain geometry of the fluid element.
One caveat of our derivation is that, by assuming the linear continuity equation (28), the variance relation σ 4 δθ − σ 2 δδ σ 2 θθ = 0. As shown from Appendix C.1, the inverse matrix of ξ −1 ψψ becomes singular. Fortunately, it was the only non-singular term (D 3 term) that eventually entered our calculation. A conceptually more rigorous procedure is to consider a tiny non-linear density δ ρ and velocity divergence θ, e.g. up to the second order, and obtain the same result by taking the limit where the non-linearity approaches to zero.
Mean Tidal Tensor in the Weakly Non-Gaussian Field
One advantage of our approach is that by re-formulating the non-local gravitational field theory into a set of ordinary differential equations, no other approximations (e.g. perturbative expansion of dynamical variables) has been made sacrifying the non-linearity of the dynamical system. Of course, this is under the assumption that the conditional average of the tidal tensor is estimated in non-linear regime as well. While it is obviously complicated to evaluate in the deeply non-linear regime, we will first utilize the cumulant expansion theorem (Ma 1985; Matsubara 2003) to calculate the corrections to the next order, i.e. up to the third-order cumulants. The cumulant expansion theorem states that the logarithm of the partition function could be expanded by n-th order of cumulants
Transforming back to probability density function and substituting the current with partial derivative λ α = i∂/∂Γ α , one obtains the expansion of arbitrary probability density function P(Γ) in terms of Gaussian distribution P G (Γ) (Cramer 1946; Kendall 1958; Matsubara 1994; Matsubara 2003; Pogosyan et al. 2009 )
From the definition of the conditional average of tidal tensor in equation (22), one then has to expand both P(Γ) as well as P(Ψ) at both sides of the equality. Then the derivation is quite straightforward though a little tedious, and we will present all the details in Appendix B.2. From equation (B13), the conditional averaged ε ij could be expressed as the Gaussian result ε ij |Ψ G plus a correction term that is related to the second and third order cumulants matrices
First of all, we notice from Appendix B.2 that the contribution ξ εψ ij,δ (ξ ψψ )
−1 δγ arises from the derivative ∂/∂Ψ γ ε ij |Ψ G . And since the Gaussian ε ij |Ψ G is simply proportional to Σ ij = (δ
From Appendix C.2, we show that the third order cumulant matrix ξ εψψ ij,αβ and ξ σψψ ij,αβ are quite similar, with only slightly different coefficients. Therefore, it will be very convenient to define the combined three-order cumulant matrix
where the combined bispectrum is defined similarly
Now let us consider the contribution ξ
. Explicitly expanding all summations,
As shown from Appendix C.2, the matrix component ξ
is simply zero. For the matrix component ξ
, it is proportional to 3δ
Therefore, their contraction also vanishes. Finally, the third contribution in equation (37) reads
where coefficients D 3 and D 4 are defined in equation (C3), and we have denoted k 123 = k 1 + k 2 + k 3 . On the other hand, due to rotational invariance, this term could only be proportional δ K ij . Then the proportional coefficient also vanishes, as can be easily seen by contracting with δ K ij . Therefore, the correction term to the conditional average is simply quadratic in Ψ, and linearly proportional to the third order cumulant matrix
After substituting all matrices elements and some simple algebra, we could eventually write the correction terms up to ξ (3) as
where Q ρ , Q θ and Q Σ 2 are coefficients, and ( Σ 2 ) ij is the traceless part of (Σ 2 ) ij
With the definition of various two-and three-point correlations shown in Appendix C, the coefficients could be expressed as
Note that we have defined two new quantities ξ
for Q ρ and Q θ respectively, where a = ρ or θ. In Fourier space,
where we have further defined
At the tree level, σ 2 θθ /σ 2 δθ = σ 2 δθ /σ 2 δδ = −Hf , and the bispectrum B abc (k 1 , k 2 , k 3 ) is simply related to linear power spectrum P L as
where a, b, c = {0, 1} = {δ, θ}, and n = a + b + c. We have also redefined the second order perturbation kernel as
It is straightforward to check that both B (δ−θ)(θ−δ)θ ρ,θ vanish at this order. However, this does not mean the coefficients Q ρ and Q θ would be zero, since Q 2 and Q 5 also diverge in this limit. Hence one has to evaluate to the one-loop order. To proceed, we define the correction to the Gaussian variance
where σ 2 ab,G is the Gaussian variance. So the combined bispectrum could be decomposed into two terms
where bispectra need to be evaluated up to the one-loop order in term T 1 , but only to the tree-level in term T 2 . Similarly, we have B (δ−θ)(θ−δ)θ θ = T 1 + T 3 , and
From above discussion, it is reasonable to expect that the conditional average of the tidal tensor could in general written as some function of dynamical variables Ψ, i.e.
It is clear that the function F ij would be symmetric and traceless on spatial coordinates. And the coefficients of its Tylor series would depend on the statistics of the field. Although we have denoted the function in a compact form F ij , one should not assume its analyticity as it is not obvious to us the series would converge for arbitrary distribution of field Ψ.
DISCUSSION AND CONCLUSION 5.1. Stochasticity and Effective Fluid Elements
So far, we have derived our effective evolution of a fluid element from the dynamical system described by equations (1) -(3). As demonstrated in previous sections, the justification of the method arises from the dynamical information encoded in the PDF evolution equation (15). In a Gaussian or weakly non-Gaussian field, it is also technically feasible as the statistical correlation between the tidal tensor ε ij and other dynamical variables ψ is straightforward to estimate. Even in the deeply non-linear(Gaussian) region, one might still gain valuable information with inaccurate yet reasonable assumptions about their joint distribution, e.g. log-normal. However, in such regime, the fluid system itself becomes an incorrect approximation, so even with contribution from tidal tensor, the set of our fluid variables ψ would not suffice to describe the system anymore. In the context of the CDM cosmology, the underlying distribution is about self-gravitating dark matter particles, which in general, are not necessarily the same as the 'fluid parcels' described in this paper. Specifically, after the system entering into the multi-stream region, it is well known that equations (1) -(3) would break down, and modifications should be implemented by introducing new contributions to these equations or adopting a more fundamental description of the system. Neither of these approaches is currently well understood due to the difficulties of modeling the small scale phase space evolution, thus any alternatives would be welcome.
From the point of view of our statistical effective method, dynamical information will only be extracted from the onepoint PDF evolution, regardless of particles' genuine trajectories. This opens up a new perspective of approaching the problem. If the statistical information between these extra contributions and ψ could be known from some appropriate estimation of microscopic degree of freedoms, one could then introduce a conditional average term similar to ε ij |Ψ; τ . On the other hand, a much cruder choice is just to phenomenologically introduce stochastic contributions that mimic the PDF evolution of the real system. Eventually, one would benefit from such simplification because of the inevitable randomness in the real world, even if it does not arise from effects one originally expected. For examples, this could include the multi-streaming, complicated internal dynamics, and the arbitrary boundary shape of finite-sized cosmic patch etc.
Especially, we are interested in the correction from the multi-streaming. Let us still work on the fluid system, after the shell-crossing, the evolution equation of velocity in Eulerian space would receive contribution from the stress tensor. The standard procedure is to consider the one-point phase space density of CDM particles f (x, p, τ ), with p = amu being the momentum, and its governing kinematic equation described by the collisionless Vlasov equation (Peebles 1980; Bernardeau et al. 2002) . Then the continuity and Euler equation could be derived by simply taking the zeroth and first order momentum average respectively, with an extra contribution to the latter
Here π ij is the second-order moment of phase space density f (x, p, τ ), which is estimated by summing over all streams at given Eulerian position x. The evolution of π ij could then be further derived by taking higher order moment and so on, which eventually produce a hierarchy of coupled equations. Even before worrying about the truncation of the hierarchy, it is obvious that after the shell-crossing, converting the quantity π ij or ς i from Eulerian to Lagrangian space is conceptually problematic, since there is no well-defined notion of a single fluid element when collisionless dark matter particles simply bypass each other without much interaction. Clearly, this is an intrinsic defect of the Lagrangian fluid description in CDM scenario. Fortunately in our framework, it is the one-point PDF equation we are mostly interested in, and an Eulerian density-weighted PDF is always well-defined. Therefore, by generalizing the idea of mean evolution, we would like to consider some effective fluid particles, whose one-point ρPDF will be identical to the real system. We need to emphasize that even in Eulerian space, such contribution from a self-gravitational system is undoubtable not purely random. However, if one consider the relatively early stage of multi-streaming, or spatially some outer region of clusters, the number of streams is not necessarily large. To some extent (e.g. with finite time step), this contribution does carry certain stochastic traits. In general, we would like to absorb any mean contribution into deterministic terms χ so that the remaining part would have ζ α (τ ) = 0. Furthermore, as the simplest model, we assume the process is Markovian, i.e. the correlation function between time τ and τ ′ always vanishes except τ = τ ′ ,
As a result, our dynamical system then turns to
And we are interested in the dynamical information encoded in the evolution equation of density weighted PDF D(Ψ; τ ), which becomes the Fokker-Planck equation
The solution of this equation is the Langevin equation. Combined with the result of previous sections, we have
One way to make use of equation (54) would be the Monte Carlo sampling of dynamical trajectories in multistreaming regime. Moreover, it could also provide interesting insights on physics at this scale. For example, the generation of vorticity. As the velocity field is believed to be grown out of purely irrotational perturbation, the emergence of the vorticity could only be generated by the shell-crossing, or in fluid description from the contribution ς i in equation (50) . Therefore, in the spirit of equation (54), one could interprete such generation of rotational degree of freedom as the consequence of some stochastic process in the parameter space of velocity gradient tensor A ij . So the evolution equation of vorticity ω i will then be sourced by some stochastic terms
This coincides with the picture suggestion by Wang et al. (2014) . After defining the rotational invariants of tensor A ij , which essentially combines both potential and rotational information of A ij , Wang et al. (2014) demonstrated that the distinct correlation between vorticity generation and cosmic web structure could be phenomenologically explained by a stochastic process that driving the transition from potential to rotational flow in their parameter space. To some extent, this generalized dynamics has a similar underlying philosophy to the approach of the effective field theory (EFT) of the large-scale structure (Baumann et al. 2012; Carrasco et al. 2012; Pajer & Zaldarriaga 2013; Mercolli & Pajer 2014) , where new operators that are compatible to the symmetries of the problem were introduced to effectively describe the evolution of large-scale modes. In principle, by comparing with the N-body simulations, the effects of smaller scales, including the shell-crossing regime, could be described by some low-energy constants. With a very different motivation, here we are not particularly interested in the accuracy of large scale modes. Instead, since the effective dynamical equation (Eq. 21) starting from fluid dust model will certainly break down after the shell-crossing, we argue that some effective terms, stochastic or not, should be introduced to preserve the statistic equivalence of the one-point PDF, which is the core of our method.
Beyond the Mean Trajectory
For almost any statistical problem, the mean of an unknown distribution could only provide small amount of information. With given initial condition Ψ(τ i ), we would also like to understand the scattering around the mean trajectory, i.e. the conditional distribution
In the real gravitational system, this distribution carries the variation caused by non-local gravitational effects and many other effects as well. For example, one obvious distinguish between our mean trajectories and real evolution is the alignment between tidal tensor and shear tensor. Since in general, ε ij |Ψ; τ could be expressed as some function of σ ij together with other scalars, their eigenvectors would always align with each other. However, this is not necessarily true in reality.
In the context of halo collapse model, recent studies have already demonstrated the importance of incorporating the scattering around those mean trajectories. As one of the key ingredients of the Press-Schechter formula (Press & Schechter 1974) or more generally the excursion set theory (Bond et al. 1991; Sheth 1998) , the criterion of halo formation is manifested as a barrier at which an ensemble of random walks might across. In the simplest spherical collapse model, where only the density contrast δ ρ is considered, this criteria corresponds to δ ρ = 1.68. For homogenous ellipsoidal collapse model, the criterion would depend on the shape as well. Moreover, it was shown that a more accurate and self-consistent excursion set model would necessarily require the barrier to be stochastic (Maggiore & Riotto 2010b; Corasaniti & Achitouv 2011a,b; Achitouv et al. 2013 ). At the single parameter level, i.e. the barrier only depends on δ ρ , the fuzziness of the barrier could be seen as the consequence of projecting from higher dimensional dynamical space of the halo collapse (δ ρ and the shape) to δ ρ only. Therefore, this is also a selfconsistent requirement for HEC. But as demonstrated in this paper, it could also arise from other aspects, including either spatial variation of the environment or other stochasticities.
Consequently, simply neglecting those randomness and inversely mapping any deterministic trajectories will not be able to correctly predict the initial parameter region that eventually leads to the collapse. From this point of view, our method in this paper only provides the solution at the first level, i.e. finding statistically meaningful way to select those mean trajectories. But a more accurate description of the problem would require the full knowledge of the conditional probability distribution of Ψ(τ i ) given the collapsed parameter space Ψ(τ ) at time τ
We will defer the investigation of this probability in the subsequent studies.
Conclusion
In this paper, we presented a statistical method for decoupling the intrinsically non-local Lagrangian evolution of a fluid element from a self-gravitational random field in Newtonian cosmology. Since the gravitational potential is constrained by the Poisson equation, the tidal tensor in Newtonian cosmology is highly non-local and determined by all the matter in the Universe. Therefore, dynamical variables like δ ρ and A ij of a single fluid element could not be uniquely determined by their initial values and would vary spatially. Instead of searching for some local approximations (Bertschinger & Jain 1994; Hui & Bertschinger 1996) , we ask an alternative question, that is, what is the mean fluid evolution with given initial density and shape of the element. Mathematically, this leads us to the characteristic curves of the transport equation of the density-weighted probability density function. Physically, if one evolves these local but fully non-linear curves with the same set of initial conditions as the real system, it is guaranteed that the one-point ρPDF would always be identical.
Besides the tidal tensor, our formalism makes no simplification to the non-linearity of the system, therefore it will be very useful for understanding the non-linear evolution of dark matter halos as well as other cosmic web morphologies. For dark matter halos, or over-dense region in general, the incorporation of internal velocity dispersion of the fluid element in the dynamical equation might be helpful for avoiding the singularity at the shell-crossing. For understanding the evolution of all types of cosmic web morphologies, since our method preserves the one-point ρPDF, a direct sampling of all effective trajectories would provide an accurate estimate of, e.g. the fraction of each morphological type, for different definitions of the cosmic web. Moreover, it is also interesting to notice that for primordial non-Gaussian initial condition, our 'localized mean' trajectory obtained here will not be the same as Zel'dovich approximation path. However, that does not mean the usual practice for generating non-Gaussian initial condition is wrong since at those early stage, any second order corrections will be tiny.
where d/dτ is Lagrangian total derivative.
Following Pope (1985) , we would like to consider the ensemble average of the quantity
where Q(ψ t ) is arbitrary function of ψ t . Here the ensemble average · E is taken in the Eulerian space at x with probability density function P E (Ψ t ; x, τ ). We then expand the total derivative d/dτ explicitly
In the second equality, we have rearranged all terms so that the last one vanishes due to the continuity equation. Since the sample space variables commute with ∂/∂τ and ∂/∂x i , we further have
where the dynamical variable ψ t in the sample space is denoted as Ψ t = {∆ ρ , U i , A ij }. On the other hand, one could also derive
Substituting the dynamical equation (A2), one has
For statistical homogeneous and isotropic field, P E and D do not explicitly depend on position x. Therefore, the term ∂/∂x i (U i D) would vanish. Furthermore, assuming D is bounded in velocity space U i , one could further integrate out such contribution so that the equation would only depend on Ψ instead of Ψ t . Eventually, this leads to the equation
which is the same as the evolution equation of Lagrangian PDF P L (Ψ; τ ).
B. CONDITIONAL AVERAGE The major task of the statistical closure method is to estimate the conditional average of the tidal tensor. In general, we are interested in the conditional average of two random vectors x and y, with X and Y corresponding to their sample space variable respectively. Denoting their joint probability function as P(X, Y ), then by definition, the conditional average could be expressed as
In the cosmological context, such quantity have been extensively studied both for Gaussian and weakly non-Gaussian distribution. For example, the Gaussian expression of x|Y is well known in cosmology since Bardeen et al. (1986) . And for weakly non-Gaussian distributed random variables, the formula here is very similar to the one adopted in e.g. estimating the Minkowski functional (Matsubara 1994; Matsubara 2003; Pogosyan et al. 2009 ) . To help the reader who are unfamiliar with the subject, we will provide a detailed derivation in this appendix.
B.1. Gaussian Case The standard procedure starts by utilizing the joint characteristic function, defined as the inverse Fourier transformation of the probability density function
where α, β · · · are vector indices, and
ξ xy αβ are covariance matrix between vector x − x, y − y and x − y respectively. Then, writing in the vector form, we have
After substituting
and then performing the integration by part, the α component of the conditional average becomes
Due to the integration over X, only the term proportional to ∂/∂Y β would survive,
Therefore, the conditional average simply reads
where the inverse of covariance matrix (2) ξ yy −1 βγ arises from the derivative of the Gaussian probability density function
B.2. Weakly Non-Gaussian Case For weakly non-Gaussian field, we could apply the cumulant expansion theorem and expand an arbitrary distribution function P in terms of n−th order of cumulants (Cramer 1946; Kendall 1958; Matsubara 1994; Matsubara 2003; Pogosyan et al. 2009 ).
is n−point cumulant function of variable Y . Starting from equation (B1), we need to expand both P(Y ) as well as the joint PDF P(X, Y ). Keep to the next leading order, and define new vector Γ = {X, Y }.
where x α |Y G is the conditional average regarding the Gaussian distribution of P G . For the second term, the third order derivative of P(Γ) with respect to Γ could either be X or Y . However, due to the integration over X, the derivative with respect to X could be no more than first order. So the second term could be reduced to
After substituting the definition equation (B1) and performing the integration by part that eliminates X α , this term would become
One then notices the cancellation with the first term in equation (B8), and becuase the Gaussian conditional average x α |Y G is linearly proportional to Y , one further reduces to
Since the second derivative of Gaussian PDF could be expressed as two-point covariance matrix
Eventually, we could expressed the conditional average as
C. CUMULANT MATRICES In this section, we express all elements of both two-and three-point correlation function that are needed for calculating the conditional average. In the following of the section, we will not explicitly denote the order number, since it could be inferred directly from the number of indices.
In this subsection, we will list all components of the covariance matrix between ψ and ε ij . Since the inverse of the matrix ξ ψψ will be singular if one decompose ψ = {δ ρ , θ, σ ij }, we will instead calculate the covariance matrix between
where we have defined the variances
a, b = {δ, θ}. We are also interested in the inverse of ξ ψψ ,
And we will also define
On the other hand, since for ψ α = δ ρ , the covariance vanishes ξ εδ ij = 0, the only contribution of the covariance matrix ξ εψ is then
For non-Gaussian closure, we also need the third order cumulants ξ σψψ and ξ εψψ , where, similar to covariance matrix, we will parametrize ψ = {δ ρ , A ij }. First of all, it is easy to show the following components vanish 
Where B δδθ (k 1 , k 2 , k 3 ) is the bispectrum between δ, δ and θ, µ 13 is the cosine of the angle between k 1 and k 3 . And we have denoted the δ D (k 123 ) = δ D (k 1 + k 2 + k 3 ) explicitly in the integration and written the volume element dk 123 = dk 1 dk 2 dk 3 = k 
Again, the matrix components of (ε ij , A mn , A kl ) and (σ ij , A mn , A kl ) are very similar. 
where the coefficient could be written separately
Here 1 ≤ i ≤ 4, and the angular kernel K 
As it turned out, some combinations of ξ ε/σAA i will also be very useful, which we define as 
And their angular kernels areK 
where three independent components ξ AA 1 (r) = dk 2π 2 k 2 P θθ (k) j 0 (kr) ξ AA 2 (r) = dk 2π 2 k 2 P θθ (k) j 0 (kr) − 2j 1 (kr) kr ξ AA 3 (r) = dk 2π 2 k 2 P θθ (k) 8j 2 (kr) k 2 r 2 − 4j 1 (kr) kr + j 0 (kr) .
To proceed, we also need to evaluate some integrals related to the kernel K ij = 
Then we are interested in the integration dΩ K Ω ijr mrn . From the symmetric consideration, we have
Contracting indices with δ 
