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RÉSUMÉ
L’utilisation des distributions à ailes relevées est tin outil précieux clans le
développement de méthodes bayésiennes robustes, limitant l’influence des valeurs
aberrantes sur l’inférence a posteriori. Dans un premier temps, le comportement
de la densité a posteriori du paramètre de position est étudié, lorsque l’échantillon
contient des valeurs aberrantes. La notion de p-crédence à gauche et à droite est
introduite afin de caractériser et ordonner les ailes gauche et droite d’une grande
classe de densités, en comparant leurs ailes à celles d’une densité de puissance
d’exponentielles généralisée (CEP).
Dans le premier article, la densité GEP est proposée comme fonction d’impor
tance clans les simulations IVionte Carlo clans le contexte d’estimation des moments
a posteriori du paramètre de position. Cela permet d’obtenir des résultats fiables
et efficaces, même s’il y a des sotirces d’information conflictuelles. La simulation
d’observations provenant d’une densité GEP est aussi discutée.
Dans le cletixiènie article, des conditions sur les ailes de la densité a priori et de
la vraisemblance, basées sur la p-crédence à gauche et à droite, sont établies afin
de déterminer la proportion d’observations pouvant être rejetées lorsque celles-ci
sont extrêmes. Il est démontré que la distribution a posteriori converge en loi vers
la distribution a posteriori obtenue à partir de l’échantillon excluant, les valeurs
aberrantes, lorsque ces dernières tendent vers pltis ou moins l’infini, à n’importe
quel taux. Un exemple de combinaison de prévisions du rendement de l’indice
SP 500 est présenté.
Finalement, clans le troisième article, le comportement de la densité a poste
riori du paramètre d’échelle est étudié lorsque l’échantillon contient des valeurs
aberrantes et que les observations sont positives. La notion de log-crédence à
Vgauche et à droite est introduite afin de caractériser les ailes gauches et droites
d’une densité définie sur R+. Des conditions sur les ailes de la densité a priori et de
la vraisemblance, basées sur la log-crédence à gauche et à droite, sont établies afin
de déterminer la proportion d’observations pouvant être rejetées lorsque celles-ci
sont extrêmes (observations très petites ou grandes par rapport aux autres). Un
exemple de combinaison de prévisions de la volatilité des rendements de l’indice
S&P 500 est présenté.
MOTS CLÉS:
Inférence bayésienne, Modèle à ailes relevées, famille de puissance d’exponen
tielles généralisée, Crédence, Valeurs aberrantes, Paramètre de position, Para
mètre d’échelle, Convergence en loi, Simulations iVionte Carlo, Fonction d’impor
tance
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S UM1VIARY
The use of heavy-tailed distributions is a valuahie tool in cÏeve1opiig robust
Bayesian proceclures, limitïng the influence of outiiers on posterior infereilce. The
behavior of the posterior clensit.y, when the sample contains outiiers, is ftrst in
vestigateci for the location parameter. The notion of left anci right p-credence is
introcluceci to characterize anci to orcler the Ïeft anci right tails of a large class of
clensities hy comparing their taiÏs t.o those of the generalizeci exponential power
(GEP) density.
In the flrst paper, the GEP density is proposed as an importance function in
IVionte Carlo simulations in the context of estimation of posterior moments of a
location parameter. It alÏows us to obtain reliable ancÏ effective resuits, even if
there are conflicting sources of information. Simulation of observations from the
CEP clensity is also acldressed.
In the second paper, conditions on the tails of the prior anci the likelihood,
using left anci right p-creclence, are establisheci to cletermine the proportion of
observations that can 5e rejected when they are consiclereci extrerne. It is shown
that the posterior distribution converges in law to the posterior that woulcl 5e
obtaineci from the rechiced sample, exclucling the outiiers, as they tend to plus
or minus inflnity, at any given rate. An example of combination of preclictions of
the S&P 500 iilclex return is presenteci.
Finally, in the thirci paper, the behavior of the posterior clensity of the scale
parameter is investigatecl when the sample contains outiiers anci only positive ob
servations. The notion of left anci right log-creclence is introcluceci to characterize
respectively the left anci right tails of a clensity cleflnecl on R+. Conditions on the
vii
tails of the prior anci the likelihooci, using left anci right log-crecLence, are establi
shed to determine the proportion of ohservatioiis that can be rejecteci whell they
are considered extrerne (observations very srnall or large relatively to the other
ones). An example of combination of preclictions of the voÏatility of the SP 500
index return is presentecÏ.
KEY WORDS:
Bayesian inference. Heavy-tailecl mocleling, Generalizeci exponential power family,
Outiier, Credence, Location parameter, Scale parameter, Convergence in law,
Monte Carlo simulations, Importance sampling
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INTRODUCTION
Avec la progression de l’informatisation clans ]es entreprises et les institu
tions gouvernementales, de plus en plus de hases de données sont maintenant
disponibles. Une mine d’information souvent se cache clans ces données et le dé
veloppement cl’ outils statistiques permettant de les analyser devient nécessaire.
Par exemple, l’efficacité cl’tm médicament peut être démontrée en utilisant l’in
formation contenue clans les bases de données de la Régie de, l’assurance-maladie
du Québec, ou le risclue d’accident automobile d’un assuré peut être mieux éva
lué en utilisant l’information contenue clans la base de données cl’tme compagnie
d’assurance, ce qui permet de mieux évaluer la portion de la prime d’assurance
due au risque.
IJne autre conséquence de l’avènement d’ordinateurs de plus e plus puissants
est la possibilité accrue de développer des outils statistiques de plus en plus per
formants. Plusieurs approches statistiques, utilisant par exemple les simulations
ou le calcul numérique, sont maintenant utilisables via l’ordinateur afin d’analyser
ces bases de données.
Une de ces approches statistiques est l’inférence bayésienne. Elle consiste es
sentiellement à combiner l’information provenant des données avec de l’informa
tion o. pr%oTz réputée indépendante des données, pour en tirer de l’information o.
posteriori. L’approche bayésienne nécessite souvent des calculs numériques inten
sifs et le développement des ordinateurs a sans doute contribué à son essor.
Un des critères de performance recherché en statistique est la robustesse des
modèles face aux valeurs aberrantes. Pour la plupart des échantillons, un mo
dèle statistique peut être très efficace pour estimer un paramètre inconnu, mais
2petit ne pins être adéquat dès qu’une ou plusieurs valeurs extrêmes ou aberrantes
apparaissent clans les données.
Le but de cette thèse est de développer des outils statistiques bayésiens ro
bustes, qui demeurent efficaces même si des valeurs aberrantes viennent contami
ner les données. Le contexte bayésien est décrit plus en détail dans la prochaine
section.
CONTEXTE BAYÉSIEN
Soient n variables aléatoires X1, ..., X conditionnellement indépendantes é-
tant donné le paramètre 8. La densité conditionnelle de X0 est donnée par
avec 8 e et X , i = 1,..., n, où e et sont des sous-ensembles
de R. Notez que l’espace paramétrique e peut être multidimensionnel, mais seul
le cas unidimensionnel est considéré dans cette thèse. L’inférence est faite sur
le paramètre & à partir des données observées x, ..., x,,. Notez que dans l’ap
proche classique (fréquentiste), une nouvelle expérimentation produirait un nou
vel échantillon x1, ..., x et la valeur (inconnue) de 8 resterait la même, tandis que
clans l’approche bayésienne, une nouvelle expérimentation produirait une nou
velle valeur de 8. L’aspect aléatoire dans l’approche bayésienne est donc mis sur
le paramètre 8 plutôt que sur les données.
L’information a priori sur & est donc intégrée dans le modèle par l’entremise
d’une loi a priori sur 9, dénotée par n(&) (voir DeGroot, 1970). Il est donc possible
d’inférer sur le paramètre O sans même observer de données, à l’aide de la loi a
prio’ri. Le paradigme bayésien consiste à mettre à jour cette densité e priori en
y intégrant les observations x1, ..., x,, par le théorème de Bayes. Rappelons que
par le théorème de Bayes, Pr[AB] = Pr[BA] Pr[A]/ Pr[B], où A et B sont deux
sous-ensembles d’un espace échantillonal S, c’est-à-dire A C S et B C S. Nous
obtenons alors la densité e posteriori de 8, dénotée par n(9xi, ..., x,) et donnée
par
r(O) fl f(x&)
..., x)
OÙ ?Tl(xi,
...,
X,,) fe n(9) flL f(xO)dO est la densité marginale conjointe de
X1, ..., X,,. L’inférence sur & est effectuée à l’aide de sa densité e posteriori, tenant
3compte à la fois de l’information a priori et des données. Notez que la densité a
posteriori est proportionnelle au produit des densités de toutes les sources d’in
formation. Selon le critère d’optimisation (fonction de coûts) choisi, le paramètre
O peut être estimé par l’espérance, la médiane 011 le mode a poster’o’ri de 9.
Dans cette thèse, nous nous intéressons aux densités des observations qui
font partie cl’ulle famille de position-échelle. Soit une variable aléatoire Y ayant
comme densité f(y), alors la densité de X = o-Y + ti, étant donné ,u et u connus,
est donnée par u1f([x
—
i]/u), où tt est le paramètre de position et u > O
est le paramètre d’échelle. Nous disons que la densité de X est une famille de
position-échelle, ou simplement une famille de position si o est fixé ou encore une
famille d’échelle si i est fixé. Une variation du paramètre de position entraîne
une translation de la densité et une variation clti paramètre d’échelle entraîne un
étirement ou un rétricissement de la densité. Nous aborderons clans cette thèse
la famille de position dans les deux premiers articles et la famille d’échelle clans
le troisième article. Le paramètre 9, donné dans le cac[re bayésien, sera donc un
paramètre de position ou un paramètre d’échelle.
ROBUSTESSE
Ui exemple souvent présenté comme introduction à la statistique bayésienne
consiste à faire l’hypothèse que la densité a priori et la fonction de vraisemblance
(densité des observations) sont représentées par des densités normales. Si est
une observation provenant d’une population normale avec une moyenne donnée
par O et une variance de 1, ce qui est dénoté par N(0, 1), et que la densité a
priori de O est N(O, 1), alors on peut démontrer que la densité a posteriori de O
est N(x/2, 1/2). Notez que la densité de l’observation appartient à une famille de
position. Selon l’information e priori, la distribution du paramètre O est centrée
en O, tandis que l’observation est donnée par x. La densité e posteriori est centrée
en /2, ce clui représente un compromis entre les deux sources d’information. La
densité e posteriorz de O est proportionnelle au produit de la densité e priori et de
la vraisemblance considérée comme une fonction de O, soit le produit d’une densité
N(O, 1) et d’une densité AT(r, 1). Rappelons que la densité normale est unimoclale
4et symétrique par rapport à sa moyenne. Une petite variance indique une grande
certitude de la source d’information et vice-versa. Par exemple. selon l’information
a prwrz, il y a moins d’une chance sur 1000 que 0 soit supérieur à 3,3, puisque
la densité de O est N(0, 1). De la même façon, selon la vraisemblance, il y a moins
d’une chance sur 1000 que 0 — x soit supérieur à 3,3. Le compromis de
semble naturel si les cieux sources d’information sont compatibles. Par exemple si
= 3, la densité a posterior? fera un compromis avec une moyenne de x/2 = 1, 5,
ce qui est en accord à la fois avec l’information a priori et avec la vraisemblance.
Toutefois, si 10 et que la densité a posteriori fait. un compromis avec une
moyenne de x/2 5, ce n’est pas souhaitable, puisqu’il est eu désaccord à la fois
avec l’information a priori (moins d’une chance sur 1000 d’être inférieur à -3,3 ou
supérieur à 3,3) et avec l’observation (moins d’une chance sur 1000 d’être inférieur
à 6.7 ou supérieur à 13.3). Il serait souhaitable clans ce cas d’écarter la source
d’information jugée la moins fiable et que la ciensité a posteriori se rapproche
de la source d’information avant la plus grande crédibilité en cas de conflit Si
toutefois nous faisons l’hypothèse que la densité a priori est représentée par une
densité ayant des ailes suffisamment relevées, telle la densité Stuclent-t, et que
la vraisemblance est toujours représentée par une densité normale, le conflit sera
réglé en faveur de la fonction de vraisemblance.
L’utilisation des densités à ailes relevées est un outil important clans le clé
veloppement de méthodes bayésiennes robustes, limitant l’influence des valeurs
aberrantes sur l’inférence a posteriori. Le rejet de valeurs aberrantes n d’abord été
décrit par De Finetti (1961), clans le cas le plus simple où il n’y a qu’une observa
tion avec une moyenne de 0. Des résultats théoriques ont été donnés par Dawici
(1973) et Hill (1974). O’Hagan (1979) a considéré le rejet. de valeurs aberrantes
clans un échantillon et O’Hagan (198$) a considéré une modélisation bayésienne
plus générale basée sur les densités St.uclent—t. O’Hagan (1990) a introduit la no
tion de crédence pour caractériser et ordonner des ailes de densités symétriques
ayant un comportement de type polynomial, telle la densité Stuclent-t. Il a éga
lement donné des résultats de rejet de valeurs aberrantes basés sur la crédence.
Cette notion a été généralisée à la p-crédence par Angers (2000) afin d’englober
5une plus grande classe de densités. D’autres auteurs ont également abordé le re
jet de valeurs aberrantes, par exemple Meinholci et Singpurwalla (1989), Angers
et Berger (1991), Carlin et Poison (1991), Angers (1992), Fan et Berger (1992),
Geweke (1994) et Angers (1996).
DENsITÉ GEP
La p-crédence caractérise les ailes de densités symétriques en comparant ses
ailes à celles d’une densité de référence appelée famille de puissance cl’exponen
tielles généralisée (CEP). La forme générale de la densité CEP, telle qu’introduite
par Angers (2000), est donnée par
p(z, 5, c, , zo) = K(7, 5, c, , zo) exp {—5max(z ,
x max(z ,zo) log [max(z ,zo)]
[e_1 z° log Iz; si zI > z0,
z log z0; si Iz <z0,
où z e R, > 0, 5> 0 (nous posons S = O lorsque 0), e R, e R, z0 > O
et K(7, 5, , 3, z0) est la constante de normalisation.
La densité CEP comprend un terme exponentiel, poïyi;omial et logarithmique.
Elle est symétrique par rapport à O et constante entre —zo et z0. Les quatre
autres paramètres ‘y, 5, o , /3 déterminent le comportement des ailes. La plupart
des densités connues définies sur R ou stir R ont le même comportement dans
les ailes ciue la densité CEP, ce qui en fait une densité de référence utile. Aussi,
comme la robustesse est liée principalement à l’épaisseur des ailes des densités, la
densité CEP s’avère un outil puissant pour développer des méthodes statistiques
bayésiemes robustes.
Dans cette thèse, trois utilisations de la densité GEP en robustesse bayésienne
sont présentées sous forme de trois articles.
6PREMIER ARTICLE
Dans le premier article, intitulé Importance Sarnpling with the Generalized
Exponentiat Power Density, la densité CEP est proposée comme fonction cl’im
portance clans les simulations I\’Ionte Carlo, clans le contexte de l’estimation des
moments a posteriorz du paramètre de position. Il est possible de caractériser
les ailes de la densité e posteriori par la p-crédence (voir Angers, 2000), ce qui
permet de choisir les paramètres de la densité CEP de façon à ce que les ailes de
la fonction d’importance soit légèrement pltis relevées ou équivalentes à celles de
la densité e p08terOTZ. Aussi il est possible de simuler des observations à partir de
la densité GEP, ce qui est abordé dans l’article. Souvent le choix d’tme fonction
d’importance se fait sur la base du cas par cas. Il est toutefois possible, avec la
densité GEP, de choisir une fonction d’importance selon une méthode qui est la
rhème peu importe les choix de la densité e priori et de la vraisemblance, en
autant que leur p-crédence soit définie. Aussi la présence de valeurs aberrantes
ne compromet pas l’efficacité de cette méthode, •ce cmi n’est souvent, pas le cas
pour des choix de fonctions d’importance cd [roc. D’autres approches permettant
de choisir une fonction d’importance, basées sur la cliscrétisation aléatoire par
exemple (voir Fu et Wang, 2002), peuvent aussi être efficaces. Il s’agit souvent de
faire un compromis judicieux entre l’efficacité et la simplicité, et c’est clans cet
esprit que la méthode proposée dans le premier article a été construite.
Dans les deuxième et troisième articles nous nous intéressons aux conditions
portant sur la densité a priori et sur la vraisemblance qui sont suffisantes pour
que la densité e posteriori rejette les valeurs aberrantes. Dans le deuxième article,
la vraisemblance est une famille de position, tandis ciue dans le troisième, elle est
une famille d’échelle. Les conditions portent essentiellement sur l’épaisseur des
ailes.
DEuxIÈME ARTICLE
Dans le deuxième article, intitulé Outiiers crut choice of the prior for Ïocatiomm
parameter inference, la p-crédence est d’abord généralisée afin de caractériser les
ailes de gauche et de droite d’une densité définie sur les réels, ce qui permet de
7considérer la robustesse en présence de densités asymétriques. Dans un tel cas, une
observation trop petite par rapport aux autres pourrait par exemple être rejetée,
mais ne le serait pas si elle était trop grande, ou vice-versa. Dans un premier
temps, les conditions de robustesse sont exprimées à l’aide de la p-crédence. Ces
conditions sont relativement faciles à vérifier, contrairement à celles énoncées clans
Dawicl (1973) par exemple. Comme la p-crédence est définie pour la plupart des
densités connues, ces conditions sont d’un grand intérêt en pratique. Rappelons
que les résultats de O’Hagan (1990) ne s’appliquent que pour les densités ayant
un comportement de type polynomial dans les ailes, tandis ciue les résultats clii
deuxième article s’appliquent en pulls pour les densités ayant un comportement
de type exponentiel et logarithmique clans les ailes.
Les résultats de robustesse sont donnés sous forme de convergence en loi. Si les
conditions sont respectées, il est démontré que la densité e posteriori converge en
loi vers la densité a posteriori que nous aurions obtenue à partir d’un échantillon
excluant les valeurs aberrantes, à mesure que celles-ci tendent vers plus ou moins
l’infini. D’une part ces résultats sont plus forts que ceux donnés clans O’Hagan
(1990) et Angers (2000), cmi ont démontré que le ratio des densités a posteriori
avec l’échantillon complet et avec celui excluant les valeurs aberrantes est borné
par des constantes positives, pour n’importe quelle valeur finie du paramètre de
position. Le prix pour obtenir la convergence en loi a été d’ajouter une condition
stir la régularité des ailes de la densité e priori et de la vraisemblance. Toutefois,
cette condition est satisfaite pour la plupart des lois connues. D’autre part, les
résultats de convergence sont donnés lorsqu’on est en présence d’un échantillon
comportant possiblement une ou plusieurs valeurs aberrantes clui tendent vers
plus ou moins l’infini, et ce à n’importe quel taux donné.
Dans un deuxième temps, les conditions sont présentées d’une façon plus géné
rale, sans utiliser la p-crédence. Même si leur utilisation en pratique devient moins
intéressante, elles demeurent relativement simples. L’interprétation des conditions
devient toutefois plus aisée, puisclue l’influence de chaque aile de la densité e priori
et de la vraisemblance sur le rejet des valeurs aberrantes peut être observée. Es
sentiellement, un groupe de valeurs aberrantes tendant vers l’infini sera rejeté
8si l’aile de gauche de la densité proportionelle au produit de leurs densités est
suffisamment relevée et plus relevée que l’aile de droite de la densité proportion
nelle au produit des densités des observations non aberrantes et de la densité a
priori. Le rejet des valeurs aberrantes tendant vers moins l’infini est similaire, sauf
que le rôle des ailes de gauche et de droite est inversé. Le paramètre de position
est la variable aléatoire, les observations étant considérées fixes. Les résultats de
convergence sont valides quelque soit le taux auquel les valeurs aberrantes tendent
vers pitis ou moins l’infini. Quoiqu’ayant peu d’intérêt en pratique, il serait pos
sible d’ajouter d’autres conditions de convergence si le taux auquel chaque valeur
aberrante tend vers plus ou moins l’infini était spécifié.
TROISIÈME ARTICLE
Dans le troisième article, intitulé Outiiers for scate parai eter inJrence and
positive observations, la robustesse est étudiée lorsque la densité des observations
est une famille d’échelle et que l’inférence est faite sur un Daramètre d’échelle.
Jusqu’à présent, aucun article n’a été publié sur ce sujet. Lorsque les observations
sont considérées positives, il s’agit essentiellement de transposer les résultats du
deuxième article par une transformation exponentielle (ou logarithmique si on fait
le chemin inverse). Le paramètre de position devient un paramètre d’échelle et le
domaine réel devient un domaine réel positif. Les conditions, résultats et preuves
de robustesse sur le paramètre d’échelle sont toutefois présentés indépendemment
de leur contrepartie du monde du paramètre de position. En effet, nous aurions
pu être tentés de ne pas présenter le détail des preuves en référant simplement
au deuxième article et en précisant qu’une transformation exponentielle doit être
effectuée. Quoique facile à faire pour certaines parties des preuves, il s’est avéré
d’une part qu’il n’est pas du tout trivial en général de transposer les preuves, et
cl’atitre part ciue des éléments nouveaux doivent souvent être apportés.
D’abord la notion de log-crédence est introduite, qui consiste à comparer les
ailes cl’mne densité définie sur les réels positifs à celle d’une diensité log GEP. La
densité log G EP est définie simplement comme une transformation exponentielle
de la densité GEP, c’est-à-dire si X > O a une densité log GEP, alors logX a
9une densité GEP (un cas particulier correspond aux lois normale et log-normale).
Tout comme clans le cas de la p-crédence, le comportement des ailes de densités
de type polynomial et logarithmique est considéré clans la log-crédence, mais le
comportement exponentiel est modifié et un terme logarithme de logarithme y
est ajouté.
L’interprétation cte l’aile de gauche est un peu différente car le domaine est
borné à gauche par O. L’aile de gauche peut monter vers l’infini, descendre vers O
ou se diriger vers une constante positive. On dira par exemple que l’aile de gauche
sera plus relevée si elle monte vers l’infini que si elle descend à O. La log-créclence
peut mesurer l’aile de gauche d’une densité définie sur les réels positifs, ce que
la p-crédence ne peut faire. L’interprétation des conditions et des résultats de
convergence pour le cas du paramètre d’échelle est similaire au cas du paramètre
de position. Les ailes des densités des valetirs aberrantes doivent être aussi suf
• fisamment relevées, mais encore plus relevées que dans le cas du paramètre de
• position.
Le cas du paramètre d’échelle quand les observations sont réelles n’est pas
considéré clans cet article, mais il est facile de le faire en généralisant les résultats
en iltilisant la symétrie par rapport à l’origine. Dans le cas d’observatioiis réelles,
il n’y a toutefois pas de valeurs aberrantes près de O, et il en résulte cïue l’aile de
gauche de la densité e priori du paramètre d’échelle n’a plus d’influence sur la
robustesse. Une suite à ces travaux de thèse est en cours, où le cas de la famille
de position-échelle est considéré, lorsque les données sont réelles.
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Chapitre 1
IMPORTANCE SAMPLING WITH THE
GENERALIZED EXP ONENTIAL POWER
DENSITY
Cet article a été publié et sa référence est la suivante DESGAGNÉ, A. et
ANGERS, J-F. (2005) Importance Sampling with the Generalizeci Expoientia1
Power Density, $tatistics and Gomputing, 15, 189-195.
Abstract In this paper, the generalizeci exponential power (GEP) density is
proposeci as an importance function in Monte Carlo simulations in the context of
estimation of posterior moments of a location parameter. This clensity is dlivicleci in
five classes accorcling to its tau hehaviour which may be exponential, polynomial
or logarithmic. The notion of p-creclence is also clefineci to characterize ancl to
orcler the tails of a large class of symmetric clensities by comparing their tails
to those of the GEP cleiisity. Tire choice of tire GEP cÏensity as an importance
fonction allows us to obtain reliable anci effective resuits when p-creclences of
the prior ancl the likelihooci are definecl, even if there are confiicting sources of
information. Characterization of the posterior tails using p-creclence can he clone.
Hence, it is possible to choose parameters of the CEP density in orcler to have an
importance frinction with slightly heavier tails than the posterior. Simulation of
observations from the CEP clensit.v is also adcÏressed.
Key words Importance sampling, Credence, Heavy tau clensity, Numerical
integration, Monte Carlo.
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1.1. INTRODUCTION
The use of heavy-tailed dlistrihutions is n valuabie t.ool in developing robust
Bayesian procedures, limiting the influence of extrenies on posterior inference.
($ee for instance IVleinhold anci Singpurwalla, 1989 ; O’Hagan, 1990 Angers anci
Berger, 1991; Carlin a.ncl Poison, 1991; Angers, 1992; Fan anci Berger, 1992;
Geweke, 1994; Angers, 1996). O’Hagan (1990) introduced the notion of credence
to characterize the f ails of a symmetric density on the real hue. Tus notion lias
been generalizeci to p-creclence hy Angers (2000) to accommoclate a wicler class
of clensities. P-creclence of n clensity is cletermineci by comparing its tau to a
reference clensity introcluceci in Angers (2000), called the generalizeci exponential
power (GEP) densit
An application of tus density in i\’Ionte Carlo simulations with importance
sampling is proposeci in tus paper, in the context of estimation of file posterior
i-noments of a location parameter. The GEP density may be a good candidate
for the importance function in Monte Carlo simulations because simulation of
observations from tus density is possible. Furthermore, characterization of the
posterior tails using p-creclence (see Angers, 2000) makes it possible to choose the
parameters of the GEP clensity such that the tails of the importance fmtction are
slightly heavier than those of the posterior.
In Section 1.2, file GEP clensity is introduced and file notion of p-credence is
cleflnecÏ to cÏiaracterize ancÏ to orcler fails cf densifies. In Section 1.3, file impor
tance sampling using the GEP density as an importance function is adclressecl.
The setting is given in Section 1.3.1. The selection of parameters of the GEP
clensity is acÏdressecl in Sections 1.3.2 ancl 1.3.3 auJ simulation of observations
from tus density is consiclered in Section 1.3.4. Finally, an example is provicled
in Section 1.4.
1.2. GENERALIzED EXPONENTIAL POWER DENSITY AND DOMI
NANCE RELATION USING P-CREDENCE
The generalizeci exponential power clensitv is introduceci in Section 1.2.1.
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1.2.1. Generalized exponential power density
The general form of the clensity of the generalized exponential power farnily
as introduceci 5v Angers (2000) is given by
p(z’y, 6, a, , zo) K(’y, 6, a, , zo) exp {—6max(z , zo)7}
x m(Iz zo) Ïog [max(Izj , z0)]
e_IzI z log z; if z( > z0, (1.2.1)
e z1ogz0; if z <z0,
where z E R, ‘y 0,6 O (we set 6 = O when ‘y = O), a e R,j3 E R, z0 >0
arid K(’y, 6, a, /3, z0) is the norrnalizillg constallt. (Note that the parameters a and
of the GEP clensity clefined in Angers (2000) have been changeci respectively
to — anci — in orcler to ease the comparison of p-credences.) In addition, the
parameters ‘y, 6, a, 3 anci z0 must satisfy the following conditions
[ï; if0,
Cl z0 >
0; ifa0,/3=0;
C2 a-F +6’yz 0;
C3 : a>lif7=0;
C4 : /3>lif’y=O,a=l.
Tire first condition is needecl in order for the clensity to 5e strictly positive anci
bounclecl. The second condition guarantees the unimocÏality of the clensity ancl it is
aÏways satisfled if z0 is cliosen t.o 5e large enougi;. The thircl anci fourth conditions
ensure that it is a proper clensity. The density is symmetric wit.h respect to the
origin ancÏ is constant for —z0 z < z0, which puts emphasis on tire tails.
The family of GEP densities which satisfy conditions Cl to C4 cnn 5e divicÏecl
in five subsets as shown in Table 1.1. Each subset is cleterminecÏ by tire tau beha—
viour of the densfty. The riglit tau of a GEP clensity is equÏvalent to a generalizeci
gamma cÏensity for type II, it is equivalent to n log-gamma cÏensity for type III,
n Pareto density for type IV and a log-Pareto clensity for type V. Type I corres
ponds to n general case. Note that types III and IV are heavy--tailecl distributions
ancl type V is a super heavy-tailecl distribution (see Reiss anci Thornas, 1997).
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TAB. 1.1. Five types cf the GEP clensity
Type Paramet.ers
I -y>O, >0, cER, /3O, z0>lancï
cl + +
€S7z2 0
1/7
II >0, >o, =o, zo>max(O,)
(z > 0 if 0)
III 0, = 0, > 1, 0, zo > ma.x (1, e/)
IV y=O, 6=0, a>1, /=0, z0>0
V 7=0, 6=0, cl=1, >1, z0>1
lVIany known cÏistribritions (see Johnson, Kotz anci Balakrishnan, 1994) are
special cases of the CEP density. If the parameters c anci z0 of the CEP clensity
of type II are set t.o 0, it. gives the exponential power density (sec Box and Tiao,
1962). In addlition, if the parameter y is set to 2, it gives the normal clensity anci
if tue pararneter is set to 1, it gives the Laplace density. Furthermore, t.he right
tau cf tire GEP density cf type II is eqnivalent to a Weihull ciensitv if cl I
—
a gamma clensity if I and cl < 1, a Rayleigh clensity if 2 anci o = —1
and a Maxwell-Boltzrnann clensity if ‘y = 2 anci cl = —2.
The normalizing coirstant K(’y, 6, cl, 3, zo) ancÏ tire Jth moment. cf Z are given
in Table 1.2, except for the CEP clensity cf type I, which may be evainateci using
Monte Carlo simulatiolls with importance sampling.
Note that in Table 1.2, f(\, a) is the incomplete gamma function clefineci by
F(\, a)
= f eu’du,
E R. a> O (a> O if,\ > 0). In particular, when a = O ancÏ \ > 0, f(À, 0) is the
gamma function anci it is clencteci by F()).
L2.2. Dominance relation using p-credence
The CEP clensity was introcluceci te provicle a henchrnark for tire characteri
zation of the tail behavicur cf a clensity. Such a characterization is adclressecl hy
the notion cf p-credence, clefined in Angers (2000) as follows t
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TAu. 1 .2. Normalizing constant and moments of tire GEP clensity
Normalizing constant Moments
Type K(7, , , /3, z0) E (Zj3), j > O
F(I.E2±I -7
—6 1—+j t 7 ‘
r f 1— 7 \ —
e
TT 1 I —6z 1—c .,, 7e -r r(l—’ -
[ 7(5 e/3 z”+- t0
yS 7
.)—+j F(1—/l(a—j—l) Iog ‘
i Li—a 1
—
P(1—j3,(—1) Iogzo) 1 +i 1o
+ (‘)‘ ] z1og0zo±/3
(1< a—1)
iv (a-’ ( — 1) -—
(t3—1)(Ïogo)0
v 2—1+logzo)
Definitiori 1. A density f on R Ïrct.s p-credence (y, , ci, /3), denoted by
p-cred(f)
= (, , ci, /3), if there ezist constants k, K (O < k < K < œ’) such that
for ail z E R
<i
—
p(z ,à,ci,/3,zo) —
wÏrere p(z7, , ci, /3, zo) is givert by eqrtation (1.2.1). We also ‘wrzte p-crecÏ(Z) =
(y, , ci, /3) if tire density of Z iras p-credence (y, , ci, i3).
Tire notion of p-creclence characterizes the tau behaviour of a clensity by
companng it to a GEP clensity. Essentially. this clefinition ensures that f(z) S 0f
orcler e_sIzI7z a1og z for large values of z. P-credence is clefineci for clensities
having the sanie behaviour in the left anci right tails, like the symmetric clensities
for example. Note that tire parameter zo is not listeci as an argument in p-crecÏence
since it lias no influence on tire tau behaviour (sec Angers, 2000). By Definition 1,
it is trivial to sec that p-credence of p(z’, , ci, /3, z0) is (, , ci, /3). It shoulci also
fie noteci that allowing 7 to Le negative woulci provicle no more generality in tire
tau behaviour of a cÏensity. Furthermore, most of the usuaÏ symmetric cÏensities
on R (such as tire normal, Stuclent’s t, Laplace anci logistic) are covereci hy this
clefinition of p-creclence.
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Once the tau behaviour 0f clensities has been characterized hy p-credence, a
dominance relation can he established to compare them.
Definition 2. Let f and g be any two deusities on R. I’Ve say that
j) f dom mates g, denoted by f >- g, if there exists a constant k > O s’uck
that f(z) kg(z), Vz R;
ii) f is equivalent to g, denoted by f g, if both f - g and g >- f;
iii) f strictiy dom.inates g, denoted by f >- g, if f >‘- g but g f.
Note that if p-crecl(f)
=
(y, 6, û, /3) then f p(.y, 6, û, /3, zo), where
P(17, 6, û, /3, z0) is giveil by equation (1.2.1). The densities are orclereci hy the
dominance relation as showri in Proposition 1.
Proposition 1. Let f and g be two densities on R such that p-cred(f)
‘,
6’. û’, f3’) and p-cred(g)
=
(‘y, 6, û, /3), then
i) f g if’y’ , = 6, û’ = û and/3’ = /3;
ii) f - g if:
a) ‘y’ <7
b) 7’ ‘y, 6’ < 6;
c)
‘y’ = ‘y, 6’ = 6, û’ <û;
If f g, we say that f arici g have tise same p-credence anci we write
(‘y’, 6’, û’, /3’) (‘y, 6, û, /3). If f >- g, we say that p-creclence of f is lower thais
p-credence of g auJ we write (‘y’, 6’, û’, /3’) < (‘y, 6, û, /3). Fiually we write
(‘y’, 6’, û’, /3’) < (‘y, 6, û, /3) if f >— g. Note that p-creclence of the GEP densities
of types I aisci II is larger tisais that of types III anci IV, these latter mies having
thernselves p-credence larger thari that. of type V.
Here û anci /3 have heen defineci clifferently from Angers (2000) in orcler to
ease the comparison of p-credences. In fart, wheo p-crecl(f) = (‘y’, 6’, û’, f3’) and
p-crecl(g) (‘y, 6, û, /3) are compared using Proposition 1, the parameters are
compared from left to right. As soon as an inecna1ity between two parameters
occrirs, we say that tue density with the largest parameter has the largest p
credence.
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1.3. IMPORTANCE SAMPLING
In this section, the estimation of the posterior moments in Bayesian inference
wjth location parameter is st.u.diecl. It. is assumeci tliat p-creclence of the prior
anci die likelihood are defineci. The GEP clensity is proposeci as an importance
function when the estimation is performeci using Monte Carlo simulations with
importance sampling.
1.3.1. Setting
Consicler n + I clensities f(x — 9), i = O, ..., n, defined on R with
j) p-crecl(f)
=
(‘yj, , cj, /3j), i = O, ..., n,
ii) the clensity of the data X9 is f(x — 9), i = 1, ..., n,
iii) the prior clensit.y of O is fo(io — O), where co is a known prior location
parameter.
If the vector composed of the prior location anci the observations is clenotec[
hy x
= (, x, ..., x), theii for j N, the j°’ posterior moment is given by
R(O3x) = I(x)/Io(x), where
p03 7?
I(x) J 93 flf(r1 — O)dO.
-°°
The algorithrn of IVlonte Carlo for the estimation of E(OJ x) consists in gene
rating ••, 9, from an importance function g(O) ancl estirnating I(x) by
77?
(x)
—Z9w(O,),
7T?. k=1
where the weight function W(Ok) is given hy
9 - fl0f(x-9k)w( k)
—
g(O)
The jtl? posterior moment is then estimated hy (O3x) (x)/(x). Note that
any constant can be multiplieci to the weight function silice it cancels ont in the
evaluation of R(&3 Ix).
The choice of g(O) is the main issile of this section. The GEP density with a
location pararneter, given hy p(O — , c, /3* z), is proposed as an impor
tance function. The selection of parameters is acÏdressed in the next subsections.
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1.3.2. The uniform part of the importance function
The flrst criterion for the choice of tire parameters of the GEP clensity is that
the importance function shoulci be close fo tire posterior. Tire posterior density
can be multimodal, with possible modes arouncl the prior location anci arounci
each observation. It is thus clifficuit to choose an importance function close to the
posterior. At least, their mass shoulcl be in the same area. This will be adclressecl
hy the uniform part of tire GEP density.
Tire parameters anci z are cirosen to ensure that the rmiforrn part of the
GEP clensity is covering most. of tire prior auJ tire likelihooci (expressecl as a fuirc
tion of 9). Let us first clefine tire (loop)th percentile of f for i O, ..., n, denotecl
by qpj, sucli that j f(z) dz p. Tire location parameter of flic importance
function is then given by
m
-
ni2 (1.3.1)
wliere
= nrin [ij + qp,j] auJ m2 = max [c + q]_.p,j],
2=0 n 2=0,..., n
airct O < p < 0.5. Furtliennore, to ensure tirat tire uniform part is covering ai
least. tue area [m1, rn9], zS must satisfv the condition
ixi2—m1
z . (1.3.2)
In practice, flic choice of p = 0.05 seems appropriate to cover a sufficient
part of flic prior airci tire likehirooci. The ciroice of p heing arbit.rary, a rougir
approxilrratioll of the percentiies is sufficient.
1.3.3. Characterization of the posterior using p-credence
Tire second criterion for tire choice of tire paranreters of tire CEP clensity is
that tire importance ftnrctioir ciomiirates tire posterior. This is acÏdresseci witli p
creclence of tire importance function, given by (, , «, /3*). These parameters
are cirosen 10 nrake p-credence of tire importairce function lower than p-creclence
of tire posterior.
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P-creclence of the posterior clensity with one observation is given in Ai1gers
(2000). This resnlt cari be generalizeci to n 1 as follows
p(O
—
‘, ‘.
‘. z)
where
7’ llIaX7, 6’ —61 [>i],
=
/‘
t’ e fl, O < e < z satisftes Conditions Cl, I[[] is the inclicator
function of the set {a} and rr(6x) is the posterior clensity under the setup given
in Section 1.3.1.
Choosing the parameters of the importance ftmction such that
(7* * t3)
= (‘. 6’, ‘, ‘) (1.3.3)
ensures tliat it clominates the posterior. Then, z cari be chosen in order to satisfy
conditions Cl anci C2 in addition to the condition given by equation (1.3.2), which
gives
= argmin,>1[m2_mi i±] (‘ + + 6’’(z)’ > o) , (1.3.4)
where 62 > O. Recali that condition C2 is aiways satisfied if z is large enougli.
Note that di anci 62 rniust be specified. In practice, it seems appropriate to
choose di = min (0.01, and 62 = 0.01. A Ïarger value of di world
give an importance function wit.h much heavier tails, which is not necessary.
1.3.4. Simulation of observations from the GEP density
The thirci and Ïast desireci criterion for the choice of the parameters of the
CEP clensity consists in being able to simulate observations from the importance
funct.ion. The CEP clen.sity, given hy p(zb’, 6, , 3, 20). iS symmetric wit.h respect
to the origin arici is u iform between —20 and 20. Hence, if the mass of the uniform
part is clenoteci by q anci given by
= Pr[—zo < Z 20] K(7, 6, , , z)2ez1og z,
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TAB. 1.3. Simulation of an observation z from a GEP density on
(zo, oc), (note w U[O, 11)
Type z
< 1) t
‘/7
L1 ()
III (8< 1) exp
Iv
71) c’—1
y exp{--}
w
where K(7, , c, 3, zo) is the normalizing constant given in Table 1.2, then an
observation must be siinulatecl from (—oc, —z0] with probability from
uniform [—zo, zo] with probahility qo anci from (zo, oc) with probability
An observation z is generated from (z0, oc) with the inverse transformation
methoci, ciepending on the type of the GEP density as shown in Table 1.3. Note
that F(À)(•) is the ccÏf of a gamina distribution with shape ancÏ scale pararneters
respectively equal to À > O and 1, anci F(.) is its inverse ccif. An observation z
from (—oc,
—ZD] is generatecl in the same way, except for a change of sign.
There are three cases for which direct simulation with the inverse transforma
tion methoci is not possible, that is the GEP clensity of t.ype I, type II with a 1
anci type III with /3 1.
However, it is possible to simulate observations with the rejection methoci
(sec Ross, 1997). This algorit.hm generates a value from a proposeci distribution,
which is accepteci or rejected accorcling to a probahiÏity baseci on tic ratio of the
density of interest and the proposeci clensity. for more cletails, sec Desgagné anci
Angers (2003).
A proposai for cadi one of these three cases is suggesteci in Table 1.4. Tic
clensities have heen chosen for their balance between simpÏicit.y anci efficiency.
They are GEP ciensities, lue fie clensities of interest, anci cliffer from them only
by one or two parameters. Direct simulation of observations from tic proposeci
clensities is doue using Table 1.3.
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TAB. 1.4. Proposais when direct simulation from p(zy. , , /3, zo)
is not possible
Type Proposai a GEP density of
**
ï or II ( 1) type II ( < 1) P(Z7, à’ 6zo)’ Z)
III (/3 1) type III (/3 < 1): p(zO, O, c, 1 — e, z0)
For the case of the GEP density cf type III when /3 1, /3 is simply replaced
by 1 — e3, where e3 > O. For type II when > 1 and for type I, /3 ïs set to O
anci c is replaceci by The objective was to choose a clensity as close
as possible to the clensity of interest, but with heavier tails. A criterion which
respects this objective consists in choosing
**
.
p(z7, à, c, /3, zo)
3 z0) arg mm sup
z p(zy, à, co, O, zo)
This criterion ensures that the probability cf acceptance in the rejectioll methoci
is maximizeci (see Rohert, 1996). Expllcirly, we have
(1.3.5)
arminaoE[F_unin(ia)) A1(7, à, co, 0, zo)(c —
if Œ + <min(1, cv).
inin(1 — e4, ce); otherwise
where e4 > O anci K(y, 0, zo) is the normalizing constant for type II given in
Table 1.2.
In practice, e3 = 0.01 anci e4 = 0.01 seems appropriate. Furthermore, the
minimization cf K’(y, à, cto, O, ZO)( — co) with respect te co has to he cloue
numerically. However it can be shown that this funct.ion is st.rictly convex.
Note that the proposed cÏensity eau also be useci as an importance function in
Monte Carlo simulations with importance sarnpling to evaluate the normalizing
coistant or the moments cf the CEP clensity of type I, where no analytic forrnuÏae
are available.
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1.3.5. Selection of pararneters of the importance function
As mentioneci in Section 1.3.1. the proposed importance function is the GEP
clensity given by p(& 6’, c, 4), as clefined by equation (1.2.1). The
parameters are determined hy equations (1.3.1), (1.3.3) anci (1.3.4).
1f the importance function is a CEP cierisity for which direct simulation is flot
possible, there are two methocis to hanche it. firstly, observations can be simulated
with the rejection methoci, as seen in Section 1.3.4. SecolldÏy, the importance
function can be replaceci hy the appropriate clensity as given in Table 1.4. In both
cases observations are generated from the same clensity, but ail the observations
are kept in the second method while some are rejectecÏ in the first one. It is simpler
anci more effective to use the second methoci. More explicitly, the modifications
of the importance frinction are as follows
i) if7t> 0, > 0, 0 or > O, > O,>1,
then replace a hy Œ*z) and /3* by O,
ii) if 7* = 0 = O, *> 1, tt 1, then replace /3* by 1 — 63,
where is given by equation (1.3.5) and 63 > O. Note that it can 5e
shown that this change affects ileither the unimoclality of the importance function,
nor its dominance on the posterior.
1.4. EXAMPLE
1.4.1. Setting
Suppose that a portfohio manager neecÏs a prechiction on the return of the SSP
500 index for the next clay. He asks five experts for their prechiction on the return
as well as a 95% confidence interval on tins precÏiction. The manager want.s t.o
combine tins information with lus prior beliefs using the Bayesian model describeci
in Section 1.3.1. Accorcling to this setting, the manager chooses
f(x-6) = T5 (Œz)
for i = 0, 1, ..., 5, where T5() is a Student density wit.h 5 clegrees of freedom, which
means that f(.) is a Stuclent clensity with a scale parameter u. If the standard
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deviation of f is clenoteci by s, then uj v”ÔJs. The Stuclent density is chosen
to ensure a robust inference (see Angers, 2000). With standard cleviations equal,
the opinion of each source of information lias the same weight.
1.4.2. Data
The collected information for the preclicted ret.urn is x (0, —0.6, 0.3. 0.5.
0.7, 1.0). Note that ail mimbers in this exampie are expressecl in percentages. The
standard clevia.t.ions of t.he predictions, extracteci froni flic confidence intervals
given hy the managers and flic prior, are vectorizeci as s (1, 0.5, 1, 0.25, 0.5, 0.5).
for example, the prior beliefs on the precÏicted return consist in a mean of O anci
a standard cleviation of 1. Note that the vector of the scale parameters of f is
then given hy u = (0.775, 0.387, 0.775, 0.194, 0.387, 0.387).
The moments of flic posterior distribution of 9 are estimateci using I\’Ionte
Carlo simulations witli importance sampling. Three importance functions, as des
cribeci below, a.re compareci.
1.4.3. The importance functions
The first importance function is flic GEP ciensity given by
— /i17, *3* z). Its parameters are chosen according to formulae given
in Sections 1.3.2 to 1.3.5. If is easy to show that tue (lOOp)tlt anci (100(1 _pflth
percentiles of f are evaÏuat.ed respect.ively as qj —2.OlSuj and qi—p,j = 2.015o
if p is set to 0.05. Then it is possible to evaluate m1 = min=0 [x + qp,i]
—1.561, 7n2 rnax=0 [x + qy_p,j] = 1.861 and the location parameter p.
rn1+rn2
= 0.15.
It can lic shown that p-credence of cadi source of information is (0, 0, 6, 0).
It is tien easy to show that y = 0, n’ 36 anci 3* 0. Finaily it can
lie verifieci that z m2—rnl = 1.711 satisfies ecfuation (1.3.4). Tic ciensity of
flic importance funct.ion is tien given hy p(9 — 0.1510, 0, 36, 0, 1.711). Tus is a
CEP density of type IV (flic right tau being a Pareto cÏensity) for which direct
simulation is possible using tic methocl clescribeci in Section 1.3.1.
25
TAB. 1.5. Standard error anci 95% confidence interval for the esti
mate E(x) after 10,000 simulations, for the first exainple
Importance Standard 95%
function error Ci.
p(9 — 0.150, 0, 36, 0, 1.711) 0.003 0.481 f0 0.493
T(clfrr35, ,u=0.423, a=0. 177) 0.002 0.483 to 0.491
T(clfrrrr5, trr0.423, u=0.141) 0.002 0.483 to 0.491
The two other importance functions are, respect.ively, a Stuclent distribution
with 35 anci 5 clegrees of freeclom, both centered at 0.423 with a standard de
viation of 0.183 (that is a scale parameter of respectively 0.177 anci 0.141). The
clegrees of freedom are chosen to match p-creclence of the importance function
with respectively that of the posterior and the prior clensity The mean ancÏ stan
dard deviation are chosen to match those of the posterior if
where N(.) is the standard normal clensity. In this case, if can be shown that
\fl r I 2/__,i=ofxi/ si
____________
E(8x)
L0(Ï/s) and Var(x)
=
1.4.4. Resuits
The posterior mean and standard cleviation are respectively evaluateci to
(9Ix) = 0.487 ancÏ /Var(x) = 0.171. The precliction on t.he return of flic
S&P 500 index for flic next day is then estimateci t.o 0.487% witli an approxi
mative 95% confidence interval of (0.145%, 0.829%). The standard error and the
approximative 95% confidence interval for E(&x) estimateci with 10,000 iVionte
Carlo simulations are given for each importance finction in Table 1.5. This is a
case where no apparent conftict exists between the sources of information. which
explains that the result.s are similar, the t.wo concurrent importance functions
having a sliglitly better precision. Next, we consider flic case by permutirg flic
second anci fourth elements (si = 0.25 anci s3 0.5) of the vector of flic stan
dard cÏeviations of the preclictions. Then a conftict hetween the precliction of the
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TAB. 1.6. Standard error anci 95% confidence iirterval for the esti
mate (9Ix) after 10,000 simulations, for the second example
Importance Standard 95%
function error C.I.
p(& — 0.15O. 0, 36, 0, 1.711) 0.004 0.336 t.o 0.352
T(df=35.-0.017,u=0.177) 0.050 0.244 t.o 0.444
T(clfr5, rr-0.017, n0.141) 0.013 0.318 to 0.370
first expert (-0.6) and the other sources of hrformation occurs. The importance
functions remain the same ones, except for the Student densities which are now
centered at -0.017 instead of 0.423.
The posterior mean is then evalnated to E(8x) 0.344 and the posterior stan
dard deviation t.o /r(6Ix) 0283. The standard error and tire approximative
95% confidence interval for E(9x) estirnateci with 10,000 Monte Carlo simula
tions are given for each importance frmctions in Table 1.6. (Based on normality
assumption, tire intervaÏ corresponds to tire mean plus or mimis two standard
errors.) Tins is a case where a confiict exists between tire sources of informa
tion. Tire proposecÏ methoci is not affected bv tire confiict.ing information wlren
tire CEP clensity is tire importance ftmction, tire standard error of the estimate
being similar to that of tire first example. Hoever the precision of tire estirnate
is seriously affectecï with tire two concurrent importance functions.
Tire posterior clensit.y as weil as t.he three importance functions are shown in
figures 1(a) anci 1(b) for the two examples. Tire location of tire Studeirt clensities
in tire second example unclerestimates tire location of tire posterior, winch is
explaineci by tire influence of tire confiicting information of tire first expert (-0.6).
Tic densit.ies i(ci — 9) = T5((r — 9)/uj) are shown for i = O 5 in Figures 1(c)
and 1(d) for tire two examples.
In Figures 2(a) anci 2(b), tire weights (clivided hy their maximum) are plotted
over tireir corresponding variates generated iII Monte Carlo simulations, for eadh
importance function and for the two examples. Tire weight.s are expecteci to ire
larger and nrore concentrated in tire nrain area of tire posterior. Also tire weights
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FIG. 1.1. The posterior ancl the importance functions ta) for the
first example, (b) for the second example; the clensities f txi — 9)
for j 0, ..., 5 te) for the first example, tel) for the second example.
shoiilcl clecrease towards O when the observations move away from the posterior.
These featrires are satisfied when the importance function is the GEP clensity,
anci also for the Stuclent density with 5 degrees of freedom except for the mass of
the weights locateci on the right of the posterior in the second exampÏe. However,
the Stuclent clensity with 35 degrees of freedom fails to incorporate these even for
the first example.
-
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Fia. 1.2. The weights (clivicled by their maximum) over their cor—
responchng observation for each importance ftmction (a) for the
first example (b) for tire second example.
(a)
(h)
29
1.5. CoNcLusioN
Tire generahzed exponential power density iras been proposeci as an impor
tance function in Monte Caria simulations in tire coutext of tire estimation of
posterior moments of a location parameter. It can 5e clifficuit. to choose an appro
priate importance function anci it must often 5e clone for eacir case. If p-creclences
of tire prior ancÏ tire likelihooci are clefineci, tire parameters of tire GEP clensity
are obtainecl by tire equations given in tins paper, in an automatic wa.y wiratever
tire moclel anci tire data are. Note tirat p-creclence is ciefineci for most of tire usual
symmetric distributions clefineci oir tire real une witir air exponential, polynomial
or logaritirmic beiraviour in tireir tails.
Tire ciroice of tire GEP clensity aliows us to obtain rehabie results, even if tirere
are conflicting sources of information. Furtirermore, since p-credeuce of tire GEP
clensity is sligirtÏy iower than tirat. of tire post.erior, tire Monte Carlo simulations
renraiir effective as iilustratecl in Section 1.4. Tire simulation of observations from
tire GEP density iras been adclressecl with tire inverse transformation nrethocl.
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Chapitre 2
OUTLIER$ AND CHOICE 0F THE PRIOR
FOR LOCATION PARAMETER INFERENCE
Cet article a été soumis pour publication en février 2005 clans la revue Metron.
Le premier auteur est Alain Desgagné et le coauteur est le directeur de recherche
Jean-françois Angers. La contribution de Alain Desgagné à cet article consiste en
la conception. recherche, développement, progranimation informatique et. rédac
tion de toutes les parties de l’article, sous la supervision clii directeur de recherche.
Abstract
The use of heavy-tailecl distributions is a valuable tool in developing robust Baye
sian procedures. limiting the influence of outiiers on posterior inference. In this
paper, the hehavior of the posterior clensity of the location parameter is investiga
teci when the sample contains outliers. The notion of left and right p-creclence is
introcluceci to characterize respectively the left ancl right tail of a densit.y. Simple
conditions on the t.ails of the prior anci the likelihood, using left anci right p
creclence, are estahiisheci to cletermine the proportion of observations that can be
rejected as outliers. It is shown that the post.erior distribution converges in law
to the posterior tl;at woulcl be ohtained from tire recluced sample, exciuding t.he
outiiers, as they tend to plus or minus infinity, at any giveil rate. An example of
combination of preclictions of the S&iP 500 index return is presented.
Key words Baesian inference, Outiier, Heavy-tailed modeling, Ceneralizecl
exponential power family, Location pararneter.
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2.1. INTRODUCTION
The use of heavy-t.ailecl distributions is a valuabÏe tool in cleveloping robust
Bayesian proceclures, lirniting tire influence of outiiers on posterior inference. Ont-
lier rejection in Bayesian analysis was flrst clescribed by De Finetti (1961), where
tire simplest case with a single observation having mean was considereci. Theo
rical resrilts were gwen hy Dawici (1973) anci Hill (1974). O’Hagan (1979) consi
dereci outiier rejection in a sample anti O’Hagan (1988) considered more general
Bayesian mo cleling baseci on Stuclent-t dlistributions.
Outiiers rejection baseci on tire notion of creclence was first introduceci by
O’Hagan (1990). Creclence is a measure of tails for symmetric clensities with
Student-type tails. This notion was generalizeci to p-credence by Angers (2000)
to accommoclate a wicler class of clensities. Other authors approached outiiers
rejection, sec for instance Meinholci anci Singpurwalla (1989), Angers anci Berger
(1991). Carlin anci Poison (1991), Angers (1992), fan anci Berger (1992), Geweke
(1994) anti Angers (1996).
In Section 2.2, tire relation between outiiers rejection ancl p-creclence is consi
clereci. In Section 2.2.1, tire notion of p-crecÏence is generalized to left anti right
p-creclences in orcler to characterize each tau of a clensity distinctly. Tirese mea-
sures are defineci for a large class of clensities with exponential, polynomial ancl
iogarithmic tails behavior, winch now makes possible to orcler tire right tau of
most of tire kiown clensities clefineci on R± using rigit p-creclence or tire densit.ies
deflned on R using both Ieft airci right p-creclences.
In Section 2.2.2, tire behavior of tire posterior clensity of tire location pararneter
is iirvestigatecl when tire sampie contains outliers. Simple conditions on tire tails
of tire prior anci tire likelihooci, using left ancl rigirt p-crecÏences, are established
to cÏetermine tlïe proportion of observations tiat can be rejected as outÏiers. We
show that tire posterior distribution converges in law to tire posterior tirat woulcl
be obtaineci from tire reciuced sample. excludmg tire outiiers, as they tend to +oo
or —no, at any given rate. In Section 2.2.3, a special case with one observation is
given.
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In Section 2.3, the same convergence resuits are given when we specify which
one of the observations are outiiers anci if they are positive or negative otitiiers.
The conditions on the tails of the prior and the likelihooci are also generalized
to encompass clensities exciucleci by left anci right p-creclences. The influence of
the left anci right tails of each observation’s clensity anci the prior is establisheci
clearly in t.hese conditions. This also provides a gooci framework to generalize
these resuits to the case where the scale parameter is unknown.
In Section 2.4, an example of combination of preclictions of the SrP 500 in
dcx return is given. While the resuits given in this paper have a strong theorical
component, it is shown in this example that they also have useful anci easy ap
plications in real context.
2.2. OuTLIERs REJECTION USING P-CREDENCE
In this section, conditions on prior anci likelihooci are establisheci using p
creclence to obtain robust Bayesian inference on the location pararneter. The
influence of the outiiers on the posterior density is expected to decrease when the
outliers becorne extrerne.
In Section 2.2.1, p-credence is deflned to characterize the tails of a density.
In Section 2.2.2, conditions are presented to obtain convergence of the posterior
clensity basecÏ on ail observations to the posterior excluding the outliers, as the
absolute values of the outliers tend to oc. In Section 2.2.3, a special case with one
observation is presented.
2.2.1. A measure of the tails : left and right p-credences
Conditions of robustness concern mainly the tails of the prior anci observa
tions’ clensities. In consequence, measures for the tails of a clensity, calleci left anci
right p-credences, are introduced. These measures are analog to the p-credence
(see Angers, 2000). The p-credence is a measure for cleusities with the same tails
behavior (symmetric densities for example) and was clefineci as follows.
Definition 3. A density f on R lias p-credence (‘y, f, û, f3), denoted by
p-cred(f)
=
(y, , û, f3), if there exist constants O < k <K < oc such that for ail
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<K,
p(zy, 6, c, 3. z0)
where p(z7, 6, ci, /3, zo) log that is the generatized exponentiat
power density (CEP,), up to a normalizing constant, where = max(z zo) (sec
Desgagné and Angers, 2OO5).
0f lier measures, calleci left anci riglit p-creclences, are proposeci in this paper
in orcler to characterize each tau distinctly. If f(z) is the density of a random
variable Z, thea right p-creclence is cÏenoted by p_crecl+(f) or p_cred+(Z) and is
defineci as follows.
Definition 4. A densityf lias right p-credence (‘y, 6, ci, /3) if theTe exists n cons
tant K> O such that
f(z)
hm = A.
eI z1og /3
Since the CEP density is symmetric, flic clefinition of left p-creclence is iclen
tical, except lim_ is replaceci by limz__oe. If is denoted hy p-cred(f) or
p-crecl(Z). Note that p-crecl(Z) = p-crecl(—Z).
The clefinition of left. anci riglit p-creclences coiicerns only flic tails of a clellsity,
while the clefinition of p-credence concerns flic entire real hue. In the clefinition
of Ïeft aucl right p-creclences, a tail of the cÏensit.v f is proportional to the cor
responcliiig tail of flic CEP clensity with parameters (‘y, 6, ci, f3), which ensures a
certain smoothness in the tau. The domain of the parameters of the left anci right
p-creclences is
-y 0, 6 > O (by convention 6 = O if ‘y = O), ci E R anci /3 E R.
Left anci right p-crecïences are defineci for most of flic known densifies on R anci
riglit p-creclence is clefineci for uiost of flic known densifies on R+ (sec Desgagné
anci Angers, 2003).
Once right (or left) p-crecÏence of fwo clensities have been cletermineci, a clomi
nance relation can lie established to compare anci orcler their tails, as clescribeci
in Proposition 2.
Proposition 2. Let f and g 5e two densities sich that
p-crecl(f)
=
(‘y, 6, c, /3) and p-crecl(g) = (-y’, 6’. ci’, if).
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i) If ‘y’
,
6’ 6, ‘ = , /3’ = 3, then the right p-crecÏences of f and g are eqnat,
which is denoted by (‘-y’, 6’, ‘, /3’) = (‘-y, 6, c, /3). Their right taits are eq’uivatent,
wkich means that lfflzœ k for a positive constant k.
ii) The right p-credence of g is smaÏÏer thon that of f. which is denoted by
(7’, 6’, ‘, /3’) < (, 6, c, /3), zf
a) ‘-y’ <7,
b) 7’ = 7,6’ <6,
e) 7’ 7,6’ = 6,’ < c,
d) or7’=7,6’=6,’=,/3’ </3.
The right tait of g strictty dominates the right tazi off, which means that
limzœ H 0.
The proof of Proposition 2 is given in Angers (2000). The left tails of two
clensities are compareci and orclereci in a similar way ilsing Ïeft p-credence. The
left tau of the clensity with the smallest left p-creclence clominates the left tau of
the other clensity.
2.2.2. Outiiers rejection using left and right p-credences
In this section, the behavior of the posterior clensity anci the posterior moments
of the location parameter are investigateci wheu the sainple contains outiiers, that
is wheri there is a conffict between some extreme observations anci the information
provicleci by the prior ancÏ the other observations. Using left and right p-credences,
conditions on the tails of the prior density and the likelihooci are established in
order to obtain robust posterior inference. The influence of the otitiiers clecreases
as they become more extrerne anci eventualÏy the out.liers are rejecteci. Consicler
the foïlowing Bayesian context.
i) Let X1, ..., X, be n ranclom variables conditionalÏy indepenclent given 8
with the conctitional densifies of X9 given by f(x — 9), where X E
ii) The prior ctensity of O is n0(0
—
o) where c0 E R is a known location
pararneter.
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The clensities 71Q,
..., f are assumeci to be proper, positive everywhere and
horindeci ahove. We assume that the sample consists of a block of k observations
anci of n—k oritiiers, O < k < n. Assume without loss of generality that the oritiiers
are the observations clenoted hy The differences x1 — Xo,...,Xk
—
are assurneci flxed. The distances between each outiier Xk+1 r,, anci the block
composeci of X0, X1 Xk tend to oc, i.e. Xk+1 — Xoi — oc, I — roi — oc.
Generally, we consicler that X0, X1 ,...,a0 are flxed anci that the outiiers tend to
plus or minus inflnity. However, we could consider that X0, ci, r are not fixeci,
as long as they are moving as a hlock alld as long as their distances with tire
outiiers tend to infinity.
Let the posterior density of 9 be denoteci by ir(9) if ail n observations are
consiclerecÏ, and clenoteci by n(9x) if only non-outiier observations clenoteci by
,...,X are consiclered. Let also the marginal density of r,, (x1, ..., X,) be
cÏenoted by ni() anci the marginal density cf Xk (X1, ..., Xi) be clenoteci by
m(r.). FinalÏy, let the vector of the distances between the outliers anci X0 he
denoteci by y (ixoi — Xoi ..., IX,, — X0 I). The notation i —* oc means that
each term cf tire vector tends to oc at any given rate.
Theorem 1. Suppose that p-cred(j) pcred+(f) (y’, ‘,
‘, a’), 1, ...,
and p-cred(uo) = p-cred(ne) (, , , ). For any integer k snch that O < k <
n and for any X0, X1 ,...,Xk snch that X1 — X0, ..., X — X0 are ftxecl, if
i) / < 1, k > n/2 or
ii) ‘ < 1, k <n/2, (y, , c, )> (y’, ‘(n — 2k), ‘(n — 2k), Ø’(n — 2k))
then
7r(xox,)
n) liiu,œ
7t(XolXk)
=
b) for any k > O and for ail 9 such that 9
—
Xoi <k, limiœ = 1,
e) for any k> O andj (k + ï, ...,n), lim,œPr[i0 Xii <kIr] = O,
d) (9
— Xo)ir,, (9 — Xo)irk as oc, where the cÏensity of tire randonr
variables (9— Xo)ir and (9— Xo)iXk evaluateci et the point y are gzvcn by
n(y ± X0IX,,) and rr(y + XoiXk).
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In addition, Jor any positive integerp, ifE °1H] <œ and
(y, , o, /3)> (y’, cY(n — 2k). o’(n — 2k) + p, /3’(n — 2k)) wken k < n/2. then
e) 1im W”[(6 — OE0)P] = E7t(e{(9 —
Proof. See the AppencÏix, Section 2.6.8.
Note that for each clensity rrg, f, ..., f., the left anci right tails have the sanie
behavior. This condition is needed to obtain the same robustness, whether the
outiiers are on the left or on the right of OE0. furthermore, p-crectences of f f,
are assumeci to be iclentical. This condition ensures the sanie rohustness against.
any extreme observations among x1, 2, ..., x.
The condition y’ < 1 ensures that left ancÏ right p-crectences of f J are
sufficiently srnall, or equivalently that the clensit.y’s tails of each potential ont-
lier are sufficient.Ïy heavy. This also eusures that the posterior eau reject up to
[n/2] outiiers, where [a] stands for the int.eger part of u. The conditions tefl us
that the posterior can reject more than [n/2J outiiers if the left ancl right p
credences of the prior are sufficiently large reiatively to those of the likelihoocÏ.. If
one is lot interestecl into putting too much confidence on the prior, then choo
sing (n’, , o, /3) (y’, ‘, o’, /3’) ensures that the posterior can reject up to [n/2]
outiiers, but not necessarily [n/21 + 1, if for example ail the outiiers are on the
right of x0. At tire other extreme, if one wants to put a large confidence in the
prior, then choosing (y’, o, t3) > (‘, ne’, no’, n/3’) ensures rejection of up to n
outiiers, even for tire extreme cases where ail the outiiers are on tue right of
o or ail are on the ieft of o• An intermecliate choice of (n’, o, 8) such that
(7’, f’, o’, /3’) < (7, , o, i3) < Q-y’, ml’, no’, n,8’) gives intermecliate resuits. Note
that for specific directions of tire outJiers, it could be possible that the num
ber of outiiers rejectecÏ hy the posterior is larger than the number suggesteci by
Theorem 1. This case is addressed in Section 2.3 with Theorem 2.
Asympt.otic behavior of the posterior clensity is estahhsheci through resuits a)
to d), as — —* no at any given rate, for i = k + 1 n. Note that if xo is
fixeci, the limit can he rewritten as no, i = k + 1, ..., n.
Resuit a) says that the influence of tire outiiers on tire posterior dlensit.y
evaluateci at do is asymptotically miii. Note that resuit a) can be rewritten as
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rn(ak) I=.--i f(—xo) nlini1_ n(i) = 1 since (xoxn) rn (x)îr(O) H=1 J(x — x0)
auJ rr(xolxk) n’(k)7r(O) fl J(x xo). It says that the asymptotic beha
vior of the marginal rn(x,) and f(x — x0) is equivalent, since m(x.) do
not clepenci 011
.
Resuit b) says that the influence of the outiiers 011 the poste
rior cÏellsity in any fuite neighhorhood of x (or x1 ,...,x) is asymptotically uufl.
Restilt c) says that the posterior clellsity tends to O in any fuite neighborhood
of the outiiers. Finally, t.he convergence in distribution of the railciom variable
(9 — x)x to the railciom variable (8 — xo)Xk is establisheci in resuit cl), as
ç5 — oc, where the densifies of (9— xo)x and (9— xo)jx,, evaluateci at the point
y are respectively given by -zr(y + xx) auci ir(y + xoIx). An equivalent resuit
is given by 1in1. Pr[& — Xo < dx] Pr[9 — x0 dxk], for any d R (see
the Appenctix, Section 2.6.5). Note that rr(y + xokri) depencis only On the fixed
clifferences xj, — x0, while ic(y + xx) depencis a.lso on Xk±1 — x0 x — x0.
If the distance hetweeu a given observation x (j > k) auJ the center of
x0, x1,
...,
x increases but remains smalÏer than a certain thresholcl, the influence
of tins observation on the posterior clensity usrially increases. However, if this
distance increases beyoncl the thresholcl, the influence of the observation begins
to decrease to eventuaÏly 5e null.
Resuit e) says that the influence of the outiiers on the p°’ posterior moment
centereci at x0 is asymptotically mili, as ioiig as the absoltite prior moment
exists anci as long as the number of outiiers is less than a maximum number
specifleci by left anci right p-creclences of the prior anci likehooci. The result is also
true for the th fflornellt cellteredl at any value with a fixed clistailce from x0. For
example, if xo is flxed, result e) can 5e rewritten as limXk+J
Rlr(OIxk) [9?]
2.2.3. Conflicting information with one observation
An interesting special case of Theorem 1 is given in Corollary 1, when the
illformation is providÏecl only by the prior auci oue observation. The prior centereci
at x0 anci the likelihooci (when consiclereci as a finction of 9) centerecÏ at x1
behave in a symmetric way. The posterior clensity converges in distribution to
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tire source of information (prior or likelihooci) with tire Ïargest. left auJ rigirt p
crecleilces, if tire first parameter (‘y or y’) of tire smaliest left anci right p-creclences
is less than one. Tire case where tire posterior converge to tire likelihooci is given in
CorolÏary 2. Using tire symmetry between tire prior ancÏ tire likelihooci, Corollary 2
foilows from Corollary 1 by interchanging v0(a) with fi(—a) for any a E R anci
Xo with x1.
Corollary 1. If-y’ < 1 and (y, 6, c, i3)> (-y’. 6’, ce’, /3’) then
1• 7T(Xox1) — 1. fifx,—xo)a1 iim11
—xo----œ 7r0(O) — Illhlixi —xoI—cO 7fl(Xi) —
b) for any h > O and 6 such that 6 — X0 <h, limiri_xoH — 1
c) for any h> O, limxioH Pr[9 — x1 <hX1] = O,
U) (9—xoxi (6—xo) as — oo, uhere the density ofthe random
variables (6 — xo)Xi and (6 — Xo) evaiuated at tire point y are given by
ir(y+xoxi) andrr8(y).
In addition, if for any positive intege’r p, oc and (7,6, Œ, /3) >
(‘, 6’, c’ + p, /3’), then
e) limIi_oftœ Eir’)[(6 x0)Pj E(eo)[(O —
Corollary 2. 17<1 and (7’,6’,c’,/3’) > (y,6,c,/3) then
i r(i Lr;) — 7r9(xl —xO) — 1aj 1mIxi_xoJ fi(O) lmITl_XOI rn(x) — J
b) for any h> O and 6 such that 6 — X1 <h, hm1xi_oftœ fi(xi-O) = 1,
c) for any h> O, lim11_01 Pr{6 — xo <Ï/3Xi1 = O,
U) (&—Xi/3Xi (6—1) as — “ oc, where tire density ofthe random
variables (6 — x1/3x1 and (6 — Xi) evalnated at tire point y are given by
n(y + X/3X1) and fi(y).
In addition, if for any positive integer p, E’[6] < oc and (7’,6’, o/, /3’) >
(7,6,c+p,/3), then
e) limJxi_xoftœ (Jxl)[(6 — Xi)] Ef’(’_8)[(6 —
2.3. OuTLIERS REJECTION WITH GENERAL CONDITIONS
Whuie conclif ions of Theorein 1 eau be satisfiecÏ for most of tire known sym
metric densifies using left anci right. p-crecÏences, if is stiil possible to relax anci
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generalize these conditions such that they eau be satisflecl for any distributions.
III this section, conditions in Theorem 1 are given without using Ieft ancl right
p-crecÏences. Conditions are also relaxed such that. the left and right tails of eadh
clensity may have their ow asymptotic hehavior. It is now possible to consider
any dlistribtitions. such that the Gumbel distribution for instaice, where the left
p-creclence is not clefineci anci its right tau is heavier than its left tau. Conditions
are also given such tha.t it is possible to specify wliich observation is an outiier
along with its direction. The new theorem with relaxect conditions is given in
Theorem 2 in Section 2.3.2.
Even if conditions in Theorem 1 are a special case of the conditions ii Theo
rem 2, they are stiil very general and useful in practice since it is ea.sier to c[eter
mine if the conditions are satisflecl with the help of left anci right p-creclences.
However, Theorem 2 is interesting from a theorical poillt of view. For instance,
it is possible to see the influence of cadi deusity’s tau in Lie rejection of outiers.
Since Theorem 1 is a special case of Theorem 2, it could be possible to extend
the definition of Ïeft anci right p-credences to include a larger class of clensities
(log-norrnal for instance), as long as the conditiois of Theorem 2 are satisflecl.
Some conditions of Theorem 2 are introclilcedi in Section 2.3.1. These condi
tions concern rnainly tic thickness anci regularity of the tails of a cÏensity.
2.3.1. Conditions of thickness and regularity for the tails of a den
sity
The tails of the likelihooci niust satisfy certain conditions of thickness anci
regrilarity when rohust inference is expected. In Theorem 1, these conditions are
given using left ancl right p-creclences. They are more general in Theorem 2. (Note
that the conditions are tic sarne for tic left anci right tails, except for the support
of the clensity which is given in parentheses for Lie left tau.)
Three conditions of thickness auJ regularity for tic tails of a densit.y J are
given hy conditions Cl to C3 as follows. The clensity f is assumeci to be proper,
positive everywiere anci bouncleci ahove.
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Cl Ve > 0, Vil > 0, there exists a constant A1 (e, h) srich that z > A1 (e, h)
(z < —Ai(e, h) for the left tau) anci <h 1— e < <1 + e.
For conditions C2 anci C3, there exist constants A2 and M2 > 1 and a proper
density q stich that for ail z > A2 (z < --A2 for the Ïeft tau),
C2 f()g(/9) <M2,
C3 2logf*(z) logg(z) >0, -
where f* us f or any other proper densities which sat.isfy < < M2 for ail
z> A2 (z < —A9 for the left tau).
In condition Cl, file ratio of file density f rneasured in two points with any
fixed distance approaches 1 when the two points increase in tire right tau. Tus
ensures that the tau is sufficiently heavy. (Note that file interpretation of the
conciltions is clone only for tire right tau to ease file text. but it. is similar for the left
t ail.) For example, if f(z) is t.he density of a normal distribution. Ïin =
O anci condition Cl is not satisfiecl. If j(z) is the clensity of a Stuclent distribution,
iimzœ = 1, for any fixeci 9 e R and conciltion Cl is satisfiecl. For conditions
C2 anci C3 on file right tail, the density
f (l + zDf’); if liniz_œ f(z)z’ 0,
otherwise,
is usually appropriate, for any choice of e > 0. The same density g(z) is also
usnally appropriate when the Ïeft tau is considereci, except limœ is replaceci by
lim_œ in the first row.
The clensity f may he choseir as f or any other proper densifies with a right
tau of file sarne order. ConcÏition C2 ensures that the clecreasing of tire density
measured in a point z/2 and in a point z is bounded as z increases in the right
tail, which also ensures that file tau is sufficiently heavy. Condition C3 ensures
that tire logarithm of the right tau of tire densifies f* anci g are convex, with the
convexity of Ïog f(z) more pronounceci than that of log g(z). It can be shown
tlïat a logarithmicaliy convex function is also convex, therefore the right tails of
f* and g are aiso convex.
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2.3.2. Outiier rejection
Consider the Bayesian context given in Section 2.2.2.
j) Let Xy Xr, he n random variables conclitionally inclepenclent. giveil O
with the conclitional clensities of X9 given by J( — 9), where X
R,OER,i=1,...,n.
ii) The prior cÏensity of O is n9(O
—
ro), where x0 R is a known location
parameter.
The clensities n0, fi, ..., f are assumeci to 5e proper, positive everywhere and
bouncleci above. We assume that the sample consists of a block of k observations
arormcl OE0, in — k outliers on the left of o and n — in outliers on thé right of x0
(O < k < in < n). Assume without loss of generality that the left outiiers are the
observations denoted by Xk1 Xm anci the right, outiiers are the observations
clenoted hy The dlifferences l
—
are assumec[ fixed. Thé
cùst.ances between cadi outiier anci the block composed of r0,
...,
tend to
oc. Let thé vector of tic distances between the outiiers and .rç 5e clenoted hy
=
((x+i
—
zco),
...,
(m
—
3J), Xm+1 — — c0). Then 2 — oc, which
means that each term of tic vector tends to oc at any given rate.
Theorem 2. for any integer k and in such that O < k < in < n and for any
,..,
suck that
—
O,...,Xk
— co are fixed, if conditions Cl to C3 are
satisfied on the teft taits of fo+i, .., J and on the right tails of fm+i, f, and
11m —
—
= O when k < in, (2.3.1)
fl=÷ f()
and
lin
iro(&) fl J(x — — 9)
= o wlien in < n, (2.3.2)
flz=rn±i ft(9)
then
zr(xoIxr)
a) lnn2
7t(XOXk)
— L
b) for any k> O and for att O suck that O — k, Ïim2_œ 1,
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e) f0?’ any k> O and j (k + 1, ..., n), 1inrœ Pr8 — kn] O,
d) (O — (9
— ŒOHk as .‘ oc, wkere tire density of tire random
variables (O — OEo) and (O— x0)1, evaÏnated at tire point y are given 5g
7r(y + olxn,) and 7r(y + Ok).
In addition, for any functzon w(.) on R sucir that W0(O)[w(6)I] < oc aid
w(O)ne(O) is bounded above, if
lim r(o(O) i;’ L(i — — — k < in, (2.3.3)
flz=k+1 f(9)
and
lim w(9)ne(O) fl f(x — — O) = wken in <n, (2.3.4)
FJi=rn+i f(0)
then
e) 1im2+œE[w(8
—
= E7t(OIk)[w(O
Proof. See tire Appenciix, Sections 2.6.1 to 2.6.7.
kNote that if k = O, fl1 f( — —O) is set to 1. Condiltions Cl to C3 ensure
that a density’s tau is logarithmicaily convex anci sufficiently heavy. Since the
nurnerators in the conditions given by equations (2.3.1) anci (2.3.2) are propor
tional te rr(O + xOck), these two conditions can be interpreteci as foiiows tire
left tau cf the clensity proportionai to flk+1 f(8) is heavier than tire left tau
cf n(9 + Xok) and tire right taU cf tire cÏensity proportionai to f(9) is
heavier than tire right tau cf rr(9 + XOXk). Note that there is no conditions on
the right tau cf tire left outiiers’ cÏe.nsities or on tire left tau cf tire right outiiers’
clensities.
The resuits a) to ci) are icleirticai to those given in Theorem 1, except that
limiœ is repiaceci by hm2oc,. Tire resuits are valici for a specific direction
cf tire outhers. Note that if x0 is flxed, tire Ïiirrit can be rewritten a.s Xk+1 —
—oc x,,, —oc, oc oc.
fina.ily resuit e) estahiishes tire convergence cf tire posterior expectation cf
any function such tJiat tire prier expectaticir cf tire absolute vaiue of tire fmrction
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exists, if equations (2.3.3) ancl (2.3.4) are satisfteci. The interpretation of these
two equations is identical to that of equations (2.3.1) and (2.3.2), where the prior
rr9(&) lias been replaceci hy a ciensity proportional to w(O) iro(9), which is proper
since E°[w(&)] <oc.
2.4. EXAMPLE
Suppose that a portfolio manager needs a preciiction on the return of the
S&P 500 index for the llext clay. He asks 10 experts for their prediction on the
return as well as a standard cÏeviation on this precÏiction. The manager wants to
combine this information with lis prier beliefs using the Bayesian model clescribeci
in Section 2.2.2. Accorcling to this setting, the manager dhooses n0(&
—
x) =
-T10 (°) anci f(x — 9) -T10 () for i 1, ..., 10, where T10(.) is a
Stuclent clensity with 10 clegrees cf freedom ancÏ uj is a scale parameter, j =
0, 1, ..., 10. If the standard deviations of these deilsities are denoteci by s, tIen
Jiïs, j 0, 1 ,10. Eciual standard cleviations of 1 are assumed for tIc
prior auJ ail observations, whidh means that eadh source of information lias tIc
same weight. Iii particular, tIc prior lias the weight of one observation. It foliows
that uj = i = O 10. The prior belief on tIc predicteci return is giveil by
0.
2.4.1. First case
In t.he first case, the collected information from tIc experts is (xi ,...,xo) =
(—2, —2, —1, —1, 0, 1, 1, 2, 2,0). Note that ail mimbers in this example are expres
seci in percentages. For example, the first expert’s beliefs on the predicteci return
consists in a mean of -2 anci a standard cieviation of 1. Note that the posterior
mean of 9 is estimatecÏ using Monte Carlo simulations with importance sam
pling, see Desgagné and Angers (2005). For these data, tIc posterior mean of 9
is E(9x) 0, where x = (xi, ..., x10).
Consider now that the last observation x = O increases to 1, 3, 10 anci 100, in
orcÏer that x becomes eventually a positive outiier or consicler that x10 clecreases
to —1, —3, —10 and -100, in orcler that xj becomes eventually a negative outiier.
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TAB. 2.1. The posterior mea E(8x) for different values of xrn.
when (xi xg) (—2,—2,—1,—1,0, 1, 1.2,2).
xio 0 1 3 10 100
E(&x) 0 0.137 0.251 0.134 0.014
xio 0 -1 -3 -10 -100
E(Olx) 0 -0.137 -0.251 -0.134 -0.014
Theore;n 1 specifles how the posterior will behave in presence of this outiier.
It cari 5e shown that p-crecI(f) p-crect(f) = (0, 0, 11, 0), i = 1, ..., 10 aircl
p-crect(rro) = p_crecl+(ri&) = (0,0, 11,0). \‘Vith these p-credences, only condition
i) of Theorem 1 cari 5e satisfied, i.e. n,” < 1 anci k > n/2, which means that resuits
a) to e) of Theorem 1 holci a.s long as tire number of outiiers is less or equal than
The posterior expectations of 8 are given in Table 2.1 for x10 = 0, 1, 3, 10, 100
anci x = 0, —1, —3. —10, —100. When :crn increases from O to a certain Lhreshoicl
(arounci 3 for tins case), the posterior expectation also increases. Beyond tins
thresholcl, the illftuence of xo cÏecreases to eventually 5e nul, as x ‘ oo. In
tus lirnit case, tire posterior mean consiclering ail observations tends to that
consiclering only x x9, which is O in this exampie. lie interpretation is the
sarne for the negative outiier.
2.4.2. Second case
In tic second case, tire collected informatioll from tire experts is (x1 ,...,x10)
(—1, —1,0, 1, 1,0,0,0,0,0). For these data, tire posterior mean of 8 is also E(8x) =
0. Consicier now that tire last five observations x6, 10 are ecinal ailci that they
increase from O to 2, 5, 10 anci 100, in orcler that they become eventually some
positive confticting information. Accorcling to Theorem 1, tire posterior will even
trially reject compÏetely x6 to x10 as they become more anci more extreme.
Tire posterior expectatioirs of 8 are given in Table 2.2 for x6 0, 2, 5, 10,
100, x6 x7 = x8 = x9 = x10. When tire last five observations increase from O
to a certain thresholcÏ (arounci 5 for this case), tire posterior mean also increases.
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TAB. 2.2. The posterior mean E(&fx) for different values of x6 =
X7 18 = 19 = 110, when (Xi, ..., 15) = (—1, —1,0, 1, 1).
16 = ... = x 0 2 5 10 100
L E(x) 0 0.995 2.003 0.939 0.085
TAB. 2.3. The posterior mean E(&x) for clifferent values of 16
17 = = 19 = hO = 1, when (Xi ,...,ic) = (—1, —1,0, 1, 1).
16 = ... = = 0 2 5 10 100 1000
0 1.11 2.81 8.06 92.17 922.
Beyond this thresholcl, their influence ciecreases to eventually be mil, as they tend
to inflnity. In this limit case, the posterior mean consiclering ail observations tends
to that consiclering onÏy xi, ..., x, which is O in his example. The interpretatiou
is the same if negat.ive values of 15 to .x are consiclereci.
If another extreme observation clenoteci as Xy is added, where :r6 = 17
X8 19 110 = 1n it can be seen in Table 2.3 that the posterior can.not reject
anymore the extremes, even when they go to plus or minus infinity.
2.4.3. Third case
If one is reacly to put mucli confidence in the prior, in the extent t.hat ail
observations woulcl he rejected if thev were in coriftict with the prior, it is possible
to do it accorcling to Theorem 1 if (n’, , n, i3) > (n”, n6’, un’, na’). To accomplish
this, the clegrees of freeclom of the prior distribution are increased from 10 to
1000. Since un’ = 110 anci now p-crecl(uo) p_crecl+(ug) = (0, 0, 1001,0), then
(0, 0, 1001, 0) > (0, 0, 110, 0) ancl condition ii) of Theorem 1 is satisfiecl for any
O < k < 10. It means that the posterior vill eveutually reject cornpletely any
number of otifliers as they becorne more ancl more extreme. Note that it. world
be sufficient to increase the clegrees of freeclom of tire prior to 110 in orcler that
p-crect(u9) = p_cred+(uo) = (0, 0, 111,0). However, the observations wouÏcÏ need
to be more extreme to be rejecteci since the difference of p-credences is sinail.
In the third case, suppose again that ïo = 0, but now ail observations have
the same value Xi = X = •.- = 110. The post.erior expectations of 9 ai-e given in
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TAB. 2.4. The posterior mean E(6x) for clifferent vailles of x1 =
...=X10,whenX0=0.
= x10 0 2 10 23 30 100
E(9x) 0 1.861 9.321 21.630 4.323 1.113
Table 2.4 for ir 0, 2, 10 23, 30, 100, x1 = •.. = X10. When ail observations
increase from O to a certain threshold (aronnd 23 for this case), the posterior
mean also increases. Beyoncl this thresholcl, the influence of the outiiers clecrease
to eventually 5e nul, as they tend to inflnity. In this limit case, the posterior mean
tends to the prior mean. The interpretation is the same if negative outiiers are
consiclereci.
2.5. CONCLUSION
In this paper, the behavior of the post.erior clensity of t.he location parame
ter Las been investigated when tue sample contains outiiers. The notion of left
auJ right p-credences lias been introduceci to characterize respectively the left
anci right tails of a density. Simple conditions on the tails of the prior aiid the
likelihoocl, using left and right p-creclences, are established to cletermine the pro
portion of observations that can 5e rejecteci as outÏiers. We have shown that the
posterior distributioll converges in law to the posterior that would 5e obtaineci
from the recluceci sample, exciucling the outiiers, as t.hey tend to +œ or —oc, at
any given rate. An example of combination of preclict.ions of the SSP 500 index
return is given.
2.6. APPENDIX: PROOFS
The proofs of Theorems 1 anci 2 are given in this Appenclix. Since Theorem 1
is a special case of Theorem 2, the proof of the latter is presentecÏ flrst. In Section
2.6.1, the proof of resuit a) of Theorem 2 is given. The proof of Lemma 3, neeclecl
for this proof, is given in Section 2.6.2. The proofs of resuits b) to e) are given
through Sections 2.6.3 to 2.6.6. The proof of Lemma 11, needed in the proof of
48
resuit e) in Section 2.6.6, is given in Section 2.6.7. Finally, the proof cf Theorem 1
is given in Section 2.6.8.
2.6.1. Proof of resuit a) of Theorem 2
It is assurned that tire clensities n0, f, ..., f are proper, positive everywirere
and boundeci above. Then it is easy to show that tire marginais rnk) auJ m(x)
are positive anci houncleci above anci that tire posterior ciensities rr(Ox,.) anci
are also proper, positive everywhere anci boiinclecl ahove. ConsicÏering
that 0< Jhn(6+xxk)d9 = f2°n(9xh)d9 1 alld that u(O+XDIŒO) depends
only on the finite distances
— ..., —
z, it is then possible to show tire
following lemma.
Lemma 1. Ve > 0, there exists a constant A4(e) > O snch that h> A4(e)
r°°
J rr(O)d9 1 — e, J ir(O)d9 e, andJ 7r(Oçk)dO <e.x0—h —oc
Assuming that conditions Cl to C3 are satisflecl on tire rigirt tau of a proper,
positive everywirere auJ boundeci above clensity f, two other lemmas neeciecl for
tire proof are given. Note that if conditions Cl to C3 are satisfiecl on tire left tau
of f, the lemmas are the sarne except for tire support. writt.en in parentireses.
Lemma 2. z > Il and 0> 0 (z < —A9 auJ O < 0) f(z +0) <(AI2)2f(z).
Proof. It can 5e shown that if a function is logarithmically convex, then it
is also convex. It also eau 5e shown tirat if tire right tau of a proper clensity is
convex, then it is necessarily clecreasing. Since f* is proper anci Iogarithmically
convex when z > A2 (see C3), tiren tire right tau of f* is decreasing, that is
z > A9 f(z + 9) <f*(z), VO> 0. Tirerefore z > A2 and O > O J(z + 9) <
Mf*(z + 8) <Mf(z) < (M9)2f(z). Condition C3 is ilsedï in tire first anci last
inequalities. Tire proof for tire left tau is similar.
Lemma 3. h> A2. z > max[2h, A,(1, h)] auJ [h, oc)
(z < min[—2h, —i1(1, h)] auJ ID (—oc, —h] for the left tait)
f f(z — (&)J9 < (M2)10 auJ f(z — 9(9) <(M2)” for alt O e ID.n f(L) f()
Proof. Sec tire Appenclix, Section 2.6.2.
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Using the fact that the numerators in equations (2.3.1) and (2.3.2) are propor
tional to lr(8 + XOIk) (fll(Xk) clepellds OnÏy On the constants xi — 10, ..., —
equations (2.3.1) auJ (2.3.2) can respectively he rewritten as follows (assuming
k < in ancl in < n) Ve > O, there exists a constant A3(e) such that
. (2.6.1)
fli+l fz fli=m+i fit)
lu follows that d
= (yii, ..., y,, Ym±i, •.., y71) ancl 2 —* if y — oc, for i =
k + 1, ..., n, at any given rate. Then
______
—
?7l(X)
— ‘fll(k) fli-_k+1 f(x —
OC) ri
— f n(O 10) fl1 J(x — 6)d&
7?l(k) fl,+1 f(x —
DC) n
— I-oe (o) fli=k±1 f(x —
-— fli=k1 f(x —
— ]oe n(i + 10) H=1 .f((x x) --
— H=k±1 fitli — i)
= f
n(t + IOX1) fl t__ ) j JYb
-
—œ i=k+1 z=m+1
Then resuit a) cari be rewritten as follows : Vc > O, there exists a constant A(c)
sucli that Yk+i > Ao(6), ..., y > A(e)
fl Lt_—) fl fl(Yz—9)d<
—
i=k+1 C ii i=m+1 1 ii
First choose any O < c < 1. Note that if the resriït. is truc for O < e < 1, it is
necessarily true for any e > O. Then Jefine
60 = min ([(1 + e/3)I/(71) — t] [t — (1 — 6/3)1/(fl_k+I)] (q3)fw-11)
Note that O < e < . Define h max(A2, 113(60), 114(60)) anci then Ao(e) =
max(Ay(eo, h), 2h). Note that 110(6) clepencis only on e. The constant A cornes
fr0111 condition Cl, 112 anci M2 from conditions C2 ancl C3, /13 fr0111
equation (2.6.1) and 114 fr0111 Lenïrna 1. Tire integral is clivided in three parts
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(—m, —k], (—k, k] and (k, o) anci coilsicler that yk+1 > Ao(c), ..., yn > Ao(e).
First consicler the integral on (—k, k].
h ?n
— dOf ir(O + ŒOk) fl f fli=k+l
h rn nf n(9 + XOk) fl (Ï — 6o) fl (1 co)d9
—h i=k+l i=rn+l
(Cl is useci since
—
y < —Ai(co, k) and y > A1(eo, k))
h
= (1 — 6o) I n(& + Ok)dO
—h
(1 — 6)n—k+1
(Lemma 1 is useci since k > A4(co))
1e/3.
In a sirnilar way, it eau be shown that
f n(9+xe) fi fl 1+6/3.fi(yi) —h i=k+l Lt) j=rn+1
Consicler rzow (k, oc) if ra < n is assumeci.
711
f00 + corh —9) fi f 9)fi(yi)h i=k+l
n
(MJ n+ok) II f2(Y79)dof(y)h i=m+l
(Lemma 2 is usecÏ silice
— yj — 9 < —y < —A2)
60(M2)2t —_O)ft9)619
Ji(yi)h
(equatioii (2.6.1) is useci since & A3teo))
,-OD ç
<e(j)2(rn_k)tJ/I)ll(fl_7fl_l) J JnYn — 9)f(9)h J0tyn)
(Lemma 3 is useci silice k > A2 auJ y > max[2k, Ai(1, k)])
<6OtM2)2(7?tM2)mbtf/I2)lO
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(Lemma 3 is iisecl)
(since O < k <m < n)
e/3.
Coiisicler (k, oc) if m = n is assurned.
/00n(O+xk) fi fi (- yi)h
00
<(M2)2 J n(& + Ok)d9h
(Lemma 2 is useci since
—
y — O < yj <
—-42)
(Lemma 1 is used since k > A4(eo))
<e0(M)1
In a sirnilar way, it can. be shown that
-h m Yi — O) f(y
— dO < 6/3.f n(9 + ) fi L(—)
=+‘—00 i=k+
Consiclerillg the three parts of the integral, we showecÏ that
nrn (YiO)
______
f00
f
0 i=k+1 fHY) fi(yi)
<(1 + e/3) + c/3 + 6/3
anci
n
(YiO)
771 (9)
____dO
Jn(O+xox) L
00 i=k+1 i=rn+1
(1 — 6/3) + O + O
>1—f.
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2.6.2. Proof of Lemma 3
We first introcluce fotir other lemmas needecl t.o prove Lemma 3. Suppose that
conditions Cl to C3 are satisfied on the right tau of a proper clensity f, positive
everywhere anci bouncleci above. (If conclit ions Cl f0 C3 are satisfied on its left
tau, the lemmas are the same, except for the support given in parentheses. The
proofs are given only for the riglit tau, the proofs for the left tau being sirnilar.)
Without loss of generality, we assume that the constant M2 in conditions C2 and
C3 is chosen large enougli, such tha.t 1I2 > max [supZEp f(z), g(A), 6].
Lemma 4. z> 112 (z < —À2 for the Ïeft tait) j*(z) > O a’nd g(z) > O.
Proof. If J(z) = O for a z > A2, then the second part of condition C3 is not
satisfied. If g(z) = O for a z > A2, then condition C2 is not satisfied.
Lemma 5. z> 112 (z < —112) f(z) < (M2)3g.
Proof. Using Lemma 2, if z > 112 then f(2z) (M2)2f(z). Using C2, if
z > A2 then M2g(z) }. Therefore z > 112 (M2)3g() (I1/i2)24
> f()
Lemma 6. z > 112 g(z) <g(À2) (z < —112 g(z) <g(—A2)).
Proof. Since g is a proper clensity and it is logarithmically convex (sec C3)
when z > 112, then the right tau of g is decreasing anci then boundeci above by
g(A).
Lemma 7. For att a, b arid z such that 112 a < b < z — 112
(z + A2 <a < b < —A2 for the teft tait, argmax2<6<b { b}.
Proof. Since the maximum on a range of a convex function is located at ifs
c/2 f(z—8)f(B)houncis, it is sufficient to show that log > O for any 6 such that
112 < & < z — 112, since t.he convexity of the logarithm of a ftmction implies the
convexity of the function. Then
d2 f*(9)f*(9) d2 c12 u2
log (6)
= 1ogf*(z
—6) + 1ogf*(9) — logg(&).
Using C3, Ïogf*(&) — logg(9) O for 9 > 112. It can also be shown that
10g f *(z —9) ( Ïog f*(y)) and using C3, that it is non negat.ive for
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z — 9 > A2. Theii we showeci that iog O if 6> A2 allcÏ z—6 > A2,
thatisifA9<9<z—A2. [j
To prove Lemma 3, we cÏivicle [h, oc) iII three parts. [h, z/2], (z/2, z — h] alld
(z — h, oc). Coiisider that h > A2 anci z > ma.x[2h, A(1, h)]. The collstal1ts A,
anci A2 corne respectively from conditions Cl and C2.
First consicter h < 6 < z/2. Note that h 6 z/2, h > 112 ancl z > 2h
z> z — A2> z — h> z — 9 > z/2 > 6 > h> 119. Then
J(z-6)J(9)
______
_
f(z) - f*(z)
(C3 is rised since z — O > A2, O > -42 ancl z > A2)
= (M2)3 g()
-
h)f*(h) J2(/9)
(Mmax ( f*(z)g(h) ‘J*qz/2)) g(9)
(Lernina 7 is usedi since A7 < h < 9 < z/2 < z — 112)
6 4J(z h)f(h) j2(z/2)(M2) max f(z)g(h) ‘f(z)g(z/2)) 9)
(C3 is used since z — h > 112, h > A2, z > -2 anci z/2 > A2)
<(1V12)6max (f(z_h)(M2)3) g(9)
(Lernma 5 is useci sïnce h > A2 anci C2 is useci since z > 112)
<(M2)6 max (2(M2)3, M2) g(O)
(Cl is used since z > A1(l. h))
= 2(M2)9g(6)
2(M2)9g(A2)
(Lemma 6 is useci since 9 > A9)
(M2)”
(since M2 > 2 ancl M2 g(A2))
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anci since g() is a proper density,
fz/2
;(z_O)f(9)c/9 < 2(M2)9fg(&)d9
Coilsicler now z/2 9 z — h. It is possible to IISC the prececlellt resuits (when
h < 6 < z/2 is consiclered) if tue change of variables n = z — 9 is clone, siilce
h < n < z/2. Then
f(z-9)f(O) - f(n)J(z-n)
f(z) - f(z)
<2(M2)9g(n)
= 2(M2)9g(z — 9)
<2(M)9g(A2)
(Lemma 6 is useci since z — 9 > A2)
(M2)’1
anci since g(•) is a proper clensity,
f(z d9 < 2(1i2) f g(z - 9)d9
<2(Jf2).
Finally consicler 9 > z — h.
J(z
-
9)f(8) f(z - 8)(M9)21(z - h)
f(z)
-
f(z)
(Lemrna 2 is useci since 9 > z — Ï > A9)
<2(A12)2f(z
—
9)
(Cl is usecÏ since z > Ai(1, li))
<2(Af2)3
(since stip,f(z) <M2 auJ M2> 1)
zER
(1112)”
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ancÏ since f() is a proper clensity,
DO 9
1h f(z) 2(iW f f(z - 9)d9
<2(M2)2
If the integrals on the three clornains are consicÏerecl, then
f f(z — (0 < 6(M2)9 < (M2)’°.h f(z)
2.6.3. Proof of resuit b) of Theorem 2
Resuit b) cari be rewritten as follows : Ve > O, Vh > O there exists a constant
A5(e, h) sucli that inin[2] > A5(e, h) and 9
—
<h 1
— e < <1 + e.
Note that rnin[2] stands for rnin[—(xk+i — xo), —(c7 — xo), x+i
— —
Resuit a) of Theorem 2 cari alsobe rewritten as foÏlows Ve > O there exists
a constant Ao(e) srich that rnin[9] > Ao(e) 1 — e < < 1 + e.
Choose any e > O ancl any h > O. Then clefine
eo — rnin[(1 + c)1/(n_k+1) — 1, 1 — (1 — 6)i/(fl_k+i)]
ancl A5(e, k) = rnax[Ào(eo), A(c, h)]. The constants A anci A corne respecti
vely from the proof of resuit a) of Theorem 2 anci condition Cl. Consicler that
rnin[ç52] > A(e, h) and0 — xo < k. Then
= m(OEÂ) fl_+l f(’i — 0)
- ( f([ - X] - [0- o])
-
ri(ok) i1 f(x -
<(1) fl Ji([i-o] - [9-xo])
— x0)
(Resuit a) is useci since rnin[2] > Ao(eo))
<(1+e) fi (1+eo)
(Cl is used since rnin[q52] > A1(eo, h))
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= (1 +
<1+6.
In a sirnilar way it can 5e shown that > 1 —7r(OIxk) —
2.6.4. Proof of resuit e) of Theorem 2
Resuit e) of Theorem 2 says that the posterior density tends to O, in any finite
neighborhoocl of any outiiers x, j E (k + 1, ..., n). It can 5e rewritten as follows
Vc > O, Vd > O there exist.s a constant A6(e, d) such that rnÏn[2] > AG(, cl) anci
j E (k + 1, ..., n) Pr9 — d] c. A lemma analog to Lemma 1 is
needecl for the proof.
Lemma 8. 6> 0, k> A4(c/2) and rnin[ç52] > A(c/2, k)
pxo+h ïxo—h
J rc(&)d9 1 — c, / ïr(9)d9 < and] c(9x)d9 <
—oc xo+h
Proof. Ix0n(9)d9> (1—c/2) fX0 (9x)d9 (1_e/2)2 > 1—c. Resuit
b) of Theorem 2 is used in the first inecuaÏity since rnin[2] > A5 (6/2, k) ancl
9 ro < k, and Lemma lin useci ïn the second since k > A4(c/2). Furtherrnore,
pxo—h roc roc rxo+h
J ir(9c)d9 +J ic(9)d9 =J rr(9)d9 —] ir(Oc)d0
—oc —oc x0—h
= 6.
D
Choose any 6 > O anci any cl > 0. Define k = A4(c/2) ancl clefine A6(c, cl) =
rnax[A5(c/2, k), cl + k], where the constant A5 cornes from the proof of resuit b)
of Theorem 2. Consicler that rnin[2] > A(c, cl) ancl j E (k + 1, ..., n). Since
— co E it follows that xj
—
co > cl + k. Then, if x — x0> O (that is for
j=m+l,...,n),
Pr[9
—
xj <d0]
= f
Jx—d
roc
<I
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f n(9)d9xo +h
<6.
Lemma $ is useci in the last inequality. The proof for x
—
xo < O (that is for
j=k+1,...,n)issimilar.
2.6.5. Proof of resuit d) of Theorem 2
The clefinition of convergence in law 0f a sequence of random variables
{ Y8}8=1,2,3,... to a ranclom variable Y, as s —* oc, is given as follows.
Definition 5. Y Y if lirn3 Pr[Y3 < d] Pr[Y < U], for ail U such that
Pr[Y < U] is continuons.
In orcler to use this definition with Y = (9
— o) and Y = (9 —
the prior location anci the observations are expressed as sorne ftmctions of the
same variable s, denoted by x k(s), i = O, Ï, ..., n, for any functions h(s) 011
N which satisfy
j) there exists a constant c such that k(s) — ko(s) c for any s E N, if
i=1,...,k,
ii) limsœ(kj(s) — ho(s)) = —oc, if j k + Ï, ...,
iii) limsœ(kj(s) ko(s)) oc if i rn + Ï, ..., n.
The clensity of Y evaluatecl at the point y is then given by
ne(y) fl f(x - - y)
œ nf n(y) fl f(x — — y) dy
— ne(y) fl f(c - )fli f(h(s) - ko(s) - y)
— f°° no(y) fl f(c — ) flk+1 f(Ï(s) — ko(s) — y) cly
ancÏ the density of Y evaluateci at the point y is giveil hy
n6(y)fl1f(c-y)
J n(y) fl1 f(c — y) dy
It can be seen that the functions k(s) are clefinecl such that s —* oc —*
oc. furthermore, it can be seen that the clensity of Y = (9
—
o)xk does not
clepenci on s or 2 Then Y3 Y as s oc for any functions h(s) which satisfy
i), ii) ancl iii) (9 — (9
—
as ‘ oc at any given rate.
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Accorcling to Definition 5, the convergence in law is obtaineci if lirnsœ Pr[Y
U] Pr[Y < U], for ail U sucli that Pr[Y < U] is continuons, or equivalently, if
Pr[9 < U+xx] = Pr[9 <d+Œox], for ail U such that Pr[6 < d+aoxk]
is colltinuous. Therefore. the resnit ci) cari be rewritten as foliows : Vc > O there
exists a constant A7(e) srich that inin[9} > Az(e) anci U R
Pr[9
—
x < Uc] — Pr[9
—
x < Uxk] < 6.
Choose any 6 > O, ciefine li = A4(c/6) anci Ar(c) A5(c/6, h). The constants
A4 and A5 corne respectively from Lemma 1 anci tire proof of resuit b) of Theo
rem 2. Tire reai une is chvicled in three parts (—oc, —h], (—h, h] anci (h, oc), anci
consicler that rnin[2] > A’-1(e). First consicler U < —h.
Pr[8 — x < Ux] < Pr[6 < x0 —
— h
= J
-DO
6/3.
Lemma $ is used in tire iast inequality since h = At(c/6) and min[2] > A5(e/6, h).
in tire sarne way, it cari 5e showu, using Lernra 1, that Pr[9 — x < dx] < 6/6,
since h = At(c/6). From tins result and from Pr{9 — x Ux] < 6/3, it foliows
that Pr[6
—
x <Ux] — Pr[9
—
x <dxk] <c/3 < 6. Now consider —h < U <
h.
Pr[—h <9—x0 <dx] — Pr[—h <9— x <
Jx0—h
I ) .n
= I 7i(&T) — 1 U6
6/6] ri(x4)d9
r0
— h
6/6.
ResuÏt b) of Theorem 2 is useci in tire second inequality since min[2} > A5(c/6, h)
anci 9 — x0 in Therefore,
IPr{9 — x0 <U] — Pr[9 — x0 <
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<Pr[O
—
< —hj — Pr[9 — r0 <
—kkuk]
+ Pr[—Ïi < 9— 3o <do] — Pr[—h < —i <dx]
/3 + 6/6
= 6/2
< 6.
Finally consicler d> h.
Pr{h < 9 — x0 < < Pr[9 > x0 ± hkz:]
•00
xo+h.
6/3.
Lemma 8 is useci in the last inequaïity since h = A4(c/6) and inin[d9] > A5(c/b, h).
In the same wav, it cari 5e showri, using Lemma 1, that Pr[h < O — < dx] <
c/6, since h = A4(/6). from this resnit anci frorn Pr[]i < O — .ro E/3,
it follows that
Pr[h < e
—
<d] — Pr[h < O xo dk] <6/3.
Finallv, from this resiilt anci from Pr[O
—
x < 1lx71] — Pr[9 — Ïzx,] <
it follows that Pr[O — x0 <dxj — Pr[9 — xo dkkH <6/2 + 6/3 < 6.
2.6.6. Proof of resuit e) of Theorem 2
first we introcluce three lemmas neecÏecl for the proof.
Lemma 9.
— ] <Mi,
wkere M1 o(O)[w(e)U <oc.
rn(xk)
Proof.
f w(O — o) no(9 — o)”’ —
< f w(O — x0) no(O — xo)dOrn(xk)
= M1.
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The fact that fi. f are bounded above by M9 (see Sectioir 2.6.2) is used in the
inequaÏity. furthermore, siilce < oc is assumed in Theorem 2 auJ
O < m(ck) <oc, it follows that M1 <cc. D
Consiclering that
cli txo+h
0 w(9H n(9 + xok)d9
— J w(9 — oH n(9)d9 < M1
—h
ancl that w(9) ir(9 + roxc) depencis only 011 the finite distances x1 —
— o, it is then possible to show the following lemma.
Lemma 10. Ve> 0, there exists a constant 119(6) > O sucÏi that h > A9
tXo—h
J — o) u(9xk)d9 < e and] w(& — o) n(9k)d9 < e.
—œ xo+h
Note that the condition E°[w(6)] < oc is conservative but is appropriate
whatever the mimber cf outliers is. It coulci be possible to relax it using the
coildiltion E°[w(9
—
x0)] < oc, consiclering also the nou-outiier observations.
A last lemma is needecl anci its proof is given in Section 2.6.7 of this Appenclix.
Lemma 11. Ve > 0, there exists a constant 118(6) such that rnin[9] > A(c) —
[w(9
—
x0) U — E(°Ik) [(9 —. o) 1 <e.
Lemma 11 is sirnilar to the resuit e) of Theorem 2, except it consiclers the
absolute value of ‘w(O — xo).
Consider 110W the resuit e) of Theorem 2, wfiich cari 5e rewritten as follows.
Ve > 0, there exists a constant A(e) such that rnill[2] > Ao(e)
x0)] — Wk)[w(9
—
OEo)] <C.
Choose any e > 0. Define 60 e/7, h = 119(60) anci
A(e) rnax[A5(eo/Mi, h), A(eo)], where the constant As(eo/M1, h) cornes from
the proof of resuit b) of Theorem 2, which was rewritten as follows : Ve > 0, Vh >
0, there exists a constant 115(6, h) such that niin[i] > A(e, h) anci 9 —
h — 1 < .
lrtOdk) —
Then
E° [w(9 — xo)] — (6k) [w(9
— o)]
61
r00 r0°
= J w(O — xo)7r(9 0)d9 — w(6 — xO)7r(9xh.)d9
-00 -00
Cx0
<J w(9 — xo) n(x)dO +J w(9 — xo) n(x)dO
—00 xo+h
tTo+h rxo+l1
+ J — xo)n(x)d9 — J w(6 — xo)n(xk)d9x0—h x0—h
to—h p00
w(6 — xo) n(x)dO +J w(9 — xo) n(6xk)d9
—00 xo+h
rxo+h
<W°”{w(& — xo)]
— J w(9 — xo n(x)d&xo —h
+ J — xo) n(xn) — n(xk) d9 + 26e.
Lemma 10 is nsed in the last inequality silice h A9(0). Now
rxo+h
J - xoH n(n) - n(9k)
x0±h (9 )
- w(9-xo)(Ok)() iHo
.LO h
(resuit b) of Theorem 2 is useci silice A0() A5(bo/ifi, h))
—
(Lemma 9 is used).
finally
xo)U J w(8 — xo) n(9)d&
<EIr) [w(9 — x0)] — [w(9 — x0)]
pXo +0
+ Wt0[w(
— xo)H
—J w( — x0) 7r(x0)d9xo — h
+J w(9 - xo n(Oo)d9 -] w(9 - xo) n(9Rn)8xo—h
<6
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C00
+ J — xo) n(9)d9 + J w(O ‘o) n(&k)d9
—
xo±h
çxo+h
w(9
- xo)I nt9ln)
-
J d9
— h
(Lemma 11 is tiseci since Ao(e) As(eo))
6 + 60 + 6 + 60
(Lemma 10 and the preceding resuit are used)
= 4es.
Then we showeci that — xo)] — — x0)] = 6.
2.6.7. Proof of Lemma 11
We want to show that
liin E7t(o) [Iw(& — x0)] 7r(Oxk) w(&
—
xo) ]
or equivaÏentÏy
uni rIxn)[u( — xo) + 11 — x0) + 1].
00
Define the clensity 7r* as
=
or consiclering the location
parameter x0, as — xo)
=
Since the prior clensit n0
is proper anci E°(8)[w(&)] < oe, the clenorninator is fuite anci 7r is a proper
clensity. The density is also positive everywhere anci houncleci above, since the
ilumerator is positive anci tire prior clensity n0 anci the fonction w() ne(&) are
bouncleci above, as assumeci in Theorem 2.
It is then possible to use the resuit. a) of Theorem 2 using the density rr as
the prior instead of n9. If tire conditions given hy edirlations (2.3.1) ancl (2.3.2)
are useci with rr insteaci of n9, they are equivalent to t.he conditions given by
ecjuations (2.3.1) to (2.3.1) using ne. Resuit a) using ir as the prior is equivaleut
to
m(xk) fl+1 f( — x)11m = 1,
m(x77)
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anci resuit a) using ri’ as the prior is equivalent to
. (fl=1 f( - )) f *(9 - X) fl=1 - 9)d8 —‘
fœ*(9)nnf(9)d& —
lim
(fl+1 - xo)) f(jw(0 - xo)l + 1)no@ - o) fl f( - 9)d9 —
fw(&
- o) + 1)ri(9 - X) fl f(x - )d6 -
Tire resuit cari now Le shown.
— xo)I + 1]
—
fœ(w(O
- o) + 1)ne(6 - X) fl1 - 6)d6
rn(x)
—
fw(6
- xo)I + 1)ng(9 - o) flz1 J(x - 9)d
—
(fli=k+1 — o)) f(w(9 — xoH + 1)no(0 — o fli J(i —
7fl(!1k) fl/j-i fi(x —
X
Tfl(3)
f°°(Jw(9
- o) ± 1)ue(6 XO) fl1 fq - 8)d9
X ()
If the ilmit as œ 1S taken, rire first two terrns in the last expression are
1 accorcÏing to resuit a) using respectively anci as tire prior. Tire last term
is E0[w(9 — x0) + 1], winch prove tire resuit.
2.6.8. ProofofTheorem 1
Since Theorem 1 is an application of Theorem 2, it is sufficient to show
that if conditions of tire former are satisflecl, tien condlitions of tire latter are
also satisfiecl. Tire context is tire same for Lotir theorems, and in particular. tire
densities n, f, ..., f, are assumeci to Le proper, positive everywiere ancÏ boun
dccl above in Loth cases. Tire conditions neeclecl for resuits a) to cl) in Theo
rem 1 are p-crecl(J) = p_cred+(f)
= (/, 6’, ‘, ,‘), i = 1, ..., n, p-crecl(n)
p_crecl+(n9) (o’, 6, v, i3) anci
j) 7’ < 1, k > n/2 or
ii)
‘
< 1, k <71/2, (7,6, cr, /3) > (‘, 6’(n — 2k), cr’(n — 2k), /3’(n — 2k)).
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The asymptotic behavior for the left auJ right tails is the sanie for each clensity
since their left anci right p-creclences are the sanie. Furthermore, the behavior is
t.he sanie for ail densities L i = 1, n. Then the conditions rieecÏed for resuÏts
a) to cl) in Theorem 2 cari be simplifleci as follows. Conditions Cl to C3 must 5e
satisfiecl on the right tau of f7 and equations (2.3.1) anci (2.3.2) must 5e satisfleci.
To simplify the 110f ation, f,, is denoteci as f.
First we show that condition Cl is satisfiecl on the right tau of f, which cari
5e written as follows. For any constant h > O auJ for ail 0 such that 9 < h,
‘in,,,, f± = furtherrnore, since p_cred+(f) (‘, 6’, ‘, f3’), there exists a
collstant K1 > O such that lin f(Z) , = K1. If h > O anci 0 h,
e zIog z
then
f(z+0) . f(z+0)
f(z) = }e_’(z)7’ (z + 0)’ log’(z + 0)
e_0’ z” log z
X
f(z)
e_(z+0)7’(z+ 9)_0’ 1og’(z + 0)
e Z z log z
K1 e_’(2+0P’(z + &)‘ log’(z + 0)
= 11m— / /
z—R1 e’ z’ 1og z
/ . ‘.‘-“/
= 11m e6’ +8) —z’ ) ( ( rog Z
zoo z+0J iog(z+0)
= 1ime_6’+O_).
It is easy to check in the last equality that the last two terms tend to 1 as z tends
to infinity. frirthermore, using tire Taylor series development of (z + 0)7’ — z’, if
can 5e shown that the last expression tends to 1 as z tends to infiiity if anci only
if y’ < 1, which is a condition of Theorem 1.
Now we show that conditions C2 anci C3 are satisfiecl on the right tau of f,
which eau 5e written as follows. There exist constants A2 anci M > 1 alldÏ a
proper density g such that for ail z > A2.
C2 f2(z/2)f(z)g(z/2) —
C3: 2logf*(z)> 2logg(z) >0,
65
where f* is f or any other proper densities which satisfy - M2 for ail
z > A2.
Define f*(z) p(z7’, ‘, ce’, t3’, zo), with any 1 < z0 < 112, that is a GEP
clensity with the same left and right p-credences as f(z). The tails behavior of f
anci f* are the sarne anci hoth are proper clensities. Define{ (1+z3; if71>O,’>O,
g(z)=
f*(z); if
‘
= O, fi1 = O.
The clensity g is proper since (1 + z)3 anci f* are also proper clensities.
Consicler the first case, when O < / < 1, fi’ > O aiicl g(z) (1 + z3. If the
iiorrnalizing constant of f* is denoteci b ‘2, then z > 112
f2(/) f*2(z/2)
f(z)g(z/2) M2f*(z)g(z/2)
—- A4A2
(e (z/2)7’ 2)_b 1o’ (z/2))2b
—
(e_6’’ log z) (1 + z/2)—3
MI 6’(2’’-i)z7’ /4) ‘ (1o2 (z/2) \= 2e
—J (1 + z’2)3,
/ /
(1o(z/2)
—
ancl limœ MK2 e_6’(2’7 —1)z (7/4)_a’
—) (1 + z/2)3 O since the
dominant terni is the exponential one anci it tends to O as z ‘ oc since ‘ >
O, fi’ > O ancÏ 2’’ — 1 > O ‘ < 1. It is sifficiellt to show that condition C2
is satisfiecÏ since the last expression is ciecreasing for z > 112 if 112 is chosen large
f(z/2) houncleci by a constant.enough, which means that f(z)g(z/2)
furthermore, if z > z0 (which is the case if z > 112 since z0 < A2). it can be
shown that
d2 cl2
log J*(z)
=
log [e z b’1og’ z
cl2
= [_‘z7’ _‘1ogz_/3’1og(logz)
‘ /3’(logz+l)
—7’(Ï7’)fl’2++ 2
z1og z
i[, /3’ 3’ JI.= 1oz loÇzJt,
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Furthermore, r log g(z)
= (1+tzD2
> O for any values of z. Finally, if z > z0,
cl2
*
cl2
logf (z)—— logg(z)
1 /3’ /3’ 3z2
= 7’(l — 7’)’z + ‘ + ± 7
—
9logz logz (1± z)
The terrn in brackets goes to +œ as z oc if 7’(1—7’)6’ > O, that is if O < ‘ < 1
alld ‘ > O, which show that 1ogf*(z) — logg(z) > O if z is large enough.
Then conditions C2 auJ C3 are satisfied if 7’> 0, ‘ > O.
ConskÏer uow the second case, when y’ O, 5’ = O anci g(z) f*(z). Thei
z > A2
f2(z/2) f*2(z/9)<M3
f(z)g(z/2) -
= 1/fff()
—
(z/2)’ 1og(z/2)
—
2
z log’ z
= M2
(log(z/2)’
- \ logz J
anci 1in M2a’ (log(z/2)) ‘ = 1f2a’ It is sufficient fo show t.haf condition C2
is satisfiecl since the last expressioll is hounclecÏ above for z > A9 if A2 is chosen
large eiough, which means that f(z)g(/) is bouncÏecl by a constant.
Furthermore. if z > z0, it can he shown that
cl2
*
1 / 3’
______
—logf (z) - ± + 9dz- z- log z log z
The terrn in brackets converge to ce as z — oc. Since f* is a proper cleisity and
= ‘
= O, if follows that ce> 1, which show that 2 10g f *(z) logg(z) O
if z is large enough. Then condiltions C2 anci C3 are also satisfiecl if “ = O, ‘ = O.
Consicler now edluations (2.3.1) anci (2.3.2) in Theorem 2. Assuming that
conditions in Theorem 1 are satisfiecl, equation (2.3.2) can he rewritten as follows,
if ru <n.
k
r9(&)fl1f(x—xo—O) —
11111
rT7? f —
IIi7?7±i .‘
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11m
no(9) fl=i f(—6) fl_1 f(xj — — 9)
=
flm+i f(9) fl1 fH6)
iim (9)1f9) =o
O—œ fE1=rn+i f(9)
(Cl is used since p-cred(f) (n’, 6’, ci’,/3’), j = 1,..., n, anci ‘ < 1)
uni
7)(9 z0)pk(&7/, ci’ “
—
opn_m(97/, (Y, !, ff z) —
11m
Z)
= o (2.6.2)
pfl_n1(9J71, à’, ci’, if, z)
where p(6Vy, 6, ci, /3, zo) anci p(Vy’, 6’, ci’, /3’, z) are CEP densifies with respecti
vely the sanie left anci right p-creclences as n9 anci f, for any z0 > 1 anci z > 1.
The symmetry of tire GEP clensity aborit O is useci in the last equations. In tire
sanie way, equation (2.3.1) can be rewritfen as foliows, if k < ni.
1
no(9)fl1f(x-xo-O)
o-o fL=k+l f(8)
• p(6y, 6, , t3, 0)?c(97, 6’, ‘, /3’. z)11m = Opin_k(&7I. (Y, ci’, /3’, z)
• p(&17, 6, ci, /3, z0)11m 0. (2.6.3)
9 p7n_2k(97F, 6’, ‘, if, z)
As long as the aumber of observations around xo is larger or equal to the
number of outiiers on the left of x0 (that is k > ni — k ni — 2k < O) and
larger or equal to the number of outiiers on the right of x (that is k > n — ni
n — ni — k < O), equations (2.3.1) and (2.3.2) are satisfied, whatever tire left anci
right p-creclences are, since the ta.ils of a proper GEP clensity go to O. This is
eciuivalent to k > max[rn — k, n — ni]. For instance, if k n/3, ni — k = n/3
and n — ni = n/3, then k > max[rn — k, n — ni] is satisfied. In this case, tire
posterior can reject up to one thirci of the observations coirsidereci as left outiiers
plus another one third considered as right outiiers, for a total of n outiiers.
However Theorem 1 consiclers that tire direction of outiiers is unprecÏictable,
so the results must holci even for tire cases where ail the n — k outliers are on the
right. of co (ni k) or on the left. of io (ni n). Equation (2.6.2) when ni = k
6$
anci equatioll (2.6.3) when ra = n become one unique equation given by
lira p(6I,,!3,zo) =o. (2.6.4)
o— pn_2k(7!, à’, a’,@’, z)
It can be shown that if equation (2.6.4) is satisfiecl, then equations (2.3.1) anci
(2.3.2) are also satisfied for any values of k ancl ra such that O < k < ra < n.
Consicler now two cases k n/2 anci k < n/2. Since k > n/2 n — 2k < O,
equation (2.6.4) is satisfied if k > n/2 for any p-creclence, which corresponds to
condition i) in Theorem 1.
If k < n/2, or equivalently n — 2k > O, then accordi]ig to Proposition 2,
equation (2.6.4) is satisflecl if
p-crecl(p(O,S,a,,zo)) >
(, S, , ) > (‘, (n — 2k)S’, (n — 2k)a’, (n — 2k)’).
The last equivalence is true silice it can be shown that p_creci+(fl1 f(9)) =
n -n —n
. +(, S, , if p-crecl (fj = (, S, a, ), for z = 1, ..., n. It
means that ecïuatiori (2.6.4) is satisfied if k < n/2 anci (y, S, a, ,8) > (y’, (n —
2k)S’, (n — 2k)c’, (n — 2k)8’), which corresponds to condition ii) in Theorem t.
For restilt e) of Theorem 1, the function w(8) of Theorem 2 is set to tu(6)
where p is any positive integer. The condition E8 [w(8) ] < oc in Theorem 2
is then satisfied silice 0)[9] < co. Furthermore, the function w(&) n0(9) is
bouncled ahove siuce O rr(&) is bouncleci above.
fïnally, it can be shown, in the sarne way as above, that if the equation given
by
9Pp(97, S, a, , zo)
lira = 0 (2.6.5)O-œp 2k(9y,S,cv,ff,z)
is satisfiecl, then conditions given by equations (2.3.3) and (2.3.4) in Theorem 2
are also satisfied for any values of k and ra such that O < k < ra n. Consider
again two cases: k > n/2 and k <‘ir/2. If k n/2 or ecjuivalently n—2k < O, then
ecjuation (2.6.5) is satisfied for any p-creclence silice 1iin &Pp(97, S, a, /, zo) =
O using the condition E0[j <oc.
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If k < n/2, or equivalently n — 2k > O, then accorcling to Proposition 2,
eqiiation (2.6.5) is satisfied if
p-crecl(Op(&7, 6,cv,, zo)) > pcrecl+(pn_2k(O, S’, cv’,t3’,z))
(,6, cv
—
p, )> (‘, (n — 2k)6’, (n — 2k)cv’, (n — 2k)’).
It means that equation (2.6.5) is also satisflecl if k < n/2 anci (n’, S, cv, ,8) >
(q’, (n — 2k)6’, (n — 2k)cv’ + p, (n — 2k)/3’), which corresponds to the condlition
neeclecl for result e) in Theorem 1.
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Chapitre 3
OUTLIER$ FOR SCALE PARAMETER
INFERENCE AND POSITIVE OBSERVATIONS
Cet article sera soumis pour publicatioi clans la revue Insurance and Mathe
rnatics. Le premier auteur est Alain Desgagné et le coauteur est le directeur de
recherche Jean-François Angers. La contribution de Alain Desgagné à cet article
consiste en la conceptioir, recherche, cÏévelopp ement, programmation et rédaction
de toutes les parties de l’article, sous la supervision du directeur de recherche.
Abstract
The use of heavy-tailecl distrihutiolls is a valuable tool in cleveloping robust Baye
sian proceclures, lirniting the influence of outiiers on posterior inference. In this
paper, the behavior of the posterior densïty of the scale parameter is investigateci
when the sample contains oufliers anci positive observations. The notion of left
anci right log-credences is introctuceci to characterize respectiveÏy the left anci right
tails of a density defined on R+. Simple conditions on t.he tails of the prior and
the likelihooci, using left anci right log-credences, are estahuisheci to cletermine the
proportion of observations that cari be rejecteci as outliers. It is shown that the
posterior distribution converges in law to the posterior that woulcl he obtairieci
from the reduceci sample, exciucling the outiiers, as they tend to O or inflnity, at
any given rate. An exaniple of combination of the preclictions of volatility of the
S&P 500 index return is presented.
Key words : Bayesian inference, Outlier, Heavy-tailecÏ modeling, Generalizeci
exp onent.ial p ower faniilv, Scale paramet er.
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3.1. INTRODUCTION
The use of heavy-tailed distributions is a valuabie tool lii cleveloping robust
Bayesian proceclures, limiting tire influence of outiiers on posterior inference. Ollt
lier rejection in Bayesian analysis lias been studlied for inference on the location
pararneter by several authors. see for instailce De Filletti (1961), DawicÏ (1973),
Hill (1974), O’Hagall (1979), O’Hagan (1988), Meinholci and Singpurwalla (1989),
O’Hagan (1990), Angers anci Berger (1991), Carlin anci Poison (1991), Angers
(1992), Fan anci Berger (1992), Geweke (1994), Angers (1996), Angers (2000),
Desgagné auJ Angers (2005h).
In Desgagné anci Angers (2005b), outiier rejection for inference on tire location
parameter is stridieci anci resuits of convergence of tire posterior are given for any
number of observations anci outiiers, where the oritiiers tend to plus or minus
infiiity at any given rate. Conditions on tire prior anci tire hkehhood are given
in orcler to cletermine the number of oiitliers that the posterior cari eventually
reject.
In this paper, outlier rejection for inference on tire scaie parameter with po
sitive observations is stuclieci iII tire same context giveil iir Desgagné anc[ Angers
(2005b). Tire use of heavy-tailecl distributions is stiii a coirclition of rejection of
outhers. However, tire taiis must be even heavier in inference on the scale para
meter.
In Section 3.2, tire relatioll between oritiiers rejection and iog-creclence is coirsi
clereci. In Section 3.2.1, tire notion of ieft and rigÏrt iog-credences is introduced in
order to ciraracterize and order tire tails of a density clefined on R+ Tins measre
is similar to p-creclence (see Desgagné and Angers, 2005b), but tire accent is put
on heavier t aiieci distributions, such as polynomial, iogarithrnic ancl logaritirmic
of tire logaritirmic tails beiravior.
Tir Section 3.2.2, the hehavior of tire posterior deirsity of the scale parameter
is investigateci when tire sample coritains outiiers. Simple conditions on tire tails
of tire prior arici tire iikelihooci, using left anci right iog-creclences, are estahirsireci
to determine tire proportion of observations that can be rejecteci as outiiers. We
slrow that the posterior distribution converges iii iaw to tire posterior tirat wofflci
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5e obtaineci from the recluceci sample, exchicling tire otitiiers, as they tend to O or
oc at any given rate.
lit Section 3.3, the sanie resuits of convergence are given when we specify
which ones of the observations are consiclereci as ouf liers anci if they are large
or srnall outiiers. The conditions on the tails of the prior anci the likelihood are
generalizeci to encompass clensities exciucleci hy left anci right log-creclences. Tire
influence of tire left and right tails of each observation’s density anci the prior is
estabiisheci clearly ht these conditions.
In Section 3.4, an example of combination of preclictions of the volatilit of
the S&P 500 index ret.urn is given. WhuÏe the resuits given in this paper have a
strong theorical component, it is shown in this example that they also have useful
anci easy applications in real context.
3.2. OuTLIERs REJECTION USING LOG-CREDENCE
In this section, conditions on prior anci likelihooci are estabiished using iog
creclence to obtain robust Bayesian inference on tire scale parameter. Tire influence
of tire outiiers on tire posterior density is expected to clecrease when tire outiiers
hecorne extreme.
III Section 3.2.1, iog-credence is deftned to characterize the tails of a density
deflned on R+. In Section 3.2.2, conditions are presenteci to obtain convergence
of tire posterior clensity baseci on ail observations to tire posterior exciucling the
outhers, as the outiiers tend to O or oc.
3.2.1. A measure of the tails left and right log-credences
Conditions of rohustness concern rnainiy fie tails of tire prior anci observa
tions’ clensities. For densities clefineci oit R, Desgagné and Angers (200.55) clefined
tire ieft aildi right p-credeirces to characterize tireir left anci right tails. Tirese mea-
sures compare tire tails of a cleirsity to those of tire GEP (generahzed exponential
power) cÏensity with pararneters (n’, , c, r3). If J(z) is tire clensity of a random
variable Z, tien right p-credence is clenoteci by p_crech(f) or p_crecl+(Z) and is
cleflned as follows.
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Definition 6. A density f lias riglit p-credence (y, i, n, ) if there exists a cons
tant K> O snch that
lim = K.
z—œ eIzP IzF 1og3
The clefinition of left p-credence is identical, except 1im is replaceci by
1im_. It is clenoted by p-crect(f) or p-cred(Z).
We iiitroduce a sirnilar measure for the tails of a clensity defined on R+, called
left anci riglit log-creclences. If f(z) is the clensity of a ranclom variable Z clefined
on R+, then right log-creclence is denoteci by log_crecl+(f) or log_crecl+(Z) anci is
clefineci as follows.
Definition 7. A density f lias riglit log-credcnce (n’, S, n, ) if there exists a
constant K > O such that
f(z)
11m = R.
z—oo eI7 logz1og log
The clefinition of left log-creclence is iclentical, except limœ is replaceci by
1iH]o. Once right (or left) log-creclence of two densities have been cletern]ined,
a dominance relation can he established to compare anci orcler their tails, as
cÏescrihecÏ in Proposition 3.
Proposition 3. Let f and g be t’wo densities defined on R such that
1og-crecl(f)
= (, S, n, 3) and log-crec8(g) = (y’, S’, n’, j3’).
j) If7,
=
7,5’ = S,n’ = n,ff = , thenthe riglit log-credences off andg are equal,
which is denoted by (y’, S’, n’, ‘) (y, 5, n, ). Their right taits are equivatent,
which means that 1ini = k for a positive constant k.
ii) The right log-credence of g is srnatter than that of f, which is denoted by
(‘, S’, n’, /3’) < (7, 5, n, /3), if
n)
‘
<71
b) y’ 7, 5’ < S,
c)
‘
= 7,5’ = S, n’ < n,
d) or’ = 7,S’=S,n’=n./3’ <.8.
The riglit tait of g strictïy clominates the rzght tait of f, winch ineans that
lirn_3 = o.
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The left tails of two clensities are compareci and orcÏered in a simular way using
left log-credence, replacing lim by lin _.. The left tau of the clensity with
the smallest left p-credence dominat.es the Ïeft tau of the other density. Note that
log-credence anci p-credence are orclered exactly in the same way anci their proofs
are sirnilar, see Angers (2000).
The right (or left) log-credence of a clensity 5 , c, t3) if its right (or left)
tau has the sanie behavior as a log CEP clensitv with pararneters (n’, , a, ‘3). We
say that a ranclom variable Z has a log CEP density if X log Z lias a CEP
clensity. Therefore, if p(x7, , , t3, ro) is the clensity of a GEP ranclom variable X,
then q(z7, , c, t3, zo) = p(log zVy, Y, c, /3, zo) is the density of a log CEP ranclom
variable Z eX, that is
q(z7,,/3,zo)
e_ x10zo) rnax(Iog z z0) log max(Ilog , zo).
The interpretation of the behavior of the left tail of a density clefineci on R+ is
a littie dlifferent since the domain is bounclecÏ by 0. At 0, three cases are possible,
that is Ïim0 f(z) is either 0, a positive constant K or oc. For any clensity f with
Ïog-cred(f)
= (, , a, /3), it can he showo, using Proposition 3, that
j) lim,0 f(z) = O (, , , /3)> (1, 1,0,0),
ii) O < K < oc such that lim,_,0 f(z) K (y, 1, c, t3) = (1, 1,0,0),
iii) lim,o f(z) = oc (y, , c, /3) < (1, 1,0,0).
As it is shown in the next section, < 1 is recinireci to obtain robust inference,
which means t.hat only clensities with left tau going to infinity will provicle robust
inference, at least for the rejection of small onfliers. Note that even if the left tau
is going to inflnity, the clensity can be proper. The gamma clensity with a shape
parameter srnaller than 1 is a well-known example.
The log-crecÏence anci p-creclence are bath defineci for polynomial and loga
rithmic behavior. The polynomial terni for the right. log-creclence us when
1 anci z > 1 anci for the left log-credence if is when 1 anci z < 1.
Exponential behavior proportional to is consiclereci in p-credence while cx
ponential behavior proportional te e_0I is consicÏerecl in log-credence. As if is
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shown in the next section, it is not useful to consicler hehavior of the type e’
in log-credence for outiiers rejection in scale parameter inference, since this type
of tails is not. sufficientJ heavy. A term of Ïogarithm of logaritiun in Ïog-crecÏence
makes it possible to consider very heavy tails distributions.
As example, the riglit log-crecÏence of a gamma density, given by f(z) cc
z’ e2, \ > 0, 6 > 0, z > 0, is not defined siuce ifs riglit tail is not stiffi
ciently heavy. However its left log-creclence is clefineci anci is given by (1,6, 0, 0).
As mentionneci above, its left tail will go to inflnit.v, a positive constant or O
clepending on whether 6 < 1, 6 = 1 or 6 > 1. Note that the right log-creclence
of an inverse gamma distribution is the left log-creclence of the gamma clistribu
tion, ancl its left log—credence is not clefinecl. The log normal clensity, given by
f(z) cc _05(1z)2, z > 0, lias left ancl right log-creclences given by (2,0.5,0,0)
anci its left tail goes to 0. The shiftecÏ Pareto density, given by J(z) cc (20 +
20 > 0, a > 1,2 > 0, lias a riglit log-creclence given hy (1, a — 1, 0,0) anci ifs
left log-ciedence is given by (1, 1,0, 0), since lim_.o f(z) is a positive constant. Tlie
siïifted log-Pareto density, given by f(z) cc log(zo + z), h> 1, z0> 1, z> 0,
lias a right log-credence given by (0, 0, b, 0) anci its left log-creclence is given by
(1, 1, 0, 0). Note that distributions with log-creclence giveil by (1, 6, 0, 0), 6 > 0, are
calleci heavy-tailed distributions allcl those with log-creclence given by (0, 0, o, 0),
c > 1, are called super lieavy-tailecÏ distributions (sec Reiss ancl Thomas, 1997).
Finally, the most heavy tails are given hy distributions with log-creclence of
(0,0,1,,8),> 1.
3.2.2. Outiiers rejection using left and right log-credences
In this section, the behavior of the posterior density of flic scale parameter
is investigateci wlien the sample contains outiiers, that is when there is a conflict
between some extreme observations and flic information provideci by flic prior anci
flic other observations. Note that extrerne values in this context. may mean large,
but also small positive values relative f0 flic others, that is max(z, 1/z) is large.
Using left anci riglit log-creclences, conditions on flic tails of the prior clensity ancl
the likelihood are established in order to obtain robust posterior inference. The
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influence of the outiiers decreases as they become more extreme ancï eventually
the outiiers are rejecteci. Consicler the following Bayesian context.
j) Let X1, ..., X 5e n ranclom variables condlitionally inclependent. given the
scale parameter u with the conclitionai clensities of Xjju given hy
where X E R+ o- E R+, j = 1 ..., n.
ii) The prior clensity of u is (-), where x E R+ is a known scale para
meter.
The clensities n, fi, ..., f, are assrimecl to be proper and positive everywhere.
Furthermore, the functions z-ïr0-(z) ancÏ zf(z), j 1, ..., n are assumeci houi;cÏed
ahove for ail z > O. We assume that the sample consists of a group of k observa
tions anci of n — k outiiers, O k < n. Assume without loss of generality that the
outiiers are the observations denoteci hy ..., x. The ratios , ..., -- are assu
mccl fixeci. The ratios of each outlier Xk+1, ..., x anci any values of the group com
poseci of Xo, Xi x, tend to O or oc, i.e. iuax(E±1, 0) — oc, ..., inax(”, -) -—
oc. Generally, we considr that x0, x1, .., x are fixecl ancl that the outliers tend
to O or oc. However, we conld consicler that x0, Xi, T are not fixeci, as long as
they are moving as a group such that the ratios - are flxect, j = 1, ..., k anci as
long as their ratios wïth the outilers tend to O or oc.
Let the posterior cÏensity of o- 5e clenotecï bv ir(u) if ail n observations
are consicÏerecl, ancl clenotecl by rr(uxk) if oniy non-outiier observations clenoteci
hy x1 ,...,Xk are considereci. Let also the marginal density of x = (x1, ..., x) 5e
clenoteci by m(x,) ancl the marginal clensity of Xk (x1 ‘Ck) 5e clenoteci by
rn(xi/3. Let the vector of the ratios of the outiiers and x0 5e denotecl by
(max(±’ ), ... max(, The notation i ‘ oc means that each ternik+1 ‘ X0 Xn J —
of the vector tends to oc at any given rate. Finally, let the (100 x p)th percentile
of a clensity f be clenoteci by Qf(p), where Qf(p) is such that f’ f(z)dz p.
Theorem 3. Suppose hat log-creci(f) = log-creci(f) (-‘, ‘5’ n’ /3’), i =
1, ..., n and iog-crect(u) logcred+(n) = (,‘5, n, /3). F0T any intege’r k suck
that O < k < n and for ang x0, x1, ..., x sucÏi that are fixed, if
j) y’ < 1, k n/2 or
ii)
‘
< Ï, k < n/2, (, , n, /3)> (‘, ‘(n — 2k), n’(n — 2k), /3’(n — 2k))
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then
7r(a’oIxn)
a) liil jDO r(oI) = 1,
b) for any h> 1 and for alt u such that < <h, 1im, = 1,
c) for any h>1 andj (k+ 1,...,n), lim1_œPr[ < <hn] = O,
d) (u/x°x (u/xx as oc, where the density of the random
variables (o/o)x, and (/O)k evalnated at tire point y are given by
ico7T(yXoin) and xo7F(yŒoIk),
e) for any O <p < 1, limœ Qxo(YXo)(p) = QXo(YXok)(p)
Proof. See the Appenctix, Section 3.6.8.
Note that for each ciensity rr, fy,
..., f,, the left and right tails have the same
behavior. This condition is neeclecl to obtain the same robustness, whether tire
otitiiers are on tire left or on tire right cf co. Ftirtherrnore, iog-credences of f, ...,
are assumed to be iclenticai. This condition ensures tire same robustness against
any extreme observations among , x2,.., x.
Tire condition ‘y’ < 1 enstires that ieft anci righf iog-creclences cf fi, ...,
are srifficiently srnail, or equivaiently that the ciensity’s tails cf each pofentiai
oritiier are sufficientiy heavy. This aise ensures that tire posterior can reject up
to [n/2j outÏiers, where [a] stands for tire integer part cf a. Tire conditions teli
ris that tire posterior can reject more than [n/2] oufliers if tire left anci righf
iog-credences cf tire prior are sufficiently large reiativeiy to those cf tire likeli
hooci. If one is irot interesteci info putting toc much confidence on tire prior, then
choosing (‘y, , u, 3) < (, ‘, u’, if) ensures thaf tire posterior cair reject up to
[n/2] outliers, but irot irecessarily [n/2] + 1, if for iirstance ah tire outiiers are
oir tire right of 10. At tire other extreme, if cire wants f0 put a large confidence
in tire prior, then choosing (‘y, 1, u,,@) > (‘y’, ne’, nu’, ni3’) ensures rejection of up
to n outiiers, even for tire extreme cases where ail tire outhers are on t.ire riglit
of x0, or ail outiiers are on tire ieft of ir0. An intermediate choice of (n’, , u, i3)
sucir that (‘y’, i’, u’, f3’) < (y, , n’, 3) < (fl”, nô’, nu’, n/3’) gives intermediate re
suirs. Note that for specific directions cf tire outhers, it coulci he possibie that tire
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number of outiiers rejecteci by the posterior is larger than the nllmber suggesteci
by Theorem 3. This case is acidresseci in Section 3.3 with Theorem 4.
Asymptotic behavior of the posterior clensity is establisheci through result.s a)
to cl), as iuax(’, ) oc at any given rate, for i = k + 1 n. Note that if x0
is flxed, the limit can be rewritten as max(x, x1) ‘ oc, i = k + 1, ..., n.
Restilt a) says that the influence of the outliers on the posterior clensity
evaluated at xo is asymptotically nuli. Note that resuit a) eau 5e rewritten as
lim100 m(xk)flk+lL(x/xÛ) 1 since
n(xoIxi)
m(x)
mn(1) (/xo)
anci
1__±n(1) fl ±J(/x0).
rn(xk) xo i=1
It says that the asymptotic hehaviors of xrn(xk) fli=k1 fi(xi/xo) and xrn(x)
are equivalent. (Note that OlÏly xm(x) anctHk+l fi(a/xo) clepend on , whiie
.xrn(xe) depends only on the constants x1/xo, ..., xk/xO.) Resuit b) says that the
influence of the outiiers on the posterior clensity in any neighborhoocl boundeci
hy any finite multiples of xo (or xi, T1) is asymptotically nuil. Resuit c) says
that the posterior clensity tends to O in a neighborhood bouncled by any finite
multiples of the outiiers. Finally, the convergence in distribution of the posterior
density to the posterior exciucling outiiers is estahiisheci in resuit cl), as — oc.
An equivalent resuit is given by lim1 Pr[u/xo <dx.] = Pr[/xo < dxÏ, for
any cl > O (see the Appendix, Section 3.6.5).
If the ratio of a given observation x (j > k) anci the center of xo, xi ‘rh.
increases but remains smaller tlian a certain thresholcl, the influence of this obser
vation on the posterior clensity usually increases. However, if this ratio increases
beyoncl the thresholcl, the influence of the observation begins to clecrease to even
tually 5e nuil. The interpretation is sirniÏar if the ratio clecreases to O.
Finally, resuit e) says that the influence of the outiiers on the (lOOp)th posterior
percentile is asymptotically null. It can he shown that if conditions cf Theorem 3
are satisflecÏ, all the posterior moments of o exist if ‘y > 1 but none of them exist
if ‘y < 1, since the tails cf the posterior are too Ïiea.vv. 1-Iowever, setting ‘y > 1
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makes the posterior converging to the prior anci rejecting ail the observations in
case of confiict between the prior anci ail observations. If one does not want to put
such large confidence in the prior, rohust measures based on posterior percentiles
cari rather 5e usecl, such that the mecÏian or the interquartile distance.
3.3. OuTLIERS REJECTION WITH GENERAL CONDITIONS
While conditions of Theorem 3 can 5e satisflecl for a large class of densities
using left anci right log-creciences. it is stiil possible to relax and to generalize
these conditions such that they cari 5e satisflecl for any clistribtitions. In this sec
tion, conditions in Theorem 3 are given withollt using left anci riglit log-creclences.
Conditions are also relaxed sucli that the left anci right tails of each density may
have their own a.symptotic behavior. It is now possible to consider any distribu
tions, such that the gamma chstribution for instance, where the right log-credence
is not deflnecl and the behavior of its left and right taiis is cÏifferent. Conditions
are also given stick t.hat it is possib]e to specify which observation is an outher
ancl what is its direction. The new theorem with relaxed conditions is given in
Theorem 4 in Section 3.3.2.
Even if conditions in Theorem 3 are a special case of the conditions in Theo
rem 4, they are stiil very generai and useftil in practice since it is easier to deter
mine if the conditions are satisfled with the help of left anci right log-credences.
However, Theorem 4 is interesting from a theorical point of view. For instance,
it is possible to sec the influence of each density’s tail in the rejection of outhers.
Since Theorem 3 is a special case of Theorem 4, it coiild 5e possible to extend
the definition of left and right log-credences to inclucle a larger ciass of densities,
as long as the conditions of Theorem 4 are satisfied.
Some conditions of Theorem 4 are introcluceci in Section 3.3.1. These conch
tions concern mainly the thickness and reguÏarity of t.he tails of a clensity clefinecÏ
on R+.
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3.3.1. Conditions of thickness and reguIarity for the tails of a den
sity defined
The tails of tue likelihood must satisfy certain conditions 0f thickness anci
regularity when robust inference is expecteci. In Theorem 3, these conditions are
given using log-creclence. They are more general in Theorem 4. (Note that the
conditions are the saine for the left ancl right tails, except for the support of the
clensity which is given in parentheses for the Ïeft tau.)
Three condiltions of thickness and regularit.y for the t.ails of a clensity f(z)
ciefineci on z > O are given by conditions Cl to C3 as foÏlows. The cÏensity f is
assumeci to be proper anci positive everywhere for ail z > O. furthermore, the
function zf(z) is assumeci bouncleci above for ail z > O.
Cl : Ve > O, Vh > 1, there exists a constant A’(c, h) such that z > A1(e. h)
(z < A’(e, h.) for the left tau) anci <u < h 1 — e < <1 + e.
For conditions C2 and C3, there exist constants A2 and M > Ï and a proper
clensity g such that for ail z > A2 (z < A’ for the left aii),
C2: M2,
C3 z21ogf*(z)+zlogf*(z)>z222logg(z)+zlogg(z)>O,
where ft is f or any other proper clensities which satisfy 2 < < M9 for ail
z> A2 (z < A for the left tail).
Condition Cl ensures that the tails are sufficiently heavy. For exaniple, if f(z)
is the ciensity of a log normal distribution, lilnzœ 2f(2z) o and condition Cl is
not satisfiecl. If f(z) is the density of a shifted log-Pareto clensity on R, given hy
1 —b . f(uz)f (z) oc log (zD + z), lim_ f(z) = 1, for any fixed o- > O and condition
Cl is satisfiecl on the right tau. However condition Cl is not satisfiecÏ on its ieft
tau. for conditions C2 anci C3 on the right tau, the clensity
t z’(1 + logzt; if limzœ J(z)z log = O,
otherwise,
$2
is usually appropriate, for any choice of c > O. The same cÏensity g(z) is also
usually appropriate when the Ïeft tau is considereci, except lim, is replaceci by
h1nZo h; the first row.
The clensity f* may be chosen a.s J or any other proper clensities with a right
(or left) tau of the sarne order. Condition C2 cal; be rewritten
This condition ensures that. the ratio of the frmction zf(z) evaluateci at and
at z is bo;mcÏecl, as z increases in the right tau or clecreases in the left tau. This
ensures that the tau of f is sufficiently heavy. Conditioll C3 esures a certain
smoothness in the tails of f* ailci g. It can be ShoWil that this condition ensures
that the tails are convex.
3.3.2. Outiier rejectiori
Cousicler the Bayesian context given in Section 3.2.2.
i) Let X1, ..., X be n random variables conclitiorially inclepenclent given u
with the conclitionai densities ofXu given by where X E g
ii) The prior clensity of u is where r0 E R+ is a known scale para
met er.
The densities u, f, ..., f are assumeci to be proper and positive everywhere.
F;irthermore, the functions zu(z) anci zf(z), i = 1, ..., n are assun;ed bouucled
above for all z > O. We assume tl;at the san;ple consists of a group of k obser
vations such that the ratios are fixed, ru — k outliers on the left of x anci
n — ru ontiiers on the riglit of co (O k < ru < n). The ratios of the outiiers over
x0 tend to O if they are on the left of xo ancl tend to oc if they on the right of
Co. Assume without loss of generality that the left outliers are the observations
clei;otecl by Xk+1, , m and the right outhers are the observations clenotecÏ by
x. Finally, let the vector of the ratios of the outliers anci be clenoteci
b 2 = ((1_1, ...,
..., ). The notation 2 — means that
each terni of the vector tends to oc at ay given rate.
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Theorem 4. for any integer k and ni. stick that O < k < ni < n and for any
Xo, xi, ..., x, sizch that are fired, if conditions 01 to 03 are satisficd on
the left taits of fk+1 f7, and on the rzght tails of fm+i, ..• f and if
fl=ifz()11m m = O when k < ni, (3.3.1)
fli=k+1 uf()
and
ir(o) fl1 1f(-’)11m O wÏien nu < n, (.3.2)u—œ Hi=m+i f(u)
tu, en
7C(xoIx,)
a) 1im2
xtXXk)
1,
b) for any h> 1 and for alt sucli that < <h, Ïim2 = 1,
d) (/x0)x, * (u/xo)x as ‘ oc, where the density of the randoin
variables (u/x0)x and (J/XO)Xk evatnated et the point y are given bg
Xo7r(yXoXrj) and xo7c(yxxk).
In addition, for any fnnction w(.) on R snch that E[jw(u)] <oc and
o w(o-) 7t() is bounded above, if
k 1 ixuw(u)ir() 11=1 -f(--)U U2011m = O wÏien k < nu, (3.3.3)fL=+1 f()
and
11m O when ni < n. (3..4)
H=7+1 uf,(u)
tlien
e) 1im2 E7rfUI){ii)(fl] ir(rIx.) [ )1.
Proof $ee the Appendix, Sections 3.6.1 to 3.6.7.
Note that if k O, is set t.o 1. ConcÏitions Cl to C3 ensure that
the clensity’s tau exhibits some smoofhness anci it is sufflciently heavy. Since the
$4
numerators in the conditions given by equatioiis (3.3.1) anci (3.3.2) are propor
tional to UX07r(JXoIrk), these two conditions can be interpreted as folÏows : the
left tail of the frmnction flk±1 ufi(o-) is heavier t.han the left tau of uco7f(o-rxk)
and the right tau of fl71 o-J(o-) is heavier than tue right tau of o-xo7r(ucoLrd).
Note that the clellsity evaluated at the point o-, given by rorr(uxoxj.), clepends
only ou the fixeci ratios 1/x0, ..., x/x. There 15 110 conditions on the right tau
of the left outiiers’ clensities or on the left tau of tue right outiiers’ densifies.
The resuits a) to cl) are iclentical to those given in Theorem 3, except that
lim01 is replaced by lim02. The resrilts are valici for a specific direction of the
outiiers. Note that if xo is fixed, the limit can be rewritten as Xk+i —÷ 0, ..., x —*
0, m± 1 00, ..., 00.
Fillally resuit e) establishes the covergeiice of the posterior expectation of
any ftmctioii such that the prior expectation of the absolute value of the fmiction
exists, if equations (3.3.3) and (3.3.4) are satisflecl. The mterpretation 0f these
two eqitations is identical to that of equations (3.3.1) and (3.3.2), where tle prior
rr(o-) lias been replaceci by a dellsity proportiollal to 7L(o-) n(o-), which is proper
siiice E{w(o-)j] < oc. Note that the function o- w(o-) 11(o-) must be bounded
above.
3.4. ExAMPLE
3.4.1. Context
Combining forecasting is an effective methoci used by many practitioners,
see for example Clement (1989), ancl Min and Zeliner (1993). Suppose that a
portfolio manager neecls a preciiction on the volatility of the monthly returns
of the S&P 500 index for the next year, where the volatiÏity is measllreci by the
standard cleviation of flic next twelve mont hly returns. He asks 5 experts for their
prediction on flic volatility as well as a 95 confidence interval on this prediction.
The manager wants to combine this information with lus prior beliefs using the
Bayesian moclel describeci in Section 3.2.2. Accorchng f0 tins setting, the manager
chooses = T3 (1og[(u/o)0j) anci f-) 4-T3 (1og[(/o-)h/8])
for i 1, ..., 5, where T3() is a St.udent density witÏi 3 degrees of freedom, > 0,
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s > O for j = 0, ..., 5, and o- > 0. As if is shown below, the pararneter s, is a
measure of the confidence of the preclictiori j. In the next section, it is shown
how these densities are constructed.
3.4.2. Exponential transformation of symmetric densities defined on
R
It is possible f0 create a new cÏass of clensities clefined on R+ ushig the ex
ponential transformation of symmetric clensities defineci on R. The most well
known dlistribution of this type is the iog normal distribution. In this example,
the Student is useci insteaci of the normal clistributiom We start witli a cÏensity g1
defineci on R aildi symmetric about 0, as flic Stuclent clensity for instance. If the
clensity of Z1 is gi(z1), then the density of Z2 = (eZ1)s is g2(z2) g;(1og z),
where z1 E R, z2 > O anci s > 0. Silice the density 9i is such that g1(—z1) =
for ail z1 E R, it follows t.hat flic density g is sucli that z2g2(z2) = g(J_) for
ail z2 > 0. It is then easy to show that flic median of Z2 is 1 for any values of flic
parameter s. Finally, the cleusity of Z3 = mZ2 is g3(z3)
whcre z3 > 0, s > O anci ni > 0. The mecÏian of Z3 is ni for any values of flic
parameter s. In this example gi(.) T(.), g2(z2) corresponds to ir(o-) anci g3(z3)
to ±qi() if z2 = z3 = o-, s s anci ra o anci g2(z2) corresponds to f(xj)
anci g3(z3) to if z2 = z3 x, s = s and ni o-.
If Qz(p) is the (100 x p)h percentile of a ranclom variable Z, sucli that
Pr[Z Qz(p)] = p, then for any O < o- < 1. Pr[Qz3(o-/2) < Z3 Qz3(l —
o-/2)] 1 — o-. Then it eau be shown that flic meclian of Z3 is the geometric
mean of the (100 x o-/2)t anci (100 x (1 — o-/2))tî percentiles of Z3, that is
ni /Qz3(o-/2)Qz3(1 — o-/2) for any O o- 1. It follows that Pr[Qz3(o-/2) <
Z3 < ra] = Pr[m < Z3 Qz3(i — o-/2)]. furthermore.
1 — o- = Pr[Qz3(o-/2) < Z3 < Qz3(1 — o-/2)]
= Pr[Qz3(a/2) <m(eZl)s Qz3(1 — o-/2)]
= [log[(m’Qz3(o-/2))’] < Z1 <log{(ni’Qz3(1 — o-/2))l/s]]
= pr [_± iog Qz3(1 — o-/2) <1 log Qz3(1 —
2s Qz3(o-/2) 2s Qz3(o-/2)
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Pr[—Qz1(1 — /2) <Z1 <QZ(1 —
Tire fourth equality cornes from rn = Qz3(a/2)Qz3(1 — /2). Then for any
given ni, a anci b such that m V’ anci for any symmetric densities g1, it is
possible to choose tire pararneter s in order to irave 1 — c of the mass of tire
clensity g3(z3) lying between a aird b if the equaiity log(b/a) = Qz, (1 — a/2) is
iog/i7i
satisfiecl, or ecmva1entiy if $
=
3.4.3. Data
Tire collected data are given in Table 3.1. Tire preclictions of tire volatility for
the prior anci the experts are respectiveiy corresponding to , , ..., x5 anci are
given in tire ftrst row. Tire ieft and right bomicis of tire 95% confidence iirtervai
for each source of information are denoted by a anci b (j = 0, 1, ..., 5) anci are
given in flic next two rows. Note tirat tire bottncis are arounci the predictions
sucir tirat their geornetric nrean is ecinal to flic precliction, that is xj =
In flic last row, tire parameters s are giveii for each source of information, such
that s
=
where Qz,(0.975) = 3.182 represents tire 975thi percentiie
of a Stucient distribution with 3 c[egrees of freedorn. Note that ail numbers are
expressed in percentage.
TAB. 3.1. Prior and experts’ preclictions auJ 95% confidence in
tervais
Prior Experts
i= 0 1 2 3 4 5
Prediction (xi) 4.50 1.60 1.00 4.60 5.20 9.75
L•eft bouncl (ai) 1.80 0.80 2.50 2.88 3.25 7.50
Rigirt bouncl (bi) 11.25 3.20 6.40 7.36 8.32 12.68
s 0.288 0.218 0.148 0.148 0.148 0.082
If foiiows that Pr[a ba
=
= 95%, i 1, ..., 5 and Pr[ao <
boxo1 = 95%. Tire prior information is baseci on Iristoricai data. Tire standard
cleviation of tire monthly returns of flic S&P 500 lias been computed for each of
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the lsst 20 yesrs (1984 W 2004) sud their geometric mesu lias been calculated to
4.5%. Around 95% of Item lies between 1.8% sud 11.25%.
Since e represents the median of the observations iC le (the preclictions of the
experts), the manager is interested to estimate e as the final prediction. Inference
on e je performed using the posterior density of e, given by
1. (S.’ifl5 IMa
— xoWixoI flf=1 gJtI. g
w(elzl,x2,x3,x4,x5)
— ç00 1 je \fl5 1; ,a ciiJo ‘\xoJ1U=1e1he
3.4.4. Resuits
Data shows that experts 2,3 sud 4 provided imi1ar predictions sud confi
dence. The parsmeter 8j csu be interpreted as a measure of the confidence of
expert i on hie prediction since it is a function of the ratio of the upper sud lower
bounde of the wediction. A mnall s indicates a rdatively large confidence on
the prediction. The prior piediction is siso similar, but the confidence interval
is larger than that of experts 2,3 sud 4. However, the information wovided by
experts 1 sud 5 seeme different sud possibly in conffict with the other sources of
information. fle prediction of experts L sud 5 are respectively the smallest sud
the lsrgest with 1.6 sud 9.75 sud the overlap of their confidence interval with the
other mtens]e je small.
Ail the information je combined through the posterior distribution of e sud
the final prediction is given by the posterior estimation of e. Since the right tsil
of the posterior density of e je too heavy, the posterior moments do not edst
sud the posterior mediau of e je used. fle calculation is done using Monte Csrlo
simulations tth importsuce ssmpling, see Desgagné sud Angers (2005a).
Theorem 3 specifles how the posterior will behave in presence of outliers.
It csu be shown that log-crect(f4) = log-aed(f) = (0,0,4,0), i = 1,...,5 sud
log-crectfr) = log-cretfr) = (0,0,4,0). With these log-aedences, only condition
i) of Theorem 3 csu be satisfled, Le. ‘y’ <1 sud k n/2, which mesns that results
a) to e) of Theorem 3 hold as long as the number of outliers je less or equal W 2.
if experts 1 sud 5 provided confiicting information, their influence on the model
will be limited sud would decrease if the conffict was increasing.
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Tire resuits are given in the first row 0f Table 3.2. In tire second row, tire
restilts are also computeci for tire same moclel where the Stucient is replaced by
tire standard normal deusity. For tire iog normal clensity, it can 5e shown that
log-cred(f)= log-cred(f) = (2, (2s’, 0,0), i 1 5 and that. log-cred(ir)=
log_cred+(n) (2, (2s)1, 0,0). With these log-creclences, conditions of Theorem
3 are not satisifeci and tire influence of experts 1 anci 5 is expecteci to 5e more
important..
TAB. 3.2. Posterior preclict.ions of tire volatilit.y
Experts Experts
2 to 4 Expert 1 Expert 5 1 and 5
Model in the model is added is added are added
Log Stuclent 4.6 4.4 4.8 4.6
Log normal 4.6 4.0 6.6 6.0
In the flrst coÏumn, tire resuits are given wiien oHiv tire prior and experts
2. 3 anct 4 are consiclereci. Tire posterior median of J is evaluateci to 4.6% for
botir moclels, winch makes sense since there is no conflicting information. In the
next columns, restiits are given when experts 1 anci 5 are adclecÏ scparately and
together. Experts 1 anci 5, separatelv or togetirer, have a small influence on tire
posterior median of u in tire flrst nroclei, most. of tire information provided hy
tirese two experts is considered conflicting by tire nrodei anci therefore is rejecteci.
However tireir influence is mucir more important in tire second moclel. For instance,
if expert 5 is aclcled, tire precliction of fie model is 6.6%.
3..5. CONCLUSION
lir tins paper, tire beiravior of tire post.erior clensit.y of tire scale parameter Las
beeir investigated rvÏren tire sample contalirs outiiers. Tire irotioir of Ieft and right
log-credences iras heen introduceci f0 characterize respectively tire left anci rigirt
t.ails of a density clefineci on IR+. Sinrple conditions on tire tails of tire prior and
tire hkehhood, using left anci right log-credences, are est.ablisheci to cletermine
tire proportion of observations that can 5e rejected as out.liers. We have shown
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that the posterior distrihntion converges in lav.r to the posterior that wouÏct be
obtaineci from the recÏuced sample, exciuding the outiiers, as they tend to O or
30, at any given rate. An example of cornbinat.ion of preciictions of volatility of
the S&P 500 index return is given.
3.6. APPENDIX: PROOFS
The proofs of Theorems 3 ancl 4 are given in this appenctix. Since Theorem 3
is a special case of Theorem 4, the proof of the latter is presenteci first. In Section
3.6.1, the proof of resuit. a) of Theorem 4 is given. The proof of Lemma 15, neeclecl
in the preceding proof, is given in Section 3.6.2. The proofs of resuits b) to e) are
giveil through Sections 3.6.3 to 3.6.6. The proof of Lemma 23, needecl in the proof
of resuit e), is given in Section 3.6.7. Finally, flic proof of Theorem 3 is given in
Section 3.6.8.
3.6.1. Proof of resuit a) of Theorem 4
It is assumed that the densities 7r, f, ..., f, are proper and posaive every
where. Ftirthermore, flic functions z’ïr(z) and zf(z), j = Ï, ..., n are bouncleci
above for ail z > 0. Theil it is easy to show that m@k) zj anci m(x) fl1 x
are positive ancÏ bounded above for any positive C ..., :c, that the posteriors
rrtuIc) anci ir(njxr,) are proper anci positive densifies, and that. u7r(uk) anci
are houncled above for ail n > 0, for any positive c1,
.
Coilsiclering
hthat O fÏ/h. t)d5 = f/h 7r(uk)du < Ï auJ that oir(uxo,) depeads
only on the fuite ratios ..., , if is then possible fo show the following lemma.
Lemma 12. Vc> 0, there exists a constant A4(e) > Ï such that h > A4(c)
r00
J ir(u)du> 1 — eJ îrtuLrk)du < e, and J ir(n.)du < e.O
Assuming conditions Cl f0 C3 are safisfieci on the riglit tau of a proper anci
positive everywhere density f such that zf(z) is bounded above for ail z > 0, two
other lemmas lleeded for the proof are given. Note that if conditions Cl fo C3 are
satisfiecÏ on the left tau of f, the lemmas are the sanie, except for the support,
written in parentheses.
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Lemma 13. z> A2 1ogzf*(z) <0 and 1ogzg(z) <0
(z <A’ 1ogzf*(z) O and 1ogzg(z) >0).
Proof Let k(x) = ex f(ex) be a density clefineci on R. It can be shown that
cc *
1) f_cc k(x)dOE = f0 f (z)dz = 1,
ii) 1ogk(x)iogz = z1ogzf*(z),
iii) 2 logk(x)x=zogz = z2 10g f*(z) + z log f*(z)
first condlition C3 ancl iii) irnply that log h() > O if x > log A2. Since Ïi() is
a log-convex frmction on this range. it can he shown that h() is also conex for
a > log A2. It also cari be shown that if a right tau of a proper clensity is convex,
then it is necessarily decreasing. $ince k is proper using u), it foÏlows that k() is
clecreasing for x > logA2, which is equivalent to logk(x) < O for > 10g A2.
Using ii), it is also equivalent to log zf (z) <0 for z> A9. The proofs for the
left tau ancÏ for g are similar.
Lemma 14. z> A2 and u> 1 (z < A’ and u < 1) uf(uz) < (+12)21(2).
Proof. Using Lemma 13, the right tau of zJ*(z) is cÏecreasirig, that is z
A2 = uzf*(uz) < zf*(z),Vu > 1. Therefore, z > A2 uf(uz) < M2uf*(uz) <
M2f*(z) < (M2)2 [(z). Condition C3 us used in the first anci last inequalities. The
proof for the left tau is similar.
Lemma 15. k> A2, z > max[k2, A1(1, k)] and = [k, oc)
(z < min[k2, A(1, k)] and (0, 1/ÏiÏ for the teft tai1
f fu) <(1/i2)1O d f()f(u) <(M2)” for ail u E .
Proof. Sec the Appenclix, Sectioll 3.6.2.
Using the fact that t.he numerators in equations (3.3.1) and (3.3.2) are pro
portional to uxon(uxok) (xm(ro) clepencis only on the constants i ..,
equations (3.3.1) anci (3.3.2) can respectively be rewritten as foÏlows (assuming
k < m ancl ru < n) Ve > 0, there exists a constant A3(e) srich that
uIo7r(ucork) uor(uoLck)
u < A(e) < 6 anci u > A3(e) < e. (3.6.1)
fli=k+1 uf(u) fl1 uJ(u)
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thatq52 (yk±1...,yrn,ym+i,...,yn) and&—*ooify —*œ,forik+1,...,n,
at any given rate. Then
7f(6okk) —
___
___
___
___
___
m(xk) fl J()
—
___
__
___
_
r-rT?
_L
—
n%(xk)I1=k±l aoJ?oj
PDD
‘ rrTl 1 r
—
n(uk)II=k+lJ)dG
- fl=.+1 Lt)
—
fœ(f)
-
fl+L()
rOC rn
Xon(J’X) fi
0 i=lc+1
Then resi.ilt a) can be rewTitten as follows
siich that. Yk±1 > 4o(e), yn > Ao(e)
û1 — E < J 1Eo7r(JoLk) II0 i=k+1 L() i=m+1 —
first choose any O < e < 1. Note that if the resuit is true for O < e < 1, it is
necessarily truc for any e > O. Then clefine
6Q = min ([(i + e/3)’/() — — (1 — 6/3)1/(iik+1)] (e/3)J’f”)
Note that O < 60 < . Define h = rnax(A2, A3(eo), A4(eo)) ancl ulo(e) =
max(Ai(eo, h) h2) Note that Ao(e) clepencis only on e. The constant A1 cornes
from condition Cl, A2 ancl M2 from conditions C2 and C3, A3 from
eqniation (3.6.1) anci A4 from Lemma 12. The integral is clivicleci in three parts
(O, j, (, h] ancl (h, oc) and consicler tha.t Yk+1 > Ao(e), ... yn > A0(e). First.
consider the integral on (, h].
nf xontxo) fi fi cïuh
=k+1 t) j=in+1
rh 77? T?
J xon(uoIk) fi (1 — Eû) fi (1 —1/h c=k±1 i=777±1
in()
n 1 4(Y’\
0-’J’1y,0) f[ îJiiï)d/
II ç(
Jz1) 17Ti±1
Ve > O, there exists a constant Ao(e)
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1(Cl is nsecl siiice < A’(°, h) and yj > A’(e, h))
yj
•/1
= (1 — Eo)n_k J xon(uxok)duI /h
x0h
= (1
— E
)n_k J n(uk)cÏuxo/h
(1 — 6)fl—k+I
(Lemma 12 is used since h > Â4(eo))
l—e/3.
In a sirnilar way, it can be ShOW11 that
h m
1;(1)
n
/ xon(uok) fl II ctu<l+e/3.fj(yj) —J 1/h i=k+1 i=jn+1
Consicler riow (h, oc) if rn < n is assurneci.
Ï Tr fdycr —
77%
/1) fl
XO7fJXçXk)
Jh
rn+i
lf(Y)
<(M)2 J on(uok) II f(y)h
1 1(Lemma 14 is useci silice
- < A’)
jU
77 f(7h)f()
du60(M2)2(m_k) II J(y)Jh u i=777+1
(equatioll (3.6.1) is useci sirice u> 113(eo))
du<eo(f)2(777
jœ fn(?)fn(u)
h uf77(y)
(Lemma 15 is usecl silice h > A2 anci y > max[h2, A1(1, h)])
<6o(/I2)2(777_ (M2)t’) (M2)’°
(Lemma 15 is iisecl)
(silice O < k <m < n)
93
Consicler (k, oc) if rn = n is assumeci.
cc m
I TT uJtty,a
J Xo7r(JIcxk) IIh i=k+1
t O’D
9(rn—I) I(I’i2) j rO7T(uxok)du
(Lemma 14 is useci since
Yz0 Yi
(A))2(rn_) fn(Jri)du
x0h
6(f)2(71t_k)
(Lemma 12 is nsecÏ since k > 114(60))
In a similar way, it cai be showu that
l’h m ii) n
// Xon(JXe) II II <6/3.0 i=k+1 Lt) i=m+1 L i)
Considering the three parts of the integrah we showed Lhat
no m ]f(l) ri/ Torr(uxo) fl t fl10 i=k+1 L(,) =rn+i
(1 + e/3) + 6/3 + 6/3
=1+6,
anci
no no if.(..L) n 1/ O0k fl U fl dcr
10 i=k+1 i=rn+i
(1 — 6/3) + O + O
>1—e.
3.6.2. Proof of Lemma 15
We flrst introcluce four other lemmas neeclecl t.o prove Lemma 15. Suppose
that conditions Cl to C3 are satisfiecl on the riglit tau of a proper and positive
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everywhere clensity f sucli that zJ(z) is bouncleci above for ail z > O. (If conditions
Cl to C3 are satisfied on its left tau, the lemmas are the same, except for the
support given in parentheses. The proofs are given only for the right tau, the
proofs for the left tau heing similar.) Without loss of generaÏity, we assume that
the constant M2 in conditions C2 anci C3 is chosen large enough, such that M2 >
max [sup>0 zf(z), A2g(A2), 6].
Lemma 16. z > A2 (z <A’ for the Ïeft j) f*(z) > O and g(z) > O.
Proof If f *(z) = O for a z > A2, then the second part of condition C3 is not
satisfied. If g(z) = O for a z > 112, then condition C2 is not satisfied.
Lemma 17. z > 112 (z <A’) f(z) (M2)3g(z).
Proof. Using Lemma 14, if z > 112 then zf(z2) < (M2)2f(z). Using C2, if
z > 112 then M2g(z) > Ç. Therefore z> A9 (ilI)3q() > (J)2i =
J(z)M211 > f(z).
Lemma 1$. z > A2 = zg(z) <A2g(A2) (z < A z zg(z) <A’g(A’)).
Proof. Using Lemma Ï3, the right tau of zq(z) is decreasing if z > 112 (increa
sing for the left tai if z <A’).
Lemma 19. For ail a, b and z such that 112 a < b < zA
(z112 <a < b <Â’ for the ieft tai, argmaxa<j<b e {a, h}.
Proof. first let h(9) e8 f(e8) and q(9) e°g(e8) he t.wo proper den
sity defineci on R and clefine x = logz anci O = Ïogu. It can be shown that
argmaxa<a<b LL E {a, b} for ail a, b and z such that 112 a < b <
zA1 argmaxloga<e<logb E {loga, log b} for ah o, b and x such that
logA2 < logo < logb < r logA2.
Since the maximum on a range of a convex fiinction is locateci at its bounds,
if is sufficient to show that iog hi( > O for any 9 such that log A2 <9 <
—
Ïog A2, since the Ïog-convexity of a fonction implies ifs convexity Then
cl2 Ï1(TO)h(O) U2 U2 U2
Using Lemma 13 iii), condition C3 can he rewritten as 1ogh() >
2logq() O for x > logA2. It follows that logÏ1.(9) — 9logq(O) O for
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8 > logA2. It can also be showri that Çr1ogk(x
— 6) =
anci usmg C3, that it is non negative for x — 8 > log 112. Then we showed that
Ïog O if 6 > log 112 and x — 9 > 10g 112, that is if log 112 < 6 <
x—logA2. D
To prove Lemma 15, we clivide [h, oc) in three parts [h. z/h] arici
(z/h, oc). Consicler that h > 112 anci z > max[h2, A(1, h)]. The constants A anci
112 corne respectiveÏy from conditions Cl anci C2.
First consicler h < u < Note that h < u < h > 112 ancÏ z > h2
z>r/A9>z/h>z/u>>u>h>A2.Thefl
f(Z)f(g) f*(Z)f*(u)
f(z) - t 2) f*(z)
(C3 is useci since z/u > A, u > 112 anci z > 112)
7 Ç*(z’ Ç*
- 3 1 J \JJ
= (M2) i ug(u)\f*(z)ug(u)
(J*(Z)J*(h) f*2(\/) N(M) mX f*(z)’ *(z)g()) ug(u)
(Lemma 19 is useci since 119 < h < u < < z/A)
6 (f(W(h) f2(v) N(M2)
mf(z)Ïg(h)’ f(z)g()) ug(u)
(C3 is usecÏ since z/h > A, h> 112, z> 112 auci z> 112)
<(M2)6 max (J2)3 M2)
(Lemma 17 is useci since h > 112 anci C2 is useci sirice z > 112)
<(M2)6 max (2(M2)3, M2) ug(u)
(Cl is used since z > A(1, h))
= 2(M2)9ug(u)
<2(iÏ2)A2g(A2)
(Lemma 18 is useci since u > 112)
(M)”
(since M2 > 2 anci 1119 A9g(A2))
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ancl since g(.) is a proper clensity,
rv’ Ç( Ç(- rv’
/ du<2(Ai2)9 / g()du
h uf(z) Jh
Consider 110W < u < It is possible to use the precedent resuits (when
h < u < is consiclereci) if the change of variables ‘u is clone, since
h <u < . Then
f()f(u) - f(u)f()
J(z) - J(z)
<2(M2)9ug(u)
= 2(M2)g()
cT J
<2(M)9A2g(A2)
(Lemma 18 is used since z/u > A2)
‘ (M2)”
ancl since g(•) is a proper density,
I* f()f(u) zdu 2(M2)9 —g()duuf(z) ‘ u
=2(M2)9] g(u)du
h
<2(M2)9.
Fillally consicler u
f()f(u) f()-(M2)2f()
f(z) - f(z)
(Lemma 14 is useci siice u > z/h > A2)
1jfz
hhJ 2
= f(z) ‘2
<2(i/I2)2f(
uu
(Cl is usecl since z> A,(1,h))
<2(I’i2)
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(since sup zf(z) <M anci M9> 1)
z>O
<(1W2)11
anci since f(.) is a proper clellsity,
œ zf du < 2(M2)2f f()duh uf() u u
= 2(M2)2 f(u)du
o
< 2(ii
<2(M2)°.
If the integrals on the three cÏomains are consiclereci, then
pœ
/ J )J uj <6(M9)9 (M2)’o.
Jh uf(z)
3.6.3. Proof of resuit b) of Theorem 4
Resu]t b) can Le rewnitten as follows : Ve > O, V/i > 1 there exists a constant
À5(e) h) such that min[2] > A5(e, h) anci <- <h 1 — e < <Ï ± e.
Note that rnin[2] stands for miii [(‘)-‘ ..., ()‘,
...,
Resuit a) of
Theorem 4 can also be rewritten as follows : Ve > O there exists a constant Ilote)
siich that rnin[2] > Ao(e) 1 — e < <1 + e.
Choose any e> O and any h> 1. Then clefine
= min[(1 + e)’/ -k+i) — 1, 1 — (1 —
anci A5(e, h) = max[Ao(eo), Ay(eo, Ïi)1. The constants A anci A corne respecti
vely from the proof of resnilt a) of Theorem 4 and condition Cl. Consicler t.hat
min[q12] > A5(e, h) anci <- <h. Then
n(uc) = m@k) fl=k+i f()
7
— nr(rcx) ii-
-
nr(oLk) J()
9$
(1+6o) fi
i=k+1
(Resuit a) is useci since rnin[q59] > Ao(co))
<(1+60) fl(1+6o)
i=k+1
(Cl is useci since rnin[2] > Ay(eo, h))
= (1 + 60)n—k+1
<1+e.
In a sirnilar way it eau he shown that > 1 — 6.
7ruJxk)
3.6.4. Proof of resuit c) of Theorem 4
Resuit c) of Theorem 4 says that the posterior clensity tends to O in a neigh
borhooc[ bouncted by anr finite multiples of thè outiiers j, j E (k + 1, ..., n). It
can be rewritten as follows V6 > O, Vd > 1 there exists a constant 116(6, d) such
that rnin[2] > A(e, d) anci j (k + 1 Pr[ < <d] <6. A lemma
analog to Lenima 12 is neecÏecl for the proof.
Lemma 20. e > O, h At(e/2) a’nd rnin[2] > A(e/2, h)
po/h (Do
J r(crc)dr 1 — e] 7r(uu)du < e arid J rr(u)du < e.xo/h O x0h
Proof. fX/ n(x)d> (1— e/2) n(uxe)du> (1_e/2)2 > 1 e. Resuit
b) of Theorem 4 is used iii the ftrst inequality since min[ç12] > A5(e/2, h) anci
< < h, auJ Lemma 12 in sised in the second since h > 114(6/2). Furthermore,
n(ufl)ci+f°°h n(u)du f n(u)du_fOE n(u)du < 1—(1—e)
6. D
Choose any > O auJ any J > 1. Define h = 114(6/2) and define 116(6, cl) =
max[A5(e/2, h), dh], where the constant 11.5 cornes from tise proof of resuit b)
of Theorem 4. Consider that min[s] > A(e, J) ancÏ j E (k + 1 n). Since
rnax(’, ) E 2, it follows that max(, °) > dh. Then, if x/co > 1 (that is
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for
1 u fxad
Pr[— <
—
<dx,] I n(UE)dJd X
f n(u)duX, /ci
fn(Un)du
<6.
Lemma 20 is used in the lasf inequality. The proof for j/xo < 1 (that is for
j k + 1, ..., m) is similar.
3.6.5. Proof of resuit d) of Theorem 4
The clefinition of convergence in law of a sequence of random variables
{ YJ=i,23,... to a random variable Y, as s — oc, is giveil as follows.
Definition 8. Y -* Y if lim8 Pr{} < U] = Pr[Y < U], for oti U suck that
Pr[Y < U] is continuons.
In orcler o use this definition with Y = (u/0) and Y = (U/Xo)Jk, the
observations ancÏ the scale pararneter of flic prior are expressecï a.s some functions
of the same variable s, clenoteci by h(s), i = 0, 1, ..., n, for any ftmctions
k(s) on N which satisfy
i) there exists a constant c sucli that k(s)/h0(s) = c for any s é N, if
j 1 k,
ii) liin30(k(s)/ko(s)) = 0, if i = k + 1, ..., ru,
iii) limsœ(kj(s)/ko(s)) = oc if i = ru + 1, ..., n.
The densify of Y5 evaluateci at flic point y is then given by
( 1f 1;(ixIuY) IIi=i
i ixf0 qr(y) fl f(’) Uy
- (y) fl= Ji() fL=k+l
- f nu(Y) fl=i f() fl=k+i UY
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anci the clensity of Y evaluateci at tire point y is given by
7fj(y) fl=i fi()
Xo7t(yXoIXk) = k 1 ef0
It cari be seen that tire frinctions h(s) are clefineci such that s —* oc z> —
oc. furtherrnore, it cari 5e seen that tire density of Y (/xo)c4 cloes flot depenci
on s or 2• Then Y as s oc for any frrnctions h(s) which satisfy i), ii)
anci iii) (u/x0) (u/o)x as ‘ oc at any given rate.
Accorcling to Definition 8, tire convergence in law is obtailled if lirnsœ Pr[Y3 <
cl] = Pr[Y < cl], for ail cl stich that. Pr[Y < cl] is continuons, or equivalently, if
lirn2œ Pr[u < rod] = Pr[u < xodxo], for ail cl such that Pr[u rocxkl is
contrnuous. Therefore, tire resuit d) cari 5e rewritten as follows Ve > O there
exists a constant A7(e) suci that rnin[9] > A7(c) anci cl > O
Pr[u/o <cl] — Pr[u/xo <clxo <.
Choose any c > 0, clefine h = A4(e/6) anci Ar(c) As(c/6, h). The constants
A4 aici A5 corne respectively frorn Lernina 12 anci tire proof of resuit b) of Theo
rein 4. Tire real une is divicleci in three parts (0, 1/Ïi], (l/h, h] anci (h, oc) and
we consicler that rnir421 > A’(e). First consicler cl < 1/h.
Pr[u/xo < dx] <Pr[cr <
xo/h
o
<e/3.
Lemma 20 is used in tire last inequahty since h A4(c/6) anci rnin[ç2] >
A5(c/6, h). In the same way, it can 5e shown, using Lemma 12, that Pr[o-/xo <
cl2k] <c/6, since h = A4(e/6). froin tins resuit anci from Pr[u/xo dx]
it follows that Pr[u/Œo < dr,] — Pr[u/xo < dxj] < c/3 < c. Now consicler
1/h < cl < h.
Pr{1/h < u/xo <dx] — Pr[1/h < u/xo <dxk]
xod
< fl(J
-
r(ur du
ZO /h
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fXOd
______
= i —1 d
pxod
<6/6]
xo/h
Resuit b) of Theorem 4 eau be useci in the second inequalify since min[2] >
A5(6/6, h) ancl 1/h < <h. Therefore,
<
— Pr[/xo <
<1/h] — Pr[u/xo < 1/hrk]
+ Pr[1/h < u/xo <d] — Pr[1/h < u/o <
6/3+6/6
<6.
Finally consicler d > h.
Pr[h < /c0 <dxJ <Pr[u> x0hc]
= Jn(*n)ct
6/3.
Lemma 20 is used in the last ineciuality since h 114(6/6) anci rnin[2] >
A5(c/6, h). In the same way, it can be shown, using Lemma 12, that Pr[Ïi <
d] < 6/6, since h = A4(6,’6). From this resuit anci from Pr[h < u/Œo
d] <c/3, if follows that
Pr[h < u/0 <ct.r] — Pr[h < /x0 <d] <6/3.
Finally, from this resuit anci from Pr[u/o < h]
—
Pr[u[co < Ï1xkj < 6/2, it
follows that Pr[u/o <d] — Pr[u/xo < d] <6/2 + 6/3 < 6.
3.6.6. Proof of resuit e) of Theorem 4
First we introcÏuce three lemmas neecÏecl for the proofs.
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Lemma 21.
M1,
jjk
where i’ii
= im(xkiX,
Proof.
= ‘w(u/o) (u/xo)
[DO 1 it f/)
k
0 2O rn(xk) fJ1 s’-i
11,19k 1
k
m(xk) fJi1 X 0 X0
j1k
= ‘2k J wt(u)daTfl(Xk) fi1 X O
= M1.
The fact that zfi(z), ..., zf,(z) are boimcÏed ahove hy M2 is useci in the in
equality. furtherrnore, since E[wjJ < oc is assuined in Theorem 4 and
O < m(k) fl x <oc, h follows tha M1 <oo. D
Coisidering that
r” txoh
O <J w(a) xO7r(Jxoxk)du =J w(u/o) nt)du < jW1/Ii
and that w(u)j ron(uxoxk) clepends oiÏy 011 the fimte ratios , ..., , h is then
possible to show the following lemma.
Lemma 22. Ve > 0, there eXists a constant A9(e) > O snch that h. > A9(e)
r00
J w(u/co)n(rk)du <e ancÏJ w(a/Xo)n(aJxk)du <e.O xok
Note that condition E[w(u)] < oc is conservative but is appropriate
whatever the mimber of outiiers is. It coulci he possible to relax it using the
condition [Iiu(u/ro)] < oc, coilsiclering also the non-outiiers observations
alfogether with the prior. A last lemma is needecl.
Lernma 23. Ve > 0, tÏiere eXsts a constant 118(e) snch that iuin[t9] > A5(e)
[ w(u/Xo) ] — (hk) {w(J/Xo) U <6.
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Lemma 23 is sirnilar to tue resuit e) of Theorem 4, except it consiclers the
absolute value of w(u/x0). Its proof is given in Section 3.6.7.
Consider now the resrilt e) of Theorem 4, which can be rewritten as follows.
Ve > 0, there exists a constant Ao(e) sllch that rnin[9Ï > ilo(e)
E[iu(u/xo)1 — E[w(u/xo)] <e
Choose any 6> 0. Define e c/7, h = A9(e0) and
Ao(e) = rnax{A5(eo/Mi, h), uls(eo)}, where the constant A5(co/Mi, h) cornes from
the proof of resiilt b) of Theorem 4, which was rewritten as follows : Ve > 0, Vii >
1, there exists a constant A5(c, h) such that rnin[2] > A5(e, h) auJ 1/h < u/x0
h — 1 < 6.7t(oiXk) —
Then
[w(u/o)] E(JIrk) [w(u/xo)]
p00 600
= w(u/xo)ir(u)du — w(u/xo)rr(urk)du
o o
rxo/h r00
<J w(u/xo) r(u)du +J w(u/x0) ir(u0)duO xoh
tXoh
+ J w(u/xD)n(crLfl)du —] w(u/xo)7r(uck)duxo/h
rxo/l r00+J w(u/x0) n(uk)du +J w(u/o) n(ux,.)du
O xoh
pxoh
<E[w(u/o)]
—] w(u/o)n(u)du
ro h
+ J w(u/o) n(u) — n(uk) du + 2cc.xo/h
Lemma 22 is useci in the last ineciuality silice h = A9(co). Now
tXoh
J w(u/xo) (n) - n(ukH du
[XOh 7r(uc0)
w(u/o)n(uxk) —1 du
ïru Xk)
6
0h
<f
(resuit b) of Theorem 4 is useci since Ao(c) > 115(co/IW1, h))
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<60.
(Lemma 21 is used)
finally
p xo h
[w(u/x0) j
— J w(u/o)xo /h
< W1 [w(u/xo)j —
pxoh
+ E [w(u/x0)]
—] w(u/o) (Jk)duxo /h
pxoh
+ J w(u/xo)(k)du_J w(u/o)(ux)duxo/h xo/h
pxo/h pœ
w(u/OEo)ir(ur6)du-b / w(u/o)r(u6)du0 x0h
w(u/o) x) - du
xo/h
(Lemma 23 is used since A(c) 118(60))
6 + 60 + 60 + 60
(Lemma 22 and the prececling resuit are used)
= 4eo.
Then we showed that E[w(u/xo)] — E[w(u/o)] <760 = e.
3.6.7. Proof of Lemma 23
We want to show that
lim [w(u/OEo) J — [v(u/ J,
or equivalently
11m E’[w(u/xo) + 1] = [u(u/x0) + 1].
_2
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Define the clensity * as ri*(j) = (Iw(u)I+1)() orj” (w(cr)I+1)7rc,(cT)du
(w(u/) + l)(u/xo)
f (w(u/o) + l)1v(J/OEo)du
Since the prior ri0- is proper anci E1 [w(u)] < x. the denominator is frite
and ri is a proper clensity. The clensit.y is positive everywhere sirice the mi
merator is positive anci urr*(u) is houndeci above since the functions ri0-(o) anci
u Iw(u)I rr0-(u) are also bouncleci ahove, as assumeci in Theorem 4.
It is then possible to use the resuit. a) of Theorem 4 using the clellsity rr
as prior instead of ri0-. If the conditions given by equations (3.3.1) ancl (3.3.2)
are riseci with 7c* insteaci of ri0-, they are equivalent to the conditions given by
equatiolis (3.3.1) to (3.3.4) using ri0-. Resuit a) using ri0- as prior is equivalent to
fl) flfl 1 1,lim
anci resiilt a) using ri as prior is eciuivaÏent to
(°°l(FÏ=k+l fi(xi/xo)) io /o) 11 J(/u)du
lim = 1
‘DO 1] ri(u/o) ‘f(x/u)du
lim
(fl=k+l fxi/o)) f riu/OEoH + 1)rij(J/iD) 1f(x/u)du
=1.
f000([w(u/o) + 1) 7i(u/Xo) fl=i If(x/u)ctu
The resuit cari now 5e shown.
E0-’[w(u/xo)I + 1]
f’w(u/xo) + 1)ri(u/xo) fl2 if(/u)du
m(x)
71 1fœ(w(u/o) + 1)ri0(u/xo) fl_1 j/u)du
= (n=+l J(x/o)) fw(u/io) + 1)ri(G/X) fl2:0
fl2(k) fl=k+l Ji(/’o)
X
f w(u/o) + 1)riu(u/o) fl1 f(/u)cÏu
X ()
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If the limit as —* no is taken, tire first two terms in the last expression are
1 accorcling to resuits a) using respectively 7t anci n as prior. Tue last term is
+ 1], which prove the resuit.
3.6.8. Proof of Theorem 3
Since Theorem 3 is an application of Theorem 4. it is sufficieirt to show that
if conditions of the former are satisfled, then conditions of the latter are also
satisLed. The context is the same for hoth theorems, anci in particnlar, the cÏen
sities fi, ..., f, are assurned to 5e proper, positive everywhere anci zrr(z),
zf(z), i 1, ..., n are boundeci above. The conditions needecl for resuits a) to
cl) in Theorem 3 are 1og-crecL(J) = log_crecÏ+(Jj)
=
(y’, ‘,
‘, /3’), = 17 ..., n,
log-crecL(rr) = log_cred+(7r)
= (n’, , cr, /3) airci
i) 7’ < 1, k > n/2 or
ii) 7’ < 1, k < n/2, (, S, , 3)> (‘, S’(n 2k), ci’Qn — 2k), /3’(n 2k)).
Since f Le left and right log-credences are tire sarne for cadi density aricl tire log
credeiice is the saine for ail clensities f of tire observations j, j 1, ..., n. then the
conditions needecl for resilits a) to d) in Theorem 4 cari be simplifieci as follows.
Condlitions Cl to C3 are satisfied on tire right tau of f arici equations (3.3.1) and
(3.3.2) are satisfied. To simplify the notation, f, is simply denotecl by f.
first we show that condition Cl is satisfied on tire right tau of f, which can
5e written as follows. For any constant k > 1 anci for ail u such that < o- < k,
zuf(za) + , , , ,lim+00
zf(z) = 1. Furthermore, since log-crecl (f) = (y , 5 , u , /3 ), there exists
a constant K1 > O such that linr
-
‘ zf(z)
,
K1. If k > 1
e ( og_) (1ogz) log (logz)
anci <u < li, then
zuf(zu) . zuf(zu)
lin = mn
zf(z) zœC_6((log(z)) (log(zu))’ 1og (log(zu))
(log z) log’ (log z)
x
zf(z)
— ‘
><
e (log(zu)) log (log(zu))
‘(bog’ (log z)’ 1og’(1og z)
_
Ky e’(1J) (1og(zu))’ 1og’(iog(zu))
— Lui
z—K e’(Iog (log z)’ log (log z)
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= km 0’[(1og’_(1ogz’] ( log z ‘ ( iog(log z)
zœ 1og(zu)) 1og(1og(zu)))
/ \Q’ /
= lim e_6’[+8_’1 f x ( log x
+9) log(+9)
where x log z and 9 = 10g u, — Iog h. < 9 < log h
lim e_’[(0r’_x7’]
If is easy to check in the last equality that the last twa terms tend ta 1 as Œ tends
to infinity. Furthermore, using the Taylor series clevelopment of (x + 9)7’ — it
can he shown that the iast expression tends ta 1 as x tends ta infinity if anci only
if
‘
< 1, which is a condition of Theorem 3.
Now we show that conditions C2 and C3 are satisfiecl on the right tau of f,
which eau be writteri as folÏows. There exist constants A9 and M9 > 1 anci a
proper clensity g such that for ail z > A2,
C2 -_______ <- ii2,
C3 : z2logf*(z)+z1ogf*(z) z22logg(z)+zlogg(z) 0,
where f* is f or any other proper densifies which satisfy for ail
z > A2. Note that, as mentioned in Lemma 13, condition C3 is equivalent ta
C3 £ log ex f* (ex) x1og z £ log ex g (ex) x=log z o
Define f*(z) = 1p(logz7’,6’,’,/3’,zo) = q(z7’,’,’,/3’,zo),z > 0, with any
z0 > 1, where p(•Vy’ 5’, cv.’, /3’, zo) is a GEP clensity clefineci on R with left ancl right
p-creclences given by (‘y’, (5’, cv.’, /3’) anci q(•’, (5’, cv.’, /3’, zo) is a log-GEP clensity
defined on R+ with left and right log-credences also given by (‘y’, (5’, cv.’, /3’). The
symmetry of ft about 1 is given by zf*(z) If*(1) Therefore, f*(z) is a Ïog
GEP density with the sarne left anci right log-creclences as f(z). The tails hehavior
of f and ft are the same and bath are proper densities. Define, for z > 0,
+ 1ogz3; if’y’> 0,(5’ >0,
ft(z) if
‘y’ = 0, 5’ = 0.
The density g is proper since (1 + 1ogz3 and f* are also proper densities.
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Corisicler the first case, when O < y’ < 1, 6’ > O ancÏ g(z) = (1 + log
Then
1•
zf(z)g()
1•
z zf(z)g()
(e_b07f (Ïog )‘ log’3’(log
))2
7 (e_(b0’ (log z)_ Ïog’(Ïogz)) (1 + (Ïog ))_3
lim i _(21_7?_1)(1ogz)7l
(1ogz ‘ (log2(log ) ‘
4 ) log(logz)
x (1 + (log ))3
=0.
The dominant term is the exponeiltial one anci it teilcis to O as z — œ since
y’ > 0,6’ > O and 2’’—1 > O ‘ < 1. It is sufficient to show that conchtion C2
is satisfiecl sirice zf(z) aiid zg(2) are hoth positive and bounded above fcmctions,
with monotonous tails.
furthermore, if z > 20, if can be showir that
c/
z_1ogf*(z) +z_1ogf*(z)
( log[ex î (ex)Ï)
iog [e’’ ‘ iog’ xlogz
= ( [_‘x’ — ‘1og _/3’log(logx)]) 1ogz
— 7’)6’x2 + +
‘(Ïog± 1))
=Iogz
r1ogx
= ( [‘t — ‘‘‘ + + ‘ + ]) iogzr- Ioga log z
1 1q’
J- / / —I 7’ I ‘ /7(1—7)à(logz) +(logz)- log(logz) log(Ïogz)
Furthermore,
z22logg(z) + zlogg(z) = (91og[eg(ex)]) a=iogz
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= (1 + :cD2) =1ogz
3
= (1+logz2
>0
for ay value of z > 0. finally, if z > z0,
z291ogJ*(z) +zlogf(z) — z22 logg(z) — zlogg(z)
= 9 7’(1—7’)6’(logz)+’+ +(logz) log(logz) 1og(logz)
— 3(logz)2
(1+logz)2j
The term in brackets goes to +00 as z —* oc if 7’(1—7’)6’ > 0, that is if 0 <7’ < 1
and 6’ > 0, which show that z2logf*(z) + zlogf*(z) > z2logg(z) +
z Ïog g(z) > O if z is large enough. Then conditions C2 anci C3 are satisheci if
‘
> 0, 6’> 0.
Consider now the second case, when
‘
= 0. 6’ = O anci g(z) = f*(z). If the
normalizing constant of f* is clenoted by K2, then
_______
- F
z f(z)g() - z zf(z)J*()
— I.
K1p(log v0, 0, ‘, /3’, z)
— z zf(z) K2p(1og0,0,’,/3’,z)
- F I(iJ()
K9zf(z)
lim
K1 (log 1og’(1og )
‘t2 (logz) Ïog (logz)
lim
K1, (log(log)
log(log z) )
A1 /log(logz) — log2
= 11m —2 IjÇ2 \ log(log z)
=
A9
furthermore, if z > z0, it can he shown that
z29logJ*(z)+zlogf*(z)
= (Ïoz)2 [‘+ Ïog(logz) + log2(iogz)]
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The term in brackets converge to ci’ as z -‘ oc. Since f* is a proper clensity anci
7’ = 5’ 0, if foHows that ci’> 1, which show that z2 logf*(z)+z logf*(z)
d2 iogg(z) + z logg(z) > 0 if z is large enough. Then conditions C2 anci C3
are also satisfied if
‘
= 0, 5’ = 0.
Consicler now ecjuations (3.3.1) anci (3.3.2) in Theorem 4. Using conditions in
Theorem 3, equation (3.3.2) can be rewritten as follows, if in < n.
1 e / -rr(u) fl -j—1-)lim = O
-r--r n
IL=m+i f(u)
11m
‘ o
-oo fl1 Ji@) fl f)
uïr(u) fl
=0lin;
fli=m+i 0L(°)
(Cl is used since log-crecl(f) (‘-y’, 5’, ci’, /3’), i = 1 n, anci ‘ < ‘J
- uq(7, S, ci,,B, zo)(q(-’, 5/, ‘ /3’, z))k
=ç> lin; (uq(uy’. Y. ci’, ‘3’. J))n_rn
-
q(7,S,ci,/3,zo)
. lim 0, (3.6.2)
U- (uq(’S’. ci’, /3’, z)” =
wl;ere q(o’-y, S, ci, /3, z0) and q(oÏ7’, S’, ci’, /3’, z) are log-GEP densities with respec
tively the same left anci right log-creclences as 7T anci L, for any z0 > 1 anci z > 1.
The symrnetry cf the log-GEP density about 1 is used in the last equation, that
is oq(oÏ/, S’, ci’, /3’, z) = q(7’, S’, ci’, /3’, z). In the same way, equation (3.3.1)
tan be rewritten as follows, if k < in.
C / X, \
air(u) fl 1ji—)lin; O
r-rfl e
ao IIi=m+i aj(u)
q(7, S, ci, /3, z0) (q( 7’, 5’, ci’, /3’, z))k
=lin; / J
)rn—1(uq(u7’, S’, ci’, /3 o)
q(J7, S, ci, /3, z)
> lin; 0. (3.6.3)
o (ciq(u’, 5/, ‘, /3, z/37_2k =
As long a-s there are more observations arounci OEo than outiiers on the left of
x0 (that is n; — 2k < 0) anci there are more observations than outiiers on the
right of xo (that is n — ra — k 0), eciua-t-ions (3.3.1) and (3.3.2) are satisfiecÏ,
whatever the left anci right log-credences are, since the t.ails of ciui() go f0 0, for
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any proper iog-GEP clensities k. This is equivalent to k max[in — k, n — in]. for
instance, if k = a, in = 2a, n = 3a, where e is any positive integer, then k n/3,
in — k = n/3 anci n — in = n/3, which means that k max{in — k, n — in] is
satisfiecl. In this case, the posterior can reject up to one thirci of the observations
as Ïeft outiiers plus another one thirci as right outiiers, for a total of n outliers.
However Theorem 3 considers that the direction of otitiiers is nnpredictable,
so the resuÏts must hold even for the extreme cases where ail the n — k outiiers
are on the right of z0 (in = k) or on the left of z0 (in = n). Eciuafion (3.6.2) when
in = k and equation (3.6.3) when in n. becorne one unique equation given by
& , /3, zo)
—
= 0. (3.6.4)
u0 I(q(u7’, S’, ‘, /3’, z))n_2k
It can 5e shown that if equation (3.6.4) is satisfiecl, then equatiois (3.3.1) auJ
(3.3.2) are also sat.isfiecl for any values of k auJ in such t.hat O k < in n.
Consider now two cases : k n/2 auJ k < 72/2. Since k > n/2 n — 2k < 0,
equation (3.6.4) is satisfied if k > n/2 for any log-credences, which corresponds
to coridlition i) in Theorem 3.
If k < n/2, or equivalently n — 2k > 0, then accorcling to Proposition 3,
equation (3.6.4) is satisftecl if
log-cred(q(u7, S, , /3, zo)) > log-cred(1(Jq(u%’, S’, o:’, /3’, z))n_2k)
(, S, , /3) > (q’, (n — 2k)S’, (n — 2k»’, (n — 2k)/3’).
The last equivalence is truc since it can be shown that
log-crecl uf())
‘
‘
c,
if 1og-crecl(f)
=
(y, S, cj, /3). It means that equation (3.6.4) is satisfied if k <
n/2 auJ (, S, ci, /3) > (q’, (n — 2k)S’, (n — 2k»’, (n — 2k»’), which corresponds
to condition ii) in Theorem 3.
finally, resuit e) of Theorem 3 is a corollary of resuit cl), which says that
11m Pr[ci/xo < dz,,] = Pr[u/zo <
for ail cl wliere Pr[u/zo < cz] is continuons. Let (u/z0)x. 5e denoted hy Yz7
auJ (u/zo)Izc 5e clenoteci hy }/3Xk, tien the clensity of Y,, is z0n(yzz) and
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the density of Yxk is co7r(yxok). Then resuit cl) is equivalent to
lim Pr[Y < dx Pr{Y <dck],
for ail ci where Pr[Y < dxj] is continuous.
If ci QXo7T(YxoIk)(p) then
lim Pr[Y < QO7t(YOIk) (p) j = Pr[Y < QXo7t(Y2oIk)(7))]
11m Pr[Y < QXot(YXolXk)(p)x]
Furthermore, by clefinition we have
Pr[Y < QXo7t(YXo)(p)xl
lim Pr[Y < Qo7r(YxoI )(p)x] =p,
which means that Qx0(YT0)(p) Qxo(Yxok)(p) as no.
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CONCLUSION
Dans cette thèse, nous avons développé des méthodes statistiques bayésiennes
robustes, qui demeurent efficaces même si des valeurs aberrantes viennent conta
miner les données, à l’aide des densités à ailes relevées. À cette fin, nous avons
utilisé la densité GEP, d’abord comme fonction d’importance, puis comme densité
de référence. Cette densité définie sur les réels a des ailes ayant un comportement
de type exponentiel, polynomial et logarithmique, ce qui permet d’obtenir des
densités à ailes relevées et même très relevées (super heavy tails). La plupart des
densités connues ont des ailes ayant le même comportement que celles de la clen—
sité GEP. Pour la modélisation des observations sur les réels positifs, nous avons
utilisé la densité log GEP comme densité de référence.
Dans le premier article, la densité GEP a été proposée comme fonction d’im
portance clans les simulations Monte Carlo dans le contexte de l’estimation des
moments a posteriori d’un paramètre de position. Il peut être difficile de choisir
une fonction d’importance appropriée et souvent cela doit être fait sur la base du
cas par cas. Pour toute densité a priori et tonte vraisemblance dont la p-crédence
est définie, les paramètres de la densité GEP sont obtenus par des équations
données dans cet article, en fonction de n’importe quel échantillon. Le choix de
la densité CEP nous permet d’obtenir des résultats fiables, mêpie s’il y a des
sources d’information conflictuelles. De plus, puisque la p-crédence de la densité
CEP est légèrement inférieure à celle de la densité a posterzori, les simulations
Monte Carlo demeurent efficaces. finalement, nous moitrons comment simuler
des observations provenant de la densité GEP à l’aide de la méthode de transfor—
mation inverse.
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Dans le deuxième article, le comportement de la densité a posteriori d’un
paramètre de position a été étudié lorsqu’un échantillon comprend des valeurs
aberrantes. La notion de p-crédence à gauche et à droite a été introduite afin
de caractériser respectivement les ailes de gauche et de droite d’une densité. Des
conditions simples stir les ailes de la densité a przor et de la vraisemblance, en
utilisant la p-crédence à gauche et à droite, mit été établies afin de déterminer
la proportion d’observations pouvant être rejetées lorsque celles-ci sont extrêmes.
Nous avons démontré que la densité a posteriori converge en loi vers la densité
e posterwr obtenue à partir d’un échantillon excluant les valeurs aberrantes, à
mesure que celles-ci tendent vers plus ou moins l’infini, à n’importe quel taux.
Un exemple de combinaison de prévisions du rendement de l’indice financier $P
500 a été présenté. Nous avons également généralisé les conditions de convergence
afin d’inclure des densités dont la p-crédence n’est pas nécessairement définie.
Dans le troisième article, le comportement de la densité e posteriori cl’tm
paramètre d’échelle a été étudié lorsqu’un échantillon d’observations positives
comprend des valeurs aberrantes. La notion de log-crédence a été introduite afin
de caractériser respectivement les ailes de gauche et de droite d’une densité définie
sur R+. Des conditions simples sur les ailes de la densité e priori et de la vraisem
blance, semblables à celles du précédent article sur le paramètre de position mais
utilisant la log-crédence à gauche et à droite, ont été établies afin de déterminer
la proportion d’observations pouvant être rejetées lorsque celles-ci sont extrêmes.
Nous avons démontré que la densité e posteriori converge en loi vers la densité
e posteriori obtentie à partir d’un échantillon excluant les valeurs aberrantes, à
mesure que celles-ci tendent vers O ou l’infini, à n’importe quel taux. Un exemple
de combinaison de prévisions de la volatilité des rendements de l’indice financier
S&P 500 a été présenté. Les conditions de convergence ont également été géné
ralisées afin d’inclure des densités dont la log-créclence n’est pas nécessairement
définie.
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