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PREFACE 
It  is  now well-accepted tha t  t he  modeling and analysis of system must include a 
study of the stability of t he  solution under perturbations of the  parameters of t he  
problems. In fact ,  a given problem should not be  viewed as a single entity, but in 
the  context of a family of problems tha t  are possible variants of t h e  original one. 
Of part icular  interest ,  are those stability questions tha t  involve both decision 
variables and dual variables (prices in economics), o r  s ta te  and co-state variables 
in dynamics. This leads t o  t h e  study of Lagrangian and Hamiltonian functions, and 
the i r  relationship t o  perturbations of the original problem. This is  formulated in 
this paper  in terms of t h e  continuity propert ies  of the  Legendre-Fenchel 
transf o m .  
Alexander B. Kurzhanski 
Chairman 
System and Decision Sciences Program 
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Abstract. 
In this article we consiaer the continuity properties of the 
partial Legendre-Fenchel transform which associates, to a bivariate 
convex function F : X x Y -> IR u ( + w ) ,  its partial conjugate 
* - L : X X Y  - * * > IR, i.e L(x,y 1 = inf (F(x,y)-<y , y > ) .  Following 
YEY [A-AZ - W l  where this transformation has been proved to be bicontinu- 
ous when convex functions F are equipped with the Mosco-epi-convergence 
and convex-concavelagrangian functions L with the Mosco-e-i/hypo- 
convergence, we now investigate the corresponding convergence notions 
for augnlenteci Lagrangians, Moreau-Yosida approximates and sub- 
differential operators. 
1. I n t r o d u c t i o n .  
I n  [ A-W1 I , [ A-W2 I t h e  a u t h o r s  have in t roduced  a new 
concept  of  convergence f o r  b i v a r i a t e  f u n c t i o n s  s p e c i f i c a l l y  designed 
t o  s tudy  t h e  convergence of  sequences of  s a d d l e  v a l u e  problems, 
c a l l e d  epi/hypo-convergence. 
A main f e a t u r e  of this convergence no t ion  i s ,  i n  t h e  convex 
s e t t i n q , t o  make t h e  p a r t i a l  Legendre-Fenchel t ransform b icon t inuous .  
W e  r e c a l l  t h a t ,  g iven a convex f u n c t i o n  F : X x Y  -7 i t s  p a r t i a l  
* Legendre-Fenchel t r ans fo rm i s  t h e  convex-concave f u n c t i o n  L : X x Y  d E  
The t r a n s f o r m a t i o n  F - 7 L i s  one t o  one b icont inuous  when convex 
f u n c t i o n s  a r e  equiped wi th  epi-convergence and c losed  convex-concave 
f u n c t i o n s  ( i n  t h e  s e n s e  of R.T Rockafe l l a r  [ R 3  ] ) with  epi/hypo con- 
vergence (see [ A-W2 I , [ A-Az - W I ) . 
When, fo l lowing  t h e  c l a s s i c a l  d u a l i t y  scheme, f u n c t i o n s  Fn 
a r e  p e r t u r b a t i o n  f u n c t i o n s  a t t a c h e d  t o  t h e  pr imal  problems 
t h e  above c o n t i n u i t y  p roper ty ,  combined wi th  t h e  v a r i a t i o n a l  prcper-  
t ies  of epi /hypc-convergence, is  a key t o o l  i n  o r d e r  t o  s tudy  t h e  con- 
vergence of t h e  s a d d l e  p o i n t s  ( t h a t  i s  of pr imal  and d u a l  s o l u t i o n s )  
of t h e  corresponding Lagrangian f u n c t i o n s  {L" ; n E IN 1 . 
The reduced problem i s  t h e  s tudy  of epi-convergence of t h e  sequence of 
p e r t u r b a t i o n  f u n c t i o n s  {F" ; n E IN 1. This  approach has  been successfu-  
l l y  a p p l i e d  t o  v a r i o u s  s i t u a t i o n s  i n  convex a n a l y s i s  ( i n  convex pro- 
gramming see D. A Z ~  [Azl 1 , f o r  convergence problems i n  mechanics l i k e  
homogenization of composite m a t e r i a l s  o r  re inforcement  by t h i n  s t r u c -  
t u r e s  see [ A z 2 ] ,  H. Chabi [Ch 1 ...). 
Indeed t h e r e  a r e  many o t h e r  mathematical o b j e c t s  a t t a c h e d  t o  
t h i s  c l a s s i c a l  d u a l i t y  scheme. Our main purpose i n  t h i s  a r t i c l e  i s  t o  
s t u d y  f o r  each of them t h e  corresponding convergence no t ion .  
P a r t i c u l a r  a t t e n t i o n  i s  p a i d  t o  t h e  s o  c a l l e d  augmented 
Laqrangian ( e s p e c i a l l y  q u a d r a t i c  augmented) wnose d e f i n i t i o n  i s  (com- 
p a r e  wi th  (1.1) ) 
and which can be viewed a s  an "augmented" p a r t i a l  Legendre-Fenchel 
t ransform.  I n  theorem 4 . 2  w e  prove t h e  equ iva lence  between Mosco e p i /  
n hypo-convergence of Lagrangian f u n c t i o n s  L and 
(1 .3)  f o r  eve ry  r > 0 and y * E Y* t h e  sequence of convex f u n c t i o n s  n * * L r y  ) ; n E IN} MOSCO epi-converges t o  L r ( . , y  ) . 
By t h e  way s i n c e  Lr can  be  w r i t t e n  a s  an in f -convo lu t ion  
w e  a r e  l e d  t o  s t u d y  t h e  two fo l lowing  b a s i c  p r o p e r t i e s  of t h e  inf-con- 
v o l u t i o n  o p e r a t i o n ,  which e x p l a i n s  t h e  p r a t i c a l  importance ( e s p e c i a l l y  
from a numerical  p o i n t  of view) of t h e  augmented Lagrangian : 
. r e g u l a r i z a t i o n  e f f e c t  
. conse rva t ion  of t h e  i n f i r m a  ana minimizing e lements .  
T h i s  i s  cons idered  i n  P r o p o s i t i o n s  3.1 and 3.2 f o r  g e n e r ~ l  convolut ion  
k e r n e l s ,  see a l s o  M. Bcugeard and J. P. Penot [ B-P ] , M. Bougeard [ B ] . 
I t e r a t i n g  t h i s  r e g u l a r i z a t i o n  p rocess ,  b u t  now on t h e  x-va- 
r i a b l e ,  w e  o b t a i n  t h e  s o c a l l e d  Moreau-Yosida approximate 
t h e  inf -sup being equa l  t o  t h e  sup-inf ( f o r  c losed  convex-concave 
f u n c t i o n s  (theorem 5.1 d)  ) and t h e  Mosco epi/hypo-convergence of Ln t o  
L i s  e q u i v a l e n t  t o  t h e  po in twise  convergence of t h e  a s s o c i a t e d  Moreau- 
Yosida approximates (theorem 5 . 2 ) .  Moreover 5 fIJ has  t h e  same s a a d l e  
e lements  a s  L! (theorem 5.1 b) ) . 
F l n a l l y  w e  c h a r a c t e r i z e  i n  terms of graph convergerice of 
s u b d i f f e r e n t i a l  o p e r a t o r s  
t h e  above n o t i o n s  ( theorem 6 . 1 )  and summarize i n  a  diagram a l l  t n e s e  
e q u i v a l e n t  convergence p r o p e r t i e s .  
2 .  Convergence of convex-concave s a d d l e  f u n c t i o n s  and c o n t i n u i t y  of 
t h e  p a r t i a l  Legendre-Fenchel t r ans fo rmat ion .  
2.1 D u a l i t y  scheme 
L e t  us  f i r s t  b r i e f l y  r e w i e w  t h e  main f e a t u r e s  of R o c k a f e l l a r ' s  
d u a l i t y  scheme (cf .  [R3 1 , [R4 1 ,  [R5 1 ) .  
* * L e t  X , Y , X  , Y  be l i n e a r  spaces  such t h a t  X ( r e s p .  Y )  i s  i n  s e p a r a t e  
* d u a l i t y  wi th  X* ( r e s p .  Y ) v i a  p a i r i n g s  denoted by <.  , .,. 
Let  u s  cons ide r  
which i s  
convex i n  t h e  x  v a r i a b l e  
* 
concave i n  t h e  y  v a r i a b l e .  
Le t  u s  d e f i n e  
(2.2)  * * * * G(x ,y  ) = i n f  { ~ ( x , y  ) - < x  , x > ) .  
xEX 
F ( r e s p .  G )  i s  t h e  convex ( r e s p .  concave) p a r e n t  of t h e  convex-conca- 
ve f u n c t i o n  L. 
Two convex-concave f u n c t i o n s  a r e  s a i d  t o  be  e q u i v a l e n t  i f  they  have 
t h e  same p a r e n t s .  A f u n c t i o n  L  is  s a i d  t o  be c l o s e d  i f  i t s  p a r e n t s  
a r e  con juga te  t o  each o t h e r  i . e .  
(2 .3)  * -G = F* and ( -G)  = F. 
For c losed  convex-concave f u n c t i o n s  L, t h e  a s s o c i a t e d  equ iva lence  
- 
c l a s s  i s  an i n t e r v a l ,  denoted by [ L  - , L  I w i t h  
- * (2.5)  L ( X , ~ * )  = i n f  {F(x ,Y)  - < Y  ~ Y ' I *  
YEY 
L e t  u s  observe t h a t  
* 
where *y (resp. *x ) deno tes  t h e  p a r t i a l  con juga t ion  wi th  r e s p e c t  t o  t h e  
* y  ( r e s p .  x  ) v a r i a b l e .  
I f  we denote  by r ( X  x Y) t h e  c l a s s  of a l l  convex 1. s . c  
f u n c t i o n s  d e f i n e d  on X x Y w i t h  v a l u e s  i n  K t  we have t h e  fo l lowing  
Theorem 2.1. 
The map K - > F  e s t a b l i s h e s  a  one- toore  correspondance 
between c losed  convex-concave equ iva lence  c l a s s e s  and r ( X  x Y ) .  
I n  t h e  s e q u e l ,  c l o s e d  convex-concave f u n c t i o n s  w i l l  be a s -  
sumed t o  be proper  i . e  convex p a r e n t  F i s  n e i t h e r  t h e  f u n c t i o n  = + -  
nor t h e  f u n c t i o n  - w .  
I n  t h e  c l a s s i c a l  t h e o r y  of convex d u a l i t y  (see [E-T  1 , I R 5 1  ) 
t h e  Lagrangian a s s o c i a t e d  t o  t h e  p r c p e r c l o s e d  conv=x p e r t u r b a t i o n  
f u n c t i o n  F  i s  t h e  convex-concave f u n c t i o n  de f ined  i n  ( 2 . 5 ) .  The 
r e s e a r c h  f o r  a  p r i m a l  and d u a l  s o l u t i o n  i s  then  e q u i v a l e n t  t o  t h a t  
of a  s a d d l e  p o i n t  f o r  t h e  equ iva lence  c l a s s  which c o n t a i n s  E. 
2.2 Mosco epi-convergence 
For f u r t h e r  r e s u l t s  s e e  [ A1 1 , [ J ] , [ M2] . 
DEf iiii t i o n  2 . 2  
L e t  X b e  a r e f l e x i v e  Banach space. 
A sequence 
F n : X -  >E 
i s  s a i d  t o  be Mosco-epi-convergent t o  F : X ->- 
W i) f o r  eve ry  x  E X ,  f o r  every  xn - > x ,  l i m  i n f  Fn (xn)  2 F ( x )  
n  
s n ii) f o r  eve ry  x  E X ,  t h e r e  e x i s t s  xn - > x ,  l i m  s u p F  (x,) G F ( x )  
where w and s denotes  r e s p e c t i v e l y  t h e  weak and t h e  s t r o n g  topology 
of X. 
W e  t h e n  w r i t e  
A b a s i c  p r o p e r t y  of Mosco-convergence i s  t h e  fo l lowing  
( c f *  [ M 1  I 
Theorem 2 . 2  
L e t  X be a  r e f l e x i v e  Banach space and (Fn;  F  : X -> IR U (+m) )  
a c o l l e c t i o n  of c l o s e d  convex proper  func t ions .  
Then 
n  + F = i>!-iim Fn <=> F* = M-lime(F ) . 
e 
Comment. 
The above r e s u l t  e s t a b l i s h e s  t h a t  t h e  con juga t ion  o p e r a t i o n  
i s  bicont inuous  w i t h  r e s p e c t  t o  Mosco-convergence. I n  f a c t  t h i s  ope- 
r a t i o n ,  a s  proved i n  [A-W31 i s  an isometry f o r  a  s u i t a b l e  choice  of 
* 
m e t r i c s  on T o  ( X )  and r o  ( X  ) . 
2.3 Extended Mosco-epi/hypo-convergence 
- 
L e t  (E , T  ) and F ,  c) be t o p o l o g i c a l  s p a c e s  and Ln : E x F -> IR 
a  sequence of b i v a r i a t e  f u n c t i o n s ,  we d e f i n e ,  f o r  e v e r y  ( x , y ] . E  E x F 
(2.9) (eT/h,-1s Ln) ( x , y )  = sup i n f  ( l i m  sup Ln (xn . yn) ) 
, T  n 
Yn*Y xn*x 
n  (2.10)  ( ho/eT - li Ln) (x ,  y)  = i n f  sup ( l i m  i n f  L  (xn , yn) . 
T o n  
x *x y  *y n  n  
D e f i n i t i o n  2.3 ( s e e  [ A-W1 I r [ A-W2 1 r [ A-AZ-W I ) 
L e t  X and Y be r e f l e x i v e  Banach spaces  and 
{Ln,L : X x Y" -> 1 a  c o l l e c t i o n  of b i v a r i a t e  f u n c t i o n s .  
W e  say t h a t  Ln Mosco epi/hypo-converges t o  L i n  t h e  ex- 
tended s e n s e  i f  
where c l  and deno tes  r e s p e c t i v e l y  t h e  extended lower c l o s u r e  and 
-
t h e  extended upper c l o s u r e ,  t h a t  i s ,  f o r  any f u n c t i o n  F  : ( X , T  ->K 
('cl F i f  c l  F  > -m 
c l  F  = 
-
-m otherwise .  
c l  F. deno t ing  t h e  1 . s . c  r e g u l a r i z a t i o n  of F ,  and 
For a  convex f u n c t i o n ,  it i s  w e l l  known t h a t  
( l e t  us  observe t h a t  es/hw - 1s L" i s  convex i n  x  and hs/ew-li  Ln i s  cor-  
* 
cave i n  y  , then  i n  d e f i n i t i o n  (2.11)  t h e  extended c l o s u r e  o p e r a t i o n s  
reduce t o  b icon juga t ion)  . 
The fo l lowing  r e s u l t  ([ A - A z  - v;1) e s t a b l i s h e s  t h a t  t h e  par-  
t i a l  con juga t ion  d e f i n e d  i n  (2.4) and (2.51 i s  bicon t inuous  when 
To(Xx Y )  i s  endowed w i t h  Nosco convergence and the c l a s s e s  of c l o s e d  
convex-concave f o n c t i o n s  i s  endowed w i t h  extended kbsco epi/hyp-conve~ence. 
Theorem 2.4 ([  A - A z  - W I theorem 3.2 ) 
L e t  us  c o n s i d e r  X and Y ,  reflexive Banach s p a c e s ,  and 
IFn , F : X x Y -> IR 1 a c o l l e c t i o n  of c l o s e d  p roper  convex f u n c t i o n s  
w i t h  a s s o c i a t e d  equ iva lence  c l a s s e s  of c l o s e d  convex-concave f u n c t i o n s  
denoted by L" , L. 
Then, a r e  e q u i v a l e n t  
ii) L" > L (extended Mosco epi / typo-converc~ence)  
The extended Mosco epi /hypc-ccnveraerce)  i s  a ~ ~ r i a t i c n a l  ccnver-  
gence i n  a sense  made p r e c i s e  by 
Theorem 2.5 ( A - A z - P : ] ,  theorem 2 .6 ) .  
Le t  us  c o n s i d e r  ( X  , T  ) and ( Y  ,a ) two ceneral t O t o w l ~ i c e l  s p c e s  an6 
I K" , K : X x Y -> 1 a sequence of bivariate functions such that 
- I (< , yk) i s  a sadd le  p o i n t  of K nk f o r  a l l  k E IN , 
( 2 . 1 2 )  , 
T - " > 7. > x and yk -
Then 
n k - 
- (2 .13)  i s  a s a d d l e  p o i n t  of K and K (F ly )  = l i m  K (xk 1 yk) 
k++m 
3. F u r t h e r  p r o p e r t i e s  of i n f i m a l  convolut ion  : r e q u l a r i z a t i o n  e f f e c t s ,  
conse rva t ion  of i n f i m a l  v a l u e  and minlimizing elements  
I n  preceding s e c t i o n  2.3 t h e  p a r t i a l  Legendre-Fenchel t ransform 
has  been i n t r o a u c e u  and i t s  c o n t i n u i t y  p r o p e r t i e s  have been b r i e f l y  
reviewea. I n  t h e  c a s e  of  convex programming 
( s u b j e c t  t o  f ; ( x )  G O  i = 1 .2  ,..., n 
* 
t h e  Lagrangian f u n c t i o n  L a t t a c h e d  t o  t h e  c l a s s i c a l  p e r t u r b a t i o n  func- 
t i o n  F  i s  given by 
+ 
* f o ( x )  - z yi f i  (x) i f  Y* < o 
L ( x , Y  = i-1 
- otherwise  
A major t e c h n i c a l  d i f f i c u l t y  which a r i s e s  when us ing  d i r e c t l y  t h i s  
Lagrangian comes from t h e  f a c t  t h a t  t h e  v a l u e  -m i s  t aken  on. A n a t u r a l  
i d e a  is  t o  r e p l a c e  it by some smoother f u n c t i o n  e i t h e r  by approximation 
* ( p e n a l i z a t i o n  of t h e  c o n s t r a i n t  y  d 0)  o r  even b e t t e r  r e l y i n g  on t h e  
approx imat ion- regu la r i za t ion  by i n f i m a l  convolut ion  ( w i t h  r e s p e c t  t o  
* t h e  p e r t u r b a t i o n  v a r i a b l e  y  ) .  T h i s  l a s t  approach g i v e s  r i s e  t o  t h e  s o  
c a l l e d  augmented Laqranqian f o r  example 
(where A deno tes  t h e  sup-convolut ion)  i s  t h e  " q u a d r a t i c "  augmented 
Lagrangian)  . 
I n  t h e  n e x t  s e c t i o n  w e  s h a l l  s t u d y  t h e  correspondance 
which can be viewed as a  "genera l i zedf '  p a r t i a l  d u a l i t y  t r ans fo rm and 
s h a l l  d e s c r i b e  i t s  c o n t i n u i t y  p r o p e r t i e s .  
I n  t h i s  pa ragraph  w e  s t u d y  two main f e q t u r e s  of t h e  in$-convolut ion 
operation which e n l i g h t  t h e  p r a t i c a l  tmportance of sugmented Lagrangian 
f u n c t i o n s  : 
(3.0)  . The inf -convolut ion  by a smooth k e r n e l  has  a  smoothing 
e f f e c t .  
(3 .1 )  . The inf -convolut ion  p rese rves  t h e  i n f i m a l  v a l u e  and t h e  
set of minimizing elements .  
I n  t h e  above s e t t i n g  it f o l l o w s  t h a t  t h e  Lagrangian and corresponding 
augmentea Lagrangian f u n c t i o n s  nave e x a c t l y  t h e  same s a d d l e  e lements .  
The fo l lowing p r o p o s i t i o n s ,  which a r e  r e l a t e d  t o  some re- 
s u l t s  ob ta ined  s imul taneously  by M. Bougeard and J .P  Penot  [B-PI , s e e  
a l s o  [ B ]  a l low us  t o  s e l e c t  well-behaved convolut ion  k e r n e l s  f o r  which 
t h e  two above b a s i c  p r o p e r t i e s  (3.0) and (3.1) hold.  
P r o p o s i t i o n  3 .1  
L e t  (X,d) be a  g e n e r a l  m e t r i c  space ,  F : X -> a r e a l  
extended valued f u n c t i o n  and k : IR' - > IR' a p o s i t i v e  f u n c t i o n  such 
t h a t  
Let  us  d e f i n e ,  f o r  every  x belonging t o  X 
F k ( x )  = i n f  { F ( y )  + k ( d ( x , y ) )  I .  
yf x 
Then 
a )  i n f  Fk(x)  = i n f  F (x )  
xE X xEX 
b) argmin ( c l  F) c argmin ( c l  Fk) . 
Moreover, i f  we assume t h a t  
(3 .3 )  In f  F > -- and 
( 3 . 4 )  k ( t )  -> o implkes t 4 0 
then  
C )  argmin ( c l  F)  = argmin ( c l  Fk) 
where c l ( . )  denotes  t h e  lower-semicontinuous r e g u l a r i z a t i o n  o p e r a t i o n  
( w i t h  r e s p e c t  t o  t h e  topology induced by d ! ) .  
Proof 
a )  i n f  Fk (x )  = i n f  [ i n f  (F (y )  + k (d  ( x ~ Y )  ) 1
xEX xEX YfY 
= i n f  [ i n f  (F ( y )  + k (d  ( x , ~ )  ) ) 1 
YfY xEX 
= i n f  F ( y )  
Yf y 
s i n c e  k ( 0 )  = O .  
b) L e t  us  now cons ide r  jt E argmin ( c l  F) , t h a t  means 
c l  ~ ( x )  = i n f  ( c l  F) = i n f  F = i n f  Fk = i n f  c l  Fk 
X X X X 
t h u s  we d e r i v e ,  s i n c e  Fk G F 
c l  Fk(;) G c l  F(T) = i n f  c l  Fk 
X 
and b) fol lows.  
c )  ~f F +w , t h e r e  i s  nothing t o  prove ,  s o ,  w e  can .assume 
t h a t  F i s  proper .  
L e t  us  cons ide r  x# E argmin ( c l  F k ) ,  t h a t  i s  
# 
c l  Fk (X ) = i n f  c l  Fk = i n f  F. 
X X 
For  e v e r y  E > 0, by d e f i n i t i o n  of c l F K  , t he re  exists tE E X which sa-  
t i s f  ies 
( l e t  u s  r e c a l l  t h a t  i n f  F  i s  f i n i t e  thanks  t o  (3 .3)  and t h e  p r o p e r n e s s  
X 
of F ) .  Using now t h e  d e f i n i t i o n  of  F k , w e  d e r i v e  t h e  e x i s t e n c e  of  
Y E  E X such  t h a t  
(3 .6)  ~ ( y  E ) + k ( d ( y E I S E ) )  < i n f  F  + E .  
X 
S i n c e  F  (yE ) > i n f  F,  w e  o b t a i n  
which e n s u r e s  Y E  -> x # , t hanks  t o  (3 .4)and  ( 3 . 5 ) .  
P a s s i n g  t o  t h e  l i m i t  i n f e r i o r  on b o t h  s i d e s  of  ( 3 . 6 ) ,  u s i n g  t h e  f a c t  
t h a t  k  0, w e  d e r i v e  
# 
c l  F ( x  ) G l i m  i n f  F ( y E )  
E+O 
Q i n f  F 
X 
.a 
t h a t  i s ,  xT minimizes  c l  F. 
The n e x t  p r o p o s i t i o n  d e a l s  w i t h  r e g u l a r i t y  o f  t h e  approximates .  ~ o u g h l y  
speak ing ,  Fk i n h e r i t s  t h e  L i p c h i t z  r e g u l a r i t y  of  k. Fo r  t e c h n i c a l  r ea -  
s o n s ,  w e  s h a l l  d i s t i n g u i s h t h e  L i p s c h i t z  c a s e  and t h e  l o c a l l y  L i p s c h i t z  
one which i s  s u r p r i s i n g l y  more involved .  
P r o p o s i t i o n  3.2 
L e t  u s  assume t h a t  t h e  f u n c t i o n  
+ k  : E+ -> IR s a t i s f i e s  k ( 0 )  = 0 
and l e t  us c o n s i d e r  a  p r o p e r  f u n c t i o n  
- 
F : X - I R  
which s a t i s f i e s  t h e  growth c o n d t t i o n  
f o r  every  x  E X ,  t h e r e  e x i s t s  c ( x )  E IR such t h a t  
(3 .7)  
~ ( y )  2 - k  ( d ( x , y ) )  + c ( x ) ,  f o r  every  y  E X. 
a )  I f  k  ( . )  i s  L i p s c h i t z  on IR+ 
t h e n  
(3 .8)  Fk i s  L i p s c h i t z  on X. 
b) I f  k ( . )  i s  l o c a l l y  L i p s c h i t z  and v e r i f i e s  
(3 .9)  F  ( .  ) + k  (d  ( .  , x )  ) i s  uniformly c o e r c i v e  when x  ranges  over  
a  bounded se t ,  
( t h i s  means t h a t  F ( y ) + k ( d ( y , x )  ) G ?I \.lith x i n  a bounded s e t  i m p l i e s  t h e t  
y  r anges  over  a  bounded s e t ) .  
Then 
(3.10)  Fk i s  l o c a l l y  L i p s c h i t z  on X. 
Proof 
Le t  us  observe ,  thanks  t o  t h e  growth c o n d i t i o n  (3 .7)anS t h e  
p roperness  of F ,  t h a t  Fk i s  everywhere f i n i t e .  
a )  L e t  xl E X ,  x2 E X,  E > 0  and E X such t h a t  
t E 
From t h e  d e f i n i t i o n  of Fk (x2)  , w e  d e r i v e  
Adding t h e  two l a s t i n e q u a l i t i e s a n d  keeping i n  mind t h a t  F(S1 ) i s  
r E 
f i n i t e ,  we o b t a i n  
Assuming k  ( . )  t o  be  Lips-chi tz ,  t h e r e  e x i s t s  L  :, 0 such t h a t  
I k ( s )  - k ( t )  1 < L~S-tl f o r  every  s 2 0, t 2 0. Using t h e  t r i a n g l e  ine- 
q u a l i t y  i n  ( 3 . 1 1 ) ,  w e  d e r i v e  
L e t t i n g  E + G ,  w e  o b t a i n  t h a t  Fk i s  L i p s c h i t z .  
b )  W e  cla im t h a t  
(3.12)  Fk i s  bounded from above on bounded s u b s e t s  of X. 
Indeed 
Fk ( x )  " F (xo) + k  (d  (xo , x )  ) 
where xo E X i s  such t h a t  F ( x ~ )  < 
There fo re  (3.12)  f o l l o w s  from t h e  c o n t i n u i t y  of k ( . ) .  
L e t  u s  cons ide r  a  bounded set B C X I  (xl , x 2  ) E B x B a n d 5  de f ined  
1 I E  
a s  above. 
By d e f i n i t i o n  of 5 1 , ~  
when xl ranges  over  B (see ( 3 . 1 2 ) )  and 0 < E < E . 
0 
Using (3 .9)  , w e  know t h a t  remains bounded. 
r E  
On t h e  o t h e r  hand, l e t  us  r e c a l l  t h a t  
U s i n q t h e  f a c t  t h a t  i s  bounded, we d e r i v e  t h e  e x i s t e n c e  of M > 0 
1 E 
such t h a t  
(51, E , X 2 )  G M  
d ( E l , E  ,x l l  
f o r  every ( X ~ , X ~ )  E B B.and 0 ' E Eo 
The func t ion  k ( . )  being l o c a l l y  Lipsch i tz ,  i s  Lipsch i tz  on [O,M] , so ,  
there e x i s t s  L > 0 such t h a t  
( k ( s )  - k ( t )  1 < ~ ( s - t l ,  f o r  every ( s , t )  E [O,M] x [O,M]. 
From (3.13) we d e r i v e  
f o r  every (x1,x2) E B x B. 
Le t t i ng  E 4 0 achieves  t h e  proof of (3.10) n 
Ccmmen ts  
1) A s u f f i c i e n t  condi t ion which guarantees t h e  growth con- 
d i t i o n  (3.7) and t h e  cc.ercivensssassumption (3.9) i s  t h e  following : 
For every B C X bounde6,there e x i s t s  a < 1 and C E IRsuch (3.14 a )  
t h a t  F ( y )  2 - a k ( d ( x , y ) )  - C  f o r  every x E B an?. y E X 
and 
(3.14 b.) k(.) i s  coerc ive  ( l i m  k ( t )  = +w ) .  
t++= 
Indeed by tak ing  B = i x )  f o r  every x E X t he  growth condi t ion  (3.7) i s  
f u l f i l l e d .  Moreover i f  B i s  a bounded subse t  and i f  F (y) + k (d(x,y)) G M 
with x E B we de r ive ,  us ing a < 1 and C E IR defined i n  (3.14) 
- C + (1-a) k (d (x ,y)  ) < M and 
M+C k ( d ( x I y ) )  < l-a f o r  every x E B. 
From the coerc ivness  of k(, ) and the boundedness of B ,  (3-9) fo l lows.  
2 )  Take X a  Banach space ,  f o r  t h e  fo l lowing  p o s s i b l e  
cho ices  of k  ( .  ) , w e  have 
r 
2 
k ( r )  = 2 Noreau-Yosida approximate 
k ( r )  = r Baire-Wi j sman apprcximate 
r 2  + r Gauvin approximate k ( r )  = 7 
3 )  We stress t h e  f a c t  t h a t ,  a s  f a r  one i s  only-concerned 
by t h e  minimizat ion problem, one can r e p l a c e  any f u n c t i o n  F  by a  
smoother L i p s c h i t z i a n  f u n c t i o n  which has e x a c t l y  same minima and same 
minimizat ion set  a s  t h e  o r i g i n a l  one. 
T h i s  f e a t u r e  has  been a l r e a d y  e x p l o i t e d  by t h e  a u t h o r s  ([A-W3 1 ) when 
d e f i n i n g  r a t e  of convergence f o r  sequences of convex f u n c t i o n s .  
A major d i f f i c u l t y  i n  t h i s  k ind  of q u e s t i o n  i s  t h a t  t h e  domains of t h e  
f u n c t i o n s  may a l s o  va ry .  By us ing  t h e  above dev ice  ( n o t e  t h a t  t h e  re- 
g u l a r i z e d  f u n c t i o n s  F k a r e  everywhere de f ined  and l o c a l l y  l i p s c h i t z )  
one can d e f i n e  f o r  every  p 2 0 t h e  fo l lowing d i s t a n c e  
which a l lows us  t o  d e r i v e  convergence r a t e s  f o r  t h e  s o l u t i o n s  of 
t h e  corresponding minimizat ion   problem^.^ 
r Indeed,  i n  t h e  convex c a s e ,  and k ( r )  = 7 ( t h a t ' s  t h e  Moreau-Yosida 
approximate) ,  t h e  whole f u n c t i o n  F is cietermined by one of i t s  approxi- 
mates. J u s t  n o t i c e  t h a t  
* hence F:=F * + k  2 (F: s t a n d s  f o r  (Fk) 1 
and i f  F i s  c l o s e d  convex 
A t  t h i s  s t age  a n a t u r a l  quest ion i s  : what i s  the l a r g e s t  c l a s s  of 
func t ions  f o r  wfiich t h e  correspondance F -7 Fk i s  one t o  one ? 
( i .e  F uniquely determined by one approxtmate). The c l a s s  of closed 
convex func t ions  by t h e  preceding argument, does s a t i s f y  t h i s  proper- 
ty .  Indeed one can e x k i b i t  a l a r g e r  c l a s s ,  namely funckions which a r e  
convex up t o  t h e  square of t h e  norm, f o r  which t h i s  proper ty  s t i l l  
holds ( f u r t h e r  r e s u l t s  concerning t h i s  c l a s s  of func t ions  can be found 
i n  M. Bougeard [ B  I ) .  This i s  made p rec i se  i n  t h e  following 
Proposi t ion 3.3 
Let  H be a H i lbe r t  space ; f o r  any proper func t ion  
F : H ->IRu I+-  1 and A > 0 l e t  u s  denote 
(3.16) 1 2 FA (x)  = i n f  { ~ ( y )  + llx-yll 1 
YEX 
the  Moreau-Yosida approximate of index A of F. 
Let us  denote by rk t h e  c l a s s  of func t ions  F : H -> IRu {+m} such t h a t  
F + kll 11 i s  c losed  and convex. Then, f o r ,  every A > 0 ,  k 2 0 such t h a t  
1 2~ > k t h e  correspondance 
i s  one t o  one, i . e  F E rk i s  uniquely determined by one of i t s  appro- 
1 
ximates. Moreover FA i s  c . 
Let  u s  f i r s t  n o t i c e  t h a t  F s a t i s f i e s  a growth condi t ion  
2 
s ince  F + k11 - I l  i s  closed convex and proper. 
1 Hence f o r  every A > 0 ,  k 3 0 such t h a t  > k ,  F s a t i s f i e s  condi- 
t i o n s  of p ropos i t ion  3 . 2  and FA i s  l o c a l l y  Lipsch i tz  everywhere 
def ined.  
Int roducing 9 a c losed convex func t ion  such t h a t  
w e  have 
F~ (x) = i n f  2 1 2 { ~ ( y )  - k i y l  * lx-yu 1 
*x 
1 2 1 2 1 2 
= i n f  {p (y) + (= - k)  0 yl - l yl + lx-yl 1. 
*x 
Simpl i fy ing t h i s  l a s t  express ion ,  w e  o b t a i n  
1 l .x,y>3 + llxll 2 3  F~ ( x )  = i n f  i~ (y )  + (z - k )  
- 7 Y=x 
and f i n a l l y  
From th is  l a s t  express ion  w e  e a s i l y  d e r i v e  the conclus ions  of proposi -  
t i o n  3 . 3 ,  we f i r s t  n o t i c e  t h a t  g iven  F (3.17) uniquely  de termines  
* A ' * (p ) 1 / ~  -2kland from t h e  above argument i n  t h e  convex c a s e ,  p  i s  uni-  
quely  determined. The f u n c t i o n  p be ing  c losed  and convex i s  aga in  uni-  
quely  determined by i t s  con juga te  and s o  i s  F. 
Moreover from c l a s s i c a l  p r o p e r t i e s  of t h e  Moreau-Yosida approximation 
* f o r  c losed  convex f u n c t i o n s  ( c f .  H. BREZIS [ B r  1 , [ Al l  ) (p ) i s  a 
1 C f u n c t i o n  and from (3.17) s o  i s  FA.  --2k X 
Remark 
Without geometr ic  assumptions on F, t h e  Moreau-Yosida t r ans -  
form F -> F f a i l s  t o  be a  one t o  one mapping. Take f o r  i n s t a n c e  H z  IR, 
1 A A = and 
A q u i t e  elementary computation shows t h a t  a l l  f u n c t i o n s  Q such t h a t  
F Q >  G with  
G (x) = 1 - (a-x)  if 0 C x fi 
verify 
if x G O  
4 .  Convergence of  augmented L a ~ r a n g i a n s  and c o n t i n u i t y  of  t h e  "auunen- 
t e d "  p a r t i a l  LegenZre-Fenchel t r ans fo rm.  
From now on w e  assume t h a t  
* * 
X ,  X , Y ,  Y a r e  r e f l e x i v e  Eanach spaces  equipped wi th  
s t r i c t l y  convex norms and s a t i s f y  t h e  fo l lowing  p r o p e r t y  : 
weak convergence and convergence i n  norm imply s t r o n g  
convergence.  
A s  f a r  a s  one i s  on ly  concerned wi th  t o p o l o g i c a l  p r o p e r t i e s  it i s  n o t  
a r e s t r i c t i v e  assumption s i n c e  a theorem o f  S. T r o j a n s k i  and E. 3-splund 
a s s e r t s  t h a t  eve ry  r e f l e x i v e  Banach space  can be renormed i n  o r d e r  t o  
v e r i f y  ( 4 . 1 ) .  When t h i s  i s  done, t h e  norm i s  F r e c h e t - d i f f e r e n t i a b l e  
( e x c e p t  a t  t h e  o r i g i n  ! )  and one can d e f i n e  
* The map B : X -> X i s  c a l l e d  t h e  Z u a l i t y  n a p  an2 i s  c h a r a c t e r i z e d  by 
* 
~ ( x )  i s  t h e  unique e lement  x* E X which s a t i s f i e s  
(4 .3)  * 2 
I IX*II  = llxll and < x  , x >  = llxll . 
* 
* The d u a l i t y  map i s  t h e n  a homeomorphism between X an2 X and v e r i f i e s  
where 11 11, i s  t h e  d u a l  norm of 11 . I1 . 
From p reced inq  r e s u l t s  ( s e c t i o n  2 and 3) it fo l lows  t h a t  
t h e  "augmented" p a r t i a l  Legendre-Fenchel t r ans fo rm 
i s  a one t o  one corresponZance,  where 
F : X Y Y  -> JR U { + = I  i s  a c l o s e d  convex p rope r  f u n c t i o n  
L : X X Y *  4 i s  an e l e n e n t  of t h e  c l a s s  of c l o s e d  p rope r  
ccnvex-concave f u n c t i o n s  a s s o c i a t e d  t o  F by (2.4) and ( 2 . 5 ) .  
is  t h e  c l a s s i c a l  " q u a d r a t i c "  augmented Lagrangian (see [ B e l  I , [ F ] , 
= sup  * 2  + y  I  f o r  eve ry  L E [ L , K ] .  iL(x.ri)  - T; - 
riEY 
The te rminc logy  is  j u s t i f i e d  by t h e  fo l lowing  e q u i v a l e n t  fo rmula t ion  of 
Lr ,  ob ta ined  by t a k i n g  L = 1 
1 
= F * ~  V - 11 - 1 1  2  1 -  Lr 2 r  ..+ 
t h u s  
which amounts t o  r e p l a c i n g  F  by F  + 5 I - 1  where Y i s  t h e  p e r t u r b a t i o n  Y 
space .  
I n  t h e  c a s e  of  convex programming t h e  q u a d r a t i c  augmented Lagrangian 
i s  g iven  by t h e  f o l l o w i n g  formula 
L 
- 
r. 
where qr  ( s , t )  = i -1 t2 t i f  s < - .  
The fo l lowing  p r o p o s i t i o n  g u a r a n t e e s  t h a t  t h e  s a d d l e  p o i n t s  and saS.dle 
v a l u e s  are prese rved  when r e p l a c i n g  L  by Lr , i n  t h e  g e n e r a l  ( m e t r i c )  
s e t t i n g  . 
Propos i t ion  4 . 1 .  
L and Lr b v e  same saddle  va lue  and every  sadd le  p o i n t  of L 
i s  a sadd le  p o i n t  of Lr.  
Proof -of - ~ r o ~ o s i t i o ~ - L & =  
- -4 Take ( x , y  ) a sadd le  p o i n t  of L ; it i s  c h a r a c t e r i z e d  by t h e  
fo l lowing i n e q u a l i t i e s  
* - * 
sup Lr(Z,y ) = SU? L(x,y  1 .  
* * y ' Y  y * ~ ~ *  
Kotic ing  t h a t  Lr i s  g r e a t e r  than  o r  equal  t o  L 
Combining t h e  preceding i n e q u a l i t i e s  it fo l lows 
--K * = sup L ( ; , ~ * )  c i n f  L(x ,y  < i n f  ~ ~ ( x t ? )  sup L,(S;,y 1 
y X ~ ~ *  ::EX xEX y * ~ y *  
t h a t  i s  
- 4  (x ,y  ) i s  a l s o  a  sa'ddle po in t  of Lr 
and 
i . e  L and Lr nave same sadd le  va lue .  
Remark. 
The preceding conclus ions  s t i l l  hold when i n s t e a d  of qua- 
d r a t i c  augnented Lagrangian, one cons iders  augmented Lagrangian o b t a i -  
ned through inf -convolut ion  by a ke rne l  k(.) s a t i s f y i n g  assumptions of 
p ro?os i t ion  3 . 1 .  
In the convex-concave setting, a more precise result can be obtained 
Proposition 4.1' 
Let L : X x Y* -3 be a closed convex-concave function 
where X,Y are reflexive Banach spaces verifying 4.1. 
Then 
L and Lr have the same saddle points and saddle values. 
Proof 
In the lines of R.T. Rockafellar (see [ R3 I , [ R4 I ) , we 
consider, for a closed convex-concave function L, its subdifferential 
where alL and a (-L) denote the convex subdifferentizl with respect 2 
to the first and the second variable. It is well known that 
and 
(4.6) 
- +  (x,y ) is a saddle point 
<= - + > (0~0) E aL(x,y 1 ,  
of L 
-+  
moreover when (x,y ) is a saddle point of L 
where F and G are respectively the convex and concave parent of L (see 
2 . 1 1  (2.2)). 
Let us now return to the proof of proposition (4.1'). 
- -* - -* (x.y ) is a saddle point of L - (0,O) E aLr (x.y ) 
<-> 
-+ r 2 - ( 0 , ~  ) E a(F + 2 II.Ily)(xtO). 
L e t  u s  observe  that 
r 
s i n c e  t h e  f u n c t i o n  3 1 1 i s  cont inuous .  Y 
(H ( y )  i s  t h e  d u a l i t y  map d e f i n e d  i n  4.3) . 
Using t h e  f a c t  t h a t  H ( 0 )  = 0, w e  d e r i v e  
- --* 4 ( x , y  ) i s  a  s a d d l e  p o i n t  of Lr <=> (0.y ) E a ~ ( f  .o) 
- 4  
<=> ( 0 , O )  E aL(x ,y  ) (from 4.5)  
<=> (z,T;*) i s  a  s a d d l e  p o i n t  of L. 
Moreover t h e  s a d d l e  v a l u e s  v e r i f y  
which ends t h e  proof of  p r o p o s i t i o n  4 .1 ' .  0 
Comment 
The c o n c l u s i o n s  of p r o ~ o s i t i o n  4.1 '  s t i l l  h c l d s  when re- 
p l a c i n g  L by 
r 
* 
where k  : IR -> IR i s  an even convex f u n c t i o n  such t h a t  k  i s  d e r i -  
v a b l e  a t  t h e  o r i g i n  and v e r i f i e s  k* (0) = 0 and (k*) ' (0)  = 0. 
Indeed ,  i n  t h i s  s e t t i n g ,  Lk i s  t h e  c lo sed  convex-concave f u n c t i o n  
a s s o c i a t e d  t o  t h e  convex p a r e n t  
:<e can  g i v e  now t h e  main r e s u l t  of t h i s  s e c t i o n .  
Theorem 4.2 
L e t  X , Y  be r e f l e x i v e  Banach spaces renorm-ed a s  i n  ( 4 . 1 )  . 
There i s  equivalence between 
i) F" 7 F  
n Ee/h  iii) Lr > Lr , for every (resp. saw)  r > 0 .  
* 
> L, ( . ,Y)  * for every r > O ~ Y * E Y * .  iv) L; ( . I Y  1 -
Before i l e t a i l i n g  t h e  proof of theorem 4.2, we r e c a l l  t h e  key f a c t s  
used i n  t h i s  proof.  
F" > F <  
n (4 .8)  > v A > 0 ,  v x E X ,  l i m  ( F  ) A  ( x )  =FA (x) 
n++w 
where F", F  : X 2 IR i s  a c o l l e c t i o n  of convex c losed  proper  func- 
t i o n s  and 
( 4 . 9 )  1 2 FA (x )  = i n f  I F  ( y )  + 11 y-XU 1 i s  t h e  Moreau-Yosida appro- 
Y E X  
ximate of parameter h of F. Equivalence (4.7)  was proved by U. Mosco 
i n  [ M l  ] and (4.8)  i s  Theorem 3.26 of [ A l  1 . 
Proof of theorem 4.2 
i )  <=> ii) i s  theorem 2.4 
i) = > iii) 
and iii) fol lows from theorem 2.4 and formula ( 4 . 4 )  
iii) = > i) 
Assuming iii) holds f o r  sope r > 0 ,  we d e r i v e ,  from Theo- 
reia (2 .4)  t h a t  
and t h e n  
From ( 4 . 7 ) ,  w e  d e r i v e  t h a t  
n  s M # (4 .10)  (F  I r  > (F  , f o r  some r > 0. 
Using t h e  r e s o l v e n t  equa t ion  = @ r + s  , we o b t a i n  from (4.8)  and 
( 4 . 1 0 )  t h a t  
n  * n++w Y * (F (x*) > (F ) p  ( X  ) f o r  eve ry  p > r and x * E  x*. 
Using a g a i n  (4 .8 )  ( i n  f a c t  a  s l i g h t l y  weakened v e r s i o n ,  s e e  [A1  1 ) w e  
d e r i v e  
(Fn) * > F* 
and by (4 .7)  
1) <= > i v )  
W e  ~ b s e r v e  t h a t  t h e  ccnvex f u n c t i o n  
i s  n o t  i d e n t i c a l l y  e q u a l  t o  +w s i n c e F  i s  p r o p e r ,  does  n o t  t a k e  on -m 
v a l u e  and i s  1.s.c s i n c e ,  f o r  e v e r y  x  E X, t h e  f u n c t i o n  
i s  uni formly  c o e r c i v e  when x remains  bounded. L e t  u s  d s f i n e  ( i n  t h e  
* f o l l o w i n g  argument y  i s  f i x e d )  
and observe t h a t  
n ft n r 2 Q  l l ~  t (Y ) (x*) = ( r  +71 .1y )  (x , y  ) f o r  every y* E Y' 
n *  * * 1 * * 2  
= i n f  { ( F )  ( X  , n  ) + E  by - T I  1 1 .  
~ * E Y *  
n * Let  us now cons ide r  p > 0 and ( Y  ) p  t h e  Moreau-YosiZa approximate of 
n lc Y ) of parameter p ,  we d e r i v e  
n *  + n *  * 1 * * 2  * ( Y  ) p ( ~  ) = i n £  {(Y ) ( 5  ) + F I X  - 5  I f o r  every x E X  
&x* 
The same c a l c u l a t i o n  holds  f o r  Y and we o b t a i n  
( 4 . 1 2 )  * * * 1 * 2 Inf Y l P ( x  1 = { F * ( S * , ~  ) +Z IIX*-S 11 + 
(5*, r;*) E X * ~ Y *  
1 * *I1 2 + - lly - v  1 .  2r  
Let  us r e t u r n  t o  t h e  proof of t h e  equivalence i) <=> i v ) ,  by d e f i n i t i o n s  
of Y and y n  
n *  * * * l i m  ( Y  I p  (X ) = Yp(x 1 
n++w 
which ends t h e  proof  of theorem 4.2. 
Comments 
1) Theorem 4.2 can be  viewed a s  a  c o n t i n u i t y  r e s u l t  of  t h e  
g e n e r a l i z e d  p a r t i a l  d u a l i t y  t r ans fo rm 
* * 
- L r ( x f y  ) = sup ( y  , y )  - F ( x f y )  
YEY 
* 
where ( y  , y )  deno tes  t h e  non b i l i n e a r  coupl ing  
* +R r ( y  l y )  = : < y  # y >  - 7  OyA 2 
( c f . t h e  l e c t u r e  of J . P  Penot  i n  t h i s  volume and t h e  pape r s  of M .  V o l l e  
[ V I and S. Dolecki  [ D 1 ) . 
2)  One can g i v e  an e q u i v a l e n t  e x p r e s s i c n  of t h e  augmented 
Lagrangian i n  t h e  H i l b e r t  spaces  by us ing  theorem 2.9 of [ A - W 3 ]  
5. Moreau-Yosida approximates  o f  c l o s e d  convex-concave f u n c t i o n s .  
Equivalence between extended Mosco epi/hypo converaence  and p o i n t -  
w i s e  l i m i t  of Moreau-Yos2da a p p r o x - h a t e s .  
I n  [A-W1] , H. Attouch and R. Wets have d e f i n e d  t h e  upper  
and lower Moreau-Yosida approximates  o f  g e n e r a l  b i v a r i a t e  f u n c t i o n s  L 
by means of t h e  f o l l o w i n g  formula 
+ * * 1 2 1 * * 2  LAt,,(xty ) = i n £  sup  {L(S,ri +Xllx-Sl l  --lly -I? A 1 2v 
SEX ?€Y* 
* * 1 2 1 * (x.y ) = sup i n f  { L ( s . ~  ) + - I I X - € 1 1  -- I I ~  - n * ~ ~ 2 1 .  2 A 2!J 
ri*€Y* € E X  
When L i s  a c l o s e d  convex-concave f u n c t i o n  t h e s e  two q u a n t i t i e s  t u r n  
t o  t h e  e q u a l  a s  made p r e c i s e  by t h e  fo l lowing  
Theorem 5 .1  
L e t  X , Y  be r e f l e x i v e  Banach spaces  (renormed a s  i n  ( 4 . 1 ) )  and 
L : X x Y* -> a c l o s e d  convex-concave f u n c t i o n .  
a )  Then, f o r  a l l  A > 0 ,  p > 0 
L A f v  i s  c a l l e d  t h e  Moreau-Yosida approximate  of index  A , v  of L. 
b)  L and LA have same s a d d l e  v a l u e s  and s a d d l e  p o i n t s .  
1 v 
* 
C )  For a l l  (x ty*)  E X x Y t h e  f u n c t i o n  
* 1 2 1 * * 2  
L(s.,,*) = L(S , r ,  ) +5x ix-Ell -- lly -,, l l  2!J 
h a s  a unique s a d d l e  p o i n t  (xA * 
t ~ ' Y A  v ) c h a r a c t e r i z e d  by 
x-x A Y . - Y ~  
(H( A I - H ,, "9) E ~ L ( x ~ , , , , Y ~ , , ,  * 1 
* 
where H : X --> X and H* : Y* -> Y a r e  t h e  d u a l i t y  maps d-efine?. i n  
(4 .3)  
and aL = a, L x C - J 2 ( -  L ) ) .  
L A  i s  a l o c a l l y  L i p s c h i t z  convex-concave f a n c t i o n  
1 of c l a s s  C on X x Y*, w i t h  d e r i v a t i v e  
Proof 
2) and c) . W e  s h a l l  u s e  t h e  i n f - sup  theorerc of J.J. Moreau 
[ Mol ] l e t  us  r e c a l l  t h i s  r e s u l t .  
Under t h e  assumptions 
U , ' J  a r e  l o c a l l y  convex t . v . s  
K :  U x V -  >E i s  convex-concave . 
K ( . , v )  E r ( U )  f o r  a i l  v  E V, 
t h e r e  e x i s t s  vo E X I  ko > i n f  R (u ,vo)  such  t h a t  
uE u 
I { u  E U i K ( u ~ v ~ )  C ko1 i s  weakly c o ~ . p a c t .  
Then 
(5 .4 )  i n f  sup K (u ,v )  = sup i n f  K (u ,v)  
UEU VE'J VE'J uEU 
moreover 
(5 .5 )  i n f  sup K ( u , v )  = min sup K ( u , v ) .  
uEU VE'J uEU VEV 
L e t  u s  d e f i n e  
K i s  a  c lo sed  convex-concave f u n c t i o n  such t h a t  
It i s  c l e a r  t h a t  . - K v e r i f i e s  the assumptions (5 .3) ,we  d e r i v e  t h a t  
9) * 
sup i n f  K ( b n  ) =  sup  i n f  X ( E t n  ) 
T,*EY" S E X  T,*EY* S E X  
- 
* 
min sup g ( S t n  ) (from ( 5 . 4 ) ,  ( 5 . 5 ) )  
SEX ,.,*EY* 
- 
- * 
n i n  sup K ( S , n  ) 
S E X  rl+€ Y* 
* 
= m i n  sup K ( S t n )  
S E X  T;*EY* 
t h e  same argument a p p l i e d  t o  (-x) shows t h a t  
* * i n £  sup  K ( S , n  ) = max i n f  K ( S , n  
f *  
ECX ri E Y  +Y* S E X  
it f o l l o w s  t h a t  
* 
sax i n f  K ( E , ~ * )  = m i n  sup X ( S t r i  ) 
* * 
rl 5 Y  S E X  S E X  n *EY* 
which e n s u r e s  t h e  e x i s t e n c e  of a  s add le -po in t  which i s  unique thanks  
t o  t h e  s t r i c t  convexi ty-concavi ty  o f  K t  t h e  c h a r a c t e r i z a t i o n  ( 5 . 2 )  o f  
t h i s  s a d 2 l e  p o i n t  i s  t h e n  s t r a i g h t f o r w a r d .  
b) .Let us  cons ide r  the q u a d r a t i c  augmented Lagrangian 
* 1 * * 2  LpLx,y = sup { L ( X , T , * )  - -1Iy -11 I 1. 2lJ 
rl*€YW 
From p r o p o s i t i o n  4 . 1 ' ,  L and L have same s a d d l e  v a l u e s  and s a d d l e  lJ 
p o i n t s .  Exchanging t h e  r o l e  p layed  by t h e  v a r i a b l e s  and t a k i n g  t h e  
augmented Laqrangian of  pa rm.e t e r  X of  (-L ) ,  w e  o b t a i n  t h e  c l o s e d  lJ 
ccncave-convex f u n c t i o n  K de f ined  by 
cli * 1 * rli2 1 2 6 ( x , y  ) = sup  in f  IL(E,n ) + Py -n U - 5 ~  Ux-0 1 
5 0 (  ~L*€Y* 
Using a g a i n  p r o p o s i t i o n  4 . 1 1 ,  p a r t  b )  of theorem 5.1 fo l lows .  
d)  W e  c la im t h a t  t h e  o p e r a t o r  
i s  s t r o n g l y  cont inuous  and bounded on bounded sets. 
* Indeed ,  l e t  us  c o n s i d e r  xo E X and yo E Y* such t h a t  
w e  deduce t h e  e x i s t e n c e  of  a  p o s i t i v e  c o n s t a n t  c  such t h a t  
* L(x ,yo)  2 - c(l1xll + 1) f o r  every x E X 
- 
( 5 .8 )  
- * * * * L(xo r Y ) G ~ ( U Y  11 + l )  f o r  every y  E Y . 
Usinq t h e  f a c t  t h a t  
w e  d e r i v e  
Adding these two inequalAtLes, w e  obtasn 
* * 
c IlJ[ (IJ(x0 f Y h I v  - L ( x h , l J r ~ o )  1 
* Using (5 .8)  and p r o p e r t i e s  of H an? H , it fo l lows 
+ hlJc(llxhIull + I IY; ,~ I I  + 2, 
From t h i s  it fo l lows  t h a t  
* 
with  I depending only  on ( 1  xoll , 11 yo 11 , c , h , V )  , and t h a t  t h e  opera to r  
J h  I l J  i s  bounZed on bounded s e t s .  
s Let u s  nar prove t h e  c o n t i n u i t y  of Jh . Consider xn - > x an? 
I V  
S yi" - i n > y , we claim t h a t  x h  - S > x  S *n - * and y 
r l J  I l J  I r !  > yx,lJ* 
Indeed,  d e f i n e  
I t  i s  c l e a r  t h a t  
n Y-e/h , 1: 
where 
Indeed 
w n * V E n  -> , l i n  in f  - K ( S n , n f )  2 K ( E r n  ) 
n 
and 
c - -  w 3 R  # t R(<,=*) > lim sup T(n ( < , < ) .  
n 
From theorem 2.5, it f o l l o w s  t h a t  t h e  sequence (x: +n t v t Y ~  t l J  ) which i s  * ) s i n c e  t h e  s a 2 d l e  p c i n t  of K i s  bounded, converges  weakly t o  (xh , lJ yA , 
n -n 
unique.  Moreover we o b t a i n ,  f o r  e v e r y  K E .[ K , K  ] and K E [ K,E ] 
- - 
F'rm the saddle pint property of (x: " ) , we derive 
tlJ t Y ~ l l J  
Pass ing  t o  t h e  l i m i t  s u p e r i o r  i n  t h e  above i n e q u a l i t y  and u s i n g  (5 .11)  
w e  d e r i v e  
r;n l i m  sup  HyA * 
n 
*n s 
Yx,,., s i n c e  weak-convergence and convergence of  t h e  
norms imply . s t r o n g  convergence t h a n k s  t o  assumption ( 4 . 1 ) .  
n s The s t r o n g  convergence xA - 
1 lJ > X L I J  
i s  t h e n  o b t a i n e d  
by u s i n g  s i m i l a r  method. 
L e t  u s  now compute the F r e c h e t  d e r i v a t i v e  of  L A I U .  Le t  L be t h e  qua- IJ 
d r a t i c  augmented Lagrangian d e f i n e d  i n ( 4 . 4 )  , i t s  convex p a r e n t  F i s  t h e  
2 P 
t h e  f u n c t i o n  F,,(x,y) = F ( x , y )  + $ 1 ~ 1  . 
CTsing formula (4 .5)  we d e r i v e  
* * E aF,, (xr-v) ( u * , ~ )  E aL,, 0(,4) K- (U { y  
cE cE *-1 
4-P (U ,Y 1 E aF (x,-V) + (o.,-~JH (v)  
* *-1 
<-> (u" ,v)  E ~ L ( X , Y + P H  ( v ) ) .  
An analoguous c a l c u l a t i o n  a f t e r  r e g u l a r i z a t i o n  of parameter X on t h e  
f i r s t  v a r i z b l e  provides  
and then 
0 
thanks t o  t h e  u n i c i t y  of (xi , V ' ~ L ~ J  1.  
* * Let us f i x  y  E Y * .  The func t ion  LA ( . ,y  ) i s  then convex, continuous 
1 lJ 
( i n  f a c t  loca l ly -L ipsch i t z )  and i t s  s u b d i f f e r e n t i a l  taken i n  x  reduces 
X-X 
t o  EI ( ") , it fo l lows (I E-T ] chap. I ,  propos i t ion  5.3)  t h a t  
X 
* 
L X , l J  ( . , y  ) i s  Gateaux Z i f f e r e n t i a b l e  i n  x  and then Frechet  d i f f e r e n t i a -  
b l e  s i n c e  i t s  d e r i v a t i v e  i s  continuous a s  seen above. I n  t h e  same way, 
t h e  func t ion  LX ( x , . )  has a  continuous Freche t  S e r i v a t i v e  namely 
I lJ 
* * 
* 
- Y i l l J  ) I t  fol lows t h a t  LA 
-H ( i s  a  c1 func t ion  and i s  l o c a l l y  
lJ I lJ 
* Lipsch i t z  s i n c e  i t s  d e r i v a t i v e  i s  bounded on bounded subse t s  of X x Y , 
which ends t h e  proof of theorem 5.1. 
Now we can prove 
Theorem 5.2 
There i s  equivalence between 
i) L n  M-e/h > L 
Proof 
n Let us consider the augmented Lagrangians L and L , we 
?J ?J 
define 
ii) 
from theorem 3.2 we know that 
cF * 1- L: (xfy ) LAIP(xIy ) 
f v 
M n F~ - > F <=> J, - > + for all y* E Y*. 
Let us compute, for h > 0, the Moreau-Yosida approximation J,; 
n (x) = inf (LP n (S I Y * + & 115 -xl12) 
SEX 
using the characterization of Mosco-convergence in terms of pointwise 
convergence. of the Moreau-Yosida approximates ( 4.8 ) ,  we derive that 
ii) is equivalent to i) . 
Comments 
1) In the Hilbert case, an easy computation base2 on the 
formula 
- p1 (t) for P E ro(X) 
(see [A-W 3 I theorem 2.9) shows that 
I t  f o l l o w s ,  i n  an e v i d e n t  my, that 
which i s  s t r o n g e r  t h a n  t h e  equ iva l ence  i) <=> ii) i n  theorem ( 5 . 2 ) .  
2 )  An i n t e r e s t i n g  open q u e s t i o n  i s  t o  know i f  t h e  equi -  
va l ence  
i s  t r u e .  I f  it  w e r e  t h e  c a s e ,  t h e  c l a s s  of maximal monotone o p e r a t o r s  
(see [ R 4  I o r  [ G I  
a s s o c i a t e d  t o  c l o s e d  p r o p e r  convex-concave f u n c t i o n s  L would v e r i f y  
n x f o r  eve ry  sequence A , f o r  eve ry  ( x , y  E X Y* 
* W * 5 * 
A: I X , Y  ) > ~ ~ ( x , y  ) i m p l i e s  A: (x ,yX)  - A ( X I Y  ) 
w i ? e r e  A: and PAA a r e  t h e  Yosida approximates  of t h e  o p e r a t o r s  An and A. 
I n  [ A1 I ,  remark 3 . 3 0  H.  Attouch has  proved t h a t  (5.13) i s  t r u e  f o r  
t h e  s u b a i f f e r e n t i a l s  o f  convex f u n c t i o n s .  
6. Equivalence between Mosco-epi/hypo convergence of closed convex- 
concave saddle functrons &d graph convergence of their subdiffe- 
rentials. 
In [A1 1 H. Attouch has established the following equi- 
valence for sequences of closed convex proper functions defined on a 
reflexive Banach space with values in IRu I + m ) ,  (see also [Ma] ) 
(6.2) a F~ > aF + normalization condition where a F is the 
subdifferential of the close6 convex proper function F. 
The r,ormalization condition comes from the fact that F is 6eterrnined by 
aF up to an additive constant and is described below 
* * 11 (XIX ) ~ F I  - 7 (xn1xn) E aFn for every n E IN 
(N.C) 
s X s 
- 
* n I such that xn - > XI xn > x anlF (x,) -> F(x). 
The code letter G means graph convergence that is 
s * s X * (i) v(x,x*) E a~ ]xn - > x, xn - > x with (xn1xn) 
belonging to aFn for every n E m 
(ii) for every sequence (x * k ' Xk E aFUk such that 
s > x, xk * - s > x * we have (x,x) w E aF= Xk -
In fact (ii) is implied by (i) thanks to the maximal monotonicity of 
the subdifferential operator. 
~oreover(ii) can be replace6 by a weaker asumpticn in which one of 
the two stron~ limits is in fact 2 weak limit (see [ A1 I , 3.7) . 
Let us return to convex-concave functions. In [R4 I ,  R.T. Rockafellar 
has introduced the notion of subdifferential of a closed convex conca- 
ve function L by the formula 
where alL and a2(-L) denote t h e  p a r t i a l  convex s u b d i f f e r e n t i a l s  with 
r e s p e c t  t o  the  f i r s t  and t h e  second v a r i a b l e .  H e  proved t h a t  dom(3L) 
- 
and aL i t s e l f  i s  independant of L E [ L , L ]  - and t h a t  t h e  graph of aL 
i s  r e l a t e d  t o  t h e  graph of t h e  s u b d i f f e r e n t i a l  aF of t h e  convex 
p a r e n t  F v i a  t h e  r e l a t i o n  
I t  i s  c l e a r  t h a t  
(6.5)  * * (x ,y  i s  a  sadd le  p o i n t  of L  <=> ( 0 ~ 0 )  E aL(x,y ) . 
From (6 .4)  , and t h e  d e f i n i t i o n  of graph convergence, it fo l lows  
P u t t i n q  toge the r  (6 .6)  , t h e  equivalence between (6 .1)  and (6.2)  and 
theorem 2.4 provides  
Theorem 6.1 
* 
~ e t ~ ~  : x X Y  - > a  sequence of c losed  convex-concave 
f u n c t i o n s  ( X  and Y a r e  r e f l e x i v e  Banach spaces)  whose convex p a r e n t s  
@"I v e r i f y  ( N  .C) . 
Then, a r e  equ iva len t .  
ii) a ~ "  > a ~ .  
Theorem 6.1 p o i n t s  ou t  the fact  that extended Mosco epqhypo-conver- 
gence i s  t h e  no t ion  of convergence f o r  c l a s s e s  c f  c losed  convex-con- 
cave f u n c t i o n s  associatedto graph convergence of t h e  s u b 2 i f f e r e n t i a l s .  
T h i s  graph  cor~vergence makes p r e c i s e  t h e  v a r i a t i o n a l  p r o p e r t i e s  of 
extended Mosco eplJhypo-convergence i;n order  t o  o b t a i n  s t r o n g  s t a b i l i -  
t y  of sadd le  p o i n t s  ( see  [ Z 1 and [ Azl 1 f o r  a p p l i c a t i o n s  i n  convex 
programming) . 
Propos i t ion  6 .2  
* L e t  (L" , L : X x Y -> 1 be a  c o l l e c t i o n  of  c losed  convex- 
concave func t ions  (X  and Y a r e  r e f l e x i v e  Banach space)  such t h a t  
L M-e/h> L. 
Then 
(6.7)  
* f o r  every sequence (xn,yn ) of sadd le  p o i n t s  of L", which i s  
* ( W  x W )  r e l a t i v e l y  compact, each (w x w )  l i m i t  (x ,y  ) of a  
subsequence i s  a  sadd le  p o i n t  of L. 
Y I For every sadd le  p o i n t  (x ,y  ) of L ,  t h e r e  e x i s t  sequences 
I such t h a t  
* The sequence ( x n r y n )  i s  then  a  sadd le  p o i n t  of t h e  convex-concave 
f u n c t i o n s  
whose convex p a r e n t  i s  
Proof 
M +e' S ince  Ln /h L,  w e  der lve ,  from theorem 6.1 that  
G * is a sadd le  point - o f  L,  we d e r i v e  
aLn -? aL. I f  (x,y ) 
(o,o) E aL(x.Y*). 
Using t h e  d e f i n i t i o n  of graph convergence it fol lows (6.8)  , t h e  ca l -  
c u l a t i o n  of K" and an being s t ra ighforward .  
S I n  o rde r  t o  prove (6.7) , l e t  us  consider  ( 6  ,T I )  E X x Y and E n  -> 6 ,  
n 
'In such t h a t  F ( 6 , q )  = l i m  F (Sn,9,) : such sequences e x i s t  n++m 
El M-e/h 
s i n c e  F" -> F, thanks t o  t h e  assumption t h a t  Ln > L ( s e e  
theorem 2 . 4 ) .  
* From t h e  f a c t  t h a t  (xn , yn) i s  a saddle p o i n t  of Ln, we d e r i v e  
* n (O,yn) E aF (xntO) ( see  (6.4) and ( 6 . 5 ) ) .  
It fol lows t h a t  
* Taking t h e  l i m  sup on both s i d e s  and s t i l l  denoting by xn and yn 
W * W  
-> x and yn * t h e  sequences such t h a t  xn -> y , we o b t a i n  
F(S, ' I )  - F ( x t 0 )  <Y*,TI> t h a t  i s  ( 0 , ~ ~ )  E 3.F ( ~ ~ 0 )  
* 
and ( x , y  ) i s  a sadd le  p o i n t  of L ,  which proves 6.7. 
Let  u s  conclude t h i s  work by g iv ing  an o t h e r  c h a r a c t e r i z a t i o n  of 
extended msco epi/hypo-convergence i n  t e r n s  of t h e  r e s o l v e n t s  and 
Yosida approximates of t h e  maximal monotone opera to r  
a s soc ia ted  t o  every c losed  convex-concave f u n c t i c n  L. 

L e t  u s  summarize th.e preceding r e s u l t s  w i t h  the he lp  of t h e  fo l lowing 
diagram 
Fn > F 
Mosco . epi 
a? - aF 
Graph. conv . 
thm. 2.4 thrc.. 4.2 
<= > Ln - n * > L <=> Lr (.,y ) - > Lr ( . 'y*) vyf E Y* 
L ~ S C O .  epi/hypo Mosco . epi 
<-> 3 ~ "  - > a~ 
Graph. mnv. 
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