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Abstract
The simplicial equivalent of the Chow, Mallet-Paret and Yorke theorem is proved and applied to
study periodic points of a class of simplicial maps under consideration.  2002 Elsevier Science B.V.
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1. Introduction
In 1974 Shub and Sullivan proved (cf. [13]) that the sequence of local indices
{I (f n, x0)}∞n=1 of C1 map f at an isolated fixed point x0 is bounded. This observation
was subsequently expanded by Chow, Mallet-Paret and Yorke (cf. [4]) who established that
this sequence is periodic and expressed the period in terms of eigenvalues of the derivative
Df (x0) of f at x0.
For m 1 we define Pm(f )= Fix(f m) and Pm = Pm(f ) \⋃0<n<m Pn(f ), the latter
being the set of m-periodic points of f . If Pm(f ) = ∅ then m is called a minimal period
of f . The set of all minimal periods of f is denoted by Per(f ).
For a given self-map f of a compact manifold M there is an important consequence
of Shub and Sullivan theorem: if {L(f n)}∞n=1 is unbounded then f has infinitely many
periodic points with distinct periods, i.e., Per(f ) is infinite. The result of Chow, Mallet-
Paret and Yorke gives more detailed information on minimal periods in C1 case.
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R.F. Brown in [6] formulated the following problem: in which cases Shub–Sullivan theorem
remains true in non-C1 version? This problem was addressed by H.-W. Siegberg (cf. [14])
who considered simplicial maps providing a partial answer. He stated that Shub–Sullivan
theorem is not true for this class, but indicated a wide subclass of simplicial maps for which
it is valid. On the other hand A. Dold in 1984 (cf. [5]) found the necessary conditions
(referred to as Dold’s relations) satisfied by any sequence of integers in the form of
{I (f n, x0)}∞n=1. Several applications of this result to the theory of periodic point were
proposed by W. Marzantowicz (cf. [10,11]) who introduced a useful language of so-
called k-adic expansion. His work based on the observation of Babenko and Bogatyi [1],
which says that every bounded sequence of integers which satisfies Dold’s relations must
be periodic. In this paper we shall use k-adic expansion to examine the class of maps
considered by Siegberg. For that class, according to the result of Babenko and Bogatyi,
the sequence {I (f n, x0)}∞n=1 must be periodic. We shall determine its period (which is the
equivalent of Chow, Malet-Paret and Yorke theorem). We shall then use this knowledge to
get some information concerning periodic points.
2. Dold’s relations and k-adic expansion
If f is a self-map of a compact ANR (ENR) and I (f ) is the fixed point index of f in X,
then there are some important relations between I (f m) for different m. Let us define Dold
coefficients for any m ∈N:
im(f )=
∑
k|m
µ(k)I
(
f m/k
)
,
where µ(k) denotes the classical Möbius function (cf. [3]). If im(f ) = 0 then we will say
that m is an algebraic period of f . The following congruences (called Dold’s relations)
hold (cf. [5]).
Theorem 2.1. For every m ∈N we have im(f )≡ 0 (mod m).
Definition 2.2. We define a sequence regk(q) (called regular representation):
regk(q)=
{
k, if k | q ,
0, if k  q .
Theorem 2.3 (cf. [10]). Any sequence ψ :N→ C may be written in the form of k-adic
expansion: ψ =∑∞1 ak(ψ) regk , where ak(ψ)= ik(ψ)/k = 1k∑d |k µ(d)ψ(k/d).
Moreover, if ψ takes only integer values and satisfies Dold’s relations then ak(ψ) ∈ Z
for every k ∈N. (Furthermore, ψ is periodic iff ak(ψ) = 0 for a finite number of indices.)
Proof. For any given ψ we find coefficients ak(ψ) by the Möbius inversion formula. If ψ
is a sequence with integer values and satisfies Dold’s relations, then
∑
d |k µ(d)ψ(k/d)≡
0 (mod k), thus ak(ψ) are integer. ✷
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Considering maps for which the sequence of indices of iterated maps is bounded we
have the following theorem.
Theorem 2.4. Any bounded integral sequence which satisfies Dold’s relations is periodic.
Proof (cf. [1]). Let |ψ(k)|< T for all natural k, then
∣∣ak(ψ)∣∣= 1/k
∣∣∣∣∑
d |k
µ(d)ψ
(
f k/d
)∣∣∣∣ T/k∑
d |k
∣∣µ(d)∣∣ T
k
ζ(k),
where ζ(k) denotes the function equal to the number of all positive divisors of k.
For every β > 0 we have (cf. [3]) ζ(k)= o(kβ). Let us take β = 1 then |ak(ψ)| → 0 if
k→∞. By Theorem 2.3 ak(ψ) are integers, thus ak(ψ)= 0 for almost all k, which gives
the thesis. ✷
Consequently we obtain
Theorem 2.5. A sequence of indices of an isolated fixed point {I (f q, x)}∞q=1 is bounded
iff it is periodic.
Dold’s coefficients for a sequence of indices of a single fixed point x is defined by
ik(f, x) = ∑d |k µ(d)I (f k/d, x). Let now k-adic expansion of {I (f q, x)}∞q=1 take the
form I (f q, x)=∑∞k=1 ak(x) regk(q). By Theorem 2.5 the set O(x) of the local algebraic
periods at x O(x)= {k ∈N: ik(f, x) = 0} is finite. If k /∈O(x), then ak(x)= 0 (as well as
ik(f, x)= kak(x)= 0). As a result we have the following representation of the sequence
of indices of iterated maps:
I (f q, x)=
∑
k∈O(x)
ak(x) regk(q).
There are relations between global and local Dold’s coefficients (cf. [10,1]).
Theorem 2.6. Let f :M→M be a map of a compact manifold M . Then
il(f )=
∑
mk=l
∑
x∈Pm(f )
ik(f
m, x).
3. Simplicial maps
Definition 3.1. Let S be an n-dimensional simplex and let S1, S2 ⊂ S be n-dimensional
simplices whose intersection is either empty or a common face. We say that a triple
(S1, S2, S) satisfies the Siegberg condition if for every natural number j , 0 j < n, there
is no common j -dimensional face of S1 and S2 which is contained in a j -dimensional face
of S.
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Let (K, τ) be a polyhedron with a finite triangulation τ .
Definition 3.2. A subdivision τ ′ of a triangulation τ will be called regular provided for
every S ∈ τ and all S1, S2 ∈ τ ′ with Si ⊂ S and dimSi = dimS, i = 1,2; triple (S1, S2, S)
satisfies the Siegberg condition. A simplicial map f : (K, τ ′) → (K, τ), where τ ′ is a
regular subdivision of τ will be called a (simplicial) map of smooth type.
Example 3.3. Fig. 1(a) shows an example of a regular subdivision of the polyhedron which
consists of one two-dimensional simplex. Fig. 1(b) illustrates a non-regular subdivision
of the same polyhedron. (There is a common vertex of the simplex and both simplices
obtained after taking the subdivision.)
Remark 3.4. Maps of smooth type encompass only such simplicial maps f : (K, τ ′)→
(K, τ) for which τ ′ is a proper subdivision of τ on each simplex. In other words, there is
no simplex S ∈ τ such that S ∈ τ ′, which results from the fact that the triple (S,S,S) does
not satisfy the Siegberg condition.
Lemma 3.5. Let f :S1 ∪ S2 → S be a continuous map, which maps S1 and S2 affine
linearly onto S and let the triple (S1, S2, S) satisfy the Siegberg condition. Then there exist
at least two different fixed points of f , one in S1 and one in S2.
Proof. Let fi = f|Si, i = 1,2. Note that fi :Si → S is a homeomorphism, so we may
consider the map f−1i :S→ Si . By the Brouwer fixed point theorem it has a fixed point xi ,
thus fi has a fixed point xi as well.
Let us assume that x1 = x2 and denote this unique fixed point as x0. It belongs to both
simplices S1 and S2, thus x0 ∈ S1 ∩ S2 and x0 /∈ IntSi , consequently x0 ∈ ∂Si . As f maps
the boundary of Si onto a boundary of S, x0 ∈ ∂Si ∩ ∂S.
Let now R ⊂ ∂S be the face of S which supports x0, i.e., x0 ∈ IntR. Let d = dimR. If
d = 0, then x0 is a common vertex of S1, S2, S which contradicts the Siegberg condition.
For 0 < d < n let us define by R1 the d-dimensional face of S1 such that f (R1) = R.
Because x0 ∈ IntR ∩ IntR1, so R1 ⊂ R ⊂ S. On the other hand x0 ∈ S1 ∩ S2, and
x0 ∈ IntR1 thus R1 is a face of S2 as well, which contradicts the Siegberg condition. ✷
Fig. 1.
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Remark 3.6 (cf. [14]). Let f : (K, τ ′)→ (K, τ) be a simplicial map of smooth type. Then
for every n 2 it is possible to find the triangulation τn−1 of K , such that f n : (K, τn−1)→
(K, τ ′)→ (K, τ) is a simplicial map of smooth type.
In order to do that define the triangulation τ1 as a subdivision of the triangulation τ ′ as
follows: if σ ∈ τ ′ is not degenerated by a map f , then define τ1 on σ as: {f−1(α): α ⊂
f (σ), α ∈ τ ′}, otherwise extend the subdivision from ∂σ onto σ so as to get the regular
simplicial subdivision. Continuing this procedure inductively we shall obtain the needed
triangulation τn−1 which is regular.
Remark 3.7. If f : (K, τ ′) → (K, τ) is a simplicial map of smooth type and K is a
compact polyhedron then Pn(f ) is finite for every n. (Infiniteness of Pn(f ) for a simplicial
map f implies that for some simplex S ∈ τn−1, at least one-dimensional, f n| S = id which
is impossible by Remark 3.4.)
The set of simplices of the same dimension which belong to a triangulation τ ′ determines
the oriented graph. Its vertices are simplices and the edges are defined as follow. There is
an edge from the vertex σi to σj ∈ τ ′ iff f (σi) ⊃ σj , which we shall write as: σi → σj .
The similar language of graphs was used in [2] to describe minimal periods of continuous
self-maps of an interval and a circle.
Definition 3.8. Every finite sequence of edges of the form: σ0 → σ1 → ·· ·→ σn−1 → σ0
will be called a n-cycle. If additionally all vertices σ0, σ1, . . . , σn−1 are different, then a
cycle will be called proper n-cycle.
We shall introduce now the following notation.
Let A(x0)= {σ ∈ τ ′: x0 ∈ σ },
C(x0)—the set of all proper cycles whose vertices belong to A(x0),
C(x0, k)—subset of C(x0) which consists of k-cycles,
O(x0)= {k ∈N: C(x0, k) = ∅}.
Lemma 3.9. Let f : (K, τ ′)→ (K, τ) be a simplicial map of smooth type and let x0 be a
fixed point of f . If σ1, σ2 ∈A(x0) then f (σ1) = f (σ2).
Proof. If f (σ1)= f (σ2) then by Lemma 3.5 there exist two different fixed points of the
map f : x1 ∈ σ1 and x2 ∈ σ2. Because σ1, σ2 ∈A(x0), so x0 ∈ σ1 ∩ σ2. Moreover x1 = x2,
thus at least one of the segments x0x1, x0x2 is nondegenerated, let it be x0x1. For this
segment we have: f|σ1(tx0 + (1 − t)x1)= tf|σ1(x0)+ (1 − t)f|σ1(x1)= tx0 + (1 − t)x1,
which contradicts the Remark 3.7, according which Pn(f ) is finite for every n. ✷
By [σ0] ∈ C(x0) we denote the cycle determined by σ0 ∈ A(x0). If σ is one of the
vertices of cycle [σ0] then we can write σ ∈ [σ0].
We define the relation of equivalence in C(x0, k): [σi ] ∼ [σj ] if σi ∈ [σ0] and σj ∈ [σ0]
for some σ0. The class of equivalence of this relation we denote by 〈σ0〉 and called the class
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of cycle [σ0]. The orientation of a cycle [σ0] will be defined as or[σ0] =∏σ∈[σ0] or(σ ),
where
or(σ )=
{1, if f preserves the orientation on σ ,
−1, if f reverses the orientation on σ .
A cycle [σ0] preserves the orientation if or[σ0] = 1, reverses the orientation if or[σ0] = −1.
Note that the number or[σi ] is the same for all σi ∈ [σ0], which allows to define the
orientation of the class of the cycle or〈σ0〉 as the orientation of one of its elements
[σi] ∼ [σ0]. LetC−(x0, k) be the subset ofC(x0, k)which consists of all cycles that reverse
the orientation.
Let
O−(x0)=
{
k ∈N: C−(x0, k) = ∅
}
,
O(x0)=O(x0)∪ 2O−(x0).
Theorem 3.10. Let (K, τ) denote a compact polyhedron with a triangulation τ , τ ′ be a
subdivision of τ and let f : (K, τ ′)→ (K, τ) be a simplicial maps of smooth type. Then
I (f n, x0) can be expressed by the formula:
I (f n, x0)=
∑
k∈O(x0)
ak regk(n),
where
ak =
∑
{〈σ 〉: [σ ]∈C(x0,k)}
(−1)dimσor〈σ 〉 +
∑
{〈σ 〉: [σ ]∈C−(x0,k/2)}
(−1)dimσ .
Before we give the proof of the above theorem we introduce some additional definition
and prove some lemmas.
Let x0 ∈ Fix(f ), C˜(x0) be the set of all cycles whose vertices belong to A(x0)
(not necessarily proper). W(k) = {k ∈ τk−1: x0 ∈ k, f s(k) ⊃ k for any s < k,
f k(k)⊃k}. We define the operation:
Φk :W(k)→ C˜(x0).
With a simplex k ∈W(k) we accompany by Φk a k-cycle of the form
σ0 → σ1 → ·· ·→ σi →·· ·→ σk−1 → σ0
(where σi ∈A(x0)), in the following way: take the sequence of simplices which are mapped
one onto another by f
k f→k−1 f→·· · f→i f→ ·· · f→1 f→0,
where k−i ∈ τk−i , k−i = f (k−i+1), i = 1,2, . . . , k, τ0 = τ . Next define the elements
of the cycle, i.e., the simplices σi ∈ τ ′ by taking: σ0 such that σ0 ⊃ k, . . . , σi such that
σi ⊃k−i , i = 0, . . . , k − 1 (σk−1 =1), 0 ∈ τ, σ0 ⊂0.
This operation we denote by Φk .
Lemma 3.11. Φk is an injection.
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Proof. Let us assume that Φk is not an injection. Then there exist two simplices k ,
′k ∈ W(k) such that they correspond to the same cycle σ0 → σ1 → ·· · → σk−1 → σ0.
Let us consider two sequences:
k f→k−1 f→·· · f→1 f→0,
′k
f→′k−1
f→·· · f→′1
f→′0.
On the other hand k ⊂ σ0 and ′k ⊂ σ0, so f k(k)= f k(′k) which is impossible by
Lemma 3.9 applied to f k . ✷
Lemma 3.12. Φk takes values in the set of proper cycles.
Proof. Let k ∈W(k), Φk(k) be equal to the cycle:
σ0 → σ1 → ·· ·→ σi →·· ·→ σk−1 → σ0.
We want to show that σi = σj , for i = j, i, j = 0, . . . , k − 1.
Let us assume that Φk(k) is a non-proper cycle. If it consists of simplices σ0 only, then
σ0 = f k−1(k)⊃k , which contradicts that k ∈W(k). Otherwise, for k > 1, there is a
fragment of the cycle which has the form:
· · ·→ σi−1 → σi → ·· ·→ σj−1 → σi → ·· ·
and σi−1 = σj−1.
This forces that f (σi−1)⊃ σi and f (σj−1)⊃ σi , thus σi−1 i σj−1 must be mapped onto
the same simplex of the triangulation τ : f (σi−1) = f (σj−1), as their images contain the
same simplex σi from τ ′. This leads to contradiction by Lemma 3.9. ✷
Lemma 3.13. Φk is a surjection onto the set of proper cycles.
Proof. Take the proper k-cycle [σ0]
σ0 → σ1 → ·· ·→ σi →·· ·→ σk−1 → σ0.
Since σk−1 → σ0, f (σk−1) ⊃ σ0. Define the simplex 1 ∈ τ ′, 1 = σk−1. Next we have
σk−2 → σk−1, so f (σk−2)⊃ σk−1 =1. Define the simplex 2 ∈ τ1, 2 ⊂ σk−2 such that
f (2)=1, etc. Inductively (cf. also Remark 3.6) we find k ∈ τk−1, k ⊂ σ0, such that
Φk(k)= [σ0]. ✷
Proof of Theorem 3.10. According to the formula for the index which was given by
O’Neill (cf. [12]) we have:
I (f n, x0)=
∑
γ∈τn−1, x0∈γ
(−1)dimγ Or(γ ), (∗)
where
Or(γ )=


1, if γ ⊂ f n(γ ) and f n|γ preserves the orientation,
−1, if γ ⊂ f n(γ ) and f n|γ reverses the orientation,
0, if γ ⊂ f n(γ ).
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Let k ∈ W(k). We examine which is its contribution to the sequence {I (f n, x0)}∞n=1
determined by O’Neill formula. First of all let us notice that [σ0] is a proper k-cycle, so for
k|n we have:
Or(k)= or〈σ0〉.
By Lemmas 3.11–3.13 k corresponds via Φk one-to-one to the proper k-cycle [σ0].
What is more, in each element σi ∈ [σ0], 0  i  k − 1, of the cycle [σ0] there is a
simplex ik ⊂ σi ∈W(k).
We can now replace the family of simplices ik by the appropriate proper k-cycles.
The contribution of k simplices which come from the class of k-cycle 〈σ0〉 depends on
the orientation. If [σ0] preserves the orientation then it is equal regk = or[σ0] regk . If [σ0]
reverses the orientation then, because f 2k preserves the orientation, it is necessary to add
a term on the place number 2k. In this case the contribution is equal − regk+ reg2k =
or[σ0] regk+ reg2k . This observation ends the proof.
Remark 3.14. Theorem 3.10 is the simplicial equivalent of the theorem of Chow, Mallet-
Paret and Yorke. For C1 maps they expressed O(x) by derivative of f at x . In a simplicial
case the period of k-adic expansion is described in terms of a simplicial structure of
f : (K, τ ′)→ (K, τ), by a use of simplices of τ ′.
We find the relations between global and local Dold’s coefficients for maps of smooth
type. Let m > 1 be a fixed natural number, x ∈ Pm(f ). Due to Remark 3.6 we may take
the triangulation τm−1 such that fm : (K, τm−1)→ (K, τ ′)→ (K, τ) is a map of smooth
type. Let us define
Aτm(x)= {σ ∈ τm: x ∈ σ },
Cτm(x)—the set of proper cycles for the map f m whose vertices belong to Aτm(x),
Cτm(x, k)—subset of Cτm(x) which consists of k-cycles,
C−τm(x, k)—subset of Cτm(x, k) which consists of cycles reversing the orientation,
Oτm(x)= {k ∈N: Cτm(x, k) = ∅},
O−,τm(x)= {k ∈N: C−τm(x, k) = ∅},
Oτm(x)=Oτm(x)∪ 2O−,τm(x), which is the period of k-adic expansion at x ∈ Pm(f ).
By Theorems 2.6 and 3.10 we obtain for a compact polyhedron K .
Theorem 3.15. Let f : (K, τ ′)→ (K, τ) be a simplicial maps of smooth type then:
il(f ) =
∑
mk=l
∑
x∈Pm(f )
∑
[σ ]∈Cτm(x,k)
(−1)dimσor[σ ]
+
∑
2mk=l
∑
x∈Pm(f )
∑
[σ ]∈C−τm(x,k)
(−1)dimσ .
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4. Applications
In this section we give two application of Theorems 3.10 and 3.15. Let K be a compact
polyhedron.
Theorem 4.1. Let f : (K, τ ′)→ (K, τ) be a map of smooth type. If {pn}∞n=1 is a sequence
of primes which are algebraic periods then almost all of its elements are minimal period
of f .
Proof. It is enough to substitute numbers l = pn to the formula from Theorem 3.15. Let
pn > 2 then
ipn =
∑
x∈P1(f )
cpn(f )+
∑
x∈Ppn(f )
c1(f ),
where cα are integers such that cα = 0 if α /∈ Oτm(x). Observe that P1(f ) is finite, and
moreover, for each x ∈ P1(f ) the set Oτ1(x) is also finite, so by elimination of the finite
number of primes from each Oτ1(x) we get the required assertion as pn are algebraic
periods. ✷
Remark 4.2. There are spaces for which almost all natural numbers are algebraic periods
and consequently minimal periods for a wide family of maps. Examples of such spaces are
rational exterior spaces for which the cohomology ring is generated by elements from odd
dimensional homology spaces (e.g., compact Lie groups, cf. [9,8]).
In C1-case Babenko and Bogatyi get the estimate for the number of periodic orbits for
a self-map of a compact manifold if the sequence {L(f n)}∞n=1 is unbounded (cf. [1]). In
more general formulation their theorem has the following form. Let O(f, l) be the number
of orbits of f whose elements have the minimal period not greater then l and let x ∈ Pm(f ),
Om(x)= {k ∈N: ik(f m, x) = 0}.
Theorem 4.3. Let f be a self-map of a compact ANR X. If {L(f n)}∞n=1 is unbounded and
there is a constant M such that |Om(x)|M for every x ∈ Pm(f ). Then
O(f, l) l −mf
M D
,
where mf is a natural number which depends on f , D = dim(H∗(X;Q)).
We shall prove the simplicial version of this estimate.
Let x ∈ Pm(f ),
Γ j (x)= {α ∈ τ : x ∈ α, dimα = j },
Γ
j
m(x)= {α ∈ τm: x ∈ α, dimα = j }.
V =maxdimKj=0 dimCj (K, τ), whereCj (K, τ) is the space of j -dimensional chains ofK .
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Observe that for every x ∈K, j ∈N we have: maxj |Γ j (x)| V .
Lemma 4.4. Let f : (K, τ ′)→ (K, τ) be a simplicial map of smooth type. Then for each m∣∣Oτm(x)∣∣ 2V.
Proof. Notice that |Oτm(x)| is not greater then the double length of the longest possible
proper cycle, thus |Oτm(x)| 2 maxj |Γ jm(x)|.
To prove the thesis it is enough to state that maxj |Γ jm(x)| maxj |Γ j (x)|. Let us as-
sume that the reverse inequality holds. Then |Γ j0m (x)| = maxj |Γ jm(x)|> maxj |Γ j (x)|
|Γ j0(x)|.
In that case there are two different j0-dimensional simplices m,′m ∈ τm with x ∈
m ∩ ′m, such that f m(m) = f m(′m). This is impossible by Lemma 3.9 (applied to
fm). ✷
Theorem 4.5. Let f : (K, τ ′)→ (K, τ) be a map of smooth type such that {L(f n)}∞n=1
is unbounded or, what is equivalent, that the number of algebraic periods of f is infinite.
Then
O(f, l) l −mf
2V D
,
where mf is a fixed natural number which depends on f .
The proof of this theorem is the same as the proof of Theorem 4.3 (cf. [1,8]) with the
exception of the use of the estimate from Lemma 4.4 instead of the estimate for C1 maps.
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