Abstruct-Numerous proposals exist for load balancing in peer-to-peer (p2p) networks. Some focus on namespace balancing, making the distance between nodes as uniform as possible. This technique works well under ideal conditions, hut not under those found empirically. tnstead, researchers have found heavgtailed query distributions (skew), high rates of node join and leave (churn), and wide variation in node network and storage capacity (heterogeneity). Other approaches tackle these less-thanideal conditions, but give up on important security properties.
I. INTRODUCTION
Decentralized structured overlays and distributed hash tables proffer a unique vision of computing: each machine seamlessly contributes to and benefits from a large service-oriented network. This vision has yet to be realized, in part, because machines are not identical, because the workload applied to the system may be heavy-tailed, and because node availability and churn rates may change over time, Learning to adapt to these characteristics through load balancing in a decentralized. scalable, and secure manner is a step toward realizing this ideal of computing.
Several existing proposals for load balancing algorithms in this context have focused on ideal conditions [I]. 1261, [30] , [32] . They have made unrealistic assumptions about node heterogeneity, workload skew. and node chum. In general, they have assumed that nodes are uniform, that there 1s no skew in the workload, and that nodes are neither arriving nor departing. Deployed systems do not adhere to these idealistic conditions E39J. [45] .
Other proposals have attempted to handle skew, churn, and heterogeneity E121, [ZO] , [35] . Those that achieve good performance let nodes join as normal and then reactively position nodes to arbitrary locations in the namespace. Arbitrarily choosing identifiers (IDS) forfeits an important security goal for pZp systems: a verifiable identifier. Without verifiable Ills tying virtual overlay addresses to specific agents. application building blocks such as reputation [ 131, micropaymenis [4S] , and auctions [23] are not possible outside of a trusted network.
In this paper. we propose k-Choices. a load balancing algorithm for scnictured overlays thar supports wide variation in skew. heterogeneity, and churn while retaining the security and application advantages afforded by verifiable IDS. At a high level, the algorithm works as follows: (a) each node generates a set of verifiable Ds based on a single unit of certified information; (b) at join time, a node greedily reduces discrepancies between capacity and load both for itself and for nodes that will be affected by its join; and IC) optionally? each node experiencing overload or underload may periodically probe the network and reposition itself to another element from its set of verifiable IDS. Minimizing discrepancies between load and capacity achieves load balance, and limiting IDS to a well-defined sei keeps the algorithm secure. This paper proceeds as follows. In Section 11, we introduce our model and assumptions. In Section 111: we present the kChoices algorithm in detail. In Section IV. we review four state-of-the-art algorithms for load balancing in p2p systems.
In Sections V and VI, we present resu1f.s from trace-driven simulations where we vary system characteristics, including node heterogeneity. skew, and churn. We also present results from an implementation of k-Choices. Sections VI1 and VI11 present related work and conclusions, respectively. Overload occurs when, for a node ?ti, Wi > Ci. An overloaded node is not able to store objects given to it, route packets. or perform computation. depending on the application. A node fails to process requests that impose work beyond its capacity. Per unit time, the successful work per node is: load from temporarily overloading them. Using terminology from Rao et al. [35] , we say a node 'ni has an upper target Ui and slack U4 such that CJi = C=, -U J . If a node finds itself receiving more work than Ui, ir considers itself overloaded. Nodes also have a lower target Li below which they consider themselves underloaded. How a node responds to either of these conditions depends on the algorithm. An illustration of how we represent nodes is shown in Figure I . We assume each node knows its capacity C and its upper and lower targets.
Each node stores its virtual servers in a set, called V S s e t of size V S s e t . s i z e . Depending on the algorithm, this size may have an upper bound of V S s e t . maxsi ze.
Routing. Structured overlays allow routing of messages to destinations on top of an underlying network constantly undergoing topology change [36] , 1351, 1431. [47] . Each message's destination LD is a number on the overlay's namespace D, e.g.,
Messages traverse overlay hops from a source VS to a destination VS. The number of hops is typically O ( l o g ( N ) ) , where AT is the current number of VSs.
Each VS has a unique ID chosen from the namespace D . In our model, the destination of a message is the V s with the next largest logical identificr on the namespace mod D. The VS with the next largest (smallest) ID is called the successor (predecessor) . We denote the distance in the namespace between two virtual servers i and j with dist(i,j).
Each structured overlay allows new VSs to join the system. In general, each VS join and departure requires O(log(Ar)> maintenance messages. Reactive load balancing algorithms use artificial join and departure to change IDS. Network as Bottleneck. We focus on how load balancing algorithms function at the routing level. Blake and Rodrigues provide evidence that even in remote storage applications, network bandwidth is likely to be the primary bottleneck 121. AS storage becomes cheaper and cheaper relative to bandwidth, particularly "last-mile" bandwidth, this case will likely become more common. In compute-dominated scenarios, whether the processing or rhe network will be the bottleneck depends on the application. We let a node .ni's capacity C+ be the number of routing hops it can provide per unit time. We compare algorithms on the percentage of messages that successfully reach their destinations. Each node can then use this number to generate its own IDS using an ID-generating hash function h. For a node with ID k. a verifier verifies that k = h ( x c e r t ) instead of k = kCert.
8-Choices creates a set of verifiable IDS hy generating each
where c has a well-known bound. forgeable. We refer to xCert as z below for purposes of presentation.
The k-Choices solution we propose retains this Sybil attack resilience. Algorithms that permit a node to relocate its virtual server to an arbitrary node ID 
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3 while T > 0 and i > 0 Figure 2 and in k-Choices VS Join in Figure 3 . A small menu of potential IDS is chosen. limited by a well-known constant K. (lines 1-2) . These IDS are verifiable because they are all based on the certified J: and because 6 is bounded. To verify that a node is using a valid IDt h, another node simply has 10 check that there exists some z < K such that
discover what is likely to happen were this VS to be placed at this location (line 4). It guesses that the current work for this location will be split based on the percentage of the address space the joining VS will take on (lines 6-7)+ The node uses this to compute the change from the current situation (line 8). Each term in the cost function i s the difference between target work and real work. The first two terms are the sum of the differences if this VS is created and the last is the current situation. We normalize each term based on the node's capacity. Thus, the lower the cost. the smaller the difference between target and actual work. The last step of the join process is to join at the ID with lowest cost. Because nodes set their targets lower than their capacities, if all nodes minimized the mismatch m = It -wi = 0, then loss would be zero.
If nodes do not attempt to perform any additional load balancing after joining, we say they are passive. Being passive has its advantages: no additional churn is induced through VS relocation. However, over time one of the other potential IDS for tbis VS can become significantly better in terms of improving targetlworkload mismatch.
If we permit reselection of D s , we say that k-Choices is aclive. To minimize network probing, nodes reselect only a single VS ID at a time. They pick the U E VSset with the maximum mismatch. They check if any new ID for v improves the aggregate mismatches of themselves and their neighbors by E , a parameter that dampens improvements of minimal benefit. If it does, the movement is performed. E is applicauondependent: when a system is used for routing, moving will be relatively painless, as VSs can gracefully notify incoming pointers of their departure; if objects are stored and need to be sent over the network, the cost might be significantly greater. Nodes only examine the possibility of relocating if they are overloaded or underloaded. If nodes have relocated more than VSset . s i z e times and are still overloaded or underloaded, they create or destroy VSs within the range (1, K). In practice we found that nodes did not create more than a handful of additional VSs. 
I
In cases 1 and 2, we do not eliminate T because IDS cannot be identical. The actual choice will need to be a small distance away.
IV. PRIOR LOAD BALANCIKG TECHhIQUES
In this sechon. we discuss the four existing load balancing algorithms against which we will compare k- Choices: it selects the least loaded VS that will make it underloaded and deletes it (lines 2-3). If a node is underloaded and believes that adding a VS will not put it over its target load, it creates a virtual server (lines 4-6) . Without any extra communication, underloaded nodes actively take on more work. The goal of the algorithm is that, over time, this will ease the burden on overloaded nodes because they wiH assume a smaller percentage of the workload as the number of VSs increases.
Load balancing in complete isolation has its drawbacks. First, a node with only a few VSs may not be able to form a good estimate of what the cost of creating a new one will be. Second, a meager machine still might be overloaded even if it is only running one VS. If a new physical server enters and has significantly less capacity than the current low-end servers, the system may take a long time to Transfer has a few permutations. The scheme presented here and used in the experiments is known as "one-to-one" because one node contacts a single other node per unit time. The same work also proposed "one-to-many" and "many-to-many" variations and found they utilized nodes similarly. hours. We based churn on the times when the IF addresses of the node could be reached in the uace. The median lifetime of a node was about one hour. We converted from the trace's bandwidth information to messages per second by assuming an average message size of 10KB. The median node could forward 191 messages per second. We show the bandwidth distribution and modest correlation between bandwidth and lifetime in Figure 10 . The trace does not include any topology information. and we do not include any in our simulation.
For the experiment where we vary node lifetime. we instead generated several Pareto birth/death distributions with varying mean. Because Pareto distributions can take a long time to stabilize, we only took a snapshot of the distribution after this stabilization had occurred. 
A. Namespace Balancing
These first experiments confirm that, under conditions of constant or near-constant capacity and uniform query disuibution, simple namespace balancing is highly effective. However, when either of these conditions fails to hold, it is not.
In order to see the correlation between a node's namespace and its utilization. we ran a simple set of experiments in which we varied workload skew in a system that was performing no load balancing. We monitored the incoming routing and maintenance messages for each node and compared this to the fraction of the ID space for which that node was used as a hop or destination. We rai two sets of experiments: one where 4 5 -VS identifiers were chosen at random and a second where they were set offline lo be exactly equal. This second case shows the best that namespace balancing could achieve. We used 4OM nodes and set all node capacities so that they could route 100 messages per second. No churn was used because the exactly equal ID computation is only performed offline. We varied workload skew from uniform to Zipf with a = 2.4. Because no active algorithm was used and there was no churn. each experiment stabilized immediately. Every node had one virtual server and there were 40960 queries per second (10 queries per alive node). We plot the correlation between namespacc and node utilization for a uniform workload in Figure 11 . As is expected, the average namespace per node is & FZ ,0002. Because no load balancing is usedl the distribution of namespaces is long-tailed. Analytically. the largest distance between two VSs should be x log(4096) e ,0029, close to the measured value of .0025. Utilizations with random IDS ranged from almost 0 to about 4. In contrast, the case where the namespaces were completely balanced yielded an extremely small range of utilizations from O..% to 0.57.
As we relax the assumption that workloads are uniform, the benefit in perfectly uniform address spaces declines. Table I shows how the correlation and success rates for queries decline as workload skew increases. Separate experiments confirm a similar decline as heterogeneity in nodes' capacities changes from a constant. We can conclude$-om this that, in older to achieve reasonable peifoi-niance, a load balancing alporilhni ?nuSt include so~)llie workload parameter and cannot ainr for address space balancing alone.
B. Vuiying K
The second set of experiments explores k-Choices parameters for Gnutella-like systems. Our goal was to find a reasonable set of parameters for the subsequent experiments. Percznt of successfully routzd queries for trace-driven siniulations We generated ; I synthetic churn trace of 4k nodes with Pareto distributed average lifetimes of 60 minutes and a Gnutella-like capacity distribution with average capacity of 100 messapeslsecond. Each node initiated I O querieslsecond.
We ran each experiment for three hours and monitored node utilization. We varied K and ran k-Choices in aclive and passive modes.
The 9St" percentile utilizations are plotted in Figure 12 . When K = 1. k-Choices is not in use, showing the situation without any load balancing. The results show that acrive kChoices lowers utilization at a significantly faster rate than passive does as K increases. In both lookup scenarios: the LEth percentile utilizations do not decrease much beyond when K = 8 in active mode. The results also show that a skewed query distribution I Q = 1.3) has minimal impact on utilization for k-Choices. In fact. it even Lowers peak utilization as nodes with more bandwidth are able to position their VSs where the workload is concentrated. As noted above, there are substantial drawbacks to large numbers of VSs per node and to setting K. to a large value (e.g., large numbers of probes). Therefore, we used h: = 8 in subsequent experiments, unless otherwise noted. As these results portend, preliminary experiments with Optimal ID choice suggest that I-Choices works well without a huge sampling of IUS. We also experimented with values for E, which we set to 0.25 in our experiments. These results show chat k-choices needs only a small number of choices to produce a substantial decrease in node utilization.
We ran similar experiments to find good parameters for Tlrreslzold. Its two parameters i and c were set to 8 and 0.01 respectively.
C. Traca Restilts
Our third experiment examines how the load balancing algorithms responded l o different degrees of applied workload using trace-driven churn and capacity. In almost all cases. we found li-Choices performed the same as or better than the other algorithms, Each experiment used the Gnutella trace as described in Section V. Each ran for twelve hours with statistics recorded for the second half of' the experiment. We varied the applied query load by orders-of-magnitude and recorded the percentage of queries that reached their destination. This experiment captures factors such as artificial churn and large numbers of VSs per node that some of the algorithms induce.
We plot the results in Figure 13 . They show that all of the algorithms, except for 77~reshokd can sustain high success rates when queries are uniform, aithough k-Choices and Transfer. do slightly better Proportion. At 100 querieshode, the 9Sfh percentile of the number of VSslnode was 128 for Proportion (the maximum), compared to Figure 14 . The data confirm our hypothesis that k-Choices adapts well to rates of high churn. We found that both linnsfer and Proportion were able to sustain high natural churn rates for uniform queries, but that they induced 1.1 -1 . 5~ and 5 -1Ox more artificial chum, respectively, than I-Cliuices. Again, the variation in success rates is more prominent with skewed queries. This is because L-Chaires monitors worMoad before insertion. No Load flulutzci~?g improves slightly as lifetimes increase because fingers remain valid for longer. Again log(N) VS had worse performance than No Load Balancing.
In both uniform and Zipf, Ti'ireshold's success rate declines as nodes' lifetimes increase. This occurs because 7Rreshoid makes the gaps between VSs so non-uniform that it significantly increases the average number of hops, e.g., from 5.6 for 15 minute lifetimes to 7.3 for 4 hour lifetimes for uniform queries. Because queries are tahng more hops and nodes are similarly load balanced. each query is less likely to succeed.
E. Worklaud Sli$
For the fifth simulation experiment, we wanted to see how the algorithms responded to workload shifts. We ran each algorithm using trace-driven churn and capacity for ten hours. Halfway through each run. we changed the query destinations from one moderately skewed set to another (both with ct =
1.2).
We recorded statistics throughout the trace. As noted, each algorithm activates after 400 seconds. Each node initiated 10 queries per second on average.
We monitored success raies and VS activity. VS activity captures the amount of state transfer that occurs due to natural and artificial chum. When a node enters or leaves the system, the number of VS actions equals the number of VSs in use. Creating or destroying a VS is also a VS action, Each kChoices and l7ireshoEd relocate is two VS actions; each transfer is one. Conservatively, we did not include 7;12r&-old's neighbor-adjustments or Transfer's splits as VS actions.
The results are plotted in Figure 15 . We show the success rate on the left y-axis and VS activity on the right y-axis.
The results show that active k-Choices sustains > ' 75% success rates, recovering immediately after the workload shift.
Passive k-Choices (not shown) gradually plateaus at about 40%. We found that in systems with higher rates of churn, passive reached equilibrium more quickly. As soon as active k-choices is activated, the success rates dramatically increase. With current tuning, however, active produces an order-ofmagnitude more VS activity than passive. After the shift? kChoices active settles to a slightly lower success rate because queries heading to the new highest ranked spot take slightly more hops per average query: a change from 6.8 to 7.3. Proportioni TI-unsfer, and l7treshold all portray greater variance in success rates than k-Cl?oices. Proportion exhibits the greatest average VS activity and has the largest average hop count at 10.5 hops per successful query. The performance of 7'hreshold steadiky declines as its gaps become tightly clustered. That Transfer stabilizes at different levels had two causes. First, a burst of births soon after the shift caused we used the synthetic 60 minute average lifetime trace and the capacity disuibution from the trace as we varied a. As before, we ran each algorithm with each node initiating 10 queries per second on average. We plot the results in Figure 16 . They show that none of the algorithms can support an extremely skewed workload. e.g.. one where the top destination is almost 5x that of the next rank. Not only do the algorithms decline in their average success rates. but they also all become less stable.
For example, the standard deviation of success rates sampled over time for k-Choices at uniform is O.OOl%, and at ct = 4.8 it is 8%. To see if increasing K had an impact at high skew. we ran k-Clioices with K = 16. We found that it performed better (at 14%) than ) i = 8, but also exhibited high variance. We ran our experiment on Emulab, a testbed for networking research that supports precise bandwidth tuning [MI. The topology consisted of 256 nodes. There were 64 nodes of each bandwidth level; the levels were 40Mbls. 4Mb/s, lMb/s, and O.$Mb/s. Although Emulab has been working on making their system more scalable to support larger experiments. at the time. this was the largest topology we could run. Table  II shows the total number of queries completed by bandwidth type. Each value is averaged over two trials that consisted of one hour of queries. All nodes used one of die 40MBls nodes as their bootstrap. As a result, they were frequently in other node's routing tables and had a higher message routing workload. This is why their completed queries are fewer than the 4MB/s nodes. 
VIII. CoNcLusross
We introduced a novel anticipatory load matching algorithm for balancing load irr peer-lo-peer networks, This algorithm makes explicit the workload assignment problem that previous work attempted to solve implicitly. The algorithm works preemptively as the node is joining to shift the "right" amount of work to the joining node. Optionally. it can continue to readjust workload mismatch over time.
After examining the LChoices algorithm independently, we benchmarked its performance and that of other load balancing algorithms for structured overlays under conditions of node heterogeneity, skew. churn, and workload shift using tracebased simulauons. Prior work on load balancing for p2p systems has either focused on namespace balancing or on systems with more heterogeneous characteristics. We showed that even perfect namespace balancing results in poor performance under realistic conditions. Prior algorithms that do work well under these conditions, Transfer and T7ireslzoid~ both allow the selection of arbitrary IDS. severely circumscribing their utility on insecure networks. We have shown that k-Choices can provide good load balancing under realistic conditions while retaining strong security properties necessary for wide-area applications.
'
