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Abstract. In this note we show that, for any finite nontrivial family ~t' of graphs, the problem of 
finding the number of subgraphs of a graph which are homeomorphic from a member of ~ is 
#P-complete. From this it follows that the problems of counting the paths, circuits, or minimal 
nonplanar subgraphs of a graph are all #P-complete. 
The concept of #P-completeness was introduced by Valiant [5] and is useful in 
classifying enumeration problems according to their computational complexity. 
Many enumeration problems have been shown to be #P-complete [3-6] and such 
results can be regarded as evidence of intrinsic difficulty. 
Formally, a problem is in #P  if it can be regarded as a problem of counting 
accepting computations of a polynomial time nondeterministic Turing machine. For 
example, consider the problem/7 of finding the number of Hamiltonian circuits of 
a graph. If M is a polynomial time nondeterministic Turing machine which, for 
any input graph G, guesses a Hamiltonian circuit of G and then checks it, then H 
is clearly just the problem of counting the number of accepting computations of M 
for each input, and so/7 is in #P. A problem H is #P-complete i f /7 is in #P  and, 
for a l l /7 '~ #P, / / ' ocTH (that is, there is a polynomial-time Turing reduction of/7'  
to /7). /7 is #P-hard if H'ocTH for some #P-complete problem/7'.  In this note 
we consider a family of counting problems involving homeomorphism of graphs. 
A graph G is homeomorphic from a graph H if G may be obtained from H by 
inserting vertices of degree 2 in edges of H. (We identify isomorphic graphs.) Here 
it is natural to allow graphs to have loops or parallel edges, although this is not 
necessary. If ~ is a set of graphs, then G is a homeomorph from ~ if G is 
homeomorphic from some graph H in ~t'. We may be interested in the number of 
homeomorphs from ~' in a graph G, that is the number of subgraphs of G that are 
homeomorphs from ~. We then define the following problem. 
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HOMEOMORPHS FROM ffC 
Input: Graph G. 
Output: The number of homeomorphs from ~ in G. 
Call a set ~ of graphs nontrivial if there is a graph in ~ with at least one edge. 
Theorem. For any finite nontrivial set ~ of graphs, the problem HOMEOMORPHS FROM 
77( is # P- complete. 
It follows, for example, that the problems of counting the number of (self-avoiding) 
paths (~ = {K2}), circuits (~ = {g3}), minimal nonplanar subgraphs (~ = {Ks, K3,3}) 
and minimal nonouterplanar subgraphs (~'={K4, K2,3}) of a graph are all #P- 
complete. 
One problem which has been shown to be #P-complete [6] is the following. 
S-T  PATHS 
Input: Graph G, with specified distinct vertices s, t. 
Output: The number of (self-avoiding) paths between s and t in G. 
Let ~ by any (fixed) finite nontrivial set of graphs. To prove the Theorem it is 
sufficient o show that 
S-T  PATHS OCT HOMEOMORPHS FROM ff~a, 
since HOMEOMORPHS FROM ~ is clearly in #P.  
For each k = 0, 1, 2 , . . .  define a problem HoM(k) as follows. 
HoM(k) 
Input: Graph G, set A of edges and isolated vertices of G, with IAI =/6 
Output: The number HoM(G, A) of subgraphs of G which are homeomorphs 
from ~ and include all elements of A. 
Thus HOM(0) is essentially the problem HOMEOMORPHS FROM ffC. 
Claim. There exists m>~O such that S -T  PATHS oC T HOM(m). 
Let us establish the Claim. For any graph G, let n(G) be the number of vertices 
of degree not equal to 2 (where loops count twice). If G is homeomorphic from H, 
then of course n(G) = n(H).  Choose a graph H in ~ with maximum value of n(H) 
(say n(H) = n), and then maximum number of components. 
Given a graph G with specified distinct vertices s and t, form a graph t~ as 
follows. Take a copy of H disjoint from G. Let u and v be the endpoints of some 
edge e in H (where possibly u = v if we allow loops). Delete e from H and add 
edges {u, s} and {t, v}, thus forming a graph H'. Let A be the set or edges of H'  
together with any isolated vertices, and put m = IAI. Now add the vertices of G 
(other than s and t) and the edges of G to obtain t~ (see Fig. 1). 
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Let H be any subgraph of G which is a homeomorph from ~ and which includes 
all elements of A. Write H r~ G for the part of H contained in G. Since n(H) ~< n 
and n(H ' )  = n +2, each vertex of H n G must have degree 2 in/-/. Thus/-t c~ G has 
one component an s- t  path in G, and further it cannot have any other components 
by our choice of H. Hence, HoM(G, A) equals the number of s - t  paths in G; and 
this establishes the Claim. 
The rest of the proof of the Theorem is straightforward. For if x ~ A, then 
HoM(G, A) = HOM(G, A\{x})-  HoM(G-x ,  A\{x}). 
Hence, for any k ~> l, 
HoM(k) OC T HoM(k -  1). 
Therefore, 
HoM(k) oc T HoM(O), 
and so, by the claim, 
S -T  PATHS oCT HOMEOMORPHS FROM ~o 
as required. 
Remarks 
(1) We say that a graph is homeomorphic  with another graph if both are homeomor- 
phic from a third graph. Let ~ be any finite nontrivial set of graphs, and define the 
problem HOMEOMORPHS WITH ~ in the obvious way. Clearly, the problem is in 
#P, and it easily follows from the Theorem that it is in fact #P-complete. For, 
given any graph H there is a graph/ t  such that for any graph (3, G is homeomorphic 
with H if and only if G is homeomorphic from H. Replace each graph H in ~' by 
the corresponding raph /-I, to form the finite nontrivial set of graphs ~e. By the 
Theorem the problem HOMEOMORPHS FROM ~ is #P-complete, and clearly 
HOMEOMORPHS FROM ~ oC T HOMEOMORPHS WITH ~.  
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(2) A straightforward consequence of the #P-completeness of counting circuits is 
that the problem of counting Hamiltonian subgraphs of a graph is # P-hard. (Valiant 
[6] noted that the directed version is #P-hard.) For given a graph G, form G' by 
subdividing each edge, by placing a new vertex on it. Then the circuits of G 
correspond precisely to the Hamiltonian subgraphs of G'. The problem is not known 
to be in # P. 
(3) It is not hard to see that all the results here also apply to directed graphs, with 
the natural notion of homeomorphism in that context. 
(4) We have been discussing counting homeomorphs: for a discussion of the corre- 
sponding decision problem, see [1]. There is a vague similarity between the above 
proof of the Claim and the proof of [2, Theorem 4] (as was pointed out by a referee). 
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