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ABSTRACT 
In this paper, the two-parameter family of order four, step-number five, Adams-type methods i
investigated. Methods are given from this family for which the stiffly stable parameters are optimized. 
It is shown that the resulting methods are intermediate o the fourth-order Adams-Moulton and 
backward ifferentiation methods. 
1. INTRODUCTION 
The Adams-Moulton linear multistep correctors [7, 8] are 
often considered useful primarily for non-stiff problems. 
However, certain generalized families of Adams-type 
methods contain highly-stable members [2, 4, 13~ 14, 16, 
17]. For example, there exist A0-stable k-step methods 
of order k for k g 4 [14]. Furthermore, for k g 3, most 
of the corresponding methods are also stiffly stable [2]. 
The unique fourth-order, four-step A0-stable Adams-type 
corrector may be considered intermediate o the corre. 
sponding Adams-Moulton and BDF correctors, with 
respect to stability and local accuracy. It has been 
implemented in the well-known GEAR software package 
[9.] and tested extensively. Examples are given in [14] 
which demonstrate hat it enhances the efficiency of the 
package for mildly stiff problems with real eigenvalues. 
In regions where the step-size is controlled by accuracy, 
it exhibits the superior local accuracy of Adams-Moulton. 
In regions where the step-size is controlled by stability, 
it exhibits the superior stability of BDF. Thus, while it 
is not as effident as Adams-Moulton for non-stiff regions 
or BDF for stiff regions, its overall efficiency is often 
better, as demonstrated bythe examples in [14]. Since 
this corrector is not A(0)-stable, the results are naturally 
somewhat disappointing for systems with non-real eigen- 
values. In this paper, methods are given which circum- 
vent this difficulty. Specifically, a two-parameter family 
of stiffly stable Adams-type methods, each having order 
4 and step-number 5,is investigated. 
2. PRELIMINARIES 
A linear multistep method [12] is a formula of the 
following type 
m 
(aiYn_i+hbi~n_i) = 0 i=-1 
where the a i and b i are suitably chosen constants, h is 
the step-size, and y is the numerical solution to the 
initial value problem in question. The corresponding 
method polynomials p and o [8] are defined by 
m 
p(x)= i= - I  aixm I 
and 
m 
o(x) = i l l  bixm 1 
An Adams-type method is one for which a_l = -1, 
a 0 = 1 and a i = 0 for i > 0 or equivalendy, for which 
p(x) = -x m+l +x m. The method is absolutely stable 
[12] for a complex number X if magnitudes ofroots of 
p(x) +ka(x) = 0 do not exceed one (and roots with 
magnitude one are simple). The method is Ao-stable 
[3] if it is absolutely stable for all real negative X. A 
method is A(a)-stable if it is absolutely stable for all 
points in the wedge {X : IArg(-X)l < a). A method is 
stiffly stable [10] if there exist positive constants D, 0 
and a for which the method is absolutely stable on 
g I U R 2 and rdatively stable [12] on g 3 where 
g 1 = {X: Re(X)<-D), g 2 = (X: ge(X)~-a, IIm(X)l< 0) 
and 
R 3 = {X: IRe(X)I< a, IIm(X)l < 0} 
This method will be said to be of type (p,q) flit has 
local order at least p and step-number no more than q. 
The classical Adams-Moulton corrector of order k+ 1 
and step-number k will be denoted Ck. The Hurwitz 
transformation [6] z = x~l  will be employed through-out 
this paper. Under this transformation a d subsequent 
multiplication by ((1-z)/2) m+l,  the polynomials p(x) 
and o(x) are transformed tocorresponding polynomials 
r(z) and s(z) [3]. 
3. CONSTRUCTION OF METHODS 
Adams-type methods may be constructed aslinear corn- 
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binations of Adams-Moulton correctors [14, 17, 18]. 
Using a linear combination of C 3, C 4 and C 5 the two- 
parameter family of (4, 5) Adams-type methods i
obtained. For this family, 
5 x5_i 
p(x) = -x 5 +x 4, o(x) = i~0 ci 
where 
1440 (c 0, c I , c 2, c 3, c 4 , c5)T 
-- --1 3 
-10 -2 
= 10 -2 
-51 3 
-1 
600 
900 
60 • (A, B, 1) T 
-180 
60 
0 
5 
r(z) = -z(z+ 1)4/!6, s (z) = i=~0 di z 5-i 
where 
(d o , d I , d 2 , d 3, d 4, d5)T 
0 01 0 1 
=_  0 0 -120 .CA ,B,1) T 
0 0 -255] 
0 0 -180[ 
0 0 -45 J 
Th, error constant is
19 ~1323-27B 
720 " 513 "" 
This method will be denoted by C(A, B). Applying the 
Hurwitz criteria [1, 19], shows that C(A, B) is A0-stable 
if and only if 
A~<0 
B~<0 
300 (17A - 8B) - (A - 4B) 2 >I 0 
It follows from a result in [10] that an A0-stable Adams- 
type linear multistep method is stiffly stable if and only 
if the following additional constraints are also satisfied : 
(i) o(x) = 0 does not have a double root with magnitude 
one,  and  
(ii) if x is a root of a(x) = 0 with magnitude one, the 
quantity (x 4 - x3)/b(x) is real and positive. 
(The other requirements in [10] always hold for Adams- 
type methods due to the form ofp(x).) 
Applying these constraints yields the main result of this 
paper :
The method C(A, B) is stiffly stable ff A and B satisfy 
each of the following inequalities : 
A~<0 
B~0 
300 (17A - 8B) - C A - 4B) 2 > 0. 
4. DISCUSSION OF SELECTED STIFFLY STABLE 
METHODS 
In addition to the value of D, the value of the largest 
angle of A(a)-stability is also of particular interest. In 
this section a will be used to denote the largest non- 
negative value for which a stiffly stable method is also 
A(a)-stable. D and a will be referred to as stiffly stable 
parameters for the method. 
For the fourth-order BDF corrector, the values of the 
stiffly stable parameters D and a are D = .67 and 
a = 73°• For the centroid ( A, B) = (-8, -77) of the 
stiffly stable family, the corresponding values are 
D = 2•98 and a = 59 ° . The values of CA,B) which 
numerically optimize the stiffly stable parameters are 
near (0., -56.16). For this method, D = 1.50 and 
a = 67 ° . The stability regions for the stiffly stable 
Adams-type methods have been investigated extensively 
using a penalty constrained version of Powell's method 
[5]. Table 1 gives the integer values orb  and the corre- 
sponding values of D and a for A = 0 ..... -13, for which 
a is nearly maximum. (For each fixed A, the given value 
of a differs from the maximum a for this A by less 
than one degree.) 
In each case, the stiffly stable corrector is intermediate 
to Adams-Moulton and BDF. Although it was originally 
hoped to obtain A(a)-stable methods for small values 
of a, it is interesting that the values of a for the best 
methods are comparable to the corresponding value for 
BDF. 
Figure 1 contains plots of the boundaries of the stability 
regions for the following methods : 
1. Adams-Moulton, C(30, 30) 
2. Four-step A0-stable corrector 
3. Stiffly stable corrector, C(0, -56.16) 
4. Stiffly stable corrector, C(-8, -77) 
5. BDF corrector 
(The boundary for the method (0, -56.16) has a sharp 
spike in the right-half plane, making it difficult to ob- 
tain a plot with adequate resolution in the left-half 
plane. Therefore, only the intersection of the boundary 
with the left-half plane is given for this method.) 
The relative sizes of the local error coefficients for these 
methods hould be noted• For each method given in 
table 1, the error coeffldent is approximately 5-6 
times larger than the error coefficient of Adams-Moulton 
(as opposed to 9.5 for BDF). Therefore, in regions 
where the step-size is controlled by accuracy rather than 
stability, in order to achieve comparable accuracy, the 
step-size for the stiffly stable correctors must be reduced 
by a factor of approximately 1.5 (as opposed to 1.75 
for the BDF corrector). However, in regions where the 
step-size for Adams-Moulton is controlled by stability, 
the new methods offer a significant improvement over 
Adams-Moulton since they are stiffly stable. 
For each of these methods, the relative stability algorithm 
discussed in [13, 18] has been used to determine the 
radius of the largest disk about the origin on which the 
method is relatively stable. These radii are .9, .8, .7, .6 
and .5, respectively. 
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5. NUMERICAL EXPERIMENTS 
In order to demonstrate the intermediate nature of the 
stiffly stable correctors discussed in the last section, 
several well-known stiff problems were solved using each 
of the five methods discussed in the last section. 
The methods are given in order of increasing magnitude 
of local error coefficient and, except for method 4 (in- 
duded only to compare the performance ofmethod 3
with another representative (4,5) stiffly stable method), 
in order of increasing size of absolute stability region. In 
regions where the step-size is controlled by accuracy, the 
efficiency will decrease in the order given. In regions 
where the step-size is controlled by stability, the ef- 
fidency will increase in order 1-2-4-3-5. For mildly 
stiff problems with real eigenvalues the overall efflden- 
cy of the four-step A0-stable corrector is often superior 
to Adams-Mouhon and BDF, as demonstrated in [14]. 
The primary purpose of the present testing was to dem- 
onstrate that for mildly stiff problems with non-real 
eigenvalues, the efficiency of the stiffly stable methods 
remains intermediate o that of Adams-Mouhon and 
BDF, and is not degraded as for the four-step corrector. 
In order to minimize the influence of software heuristics, 
the problems were solved in a fixed-step mode with 
initial back-point information generated from the exact 
solution. A Newton iteration using an exact Jacobian 
matrix was used to solve the corrector equations at each 
step. The heuristics employed in the Newton iteration 
were taken from the software associated with [11]. 
The results generally confirm the above anticipated 
behavior, as illustrated by those for the following 
representative problem. 
~) = ~1 - °1  " y 
0 0 -0 2 
y(0) = (1, 0, 1) T 
where 
01 = 10k, k = 0 ..... 5 
W 1 = O 1 tan  a 
a = 15 k degrees, k = 0 ..... 3 
02= 3. 
The exact solution is 
I i l  [e-° It c°s ¢°1t] 
Y2Yl = [ e-° lt  sinc°lt 
3 [ e-O2t ] 
By the manner in which the problem was constructed, 
the Jacobian has the negative igenvalue -02 and two 
complex eigenvalues -01 +- ~01i. The eigenvalues are 
therefore in the a-wedge about he negative real axis. 
Table 2 contains asummary of the results for a = 45 °. 
The methods are ranked in the table with respect to 
accuracy for several step-sizes. Note that for small step- 
sizes, the methods behave xactly as expected : Adams- 
Moulton is best, followed by the Adams-type methods 
and BDF. This simply demonstrates that for a given step- 
size, Adams-Mouhon delivers the best local accuracy. 
Once the stiff components become negligible, it is desir- 
able to increase the step-size. Note however that both 
Adams-Mouhon and the four-step corrector become un- 
stable as expected. (Note : this did not occur for the 
four-step corrector in the case ct -- 0 ° .) The remaining 
methods remain stable, although as the step-size contin- 
ues to increase, the superiority of BDF becomes apparent. 
However, the performance of the stiffly stable correctors 
was satisfactory in all cases. More exhaustive t sting in 
an adaptive solver will be required to fully assess the 
relative merits of the various methods. For example, it
will be necessary to carefully compare the performance 
of the new methods with several recent codes which 
attempt to monitor stiffness and automatically switch 
between Adams-Moulton and BDF. (This is a question 
of particular interest which will be discussed at length 
in another paper.) However, the present results do 
establish the feasibility of using the methods for the 
solution of mildly stiff problems with regions of variable 
stiffness. 
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TABLE 1. Stiffly stable parameters for selected 
methods 
A B D a 
(degrees) 
0. -56.16 1.50 67 
-1. -52. 1.63 66 
-2. -52. 1.76 65 
-3.  -54.  1.88 64 
-4. -54. 2.05 63 
-5. -53. 2.26 62 
-6. -51. 2.55 61 
-7. -52. 2.81 60 
-8. -51.  3.22 59 
-9. -48. 3.97 57 
-10. -45. 5.23 55 
-11. -45. 6.42 53 
-12. -42.  10.35 49 
-13. -41. 17.49 46 
TABLE 2. Summary of results for ct = 45 ° 
Method 
Stepsize Adams- Four- Stiffly Stiffly 
= Moulton step Stable Stable 
.78125E Corrector A0-Stable Corrector Corrector 
-3"2 k C(30,30) Corrector C(0,-56.16) C(-8:-77) 
k c(o,o) 
1 1 2 3 
2 1 2 3 
3 1 2 3 
4 1 2 3 
5 1 2 3 
6 1 2 3 
7 1 2 4 
8 1 2 4 
9 1 2 4 
10 1 2 4 
11 5 (unstable) 2 3 
12 5(unstable) 4(unstable) 2 
13 5(unstable) 4(unstable) 2 
14 5(unstable) 4(unstable) 2 
BDF 
Corrector 
4 5 
4 5 
4 5 
4 5 
4 5 
5 4 
5 3 
5 3 
5 3 
5 3 
4 1 
3 1 
3 1 
3 1 
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